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Abstract 
 
Microgravity conditions pose unique challenges for fluid handling and heat transfer applications.  
By controlling (curtailing or augmenting) the buoyant and thermocapillary convection, the latter 
being the dominant convective flow in a microgravity environment, significant advantages can 
be achieved in space based processing. The control of this surface tension gradient driven flow is 
sought using a magnetic field, and the effects of these are studied computationally. To capture 
the deformable interface, a numerical method to solve the Navier-Sokes equations, heat 
equations and Maxwell’s equations was developed using a hybrid Level Set/Volume-of-Fluid 
technique. The method is tested against both analytical and experimental results and was found 
to be in good agreement. The method was then implement to solve (a) a stationary ferrofluid 
droplet under the influence of a magnetic field (b) A rising and falling magnetic droplet under 
various conditions. The method is shown to be a viable technique to solve such complex multi-
phase heat transfer problems. 
Symbols 
 
Ma: Marangoni Number 
Bo,m: Magnetic Bond Number 
Fr: Froude Number 
Gr: Grashof Number 
Re: Reynolds number 
We: Weber Number 
L: Length scale 
u,v: velocity in the x- and y- direction 
: Density 
Cp: Coefficient of Heat  
 2
T: Temperature 
FRQVWDQWRIVXUIDFHWHQVLRQ 
B: External magnetic field 
H: Magnetization 
0DJQHWLFSHUPHDELOLW\ 
/HYHO6HWIXQFWLRQ 
 
1. Introduction 
Systems of immiscible fluid layers can be found in a number of applications in areas such as 
materials processing and convective heat and mass transfer.  In the area of materials processing 
we can provide examples such as use of encapsulants in float zone crystal growth process and a 
buffer layer in industrial Czochralski crystal growth process to prevent convection due to the 
surface tension gradient force.  In the microgravity and space-processing realm, the exploration 
of other planets requires the development of enabling technologies in several fronts.  The 
reduction in the gravity level poses unique challenges for fluid handling and heat transfer 
applications.  By controlling (curtailing or augmenting) the buoyant and thermocapillary 
convection, the latter is the dominant convective flow in a microgravity environment, significant 
advantages can be achieved by pursuing space based processing. 
 
Moving interface capturing 
 In dealing with moving surfaces a variety of computational methods have been 
developed, which can be classified basically into two categories: moving-grid and fixed-grid 
methods.  The moving-grid method is a Lagrange-type method for treating the free surface as the 
boundary of a moving surface-fitted grid (Floryan and Rasmussen 1989).  However, when the 
grids are highly distorted because of strongly deformed free surface, then rezoning or re-meshing 
becomes necessary, which could lead to excessive numerical diffusion if frequent rezoning is 
done.  An important fixed-grid type method, which is based on the surface capturing approach is 
the so-called Level set method (LSM) (Osher and Sethian 1988), which has been used in a 
number of problems in applications including those in solidification and crystal growth areas 
(Kim et al. 2000; Smereka 2000).  In this method one defines a function φ(x, y, z, t), called level 
set, with some degree of smoothness (Yue et al. 2003) that represents the interface at φ = 0.  The 
level sets are advected by the local velocity field.  The interface can be captured at any time by 
locating the zero level set, which alleviates the burden of increasing grid resolution at the 
interface in many other numerical methods.  The LSM provides convenient features for handling 
topological merging, breaking and self-intersecting of interfaces, and information about the 
interface, such as orientation and curvature can be conveniently obtained as well, so that surface 
tension can be accurately estimated (Yue et al. 2003).  In addition, using LSM, extension from 
two to three dimensions can be done easily.   
 
2. Formulation 
2.1 Equations of motion of the magnetic fluid 
 
The Governing Equations consisting of conservation of mass, x-momentum, y-momentum and 
heat solved are presented below in the non-conservative form. 
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These basic equations will be expanded to a form which is suitable for discretization.  
 
2.1.1 Magnetic body force  
The magnetic body force per unit volume can be written as per Rosensweig (1985) as:  
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H
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This contains many pressure-like variables which are obtained by expanding as follows:  
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The fluid-magnetic force term  
Generally considering that ),,( THMM µ= , then 
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           (2.13) 
Considering each term separately, 
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Term I1: Although in the study, the flow is non-isothermal (i.e. 0≠∇T ), we have 0=
∂
∂
T
M
 as the 
operating conditions are within the Curie temperature limit (i.e. the temperature beyond 
which 0≠
∂
∂
T
M ). Thus this term drops off. 
Term I2: Linearly magnetizable fluids are considered in this study, therefore the Magnetization is 
written as: 
HM
0
0 )(
µ
µµ −
=                                                 (2.14) 
the term becomes: 
 
2
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Therefore the fluid-magnetic force per unit volume: 
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µµ                                     (2.16) 
The magentostrictive force term 
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Thus, substituting into (2.10) 
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The expressions for the magnetic force term is then, 
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It is seen that the magnetic body force for the case considered is attributable to the step change in 
µ  at the interface.  
 
2.1.2 Surface tension force term 
The moving interface dynamically satisfies the Laplace-Young boundary condition, i.e. there is a 
jump in the normal stress between the two fluids given by: 
nσκ=⋅− nSS gl )(                                             (2.20) 
However, following the approach of Brackbill et al. (1992) the surface tension term can be 
incorporated into the governing equation as a body force. Thus, 
)(xδσκn=surff                                             (2.21) 
Now the surface tension is a function of Temperature, thus additionally we have: 
)( 0TTref −−= γσσ                                           (2.22) 
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Thus the complete fsurf  is: 
δκγσ nTTf refsurf ))(( 0−−=                                      (2.23) 
 
2.1.3 Buoyancy term 
To include the effect of gravity, the body force is given by: 
gf g ρ−= , 
where g is acting in the negative y direction. The Boussinesq approximation is applied, i.e. the 
density variation to temperature is neglected everywhere except where it appears as the 
buoyancy term. Thus: 
gTTf
TT
g ))(1(
or )),(1(
0
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−−=
βρ
βρρ
                                           (2.24) 
Substituting the body force terms, we obtain: 
 
2.1.4 The Maxwell’s equations 
At this stage, for simplicity the study will cover non-conducting ferrofluids. For such fluids we 
have 0=ω . The Maxwell’s equations reduce to: 
0
0 
=
=
rotH
divB
                                                     (2.25) 
The magnetic induction B, the magnetic intensity H and the magnetization H are related by 
)( 0 MHB += µ                                                  (2.26) 
Substituing (2.14) into (2.26) 
HB µ=                                                     (2.27) 
One can define a magnetic potential Φ which satisfies Φ∇=H                                 (2.28) 
Substituting (2.28), (2.27) into (2.25), the Maxwell’s equation is obtained 
0=Φ∇⋅∇ µ                                                 (2.29) 
The boundary conditions on the Maxwell’s equation are: 
( )
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Substituting the various terms into the original Governing equations of (2.1-2.8) 
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The equations will now be recast in terms of the level set function φ  in the following section to 
account for the 2 fluids. 
 
2.1.5 The Level Set Equation 
The level set function is a continuous function defined initially over the entire domain as: 
(oil) when x
)0( interfacewhen x
d)(ferroflui when x
0
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== t
d
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txφ                                 (2.31) 
 
The zero level set ( )0=φ defines the interface. Additionally, the level set function is given the 
property of being a signed distance function, i.e. the value of φ  at any given point in the domain 
is the shortest possible distance from the interface. 
The advection of the Level set equation given by Osher & Sethian (1989) is: 
above as defined is )0,(   where,0 ==∇+
∂
∂
txF
t
φφφ                      (2.32)                     
where F is the normal velocity at the interface. For a fluid the normal velocity would be 
given by nuF ⋅= . For the interface, the normal vector is defined as φ
φ
∇
∇
=n          (2.33) 
Substituting the expressions into (2.32) the level set advection equation is obtained: 
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The desirable aspect of the level set function is that the fluid properties in the two fluid domains 
and at the interface can be very conveniently defined, as the fluid properties inside the individual 
domains are constant. Thus: 
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where )e(φH is the Heaviside function defined as: 
εφ
εφ
εφ
ε
piφ
piε
φφ
>
≤
−<



−



++=
      
     
     
1
)sin(11
2
1
 0
)(He                                       (2.35) 
where ε  is a small distance from the interface. Thus the fluid properties are smoothed out in the 
normal direction of the interface over a distance of ε on either side of the interface, making it a 
continuous function. Similarly a smoothed delta function is defined as: 
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using the fact that φ
φφδ
∂
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Special care is taken for the 
x∂
∂µ & 
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∂µ
terms. Differentiating (2.34c) w.r.t. x and y respectively, 
we obtain: 
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Substituting this into the main N-S equations of  (2.30): 
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Note: The Heat and Maxwell’s equations are not recast in terms of φ  as they are solved using a 
different technique. 
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These equations will now be non-dimensionalized for the main application problem. 
 
2.2 Two-layer fluid problem 
The application considered mainly is the two immiscible fluid layers contained in a square box, 
subjected to a temperature gradient applied in the horizontal direction. The lower fluid is a 
ferrofluid (water based) while the upper fluid is a diamagnetic fluid, oil. The system is subjected 
to an external magnetic field gradient. The aspect ratio is kept constant, and the wall boundaries 
are solid. A schematic of the setup is shown in Fig. [2.1] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 9
 
 
 
 
 
              Fig. [2.1] A Schematic of the Two-layer problem 
 
 
The non-dimensionalization is as follows 
 
ρ  x y u v t p g k H T-T0 σ  
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The final resulting equations (2.46-2.52) are then: 
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Typical Material properties 
 1-Ferrofluid (water based) 2- Shell Oil 
ρ   1380 kg/m3 800 kg/m3 
κ  2.7 W/m K 0.122 W/m K 
Cp 3000 J/kg K 2038 J/kg K 
η  0.00664 kg/ms 0.00381 kg/ms 
σ  0.00307 kg/s2 0.00307 kg/s2 
β  0.000260 (1/K) 0.000717 (1/K) 
0/ µµ  3.2 1.0 
 
K;m/Amp;s/m.g;m.L
;
TU
ref
ref
D100T     2400H        819     005
   be chosen to is scale velocity The
0
2
=∆===
η
∆γ
=
 
Taking the material properties of the ferrofluid as the reference, the non-dimensional parameters 
are obtained follows for the typical base solution: 
 
 
Re We Gr 
mBo  Pr Fr Ma 
Two-layer 135.542 33.3979 1805.22 5.89415 7.3778 0.2646 1000.0 
 
 
 
The boundary conditions: 
Isothermal boundary conditions on the left and right walls 
(T=0 & T=1 respectively) 
and adiabatic upper and lower walls (Tn=0).  
The boundary conditions on Φ derived from (2.25) are:  
Lower wall     ;     ;0
Right wall &Left     ;     ;0
 wall     Upper;     ;0
0
2
0
0
0
1
0
H
yx
H
yx
H
yx
µ
µ
µ
µ
=
∂
Φ∂
=
∂
Φ∂
=
∂
Φ∂
=
∂
Φ∂
=
∂
Φ∂
=
∂
Φ∂
 
 
Finally, a contact angle is specified at the intersection of the interface and the sidewalls, to complete the 
boundary conditions for the problem. 
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3. Methodology 
 
This section details the numerical implementation of the problem posed in (2.46-2.52). Towards 
this end, a computational framework has been developed over a standard Cartesian grid finite 
volume Navier Stokes solver. The code is set up for the present problem for uniform grid and 2-
D. 
  
3.1 Cartesian grid Finite volume Navier Stokes solver  
Fig. [3.1] shows a schematic of the standard computational cell and it’s neighboring cells. A 
uniform mesh is used, and the grid length is ’h’. A collocated grid is used, so the flow properties 
are defined at the cell centers. Situated at the boundary of each cell is the cell face. The flux at 
the boundaries are defined by cxm(i), cxp(i), cym(i), cyp(i) as shown in the figure. This 
arrangement is made to ensure that the velocity and pressure coupling is strong and that the mass 
conservation is strictly achieved in each cell.  
 
Fig. [3.1] Cell centered collocated grid 
 
The step-by-step solution of the momentum equations proceeds as follows. For brevity, the one-
dimensional equations for the ‘u’ velocity are shown, which can be logically extended to higher 
dimensions. 
 
1) Compute the cell centered viscosities gam(i) = 
Re)(
)(
i
i
ρ
µ
 
2)  Compute the diffusion contributions to the coefficients 
ae(i)= 
4
)1()( ++ igamigam
; aw(i)= 
4
)1()( −+ igamigam
; 
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ap(i)= 
t
higamigamigam
∆
+
−+++ 2
4
)1()(*2)1(
 
3) Compute the convective terms with a second order accuracy using an Adams-Bashforth 
time stepping scheme: 
t
iuhiuiuicxpiuiuicxm
iuiuicxpiuiuicxmisu
n
n
∆
+
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2
1
)
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2
)1()()((
2
3)(
2
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4) The source terms in the various other equations are then added. A Crank-Nicholson 
scheme is used for the diffusion terms. 
magnetic
m
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5) The u(i) for the next time is solved using a Successive Over Relaxation technique 
The matrix is of the form Ax=B, where A contains ap(i) as the diagonal elements and -ae(i), -
aw(i) as the off diagonal elements. B is column matrix containing su(i) computed in the previous 
step. A relaxation factor of 0.8 is used. 
6) The pressure correction equation is solved next. Towards that end, a new velocity is 
constructed )(2
))1()1(()()(ˆ
ih
ipip
tiuiu
ρ
−−+∆+=  
7) The fluxes are updated with this new velocity )(ˆ iu  
;
2
)1(ˆ)(ˆ)(;
2
)1(ˆ)(ˆ)( hiuiuicxphiuiuicxm ++=−+=  
8) The source term for the Pressure Poisson equation is computed: 
t
icxpicxmisu
∆
−
=
)()()(  
 
9) compute the coefficients of the pressure equation 
)()()(;)1()(
)1()()(;)1()(
)1()()( iappiaepiapp
ii
iiiawp
ii
iiiaep +=
−
−+
=
+
++
=
ρρ
ρρ
ρρ
ρρ
 
10) The Pressure Poisson equation p(i) for the next time is solved using an algebraic 
multi-grid method “amg1r5.f”. The matrix once again takes the form Ax=B, where A 
contains app(i) as the diagonal elements and -aep(i), -awp(i) as the off diagonal 
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elements. B is a column matrix containing su(i) computed in the previous step. The 
multigrid solver is ideally suited for the Pressure Poisson as the row elements sum to 
zero. High accuracy of the order 10-13 is achieved ensuring that the flow is divergence 
free 
11) The fluxes and velocities are then corrected for changes in the pressure. 
)(2
))1()1(()(ˆ)(
)(
))()1((
*)()()(
)(
))1()((
*)()()(
ih
tipipiuiu
i
tipipiaepicxpicxp
i
tipipiawpicxmicxm
ρ
ρ
ρ
∆−−+
−=
∆−+
−=
∆−−
−=
 
 
 
3.2 Level Set Implementation for the interface advection  
The Level Set Method has been a powerful tool to capture and advect the fluid interface. 
The discretization of the Level Set equation and it’s implementation is presented. Herein for 
simplicity the dimension will be reduced to one, though the actual implementation is in two 
dimensions. 
)(φR is the spatial operator used to discretize the advection terms 
x
u
∂
∂φ
 in (2.46). This is 
calculated using a 5th order WENO scheme, described as follows. 
),,,,(5)(~                                       
),,,,(5)(~                                       
Thus,
)()1(
;
)1()(
                                      
 and  operators difference  theDefine
2112
2112
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+
−
+
−−
−
−
−
−
+
−
+
−
++
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+
+
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−+
=
=
∆
−+
=
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−−
=
iiiiix
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ii
DDDDDwenok
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kkD
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kkD
DD
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where the function weno5(a,b,c,d,e) is defined next. The interpolated third order fluxes: 
 
 
and the indicators of smoothness 
66
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3
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then weno5 is defined as: 
321
332211
ααα
ααα
++
++ qqq
 
where the suggested value of 610−=ε . The Spatial operator is the defined using a Lax-Fredrich 
flux 
))(~ )(~ ())(~ )(~ )(((
2
1)( kkkkks xxxx −+−+ −−+= φφαφφφR , where 
)1)s(k,s(k),1)-s(kmax( +=α  
A Runge-Kutta time stepping scheme is implemented for the Level set equation. At each update 
for the intermediate φ , this spatial operator is computed for the previous φ . 
After an update, the boundary conditions on φ  are updated. 
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3
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The next step is to compute φ∇ which is used in the re-distancing step. A Godunov method due 
to Jiang et al. (1998) is used: 
x
kkb
x
kk
a
∆
−+
=
∆
−−
=
)()1(
,
)1()( φφφφ
, then 
 then),0,min(),0,max( aaaa ==
−+
 



<+
>+
=∇ +−+−
−+−+
0
0)( if  ),max(),max(
0)( if ),max(),max(
0
2222
0
2222
φ
φ
φ sdcba
sdcba
 
 
 
3.3 Re-distancing 
The level set function is initially prescribed as a distance function ( 1=∇φ ), however as the 
solution proceeds, steep gradients in φ  begin to develop, resulting in loss of accuracy while 
calculating the curvature, as well as the numerical instabilities. A re-distancing step is therefore 
to be carried out to preserve φ  as a distance function. This is done by solving the re-initialization 
equation, first introduced by Sussman et al. (1994) 
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0)1()sign( 0 =−∇+∂
∂ dd φ
τ
                                                    (3.1) 
 
This equation is non-linear hyperbolic with characteristic velocities pointing outwards from the 
interface. Thus, the re-distancing begins from the interface. This is suitable for our purpose since 
we would like to keep the distance function property preserved near the interface and hence only 
a few time steps, 5 in our case, are required in this procedure.  Further the sign function in (3.1) 
is a mollified sign function of φ defined as 
( )220
0
0 )( φεφ
φφ
∇+
=sign  
where ε is chosen as one grid length. (It is seen in (3.1) that when 0=
∂
∂
τ
d
, we have 1=∇d ). 
 and , asset  is nn dφ (3.1) is solved using the R-K time stepping method as discussed above. Once 
the latest 1+nd is obtained, this is set into 1+nφ . This completes the advection of the level set 
equation. 
 
The next step is to update the Heaviside function )(φHe  and the Dirac delta function )(φδ  in 
accordance with (2.35)-(2.36), where the interface thickness 2ε  is chosen to be 4 x∆ .  
 
Finally, to calculate the area which is used to monitor the mass conservation using a standard 
nine-point stencil: 
( ) 







+++−∆≈−= ∑∫
≠−=
Ω
0),(;1,
2 ),(),(16
24
11))(1(
nmnm
njmijixHeArea φφφ  
 
3.4. Temperature advection using a Hybrid Level Set/Volume of Fluid Method 
 
The level set function is introduced to smoothen out the material properties throughout the 
domain, and this can be achieved because in the momentum equations there are no jumps in the 
velocity across the interface for the problems considered here (this may not hold true in separate 
class of problems if there is mass flux across the interface). However, for the temperature, there 
are jump conditions that need to be satisfied, namely: 
[ ]
[ ] 0
0
=∇κ
=
T
T
                                                             (3.2-3) 
While (3.2) is taken care of easily, special care is required for (3.3) to maintain the continuity of 
heat flux, and therefore the thermal conductivity cannot be smeared out by using a Delta function 
as was done in the case of viscosity while retaining the desired numerical accuracy. Towards this 
end, explicit information about the interface would be required, and for that the interface would 
have to be “reconstructed”.  
 
In this study, a hybrid method has been implemented to solve the heat equation. Firstly an 
interface reconstruction procedure is done to extract the interface from the level set function. 
From this, the Volume of Fluid (VOF) function F is constructed at the interface cells and 
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throughout the domain. Using the Volume of Fluid function and assorted geometrical quantities 
related to the interface, the heat equation is solved following the method by Davidson and 
Rudman (2002) and a least square method for implementing the interface conditions, while heat 
advection is carried out by using a geometrical VOF method due to Aulisa et al.(2004) 
 
3.4.1 Interface re-construction 
  An irregular cell is defined as a cell where the product of the Level set function φ  at that 
cell and the level set function ay any neighboring cell is less than 0. This indicates that there is an 
interface somewhere close to that cell.  
 
 
Fig [3.2]: Control point on the interface as a projection from an irregular cell 
For such irregular points, the process of finding a projection onto the interface is as follows:  
1) Find the steepest ascent at x, “p”, given by φ⋅∇
φ⋅∇
. Then the projection on the interface is 
given by φ⋅∇
φ⋅∇α
+= x*X , where we get α as determined from the solution of the quadratic: 
0
2
1 2
=φ+αφ⋅∇+α



φ⋅∇
φ⋅∇φ



φ⋅∇
φ⋅∇
*)X()(He
T
 
where )(He φ  is the Hessian matrix:  



φφ
φφ
yyyx
xyxx
 
 
Standard routines obtained from the IMSL library are implemented to carry out this procedure. 
One can then proceed to find the projection of every irregular cell in the domain in a similar 
manner. This set of control points will give a second-order accurate description of the interface.  
In addition to the control points, geometrical information like the normal and tangential 
directions, and the curvature need to be calculated. This is done using a bi-linear interpolation 
scheme. We denote  ’α as the distance between the control point and the irregular cell center, and 
j)sin(i)cos( θ+θ   as the direction of the normal of the interface pointing from  
 
From  ’α , )cos( θ , )sin( θ  and φ , the VOF function F=’vof’ can be easily calculated: 
 
Xi,Yj 
ξ 
η 
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dm1=abs( )cos( θ ) 
 dm2=abs( )sin( θ ) 
 y=0.d0; f1=0.d0;  f2=0.d0; vof=0.d0; h=1.0d0 
if( ((  ’α *dm1)>0.5 ).or.((  ’α *dm2)>0.5d0 ) ) then 
vof=1.d0 
else 
if ((dm1.lt.1.d-8 ).or.(dm2.lt.1.d-8)) then 
vof=(  ’α +(h/2.d0))/h 
else 
y=  ’α -(dm1*h/2.d0) 
f1 = (y)**2 - 2.0d0*dm1*dm2*((h/2.0d0)**2) 
if (y.lt.(-dm2*h/2.0d0)) then 
f1 = f1 - ((y+(dm2*h/2.0d0))**2) 
endif 
y=  ’α -(dm2*h/2.0d0) 
f2 = (y)**2 - 2.0d0*dm1*dm2*((h/2.0d0)**2) 
if (y.lt.(-dm1*h/2.0d0)) then 
f2 = f2 - ((y+(dm1*h/2.0d0))**2) 
endif 
vof=((h*h/4.0d0)+ (1.0d0/(2.0d0*dm1*dm2))* ((  ’α **2)-f1 -f2))/(h*h) 
endif 
endif        
 if (φ .gt.0.d0)  vof = 1.0d0-vof            
         
 
The next step is to calculate the face fractions ε  as shown in the Figure [3.3]. This will be used 
later in the diffusion step.  
 
 
 
Fig. [3.3] Face fractions ε , in this case defined as BC/BD, EF/AD, 1 and 1 on the north, east, south and west faces respectively. 
The interface length A is CE 
 
 
 
3.4.2 Heat Equation partitioning 
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Having obtained the VOF function F and the geometrical information of the interface and the 
cells containing the interface, following Davidson and Rudman (2002), the Heat equation is re-
written in terms of the heat per unit volume 1q  and 2q : 
 
( )
( )
)F(C
qq)F(T
RePr
S)F(T)F()F(
RePr
uq
t
q
RePr
S)F(T)F(F
RePr
uq
t
q
pρ
+
=
−∇κ−⋅∇=⋅∇+
∂
∂
+∇κ⋅∇=⋅∇+
∂
∂
21
2
2
1
1
 where,11
1
          (3.4-3.5) 
 
where 1q and 2q  denote the heat per unit volume of  phase 1 and 2 respectively. S denotes the 
source term, i.e. the heat transfer across the interface, and appears only in the cells containing the 
interface. This partitioning of the heat equation has been adopted in this manner so that the q’s 
for each phase are continuous throughout the domain and it is envisaged that this will lead to less 
smearing of the gradients at the interface. The authors claimed to have obtained an order of 
accuracy of ~ 1.5. In this study the same method is adopted, in addition, a better approximation 
of the source term S is used. 
 
Having split the heat per unit volume into separate equations for each phase, the Equations (3.4-
3.5) are now solved in a time-split scheme manner, i.e. for a generic ℑ  
sn
ns
)t(
)t(
ℑΨ∆+Ι=ℑ
ℑΨ∆+Ι=ℑ
+
2
1
1
 
where 1Ψ  denotes the diffusion step and 2Ψ  denotes the advection step. 
 
3.4.3 Diffusion 
 
The accuracy of the solution depends largely on correctly predicting the interface temperature 
and the jump condition. 
 
Bassano (2003) used a sub-cell resolution method to track the interface jump.  Cells intersected 
by the interface were split into two sub-cells. To locate the interface, the vertex values of the cell 
centered level set function were calculated by a four-point average. The intersection points of the 
zero level set with the cell edges were determined by linear interpolation along the edges. The 
interface was then represented by the segment joining these two points on the cell boundary. The 
temperature at the interface was calculated by a linear interpolation of the vertex values along 
edges.  
  
In this study, the cell edge thermal conductivities and the cell centered “A’s” are defined as 
follows. 
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The expressions are similar in the y-direction. These expressions are derived directly from (3.2-
3.3) 
 
The partitioned heat per unit volumes 1q and 2q  from (3.4-3.5) are then discretized in the 
following manner and solved simultaneously using an explicit scheme as shown here (for 1 
dimension) 
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 (3.6-7) 
 
The Source term S needs to be appropriately added (and subtracted) to (3.6-7) in accordance with  
(3.4-5) to the cell containing the interface. The procedure for calculating the source term is 
described below. 
 
 
Changing the co-ordinates to the normal direction as the jump co-ordinates are specified in this 
direction (Fig. [3.2]), 
( ) ( )
( ) ( ) θ−+θ−−=η
θ−+θ−=ξ
cosYysinXx
sinYycosXx
jij,i
jij,i
 
Then the temperature T at any ( ξ , η) can be written as, 
or
ξη+η+ξ+η+ξ+=
ξη+η+ξ+η+ξ+=
ξη−ηη−ξξ−η−ξ−−
ξη+ηη+ξξ+η+ξ++
TTTTTTT
TThTTTT
22
22
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1
2
1
2
1
2
1
  
Using the expansion of the above relation, the expression of the normal derivative in the chosen 
direction (say “-“) can be written as (3.8): 
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From the fact that −ξ− = TTn , it follows that: 
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Typically, the method involves collecting 6 points from within a specified (small) radius of  (i,j) 
which are −Ω∈  , then we end up with the matrix system which can be solved.  
 
For example, if the points collected are (1,2);(1,3);(2,2),(2,3),(3,2);(3,3), then the matrix to be 
solved will look like: 
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Having obtained the s’j,iα , the value of 
−
nT is then obtained from (3,8), where  
)j,i(A*))j,i(q)j,i(q()j,i(T 21 +=  
Normally, 6 control points are not obtained and the system remains underdetermined. In such a 
case, a least squares minimization is undertaken and *j,iα  which satisfy 
( ) ( )∑∑ α=α
j,i
j,i
j,i
j,i min*
22
  
are chosen.  
 
Once the normal derivative of the temperature is obtained, the Source term is calculated from : 
2
1
h
TS n A
−κ
=  where A is the interface length calculated in the interface tracking step above.  
3.4.4 Advection 
 
For the advection step, the VOF method outlined by Aulisa et al. (2004) is followed. This is a 
geometrical mixed Implicit-Explicit VOF method which involves the linear mapping of a 
tessellation of the grid onto a new tessellation, and by it’s very definition the method conserves 
mass exactly and also satisfies the consistency criterion, i.e. the non-dimensionalized sum of the 
areas of phase 1 and phase 2 will always be equal to 1. The authors claim that it is the only VOF 
method which can satisfy both these criteria. 
While this method is used by the authors for the mass advection, here we use it for the 
temperature advection, the difference being in the fluxes used. 
The method is best understood (Fig. [3.4]) in terms of geometric areas. The cell edge velocities, 
are scaled by 
h
t∆
. For this method, it is imperative that the velocities are divergence free, i.e. 
01212 =−+− vvuu . 
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                                   (b)    (c)   (d) 
 
 
Fig [3.4a-d] (a) The central cell shown with fluxes entering it (b) The geometrical area denoting the flux entering the 
central cell from the left (c) The implicit step (d) the explicit step 
 
Consider first the flux that enters the central cell from the left. AF in Fig. [3.4-b] equals the 
scaled 1u . The rectangle captures part of phase 1 given by ABEF (‘f1’) and part of phase 2 given 
by BCDE (‘f2’). These polygons are linearly mapped onto the middle cell in the implicit step 
(Fig.[3.4-c]) using the transformation: 
12
1
1 uu
ux
’’x
+−
+
= . The new areas are shown as ABEF and 
BCDE in the middle cell. Now, these polygons are then linearly mapped once again by the 
transformation: 1121 vy)uu(’’y ++−=  (the explicit step) into its new position as shown in Fig. 
[3.4(d)]. 
 
3.5 The Magnetic field calculation 
 
The Maxwell’s equation and it’s boundary conditions can be written as  
u1 
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                       (3.9) 
This falls under the category of an elliptic equation with piece-wise constant values of the 
coefficient over an irregular domain. For this class of problems, there are excellent numerical 
techniques using fast Poisson solvers, and the one implemented in this study is due to Z Li 
(1998), where a fast, guaranteed second-order accurate iterative method has been described. The 
method described in the paper is applied to the spline representation of the irregular domain, and 
this can be naturally extended to the level set representation as has been done in this study.  
Assuming there exists a solution to (3.9) and upon defining [ ])s(*)s(*g nΦ=  where s is a co-
ordinate along the interface, then )y,x(*Φ  satisfies: 
−
−−
−
+
++
+
∈
µ
=Φ∇⋅
µ
µ∇
+∆Φ
∈
µ
=Φ∇⋅
µ
µ∇
+∆Φ
)x,y(iff
)x,y(iff
    
                                         (3.10) 
[ ] [ ] )s(*g);s(w n =Φ=Φ                       conditions jump with the
 
Thus, the problem is reduced to the form of (3.10) with easier jump conditions to handle as the 
coefficient in the normal jump condition has been removed. Further, with the piece-wise constant 
coefficients, and with f(x,y)=0 for the Maxwell’s equations considered here, the problem reduced 
to a simple Laplace’s equation with the accompanying jump conditions. The discretization of the 
method has been implemented as described in Z Li (1998)  and for further details the reader is 
referred to this paper. 
 
 
4. Validation 
 
 
 
In this section, some known test cases or exact solutions are taken up, relevant to the physics of 
the application problems which are to be solved, and the code is validated against these results. 
In the last segment, the code is validated against experimental Hele-Shaw flows to validate the 
formulation of the force due to the magnetic field. 
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4.1 Lid Driven Cavity 
 
A widely used test case for benchmarking incompressible iso-thermal flow codes is represented 
by the lid-driven cavity flow. The fluid contained inside a squared cavity is set into motion by 
the upper wall which is sliding at constant speed. The most referenced solution available in 
literature is that of Ghia et al., (1982) which is also used here for comparison 
 
 
 
 
Fig. [4.1] Computed solution of the streamlines and the comparison between the computed meanline u-velocities 
and the experimental results 
 
 
 
 
4.1 Level Set Validation 
 
The Zalesak slotted disk rotation study has become a benchmark for testing the accuracy of 
various interface tracking methods. In the unit square with 100 grid steps along each co-ordinate 
direction, a circle with radius equal to 15 cells is centered in (0.5, 0.75). A vertical rectangular 
cut is produced with width equal to 13 of the radius and the upper bridge, connecting the left and 
right portions of the circle, has the same maximum width. The velocity field can be expressed in 
terms of the stream function. 
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Fig. [4.2] Comparison of advection schemes of the Level Set equation using 2 different scemes (1) 3rd order ENO 
and (2) 4th order WENO for the Zalesak slotted disk rotation problem/. 
 
 
 
The figure [4.2] shows the resulting shape of the slotted disk after a full revolution using a CFL 
number of 0.495. This study is important in seeing whether the advection scheme 
maintains the ability to reconstruct interfaces with high curvature. The diffusive errors can be 
evaluated by checking the boundaries of the slotted disk. It is seen that for a given grid size 
(120x120) the 4th order WENO scheme gives a significantly better description near the edge 
boundaries than the 3rd order ENO. 
 
 
4.2 Level Set Validation: Rising Bubble problem 
 
 
In order to evaluate the implementation of the Level Set method with the Navier–Stokes 
equations, the next test case involves a simulating droplet in a liquid rising due to gravity and 
comparing it’s shape with that obtained from 3-D computations by Lorstad et al. (2004) A 
Reynolds number of 10 is uses, density ratio between the outer and inner fluids 2, and the 
viscosity ratio and Fr = 1. 
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Fig. [4.3] The Computed drop shape at t*=10, and that obtained by Lorstad et al. 
 
 
 
The shapes of the final drop shape seem to reasonably match with that of, except for a noticeable 
bend at the bottom of the drop. This is explained from the fact that the simulation is in 2-D while 
the comparison study was done in full 3-D, and it has been reported by Sussman et al. that there 
is a significant “Cap” phenomena seen in 2-D bubble simulation, and the same is seen here.  
 
4.3 Magnetic Field Validation 
 
The Exact solution to the Maxwell’s equation 
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where R is the sphere radius. The magnetic field is given by 
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for a circle centered at (0,0)  for a domain –1<x<1, -1,y<1 and radius r=0.25 is, the 
computational solution is compared with the solution given in Rosensweig (1985). The 
permeability inside is kept as 10000, while outside it is 1. The magnetic field was indeed found 
to be equal to the imposed external magnetic field value at the top and bottom edges, as is 
expected. The code is able to handle high gradients in the permeability. Figure [3.4] gives an 
almost identical streamwise pattern as shown in Rosensweig (1985). 
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Fig. [4.4a-b] (a) Magnetic field lines computed from a uniform external magnetic field  (b) From 
Ferrohydrodynamics(1985) 
 
 
 
 
 
4.4 Temperature Validation 
 
For the case of pure diffusion from a cylinder, with the boundary condition that the q=0 on the 
surface of the cylinder, the exact solution is given by: 
 
)tDexp(
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Q
n
n n
t 2
1
22
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where J0(x) is the Bessel function of the zeroth order. 
 
The problem is similar to solving the heat equation in a cylinder of radius R with a very high 
11
22
Cp
Cp
ρ
ρ
ratio. 
 
The non-dimensional parameter is defined as 2R
DtPe = . The heat equation is solved as has been 
formulated, and the heat inside the cylinder is calculated every time-step and plotted as follows: 
 
 
 
Fig. [4.5] The heat inside a cylinder as a function of time for Peclet number = 500 
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4.5 Magnetic field validation: Hele-Shaw Flow 
 
The formulation of the forces in the momentum equations has the magnetic force term appearing 
as a product of the Dirac function of the permeability, which was smoothened by the Level set 
function. The validity of this had to be tested preferably with a flow that included the 
components of the magnetic field and the surface tension. Flament et al. (1998) conducted 
experiments to use the deformation of a magnetic fluid droplet under the influence of an external 
magnetic field to calculate the surface tension between the magnetic fluid and the passive fluid 
(in this case oil). To compare with their experiment, we do the reverse i.e., use their derived 
estimate of the surface tension to simulate the drop deformation. The experiment is conducted in 
a Hele-Shaw cell, i.e. the magnetic fluid is held in a small gap between two plates and 
perpendicular to gravity.  The equations of motion for such a flow follow the Darcy’s equation: 
vg)HM(dz
h
p
)v(Div
/h
/h
GGGG
G
α=ρ+∇⋅µ+∇−
=
∫
−
2
2
0
0
 
 
Since the code developed can only accounts for the magnetic field variation in 2-D, the z-
direction variation is ignored. The Navier Stokes equations are replaced by the Darcy equations 
in the solver. This is done by neglecting the diffusion and convective terms entirely, and 
explicitly introducing the Darcy law. 
         
(a) 
        
            (b) 
 
Fig. [4.6] Photographs of the Magnetic Fluid deformation for external Magnetic field values  (a) 1.2kA/m (b) 2.4 
kA/m compared with computational results for the Hele-Shaw cell. 
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5. Applications and Results 
 
In this section, the numerical framework developed in the previous sections shall be 
implemented to solve certain application problems pertinent to the use of magnetic fluids in 
engineering. The grid size used in the following simulations was 160x 160 after grid resolution. 
 
5.1 Stationary Droplet 
The first application problem considered is the heat transfer from a magnetic droplet in response 
to an external magnetic field.  
X
Y
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Fig. [5.1a-b] An initially heated magnetic droplet in the absence of gravity and external magnetic field, t=10.0 
 
The droplet is initially is heated and the surrounding fluid is at the colder temperature. As seen in 
Fig. [5.1a-b], in the absence of an external magnetic field and gravity, the only convection 
present is due to the Surface tension and Thermo-capillary effects at the interface while there are 
relatively low velocities in the remaining part of the domain. The heat transfer takes place mostly 
via diffusion and is spread uniformly throughout the domain with the passage of time. 
Figure [5.2a-b] shows the response of the same initially heated magnetic droplet to an external 
magnetic field of moderate intensity Bom=0.5. In contrast to the plain thermo-capillary flow in 
Fig. [5.1], larger convective velocities are seen to kick in at the top and bottom ends of the 
droplet parallel to the external magnetic field. This is a typical response of a magnetic fluid to an 
external field, a phenomenon which will be seen recurring in other examples as well. Near a tip 
of the droplet, a strong vortex is created inside the droplet and one out side, resulting in a very 
quick heat loss at the upper and lower tips. However the interesting aspect is that on the lateral 
sides the heat transfer is reduced. Indeed from Fig. [5.3] we see the time history of the 
temperature at a point on the left of the droplet midway between it’s center and the left wall; for 
the cases without and with the magnetic field. We see lower temperatures at the same point in 
time when the magnetic field is applied, than without it. In short, the direction of the applied 
magnetic field can be used to create a directional bias in the heat transfer, and this property may 
find interesting applications, for example in microchannels or heat exchangers.   
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 Fig. [5.2] A heated magnetic droplet in the absence of gravity and external magnetic field Bom=0.5, t=10.0 
 
 
 
 
Fig. [5.3] The time history of the temperature at point (1.25,2.5) for the two cases 
 
 
5.2 Falling ferrofluid droplet 
 
The next application conceived is that of a falling heated magnetic droplet in the presence of 
gravity. Figure [5.4] shows a heated droplet falling in the presence of a magnetic field. 
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Fig. [5.4] An initially heated magnetic droplet free falling at Fr=1, Bom=0, We=13.3, Re=200, Ma=1000, Pr=7.37, 
Gr=11800, shown at t*=2,4,6,8,10 & 12 
 
 
There is severe distortion witnessed in the droplet shape by t*=6 in the lateral direction, by 
which time the droplet reaches its drift velocity, before the velocity again begins to dip down 
after t*=10 because of the end wall effects. The flattened droplet shape creates more drag on the 
droplet, and this in turn affects the temperature contours in the wake of the droplet, which appear 
to be more spread out across the span of the droplet. Inside, the temperature contours seem to 
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show a strong tendency to stack up vertically, indicating that there is lateral heat transfer from 
the left and right tips of the droplet.  
 The same droplet falling under the influence of gravity and the in the presence of a 
magnetic field is shown if Fig. [5.5] for the same times. The droplet once again distorts initially, 
but this time in the vertical direction (i.e. aligning to the external magnetic field). As the droplet 
falls, we see a conceivably longer tail of the droplet indicating that possibly the heat transfer is 
enhanced in the vertical direction. This is once again consistent with the behavior of the 
stationary droplet seen earlier. Indeed, a closer look at the temperature contours inside the 
droplet show that they tend to stack up horizontally resulting in higher heat transfer in the 
vertical direction. Due to this phenomenon, the droplet does not tend to flatten out as in the 
previous case. This results in less drag and greater drift velocity and an improved aspect ratio of 
the drift shape shown. The drift shapes, corresponding to t*=10 are shown in in Fig. [5.6].  The 
Diffusion per unit volume and the drift velocity for both cases are shown in Fig. [5.7a-b] & 
[5.8a-b] respectively. The deformation of the droplet can be calculated by 
ba
ba
+
−
=Θ where a and 
b are the major and minor axes respectively. It is also seen that the magnetized droplet reaches 
the drift condition before the unmagnetized droplet. 
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Fig. [5.5] An initially heated magnetic droplet free falling at Fr=1, Bom=0.15, 
We=13.3,Re=200,Ma=1000,Pr=7.37,Gr=11800, shown at t*=2,4,6,8,10 & 12 
 
 
 
 
 
      
 
 
 
Fig. [5.6a-b] The drift shapes and the relative postions of the droplets at t*=10 for case (a) Bom=0 and (b) Bom=0.15 
 
‘ 
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Fig. [5.6] The velocities of the droplets at t*=10 for case (a) Bom=0 and (b) Bom=0.15 
 
 
 
 
Fig. [5.7] Diffusion from the interface of the droplets for case (a) Bom=0 and (b) Bom=0.15 
 
 
The calculated deformation Θ for the unmagnetized droplet was 44.68% while that of the 
magnetized bubble was 36.46%. Also, from Fig. [5.7] there is less heat loss from the interface of 
the magnetized droplet at drift conditions, compared to the unmagnified droplet. 
 
A similar study is conducted for a droplet for Fr=1000 (Figures [5.8]-[5.9]). Due to the high 
Gr=11800, the buoyancy induced convection actually makes the droplet rise. However in this 
case, the behavior of the droplets are different from before, in that the deformation is almost 
identical, although the major axis has been inverted (Fig. [5.10]) and the heat flux from the 
interface is almost similar in pattern (Fig. [5.11]). The magnetic bubble however reaches higher 
drift velocity. 
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5.3 Rising thermal ferrofluid droplet 
 
Fig. [5.8] An initially heated magnetic droplet free falling at Fr=1000, Bom=0, 
We=3.3,Re=200,Ma=1000,Pr=7.37,Gr=11800, shown at t*=2,4,6 
 
Fig. [5.9] An initially heated magnetic droplet free falling at Fr=1000, Bom=0.15, 
We=3.3,Re=200,Ma=1000,Pr=7.37,Gr=11800, shown at t*=2,4,6 
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Fig. [5.10a-b] The drift shapes and the relative postions of the droplets at t*=8 for case (a) Bom=0 and (b) Bom=0.15 
 
 
 
  
 
Fig. [5.11] Diffusion from the interface of the droplets for case (a) Bom=0 and (b) Bom=0.15 
 
6. Concluding remarks 
 
In this study, a complete numerical framework has been put together for implementing state-of –
the-art interface capturing numerical techniques, carefully chosen to utilize the most desirable 
aspect from each technique, to simulate the evolving multiphase flow involving magnetic fluids 
in the presence of an external magnetic field and a temperature gradient. For the fluid interface, a 
Level Set scheme with 4th order WENO scheme for advection of the interface. For the heat 
equation, a coupled scheme using the Level Set and a Volume of Fluid method was used to 
maintain the jump conditions. The code was benchmarked with exact analytical solutions as well 
as experimental results, and the comparisons were found to be favorable. The code was then 
implemented to investigate a two-layer fluid problem and very interesting physical properties 
were demonstrated pertinent to the application of interest. It was found that the interface 
properties of a magnetic fluid can be used to reduce and control the convection in a fluid system 
under the influence of a magnetic field inside certain regimes of the Magnetic Bond number and 
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the Marangoni number. The code was used further for other problems of interest relating to 
thermal magnetic fluids, for example the rising and falling magnetic droplet, and once again very 
rich physical characteristics of the magnetic fluids were demonstrated. 
 
It should be noted that the present numerical approach was aimed at uncovering potential 
benefits and applicability of magnetic fluids in enhancing or otherwise the heat transfer and for 
flow control cases in different problems of two-layer systems consisting of one magnetic fluid 
zone surrounded or otherwise by a non-magnetic region.  However, the present approach has the 
potential foe extension to cases of multi-layer zones in order to explore more optimum 
possibilities for flow control and heat transfer distribution that may be desired in applications. 
 
It should be realized that in the past applications of a magnetic field for significant flow control 
purposes has had its severe limitations because of relatively large magnetic field strength 
requirements for such purposes.  But the present novel approach in applying model based on the 
presence of jump in the magnetic permeability across the interface between the two layers, 
provide new possibility in using magnetic fluids and fields for further advances in the flow and 
heat transfer control areas.   
 
Although the present numerical simulation was restricted to two-dimensional problems due to 
the two-dimensional nature of the developed code, it is hoped that the present positive outcome 
of the results attained from the present novel code could stimulate future numerical and code-
developed efforts for wide range of problems in thermal magnetic fluids and fields, which can be 
realized only in a fully three-dimensional domain.  
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