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ABSTRACT
We consider the problem of learning general-purpose, paraphrastic sentence em-
beddings based on supervision from the Paraphrase Database (Ganitkevitch et al.,
2013). We compare six compositional architectures, evaluating them on annotated
textual similarity datasets drawn both from the same distribution as the training
data and from a wide range of other domains. We find that the most complex ar-
chitectures, such as long short-term memory (LSTM) recurrent neural networks,
perform best on the in-domain data. However, in out-of-domain scenarios, sim-
ple architectures such as word averaging vastly outperform LSTMs. Our simplest
averaging model is even competitive with systems tuned for the particular tasks
while also being extremely efficient and easy to use.
In order to better understand how these architectures compare, we conduct further
experiments on three supervised NLP tasks: sentence similarity, entailment, and
sentiment classification. We again find that the word averaging models perform
well for sentence similarity and entailment, outperforming LSTMs. However, on
sentiment classification, we find that the LSTM performs very strongly—even
recording new state-of-the-art performance on the Stanford Sentiment Treebank.
We then demonstrate how to combine our pretrained sentence embeddings with
these supervised tasks, using them both as a prior and as a black box feature
extractor. This leads to performance rivaling the state of the art on the SICK
similarity and entailment tasks. We release all of our resources to the research
community1 with the hope that they can serve as the new baseline for further
work on universal sentence embeddings.
1 INTRODUCTION
Word embeddings have become ubiquitous in natural language processing (NLP). Several re-
searchers have developed and shared word embeddings trained on large datasets (Collobert et al.,
2011; Mikolov et al., 2013; Pennington et al., 2014), and these have been used effectively for many
downstream tasks (Turian et al., 2010; Socher et al., 2011; Kim, 2014; Bansal et al., 2014; Tai et al.,
2015). There has also been recent work on creating representations for word sequences such as
phrases or sentences. Many functional architectures have been proposed to model compositionality
in such sequences, ranging from those based on simple operations like addition (Mitchell & Lapata,
2010; Yu & Dredze, 2015; Iyyer et al., 2015) to those based on richly-structured functions like re-
cursive neural networks (Socher et al., 2011), convolutional neural networks (Kalchbrenner et al.,
2014), and recurrent neural networks using long short-term memory (LSTM) (Tai et al., 2015).
However, there is little work on learning sentence representations that can be used across domains
with the same ease and effectiveness as word embeddings. In this paper, we explore compositional
models that can encode arbitrary word sequences into a vector with the property that sequences with
similar meaning have high cosine similarity, and that can, importantly, also transfer easily across
domains. We consider six compositional architectures based on neural networks and train them on
noisy phrase pairs from the Paraphrase Database (PPDB; Ganitkevitch et al., 2013).
1Trained models and code for training and evaluation are available at
http://ttic.uchicago.edu/
˜
wieting.
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We consider models spanning the range of complexity from word averaging to LSTMs. With the
simplest word averaging model, there are no additional compositional parameters. The only param-
eters are the word vectors themselves, which are learned to produce effective sequence embeddings
when averaging is performed over the sequence. We add complexity by adding layers, leading to
variants of deep averaging networks (Iyyer et al., 2015). We next consider several recurrent network
variants, culminating in LSTMs because they have been found to be effective for many types of
sequential data (Graves et al., 2008; 2013; Greff et al., 2015), including text (Sutskever et al., 2014;
Vinyals et al., 2014; Xu et al., 2015a; Hermann et al., 2015; Ling et al., 2015; Wen et al., 2015).
To evaluate our models, we consider two tasks drawn from the same distribution as the training data,
as well as 22 SemEval textual similarity datasets from a variety of domains (such as news, tweets,
web forums, and image and video captions). Interestingly, we find that the LSTM performs well on
the in-domain task, but performs much worse on the out-of-domain tasks. We discover surprisingly
strong performance for the models based on word averaging, which perform well on both the in-
domain and out-of-domain tasks, beating the best LSTM model by 16.5 Pearson’s r on average.
Moreover, we find that learning word embeddings in the context of vector averaging performs much
better than simply averaging pretrained, state-of-the-art word embeddings. Our average Pearson’s
r over all 22 SemEval datasets is 17.1 points higher than averaging GloVe vectors2 and 12.8 points
higher than averaging PARAGRAM-SL999 vectors.3
Our final sentence embeddings4 place in the top 25% of all submitted systems in every SemEval
STS task from 2012 through 2015, being best or tied for best on 4 of the datasets.5 This is surprising
because the submitted systems were designed for those particular tasks, with access to training and
tuning data specifically developed for each task.
While the above experiments focus on transfer, we also consider the fully supervised setting (Ta-
ble 5). We compare the same suite of compositional architectures for three supervised NLP tasks:
sentence similarity and textual entailment using the 2014 SemEval SICK dataset (Marelli et al.,
2014), and sentiment classification using the Stanford Sentiment Treebank (Socher et al., 2013). We
again find strong performance for the word averaging models for both similarity and entailment, out-
performing the LSTM. However, for sentiment classification, we see a different trend. The LSTM
now performs best, achieving 89.2% on the coarse-grained sentiment classification task. This result,
to our knowledge, is the new state of the art on this task.
We then demonstrate how to combine our PPDB-trained sentence embedding models with super-
vised NLP tasks. We first use our model as a prior, yielding performance on the similarity and
entailment tasks that rivals the state of the art. We also use our sentence embeddings as an effective
black box feature extractor for downstream tasks, comparing favorably to recent work (Kiros et al.,
2015).
We release our strongest sentence embedding model, which we call PARAGRAM-PHRASE XXL, to
the research community.6 Since it consists merely of a new set of word embeddings, it is extremely
efficient and easy to use for downstream applications. Our hope is that this model can provide a new
simple and strong baseline in the quest for universal sentence embeddings.
2 RELATED WORK
Researchers have developed many ways to embed word sequences for NLP. They mostly focus
on the question of compositionality: given vectors for words, how should we create a vector for
a word sequence? Mitchell & Lapata (2008; 2010) considered bigram compositionality, compar-
ing many functions for composing two word vectors into a single vector to represent their bigram.
Follow-up work by Blacoe & Lapata (2012) found again that simple operations such as vector ad-
2We used the publicly available 300-dimensional vectors that were trained on the 840 billion token Common
Crawl corpus, available at http://nlp.stanford.edu/projects/glove/.
3These are 300-dimensional vectors from Wieting et al. (2015) and are available at
http://ttic.uchicago.edu/
˜
wieting. They give human-level performance on two commonly
used word similarity datasets, WordSim353 (Finkelstein et al., 2001) and Simlex-999 (Hill et al., 2015).
4Denoted PARAGRAM-PHRASE-XXL and discussed in Section 4.3.
5As measured by the average Pearson’s r over all datasets in each task; see Table 4.
6Available at http://ttic.uchicago.edu/
˜
wieting.
2
Published as a conference paper at ICLR 2016
dition performed strongly. Many other compositional architectures have been proposed. Some have
been based on distributional semantics (Baroni et al., 2014; Paperno et al., 2014; Polajnar et al.,
2015; Tian et al., 2015), while the current trend is toward development of neural network archi-
tectures. These include neural bag-of-words models (Kalchbrenner et al., 2014), deep averaging
networks (DANs) (Iyyer et al., 2015), feature-weighted averaging (Yu & Dredze, 2015), recursive
neural networks based on parse structure (Socher et al., 2011; 2012; 2013; ˙Irsoy & Cardie, 2014;
Wieting et al., 2015), recursive networks based on non-syntactic hierarchical structure (Zhao et al.,
2015; Chen et al., 2015b), convolutional neural networks (Kalchbrenner et al., 2014; Kim, 2014;
Hu et al., 2014; Yin & Schu¨tze, 2015; He et al., 2015), and recurrent neural networks using long
short-term memory (Tai et al., 2015; Ling et al., 2015; Liu et al., 2015). In this paper, we compare
six architectures: word averaging, word averaging followed by a single linear projection, DANs, and
three variants of recurrent neural networks, including LSTMs.7
Most of the work mentioned above learns compositional models in the context of supervised learn-
ing. That is, a training set is provided with annotations and the composition function is learned for
the purposes of optimizing an objective function based on those annotations. The models are then
evaluated on a test set drawn from the same distribution as the training set.
In this paper, in contrast, we are primarily interested in creating general purpose, domain indepen-
dent embeddings for word sequences. There have been research efforts also targeting this goal.
One approach is to train an autoencoder in an attempt to learn the latent structure of the sequence,
whether it be a sentence with a parse tree (Socher et al., 2011), or a longer sequence such as a
paragraph or document (Li et al., 2015b). Other recently proposed methods, including paragraph
vectors (Le & Mikolov, 2014) and skip-thought vectors (Kiros et al., 2015), learn sequence repre-
sentations that are predictive of words inside the sequence or in neighboring sequences. These
methods produce generic representations that can be used to provide features for text classification
or sentence similarity tasks. While skip-thought vectors capture similarity in terms of discourse con-
text, in this paper we are interested in capturing paraphrastic similarity, i.e., whether two sentences
have the same meaning.
Our learning formulation draws from a large body of related work on learning input repre-
sentations in order to maximize similarity in the learned space (Weston et al., 2010; Yih et al.,
2011; Huang et al., 2013; Hermann & Blunsom, 2014; Socher et al., 2014; Faruqui & Dyer, 2014;
Bordes et al., 2014b;a; Lu et al., 2015), including our prior work (Wieting et al., 2015). We focus
our exploration here on modeling and keep the learning methodology mostly fixed, though we do
include certain choices about the learning procedure in our hyperparameter tuning space for each
model.
3 MODELS AND TRAINING
Our goal is to embed sequences into a low-dimensional space such that cosine similarity in the
space corresponds to the strength of the paraphrase relationship between the sequences. We exper-
imented with six models of increasing complexity. The simplest model embeds a word sequence
x = 〈x1, x2, ..., xn〉 by averaging the vectors of its tokens. The only parameters learned by this
model are the word embedding matrix Ww :
gPARAGRAM-PHRASE (x) =
1
n
n∑
i
W xiw
where W xiw is the word embedding for word xi. We call the learned embeddings PARAGRAM-
PHRASE embeddings.
In our second model, we learn a projection in addition to the word embeddings:
gproj(x) = Wp
(
1
n
n∑
i
W xiw
)
+ b
7In prior work, we experimented with recursive neural networks on binarized parses of the
PPDB (Wieting et al., 2015), but we found that many of the phrases in PPDB are not sentences or even con-
stituents, causing the parser to have unexpected behavior.
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where Wp is the projection matrix and b is a bias vector.
Our third model is the deep averaging network (DAN) of Iyyer et al. (2015). This is a generalization
of the above models that typically uses multiple layers as well as nonlinear activation functions. In
our experiments below, we tune over the number of layers and choice of activation function.
Our fourth model is a standard recurrent network (RNN) with randomly initialized weight matrices
and nonlinear activations:
ht = f(WxW
xt
w +Whht−1 + b)
gRNN(x) = h−1
where f is the activation function (either tanh or rectified linear unit; the choice is tuned), Wx and
Wh are parameter matrices, b is a bias vector, and h−1 refers to the hidden vector of the last token.
Our fifth model is a special RNN which we call an identity-RNN. In the identity-RNN, the weight
matrices are initialized to identity, the bias is initialized to zero, and the activation is the identity
function. We divide the final output vector of the identity-RNN by the number of tokens in the
sequence. Thus, before any updates to the parameters, the identity-RNN simply averages the word
embeddings. We also regularize the identity-RNN parameters to their initial values. The idea is that,
with high regularization, the identity-RNN is simply averaging word embeddings. However, it is a
richer architecture and can take into account word order and hopefully improve upon the averaging
baseline.
Our sixth and final model is the most expressive. We use long short-term memory
(LSTM) (Hochreiter & Schmidhuber, 1997), a recurrent neural network (RNN) architecture de-
signed to model sequences with long-distance dependencies. LSTMs have recently been shown
to produce state-of-the-art results in a variety of sequence processing tasks (Chen et al., 2015a;
Filippova et al., 2015; Xu et al., 2015c; Belinkov & Glass, 2015; Wang & Nyberg, 2015). We use
the version from Gers et al. (2003) which has the following equations:
it = σ (WxiW
xt
w +Whiht−1 +Wcict−1 + bi)
ft = σ (WxfW
xt
w +Whfht−1 +Wcfct−1 + bf )
ct = ftct−1 + it tanh (WxcW
xt
w +Whcht−1 + bc)
ot = σ (WxoW
xt
w +Whoht−1 +Wcoct + bo)
ht = ot tanh(ct)
gLSTM(x) = h−1
where σ is the logistic sigmoid function. We found that the choice of whether or not to include the
output gate had a significant impact on performance, so we used two versions of the LSTM model,
one with the output gate and one without. For all models, we learn the word embeddings themselves,
denoting the trainable word embedding parameters by Ww. We denote all other trainable parameters
by Wc (“compositional parameters”), though the PARAGRAM-PHRASE model has no compositional
parameters. We initialize Ww using some embeddings pretrained from large corpora.
3.1 TRAINING
We mostly follow the approach of Wieting et al. (2015). The training data consists of (possibly
noisy) pairs taken directly from the original Paraphrase Database (PPDB) and we optimize a margin-
based loss.
Our training data consists of a set X of phrase pairs 〈x1, x2〉, where x1 and x2 are assumed to be
paraphrases. The objective function follows:
min
Wc,Ww
1
|X |
( ∑
〈x1,x2〉∈X
max(0, δ − cos(g(x1), g(x2)) + cos(g(x1), g(t1)))
+max(0, δ − cos(g(x1), g(x2)) + cos(g(x2), g(t2)))
)
+λc ‖Wc‖
2
+ λw ‖Wwinitial −Ww‖
2 (1)
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where g is the embedding function in use (e.g., gLSTM), δ is the margin, λc and λw are regulariza-
tion parameters, Wwinitial is the initial word embedding matrix, and t1 and t2 are carefully-selected
negative examples taken from a mini-batch during optimization. The intuition is that we want the
two phrases to be more similar to each other (cos(g(x1), g(x2))) than either is to their respective
negative examples t1 and t2, by a margin of at least δ.
3.1.1 SELECTING NEGATIVE EXAMPLES
To select t1 and t2 in Eq. 1, we tune the choice between two approaches. The first, MAX, simply
chooses the most similar phrase in some set of phrases (other than those in the given phrase pair).
For simplicity and to reduce the number of tunable parameters, we use the mini-batch for this set,
but it could be a separate set. Formally, MAX corresponds to choosing t1 for a given 〈x1, x2〉 as
follows:
t1 = argmax
t:〈t,·〉∈Xb\{〈x1,x2〉}
cos(g(x1), g(t))
where Xb ⊆ X is the current mini-batch. That is, we want to choose a negative example ti that is
similar to xi according to the current model parameters. The downside of this approach is that we
may occasionally choose a phrase ti that is actually a true paraphrase of xi.
The second strategy selects negative examples using MAX with probability 0.5 and selects them
randomly from the mini-batch otherwise. We call this sampling strategy MIX. We tune over the
strategy in our experiments.
4 EXPERIMENTS
4.1 DATA
We experiment on 24 textual similarity datasets, covering many domains, including all datasets
from every SemEval semantic textual similarity (STS) task (2012-2015). We also evaluate on the
SemEval 2015 Twitter task (Xu et al., 2015b) and the SemEval 2014 Semantic Relatedness task
(Marelli et al., 2014), as well as two tasks that use PPDB data (Wieting et al., 2015; Pavlick et al.,
2015).
The first STS task was held in 2012 and these tasks have been held every year since. Given two sen-
tences, the objective of the task is to predict how similar they are on a 0-5 scale, where 0 indicates the
sentences are on different topics and 5 indicates that they are completely equivalent. Each STS task
consists of 4-6 different datasets and the tasks cover a wide variety of domains which we have cat-
egorized below. Most submissions for these tasks use supervised models that are trained and tuned
on either provided training data or similar datasets from older tasks. Details on the number of teams
and submissions for each task and the performance of the submitted systems for each dataset are
included in Table 1 and Table 2 respectively. For more details on these tasks please refer to the rel-
evant publications for the 2012 (Agirre et al., 2012), 2013 (Agirre et al., 2013), 2014 (Agirre et al.,
2014), and 2015 (Agirre et al., 2015) tasks.
Dataset No. of teams No. of submissions
2012 STS 35 88
2013 STS 34 89
2014 STS 15 38
2015 STS 29 74
2014 SICK 17 66
2015 Twitter 19 26
Table 1: Details on numbers of teams and submissions in the STS tasks used for evaluation.
Below are the textual domains contained in the STS tasks:
News: Newswire was used in the 2012 task (MSRpar) and the 2013 and 2014 tasks (deft news).
Image and Video Descriptions: Image descriptions generated via crowdsourcing were used in the
2013 and 2014 tasks (images). Video descriptions were used in the 2012 task (MSRvid).
Glosses: Glosses from WordNet, OntoNotes, and FrameNet were used in the 2012, 2013, and 2014
tasks (OnWN and FNWN).
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MT evaluation: The output of machine translation systems with their reference translations was
used in the 2012 task (SMT-eur and SMT-news) and the 2013 task (SMT).
Headlines: Headlines of news articles were used in the 2013, 2014, and 2015 tasks (headline).
Web Forum: Forum posts were used in the 2014 task (deft forum).
Twitter: Pairs containing a tweet related to a news headline and a sentence pertaining to the same
news headline. This dataset was used in the 2014 task (tweet news).
Belief: Text from the Deft Committed Belief Annotation (LDC2014E55) was used in the 2015 task
(belief).
Questions and Answers: Paired answers to the same question from StackExchange (answers-
forums) and the BEETLE corpus (Dzikovska et al., 2010) (answers-students) were used in 2015.
For tuning, we use two datasets that contain PPDB phrase pairs scored by human annotators on
the strength of their paraphrase relationship. One is a large sample of 26,456 annotated phrase pairs
developed by Pavlick et al. (2015). The second, called Annotated-PPDB, was developed in our prior
work (Wieting et al., 2015) and is a small set of 1,000 annotated phrase pairs that were filtered to
focus on challenging paraphrase phenomena.
4.2 TRANSFER LEARNING
4.2.1 EXPERIMENTAL SETTINGS
As training data, we used the XL section8 of PPDB which contains 3,033,753 unique phrase pairs.
However, for hyperparameter tuning we only used 100k examples sampled from PPDB XXL and
trained for 5 epochs. Then after finding the hyperparameters that maximize Spearman’s ρ on the
Pavlick et al. PPDB task, we trained on the entire XL section of PPDB for 10 epochs. We used
PARAGRAM-SL999 embeddings to initialize the word embedding matrix (Ww) for all models.
We chose the Pavlick et al. task for tuning because we wanted our entire procedure to only make use
of PPDB and use no other resources. In particular, we did not want to use any STS tasks for training
or hyperparameter tuning. We chose the Pavlick et al. dataset over Annotated-PPDB due to its larger
size. But in practice the datasets are very similar and tuning on either produces similar results.
To learn model parameters for all experiments in this section, we minimize Eq. 1. Our models
have the following tunable hyperparameters:9 λc, the L2 regularizer on the compositional param-
eters Wc (not applicable for the word averaging model), the pool of phrases used to obtain neg-
ative examples (coupled with mini-batch size B, to reduce the number of tunable hyperparame-
ters), λw, the regularizer on the word embeddings, and δ, the margin. We also tune over opti-
mization method (either AdaGrad (Duchi et al., 2011) or Adam (Kingma & Ba, 2014)), learning
rate (from {0.05, 0.005, 0.0005}), whether to clip the gradients with threshold 1 (Pascanu et al.,
2012), and whether to use MIX or MAX sampling. For the classic RNN, we further tuned whether
to use tanh or rectified linear unit activation functions; for the identity-RNN, we tuned λc over
{1000, 100, 10, 1} because we wanted higher regularization on the composition parameters; for the
DANs we tuned over activation function (tanh or rectified linear unit) and the number of layers
(either 1 or 2); for the LSTMs we tuned on whether to include an output gate. We fix the output
dimensionalities of all models that require doing so to the dimensionality of our word embeddings
(300).
4.2.2 RESULTS
The results on all STS tasks as well as the SICK and Twitter tasks are shown in Table 2. We include
results on the PPDB tasks in Table 3. In Table 2, we first show the median, 75th percentile, and
highest score from the official task rankings. We then report the performance of our seven mod-
els: PARAGRAM-PHRASE (PP), identity-RNN (iRNN), projection (proj.), deep-averaging network
(DAN), recurrent neural network (RNN), LSTM with output gate (o.g.), and LSTM without output
8PPDB comes in different sizes (S, M, L, XL, XXL, and XXXL), where each larger size subsumes all
smaller ones. The phrases are sorted by a confidence measure and so the smaller sets contain higher precision
paraphrases.
9For λc we searched over {10−3, 10−4, 10−5, 10−6}, for b we searched over {25, 50, 100}, for λw we
searched over {10−5, 10−6, 10−7, 10−8} as well as the setting in which we do not update Ww, and for δ we
searched over {0.4, 0.6, 0.8}.
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gate (no o.g.). We compare to three baselines: skip-thought vectors10 (Kiros et al., 2015), denoted
“ST”, averaged GloVe11 vectors (Pennington et al., 2014), and averaged PARAGRAM-SL999 vec-
tors (Wieting et al., 2015), denoted “PSL”. Note that the GloVe vectors were used to initialize the
PARAGRAM-SL999 vectors which were, in turn, used to initialize our PARAGRAM-PHRASE embed-
dings. We compare to skip-thought vectors because trained models are publicly available and they
show impressive performance when used as features on several tasks including textual similarity.
Dataset 50% 75% Max PP proj. DAN RNN iRNN LSTM
(no o.g.)
LSTM
(o.g.)
ST GloVe PSL
MSRpar 51.5 57.6 73.4 42.6 43.7 40.3 18.6 43.4 16.1 9.3 16.8 47.7 41.6
MSRvid 75.5 80.3 88.0 74.5 74.0 70.0 66.5 73.4 71.3 71.3 41.7 63.9 60.0
SMT-eur 44.4 48.1 56.7 47.3 49.4 43.8 40.9 47.1 41.8 44.3 35.2 46.0 42.4
OnWN 608 65.9 72.7 70.6 70.1 65.9 63.1 70.1 65.2 56.4 29.7 55.1 63.0
SMT-news 40.1 45.4 60.9 58.4 62.8 60.0 51.3 58.1 60.8 51.0 30.8 49.6 57.0
STS 2012 Average 54.5 59.5 70.3 58.7 60.0 56.0 48.1 58.4 51.0 46.4 30.8 52.5 52.8
headline 64.0 68.3 78.4 72.4 72.6 71.2 59.5 72.8 57.4 48.5 34.6 63.8 68.8
OnWN 52.8 64.8 84.3 67.7 68.0 64.1 54.6 69.4 68.5 50.4 10.0 49.0 48.0
FNWN 32.7 38.1 58.2 43.9 46.8 43.1 30.9 45.3 24.7 38.4 30.4 34.2 37.9
SMT 31.8 34.6 40.4 39.2 39.8 38.3 33.8 39.4 30.1 28.8 24.3 22.3 31.0
STS 2013 Average 45.3 51.4 65.3 55.8 56.8 54.2 44.7 56.7 45.2 41.5 24.8 42.3 46.4
deft forum 36.6 46.8 53.1 48.7 51.1 49.0 41.5 49.0 44.2 46.1 12.9 27.1 37.2
deft news 66.2 74.0 78.5 73.1 72.2 71.7 53.7 72.4 52.8 39.1 23.5 68.0 67.0
headline 67.1 75.4 78.4 69.7 70.8 69.2 57.5 70.2 57.5 50.9 37.8 59.5 65.3
images 75.6 79.0 83.4 78.5 78.1 76.9 67.6 78.2 68.5 62.9 51.2 61.0 62.0
OnWN 78.0 81.1 87.5 78.8 79.5 75.7 67.7 78.8 76.9 61.7 23.3 58.4 61.1
tweet news 64.7 72.2 79.2 76.4 75.8 74.2 58.0 76.9 58.7 48.2 39.9 51.2 64.7
STS 2014 Average 64.7 71.4 76.7 70.9 71.3 69.5 57.7 70.9 59.8 51.5 31.4 54.2 59.5
answers-forums 61.3 68.2 73.9 68.3 65.1 62.6 32.8 67.4 51.9 50.7 36.1 30.5 38.8
answers-students 67.6 73.6 78.8 78.2 77.8 78.1 64.7 78.2 71.5 55.7 33.0 63.0 69.2
belief 67.7 72.2 77.2 76.2 75.4 72.0 51.9 75.9 61.7 52.6 24.6 40.5 53.2
headline 74.2 80.8 84.2 74.8 75.2 73.5 65.3 75.1 64.0 56.6 43.6 61.8 69.0
images 80.4 84.3 87.1 81.4 80.3 77.5 71.4 81.1 70.4 64.2 17.7 67.5 69.9
STS 2015 Average 70.2 75.8 80.2 75.8 74.8 72.7 57.2 75.6 63.9 56.0 31.0 52.7 60.0
2014 SICK 71.4 79.9 82.8 71.6 71.6 70.7 61.2 71.2 63.9 59.0 49.8 65.9 66.4
2015 Twitter 49.9 52.5 61.9 52.9 52.8 53.7 45.1 52.9 47.6 36.1 24.7 30.3 36.3
Table 2: Results on SemEval textual similarity datasets (Pearson’s r × 100). The highest score in
each row is in boldface (omitting the official task score columns).
The results in Table 2 show strong performance of our two simplest models: the PARAGRAM-
PHRASE embeddings (PP) and our projection model (proj.). They outperform the other models
on all but 5 of the 22 datasets. The iRNN model has the next best performance, while the LSTM
models lag behind. These results stand in marked contrast to those in Table 3, which shows very
similar performance across models on the in-domain PPDB tasks, with the LSTM models slightly
outperforming the others. For the LSTM models, it is also interesting to note that removing the
output gate results in stronger performance on the textual similarity tasks. Removing the output
gate improves performance on 18 of the 22 datasets. The LSTM without output gate also performs
reasonably well compared to our strong PARAGRAM-SL999 addition baseline, beating it on 12 of
the 22 datasets.
4.3 PARAGRAM-PHRASE XXL
Since we found that PARAGRAM-PHRASE embeddings have such strong performance, we trained
this model on more data from PPDB and also used more data for hyperparameter tuning. For tuning,
we used all of PPDB XL and trained for 10 epochs, then trained our final model for 10 epochs on
the entire phrase section of PPDB XXL, consisting of 9,123,575 unique phrase pairs.12 We show
the results of this improved model, which we call PARAGRAM-PHRASE XXL, in Table 4. We also
report the median, 75th percentile, and maximum score from our suite of textual similarity tasks.
10Note that we pre-processed the training data with the tokenizer from Stanford CoreNLP (Manning et al.,
2014) rather than the included NLTK (Bird et al., 2009) tokenizer. We found that doing so significantly im-
proves the performance of the skip-thought vectors.
11We used the publicly available 300-dimensional vectors that were trained on the 840 billion token Common
Crawl corpus, available at http://nlp.stanford.edu/projects/glove/.
12We fixed batchsize to 100 and δ to 0.4, as these were the optimal values for the experiment in Table 2.
Then, for λw we searched over {10−6, 10−7, 10−8}, and tuned over MIX and MAX sampling. To optimize,
we used AdaGrad with a learning rate of 0.05.
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Model Pavlick et al.
(oracle)
Pavlick et al.
(test)
Annotated-PPDB
(test)
PARAGRAM-PHRASE 60.3 60.0 53.5
projection 61.0 58.4 52.8
DAN 60.9 60.1 52.3
RNN 60.5 60.3 51.8
iRNN 60.3 60.0 53.9
LSTM (no o.g.) 61.6 61.3 53.4
LSTM (o.g.) 61.5 60.9 52.9
skip-thought 39.3 39.3 31.9
GloVe 44.8 44.8 25.3
PARAGRAM-SL999 55.3 55.3 40.4
Table 3: Results on the PPDB tasks (Spearman’s ρ× 100). For the task in Pavlick et al. (2015), we
include the oracle result (the max Spearman’s ρ on the dataset), since this dataset was used for model
selection for all other tasks, as well as test results where models were tuned on Annotated-PPDB.
Dataset 50% 75% Max PARAGRAM-
PHRASE-
XXL
MSRpar 51.5 57.6 73.4 44.8
MSRvid 75.5 80.3 88.0 79.6
SMT-eur 44.4 48.1 56.7 49.5
OnWN 60.8 65.9 72.7 70.4
SMT-news 40.1 45.4 60.9 63.3
STS 2012 Average 54.5 59.5 70.3 61.5
headline 64.0 68.3 78.4 73.9
OnWN 52.8 64.8 84.3 73.8
FNWN 32.7 38.1 58.2 47.7
SMT 31.8 34.6 40.4 40.4
STS 2013 Average 45.3 51.4 65.3 58.9
deft forum 36.6 46.8 53.1 53.4
deft news 66.2 74.0 78.5 74.4
headline 67.1 75.4 78.4 71.5
images 75.6 79.0 83.4 80.4
OnWN 78.0 81.1 87.5 81.5
tweet news 64.7 72.2 79.2 77.4
STS 2014 Average 64.7 71.4 76.7 73.1
answers-forums 61.3 68.2 73.9 69.1
answers-students 67.6 73.6 78.8 78.0
belief 67.7 72.2 77.2 78.2
headline 74.2 80.8 84.2 76.4
images 80.4 84.3 87.1 83.4
STS 2015 Average 70.2 75.8 80.2 77.0
2014 SICK∗ 71.4 79.9 82.8 72.7
2015 Twitter 49.9 52.5 61.9 52.4
Table 4: Results on SemEval textual similarity datasets (Pearson’s r×100) for PARAGRAM-PHRASE
XXL embeddings. Results that match or exceed the best shared task system are shown in bold. ∗For
the 2014 SICK task, the median, 75th percentile, and maximum include only the primary runs as the
full set of results was not available.
PARAGRAM-PHRASE XXL matches or exceeds the best performance on 4 of the datasets (SMT-
news, SMT, deft forum, and belief) and is within 3 points of the best performance on 8 out of 22.
We have made this trained model available to the research community.13
4.4 USING REPRESENTATIONS IN LEARNED MODELS
We explore two natural questions regarding our representations learned from PPDB: (1) can these
embeddings improve the performance of other models through initialization and regularization? (2)
can they effectively be used as features for downstream tasks? To address these questions, we
13Available at http://ttic.uchicago.edu/
˜
wieting.
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Task word proj. DAN RNN LSTM LSTM w/ universal
averaging (no o.g.) (o.g.) regularization
similarity (SICK) 86.40 85.93 85.96 73.13 85.45 83.41 86.84
entailment (SICK) 84.6 84.0 84.5 76.4 83.2 82.0 85.3
binary sentiment (SST) 83.0 83.0 83.4 86.5 86.6 89.2 86.9
Table 5: Results from supervised training of each compositional architecture on similarity, entail-
ment, and sentiment tasks. The last column shows results regularizing to our universal parameters
from the models in Table 2. The first row shows Pearson’s r× 100 and the last two show accuracy.
used three tasks: The SICK similarity task, the SICK entailment task, and the Stanford Sentiment
Treebank (SST) binary classification task (Socher et al., 2013). For the SICK similarity task, we
minimize the objective function14 from Tai et al. (2015). Given a score for a sentence pair in the
range [1,K], whereK is an integer, with sentence representations hL and hR, and model parameters
θ, they first compute:
h× = hL ⊙ hR, h+ = |hL − hR|,
hs = σ
(
W (×)h× +W
(+)h+ + b
(h)
)
,
pˆθ = softmax
(
W (p)hs + b
(p)
)
,
yˆ = rT pˆθ,
where rT = [1 2 . . . K]. They then define a sparse target distribution p that satisfies y = rT p:
pi =


y − ⌊y⌋, i = ⌊y⌋+ 1
⌊y⌋ − y + 1, i = ⌊y⌋
0 otherwise
for 1 ≤ i ≤ K . Then they use the following loss, the regularized KL-divergence between p and pˆθ:
J(θ) =
1
m
m∑
k=1
KL
(
p(k)
∥∥∥ pˆ(k)θ ), (2)
where m is the number of training pairs and where we always use L2 regularization on all composi-
tional parameters15 but omit these terms for clarity.
We use nearly the same model for the entailment task, with the only differences being that the final
softmax layer has three outputs and the cost function is the negative log-likelihood of the class
labels. For sentiment, since it is a binary sentence classification task, we first encoded the sentence
and then used a fully-connected layer with a sigmoid activation followed by a softmax layer with
two outputs. We used negative log-likelihood of the class labels as the cost function. All models use
L2 regularization on all parameters, except for the word embeddings, which are regularized back to
their initial values with an L2 penalty.
We first investigated how these models performed in the standard setting, without using any models
trained using PPDB data. We tuned hyperparameters on the development set of each dataset16
as well as on two optimization schemes: AdaGrad with learning rate of 0.05 and Adam with a
learning rate of 0.001. We trained the models for 10 epochs and initialized the word embeddings
with PARAGRAM-SL999 embeddings.
14This objective function has been shown to perform very strongly on text similarity tasks, significantly
better than squared or absolute error.
15Word embeddings are regularized toward their initial state.
16For all models, we tuned batch-size over {25, 50, 100}, output dimension over {50, 150, 300}, λc over
{10−3, 10−4, 10−5, 10−6}, λs = λc, and λw over {10−3, 10−4, 10−5, 10−6, 10−7, 10−8} as well as the
option of not updating the embeddings for all models except the word averaging model. We again fix the output
dimensionalities of all models which require this specification, to the dimensionality of our word embeddings
(300). Additionally, for the classic RNN, we further tuned whether to use tanh or rectified linear unit activation
functions; for the DANs we tuned over activation function (tanh or rectified linear unit) and the number of
layers (either 1 or 2).
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The results are shown in Table 5. We find that using word averaging as the compositional archi-
tecture outperforms the other architectures for similarity and entailment. However, for sentiment
classification, the LSTM is much stronger than the averaging models. This suggests that the supe-
riority of a compositional architecture can vary widely depending on the evaluation, and motivates
future work to compare these architectures on additional tasks.
These results are very competitive with the state of the art on these tasks. Recent strong results
on the SICK similarity task include 86.86 using a convolutional neural network (He et al., 2015)
and 86.76 using a tree-LSTM (Tai et al., 2015). For entailment, the best result we are aware of is
85.1 (Beltagy et al., 2015). On sentiment, the best previous result is 88.1 (Kim, 2014), which our
LSTM surprisingly outperforms by a significant margin. We note that these experiments simply
compare compositional architectures using only the provided training data for each task, tuning on
the respective development sets. We did not use any PPDB data for these results, other than that used
to train the initial PARAGRAM-SL999 embeddings. Our results appear to show that standard neural
architectures can perform surprisingly well given strong word embeddings and thorough tuning over
the hyperparameter space.
4.4.1 REGULARIZATION AND INITIALIZATION TO IMPROVE TEXTUAL SIMILARITY MODELS
In this setting, we initialize each respective model to the parameters learned from PPDB (calling
them universal parameters) and augment Eq. 2 with three separate regularization terms with the
following weights: λs which regularizes the classification parameters (the two layers used in the
classification step after obtaining representations), λw for regularizing the word parameters toward
the learned Ww from PPDB, and λc for regularizing the compositional parameters (for all models
except for the word averaging model) back to their initial values.17 In all cases, we regularize to the
universal parameters using L2 regularization.
The results are shown in the last column of Table 5, and we only show results for the best per-
forming models on each task (word averaging for similarity/entailment, LSTM with output gate
for sentiment). Interestingly, it seems that regularizing to our universal parameters significantly
improves results for the similarity and entailment tasks which are competitive or better than the
state-of-the-art, but harms the LSTM’s performance on the sentiment classification task.
4.4.2 REPRESENTATIONS AS FEATURES
Task PARAGRAM-PHRASE skip-thought300 1200 2400 uni-skip bi-skip
similarity (SICK) 82.15 82.85 84.94 84.77 84.05
entailment (SICK) 80.2 80.1 83.1 - -
binary sentiment (SST) 79.7 78.8 79.4 - -
Table 6: Results from supervised training on similarity, entailment, and sentiment tasks, except that
we keep the sentence representations fixed to our PARAGRAM-PHRASE model. The first row shows
Pearson’s r × 100 and the last two show accuracy, with boldface showing the highest score in each
row.
We also investigate how our PARAGRAM-PHRASE embeddings perform as features for supervised
tasks. We use a similar set-up as in Kiros et al. (2015) and encode the sentences by averaging our
PARAGRAM-PHRASE embeddings and then just learn the classification parameters without updating
the embeddings. To provide a more apt comparison to skip-thought vectors, we also learned a linear
projection matrix to increase dimensionality of our PARAGRAM-PHRASE embeddings. We chose
1200 and 2400 dimensions in order to both see the dependence of dimension on performance, and
so that they can be compared fairly with skip-thought vectors. Note that 2400 dimensions is the
same dimensionality as the uni-skip and bi-skip models in Kiros et al. (2015).
The 300 dimension case corresponds to the PARAGRAM-PHRASE embeddings from Table 2. We
tuned our higher dimensional models on PPDB as described previously in Section 4.2.2 before train-
17We tuned λs over {10−3, 10−4, 10−5, 10−6}, λc over {10−2, 10−3, 10−4, 10−5, 10−6}, and λw over
{10−3, 10−4, 10−5, 10−6, 10−7, 10−8}. All other hyperparameters were tuned as previously described.
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ing on PPDB XL.18 Then we trained the same models for the similarity, entailment, and sentiment
tasks as described in Section 4.4 for 20 epochs. We again tuned λs over {10−3, 10−4, 10−5, 10−6}
and tuned over the two optimization schemes of AdaGrad with learning rate of 0.05 and Adam with
a learning rate of 0.001. Note that we are not updating the word embeddings or the projection matrix
during training.
The results are shown in Table 6. The similarity and entailment tasks show clear improvements as
we project the embeddings into the 2400 dimensional space. In fact, our results outperform both
types of skip-thought embeddings on the single task that we overlap. However, the sentiment task
does not benefit from higher dimensional representations, which is consistent with our regulariza-
tion experiments in which sentiment also did not show improvement. Therefore, it seems that our
models learned from PPDB are more effective for similarity tasks than classification tasks, but this
hypothesis requires further investigation.
5 DISCUSSION
It is interesting that the LSTM, with or without output gates, is outperformed by much simpler
models on the similarity and entailment tasks studied in this paper. We now consider possible
explanations for this trend.
The first hypothesis we test is based on length. Since PPDB contains short text snippets of a few
words, the LSTM may not know how to handle the longer sentences that occur in our evaluation
tasks. If this is true, the LSTM would perform much better on short text snippets and its performance
would degrade as their length increases. To test this hypothesis, we took all 12,108 pairs from the 20
SemEval STS tasks and binned them by length.19 We then computed the Pearson’s r for each bin.
The results are shown in Table 7 and show that while the LSTM models do perform better on the
shortest text pairs, they are still outperformed, at all lengths, by the PARAGRAM-PHRASE model.20
Max
Length
PARAGRAM-
PHRASE
LSTM
(no o.g.)
LSTM
(o.g.)
PARAGRAM-
SL999
≤ 4 72.7 63.4 58.8 66.3
5 74.0 54.5 48.4 65.0
6 70.5 52.6 48.2 50.1
7 73.7 56.9 50.6 56.4
8 75.5 60.2 52.4 60.1
9 73.0 58.0 48.8 58.8
≥ 10 72.6 55.6 53.8 58.4
Table 7: Performance (Pearson’s r × 100) as a function of the maximum number of tokens in the
sentence pairs over all 20 SemEval STS datasets.
We next consider whether the LSTM has worse generalization due to overfitting on the training
data. To test this, we analyzed how the models performed on the training data (PPDB XL) by
computing the average difference between the cosine similarity of the gold phrase pairs and the
negative examples.21 We found that all models had very similar scores: 0.7535, 0.7572, 0.7565, and
0.7463 for PARAGRAM-PHRASE, projection, LSTM (o.g.), and LSTM (no o.g.). This, along with
the similar performance of the models on the PPDB tasks in Table 3, suggests that overfitting is not
the cause of the worse performance of the LSTM model.
Lastly, we consider whether the LSTM’s weak performance was a result of insufficient tuning or
optimization. We first note that we actually ran more hyperparameter tuning experiments for the
18Note that we fixed batch-size to 100, δ to 0.4, and used MAX sampling as these were the optimal parameters
for the PARAGRAM-PHRASE embeddings. We tuned the other hyperparameters as described in Section 4.2.2
with the exception of λc which was tuned over {10−4, 10−5, 10−6, 10−7, 10−8}.
19For each pair, we computed the number of tokens in each of the two pieces of text, took the max, and then
binned based on this value.
20Note that for the analysis in Sections 5 and 6, the models used were selected from earlier experiments.
They are not the same as those used to obtain the results in Table 2.
21More precisely, for each gold pair 〈g1, g2〉, and ni, the respective negative example of each gi, we com-
puted 2 · cos(g1, g2)− cos(n1, g1)− cos(n2, g2) and averaged this value over all pairs.
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LSTM models than either the PARAGRAM-PHRASE or projection models, since we tuned the deci-
sion to use an output gate. Secondly, we note that Tai et al. (2015) had a similar LSTM result on
the SICK dataset (Pearson’s r of 85.28 to our 85.45) to show that our LSTM implementation/tuning
procedure is able to match or exceed performance of another published LSTM result. Thirdly, the
similar performance across models on the PPDB tasks (Table 3) suggests that no model had a large
advantage during tuning; all found hyperparameters that comfortably beat the PARAGRAM-SL999
addition baseline. Finally, we point out that we tuned over learning rate and optimization strategy,
as well as experimented with clipping gradients, in order to rule out optimization issues.
5.1 UNDER-TRAINED EMBEDDINGS
One limitation of our new PARAGRAM-PHRASE vectors is that many of our embeddings are under-
trained. The number of unique tokens occurring in our training data, PPDB XL, is 37,366. However,
the number of tokens appearing more than 100 times is just 7,113. Thus, one clear source of im-
provement for our model would be to address under-trained embeddings for tokens appearing in our
test data.
In order to gauge the effect under-trained embeddings and unknown words have on our model, we
calculated the fraction of words in each of our 22 SemEval datasets that do not occur at least 100
times in PPDB XL along with our performance deviation from the 75th percentile of each dataset.
We found that this fraction had a Spearman’s ρ of -45.1 with the deviation from the 75th percentile
indicating that there is a significant negative correlation between the fraction of OOV words and
performance on these STS tasks.
5.2 USING MORE PPDB
5.2.1 PERFORMANCE VERSUS AMOUNT OF TRAINING DATA
Models in related work such as Kiros et al. (2015) and Li et al. (2015a) require significant training
time on GPUs, on the order of multiple weeks. Moreover, dependence of model performance upon
training data size is unclear. To investigate this dependence for our PARAGRAM-PHRASE model, we
trained on different amounts of data and plotted the performance. The results are shown in Figure 1.
We start with PPDB XL which has 3,033,753 unique phrase pairs and then divide by two until there
are fewer than 10 phrase pairs.22 For each data point (each division by two), we trained a model
with that number of phrase pairs for 10 epochs. We use the average Pearson correlation for all 22
datasets in Table 2 as the dependent variable in our plot.
We experimented with two different ways of selecting training data. The first (“Ordered”) retains
the order of the phrase pairs in PPDB, which ensures the smaller datasets contain higher confidence
phrase pairs. The second (“Random”) randomly permutes PPDB XL before constructing the smaller
datasets. In both methods, each larger dataset contains the previous one plus as many new phase
pairs.
We make three observations about the plot in Figure 1. The first is that performance continually
increases as more training data is added. This is encouraging as our embeddings can continually
improve with more data. Secondly, we note the sizable improvement (4 points) over the PARAGRAM-
SL999 baseline by training on just 92 phrase pairs from PPDB. Finally, we note the difference
between randomly permuting the training data and using the order from PPDB (which reflects the
confidence that the phrases in each pair possess the paraphrase relationship). Performance of the
randomly permuted data is usually slightly better than that of the ordered data, until the performance
gap vanishes once half of PPDB XL is used. We suspect this behavior is due to the safe phrase pairs
that occur in the beginning of PPDB. These high-confidence phrase pairs usually have only slight
differences and therefore are not as useful for training our model.
6 QUALITATIVE ANALYSIS
To explore other differences between our PARAGRAM-PHRASE vectors and the PARAGRAM-SL999
vectors that were used for initialization, we inspected lists of nearest neighbors in each vector space.
22The smallest dataset contained 5 pairs.
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Figure 1: Performance of the PARAGRAM-PHRASE embeddings as measured by the average Pear-
son’s r on 22 textual similarity datasets versus the amount of training data from PPDB on a log scale.
Each datapoint contains twice as much training data as the previous one. Random and Ordered refer
to whether we shuffled the XL paraphrase pairs from PPDB or kept them in order. We also show
baselines of averaging PARAGRAM-SL999 and GloVe embeddings.
Word PARAGRAM-PHRASE Nearest Neighbors PARAGRAM-SL999 Nearest Neighbors
unlike contrary, contrast, opposite, versa, conversely, opposed, contradiction than, although, whilst, though, albeit, kinda, alike
2 2.0, two, both, ii, 2nd, couple, 02 2.0, 3, 1, b, ii, two, 2nd
ladies girls, daughters, honorable, females, girl, female, dear gentlemen, colleague, fellow, girls, mr, madam, dear
lookin staring, looking, watching, look, searching, iooking, seeking doin, goin, talkin, sayin, comin, outta, somethin
disagree agree, concur, agreeing, differ, accept disagreement, differ, dispute, difference, disagreements
Table 8: Nearest neighbors of PARAGRAM-PHRASE and PARAGRAM-SL999 word embeddings
sorted by cosine similarity.
When obtaining nearest neighbors, we restricted our search to the 10,000 most common tokens
in PPDB XL to ensure that the PARAGRAM-PHRASE vectors were not too under-trained. Some
informative neighbors are shown in Table 8. In the first four rows, we see that the PARAGRAM-
PHRASE embeddings have neighbors with a strong paraphrasing relationship. They tend to avoid
having neighbors that are antonyms or co-hyponyms such as unlike and alike or 2 and 3 which are
an issue for the PARAGRAM-SL999 embeddings. In contrast to the first four rows, the last row
shows a problematic effect of our bag-of-words composition function: agree is the nearest neighbor
of disagree. The reason for this is that there are numerous pairs in PPDB XL such as i disagree
and i do not agree that encourage disagree and agree to have high cosine similarity. A model that
takes context into account could resolve this issue. The difficulty would be finding a model that does
so while still generalizing well, as we found that our PARAGRAM-PHRASE embeddings generalize
better than learning a weight matrix or using a recurrent neural network. We leave this for future
work.
When we take a closer look at our PARAGRAM-PHRASE embeddings, we find that information-
bearing content words, such as poverty, kidding, humanitarian, 18, and july have the largest L2
norms, while words such as of, it, to, hereby and the have the smallest. Pham et al. (2015) noted this
same phenomenon in their closely-related compositional model. Interestingly, we found that this
weighting explains much of the success of our model. In order to quantify exactly how much, we
calculated a weight for each token in our working vocabulary23 simply by summing up the absolute
23This corresponds to the 42,091 tokens that appear in the intersection of our PARAGRAM-SL999 vocabulary,
the test sets of all STS tasks in our evaluation, and PPDB XL plus an unknown word token.
13
Published as a conference paper at ICLR 2016
value of all components of its PARAGRAM-PHRASE vector. Then we multiplied each weight by
its corresponding PARAGRAM-SL999 word vector. We computed the average Pearson’s r over all
22 datasets in Table 2. The PARAGRAM-SL999 vectors have an average correlation of 54.94, the
PARAGRAM-PHRASE vectors have 66.83, and the scaled PARAGRAM-SL999 vectors, where each
is multiplied by its computed weight, have an average Pearson’s r of 62.64. Therefore, it can be
surmised that at least 64.76% of the improvement over the initial PARAGRAM-SL999 vectors is due
to weighting tokens by their importance.24
We also investigated the connection between these multiplicative weights and word frequency. To
do so, we calculated the frequency of all tokens in PPDB XL.25 We then normalized these by the
total number of tokens in PPDB XL and used the reciprocal of these scores as the multiplicative
weights. Thus less frequent words have more weight than more frequent words. With this baseline
weighting method, the average Pearson’s r is 45.52, indicating that the weights we obtain for these
words are more sophisticated than mere word frequency. These weights are potentially useful for
other applications that can benefit from modeling word importance, such as information retrieval.
7 CONCLUSION
We introduced an approach to create universal sentence embeddings and propose our model as the
new baseline for embedding sentences, as it is simple, efficient, and performs strongly across a
broad range of tasks and domains. Moreover, our representations do not require the use of any neu-
ral network architecture. The embeddings can be simply averaged for a given sentence in an NLP
application to create its sentence embedding. We also find that our representations can improve gen-
eral text similarity and entailment models when used as a prior and can achieve strong performance
even when used as fixed representations in a classifier. Future work will focus on improving our
embeddings by effectively handling undertrained words as well as by exploring new models that
generalize even better to the large suite of text similarity tasks used in our experiments.
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