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ABSTRACT 
 
In this dissertation, robust and efficient numerical algorithms are developed based on 
the dual-primal finite element tearing and interconnecting (FETI-DP) method for the full-
wave analysis of large-scale electromagnetic problems in R3. These algorithms are 
designed to expand the capability of the FETI-DP method to accommodate more flexible 
interface meshes, to achieve faster convergence of the global interface problem, and to 
reduce numerical errors caused by the truncation boundary. First, two nonconformal 
FETI-DP methods are formulated, both of which implement the Robin-type transmission 
condition at the subdomain interfaces to preserve the fast convergence of the iterative 
solution of the global interface problem in the high-frequency region. The first 
nonconformal FETI-DP method extends the conformal FETI-DP algorithm, which is 
based on two Lagrange multipliers, to deal with nonconformal interface and corner 
meshes, and the second method employs cement elements on the interface and combines 
the global primal unknowns with the global dual unknowns. Similar to the conformal 
FETI-DP method, the two methods formulate a global coarse problem related to the 
degrees of freedom at the subdomain corner edges to propagate the residual error to the 
whole computational domain in the iterative solution of the global interface equation. 
Second, higher-order transmission conditions are proposed and incorporated into the two 
aforementioned FETI-DP methods to further speed up their convergence rate. Besides 
propagation modes, transverse electric (TE) and transverse magnetic (TM) evanescent 
modes can also converge when the higher-order transmission conditions are employed. 
Third, for multi-region problems, a hybrid method is proposed that employs the finite 
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element tearing and interconnecting (FETI) method to deal with mesh-nonconformal 
and/or geometry-nonconformal interfaces, where a second-order transmission condition 
and a crosspoint correction technique are applied to improve the iterative convergence of 
the interface system and ensure a correct interconnection across subdomain interfaces. 
For mesh-conformal and geometry-conformal interfaces inside each region, the hybrid 
method employs the FETI-DP method to construct an effective coarse grid correction for 
the interface problem. A unified global system of equations is finally formulated for the 
interface unknowns from both nonconformal and conformal interfaces. Fourth, an oblique 
absorbing boundary condition (ABC) is applied to the FETI-DP method for simulating 
large finite semi-periodic arrays. For a plane wave incident on a planar boundary at a 
certain specified angle, this boundary condition can be tuned to be reflectionless for all 
frequencies and polarizations. Fifth, waveguide modal fields are employed to expand the 
dual unknown of the nonconformal FETI method for scattering analysis of deep cavities. 
The dimension of the resultant global interface system matrix is reduced significantly and 
a direct solver based on block elimination is further developed to perform fast monostatic 
radar cross section (RCS) evaluation. Finally, three most advanced finite element domain 
decomposition solvers are thoroughly and systematically compared in terms of accuracy, 
convergence rate, computation time, and memory usage through broadband antenna and 
antenna array examples. Various numerical examples such as wave propagation, radiation 
by broadband antennas and phased-array antennas, and cavity scattering are presented to 
validate the proposed algorithms and demonstrate their performance and applications. 
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CHAPTER 1 
INTRODUCTION 
1.1 Background 
Full-wave electromagnetic simulations are widely used for designs and optimizations 
in modern electrical engineering. During the past few decades, the development of 
several computational electromagnetics (CEM) tools has been contributing a lot to the 
prosperity of this area, such as the finite element method (FEM) [1], the method of 
moments (MoM) [2], and the finite-difference time-domain (FDTD) method [3]. 
Nevertheless, the scope and application of these rigorous numerical techniques are still 
limited by the problem size and complexity. It is often the case that the computer time 
and memory consumption become unaffordable for realistic engineering applications. A 
number of fast and memory efficient numerical algorithms such as the fast multipole 
algorithm (FMA), the adaptive integral method (AIM), and the multigrid method (MG) 
have been proposed to reduce storage and computational requirements of full-wave 
methods [4]. 
As an alternative proposition, the domain decomposition method (DDM) is a 
numerical approach that decomposes a large-scale simulation problem into many small 
subdomain problems that can be computed simultaneously with parallel processors [5], 
[6]. Adopting such a divide-and-conquer philosophy, the DDM is inherently suitable for 
parallel computation. The combination of the DDM and the FEM is much easier and 
more efficient than that of the DDM and the MoM, because as a partial differential 
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equation (PDE) solver, the FEM only involves local interaction. As a result, the finite 
element-based domain decomposition solvers have attracted the most attention during the 
past few years. Most of these methods can be categorized into the Schur complement 
method and the Schwarz method [5].  
Among a variety of Schur complement-based DDMs, the FETI method, developed by 
Farhat and Roux [7],[8],[9],[10], shows excellent numerical scalability and parallel 
efficiency. As a nonoverlapping DDM, the FETI algorithm can be formulated with either 
one Lagrange multiplier or two Lagrange multipliers [7],[10]. For the former scheme, an 
unknown Neumann boundary condition is defined on each of the subdomain interfaces, 
and for the latter one, an unknown Robin boundary condition is applied on the subdomain 
interfaces, to formulate a global interface problem. The FETI method is different from 
most other DDMs in that, in addition to the global interface problem, it can further 
formulate a global coarse problem by extracting the unknown variables defined on the 
geometrical crosspoints (shared by three or more subdomains) [11],[12], resulting in the 
so-called FETI-DP (dual-primal) method, which exhibits a better convergence in the 
iterative solution of the global interface problem. The extraction of the unknown 
variables can be regarded as an explicit enforcement of the Dirichlet boundary condition 
at the crosspoints, which are often called subdomain corners as well. 
The FETI-DP algorithms with one Lagrange multiplier and two Lagrange multipliers 
have already been applied to numerical simulations of large-scale electromagnetic 
problems [13],[14],[15]. The Robin boundary condition is better than the Neumann 
boundary condition for the wave equation because it removes the numerical resonance 
and thus improves the convergence rate when solving high-frequency problems [14]. 
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Their parallel implementation on shared- and distributed-memory systems using OpenMP 
and message passing interface (MPI) was discussed in [16] along with a few practical 
guidelines obtained from numerical experiments. The first experimental validation of the 
FETI-DP method was presented in [17] for the simulation of a highly complicated 
realistic phased-array antenna. 
However, the conventional FETI-DP algorithms require a conformal interface mesh, 
which means that two neighboring subdomains must have the same surface mesh at their 
interface. Although this requirement is naturally satisfied in applications where a global 
mesh is generated first for the entire domain and then decomposed into many subdomain 
meshes, it is hard to achieve when the entire domain is very large so that one has to first 
break it into small subdomains and then mesh each subdomain individually. In such a 
case, two neighboring subdomains usually have different surface meshes at their interface, 
resulting in the so-called nonconforming subdomains. To deal with such nonconforming 
subdomains, one has to introduce two sets of unknown variables and develop special 
DDMs to couple the subdomains. Among these special DDMs, the most well-known ones 
are the mortar element method [18] and the cement element method [19], which have 
been investigated thoroughly in computational mechanics and applied mathematics 
communities, respectively. The DDM based on cement elements has also been applied 
successfully to large-scale electromagnetic simulations [20],[21] and employed to 
develop hybrid finite element-boundary integral (FE-BI) DDM [22]. The cement 
elements were chosen over mortar elements in order to avoid singular subdomain 
matrices obtained with the discretization of the Helmholtz equation. Because each 
subdomain matrix is factorized independently and only once for all identical subdomains, 
4 
 
the cement element method is also called the FETI-like method [21]. Similar to the FETI-
DP method, this method also employs the Krylov subspace method to solve the global 
interface problem and accelerate the iterative convergence [23],[24]. 
As for the development of the other important DDM, the Schwarz method evolves 
from early preliminary versions, such as multiplicative, additive, and alternating Schwarz 
methods, to the so-called optimized Schwarz method (OSM) [25],[26], which is a 
sophisticated and robust numerical algorithm. This new version optimizes transmission 
conditions between subdomain interfaces to speed up the convergence rate for solving the 
global interface problem and it can also deal with general nonconformal meshes on all 
subdomain interfaces. Borrowing the OSM idea, researchers from the Ohio State 
University made a great effort to improve the FETI-like method by changing basis 
functions for cement element expansion, introducing a corner penalty term to remove the 
singularity caused by redundant cement elements defined on geometry crosspoints, and 
optimizing the transmission condition to allow both TE and TM evanescent modes to 
converge. In this sense, the updated FETI-like method can be regarded as a tailored OSM 
for vector electromagnetic simulations [27],[28],[29]. 
So far, all the DDMs mentioned above require a one-to-one geometry correspondence 
on the two sides of a subdomain interface, no matter whether the interface meshes are 
conformal or nonconformal. However, for some real-life engineering electromagnetic 
problems, a computational domain can be too large to be meshed together; therefore, one 
has to break down the computational domain into several regions first and then generate 
meshes for these regions separately. For applications such as computer aided design 
(CAD) of electronic devices, it is often the case that only a portion of the entire device 
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has to be redesigned repeatedly to achieve optimal performance. Therefore, this portion 
has to be re-meshed multiple times, whereas the mesh for the remaining portion can be 
kept the same. In both scenarios, it is evident that there is an engineering need for a DDM 
that can allow the user to generate meshes for different regions separately and then 
decompose each mesh independently using an automatic mesh decomposer. With such a 
process, the entire computational domain may contain conformal mesh interfaces 
(generated by a mesh decomposer) and nonconformal mesh interfaces between different 
regions partitioned before mesh generation. Because of the geometrical configuration of 
the original problem, the interfaces between different regions can be nonconformal, too. 
It is necessary to develop an effective DDM to deal with such mixed conformal/ 
nonconformal multi-region electromagnetic problems using a flexible meshing strategy. 
DDM-based solvers are usually very efficient for solving large-scale problems with 
only one or a small number of excitations, due to the nature of their iterative solution. 
However, efficient direct solvers are desirable for many engineering applications. For 
example, to numerically evaluate the RCS of a deep open cavity, an iterative solver 
becomes unsuitable because large cavities are typically resonant structures and hundreds 
of right-hand sides usually need to be solved. Therefore, a direct solver is preferred for 
this problem as long as the memory requirement can be reduced to make a direct solver 
practical for a large problem. A very efficient hybrid technique based on the FEM and the 
boundary integral equation (BIE) has been developed for the analysis of electromagnetic 
scattering from a large, deep, and arbitrarily shaped cavity [30]. It fully takes advantage 
of the special structure of the hybrid system matrix. Another example is the combination 
of the DDM and the model-order reduction (MOR) technique. Recently, this approach 
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has been applied to the analysis of multilayer interconnection structures on printed circuit 
boards (PCBs) and a significant acceleration has been observed [31]. 
1.2 Organization 
This dissertation is organized as follows. Chapter 2 briefly describes the procedure of 
using the FEM to solve an electromagnetic problem in the frequency domain. The ABC 
and PML are discussed for open-region applications. Chapter 3 presents a nonconformal 
FETI-DP method with two Lagrange multipliers, which is an extension of the conformal 
dual-primal finite element tearing and interconnecting with two Lagrange multipliers in 
electromagnetics (FETI-DPEM2) method [15]. Chapter 4 incorporates the global corner 
system into the FETI-like method, making it the cement-element-based nonconformal 
FETI-DP method. In Chapter 5, higher-order transmission conditions are employed to 
further speed up the convergence performance of the FETI-DP method with two 
Lagrange multipliers, for both mesh-conformal and mesh-nonconformal cases. 
Afterwards, a unified hybrid conformal/nonconformal DDM is presented to solve multi-
region electromagnetic problems in Chapter 6. Chapter 7 describes the application of an 
oblique ABC for truncating finite element meshes in the analysis of phased-array 
antennas using the FETI-DP method. Chapter 8 develops a nonconformal FETI method 
with the dual unknowns expanded by waveguide modal fields. The resultant global 
interface linear system has significantly smaller dimensions and thus becomes more 
suitable to be solved by a direct solver. In Chapter 9, the accuracy, convergence rate, 
memory consumption, and parallel efficiency of several mainstream finite element-based 
domain decomposition EM solvers are systematically compared through numerical 
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experiments on typical radiating and scattering structures. Finally, concluding remarks 
are offered and future work is discussed in Chapter 10. 
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CHAPTER 2 
FINITE ELEMENT ANALYSIS OF OPEN-
REGION SCATTERING AND RADIATION 
PROBLEMS 
2.1 Introduction 
When applying the FEM to an open-region radiation and scattering analysis, a proper 
boundary condition is usually employed to truncate infinite space into a finite 
computational domain. This truncation boundary should absorb as much outgoing 
radiation as possible to reduce any artificially reflected fields back to the computational 
domain. For this purpose, the most widely used truncation techniques are ABC [32],[33], 
perfectly matched layer (PML) [34],[35],[36], and BIE [1]. Nowadays, real-life 
engineering problems tend to involve millions or even billions of unknowns due to their 
large size and high complexity. As a result, the conventional FEM is usually combined 
with a DDM and implemented on parallel computers for fast simulation. One of the most 
popular DDMs is the FETI-DP method, which has been developed to solve large-scale 
electromagnetic problems [15],[37]. The scalability and load balance of the FETI-DP 
method can be preserved for parallel computation if it employs a simple ABC [38],[39]. 
As the simplest approach, the ABC only leads to localized relations between the 
boundary fields when employed in the FEM. As a result, the highly sparse and banded 
property of the FEM matrix can be well preserved. However, the first-order ABC can 
absorb only propagating waves. In order to reduce the artificial reflection caused by 
evanescent waves, several second-order ABCs [32],[33] have been introduced and 
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implemented within the FEM framework. Nevertheless, the absorption performance still 
heavily relies on the angle of incidence. Another important approach is the PML 
[34],[35],[36], which was originally developed for the FDTD grid truncation [34]. Later, 
it was interpreted as a diagonally anisotropic artificial material [35]. The implementation 
of the anisotropic PML approach is straightforward, especially in the frequency domain, 
since it does not require a modification of Maxwell's equations. Similar to the first-order 
ABC, the regular PML is not designed to absorb evanescent waves. As a remedy, the 
complex-frequency shifted PML and the second-order PML were proposed to overcome 
this shortage [36]. One drawback limiting the use of PML in the frequency-domain FEM 
is that it increases the condition number of the system matrix significantly. As a result, it 
is not well-suited for the frequency-domain finite element analysis using an iterative 
solver. The third approach is to use the BIE, which is the most accurate truncation 
boundary condition because it can satisfy the Sommerfeld radiation condition in an exact 
sense [1]. Unfortunately, when combining with the FEM, the resultant FE-BI method has 
a partial sparse and partial dense system matrix, which is hard to solve efficiently using 
an iterative solver. Furthermore, if one would like to employ the DDM, e.g. the FETI-DP 
method, to speed up the solution of large-scale problems, the BI part will greatly increase 
the computational complexity of the algorithm and lead to an unbalanced load in the 
DDM, thus limiting the scalability in its parallel implementation [39]. 
2.2 Finite Element Formulation 
A general open-region electromagnetic phenomenon can be described as a boundary-
value problem (BVP) governed by Maxwell’s equations 
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1 2
0 0 0 imp[ ( )]r rk jk Zµ ε−∇ × ⋅ ∇ × − ⋅ = −E E J

   in V                  (2.1) 
and the boundary conditions 
ˆ 0n × =E    on PECS                                                               (2.2) 
1
ˆ [ ( )] 0
r
n µ−× ⋅ ∇ × =E
   on PMCS                                            (2.3) 
1
0 incˆ ˆ ˆ[ ( )] [ ( )]rn jk n nµ ς−× ⋅ ∇ × + × ⋅ × =E E U

   on ABCS        (2.4) 
where 0k  and 0Z  stand for the free-space wavenumber and intrinsic impedance, 
respectively, E  is the vector electric field, impJ  is an impressed internal current source, 
incU  is a known external excitation, and nˆ  denotes the outward unit vector on the domain 
boundary. Also, 
r
µ , 
r
ε

, and ς  are tensors representing the relative permeability, relative 
permittivity, and normalized admittance. If the computational domain contains only 
isotropic materials, all the tensor expressions in Eqs. (2.1) to (2.4) will reduce to the 
corresponding scalar forms. 
Instead of solving the BVP defined by Eqs. (2.1) to (2.4) directly, we can seek its 
weak form solution by multiplying Eq. (2.1) by an appropriate weighting function and 
integrating over the problem domain, which yields 
1 2
0 0 ˆ ˆ[( ) ( ) ] [( ) ( )]
ABC
r rV S
k dV jk n n dSµ ε ς−∇× ⋅ ⋅ ∇× − ⋅ ⋅ + × ⋅ ⋅ ×∫∫∫ ∫∫W E W E W E
 
 
0 0 imp inc
ABCV S
jk Z dV dS= − ⋅ − ⋅∫∫∫ ∫∫W J W U                         (2.5) 
In the above equation, we invoke the vector identity 
( ) ( ) ( )∇ ⋅ × = ∇ × ⋅ − ⋅ ∇ ×A B A B A B                                            (2.6) 
and divergence theorem 
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ˆ[ ( )] [ ( )] .
V S
dV n dS∇ ⋅ × = ⋅ ×∫∫∫ ∫∫A B A B                                       (2.7) 
To seek a numerical solution of Eq. (2.5) using the FEM, the entire domain V  is first 
divided into small finite elements, such as curvilinear tetrahedral elements for a three-
dimensional (3D) domain [1]. Within each small element, E  can be interpolated using a 
set of vector basis functions, such as hierarchical basis functions [40]. Using Galerkin’s 
testing scheme, one can convert Eq. (2.5) into a set of linear equations 
[ ]{ } { }K E f=                                                           (2.8) 
where [ ]K  is normally a highly sparse square matrix, whose nonzero-entry bandwidth 
depends on the order of basis functions used. Equation (2.8) can be solved by direct 
solvers, such as the LU decomposition method, or iterative solvers, such as the conjugate 
gradient (CG) method. Finally, once { }E  is obtained, the field everywhere in V  can be 
calculated using the interpolation of basis functions. 
2.3 Perfectly Matched Layer 
When implementing the PML in the FEM, it is easy and straightforward to consider it 
as an anisotropic absorbing medium. The tensor form permeability and permittivity of the 
PML are given by 0 rµ µ µ=
 
 and 0 rε ε ε=
 
, where 
0 0
0 0
0 0
y z
x
z x
r r
y
x y
z
s s
s
s s
s
s s
s
µ µ
 
 
 
 
=  
 
 
 
  

,     
0 0
0 0
0 0
y z
x
z x
r r
y
x y
z
s s
s
s s
s
s s
s
ε ε
 
 
 
 
=  
 
 
 
  

.                   (2.9) 
12 
 
In Eq. (2.9), xs , ys , and zs  are either constants or functions of x, y, and z, respectively. 
The above general anisotropic medium will become isotropic outside the PML region 
where 1x y zs s s= = = . In the PML region, xs , ys , and zs  are general complex numbers 
and can be written as as s js′ ′′= −  (a is x, y, or z), where s′  and s′′  are real numbers with 
1s′ ≥  and 0s′′ ≥ . The values of s′  and s′′  are used to control the attenuation of the 
evanescent and propagation waves in the PML region, respectively. 
When employing the PML to truncate the computational domain for the finite 
element simulations, the exterior boundary of the PML region can be backed by PEC, 
PMC, or ABC. Within the PML region, the choice of damping parameters xs , ys , and zs  
depends on its position. Readers are referred to [1] for the sketch illustrating the basic 
scheme in two dimensions (2D), based on which we choose 
xs s js′ ′′= − , 1y zs s= =    for the PML perpendicular to the x-axis     (2.10) 
ys s js′ ′′= − , 1x zs s= =    for the PML perpendicular to the y-axis     (2.11) 
x ys s s js′ ′′= = − , 1zs =    for the four corner regions                          (2.12) 
to satisfy the conditions for a perfectly matched interface. Choosing the PML parameters 
in 3D is similar and thus omitted here. 
In numerical simulations, a PML with a finite thickness and backed by PEC, PML, or 
ABC is no longer perfectly matched. Its absorption is controlled by its thickness and 
conductivity. Also, the truncated PML will provide less attenuation for obliquely incident 
waves than for the normal incidence case. For these two reasons, the PML has to be 
several layers thick and placed some distance away from the radiator/scatterer. 
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2.4 Summary 
In this chapter, the formulation of the FEM for solving an open-region 
electromagnetic problem is reviewed. The two most commonly used termination 
techniques, ABC and PML, are incorporated into the FEM framework. They will be 
employed intensively and combined with DDMs for large-scale electromagnetic 
simulations in the following chapters. For the sake of a balanced work load in the parallel 
implementation, the BIEs are not discussed in this chapter for the FEM mesh truncation. 
Many ongoing researches are focused on taking advantage of the high accuracy of the 
BIEs and addressing the work load balancing issue to achieve a good parallel efficiency. 
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CHAPTER 3 
NONCONFORMAL FETI-DP METHOD 
BASED ON LAGRANGE MULTIPLIERS 
On the two sides of a subdomain interface, the conformal FETI-DP method does not 
expand the dual variables (Lagrange multipliers) explicitly. The interaction between the 
dual unknowns belonging to two neighboring subdomains can be written as a Boolean 
projection matrix, which contains only 0, 1, and –1. With this, an unknown-by-unknown 
equality is essentially enforced across the subdomain interface, and these Boolean 
matrices help to reduce the memory usage and the number of matrix-vector 
multiplications in the FETI-DP algorithm. Unfortunately, such an unknown-by-unknown 
correspondence does not exist in a mesh-nonconformal scenario. Recently, an effort to 
extend the FETI-DP algorithm to deal with nonconformal meshes was presented in [41] 
and some preliminary results were obtained by solving the Laplace equation. 
In this chapter, we extend the conformal FETI-DP method with two Lagrange-
multipliers (2LM) [15] to the case with nonconformal interface meshes. The new DDM 
algorithm is referred to as the Lagrange-multiplier (LM)-based FETI-DP method in the 
following context. Numerical results for the simulation of photonic crystal cavities and 
dielectric-rod-array metamaterial slabs are presented to demonstrate the application, 
capability, and efficiency of the proposed method.  
15 
 
3.1 FETI-DP Method with 2LM for Conformal Interface and 
Conformal Corner Meshes 
To deal with a large-scale electromagnetic problem, the computational domain V  is 
normally divided into sN  nonoverlapping subdomains (i = 1, 2, , sN… ). For the sth 
subdomain, its adjacent subdomains are denoted as neighbor( )s . Its subdomain interface 
is denoted as sS , and the interface shared by adjacent subdomain q is denoted as sqΓ . The 
subdomain BVP is given by the second-order curl-curl equation 
2
0 0 0 imp
1 s s s s
rs
r
k jk Zε
µ
 ∇× ∇× − = − 
 
E E J    in sV                             (3.1) 
and the Robin boundary condition 
1
ˆ ˆ ˆ( )s s s s s s sbs
r
n n nα
µ
 
× ∇× + × × = 
 
E E Λ    on sΓ                          (3.2) 
where 0k  and 0Z  denote the free-space wavenumber and intrinsic impedance, imp
sJ  is an 
impressed current in the subdomain, ˆ sn  is the outward normal unit vector of the 
subdomain, and sΓ  denotes the interface between the subdomain and its neighboring 
subdomains. Usually we can set 0
s sq sq
r rjkα ε µ=  for the interface between the sth and 
qth subdomains to make the subdomain problem well-posed, where sq
r
ε  and sq
r
µ  are the 
average relative permittivity and permeability on the subdomain interface. For the portion 
of the subdomain boundary sS  coinciding with the exterior surface of the entire 
computational domain 0S , we can either use an ABC, or a PML, or a BIE to deal with the 
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field there. In the following, we will omit this boundary term in order to focus on the 
treatment of the subdomain interfaces. 
To formulate the BVP defined in Eqs. (3.1) and (3.2) using the FEM, the subdomain 
is discretized into finite elements such as tetrahedra. The vector electric field within each 
subdomain can then be expanded using vector basis functions such that T{ } { }s s sE=E N . 
By applying Galerkin’s method, the FEM equation for the sth subdomain can be derived 
as 
0s ss s s i iii ib ic
s s s s s s ss s
bi bb bb bc b bc cb b
s s s s s s
ci cb cc c c c
E fK K K
K K M K L EE f
K K K E f
λ
λ
      
      
+ = − +      
      
       
                      (3.3) 
where 
T 2 T
0
T
T
0 0 imp
1[ ] ( { }) ( { }) { } { }    ( , , , )
ˆ ˆ[ ] ( { }) ( { } )
ˆ ˆ[ ] ( { }) ( { } )
{ } { }    ( , , )
{
s
s s
s s
s
s s s s s s
uv rsV
r
s s s s s s
bb b bS
s s s s s s
bc b cS
s s s
u uV
K k dV u v i b c
M n n dS
L n n dS
f jk Z dV u i b c
ε
µ
α
α
Γ
Γ
 
= ∇× ⋅ ∇× − ⋅ = 
 
= × ⋅ ×
= × ⋅ ×
= − ⋅ =
∫∫∫
∫∫
∫∫
∫∫∫
N N N N
N N
N N
N J
∩
∩
0 0
} { }
ˆ{ } { } ( ) .
s s
s s
s s
b b bS
s s s
c cS
dS
jk Z n dS
λ
λ
Γ
Γ
= ⋅
= − ⋅ ×
∫∫
∫∫
N Λ
N H
∩
∩
 
Note that [ ]sbbM  does not exist for the corner-related interface because the Robin 
boundary condition is changed to the Neumann boundary condition at the corner. The 
term [ ]sbcL , introduced by the Neumann boundary condition, denotes the interaction 
between the dual unknown { }sbλ  and the corner electric field { }scE  in the sth subdomain 
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[42]. In Eq. (3.3), the unknown coefficients for the electric field { }sE  are grouped into 
three categories 
T T{ } { } { }s s s s s si b c r cE E E E E E= =                                    (3.4) 
where the subscripts i, b, and c denote the unknowns associated with the internal volume, 
the interfaces, and the corner edges, respectively [15]. The separation of the corner 
unknowns is one of the most important features of the FETI-DP method. The unknowns 
associated with the internal volume and the interfaces can be further grouped together as 
the remaining unknowns, which are denoted as { }s
r
E . Applying this “rc” notation to the 
FEM system matrix, we obtain a more compact form 
T[ ] ( )s s s s s s s s
rr rc r r br b bc c
s s s s s
cr cc c c c
K K E f R L E
K K E f
λ
λ
       +
= −      
       
                    (3.5) 
where [ ]sbrR  is a Boolean matrix to extract the interface unknowns { }sbE  out of the 
remaining unknowns { }s
r
E  such that { } [ ]{ }s s sb br rE R E= . The definition of [ ]srrK , [ ]srcK , 
[ ]scrK , and { }srf  is self-explanatory by comparing Eqs. (3.3) and (3.5). 
From Eq. (3.5), we can extract two equations. One is for the discrete fields on the 
subdomain interface, which can be extracted from { }s
r
E . This subdomain interface 
equation can be written symbolically as 
{ } ({ },{ },{ })s sb c bE f E fλ=                                            (3.6) 
where { }bλ  denotes the dual unknowns over all the subdomain interfaces and { }cE  
denotes the discrete electric fields at all the corners. The other equation is for the fields at 
the corners of the subdomain, which can be written symbolically as 
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{ } ({ },{ })s sc bE g fλ= .                                                (3.7) 
This equation is called the subdomain corner system. With these, we have effectively 
converted a subdomain volumetric problem into a subdomain surface problem. 
Next, we have to couple all the subdomains. By employing the Robin boundary 
condition in Eq. (3.2), we can obtain equivalent interface conditions that relate the 
interface electric fields and the dual unknown vector sbΛ  on both sides of the interface. 
Substituting Eq. (3.6) into the discretized interface conditions at all the subdomain 
interfaces, we obtain a global interface system, which can be written symbolically as 
({ },{ },{ }) 0c bF E fλ =                                               (3.8) 
where { }f  is contributed by the excitation source. Similarly, we can assemble Eq. (3.7) 
for all the subdomains to obtain a global corner system, which can be written 
symbolically as 
{ } ({ },{ })c bE G fλ= .                                               (3.9) 
From Eqs. (3.8) and (3.9), we can eliminate { }cE  to obtain the final system that relates 
the dual unknown { }bλ  and the excitation vector { }f . The elimination of { }cE  provides 
an additional benefit for the FETI-DP method with 2LM, i.e. the resultant condensed 
linear system becomes positive-definite. This final interface system can be solved 
iteratively using a Krylov subspace method such as the generalized minimum residual 
(GMRES) and the stabilized biconjugate gradient method (BiCGStab) [15]. Once { }bλ  is 
computed, it can be used in Eq. (3.9) to calculate { }cE . With both { }bλ  and { }cE , the 
electric field in every subdomain can be computed using Eq. (3.5). 
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The purpose of the coarse grid correction is two-fold: (1) to avoid redundant auxiliary 
variables at corner edges because no dual unknowns have to be defined there, and (2) to 
introduce a mechanism to propagate the iterative residual error globally and thus improve 
the convergence rate. 
3.2 LM-based FETI-DP for Nonconformal Interface and 
Conformal Corner Meshes 
Similar to the conformal interface mesh case, by applying Galerkin’s method, the 
FEM equation for the sth subdomain can be written as 
0s ss s s i iii ib ic
s s s s s s s ss s
bi bb bb bc bb b bc cb b
s s s s s s
ci cb cc c c c
E fK K K
K K M K B L EE f
K K K E f
λ
λ
      
      
+ = − +      
      
       
                (3.10) 
where the newly added matrix is 
T[ ] { } { } .
s s
s s s
bb b bS
B dS
Γ
= ⋅∫∫ N N∩                                          (3.11) 
In Eq. (3.10), [ ]sK , { }sE , { }sf , [ ]sbbM , [ ]sbcL , { }sbλ , and { }scλ  are the same as those 
defined in Section 3.1. The only extra term [ ]sbbB  represents the interaction between the 
interface electric field and the interface dual unknown. Different from the conformal 
FETI-DP method, the dual unknown sbΛ  here is explicitly expanded in terms of a set of 
curl-conforming vector basis functions defined on sΓ  such that 
T{ } { }s s sb b λ=Λ N  [37]. 
From Eq. (3.10), we can obtain two equations involving the interface electric field and 
the dual unknown on the subdomain interface. One is 
( )1 T T{ } [ ][ ] { } [ ] [ ]{ } ([ ] [ ] [ ])[ ]{ }s s s s s s s s s s sb br rr r br bb b rc br bc c cE R K f R B K R L B Eλ−= − − +     (3.12) 
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and the other is 
( )1 T[ ] [ ][ ] ([ ] [ ] [ ]) [ ]{ }s s s s s s scc cr rr rc br bc c cK K K K R L B E−− +  
1 1 T{ } { } [ ][ ] { } [ ][ ] [ ] { }s s s s s s s s sc c cr rr r cr rr br bf K K f K K Rλ λ− −= − − +     (3.13) 
where [ ]s
rr
K , [ ]s
rcK , [ ]scrK , and { }srf  are the same as those defined in Section 3.1. The 
Boolean matrix [ ]scB  is introduced to extract the local corner unknowns from the global 
corner unknowns, which can be expressed mathematically as [ ]{ } { }s sc c cB E E= . Note that 
Eqs. (3.12) and (3.13) are detailed expressions for Eqs. (3.6) and (3.7) in the mesh-
nonconformal case. 
Similar to the mesh-conformal case, to obtain the global interface equation, we make 
use of the Robin-type transmission boundary on the subdomain interfaces 
1
ˆ ˆ ˆ( )
1
ˆ ˆ ˆ( )
s s s s s s s
bs
r
q q q q q q q
bq
r
n n n
n n n
α
µ
α
µ
  
× ∇× + × × =  
  

  × ∇× + × × = 
 
E E Λ
E E Λ
   on sqΓ                 (3.14) 
where ˆ sn  and ˆqn  are the unit normal vectors at the interface pointing to the exterior 
region of subdomain s and q, respectively, and sqΓ  denotes the interface between the two 
subdomains. Adding the two equations in Eq. (3.14) from both sides of sqΓ  to eliminate 
the tangential magnetic field, which is continuous across the interface, we have 
ˆ ˆ( ) ( )
ˆ ˆ( ) ( )
s q s q q q q
b b b
q s q s s s s
b b b
n n
n n
α α
α α
 + = + × ×

+ = + × ×
Λ Λ E
Λ Λ E
   on sqΓ .                         (3.15) 
The above derivation is valid because ˆ ˆ ˆ ˆ( ) ( )s s s q q qb bn n n n× × = × ×E E , which is the 
tangential continuity condition for the electric field. As a result, with the aid of the two 
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Lagrange multipliers, both the electric and magnetic field tangential continuity conditions 
are now enforced weakly. The choice of α  has to satisfy the condition that 0s qα α+ ≠ . 
The second equation of Eq. (3.15) can be regarded as the contribution from both the 
interface electric field ( qbE ) and auxiliary Lagrange multipliers ( qbΛ ) of the qth 
subdomain to the interface auxiliary Lagrange multipliers ( sbΛ ) of the sth subdomain. 
Testing both sides by the interface basis function of the sth subdomain yields 
[ ] { } [ ] { } [ ]{ } [ ]{ } [ ]{ }s s s s sq q sq q sq qbb q b q bc q c q bb b s bc c s bb b sN L E N L E M Eλ λ+ = − − −       (3.16) 
where 
T
T
T
T
T
[ ] { } { }
ˆ ˆ[ ] ( { }) ( { } )
[ ] { } { }
ˆ ˆ[ ] ( { }) ( { })
ˆ ˆ[ ] ( )( { }) ( { } ) .
sq
sq
sq
sq
sq
s s s
bb q b b
s s s s s s
bc q b c
sq s q
bb b b
sq q q s q q
bc b c
sq s q q s q q
bb b b
N dS
L n n dS
N dS
L n n dS
M n n dS
α
α
α α
Γ
Γ
Γ
Γ
Γ
= ⋅
= × ⋅ ×
= ⋅
= × ⋅ ×
= + × ⋅ ×
∫∫
∫∫
∫∫
∫∫
∫∫
N N
N N
N N
N N
N N
 
In Eq. (3.16), [ ]sqbbM  and [ ]sqbcL  are projection matrices mapping the interface electric field 
{ }qbE  and the corner electric field { }qcE  in the qth subdomain to the dual unknown { }sbλ  
in the sth subdomain. Equation (3.16) can further be written as 
[ ] { } [ ] [ ]{ } [ ][ ]{ }s s s s s sq q qbb q b q bc q q c bb s bN L S E N Tλ λ+ = −  
[ ][ ]{ } [ ][ ]{ }sq q q sq q qbc s c bb s bL S E M T E− −                                 (3.17) 
where [ ]sqT  is a Boolean matrix employed to extract the interface unknowns defined on 
sqΓ  from those defined on sΓ  such that { } [ ]{ }s s sb q q bE T E=  and { } [ ]{ }s s sb q q bTλ λ= , and 
[ ]sqS  is another Boolean matrix used to extract the corner unknowns defined on sqΓ  from 
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those defined on sΓ  such that { } [ ]{ }s s sc q q cE S E= . Because [ ]sbb qN  is always diagonally 
dominant, we can invert it to write the transmission condition as 
1 1{ } [ ] [ ] [ ]{ } [ ] [ ][ ]{ }s s s s s s sq q qb q bb q bc q q c bb q bb s bN L S E N N Tλ λ− −+ = −  
1 1[ ] [ ][ ]{ } [ ] [ ][ ]{ }.s sq q q s sq q qbb q bc s c bb q bb s bN L S E N M T E− −− −             (3.18) 
We can further eliminate { }qbE  with the aid of Eq. (3.12) to obtain 
1 1{ } [ ] ([ ][ ] [ ][ ][ ]){ } [ ] [ ] [ ][ ]{ }s s sq q sq q q q s s s sb q bb q bb s bb s bb b bb q bc q q c cN N T M T F N L S B Eλ λ− −+ − +  
1 1[ ] ([ ][ ][ ] [ ][ ][ ]){ } [ ] [ ][ ]{ }s sq q q sq q q s sq q qbb q bc s c bb s bc c bb q bb s bN L S B M T F E N M T d− −+ − = −  (3.19) 
where 
1 T
1 T
1
[ ] [ ][ ] [ ] [ ]
[ ] [ ][ ] ([ ] [ ] [ ])[ ]
{ } [ ][ ] { }.
q q q q q
bb br rr br bb
q q q q q q q
bc br rr rc br bc c
q q q q
b br rr r
F R K R B
F R K K R L B
d R K f
−
−
−
=
= +
=
 
Finally, we can assemble Eq. (3.19) over all s and q to obtain an interface system for all 
subdomains as 
[ ]{ } [ ]{ } { }bb b bc c bK K E fλ + =                                         (3.20) 
where 
T T 1
1 neighbor( )
T T 1
1 neighbor( )
T T 1
[ ] [ ] [ ] [ ] [ ] ([ ][ ] [ ][ ][ ])[ ]
[ ] [ ] [ ] [ ] [ ] [ ] [ ]
 [ ] [ ] [ ] ([ ][ ][ ] [
s
s
N
s s s sq q sq q q q
bb q bb q bb s bb s bb
s q s
N
s s s s s s
bc q bb q bc q q c
s q s
s s s sq q q
q bb q bc s c
K I Q T N N T M T F Q
K Q T N L S B
Q T N L S B
−
= ∈
−
= ∈
−
= + −
 
=  
 
+ −
∑ ∑
∑ ∑


1 neighbor( )
T T 1
1 neighbor( )
][ ][ ])
{ } [ ] [ ] [ ] [ ][ ]{ }.
s
s
N
sq q q
bb s bc
s q s
N
s s s sq q q
b q bb q bb s b
s q s
M T F
f Q T N M T d
= ∈
−
= ∈
= −
∑ ∑
∑ ∑
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A new Boolean matrix [ ]sQ  is introduced to select the subdomain dual unknown { }sbλ  
from the global dual unknown 1 T{ } ({ }, , { })sNb b bλ λ λ=   such that { } [ ]{ }s sb bQλ λ= . 
On the one hand, assembling Eq. (3.13) through all the subdomains yields a global 
corner-related finite element system 
[ ]{ } { } [ ]{ }cc c c cb bK E f K λ= −                                        (3.21) 
where 
( )T 1 T
1
T 1 T
1
T 1
1
[ ] [ ] [ ] [ ][ ] ([ ] [ ] [ ]) [ ]
[ ] [ ] ([ ][ ] [ ] )[ ]
{ } [ ] ({ } [ ][ ] { }).
s
s
s
N
s s s s s s s s
cc c cc cr rr rc br bc c
s
N
s s s s s
cb c cr rr br
s
N
s s s s s
c c c cr rr r
s
K B K K K K R L B
K B K K R Q
f B f K K f
−
=
−
=
−
=
= − +
=
= −
∑
∑
∑



 
Note that Eqs. (3.20) and (3.21) are detailed expressions for Eqs. (3.8) and (3.9) in the 
mesh-nonconformal case. 
By combining Eqs. (3.20) and (3.21) and eliminating { }cE , we can derive the LM-
based FETI-DP interface equation for the dual unknowns { }bλ  as 
1 1([ ] [ ][ ] [ ]){ } { } [ ][ ] { }.bb bc cc cb b b bc cc cK K K K f K K fλ− −− = −                       (3.22) 
The interface system in Eq. (3.22) is generally positive definite [37], and can be solved 
using a Krylov subspace method. After the interface problem is solved, the electric field 
inside each subdomain can be evaluated individually. 
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3.3 Extension to Nonconformal Interface and Corner Meshes 
Up to now, we assumed that the meshes for different subdomains on the common 
corners are identical. In order to further enhance the capability of the LM-based FETI-DP 
schemes to deal with arbitrary meshes, we now focus on the extension to nonconformal 
corner cases in this chapter. We start from the transmission condition on one geometrical 
crosspoint ( cΓ ) as illustrated in Fig. 3.1, where four subdomains share one global corner 
edge. We denote the number of unknowns defined on each local corner edge as cN , then 
call the corner with most unknowns as “master” corner and the others as “slave” corners 
so that slave masterc cN N≤ . Note that subdomains with more than one crosspoint could 
contain both master and slave corners. For the LM-based FETI-DP method presented in 
Section 3.2, we impose the Dirichlet continuity condition at the corner as 
master slave
t tE = E                                                    (3.23) 
in a weak sense, where the subscript t specifies the tangential electric field along the 
corner edge. 
The tangential electric field for the master and slave subdomains (taking one slave 
subdomain for example) can be expanded by two independent sets of basis functions 
master{ }cN  and slave{ }cN  as 
master
master master master
, ,
1
cN
t c n c n
n
E
=
= ∑E N                                      (3.24) 
slave
slave slave slave
, ,
1
cN
t c n c n
n
E
=
= ∑E N .                                          (3.25) 
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By substituting Eqs. (3.24) and (3.25) into Eq. (3.23) and testing both sides using slave{ }cN , 
we obtain 
slv-slv slave slv-mst master[ ]{ } [ ]{ }cc c cc cG E H E=                                (3.26) 
where 
slv-slv slave slave
, , ,
slv-mst slave master
, , ,
.
c
c
cc mn c m c n
cc mn c m c n
G dl
H dl
Γ
Γ
= ⋅
= ⋅
∫
∫
N N
N N
 
Note that the matrix dimensions of slv-slv[ ]ccG  and slv-mst[ ]ccH  are slave slavec cN N×  and 
slave master
c cN N× , respectively. Because 
slv-slv[ ]ccG  is always a diagonal matrix with nonzero 
diagonal entries and thus invertible, we have 
slave slv-slv 1 slv-mst master{ } [ ] [ ]{ }c cc cc cE G H E−=                                (3.27) 
which means that the corner unknowns defined on slave corners can be represented by 
those on master corners. Therefore, it is feasible to form a global coarse problem only by 
using the corner unknowns on all the master corners. After incorporating the 
nonconformal corner scheme into the LM-based FETI-DP method, we find that the 
matrices and vectors related to the global corner system in Eqs. (3.20) and (3.21) remain 
the same for master subdomains but have to be modified as follows for the slave 
subdomains.  
3.4 Numerical Examples 
In this chapter, two numerical examples are simulated to validate the proposed 
algorithm and demonstrate its performance, such as accuracy and convergence rate, and 
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applications. All the computations were performed on a quad-core serial HP workstation, 
where each core has two 2.67 GHz Intel Xeon processors. 
3.4.1 Photonic Crystal Cavity 
In order to show the scalability of the LM-based FETI-DP algorithm, we calculate the 
refection coefficient for a monopole placed in various photonic crystal cavities. The 
smallest photonic crystal cavity is composed of 9 9× dielectric rods in a square lattice 
with a refractive index of n = 3.4 residing on a conducting plate. The dielectric rods have 
a radius of r = 0.1a and a length of r = 1.5a, where a is the lattice constant. In the 
meshing process, a = 1 mm is specified to simplify the calculation. A cavity is created by 
removing the central rod, which introduces a point defect in the photonic crystal structure. 
A monopole with a length of h = 0.75a placed along the z-direction at the center of the 
defect region is used for the excitation. The monopole has an inner radius rin = 0.1a and 
an outer radius rout = 0.23a. The details of the cavity structure can be found in [43]. For 
other larger cavities, we increase the array size to 29 29× , 91 91× , and 201 201× , 
respectively. The simulation frequency is 105 GHz. Numerical simulation [21] shows 
that when the cavity becomes larger, more energy will be trapped inside of the cavity and 
less can escape. For this example, the usage of computational resources is listed in Table 
3.1 and the scalability curve is plotted in Fig. 3.2. Note that the stopping criterion for the 
BiCGStab solver is set to be 10-3 for all the four cases. Note that the computation time is 
a linear function of the total number of unknowns. 
3.4.2 Negative Refraction in Metamaterial 
Photonic crystal is a well-known metamaterial device without using negative 
permittivity and permeability. It shows an effective negative refractive index when the 
27 
 
inhomogeneities of its array structure (normally characterized by the array space, a, see 
Fig. 3.3) are much smaller than the wavelength of the excitation. Photonic crystal has 
been used successfully to observe the negative refraction behavior at both microwave and 
optical frequencies. More interestingly, the direction of the refracted wave at the exit 
surface of a photonic crystal slab is periodically modulated by the slab thickness, i.e. the 
final outgoing wave could be in the positive or negative direction. Such an observation is 
a direct example of the so-called Pendellösung phenomenon [44], which reveals the 
periodic exchange of the energy between the direct beam (or positively refracted) and 
diffracted beam (or negatively refracted) inside the crystal. In this example, we use the 
LM-based FETI-DP code to simulate the above Pendellösung phenomenon in a two-
dimensional photonic crystal square lattice, as illustrated in Fig. 3.3. For the simulation, 
we place a conducting plane at the top and bottom of the lattice, whose vertical 
dimension is set to 0.2a. An incident monochromatic plane wave is considered, with the 
electric field polarized along the cylinder axis, forming an angle o60iθ = . The magnitude 
of the incident wave on an equal-phase plane has a Gaussian distribution. This wave 
satisfies the Bragg law for the reciprocal lattice vector indicated in Fig. 3.3, with 
3aλ = . In order to visualize the negative refraction and Pendellösung phenomenon, we 
follow the setup of a quite low-contrast refractive index as described in [44], where 
3
r
ε = . The simulation results are given in Fig. 3.4, which are very similar to that in [44] 
and correctly reflect the essence of the underlying physics. 
It can be seen from Fig. 3.4 that two different wavevectors representing the direct 
beam and the diffracted beam coexist in the crystal, and their difference determines the 
modulation. Actually, the beam in the positive direction has a maximum intensity for 
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thicknesses equal to 12a and 24a, while the beam has a maximum intensity in the 
negative refraction direction for thicknesses equal to 6a and 18a. 
3.5 Summary 
This chapter discussed an efficient nonconformal FETI-DP method for solving 3D 
large-scale electromagnetic radiation and scattering problems. This method is well suited 
for the analysis of finite periodic problems, such as photonic crystal cavity and 
metamaterial formed by array structures. It can easily be extended to deal with general 
domain decomposition problems. With this method, the restriction on conformal meshes 
is lifted. Such a capability is important for the analysis of large-scale engineering 
problems which are too large and complex for current meshing tools to generate an 
overall mesh for the entire domain. As a result, the mesh generation step becomes much 
easier and less time consuming. The interface and corner meshes of one subdomain can 
be generated independently without any information from the meshes of its neighbors. 
Furthermore, the fast convergence property of the original conformal FETI-DP method is 
preserved. In order to deal with nonconformal meshes, some projection Boolean matrices 
in the conformal algorithm become sparse matrices filled with real values now, which 
requires more memory for storage and a longer computation time for matrix-vector 
multiplication. 
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3.6 Figures and Table 
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Figure 3.1: Master and slave corners associated with one shared crosspoint, and the 
number of unknowns defined on the master corner is more than or equal to those defined 
on the slave corners ( slave masterc cN N≤ ). 
 
Table 3.1: Computation information of the LM-based FETI-DP method for various 
photonic crystal cavity simulations 
Array size 9× 9 29× 29 91× 91 201× 201 
Total number of unknowns 400,084 4,165,884 41,031,084 200,185,684 
Number of dual unknowns 47,872 534,912 5,379,840 26,387,200 
Number of corner unknowns 640 7,840 81,000 400,000 
Memory (MB) 696 852 2,532 9,168 
Interface time (hh:mm:ss) 00:00:54 00:10:00 01:38:52 07:50:53 
Iteration number 33 38 35 35 
Total time (hh:mm:ss) 00:01:54 00:13:29 02:09:02 10:23:30 
 
 
 
30 
 
105 106 107 108 109
101
102
103
104
105
Total Number of Unknowns
Co
m
pu
ta
tio
n 
Ti
m
e 
(S
ec
on
d)
 
 
Interface Time
Total Time
 
Figure 3.2: Computation time as a function of the total number of unknowns for various 
photonic crystal cavities. 
 
incθ
 
Figure 3.3: Structure of two-dimensional square lattice photonic crystal with filling factor 
r/a = 0.1. The cylinders have a real dielectric constant 3
r
ε =  embedded in vacuum. The 
polarization is chosen with the incident electric field (shown in the figure) parallel to the 
cylinder axis. The wavelength λ  satisfies the Bragg law in vacuum with an incident 
angle o60iθ = . 
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(a) 
 
(b) 
 
Figure 3.4: Electric field (real part) distribution obtained by the nonconformal FETI-DP 
algorithm in a 2D square lattice photonic crystal, with the two vertical dark solid lines 
indicating the boundaries of the metamaterial region: (a) slab thickness 6t a= , the 
maximum intensity is in the diffracted direction and exhibits negative refraction behavior; 
(b) 12t a= , showing a positive refraction; (c) 18t a= , showing a negative refraction; (d) 
24t a= , showing a positive refraction. (Continued on next page.) 
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(c) 
 
(d) 
 
Figure 3.4: Continued. 
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CHAPTER 4 
NONCONFORMAL FETI-DP METHOD 
BASED ON CEMENT ELEMENTS 
The FETI-like DDM [21] employs cement elements defined on both sides of the 
subdomain interface to glue neighboring subdomains with nonconformal meshes. To 
formulate the global interface problem, it uses both the cement elements and the interface 
electric field as the communicator, resulting in a double-size global interface system 
matrix compared to that of the FETI-DP method with 2LM. Other differences between 
these two methods lie in the formulation of the interface transmission condition, the 
choice and expansion of the dual variables, and the treatment of dual unknowns 
associated with the geometry crosspoints. Due to the lack of the global corner system as 
well as the difficult choice of basis function to expand the cement element, the FETI-like 
method suffers from slow convergence when solving the global interface problem.  
In this chapter, the FETI-like cement method is formulated to combine interface dual 
unknowns with global primal unknowns defined on corners. The capability of dealing 
with nonconformal meshes is preserved. The new DDM algorithm is referred to as the 
cement-element (CE)-based FETI-DP method in the following context. Afterwards, the 
two nonconformal methods are compared in terms of accuracy, eigenvalue spectrum 
distribution, and convergence performance using several examples. 
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4.1 CE-based FETI-DP for Nonconformal Interface and 
Conformal Corner Meshes 
As for the CE-based FETI-DP method, we regard all the subdomain interfaces 
(except corners) as unknown Neumann boundaries and we define an auxiliary unknown 
1
ˆ .
s s s
s
r
n
µ
 
= × ∇× 
 
j E                                                 (4.1) 
Each subdomain communicates with its neighboring subdomains through the following 
Robin transmission condition: 
0 0
1 1
ˆ ˆ ˆ ˆ ˆ ˆ( ) ( )s s s s s q q q q q
s q
r r
n jk n n n jk n n
µ µ
   
× ∇ × + × × = − × ∇ × + × ×   
   
E E E E .   (4.2) 
where 0jkα = . 
To solve the BVP defined in Eqs. (3.1) and (4.1) using the FEM, each subdomain is 
discretized separately into finite elements such as tetrahedra. Based on the formulation 
we have derived, we can either choose the same set of vector (e.g. curl-conforming) basis 
functions { }sbN  to expand both the electric field and the interface auxiliary variable sj , or 
choose the orthogonal sets { }sbN  and ˆ { }s sbn × N  (as was done in [20], [21]) to expand 
them, respectively. Here, we use the same set of vector basis functions to expand both sE  
and sj . It should be noted that the following derivation is also valid if one chooses 
ˆ { }s sbn × N  as the basis function to expand sj . By applying Galerkin’s method, the FEM 
equation for the sth subdomain can be written as 
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In Eq. (4.3), [ ]sK , { }sE  and { }sf  are the same as those defined in Section 3.1. By 
testing the Robin boundary condition and summing over all the interfaces between the sth 
subdomain and its neighboring subdomains using the interface basis functions of the sth 
subdomain, the transmission condition can be converted into a matrix equation as 
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Equations (4.3) and (4.4) can be combined to form a complete system for the sth 
subdomain as 
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After re-ordering unknowns in each subdomain, we obtain 
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which can further be written in a compact form as 
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where the definition of [ ]s
rr
K , [ ]s
rcK , [ ]scrK , { }sru , { }srf  and { }sgf  is self-explanatory by 
comparing Eqs. (4.6) and (4.7). Based on the convention adopted in [41], { }sgf  represents 
the contribution from all neighbors of the sth subdomain and can be written as 
T{ } [ ] { }s s sg jf R g= , where [ ] [0 0 ]s sj bbR I=  and [ ]sbbI  is an identity matrix. 
From Eq. (4.7), we can find that the subdomain system matrices for different 
subdomains become decoupled, while the interaction with the neighboring subdomains is 
included in the mixed boundary condition at the interfaces. By using the first equation in 
Eq. (4.7) and a projection matrix [ ]sbR , which is 
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the electric field and auxiliary unknowns at the subdomain interfaces can be found as 
T 1{ } { , } [ ]{ } [ ][ ] ({ } { } [ ]{ })s s s s s s s s s s sb b b r b rr r g rc cu E j R u R K f f K E−= = = + −  
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where [ ]scB  is defined in Section 3.2. Further, with the aid of the global boundary 
unknown vector { }u  and the Boolean projection matrix [ ]sQ  ({ } [ ]{ }s sbu Q u= ), we can 
obtain the global interface equation as 
T T 1 T 1 T
1 1 1
{ } [ ] { } [ ] [ ][ ] { } [ ] [ ][ ] [ ] { }
s s sN N N
s s s s s s s s s s s
b b rr r b rr j
s s s
u Q u Q R K f Q R K R g− −
= = =
= = +∑ ∑ ∑  
T 1
1
[ ] [ ][ ] [ ][ ]{ }
sN
s s s s s
b rr rc c c
s
Q R K K B E−
=
−∑ .                                  (4.9) 
Similar to the conformal FETI-DP method, the subdomain level corner unknown related 
system here can be derived from (4.7) by eliminating { }s
r
u  as 
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1 1 T[ ][ ] { } [ ][ ] [ ] { }s s s s s s scr rr r cr rr jK K f K K R g− −− − .                         (4.10) 
Finally, we obtain two equations to relate the global interface dual unknowns and the 
global corner primal unknowns 
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where 
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and 
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Similarly, { }u  can be solved by using one of the Krylov subspace iterative solvers after 
eliminating { }cE  based on Eqs. (4.11) and (4.12). The electric field inside each 
subdomain can finally be obtained by solving Eq. (4.8). 
4.2 Extension to Nonconformal Interface and Corner Meshes 
To remove the requirement for the conformal corner mesh, one can employ the 
scheme described in Section 3.3. After incorporating the nonconformal corner scheme 
into the nonconformal FETI-DP method with cement elements, we find that the matrices 
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and vectors related to the global corner system in Eqs. (4.11) and (4.12) remain the same 
for master subdomains but have to be modified for the slave subdomains [37]. 
4.3 Complexity Comparison between LM- and CE-based 
FETI-DP Methods 
Comparing the formulations of the LM- and CE-based FETI-DP methods, we first 
find that the dimension of [ ]s
rr
K , which has to be factorized during the tearing stage, is 
s s
i bN N+  and 2
s s
i bN N+  for the LM- and CE-based FETI-DP methods, respectively, 
where siN  and 
s
bN  denote the number of interior and boundary unknowns. Even with one 
more matrix factorization for [ ]sbb qN  in Eq. (3.18), the computational cost of the LM-
based FETI-DP method is still smaller than that of the CE-based FETI-DP method. 
Furthermore, in the global system solution stage, each iteration step requires solving all 
subdomain equations directly for a certain number of right-hand sides. Because of the 
smaller subdomain matrices, the LM-based FETI-DP method has faster forward and back 
substitution. This advantage also holds for the LM-based FETI-DP method during the 
subdomain solution recovering stage. At last, considering the global interface system, 
because the LM-based FETI-DP method includes only the Lagrange multipliers, the 
dimension of its global system matrix is only half of that of the CE-based FETI-DP 
method, which includes both the interface electric field and the auxiliary variable. 
Therefore, if these two methods converge with the same number of steps, as we have 
observed in most cases, the LM-based FETI-DP method is more efficient than the CE-
based FETI-DP method [37]. 
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4.4 Numerical Examples 
Both the LM- and CE-based FETI-DP methods have been implemented to calculate 
several examples in this chapter. The convergence behaviors of these two methods are 
compared with that of FETI-DPEM2 [15] by simulating wave propagation in free space, 
with either conformal or nonconformal meshes. Then, monopole and Vivaldi antenna 
arrays are used to investigate the accuracy of these two nonconformal FETI-DP methods 
by comparing the active reflection coefficients of certain antenna elements as well as the 
radiation pattern with the results of FETI-DPEM2. 
4.4.1 Wave Propagation in Free Space 
In the first example, we simulate wave propagation in free space and use the result to 
compare the convergence performance for the solution of the global interface problem in 
the conformal, LM-based, and CE-based FETI-DP methods. We design three different 
subdomains as shown in Fig. 4.1, and use them to form a computational domain with 
3 × 3 subdomains to test three cases: (1) conformal interface—conformal corner; (2) 
nonconformal interface—conformal corner; and (3) nonconformal interface—
nonconformal corner, as shown in Fig. 4.2. It is well known that the convergence rate of a 
linear system is closely related to its eigenvalue distribution. Therefore, we compare the 
eigenspectra of the global interface equations for { }λ  (in the conformal and LM-based 
FETI-DP methods) and { }u  (in the CE-based FETI-DP method) in Figs. 4.3 to 4.5. For 
the case with conformal interface and corner meshes whose result is plotted in Fig. 4.3, 
the convergence performances of all the three methods are expected to be similar because 
their eigenspectra look nearly identical except that the CE-based FETI-DP has a pure 
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propagation mode corresponding to the (1,0) point on the complex plane. Similarly, for 
the case with nonconformal interface and either conformal or nonconformal corner 
meshes, from Figs. 4.4 and 4.5 we can see that the performances of the LM- and CE-
based FETI-DP methods are again similar to each other. Our prediction is further 
validated by comparing the convergence history for all the cases in Fig. 4.6, where the 
BiCGStab iterative solver with a stopping criterion of 10-9 is employed to solve the global 
interface equations. 
4.4.2 Monopole Array Radiation 
In the second example, we calculate the active reflection coefficient for the central 
and corner elements of a 3× 3 monopole array as shown in Fig. 4.7. In the simulation, the 
first-order ABC is placed at one extra cell surrounding the array in the xy-plane. 
Therefore, the total number of cells is 25 including 9 monopole cells and 16 air cells. For 
this 3× 3 monopole array, the endfire excitation with constant amplitudes and linearly 
progressive phases along the x-direction is considered, which steers the main beam to 
o90θ =  and o0φ = . In the meshing process, the array space along the x- and y-directions 
is set be 1.0 m for simplification. Each monopole has an inner radius of rin = 0.1 m, an 
outer radius of rout = 0.23 m, and a height of h = 1.0 m, respectively. The reader is 
referred to [14] for detailed information. The errors in the calculation of the active 
reflection coefficients of the center and corner antenna ports simulated at 550 MHz are 
compared with those obtained using the conformal FETI-DPEM2 in Table 4.1. In this 
case, the simulation is also carried out using the cement FETI-like method [20], [21] and 
compared with the LM- and the CE-based FETI-DP methods. From the 1st to 3rd rows in 
Table 4.1, we find that, when using the identical conformal meshes, the relative error in 
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the solution is on the magnitude of the stopping residue (10-6) chosen for the iterative 
solution of the global system equation. The larger error in the nonconformal cases (4th to 
6th rows) is likely the result of using a different mesh than that used to compute the 
reference solution. Also, the convergence performance and the radiation pattern 
calculated by the three different algorithms applied to either conformal or nonconformal 
meshes are compared in Figs. 4.8 and 4.9, respectively. As can be seen from Fig. 4.8, the 
two nonconformal FETI-DP methods converge faster than the cement FETI-like method. 
Fig. 4.9 shows that the result by using nonconformal meshes agrees with that of 
conformal meshes. 
4.4.3 Vivaldi Antenna Array Radiation 
The third example is designed to explore the capability of the two nonconformal 
methods to deal with large-scale problems. The scalability property of the two algorithms 
is also investigated at the end of this chapter. First, the active reflection coefficients at 
certain ports of a 10 × 10 Vivaldi array on an infinite ground plane are calculated and 
compared with the results of FETI-DPEM2 on a conformal mesh. In the simulation, the 
first-order ABC is placed at one extra cell surrounding the array in the xy-plane, so that 
the simulated actual array size is 12× 12. The distance in the x- and y-directions between 
two adjacent elements is set to be Tx = 36 mm and Ty = 36 mm, respectively. Fig. 4.10 
shows the Vivaldi antenna array element used in the simulation. The height, width, and 
thickness of the substrate are h = 33.3 mm, w = 34.0 mm, and d = 1.27 mm, respectively. 
The lossless substrate has a relative permittivity of 6.0. The radius of the hollow circle is 
chosen to be R = 2.5 mm. The half width of the slot line varies with z according to an 
exponential function given by: w(z) = 0.25exp(0.123z). This function gives a half width 
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of 15 mm at the open mouth. The excitation is through a coax feed with an inner radius 
rin = 0.375 mm and an outer radius rout = 0.875 mm from under the ground. The dielectric 
filling of the coax feed is assumed to be air. A small segment of the coaxial line is 
modeled and is then terminated with a waveguide port boundary condition. The length of 
the coax feed is 5 mm and only the TEM mode is assumed at the end of the coax. The 
detailed geometry of the Vivaldi array can be found in [14]. 
The active reflection coefficient and convergence history for the 10 × 10 array 
simulated by the conformal, LM-based, and CE-based FETI-DP methods are compared in 
Table 4.2 and Fig. 4.11, respectively. Furthermore, we consider 31 × 31 and 100 × 100 
arrays, whose computation results are plotted in Figs. 4.12 and 4.13, respectively. Clearly, 
for all the three arrays, the LM- and CE-based FETI-DP methods have a similar 
convergence behavior and yield nearly identical results to that of the conformal FETI-DP 
method. 
In Table 4.3, we list the computational resources used to simulate Vivaldi antenna 
arrays of different sizes by the LM-based FETI-DP method. All examples are run on an 
HP workstation, equipped with 2.66GHz Intel Xeon processor and 12GB memory. In 
order to plot the scalability curve as shown in Fig. 4.14, we record the computation time 
for solving the global interface dual unknowns as well as the total computation time. For 
all the four arrays, the BiCGStab iterative solver is employed with stopping criterion of 
10-3. Similar to the photonic crystal cavity example in Section 3.4.1, the computation 
time increases as a linear function of the total number of unknowns in this case. 
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4.5 Summary 
Another efficient nonconformal FETI-DP method which is based on cement elements 
is discussed in this chapter for solving 3D large-scale electromagnetic radiation and 
scattering problems. With the global corner system introduced, the convergence 
performance of the FETI-like method can be improved by the global coarse grid 
correction, which helps to propagate the residue through a coarse grid globally in each 
iteration step. Eigenspectrum analysis and various numerical examples show that the new 
nonconformal scheme converges much faster than the original version when solving the 
global interface problem using a Krylov subspace iterative method (e.g. BiCGStab). 
Some numerical examples are carried out on a desktop workstation, and show the method 
scales well with the number of total unknowns and the number of subdomains. Although 
the CE-based FETI-DP method is not as efficient as the LM-based FETI-DP method, it 
provides an alternative. 
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4.6 Figures and Tables 
 
                          (a)                                          (b)                                          (c) 
 
Figure 4.1: Three different subdomains with different mesh patterns and mesh densities 
on the interface. (a) Free style with mesh density of 20 segments per wavelength. (b) 
Mapped style with 20 segments per wavelength. (c) Free style with 25 segments per 
wavelength. 
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Figure 4.2: Three domain decomposition patterns. (a) Conformal interface and conformal 
corner meshes. (b) Nonconformal interface and conformal corner meshes. (c) 
Nonconformal interface and nonconformal corner meshes. 
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Figure 4.3: Eigenspectra of the global interface system matrix for the case of conformal 
interface and conformal corner meshes. (a) FETI-DPEM2 (matrix dimension: 
1216 × 1216). (b) LM-based FETI-DP (matrix dimension: 1216 × 1216). (c) CE-based 
FETI-DP (matrix dimension: 2432× 2432). 
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Figure 4.4: Eigenspectra of the global interface system matrix for the case of 
nonconformal interface and conformal corner meshes. (a) LM-based FETI-DP (matrix 
dimension: 1144× 1144). (b) CE-based FETI-DP (matrix dimension: 2288× 2288). 
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Figure 4.5: Eigenspectra of the global interface system matrix for the case of 
nonconformal interface and nonconformal corner meshes. (a) LM-based FETI-DP 
(matrix dimension: 1240 × 1240). (b) CE-based FETI-DP (matrix dimension: 
2480× 2480). 
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Figure 4.6: Convergence history for all the cases by using the BiCGStab iterative solver 
with a stopping criterion of 10-9. (a) The case of conformal interface and conformal 
corner meshes corresponding to the decomposition pattern in Fig. 3(a). (b) The case of 
nonconformal interface and conformal corner meshes corresponding to the 
decomposition pattern in Fig. 3(b). (c) The case of nonconformal interface and 
nonconformal corner meshes corresponding to the decomposition pattern in Fig. 3(c). 
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Figure 4.7: Geometry of a 3× 3 monopole array on an infinite ground plane. 
 
Table 4.1: Comparison of the relative L2 norm error in the calculation of the active 
reflection coefficient, by using the result of FETI-DPEM2 as reference, for the 3 × 3 
monopole antenna array, simulated at 550 MHz, with the main beam steered to o90θ =  
and o0φ = . 
 (2,2) element (3,3) element All elements 
LM-based FETI-DP  
(w/ conformal mesh) 
4.08× 10-6 3.01× 10-6 1.57× 10-6 
CE-based FETI-DP  
(w/ conformal mesh) 
4.08× 10-6 3.01× 10-6 1.57× 10-6 
Cement FETI-like ( nˆ × N )  
(w/ conformal mesh) 
7.90× 10-3 5.26× 10-3 3.93× 10-3 
LM-based FETI-DP  
(w/ nonconformal mesh) 
6.98× 10-3 1.51× 10-2 1.28× 10-2 
CE-based FETI-DP  
(w/ nonconformal mesh) 
8.25× 10-3 7.83× 10-3 1.18× 10-2 
Cement FETI-like ( nˆ × N )  
(w/ nonconformal mesh) 
2.46× 10-2 1.80× 10-2 1.89× 10-2 
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Figure 4.8: Convergence history of the BiCGStab iterative solution of the global interface 
equation for the three FETI-DP algorithms, with conformal or nonconformal meshes, for 
the simulation of the 3× 3 monopole antenna array. (a) 1 With a conformal mesh. (b) 2 
With a nonconformal mesh. 
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Figure 4.9: Comparison for the radiation pattern of the 3 × 3 monopole antenna array, 
simulated at 550 MHz, with the main beam steered to o90θ =  and o0φ = . 1 With 
conformal meshes. 2 With nonconformal meshes. (a) The real value. (b) The difference 
with the reference solution. 
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Figure 4.10: Structure of an elemental Vivaldi antenna. 
 
Table 4.2: Comparison of the active reflection coefficient, in terms of the relative L2 
norm error, using the result of FETI-DPEM2 as reference, for a 10 × 10 Vivaldi antenna 
array, simulated at 3 GHz, with the main beam steered to o0θ =  and o0φ = . 
 (5,5) element (10,10) element All elements 
LM-based FETI-DP  
(w/ conformal mesh) 
1.48 × 10-5 2.11 × 10-4 8.80 × 10-5 
CE-based FETI-DP  
(w/ conformal mesh) 
1.23 × 10-5 5.36 × 10-5 3.12 × 10-5 
LM-based FETI-DP  
(w/ nonconformal mesh) 
8.95 × 10-4 2.11 × 10-3 1.20 × 10-3 
CE-based FETI-DP  
(w/ nonconformal mesh) 
1.15 × 10-3 1.95 × 10-3 1.35 × 10-3 
 
 
 
53 
 
0 10 20 30 40 50
10−4
10−3
10−2
10−1
100
Number of Iterations
R
es
id
ue
 
 
FETI−DPEM2
LM FETI−DP
(w/ conformal mesh)
CE FETI−DP
(w/ conformal mesh)
 
(a) 
0 10 20 30 40 50
10−4
10−3
10−2
10−1
100
Number of Iterations
R
es
id
ue
 
 
LM FETI−DP
(w/ nonconformal mesh)
CE FETI−DP
(w/ nonconformal mesh)
 
(b) 
 
Figure 4.11: Convergence history of the BiCGStab iterative solution of the global 
interface equation for the three FETI-DP algorithms, with conformal or nonconformal 
meshes, for the 10×10 Vivaldi antenna array. (a) With a conformal mesh. (b) With a 
nonconformal mesh. 
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Figure 4.12: Simulation of the 31 × 31 Vivaldi antenna array at 3 GHz. (a) Convergence 
history for a conformal mesh. (b) Convergence history for a nonconformal mesh. (c) 
Broadside scan E-plane relative pattern. (d) Broadside scan H-plane relative pattern. 1 
With conformal meshes. 2 With nonconformal meshes. (Continued on next page.) 
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Figure 4.12: Continued. 
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Figure 4.13: Simulation of the 100 × 100 Vivaldi antenna array at 3 GHz. (a) 
Convergence history. (b) Broadside scan E-plane relative pattern. (c) Broadside scan H-
plane relative pattern. 
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Figure 4.14: Computation time as a function of the total number of unknowns for various 
Vivaldi antenna arrays. 
 
Table 4.3: Computation information of the LM-based FETI-DP method for simulating 
various Vivaldi antenna arrays 
Array size 3× 3 10× 10 31× 31 100× 100 
Total number of unknowns 209,792 1,908,552 17,410,080 178,235,832 
Total number of dual unknowns 18,864 123,024 978,816 9,528,744 
Total number of corner unknowns 192 1,452 12,288 122,412 
Interface time (hh:mm:ss) 00:00:21 00:04:54 00:49:27 07:19:58 
Iteration number 28 44 51 40 
Total time (hh:mm:ss) 00:02:20 00:13:43 02:01:21 19:32:20 
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CHAPTER 5 
FETI-DP METHODS WITH HIGHER-
ORDER TRANSMISSION CONDITIONS 
Besides the FETI-DP method, the optimized Schwarz method (OSM) provides an 
alternative robust and efficient finite element-based domain decomposition solver. To 
derive optimized higher-order transmission conditions for vector electromagnetic fields, 
the convergence of both TE and TM evanescent modes has to be taken into consideration. 
Unlike the case where only scalar field is involved [25],[26], one surface curl-curl term 
related to the interface electric field can ensure the convergence of TE evanescent modes 
but has no impact on that of TM evanescent modes [45],[46],[47],[48]. Recently, Peng 
and Lee [28],[29] proposed one more term that corresponds to the interface surface 
charge density to ensure the convergence of the TM evanescent modes. Similar ideas can 
be found in the development of higher-order ABCs in early publications [32],[33]. With 
the use of both electric and magnetic fields on subdomain interfaces, a true second-order 
transmission condition for both TE and TM components can be obtained and practically 
incorporated into the finite element formulation. In order to further improve the 
convergence rate of the OSM for electrically large problems, a global plane wave 
deflation technique has been introduced to remove the weakly convergent region 
corresponding to cutoff or near cutoff modes [49]. 
It is interesting to note that after years of development, the two most promising 
DDMs have become more closely related to each other. The original FETI-DP method, 
which is based on one Lagrange multiplier, belongs to the iterative substructuring domain 
decomposition family [7],[11],[12],[14]. However, the FETI-DP method with two 
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Lagrange multipliers can be regarded as a special version of the Schwarz method 
[10],[26]. The only difference is that the FETI-DP method is equipped with a global 
coarse grid correction and it employs the Lagrange multiplier instead of the tangential 
electric and magnetic fields on subdomain interfaces to communicate across subdomain 
interfaces. As a result, the FETI-DP method with two Lagrange multipliers can also 
benefit from using a higher-order transmission condition. However, combining the dual-
primal strategy and a higher-order transmission condition is not straightforward and has 
not been implemented successfully yet [50]. 
In this chapter, higher-order transmission conditions are incorporated into several 
FETI and FETI-DP methods. Their convergence performance will be compared in terms 
of the eigenspectrum of the global interface system matrix. Numerical examples 
including the simulation of micro ring/bus structures will further validate the prediction. 
5.1 CE-Based FETI Method with SOTC-TE 
The TE second-order transmission condition (SOTC-TE) is derived from the first-
order transmission condition (FOTC) by including one more term that is related to the 
second-order curl-curl of the interface electric field. We have the SOTC-TE on the 
interface sqΓ  between the sth and qth subdomains as [27] 
0 ˆ ˆ ˆ( ) [ ( ) ]s s s s s s snjk n n nβ× × − ∇ × ∇ × +E E j  
0 ˆ ˆ ˆ( ) [ ( ) ]q q q q q q qnjk n n nβ= × × − ∇ × ∇ × −E E j                            (5.1) 
where sj  is defined in Eq. (4.1) and sβ  can be determined based on the smallest mesh 
size and the order of basis functions on the subdomain interface to account for all the 
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evanescent modes supported by the interface mesh. More specifically, 0/ ( )s j k kβ = − +  , 
with 2 2 1/2max 0( )k j k k= − −  and max min/k hpi= , where minh  denotes the smallest mesh size on 
the subdomain interface. The new term corresponds to the tangential variation of the 
normal magnetic flux density ˆ[ ( ) ]s s nn∇ × ∇ ×E , where ˆ( ) ( )s s sn n∇ × = ⋅ ∇ ×E E . Applying 
the above transmission condition from the two sides of the subdomain interface is 
equivalent to enforcing the original Dirichlet and Neumann continuity conditions. In this 
chapter, we still use the same set of first-order vector basis functions to expand both sE  
and sj . However, a special treatment is required for sj  defined on the corners. It is 
suggested to split sj  into two independent ones, in order to avoid enforcing a wrong 
continuity condition on the geometry crosspoints [51]. 
By applying Galerkin’s method, the FEM equation for the sth subdomain can be 
written in a matrix form as 
0
s
i ss s
iii ib s
bs s s s
bi bb bj bs
E
fK K
E
K K B fj
 
      
=    
     
 
                                        (5.2) 
where 
T[ ] { } { } .
s s
s s s
bj b bS
B dS
Γ
= ⋅∫∫ N N∩  
Note that we do not differentiate the electric field unknowns associated with the 
geometry crosspoints from other interface unknowns. As a result, { }sE  is grouped into 
two categories T{ } { }s s si bE E E= . Similar to the CE-based FETI-DP method, by testing 
the high-order TC in Eq. (5.1) and summing over all the interfaces between the sth 
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subdomain and its neighboring subdomains, the TC can be converted into a matrix 
equation as 
neighbor( )
[ ] [ ]
s q
b bs s sq sq
jb jj jb jjs q
q s
E E
D C U V
j j∈
      
=   
      
∑                               (5.3) 
where 
T T
0
T
0
T T
0
T
0
ˆ ˆ[ ] ( { }) ( { } ) ( { }) ( { } )
[ ] { } { }
ˆ ˆ[ ] ( { }) ( { } ) ( { }) ( { } )
1[ ] { } { }
s s
s s
sq
s
s s s s s s s
jb b b b n b nS
s s s
jj b bS
q
sq q s q q s q
jb b b b n b n
sq s q
jj b b
D n n dSjk
jC dS
k
U n n dSjk
V jk
β
β
Γ
Γ
Γ
 
= × ⋅ × + ∇× ∇× 
 
= ⋅
 
= × ⋅ × + ∇× ∇× 
 
= ⋅
∫∫
∫∫
∫∫
N N N N
N N
N N N N
N N
∩
∩
.
sq
dS
Γ∫∫
 
Note that the number of unknowns for sj  may be more than that for sbE  due to the split. 
For the following procedure, it is the same as that for the CE-based FETI-DP method 
except that there is no coarse grid corner system defined. As the first step, Eqs. (5.2) and 
(5.3) can be combined to form a complete system for the sth subdomain as 
[ ]{ } { } { }s s s srr r r gK u f f= +                                               (5.4) 
where 
0
[ ]
0
s s
ii ib
s s s s
rr bi bb bj
s s
jb jj
K K
K K K B
D C
 
 
=  
 
 
, { }
s
i
s s
r b
s
E
u E
j
 
 
=  
 
 
, { }
0
s
i
s s
r b
f
f f
 
 
=  
 
 
, 
0
{ } 0sg
s
f
g
 
 
=  
 
 
, 
and 
neighbor ( )
{ } [ ]
q
bs sq sq
jb jj q
q s
E
g U V
j∈
  
=  
  
∑ . 
Then, the mixed global interface unknowns at the subdomain interfaces can be found as 
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T 1{ } { , } [ ]{ } [ ][ ] ({ } { })s s s s s s s s sb b b r b rr r gu E j R u R K f f−= = = +                   (5.5) 
where 
0 0[ ]
0 0
s
bbs
b s
jj
I
R
I
 
=  
 
. 
Finally, assembling all the interface unknowns, we obtain the equations of the global 
interface unknown as 
[ ]{ } { }
rr r
K u f=                                                           (5.6) 
where 
T 1 T
1 neighbor( )
T 1
1
[ ] [ ] [ ] [ ][ ] [ ] [ ][ ]
{ } [ ] [ ][ ] { }.
s
s
N
s s s s sq sq q
rr b rr j jb jj
s q s
N
s s s s
r b rr r
s
K I Q R K R U V Q
f Q R K f
−
= ∈
−
=
= −
=
∑ ∑
∑


 
After solving the global interface problem, the electric field inside each subdomain can 
be evaluated individually by using the known high-order mixed boundary condition at the 
interface for each subdomain. 
5.2 LM-Based FETI Method with SOTC-TE 
Similar to the FOTC with Lagrange multipliers that we have used for the FETI-DP 
method with 2LM, we can write the SOTC-TE with Lagrange multipliers as 
1
ˆ ˆ ˆ ˆ( ) [ ( ) ]s s s s s s s s s sn bs
r
n n n nα β
µ
 
× ∇× + × × − ∇ × ∇ × = 
 
E E E Λ .                (5.7) 
The boundary condition in Eq. (5.7) is of particular interest because it can be 
implemented without introducing any extra auxiliary variables on subdomain interfaces. 
When incorporated into the dual-primal framework, it does not change the sparsity 
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pattern of the subdomain matrices compared to that in the FOTC case. The subdomain 
matrix symmetry is also preserved, which is highly desirable for the storage and 
factorization by a direct sparse solver. The only extra computation is to calculate a 
localized surface mass matrix, which is computationally very cheap. 
To solve the BVP defined by Eqs. (3.1) and (5.7), we apply Galerkin’s method to 
obtain the subdomain matrix equation for the sth subdomain as 
s ss s
i iii ib
s s s s s s s
bi bb bb b b b
E fK K
K K M E f B λλ
        
=    
+
−        
                                    (5.8) 
where 
T T
ˆ ˆ[ ] [ ( { }) ( { } ) ( { }) ( { } ) ]
s s
s s s s s s s s s
bb b b b n b nS
M n n dSα β
Γ
= × ⋅ × + ∇× ∇×∫∫ N N N N∩  
and [ ]sbB λ  is a Boolean matrix for the mesh-conformal case or a projection matrix for the 
mesh-nonconformal case. Normally, the matrix column dimension is larger than its row 
dimension, and thus one row may contain more than one “1”s. This is due to the splitting 
of the Lagrange multipliers on the corners, in order to enforce the correct continuity 
condition on the geometry crosspoints. Equation (5.8) can be written in a more compact 
form with the aid of another Boolean matrix [ ] [0 ]s sb bbR I=  
1 T{ } [ ]{ } [ ][ ] ({ } [ ] [ ]{ })s s s s s s s s sb b b b bE R E R K f R B λ λ−= = − .                  (5.9) 
For the interconnection between neighboring subdomains, we start from the 
transmission condition between the sth and qth subdomains 
ˆ ˆ ˆ( ) ( ) ( ) [ ( ) ]s q s q q q q s q q qb b b b nn n nα α β β+ = + × × − + ∇ × ∇ ×Λ Λ E E .     (5.10) 
On the discretized level, we have 
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{ } { } [ ]{ }s q sq qq s bb b sM Eλ λ= − −                                       (5.11) 
where 
T
T
ˆ ˆ[ ] [( )( { }) ( { } )
             ( )( { }) ( { } ) ] .
sq
sq s q q s q q
bb b b
s q s q
b n b n
M n n
dS
α α
β β
Γ
= + × ⋅ ×
+ + ∇× ∇×
∫∫ N N
N N
 
We can assemble Eq. (5.11) over all s and q to obtain the global interface system as 
[ ]{ } { }K fλλ λλ =                                                   (5.12) 
where 
T T 1 T
1 neighbor( )
T T 1
1 neighbor( )
[ ] [ ] [ ] [ ] ([ ] [ ][ ][ ][ ] [ ] [ ])[ ]
{ } [ ] [ ] [ ][ ][ ][ ] { }.
s
s
N
s s q sq q q q q q q
q s bb s b b b
s q s
N
s s sq q q q q
q bb s b
s q s
K I Q T T M T R K R B Q
f Q T M T R K f
λλ λ
λ
−
= ∈
−
= ∈
= + −
= −
∑ ∑
∑ ∑


 
After solving the global interface problem, the electric field inside each subdomain can 
be evaluated individually by using the known high-order mixed boundary condition. 
5.3 CE-Based FETI Method with SOTC-FULL 
We define another SOTC on the interface between the sth and qth subdomains as 
follows [28]: 
0 ˆ ˆ ˆ( ) [ ( ) ]s s s s s s s s sn t tjk n n nβ γ× × − ∇ × ∇ × + − ∇ ∇ ⋅E E j j  
0 ˆ ˆ ˆ( ) [ ( ) ]q q q q q q q q qn t tjk n n nβ γ= × × − ∇ × ∇ × − + ∇ ∇ ⋅E E j j    (5.13) 
where sj  is defined in Eq. (4.1) and sγ  is another complex-valued number to be 
determined [29]. Similar to sβ , it depends on the smallest mesh size and the order of 
basis functions on the subdomain interface. This transmission condition is called fully 
second-order transmission condition (SOTC-FULL) [29]. The new term st t∇ ∇ ⋅ j  
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corresponds to the tangential variation of the surface charge density. Since the “ t t∇ ∇ ⋅” 
operator yields zero when applying on the first-order vector bases, we further introduce 
anther auxiliary variable which is related to sj  and can be expanded by the first-order 
scalar nodal basis 
1
ˆ
s s s s s s
t ts
r
n Nσ σ
µ
  
= ∇ ⋅ × ∇ × = ∇ ⋅ =  
  
∑E j .                         (5.14) 
Accordingly, we can test both sides of the definition of sσ  in Eq. (5.14), to get another 
equation to relate sσ  and sj  as 
0
s s s s
s s s s s s
tS S
dS dSγ υ γ υ σ
Γ Γ
∇ ⋅ + =∫∫ ∫∫j∩ ∩ .                               (5.15) 
By applying Galerkin’s method, we obtain the FEM equation for the sth subdomain 
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and [ ]sbjB , [ ]sjbD , [ ]sjjC , [ ]sqjbU , and [ ]sqjjV  are defined in Section 5.1. For the following 
procedure, it is the same as we derived in Section 5.1. 
5.4 LM-Based FETI Method with SOTC-TE/Quasi SOTC-TM 
We define the SOTC-TE/Quasi SOTC-TM as an unknown mixed boundary condition 
as follows: 
1
ˆ ˆ ˆ ˆ( ) [ ( ) ] .s s s s s s s s s s s sn t t bs
r
n n n nα β γ
µ
 
× ∇× + × × − ∇ × ∇ × − ∇ ∇ ⋅ = 
 
E E E E Λ    (5.17) 
Since the “ t t∇ ∇ ⋅” operator yields zero when applying on the first-order vector bases, we 
further introduce anther auxiliary variable which is related to sE  and can be expanded by 
the first-order scalar nodal basis 
s s s s
t Nψ ψ= ∇ ⋅ =∑E .                                             (5.18) 
Accordingly, we can test both sides of the definition of sψ  in Eq. (5.18), to get another 
equation to relate sψ  and sE  as 
0
s s s s
s s s s s s
tS S
dS dSγ φ γ φ ψ
Γ Γ
∇ ⋅ + =∫∫ ∫∫E∩ ∩ .                            (5.19) 
After applying Galerkin’s method, the FEM equation for the sth subdomain can be 
derived as 
0
0 0
s ss s
i iii ib
s s s s s s s s
bi bb bb b b b b
s s s
b
E fK K
K K M K E f B
K K
ψ λ
ψ ψψ
λ
ψ
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+ = −    
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     
                         (5.20) 
where all the sub-matrices have been defined in Section 5.2 and Eq. (5.19). For the 
conformal case, the sub-matrix [ ]sbB λ  is a Boolean matrix. Furthermore, with the 
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projection matrices [ ] [0 0]s sb bbR I= , [ ] [0 0 ]s snnR Iψ = , and [ ] [0 ]s s sb bb nnR I Iψ = , we 
can write Eq. (5.20) into 
T[ ]{ } { } [ ] [ ]{ }s s s s s sb bK E f R B λ λ= − .                                    (5.21) 
From the above equation, one system equation can be derived for the dual unknowns and 
auxiliary surface charge unknowns, which is 
T 1 T{ , } [ ]{ } [ ][ ] ({ } [ ] [ ]{ })s s s s s s s s s sb b b b bE R E R K f R Bψ ψ λψ λ−= = − .          (5.22) 
To assemble the global interface system, we start from the interface between the sth 
and qth subdomains 
ˆ ˆ ˆ( ) ( ) ( ) [ ( ) ] ( )s q s q q q q s q q q s q qb b b b n t bn n nα α β β γ γ ψ+ = + × × − + ∇ × ∇ × − + ∇Λ Λ E E .  (5.23) 
On the discretized level, we have 
{ } { } [ ]{ } [ ]{ }s q sq q sq qq s bb s bb sM E Pλ λ ψ= − − −                                  (5.24) 
where [ ]sqbbM  is the same as that in Section 5.2 and [ ] ( ) { } { }
sq
sq s q s s
bb b tP N dSγ γ Γ= + ⋅ ∇∫∫ N . 
We can assemble Eq. (5.24) over all s and q to obtain an interface system for all 
subdomains as 
[ ]{ } { }K fλλ λλ =                                                    (5.25) 
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For the following procedure, it is the same as we derived in Section 5.2. 
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5.5 LM-Based FETI-DP Method with SOTC-TE 
So far in this chapter, we do not extract the corner electric field out to construct the 
global coarse problem. However, it is worthwhile to incorporate a higher-order 
transmission condition into dual-primal framework, because the resultant DDM solver 
can benefit from both techniques to achieve a faster convergence rate. Recently, we have 
developed a new version of the FETI-DP method for general 3D large-scale EM 
simulations [52], based on the work described in Section 5.2. Due to the use of the 
SOTC-TE, the computation of some matrices in Section 3.1 and 3.2 has to be modified as 
follows: 
T T
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The SOTC-TE can be applied to both the conformal and nonconformal FETI-DP methods 
with 2LM. 
5.6 Numerical Examples 
The convergence rate using higher-order transmission conditions is first demonstrated 
using some benchmark problems. The theoretical convergence factors of these higher-
order transmission conditions are plotted in Fig. 5.1. The numerical accuracy of each 
scheme is also checked. Afterwards, realistic ring/bus resonators are simulated using the 
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2LM FETI-DP method with SOTC-TE. All examples are solved using the BiCGStab 
iterative solver. 
5.6.1 Wave Propagation in Free Space 
In the first example, we investigate the numerical performance in terms of 
convergence rate and solution accuracy of the CE-based FETI method, using the FOTC, 
the SOTC-TE, and the SOTC-FULL. The test problem is wave propagation in free space, 
and the computational domain is divided into either two or four subdomains, as shown in 
Fig. 5.2. The eigenvalue distributions for the global interface matrices of the CE-based 
FETI method, using the FOTC, the SOTC-TE, and the SOTC-FULL, are given in Fig. 5.3. 
When solving a two-subdomain problem, the cement element does not have redundancy, 
resulting in a non-singular global interface matrix. In this example, the mesh density is 
set to be / 20h λ= . Comparing Figs. 5.3(a), 5.3(c), and 5.3(e), we can find that more and 
more eigenvalues, which originally locate on the unit circle centered at (1,0) on the 
complex plane, are moved inside of the unit circle gradually. Those eigenvalues 
essentially correspond to the TE and TM evanescent modes. From the viewpoint of 
mathematics, since the eigenspectra for the SOTC-FULL is the most compact and all the 
eigenvalues are clustered around the center of the unit circle, the convergence rate of the 
SOTC-FULL is the fastest if all problems are solved by an iterative solver. 
In order show the scalability with respect to the mesh density of each transmission 
condition, we employ the same mesh and decrease the simulation frequency to make the 
mesh size to be / 2000h λ= . Figs. 5.3(b), 5.3(d), and 5.3(f) show the eigenspectra at 
such a low frequency. It is clear that SOTC-FULL is immune from the low-frequency 
breakdown problem but FOTC and SOTC-TE are not. 
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The global interface matrix of the LM-based FETI method has an eigenspectrum very 
similar to that of the global interface matrix of the CE-based FETI method, when using 
the FOTC and the SOTC-TE, respectively. However, because the SOTC-TE/Quasi 
SOTC-TM cannot introduce another zero in the evanescent region for the TM mode 
effectively, as shown in Fig. 5.1, its numerical performance when incorporated in the 
LM-based FETI method is much worse than that of the SOTC-FULL incorporated in the 
CE-based FETI method. 
At last, Figs. 5.4 and 5.5 compare the eigenvalue distributions for the global interface 
matrices of the CE-based FETI method, using the FOTC, the SOTC-TE, and the SOTC-
FULL, respectively, for a 2-by-2 array-type problem. In this case, the geometry 
crosspoint is evitable and the cement element defined on the geometry crosspoint has to 
be split into two. Singularity caused by the redundant cement elements can be observed 
in Fig. 5.4, for all the three TCs. A corner penalty term technique can be employed to 
remove the singularity effectively, as shown in Fig. 5.5. Note that the singular global 
interface matrices converge even slightly faster than do the nonsingular global interface 
matrices. This is only true for the mesh-conformal case. 
5.6.2 Wave Propagation in PML Medium 
Rigorously speaking, the transmission condition parameters should be tensors to 
account for the anisotropy of the PML medium. However, simplifying the two tensor 
parameters to two scalars is a reasonable and practical choice. To check whether the 
isotropic approximation for transmission condition parameters works well, we investigate 
the convergence performance of several FETI and FETI-DP methods by simulating wave 
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propagation in the PML medium. The computational domain is a 33 3 1 m× ×  rectangular 
box filled with the PML medium which has 1
r r
ε µ= =  and 
1 0 0
[ ] 0 1 0
0 0 0.5 0.5
j
D j
j
− 
 
= − 
 + 
.                                          (5.26) 
As we know, this medium is used to absorb waves propagating along the z-axis. The 
entire computational domain is further divided into nine subdomains and discretized into 
tetrahedral elements with a certain mesh density. In the simulation, we fix the wavelength 
at 5 mλ =  and decrease the mesh size h gradually from 0.5 m to 0.0625 m. In all setups, 
the interface mesh is required to be conformal. The scalability with respect to the mesh 
size is shown by the convergence history of the iterative solution of the global interface 
problem using the LM-based FETI-DP method with the FOTC, the LM-based FETI 
method with the SOTC-TE, the CE-based FETI method with the SOTC-FULL, and the 
LM-based FETI-DP method with the SOTC-TE in Figs. 5.6(a), 5.6(b), 5.6(c), and 5.6(d), 
respectively. By comparing Fig. 5.6(d) with Figs. 5.6(a) and 5.6(b), it is observed that the 
SOTC-TE yields a faster convergence than does the FOTC and that the global corner 
coarse grid correction also helps to improve the convergence. A comparison between 
Figs. 5.6(d) and 5.6(c) shows that the LM-based FETI-DP method with the SOTC-TE can 
achieve a better convergence performance than the CE-based FETI method with the 
SOTC-FULL does. It should be noted that the LM-based FETI-DP method is even more 
efficient due to the reduced size of the global interface system and symmetry of the 
subdomain matrices. 
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Fig. 5.7 shows the eigenspectra of the global interface equations using the above four 
different DDM solvers. It can be seen that the simplified TC parameters work well for all 
solvers except for the LM-based FETI-DP method with the FOTC. Because its interface 
system matrix is on longer positive-definite, the FOTC converges at the slowest rate 
when solving the global interface problem. Comparing Fig. 5.7(d) with Fig. 5.7(b), one 
can see that the use of the global corner coarse grid correction helps to make the 
eigenvalue distribution more compact, which results in better convergence as shown in 
Fig. 5.6(d). 
5.6.3 Medium-Scale Two-Dimensional Microring Resonator 
In the last two examples, we apply the LM-based FETI-DP method with the SOTC-
TE to the analysis of computationally complex optical devices, and compare its 
numerical performance to that of the LM-based FETI-DP method with the FOTC. In the 
first example, we simulate the TMz mode in a microring resonator (MRR) shown in Fig. 
5.8 for the purpose of validation [53]. This structure is invariant along the direction 
perpendicular to the page and thus it can be modeled as a 2D problem to validate the 3D 
solution. In our 3D simulation, the ring/bus structure is assumed to have a finite thickness 
and a perfectly conducting plane is placed at the top and bottom. If the thickness is 
smaller than a half wavelength, a vertically invariant field can be preserved in the 3D 
configuration. The MRR plays as a bandstop filter. To enhance reflection at one of the 
resonant frequencies, a first-order grating is employed along the inner circle of the upper 
half MRR. If the ring lies in the xy-plane, the parametric function for the inner radius of 
the ring is given by 
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where 1 8.267 µmr =  is the inner radius, 
38.3 10  µmδ −= ×  is the grating size, and 58m =  
is the azimuthal order. The outer radius parametric function is given by 2( ) cosx rφ φ=  
and 2( ) siny rφ φ=  for 0 2φ pi≤ <  with 2 8.68 µmr = . The coupling gap between the ring 
and the bus waveguide is set to 0.248 µmg = . The relative permittivities of the core and 
the cladding are 4.0 and 1.0, respectively. The bus waveguide is placed parallel to the x-
axis. Around the wavelength 1550 nmλ = , the guided mode in the bus waveguide has 
the electric field profile in the core and in the cladding given by 
0 0
0 0
ˆ cos[ ( )]exp( ),                                 
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E    (5.28) 
where 16.8355 µmβ −=  is the propagation constant, 14.3593 µmyk −=  and 
15.5039 µmα −=  describe the y-dependence, 0.413 µmd =  is the waveguide width, and 
0 9.135 µmy = −  denotes the center of the bus waveguide. 
For the simulation, the entire ring/bus structure is enclosed by a box, whose 
dimensions are 24.8, 24.8, and 0.207 µm  in the Cartesian coordinate system. Except for 
the top and bottom boundaries, all four sides of the computational domain are truncated 
by the PML which has a thickness of 0.827 µm  on each side. The core and cladding 
regions are discretized by a mesh size of 0.0744 and 0.149 µm , respectively. As a result, 
there are at least 6 layers of elements in the PML for each side truncation. The entire 
structure is excited by the mode described in Eq. (5.28) through a current sheet located on 
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the bus. Two contra-directional waves are excited from the sheet and only the forward 
wave that bypasses the ring is of interest. Accordingly, the reference planes for reflection 
and transmission coefficient calculation are placed on the left and right sides of the 
current sheet, as shown in Fig. 5.8. After being meshed with CUBIT, the entire 
computational domain is decomposed into 512sN =  subdomains, involving 7,522,572 
unknowns, 889,488 dual unknowns, and 9,880 corner unknowns when second-order 
hierarchical vector basis functions are employed [54]. The simulation is carried out from 
141.924 10×  to 141.944 10  Hz×  and the computed reflection and transmission coefficients 
are plotted in Fig. 5.9 as functions of frequency. To validate the 3D simulation result, a 
2D simulation is carried out by COMSOL Multiphysics using the same geometry and 
material setup in the xy-plane. Two sets of results are in excellent agreement, as shown in 
Fig. 5.9. The field distribution in the 0 µmz =  plane is plotted in Fig. 5.10 for 
141.9246 10×  and 141.9355 10  Hz× . The standing-wave field profile in the ring shown in 
Fig. 5.10 indicates that the MRR has a stronger resonance at 141.9355 10  Hz× . Most of 
the energy guided on the bus is reflected by the grating in the ring instead of being 
delivered to the receiving port. Usually, an iterative solver takes more iterations to 
converge at resonant frequencies because the matrix is more ill-conditioned. This 
prediction can be verified by the convergence history of the iterative solution of the 
global interface problem given in Fig. 5.11, which also shows that the FETI-DP method 
with the SOTC-TE effectively overcomes the convergence difficulty encountered with 
the FOTC when a PML mesh truncation is employed [54]. 
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5.6.4 Full-Scale Three-Dimensional Double-Microring Resonator 
In the last example, a fabricated 3D Si3N4/SiO2 evanescently coupled double-
microring resonator (ECDMRR) is simulated. The device contains two rings, whose top 
view is given in Fig. 5.12(a). The outer ring is a plain ring with no grating. A first-order 
grating is fabricated only on the outer boundary of the top half of the inner ring, as shown 
in the enlarged view in Fig. 5.12(b). The radii of the four concentric circles from the 
innermost to the outermost are 28.948, 29.548, 30.148, and 31.148 µm, respectively. The 
parametric equation has the same format as that in Eq. (5.27) for the circle with grating, 
except that in this example the grating size is 0.1 µmδ =  and the azimuthal order is 
200m = . The bus waveguide, which has a width 1 µmd = , is placed 345 nm  away from 
the outer ring at the closest point. The two rings and the bus waveguide have the same 
thickness 0.3756 µmt =  in the vertical direction. The refractive indices are given by 
core 1.977n =  for the cores of the two rings and the bus waveguide, which are made of 
Si3N4, and cladding 1.437n =  for the cladding, which is made of SiO2, respectively. 
For the simulation, the entire double ring/bus structure is enclosed by a box-shaped 
computational domain, whose dimensions are 66.66, 67.895, and 5.2 µm in the Cartesian 
coordinate system. All of the six exterior boundaries are truncated by the PML which has 
a thickness of 1.2 µm in each direction. The total computational volume, which is about 
4 3
avg1.9 10  ( / )nλ×  for avg 1.442n =  and 1550 nmλ = , represents a rather large 
computational domain for a full-wave analysis. We calculate this total computational 
volume by first normalizing the volumes of the core and cladding regions by their 
corresponding wavelengths in the material 3( / )nλ , and then summing these normalized 
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volumes. The two rings and the bus waveguide are first discretized with a mesh size 
0.14 µmh = , and the remaining cladding region is discretized with a mesh size 
0.3 µmh = , where h is the length of the tetrahedral elements. These mesh sizes are about 
core( / ) / 5.6nλ  and cladding( / ) / 3.6nλ  at the wavelength 1550 nmλ =  for the core and 
cladding regions, respectively. To ensure a good accuracy, third-order hierarchical vector 
basis functions are employed. A current sheet is placed on the bus waveguide to excite 
the fundamental mode, which is obtained through a 2D simulation using COMSOL. The 
geometry is meshed with CUBIT and the detailed geometrical features of the small 
grating teeth can be captured accurately by using curvilinear tetrahedral elements. 
Similar to the previous example, the simulation is carried out from 1547 nmλ =  to 
1551 nmλ = , and the computed reflection and transmission coefficients are compared to 
those obtained from the measurement in Fig. 5.13(a). It is observed that two sets of 
results have a similar bandwidth and similar reflection and transmission coefficients at 
the resonant frequency. There is a shift of 0.78 nm in the resonant wavelength between 
the simulated and measured results. This shift is due to the imbalanced expansion of the 
electric field and its curl (which is proportional to the magnetic field) in the finite element 
analysis [1]. Note that the shift is only 0.05% compared to the wavelength at the resonant 
peak. If this shift is adjusted, the simulated data agree very well with the measurement 
result, as shown in Fig. 5.13(b). The field distribution in the 0 µmz =  plane is plotted in 
Fig. 5.14 for two wavelengths. A strong resonance occurs at 1549.14 nmλ =  and an 
enlarged view is given in Fig. 5.14(d). In this example, the entire computational domain 
is decomposed into 930 subdomains, which results in 103,916,607 unknowns, 9,717,426 
dual unknowns, and 133,060 corner unknowns. Because the problem is very large and 
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highly resonant, the BiCGStab iterative solver converges slowly. The peak memory 
usage is 1.25 TB. Compared to the previous example, the memory usage is increased by 
23.0 times whereas the number of unknowns is 13.8 times larger. Thus, the memory 
scaling is 60% of ideal, which is good considering that the coarse grid problem is larger, 
the subdomains are larger, and the problem is divided over more processors. We repeated 
the simulation with second-order hierarchical vector basis functions to investigate the 
tradeoff between simulation accuracy and computation time. The number of unknowns is 
reduced to 28,680,983. The result is very similar to that of the third-order basis functions 
except that the shift of the resonant peak is increased from 0.05% to 0.063% [54]. Thus, 
for this example, second-order basis functions are also adequate. 
5.7 Summary 
SOTC-TE and SOTC-FULL have been incorporated into the LM-based FETI and 
CE-based FETI methods. Eigenvalue distributions are inspected to verify the 
convergence of TE and TM evanescent modes. For the implementation of SOTC-FULL, 
an additional auxiliary variable is required to move the TM evanescent modes away from 
the origin if the linear basis function is employed. By using SOTC-FULL, the scalability 
with respect to the mesh size can be significantly improved, especially at low frequency 
region. However, when the mesh density is moderate (e.g. / 20h λ= ), the improvement 
on the convergence rate due to the usage of SOTC-FULL is marginal. As such, one may 
prefer using the LM-based FETI method with SOTC-TE rather than the CE-based FETI 
with SOTC-FULL for conformal mesh applications. Furthermore, we incorporate the 
SOTC-TE into the LM-based FETI-DP method to simulate several optical devices. 
78 
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Figure 5.1: Convergence factor of several SOTCs. 
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Figure 5.2: (a) One subdomain meshed in CUBIT. (b) An entire computational domain 
consisting of two subdomains. (c) An entire computational domain consisting of four 
subdomains. 
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Figure 5.3: Eigenspectra of the global interface system for the two-subdomain example 
shown in Fig. 5.2(b) using the CE-based FETI method with different mesh densities. (a) 
FOTC, / 20h λ= . (b) FOTC, / 2000h λ= . (c) SOTC-TE, / 20h λ= . (d) SOTC-TE, 
/ 2000h λ= . (e) SOTC-FULL, / 20h λ= . (f) SOTC-FULL, / 2000h λ= . 
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Figure 5.4: Eigenspectra of the global interface system for the four-subdomain example 
shown in Fig. 5.2(c) using the CE-based FETI method (split the cement element defined 
on the geometry crosspoint into two) with a fixed mesh density / 20h λ= . (a) FOTC, 85 
steps to converge to 10-9. (b) SOTC-TE, 36 steps to converge to 10-9. (c) SOTC-FULL, 
27 steps to converge to 10-9. 
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Figure 5.5: Eigenspectra of the global interface system for the four-subdomain example 
shown in Fig. 5.2(c) using the CE-based FETI method (split the cement element defined 
on the geometry crosspoint into two and remove the singularity due to redundancy using 
the corner penalty term technique) with a fixed mesh density / 20h λ= . (a) FOTC, 116 
steps to converge to 10-9. (b) SOTC-TE, 40 steps to converge to 10-9. (c) SOTC-FULL, 
29 steps to converge to 10-9. 
 
 
 
82 
 
0 50 100 150 200 250
10−10
10−8
10−6
10−4
10−2
100
Number of Iterations
R
es
id
ue
 
 
h = λ/10
h = λ/20
h = λ/40
h = λ/80
0 50 100 150 200 250
10−10
10−8
10−6
10−4
10−2
100
Number of Iterations
R
es
id
ue
 
 
h = λ/10
h = λ/20
h = λ/40
h = λ/80
 
                                   (a)                                                                  (b) 
0 50 100 150 200 250
10−10
10−8
10−6
10−4
10−2
100
Number of Iterations
R
es
id
ue
 
 
h = λ/10
h = λ/20
h = λ/40
h = λ/80
0 50 100 150 200 250
10−10
10−8
10−6
10−4
10−2
100
Number of Iterations
R
es
id
ue
 
 
h = λ/10
h = λ/20
h = λ/40
h = λ/80
 
                                   (c)                                                                  (d) 
 
Figure 5.6: Convergence history of the iterative solution of the global interface problem. 
(a) Using the LM-based FETI-DP method with the FOTC. (b) Using the LM-based FETI 
method with the SOTC-TE. (c) Using CE-based FETI method with the SOTC-FULL. (d) 
Using the LM-based FETI-DP method with the SOTC-TE. 
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Figure 5.7: Eigenspectra of the global interface system with a mesh size / 20h λ= . (a) 
Using the LM-based FETI-DP method with the FOTC. (b) Using the LM-based FETI 
method with the SOTC-TE. (c) Using CE-based FETI method with the SOTC-FULL. (d) 
Using the LM-based FETI-DP method with the SOTC-TE. 
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Figure 5.8: (a) Top view of a ring/bus structure modeled with CUBIT. The ring has the 
first-order grating along the upper half on the inner side. (b) Enlarged view of the 
rectangular region in Fig. 5.8(a) showing the grating. 
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Figure 5.9: Power reflection and transmission coefficients of the ring/bus structure shown 
in Fig. 5.8 from 141.924 10  Hz×  to 141.944 10  Hz× . 
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Figure 5.10: Re( )zE  in the 0 µmz =  plane. (a) At 141.9246 10  Hz.×  (b) At 
141.9355 10  Hz.×  
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Figure 5.11: Convergence history of the iterative solution of the global interface problem 
using the FETI-DP method with the SOTC-TE and the FOTC. 
 
 
Figure 5.12: (a) Top view of an ECDMRR/bus structure modeled with CUBIT. The inner 
ring has a first-order grating along the upper half on its outer side. (b) Enlarged view of 
the rectangular region in Fig. 5.12(a). 
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Figure 5.13: Power reflection and transmission coefficients of the full-scale ECDMRR. (a) 
Comparison between the measured and simulated results. (b) Comparison with the 
simulated result shifted by 0.78 nm. 
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                                    (a)                                                                     (b) 
 
                                    (c)                                                                     (d) 
 
Figure 5.14: Snapshot of | E |  in the 0 µmz =  plane. (a) With 1550.93 nm.λ =  (b) 
Enlarged view of the field near the gap between the bus and the ECDMRR at 
1550.93 nm.λ =  (c) With 1549.14 nm.λ =  (d) Enlarged view of the field near the gap 
between the bus and the ECDMRR at 1549.14 nm.λ =  
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CHAPTER 6 
HYBRID 
CONFORMAL/NONCONFORMAL 
DOMAIN DECOMPOSITION METHOD 
FOR MULTI-REGION PROBLEMS 
In multi-region electromagnetic modeling, an original electrically large problem is 
normally first divided into several regions based on its geometry. Each region is then 
meshed and further decomposed into smaller subdomains. As such, the decomposed 
problem is mesh-conformal and geometry-conformal within each region but could be 
mesh-nonconformal and geometry-nonconformal between two neighboring regions. Most 
of the DDMs developed so far require a one-to-one geometry correspondence on the two 
sides of a subdomain interface; thus, they cannot handle this multi-region case effectively 
and efficiently. 
In this chapter, we introduce a hybrid technique to deal with partially conformal and 
partially nonconformal domain decomposition problems described above, and investigate 
the combination of the global coarse grid correction for conformal interfaces and a 
higher-order transmission condition for nonconformal interfaces in a unified framework 
[55]. The proposed method is validated in terms of accuracy and convergence using 
several benchmark examples, and then applied to simulate a phased-array antenna 
covered with a radome and a near-field focal lens. 
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6.1 Hybrid Conformal/Nonconformal Formulation 
We start from the BVP in Eq. (3.1) of the sth subdomain which is bounded by the 
SOTC-TE in Eq. (5.7). After expanding the vector electric field using hierarchical vector 
basis functions and applying Galerkin’s method, we obtain the subdomain matrix 
equation, which is given either by Eq. (3.3) or by Eq. (3.10) depending on whether the 
subdomain interface coincides with the mesh-conformal and geometry-conformal 
interface with each region or with the mesh-nonconformal and geometry-nonconformal 
inter-region interface. 
On the discretization level, sΛ  is only expanded explicitly [37],[55] on the 
nonconformal meshes between different regions to enforce the continuity of the interface 
electric field in a weak sense through the SOTC-TE. Within each region where all the 
interfaces are conformal, we enforce an unknown-by-unknown equality for the interface 
electric field through the SOTC-TE, too. Adopting the “rc” notation, we have the 
subdomain matrix 
T[ ] ( )s s s s s s s s s
rr rc r r br bb b bc c
s s s s s
cr cc c c c
K K E f R B L E
K K E f
λ
λ
       +
= −      
       
                        (6.1) 
where [ ]sbbB  (either a sparse matrix filled with real-valued entries or a sparse Boolean 
matrix depending on whether it is calculated on the subdomain interface between two 
different regions or within the same region) maps the Lagrange multipliers onto the dual 
unknowns in the sth subdomain, and all other matrices are defined in the same way as 
those in Section 3.2. From Eq. (6.1), we can obtain two equations involving the non-
corner interface unknowns { }sbE , corner unknowns { }scE , and Lagrange multipliers { }sbλ  
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in the sth subdomain. Actually, they are the same expressions as Eqs. (3.12) and (3.13). 
The only difference is that [ ]sbbB  could be a Boolean matrix.  
Similar to the previous LM-based FETI-DP method, we make use of the Robin-type 
boundary conditions on the two sides of the subdomain interfaces to derive the global 
interface equation. Because the SOTC-TE is employed, the interface transmission 
condition (taking the sth subdomain as the reference) is  
ˆ ˆ ˆ( ) ( ) ( ) [ ( ) ]s q s q q q q s q q qb b b b nn n nα α β β+ = + × × − + ∇ × ∇ ×Λ Λ E E .            (6.2) 
On the one hand, for the subdomain interface coinciding with the mesh-nonconformal 
and/or geometry-nonconformal inter-region interfaces, testing both sides of (6.2) by the 
interface basis functions of the sth subdomain yields 
[ ] { } [ ] [ ]{ } [ ][ ]{ } [ ][ ]{ } [ ][ ]{ }s s s s s sq q q sq q q sq q qbb q b q bc q q c bb s b bc s c bb s bN L S E N T L S E M T Eλ λ+ = − − −  (6.3) 
where [ ]sbb qN , [ ]sbc qL , [ ]sqbbN , [ ]sqbcL , [ ]sqbbM , [ ]sqT  and [ ]sqS  are defined in Section 3.2. We 
can further convert Eq. (6.3) into Eq. (3.18) by taking the inversion of [ ]sbb qN . On the 
other hand, if the subdomain interface sqΓ  is located within one region so that it is mesh-
conformal and geometry-conformal, we have 
{ } [ ] [ ]{ } [ ]{ } [ ][ ]{ } [ ][ ]{ }s s s s q q sq q q sq q qb q bc q q c s b bc s c bb s bL S E T L S E M T Eλ λ+ = − − − .       (6.4) 
In summary, Eqs. (3.18) and (6.4) can be written in a unified form as 
{ } [ ]{ } [ ]{ } [ ]{ } [ ]{ }s s s q q q qb q q c s b sq c sq bS E T S E M Eλ λ+ = − − −                          (6.5) 
where 1[ ] [ ] [ ] [ ]s s s sq bb q bc q qS N L S−= , 1[ ] [ ] [ ][ ]q s sq qs bb q bb sT N N T−= , 1[ ] [ ] [ ][ ]s sq qsq bb q bc sS N L S−= , and 
1[ ] [ ] [ ][ ]s sq qsq bb q bb sM N M T−= , for sqΓ  located on the mesh-nonconformal and/or geometry- 
nonconformal inter-region interfaces, and [ ] [ ] [ ]s s sq bc q qS L S= , [ ] [ ]q qs sT T= , [ ] [ ][ ]sq qsq bc sS L S= , 
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and [ ] [ ][ ]sq qsq bb sM M T=  for sqΓ  located on the mesh-conformal and geometry-conformal 
interfaces within one region. 
For the remaining part of the derivation, similar to Section 3.2, two equations 
involving the global dual unknowns (Lagrange multipliers) and the global corner 
unknowns can be formulated to solve the global interface unknowns first, and then 
reconstruct the solution in each subdomain. 
For mesh-conformal and geometry-conformal interfaces within one region, since 
[ ]sbbB  and [ ]qsT  are projection Boolean matrices, performing matrix-vector multiplication 
only requires a permutation on that vector. Furthermore, [ ]sqM  is computationally cheap 
to obtain, because it does not involve the inversion of [ ]sbb qN . As a result, compared to 
the brute-force nonconformal FETI-DP method which assumes a nonconformal mesh 
everywhere, the hybrid algorithm can save time during every iteration step when solving 
the global interface problem. 
6.2 Geometry Crosspoint Correction 
One well-known drawback of the FETI method is the difficulty in dealing with the 
Lagrange multipliers defined on geometry crosspoints (a line on the interface shared by 
more than two subdomains). The FETI-DP method can solve this problem easily since it 
does not define Lagrange multipliers on those crosspoints. However, for the new hybrid 
algorithm, it is inevitable to have some Lagrange multipliers defined on the crosspoints 
residing on the inter-region interface. For this, we propose a general crosspoint correction 
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technique to ensure good accuracy, fast convergence, and a nonsingular global interface 
matrix. The basic idea of the proposed technique includes the following guidelines: 
1. The Lagrange multipliers need to be split into two when they are defined on the 
edges connecting the inter-region interface and the interior interface within one 
region (refer to the square symbol in the right region in Fig. 6.1). 
2. By automatic domain decomposition, it is possible to have geometry crosspoints 
sitting on the inter-region interface (refer to the square symbol in the left region in 
Fig. 6.1). If this is the case, convert the original corner unknowns into non-corner 
interface unknowns, define Lagrange multipliers on these crosspoints, and split 
each Lagrange multiplier into two, as shown in Fig. 6.2. 
3. In geometry-nonconformal cases, one Lagrange multiplier may be shared by more 
than two neighboring subdomains (i.e. its supporting domain overlaps with more 
than two neighboring subdomains), as shown in Fig. 6.3. In this case, split such a 
Lagrange multiplier according to the number of overlapped neighboring 
subdomains, letting each Lagrange multiplier after splitting take care of the 
communication from the reference subdomain to each neighboring subdomain.  
Actually, Guidelines 1 and 2 are two special cases described by Guideline 3. It should be 
noted that splitting Lagrange multipliers introduces extra boundary unknowns into the 
original global interface problem, which may lead to a singular global interface matrix 
equation. For this, a corner penalty term technique is employed to remove singularity or 
near singularity due to redundancy [29]. 
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6.3 Numerical Examples 
The hybrid conformal/nonconformal domain decomposition algorithm has been 
implemented on the UIUC Taub cluster and CISCO Erehwon cluster using the MPI 
parallel programming scheme. In this chapter, all examples are basically a two-region 
setup, where the two regions are meshed by CUBIT and decomposed by METIS [56] 
independently. Curvilinear tetrahedral meshes and hierarchical vector basis functions are 
used. For antenna array simulations, the repetition of the array structure is fully exploited 
in order to save time for generating the mesh and factorizing repeated subdomain 
matrices. We will present several numerical examples to demonstrate the accuracy and 
convergence performance of the new hybrid algorithm. An array-ABC [57], which will 
be discussed in more detail in Chapter 7, is applied into the simulation of the radiation of 
a large Vivaldi antenna array designed by the Naval Research Laboratory (NRL). Near-
field interaction between the NRL Vivaldi antenna array with radome and Luneburg focal 
lens is investigated as well. In all antenna examples, the radiation patterns are normalized 
by the value in the maximum radiation direction if not explained further. 
6.3.1 Wave Propagation in Free Space 
In the first example, we investigate the convergence performance and accuracy of the 
hybrid method by simulating wave propagation in free space. We design three cases with 
either conformal or nonconformal meshes on the inter-region interfaces, as shown in Fig. 
6.4. Note that all cases have a geometry-nonconformal interface between two regions. 
For each case, we keep the mesh unchanged and decrease the simulation frequency 
gradually, which equivalently leads to an increased mesh density. The convergence 
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history of the iterative solution of the global interface problem using the FOTC and the 
SOTC-TE is given in Fig. 6.5, with a mesh density / 20.λ  It can be seen that the 
convergence rate can be significantly improved by using the SOTC-TE, and a 
nonconformal mesh on the interface between two regions yields a slower convergence 
than does a conformal mesh. To check the accuracy, we compute the L2-norm relative 
error as a function of mesh size for all three cases by integrating the absolute difference 
between the numerical and analytical solutions at all interpolation points. The result 
shows that the L2-norm relative error computed by the hybrid method is the same as that 
by the conventional one-domain FEM for the conformal mesh in Fig. 6.4(a) and the 
accuracy convergence rate is the same for all the cases regardless of whether the mesh is 
conformal or nonconformal. 
To compare the performance of the hybrid method to that of the cement element 
method equipped with the FOTC and the SOTC-TE, we developed a cement element 
code and incorporated the geometry crosspoint correction technique as described in 
Section 6.4 to deal with geometry-nonconformal multi-region cases. More specifically, 
cement elements residing on the inter-region interface are split based on the number of 
neighboring subdomains. Then, a corner penalty technique is applied to eliminate 
redundant cement elements if necessary. We re-simulate the problems in Fig. 6.4 and plot 
the convergence history of the cement element method in Figs. 6.6(a) and 6.6(b). Again, 
the mesh density is set to be / 20λ . It is observed by comparison with Figs. 6.5(a) and 
6.5(b) that the convergence rate of the hybrid method is faster than that of the 
corresponding cement element method, in both the FOTC and the SOTC-TE cases, 
because of the formulation of the global coarse grid system. As will be demonstrated in 
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the next example, the new hybrid method is even more efficient due to the reduced size 
of the global interface system and symmetry of the subdomain matrices. 
Our earlier investigation shows that a simple combination of the SOTC-TE and the 
global corner system by neglecting the interaction between the Lagrange multiplier and 
the corner electric field would lead to an indefinite global interface system where some 
eigenvalues become non-positive [50]. However, this problem can be resolved by 
including such an interaction in the formulation of the hybrid method. Figs. 6.7(a) and 
6.7(b) show the eigenspectra of the global interface equations for the mesh in Fig. 6.4(b) 
with a mesh density /10λ , using the FOTC and the SOTC-TE, respectively. It can be 
seen that the positive definiteness of the FETI-DP method can be preserved, and all the 
eigenvalues of the interface system matrix reside inside the unit circle centered at (1,0) on 
the complex plane. Also, the singularity due to the redundancy of the Lagrange 
multipliers happens only on a conformal mesh, and the corner penalty term technique [29] 
is effective to remove this singularity. Comparing Fig. 6.7(b) to Fig. 6.7(a), one can see 
that the use of the SOTC-TE globally helps to remove small eigenvalues, which results in 
better convergence as shown in Fig. 6.5(b). The eigenvalue distribution of the interface 
system matrix for the cement element method with the FOTC and the SOTC-TE is 
presented in Figs. 6.7(c) and 6.7(d) with the same mesh density, and a comparison with 
Figs. 6.7(a) and 6.7(b) shows again that the global system of the hybrid method is better 
conditioned in both the FOTC and SOTC-TE cases. Note that the interface system of the 
hybrid method has a dimension of 825, whereas that of the cement element method is 
1704. 
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6.3.2 Antipodal Vivaldi Antenna 
The tapered slot antenna (TSA) has been noted for its wide-band impedance 
performance. It outperforms other wide-band antennas because it can be fabricated with 
either a triplate stripline or a microstrip and is thus ideal for circuit integration. Both 
stripline and microstrip versions contain exponential tapers, and are often known as 
tapered notch antenna and Vivaldi antenna, respectively [58]. The bandwidth of a tapered 
slot antenna could be limited by its feeding structure. In this example, we simulate the 
impedance and radiation characteristics of a balanced antipodal Vivaldi antenna [59] fed 
by a stripline. A smooth transition from the 3-mm-wide feeding stripline to the flared 
radiating fin is used in the design. The metallization on either side of the 3.15-mm-thick 
dielectric substrate is flared in opposite directions to form a tapered slot. This antenna 
was selected as one of the 2000 CAD Benchmark problems, and the geometrical detail of 
this antenna can be found in [59]. 
In our numerical simulation, the stripline input is modeled as a 12-mm-by-3.15-mm 
rectangular TEM port extended 12 mm outward from the dielectric substrate. The air 
region surrounding the antenna is truncated by the first-order ABC placed 6, 30, and 70 
mm away from the dielectric board in the bottom, side, and top radiation directions, 
respectively. We divide the entire computational domain into two adjacent regions using 
a flat cut perpendicular to the radiating direction to separate the Vivaldi antenna and the 
air-region on the top of the antenna. This division strategy is relatively simple and may 
not be a good example to show region decomposition based on the properties of different 
parts. However, it can validate the hybrid method for calculating a problem with a mesh- 
nonconformal and/or geometry-nonconformal inter-region interface. The two regions are 
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further decomposed into 42 and 16 subdomains, respectively. The return loss calculated 
at the TEM port is plotted in Fig. 6.8 (a) over the frequency range of 1 to 10 GHz. The 
simulation result by ANSYS HFSS is also plotted in the same figure for comparison [27]. 
Figs. 6.8(b) and 6.8(c) illustrate the E- and H-plane co-polarized radiation patterns at 10 
GHz. The E-plane cut exhibits a spit-beam pattern while the H-plane cut shows a broad 
main lobe at broadside. The field plot at the middle plane is shown in Fig. 6.9, which 
shows a smooth transition across the nonconformal interface between the two regions. To 
demonstrate the scalability of the hybrid method with the SOTC-TE with respect to mesh 
size, we show the iteration counts for solving the global interface equation at different 
frequencies in Fig. 6.10. 
We also simulate the antipodal Vivaldi antenna using the cement element method 
with the FOTC and the SOTC-TC at 10 GHz. The computation information of the two 
solvers is given in Table 6.1. It is clear that the hybrid method is faster than the SOTC-
TE-based cement element method in terms of the total computation time. This is due to 
the fewer iteration steps to converge, the reduced size of the global interface system in 
the hybrid method as compared to that of the cement element method, and also the fact 
that the subdomain matrices of the hybrid method are symmetric, whereas the cement 
element method yields asymmetric subdomain matrices, especially when the SOTC-TE is 
used. The efficiency of MUMPS [60], which is employed to provide the partial solution 
of subdomains, is much higher when dealing with symmetric matrices. Furthermore, in 
each iteration, the partial solution of each subdomain in the hybrid method involves fewer 
local matrix-vector multiplications when the interface is mesh-conformal. 
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6.3.3 NRL Vivaldi Antenna Array 
To better show the capability of the proposed method for solving multi-region 
electromagnetic problems, we simulate the near-field interaction between an antenna 
array and its surrounding environment in the following two examples. For such an 
engineering application, the computational domain can be divided into the antenna and 
the environment region. For the antenna region, repetition of the array structure can be 
fully exploited for better computational and memory efficiency. On the other hand, 
because of the complexity of the environment, one would prefer to generate an entire 
mesh for the environment region and use an automatic decomposer to decompose it into 
smaller subdomains. 
The dual-polarized 11 × 11 NRL Vivaldi antenna phased array to be considered here 
is shown in Fig. 6.11(a). Each Vivaldi antenna element consists of three layers of metal, 
and is printed on a dielectric substrate with a height h = 246.253 mm, a width w = 35.56 
mm, and a thickness d = 3.3274 mm. The relative permittivity of the dielectric slab is 
2.2 0.0009
r
jε = − . The separation from the middle layer to the top layer is the same as 
that to the bottom layer, and the metal top and bottom layers have the same shape, which 
is shown in Fig. 6.11(c). The top/bottom layer and the middle layer are connected by vias 
with a radius r = 0.79 mm. Each antenna element is fed by a coplanar transmission line as 
shown in Fig. 6.11(b). Mounted vertically on the finite-sized ground, whose size is 528 
mm ×  528 mm, all antenna elements are also connected to each other by solid metal 
posts. For more geometry details, the reader is referred to [17]. 
Since the antenna is dual-polarized, there are two excitation setups for H-pol and V-
pol radiations. For both excitations, only the central 8 × 8 antennas are excited, with all 
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other elements left as parasitic. A constant amplitude and a linearly progressive phase is 
set along the x direction, which steers the main beam to o o( , ) (0 ,0 )θ φ =  and 
o o( , ) ( 60 ,0 )θ φ = − , respectively. In order to obtain the gain pattern, the electric far-field 
(consisting of θ  and φ  components) is calculated. Since the exact input power to the 
antennas is not known in the measurement, the calculated gain pattern is shifted so that its 
maximum matches that of the measurement, which is done commonly in practice. The 
comparison between the measurement and simulation results for the co-pol component is 
given in Figs. 6.12 and 6.13 for different frequencies (2, 3.02, 4.04, and 5 GHz), two 
different steering angles ( o0 and o60− ), and for both H-pol and V-pol excitations. The 
gain patterns are plotted in the o0φ =  plane, where the θ - (φ -) component of the E-field 
corresponds to the co-pol for the H-pol (V-pol) excitation. 
Compared to our previous simulation [17], we replaced the conventional first-order 
ABC with the array ABC as introduced in [57],[41]. The conventional ABC is normally 
reflectionless for the normal incidence case, and one usually puts the ABC sufficiently far 
away from the radiator/scatterer so that most power would be incident at an angle close to 
the normal to ensure a good absorption. However, for a large antenna-array analysis, it 
will be very computationally expensive to place the ABC far away especially for large 
scan-angle situations. The array ABC can be placed closer to an array since the radiated 
field of an antenna array is approximately an outgoing plane wave along the steered-
beam direction and the array ABC can be set for a certain incident angle for both 
perpendicular and parallel polarizations [17]. Therefore, the array ABC can minimize the 
reflection error of the ABC truncation as long as the main beam direction is incorporated. 
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For this example, we use one computing node of the CISCO Erehwon cluster, which 
contains 12 processors and 100GB of memory. The entire computational domain is 
decomposed into 256 subdomains, and only 15 unique cells are meshed due to the array 
repetition. For solving the global interface problem, the BiCGStab iterative solver is 
employed. When the stop residue is set to 31.0 10−× , the typical simulation time for each 
frequency is reduced from 3.4 hours to around 40 minutes. The total number of 
unknowns is around 9.5 million, consuming a peak memory of around 40GB. The 
agreement between the simulation and measurement results becomes better when the 
conventional ABC is replaced by the array ABC. 
6.3.4 NRL Vivaldi Antenna Array with Radome and Luneburg Lens 
Now we consider the interaction between the NRL phased-array antenna and its 
surrounding environment. In a realistic application, a radome is usually employed to 
cover the antenna for the purpose of protection and mechanical stability. The presence of 
a radome will generally affect the radiation characteristics of the antenna due to the 
induced current on the radome [61]. To demonstrate the simulation of this type of 
problem, we add a hemisphere radome on the top of the NRL array. As the operation 
frequency is set to be 3.02 GHz, the hemisphere radome has a base radius of 5.5λ , a 
thickness of 0.1λ  and a relative permittivity 2.0 1.0
r
jε = − . The conventional first-order 
ABC is used rather than the array ABC and is placed 1λ  away from the exterior 
boundary of the hemisphere radome as shown in Fig. 6.14(a). Even with the radome, the 
NRL array is still mounted on the same-sized finite ground plane. Fig. 6.14(b) compares 
the radiation patterns of the NRL array with or without the radome. All radiation patterns 
are normalized by the value in the maximum radiation direction of the array without the 
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radome. It can be seen that due to the loss of the radome, the emitted power in the main 
beam direction is reduced by around 3dB. The result using conformal meshes on the 
inter-region interfaces is also shown. Apparently, using nonconformal inter-region 
interface meshes does not sacrifice the accuracy of the solution since two sets of data are 
on the top of each other. At last, the field distribution is plotted in Figs. 6.15 and 6.16 for 
the cases with and without the radome. 
In the last example, the interaction between the NRL Vivaldi antenna array and a 
near-field focal lens is considered. The Luneburg lens has a permittivity given by 
2
( ) 2
r
r
r
a
ε
 
= −  
 
   (0 )r a≤ ≤                                        (6.6) 
where a and r denote the radius of the lens and the distance from the center of the lens, 
respectively [62]. The FEM is ideal for the analysis of this problem due to its capability 
to model inhomogeneous materials accurately. Based on the geometrical optics ray 
analysis, the Luneburg lens can convert spherical waves emitted by a point source placed 
in the rim of the lens into local plane waves. Thus, the Luneburg lens can help to form a 
highly directive radiation beam. In this example, we simulate the reciprocal system of the 
radiation system described above. To be specific, the NRL Vivaldi antenna array is used 
to generate an approximate plane wave. When this plane-wave beam propagates through 
a near-field Luneburg lens, it will be converted into a local spherical wave focused at the 
exterior surface of the lens on the opposite side. We steer the main beam of the NRL 
array to o0sθ =  and o0sφ = , and plot out the field distribution in Figs. 6.17 and 6.18 for 
the NRL array with and without the Luneburg lens placed in the path of its main beam 
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propagation. Since the H-pol excitation is employed, the x-component is dominant on 
both the o0φ = -cut plane (E-plane) and the o90φ = -cut plane (H-plane). 
For the simulation of these two examples, the region containing the 11 × 11 NRL 
array is still decomposed into 256 subdomains, and the inter-region interface is placed 
just above the top of the antenna elements. The other region containing the radome or the 
Luneburg lens is meshed by CUBIT and further decomposed into 200 subdomains by 
METIS for both cases. The array-radome example involves 11,403,519 unknowns, 
1,482,864 dual unknowns, and 18,552 corner unknowns, while the array-lens example 
involves 11,124,114 unknowns, 1,380,512 dual unknowns, and 20,772 corner unknowns. 
6.4 Summary 
This chapter discussed a hybrid conformal/nonconformal DDM to solve 3D large-
scale multi-region electromagnetic problems. This method is well suited for engineering 
applications where part of the entire computational domain has to be re-meshed 
repeatedly while the mesh for the other part stays the same. Since it allows users to divide 
the original domain into smaller regions before meshing, it makes the mesh generation 
more flexible, which is particularly attractive for electrically large problems. Furthermore, 
the computation time for mesh decomposition into subdomains can also be reduced, 
because the user can decompose smaller regions separately instead of decomposing the 
entire domain altogether. Numerical examples show that the proposed hybrid FETI/FETI-
DP algorithm can preserve the fast convergence properties of the original conformal and 
nonconformal FETI-DP methods. The method has been implemented on parallel 
machines using MPI for simulation of several large-scale realistic engineering problems. 
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As a typical example, we investigated finite periodic structures surrounded by complex 
inhomogeneous penetrable objects, such as antenna arrays with a radome or a near-field 
focal lens. For the array-region, only several unique cells have to be meshed, which can 
be copied according to the array pattern to reconstruct the original array. For the 
inhomogeneous-object region, an automatic mesh decomposer can be employed to divide 
the entire region into smaller subdomains. 
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6.5 Figures and Table 
 
Figure 6.1: Two regions of an entire computational domain decomposed into six and four 
subdomains. For a better view, two regions are artificially detached. 
 
 
 
 
Figure 6.2: Illustration of a split Lagrange multiplier (associated with the bold line) 
defined on the interface between two regions. After splitting, two independent Lagrange 
multipliers (still associated with the bold line) are defined on the shadow- and solid-filled 
triangles. 
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                      (a)                                            (b)                                           (c) 
 
Figure 6.3: Illustration of crosspoint correction. Two regions are glued through 
nonconformal interface meshes. One region is decomposed into three subdomains, and 
the other consists of only one subdomain. (a) Mesh from the three-subdomain region, 
with bold line as the domain interface. (b) Mesh from the one-subdomain region, 
highlighting a triangular patch pair where a Lagrange multiplier (associated with the dot 
line) is defined. (c) The Lagrange multiplier (associated with the dot edge) needs to be 
split into three independent Lagrange multipliers (still associated with the dot edge, but 
defined in smaller sub-patches, respectively) since its supporting domain overlaps with 
three neighboring subdomains. 
 
       
                         (a)                                        (b)                                       (c) 
 
Figure 6.4: Computational domain with two regions decomposed into six and four 
subdomains, respectively. The two regions are separated for the purpose of a better view. 
Different colors indicate different subdomains. In all cases, meshes on the subdomain 
interface within each region are conformal. On the two sides of the inter-region interface, 
subdomains are always geometry-nonconformal. (a) Conformal meshes on the region 
interface. (b) Nonconformal meshes on the region interface. (c) One geometry crosspoint 
belonging to the left region is located on the nonconformal interface between the two 
regions. 
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Figure 6.5: Convergence history of the iterative solution of the global interface problem 
on the mesh in Fig. 6.4, with a mesh density / 20.λ  (a) Using the hybrid FETI/FETI-DP 
method with FOTC. (b) Using the hybrid FETI/ FETI-DP method with SOTC-TE. 
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Figure 6.6: Convergence history of the iterative solution of the global interface problem 
on the mesh in Fig. 6.4, with a mesh density / 20.λ  (a) Using the cement element method 
with FOTC. (b) Using the cement element method with SOTC-TE. 
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Figure 6.7: Eigenspectra of the global interface system on the mesh in Fig. 6.4(b), with a 
mesh density /10.λ  (a) Using the hybrid FETI/FETI-DP method with the FOTC. (b) 
Using the hybrid FETI/ FETI-DP method with the SOTC-TE. (c) Using the cement 
element method with the FOTC. (d) Using the cement element method with the SOTC-
TE. 
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Figure 6.8: (a) Return loss of the 2000 CAD benchmark antipodal Vivaldi antenna from 1 
to 10 GHz. (b) Relative radiation pattern at 10 GHz in the E-plane. (c) Relative radiation 
pattern at 10 GHz in the H-plane. (Continued on next page.) 
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Figure 6.8: Continued. 
 
 
Figure 6.9: | Re( ) |E  at 10 GHz plotted at the middle plane in a logarithmic scale. 
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Figure 6.10: Number of iterations for solving the global interface equation with the 
stopping criterion set to 10-3. 
 
Table 6.1. Comparison of the computation information using the proposed method and 
the cement element method, with the FOTC and the SOTC-TE, respectively, for the 
antipodal Vivaldi antenna at 10 GHz. 
 Tol = 10-3 Tol = 10-4 
 Iteration steps 
/ Total time 
Iteration steps 
/ Total time 
Hybrid FETI/FETI-DP w FOTC 153 / 714 sec 423 / 1169 sec 
Hybrid FETI/FETI-DP w SOTC-TE  84 / 607 sec 165 / 738 sec 
Cement element method w FOTC 201 / 930 sec 788 / 2167 sec 
Cement element method w SOTC-TE 117 / 760 sec 255 / 1040 sec 
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(a) 
       
                                             (b)                                               (c) 
 
Figure 6.11: 11 × 11 NRL antenna array. (a) Measurement setup in anechoic chamber. (b) 
Shape of the metal on the middle layer. (c) Shape of the metal on the top (bottom) layer. 
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Figure 6.12: Comparison of the co-polarized radiation patterns in the o0φ = -cut plane for 
H-pol excitation at the frequencies of 2.0 and 3.02 GHz, with the steering angle sθ  at o0  
and o60− , respectively. (a) 2.0 GHz, o0sθ =  and o0sφ = . (b) 2.0 GHz, o60sθ = −  and 
o0sφ = . (c) 3.02 GHz, o0sθ =  and o0sφ = . (d) 3.02 GHz, o60sθ = −  and o0sφ = . 
(Continued on next page.) 
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Figure 6.12: Continued. 
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Figure 6.13: Comparison of the cross-polarized radiation patterns in the o0φ = -cut plane 
for V-pol excitation at the frequencies of 4.04 and 5.0 GHz, with the steering angle sθ  at 
o0  and o60− , respectively. (a) 4.04 GHz, o0sθ =  and o0sφ = . (b) 4.04 GHz, o60sθ = −  
and o0sφ = . (c) 5.0 GHz, o0sθ =  and o0sφ = . (d) 5.0 GHz, o60sθ = −  and o0sφ = . 
(Continued on next page.) 
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Figure 6.13: Continued. 
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Figure 6.14: (a) Illustration of the 11× 11 NRL antenna array covered by a hemispherical 
dielectric radome. The computational domain is divided into two regions. The antenna 
array is one region, and the air region where the hemispherical radome resides is the other 
region. The repetition of the NRL is fully exploited for both mesh generation and 
simulation. (b) Comparison between the radiation patterns for the array with and without 
the radome at frequency 3.02 GHz and steering angle o60sθ = −  and o0sφ = . 
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(a) 
 
(b) 
 
Figure 6.15: Field plot in the o0φ = -cut plane for H-pol excitation at frequency 3.02 GHz 
and steering angle o60sθ =  and o0sφ =  for the array without radome. (a) E . (b) Re( )E . 
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Figure 6.16: Field plot in the o0φ = -cut plane for H-pol excitation at frequency 3.02 GHz 
and steering angle o60sθ =  and o0sφ =  for the array with radome. (a) E . (b) Re( )E . 
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Figure 6.17: Snapshot of Re( )xE  in the E-plane (left) and H-plane (right) for H-pol 
excitation at frequency 3.02 GHz with steering angle o0sθ =  and o0sφ = . 
 
 
Figure 6.18: Snapshot of Re( )xE  in the E-plane (left) and H-plane (right) with the 
Luneburg lens of a radius of 2.5λ  for H-pol excitation at frequency 3.02 GHz with 
steering angle o0sθ =  and o0sφ = . 
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CHAPTER 7 
OBLIQUE ABSORBING BOUNDARY 
CONDITION 
The conventional ABC is developed for normal incidence and is usually placed at 
least one-half wavelength away from the radiator/scatterer to obtain useful results. For 
the case where the outgoing wave propagates towards the truncation boundary at an 
oblique direction, no matter how far away the ABC is placed, its absorption is limited and 
the artificial reflection may not be reduced to a desired level. In such a case, an ABC that 
can absorb an obliquely incident wave can be more useful. Such an oblique ABC was 
introduced in [57], which is a simplified version of the Floquet ABC [63] when it retains 
only the fundamental propagating mode. This ABC contains a direction parameter that 
can be tuned to perfectly absorb propagating waves incident at an oblique direction. 
In this chapter, we apply the oblique ABC to the FEM simulation of large-scale finite 
phased arrays. We first derive the reflection coefficient of the oblique ABC for 
propagating waves of both perpendicular and parallel polarizations and describe the 
implementation of this ABC in the FETI-DP method. Then, we design an example to 
validate the implementation of the FETI-DP method and evaluate the artificial reflection 
of the oblique ABC as compared to the conventional ABC, and finally apply the FETI-
DP method to simulate two finite phased-array antennas. Numerical results using the 
conventional and oblique ABCs are compared in terms of far-field radiation patterns and 
near-field distribution plots. The convergence rate of the iterative solution of the FETI-
DP global interface equation is investigated for the two different ABCs. 
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7.1 Absorbing Boundary Condition Tuned for Oblique 
Incidence 
The formulation of the oblique ABC will be presented and its reflection coefficients 
will be derived analytically. Based on the formulation of the conventional ABC, which is 
0ˆ ˆ ˆ( ) ( )n jk n n× ∇ × = − × ×E E                                               (7.1) 
we modify the coefficient of the tangential electric field term and add one more term to 
obtain an oblique ABC as [57] 
0
0
ˆ ˆˆ ˆ ˆ( ) cos ( ) ( )
cos
s
s
jk
n jk n n t tθ
θ
× ∇ × = − × × + ⋅E E E                           (7.2) 
where ˆ ˆˆ ˆ( )sin cos sin sins s s s s st nφ θ φ φ θ φ= × +  and nˆ  denotes the outward unit normal 
vector of the planar truncation surface. The angle for perfect absorption of this ABC can 
be tuned by parameters sθ  and sφ . Obviously, Eq. (7.2) is reduced to the conventional 
ABC if o0sθ = . Its reflection coefficients for the perpendicular (E) and parallel (H) 
polarizations can be derived as 
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.                               (7.3) 
If the outgoing wave under simulation propagates towards the truncation boundary at a 
certain specified angle, we can always tune this ABC to minimize the reflection error. Fig. 
7.1 compares the absorption performance of the conventional and oblique ABCs over a 
range of incident angles. 
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7.2 Numerical Examples 
We demonstrate the capability of the oblique ABC through several numerical 
examples in this chapter. We start from a simple problem, which is a free-space plane 
wave propagating towards the mesh truncation boundary at a large angle of incidence, to 
illustrate the artificial reflection of the conventional and the oblique ABCs numerically. 
We then apply the oblique ABC to the simulation of two finite antenna arrays. We 
compare results obtained using different ABCs for the near-field distributions and far-
field radiation patterns. 
7.2.1 Wave Propagation in Free Space 
To validate the oblique ABC in the FETI-DP implementation, we design a wedge-
shaped computational domain for the incident angle o60sθ = , as shown in Fig. 7.2, 
where its six exterior boundaries are labeled as F1, F2, F3, F4, F5, and F6. To launch a 
transverse electromagnetic (TEM) plane wave propagating along the zˆ -direction, a wave 
port is applied at F5. At the other end, either the conventional ABC or the oblique ABC is 
applied at F6. For the remaining four boundaries, we assign them either a perfect electric 
conductor (PEC) or a perfect magnetic conductor (PMC) based on the field polarization. 
The mesh density is set as / 40h λ=  and first-order vector hierarchical basis 
functions are employed in the FEM analysis. Figs. 7.3 and 7.4 show the field distributions 
and it can be seen that the absorption performance of the oblique ABC is visually much 
better than that of the conventional ABC. To quantify the difference, we compare the L2-
norm relative error, which is calculated by integrating the difference between the 
numerical and analytical solutions at all interpolation points on the reference cut plane. 
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For the four cases described in Figs. 7.3(a), 7.3(b), 7.4(a), and 7.4(b), the L2-norm 
relative errors are 0.2964, 0.2184, 0.0520, and 0.0349, respectively, which indicates that 
the numerical reflection error caused by the oblique ABC is about one order of magnitude 
smaller than that of the conventional ABC for a typical large angle of incidence. 
7.2.2 Vivaldi Antenna Array 
For an infinitely large periodic antenna array, the radiated field is a plane wave 
propagating towards a certain specified direction. For a large finite antenna array, the 
main beam of the radiated wave can be approximated as a plane wave. Therefore, the 
oblique ABC can be used for the analysis of large finite phased arrays. 
The first antenna array to be investigated is composed of Vivaldi antennas, which are 
the most commonly used broadband antennas. This type of array has been simulated 
before using the FETI-DP method with the conventional ABC [15],[37], where the 
detailed configuration of the antenna elements can be found. The array has 20 20×  
Vivaldi antennas arranged in a rectangular lattice in the xy-plane and is mounted on an 
infinitely large ground plane. The distance in the x- and y-directions between two 
adjacent antenna elements is Tx = 34 mm and Ty = 36 mm, respectively. For the mesh 
truncation of the upper half space, we have two setups. One is a hemispherical surface 
with a base radius of 7λ , whereas the other is a rectangular surface placed 1λ  away from 
both the top and the side of the antenna array. Therefore, the size of the rectangular box is 
8.8 9.2 1.33λ λ λ× × . Apparently, the second setup is computationally more efficient than 
the first because its computational domain is much smaller. However, in the second setup, 
the radiated field will be incident on the top truncation surface at a much larger angle 
than in the first one if the antenna array is set to radiate away from broadside. In this case, 
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the oblique ABC can provide a good absorption performance while minimizing the size 
of the computational domain. The 20 20×  Vivaldi antenna array is simulated at 3.0 GHz 
using (1) the conventional ABC with the hemispherical truncation surface, (2) the 
conventional ABC with the rectangular truncation surface, and (3) the oblique ABC with 
the rectangular truncation surface for the main beam ( , )s sθ φ  steered to o o(0 ,0 )  and 
o o(60 ,0 ) , respectively.  
The near-zone field distributions in the yz-plane are plotted in Figs. 7.5 and 7.6. We 
take the result of Case 1 shown in Figs. 7.5(a) and 7.6(a) as the reference solution and 
enlarge the portion close to the antenna array in Figs. 7.5(b) and 7.6(b) for a better 
comparison to the results of Cases 2 and 3, which are shown in Figs. 7.5(c), 7.5(d), 7.6(c), 
and 6(d). For the case of o o( , ) (0 ,0 )s sθ φ = , Cases 2 and 3 have the same results because 
the oblique ABC is reduced to the conventional ABC and they agree with the reference 
solution well. For the case of o o( , ) (60 ,0 )s sθ φ = , Case 3 yields a visually much better 
result than does Case 2, as shown in Figs. 7.6(c) and 7.6(d). The far-field radiation 
patterns calculated in the three cases above are compared in Fig. 7.7. As can be expected, 
the radiation patterns obtained from Cases 2 and 3 for o o( , ) (0 ,0 )s sθ φ =  are identical, and 
they agree with the reference solution quite well. But for o o( , ) (60 ,0 )s sθ φ = , Fig. 7.7(b) 
shows that the result of Case 2 deviates from the reference solution by 3 dB whereas the 
result of Case 3 has a much smaller derivation. At last, the convergence history of Cases 
2 and 3 is compared in Fig. 7.8, which shows that incorporating the oblique ABC does 
not sacrifice the convergence performance of the FETI-DP algorithm. 
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For the simulation of the Vivaldi antenna array, the repetition of the array structure is 
fully exploited by the FETI-DP algorithm. For the setups with the rectangular truncation 
surface, the entire computational domain is decomposed into 676 subdomains and only 
two unique cells are created and meshed. The simulation involves 20,913,518 unknowns, 
1,798,680 dual unknowns, and 16,250 corner unknowns. It takes 9.2 minutes to finish the 
simulation of one frequency on one computing node of the CISCO Pacini cluster, which 
contains 16 Intel Xeon 2.70 GHz processors. Note that the result of the reference case is 
obtained using an independent hybrid conformal/nonconformal domain decomposition 
solver as described in Chapter 6 using 24,319,356 unknowns and 43.5 minutes to finish 
one frequency on the same computer cluster. 
7.2.3 Cavity-Backed Microstrip Patch Antenna Array 
Another antenna array used to validate the oblique ABC is a cavity-backed microstrip 
patch antenna array consisting of 20 20×  circular microstrip patch antenna elements 
backed by cylindrical cavities. Its 2 2×  sub-array is shown in Fig. 7.9 [64],[65],[66]. For 
each antenna element, the circular patch has a radius 0.156a λ= , placed in a circular 
aperture with a radius 0.205b λ= . The cylindrical cavity has a radius 0.27065c λ=  and 
a depth 0.08h λ= , and is filled with a lossless dielectric substrate with a relative 
permittivity 2.5
r
ε = . Each circular patch is fed by a coaxial cable, whose inner 
conductor is attached to the radiating patch and the outer conductor to the ground plane. 
The cable has an inner radius 0.004inr λ=  and an outer radius 0.015outr λ= . The distance 
from the feeding point on the circular patch to the center of the patch is 0.078s λ= . 
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Similar to the previous example, the 20 20×  cavity-backed patches are placed on an 
infinitely large ground plane which coincides with the xy-plane. The separations in the x- 
and y-directions are 0.5λ . For the mesh truncation of the upper half space, we employ 
either a hemispherical surface with a base radius of 8.75λ  or a rectangular surface placed 
1λ  away from both the top and the side of array. Therefore, the size of the rectangular 
box is 12 12 1λ λ λ× × . The simulation is carried out at 300 MHz using (1) the 
conventional ABC with the hemispherical truncation surface, (2) the conventional ABC 
with the rectangular truncation surface, and (3) the oblique ABC with rectangular 
truncation surface for the main beam ( , )s sθ φ  steered to o o(60 ,90 ) . 
The near-zone field distributions in the yz-plane are plotted in Fig. 7.10. For such a 
large oblique angle, Case 3 yields a visually much better result than does Case 2, which is 
evident by comparing Figs. 7.10(c) and 7.10(d) to Fig. 7.10(a). Fig. 7.11 shows the 
radiation patterns for the three cases, and it can be seen that the result of the oblique ABC 
agrees much better with the reference solution than does the conventional ABC. To check 
the convergence rate, we plot the convergence history of Cases 2 and 3 in Fig. 7.12, 
which shows that the FETI-DP method converges slightly faster for this example when 
equipped with the oblique ABC. This simulation involves 24,251,396 unknowns, 
1,516,160 dual unknowns, and 10,580 corner unknowns for the setups with the 
rectangular truncation surface. It takes 7.8 minutes to finish the simulation of one 
frequency on one computing node of the CISCO Pacini cluster. To obtain the result of the 
reference case, the simulation using the hybrid conformal/nonconformal domain 
decomposition solver involves 27,653,946 unknowns and it takes 35.9 minutes to finish 
one frequency on the same computer cluster. 
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Finally, we note that the sizes of the two phased-array antennas are relatively small 
for practical applications. For a large size, the performance of the oblique ABC will be 
even more impressive because (1) the radiated wave will be more similar to a plane wave 
so that the oblique ABC will be more effective and (2) the reduction of the computational 
domain size (from a hemispherical to a rectangular surface) will be more significant. 
7.3 Summary 
An oblique ABC is presented in this chapter to minimize the reflection error of the 
ABC truncation in the FETI-DP analysis of phased array antennas. Because of the 
reduced computational domain, the oblique ABC is more efficient than the conventional 
ABC for the analysis of large finite phased-array antennas with large scan angles. The 
numerical results show that the oblique ABC does not slow down the convergence of the 
iterative solution of the global FETI-DP interface problem. Therefore, the oblique ABC 
provides a simple and effective mesh truncation for the finite element analysis of large 
finite phased-array antennas. 
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7.4 Figures 
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Figure 7.1: Comparison of the reflection coefficients of the conventional ABC and the 
oblique ABC (tuned to o60sθ =  and o0sφ = ) for the perpendicular (E) and parallel (H) 
polarizations. 
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Figure 7.2: Computational domain designed to investigate the numerical reflection by the 
conventional and oblique ABCs. (a) Top view. (b) Front view. 
 
 
 
131 
 
    
                                            (a)                                      (b) 
 
Figure 7.3: Field distributions computed using the conventional ABC. (a) Re( )yE  for the 
perpendicular polarization. (b) Re( )xE  for the parallel polarization. 
 
    
                                            (a)                                      (b) 
 
Figure 7.4: Field distributions computed using the oblique ABC. (a) Re( )yE  for the 
perpendicular polarization. (b) Re( )xE  for the parallel polarization. 
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Figure 7.5: Snapshot of Re( )E  for the 20 20×  Vivaldi antenna array in the xz-plane at 
3.0 GHz for broadside radiation. (a) Computed using the conventional ABC with a 
hemispherical truncation surface. (b) Same as (a), but plotted in a limited region for the 
purpose of comparison. (c) Computed using the conventional ABC with a rectangular 
truncation surface. (d) Computed using the oblique ABC with a rectangular truncation 
surface. 
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Figure 7.6: Snapshot of Re( )E  for the 20 20×  Vivaldi antenna array in the xz-plane at 
3.0 GHz with steering angle o o( , ) (60 ,0 )s sθ φ = . (a) Computed using the conventional 
ABC with a hemispherical truncation surface. (b) Same as (a), but plotted in a limited 
region for the purpose of comparison. (c) Computed using the conventional ABC with a 
rectangular truncation surface. (d) Computed using the oblique ABC with a rectangular 
truncation surface. 
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Figure 7.7: Co-polarized radiation patterns for the 20 20×  Vivaldi antenna array in the 
xz-plane at 3.0 GHz. (a) For the main beam steered to o o( , ) (0 ,0 )s sθ φ = . (b) For the main 
beam steered to o o( , ) (60 ,0 )s sθ φ = . 
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Figure 7.8: Convergence history of the iterative solution of the global interface problem 
for the simulation the 20 20×  Vivaldi antenna array. 
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Figure 7.9: Schematic view of a 2 2×  sub-array in the 20 20×  microstrip patch antenna 
array. 
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Figure 7.10: Snapshot of Re( )E  for the 20 20×  cavity-backed microstrip antenna array 
in the yz-plane at 300 MHz with steering angle o o( , ) (60 ,90 )s sθ φ = . (a) Computed using 
the conventional ABC with a hemispherical truncation surface. (b) Same as (a), but 
plotted in a limited region for the purpose of comparison. (c) Computed using the 
conventional ABC with a rectangular truncation surface. (d) Computed using the oblique 
ABC with a rectangular truncation surface. 
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Figure 7.11: Co-polarized radiation patterns for the 20 20×  cavity-backed microstrip 
patch antenna array in the yz-plane at 300 MHz, with the main beam steered to 
o o( , ) (60 ,90 )s sθ φ = . 
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Figure 7.12: Convergence history of the iterative solution of the global interface problem 
for the simulation of the 20 20×  cavity-backed microstrip patch antenna array. 
 
 
 
138 
 
CHAPTER 8 
DOMAIN DECOMPOSITION—MODAL 
EXPANSION DIRECT SOLVER FOR 
SCATTERING BY DEEP CAVITY WITH 
LARGE APERTURE 
Large cavity scattering is a challenging problem of great importance in engineering 
electromagnetics. Since the 1980s, ray tracing-based and edge diffraction-based high-
frequency asymptotic techniques, e.g. the shooting-and-bouncing-ray (SBR) method, the 
Gaussian beam shooting method, the generalized ray expansion (GRE) method, and the 
iterative physical optics (IPO) method, have become popular tools to evaluate the RCS of 
electrically very large cavities [67],[68],[69]. However, their applications are limited to 
simple geometries. On the other hand, full-wave solvers can model complex material and 
arbitrary geometry, but the memory consumption and computation time increase rapidly 
with the cavity electrical size. This problem has been gradually mitigated during the last 
few decades with the development of fast and efficient full-wave simulators [4]. Of these, 
the FE-BI method is the most promising candidate. To avoid solving a partially sparse 
and partially dense linear system, the FEM unknowns are usually eliminated first using 
an efficient sparse direct solver, and the resultant BI unknown-related dense matrix is 
solved by an iterative solver [70]. If the aperture is too large, the multilevel fast multipole 
algorithm (MLFMA) can be employed to perform fast matrix-vector product in the 
second step [71]. A particular direct solver, which is similar to the frontal method, was 
proposed in [30] to effectively reduce the memory requirement. For a fixed mesh density, 
the memory requirement is determined by the maximum cross section of the cavity, and 
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is independent of the cavity’s depth. The computation time increases linearly with the 
cavity’s depth, but worsens as the aperture size increases. Later, this scheme was further 
enhanced by incorporating fully high-order vector basis functions [72]. 
The divide-and-conquer idea of the DDM is later introduced to solve the cavity 
scattering problem on parallel computers. The first preliminary result was obtained by a 
connection scheme based on microwave network theory [73]. It divides the cavity into 
segments, extracts the equivalent admittance matrices of each segment, and cascades 
them together to represent the behavior of the entire configuration. More recently, a 
nonoverlapping DDM based on the surface integral equation was introduced [74]. After 
the cavity is decomposed into subdomains, each subdomain is treated via integral 
equations on the interface. The continuity of tangential electric and magnetic fields is 
used as the boundary condition on interfaces between subdomains. In [49], a finite 
element-based DDM solver was developed to perform fast evaluation of plane wave 
angular responses for large-scale cavity problems. It is equipped with the SOTC-FULL 
and a global plane wave preconditioner applied on the subdomain interface to speed up 
the convergence of the iterative solution of the global interface problem. 
In contrast to other DDMs, the nonconformal FETI-DP method [37] provides an 
alternative solution to the cavity problem. It shows that it is possible to expand the 
auxiliary dual unknown using a set of vector basis functions to enforce the interface 
tangential continuity condition in a weak sense. Considering the physical nature of the 
dual unknown, which is a linear combination of the tangential electric field and the 
surface current density, one may find that a linear combination of curl-conforming and 
divergence-conforming basis functions is the best choice for the expansion of the dual 
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unknown. Actually, the choice of the basis function is not limited to hierarchical vector 
bases. In this chapter, we choose the electric and magnetic modal fields as the basis 
functions based on the waveguide structure of cavities. Modal expansion of the dual 
unknown can reduce the dimension of the global interface problem significantly, thus 
making it feasible to employ a direct solver. 
8.1 Nonconformal FETI Method for Cavity Analysis 
To describe the proposed method, we start with a deep cavity shown in Fig. 8.1. The 
computational domain Ω  is divided into Ns nonoverlapping subdomains along the depth 
direction. Because no geometrical crosspoint is involved, the FETI method is adequate. 
The BVP for the sth subdomain sΩ  is given by Eqs. (3.1) and (3.2). To deal with 
nonconformal interface meshes, the dual unknown needs to be expanded explicitly such 
that 
1
sNs s s
m mm
λ λ
=
=∑Λ Π , where sΠ  could be curl-conforming basis functions as chosen in 
previous chapters. Here, sΠ  takes the form of waveguide modal fields. We note that a 
complete expansion of the dual unknown should include both electric and magnetic 
modal fields. However, these two sets of modes are not independent. A single set of 
modal fields is sufficient to construct a complete function space. 
The variational formulation of each subdomain can be written as 
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where (1) zˆ= ×M E  is the equivalent magnetic current over the aperture in the 1st 
subdomain, incH  denotes the incident magnetic field , and ( , )G ′r r  denotes the free-space 
Green’s function. Note that the last three terms in Eq. (8.1) vanish for all interior 
subdomains. Then, each subdomain is divided into small tetrahedral elements, while the 
above functional is discretized by vector basis functions. 
Following the standard procedure of the nonconformal LM-based FETI method, we 
eliminate the interior electric field in each subdomain, express the boundary electric field 
as a function of the local dual unknown, assemble the global interface problem by 
substituting local boundary electric field and local dual unknown into the transmission 
condition, and finally solve the global interface linear system. As soon as the dual 
unknown is solved, the electric field inside each subdomain can be obtained and other 
quantities, e.g. RCS, can be evaluated. 
8.2 Algorithm Description 
To solve the global interface problem [ ]{ } { }K fλλ λλ =  , one can adopt an iterative 
solver, e.g. Gauss-Seidel method or BiCGStab method. The convergence of the iterative 
solution is accelerated by the FOTC applied on the subdomain interface [15],[37]. In 
addition, one may apply higher-order transmission conditions [29],[52] to further speed 
up the convergence. However, after investigating the problem carefully, we find (1) low-
loss and deep cavities support resonance that deteriorates the convergence performance 
of iterative solvers; (2) the monostatic RCS calculation requires hundreds or even 
thousands of incident angles, which is a typical multiple right-hand side problem; (3) the 
global interface linear system is a block-tridiagonal matrix when the cavity is 
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decomposed like that in Fig. 8.1. To better explain the last observation, we formulate the 
global interface matrix [ ]Kλλ  for an n-subdomain partitioning 
1,1 1,2 1
2,1 2,2 2,3 2 2
3,2 3,3 3,4 3
1, 2 1, 1 1, 1
, 1 ,
0
0
0
0
n n n n n n n
n n n n n
A A
A A A b
A A A
A A A
A A
λ
λ
λ
λ
λ
− − − − −
−
−
     
     
     
      
⋅ =     
     
     
     
      
    
                 (8.2) 
where the only one nonzero entry in the right-hand side corresponds to the contribution 
(due to incident wave excitation) from the 1st subdomain to the 2nd subdomain. For such a 
block-tridiagonal matrix, we can employ the following block elimination algorithm to 
perform a fast solution of multiple right-hand sides. 
 
Block elimination algorithm: 
Step 1: compute 
, ,n n n n
S A=  and 1
,n nS
− ; 
Step 2: compute 1( ),( ) ( ),( ) ( ),( ) 1 ( ) 1,( ) 1 ( ) 1,( )n k n k n k n k n k n k n k n k n k n kS A A S A
−
− − − − − − + − + − + − + −= −  and 
1
1, 1n nS
−
− −
 for  
1,2, , 2k n= −  recursively; 
Step 3: solve 1 11,1 1,2 2,2 2,1 1 1,2 2,2 2( )A A S A A S bλ− −− = − . 
 
As soon as 1λ  is solved, the electric field inside the 1st subdomain can be obtained. 
Physical quantities, e.g. aperture electric field distribution and monostatic RCS, are ready 
to extract. Actually, 2b  is the only term that changes for different incident angles in Eq. 
(8.2). Therefore, 11,1 1,2 2,2 2,1A A S A−−  can be pre-factorized and forward/backward 
substitutions are only required for each incident angle. 
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As we know, the dimension of each diagonal block 
,k kA  ( 1, 2, , )k n=   is equal to the 
number of dual unknowns on the subdomain interface. If the dual unknown is expanded 
by hierarchical vector basis functions as done in [37], the efficiency of the block 
elimination algorithm deteriorates very quickly as the electrical size of the cavity cross 
section increases. Fortunately, the electric and magnetic field on the cross section 
perpendicular to the waveguide propagating direction can be approximated by the 
summation of a certain number of modal fields of the waveguide structure. With a modal 
field expansion for the dual unknown, we can choose either to use an iterative solver or to 
employ the above block elimination algorithm. Several possible implementation schemes 
are compared in Fig. 8.2. We notice that iteratively solving the global interface problem 
is still valid even with the modal field expansion, and the resultant convergence 
performance is improved compared to the case with the hierarchical basis expansion [75]. 
Analytical modal fields are available only for some special cases. Nevertheless, 
numerical modal fields can be obtained by resorting to a 2D eigen solver for most cases. 
8.3 Eigen Solver for Modal Fields 
To obtain the modal fields, we need to solve an eigenvalue problem, which is a 2D 
full-wave simulation. A well-known method is to expand the transverse electric field and 
the normal component of the electric field using vector basis functions and scalar basis 
functions, respectively [76]. Then, applying the Ritz method leads to a generalized 
eigenvalue problem 
20
0 0
tt tzt ttt
zt zzz z
M ME EK
M ME E
γ       =     
      
                                 (8.3) 
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where { }tE  and { }zE  are the expansion coefficients of the transverse and normal 
components of the electric field, jγ α β= +  is the desired complex propagation constant, 
and the definitions of the involved block matrices can be found in [76]. 
The eigen problem defined in Eq. (8.3) can be shifted by max max maxk ω µ ε=  to get 
22
maxmax
2 2
max
tt tz t ttt tt tz
zt zz z zzt zz
M M E EM K k Mk
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 +     
=      +      
               (8.4) 
where maxε  and maxµ  are the maximum real parts of relative permittivity and relative 
permeability, respectively. As a result, the fundamental mode corresponds to the largest 
eigenvalue. The symmetric indefinite Lanczos method is usually employed to seek the 
largest eigenvalues and corresponding eigenvectors of the problem defined in Eq. (8.4). 
Higher-order hierarchical basis functions can be used to reduce dispersion errors caused 
by the finite-element discretization and to lift the burden on mesh generation for large 
cavities [77]. We notice that there is ongoing research in developing fast and efficient 
eigen solvers [78],[79]. They might help to reduce the computation time for needed 
modal fields. 
As for the number of modes, all propagating modes and a few evanescent modes are 
usually required for the purpose of good accuracy. When the aperture electrical size 
increases, an increasing number of propagating modes are supported. In this case, the 
eigen problem solver consumes a considerable amount of time to calculate all necessary 
modal fields, which might become the computational bottleneck of the entire simulation. 
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8.4 Parallel Implementation 
The domain decomposition—modal expansion direct solver algorithm can be divided 
into several major steps. In Fig. 8.3, parallel and serial steps are listed on the left and 
right sides of the double dashed line, respectively. We have the following discussions 
about the algorithm flow chart. 
1. The solver starts from the 1st subdomain, whose subdomain matrix is partially 
sparse and partially dense due to the aperture involved. When assembling the 
dense block matrix, a very high parallel efficiency can be achieved. Meanwhile, 
the assembly of the FEM sparse matrix is performed on a single processor because 
it is computationally cheap. Then, this partially sparse and partially dense matrix 
is regarded as a general sparse matrix and factorized by a multifrontal sparse 
direct solver, e.g. MUMPS, in parallel. Note that the parallel efficiency for 
factorization is determined by the software package and all detailed manipulations 
involved are invisible to users. 
2. To prepare b2, all processors can be employed to first compute the excitation 
vectors for all incident angles simultaneously. Then, these excitation vectors are 
used to seek the partial solutions of the 1st subdomain by performing parallel 
forward/backward substitution (with the 1st subdomain matrix factorized). The 
solutions further operate with some projection matrices to yield b2 in serial. 
3. The most computationally expensive part is the construction of dense block 
matrices for all subdomains. For all the internal subdomains, each one is handled 
by a single processor and a well-balanced workload can be achieved as long as all 
these subdomains have roughly the same number of unknowns. On the other hand, 
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the 1st subdomain dense block is computed on all processors by parallel 
forward/backward substitution (with the 1st subdomain matrix factorized), and the 
parallel efficiency depends on the multifrontal sparse direct solver used. 
4. The block elimination algorithm is implemented on all processors as soon as all 
dense blocks are computed and stored. More specifically, ScaLAPACK is 
employed to perform parallel factorization and forward/backward substitution 
operations on dense block matrices. The remaining dense matrix-matrix 
multiplication can be parallelized easily with a high parallel efficiency. 
8.5 Numerical Examples 
A computer program has been written to implement the nonconformal FETI direct 
solver using the MPI. The computing platform is the CISCO 24-node Arcetri cluster, 
where each computing node is equipped with 16 2.70-GHz Intel Xeon E5-2680 
processors and 128 GB DDR3 memory. All examples are modeled and meshed with 
CUBIT. 
8.5.1 Rectangular Cavity 
To validate the proposed method, we first simulate a 5 5 10λ λ λ× ×  rectangular cavity. 
The cavity is uniformly decomposed into 10 subdomains along the depth direction. For 
this simple structure, analytical modal fields on cross sections are available. We compare 
the monostatic RCS of the iterative FETI solution with the dual unknown expanded by 
hierarchical basis functions and the direct FETI solution with the dual unknown expanded 
by analytical modal fields in Fig. 8.4. Two sets of results are visually identical. For the 
iterative method, a relative residual 41 10−×  is chosen. For the direct solver, a waveguide 
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analysis shows that 89 TE and 69 TM propagating modes are supported on the 5 5λ λ×  
cross section. Additional 10 TE and 10 TM evanescent modes are included in the 
simulation. By using the proposed solver, the total computation time for the φφ -pol 
monostatic RCS (91 angles) reduces from 42.1 hours to 37.4 minutes on a single 
processor. Note that the first-order ABC instead of the BIE is used as the truncation 
boundary condition. 
Furthermore, the computed RCS results are compared with a modal solution [30] and 
a FE-BI solution [30] in Fig. 8.5 and excellent agreement is observed. On each interface, 
the first 200 numerical TE and TM modes computed by the symmetric indefinite Lanczos 
method are employed to expand the dual unknown, and the resultant global interface 
problem has a dimension of 3,600. After block elimination, only a 200-by-200 dense 
matrix needs to be solved for each incident angle. However, if we expand the dual 
unknown using hierarchical basis functions and solve this problem using an iterative 
FETI method, the resultant global interface problem has a size of 96,282, while the 
number of total volumetric unknowns is 1,160,340. 
8.5.2 Circular Cavity 
In the second example, we consider a 10λ -deep circular cavity whose circular cross 
section has a diameter of 5λ . This cavity is decomposed into 10 subdomains in the same 
way as the previous rectangular cavity. We test the accuracy of the direct FETI method in 
two cases where the cavity wall is PEC or impedance boundary condition (IBC) with 
0.5η = . We compute the reference result using the iterative FETI method with the dual 
known expanded by third-order hierarchical vector basis functions in Fig. 8.6. As a result, 
the cavity with PEC wall involves 860,160 unknowns and 76,194 dual unknowns, while 
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the one with IBC way involves 893,793 unknowns and 78,786 dual unknowns. In the 
direct FETI method, we increase the number of TE and TM modes for the dual unknown 
expansion from 120 to 200 gradually. It can be observed that the direct FETI solution 
converges to the reference result for both the PEC and the IBC cases with about 160 
modes. 
We further investigate the parallel efficiency of the direct FETI method by comparing 
the total computation times when using one processor and nine processors. Table 8.1 lists 
the computation time information. The parallel efficiency for the PEC wall case and the 
IBC wall case is 58.0% and 57.8%, respectively. 
8.5.3 Offset Bend Cavity 
The third example is an offset bend cavity having a total depth of 32λ  at 10 GHz, as 
shown in Fig. 8.7(a). The cavity is decomposed into 13 subdomains as illustrated in Fig. 
8.7(b), which makes all subdomain interfaces identical. The computed φφ -polarized 
monostatic RCS in the xz-plane is compared in Fig. 8.8(a) with the measured data and a 
FE-BI method solution [80]. For the θθ -polarization in the yz-plane, because the 
measurement data is not available, we only compare to the result of the FE-BI method 
[80]. In both cases, numerical results agree well with each other, and the agreement 
between the direct FETI solution and the measurement date (if available) is reasonable. 
The cavity involves 995,631 unknowns and we use 229 modes for the expansion of the 
dual unknown on every interface. 
We notice that the FETI direct solver cannot yield accurate RCS prediction for the 
θθ -polarization in the xz-plane and the φφ -polarization in the yz-plane. In these two 
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cases, the incident wave is parallel polarized if the xz-plane is regarded as the incidence 
plane. An explanation is that the curved transition bend introduces larger distortion to the 
parallel polarized case compared to the perpendicular polarized case. Summation of 
modal fields is no longer a good approximation for the fields close to the bend. 
8.5.4 F-16 Inlet 
The last example presents a structure resembling the F-16 inlet shown in Fig. 8.9(a). 
Only a straight segment of the entire long cavity is modeled and then simulated with the 
entire interior wall considered as PEC. All geometrical dimensions and corresponding 
electrical sizes are labeled in Fig. 8.9(b). The electrical size of the example is much larger 
than those of previous examples. The cavity is divided into 33 subdomains along the 
depth direction and 8,736,057 volumetric unknowns are involved. The first 900 modes 
are selected to expand the dual unknown on every subdomain interface. The monostatic 
RCS in the xz- and yz-planes is plotted in Fig. 8.10 for both θθ - and φφ -polarizations. 
The RCS plot can reflect the geometrical symmetry of the cavity with respect to the xz-
plane correctly. Furthermore, we plot out the real part of the x-component electric field 
on cavity aperture for a normal incidence and an oblique incidence where 
o o( , ) (60 ,0 )θ φ =  in Fig. 8.11. 
In this example, we perform a detailed analysis of the computational efficiency as 
indicated in Table 8.2. More specifically, we record the computation time of the seven 
major parallelizable steps for the cases where 8, 16, and 32 processors are used. We find 
two most time-consuming components: (1) “Factorize FE-BI matrix” together with 
“Compute & pre-solve all angles” and (2) “Generate other dense blocks.” The first 
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bottleneck is related to the partially dense and partially sparse matrix of the 1st subdomain, 
and the parallel efficiency of this step heavily relies on the adopted sparse direct solver. 
The second bottleneck is related to the elimination of the interior unknowns in all 
subdomains. Because all subdomains are decoupled, the parallel efficiency of this step is 
reasonably good. 
8.6 Summary 
A novel direct solver is proposed for the fast monostatic analysis of arbitrarily-shaped 
and deep cavities with a large aperture size. The solver is based on a nonconformal DDM, 
more specifically the FETI method, where the dual unknown is expanded by modal fields. 
With modal expansion, the number of dual unknowns can be reduced significantly, thus 
facilitating the matrix-vector multiplication when an iterative solver is employed. 
Furthermore, this method is extended and configured for large and deep cavities by 
adopting the frontal solution strategy. The accuracy of the direct FETI method is 
validated by calculating the monostatic RCS of various cavity targets. 
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8.7 Figures and Tables 
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Figure 8.1: Illustration of a cavity decomposed into Ns subdomains. 
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Figure 8.2: Different implementation schemes of the FE-DDM & BI algorithm for 
solving cavity problems. 
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Figure 8.3: Major steps of the proposed algorithm. Left side lists steps that can be 
parallelized. Right side lists steps that are done in serial. 
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Figure 8.4: Monostatic RCS of a rectangular cavity. Comparison between the iterative 
FETI method with dual unknown expanded by hierarchical basis functions and the direct 
FETI method with dual unknown expanded by analytical modal fields. 
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Figure 8.5: Monostatic RCS of a rectangular cavity. Comparison among the direct FETI 
method with dual unknown expanded by numerical modal fields, the FE-BI method, and 
the modal solution. 
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Figure 8.6: Monostatic RCS of a circular cavity. Comparison between the iterative FETI 
method with dual unknown expanded by hierarchical basis functions and the direct FETI 
method with dual unknown expanded by numerical modal fields. (a) When the cavity 
wall is PEC. (b) When the cavity wall is IBC. 
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Table 8.1. The computation time for PEC and IBC cavity walls using one and nine 
processors. 
 PEC IBC 
Number of processors 1 9 1 9 
Computation time (sec) 1407.8 269.5 1539.6 295.9 
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Figure 8.7: (a) An offset bend cavity having a total depth of 32λ  at 10 GHz. (b) 
Illustration of the cavity divided into 13 subdomains. 
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Figure 8.8: (a) Monostatic RCS of the offset bend cavity at 10 GHz. (a) φφ -polarization 
in the xz-plane. (b) θθ -polarization in the yz-plane. 
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Figure 8.9: (a) F-16 inlet. (b) A straight segment of the entire deep cavity is modeled as 
PEC without coating. 
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Figure 8.10: Monostatic RCS of the structure in Fig. 8.9(b). (a) In the xz-plane. (b) In the 
yz-plane. 
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(a) 
 
(b) 
 
Figure 8.11: Field distribution of Re( )xE  on the cavity aperture. (a) Incident from 
o o( , ) (0 ,0 )θ φ =  and x-polarized. (b) Incident from o o( , ) (60 ,0 )θ φ =  and x-polarized. 
 
Table 8.2. The computation time (unit: seconds) for major parallel steps of the proposed 
method, using 8, 16, and 32 processors. 
 8 processors 16 processors 32 processors 
Assemble BI matrix 91.7 51.1 30.5 
Factorize FE-BI matrix 1394.3 955.8 814.5 
Compute & pre-solve all angles 982.7 770.1 607.8 
Generate 1st dense block 588.0 468.9 348.8 
Generate other dense blocks 4812.8 2855.2 1402.3 
Implement block elimination 174.4 96.9 58.1 
Solve E-field in 1st subdomain 1215.3 1023.0 827.6 
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CHAPTER 9 
COMPARATIVE STUDY OF ROBUST 
DOMAIN DECOMPOSITION BASED 
ELECTROMAGNETIC SOLVERS 
A variety of finite element-based domain decomposition methods (FE-DDMs) have 
been developed in the CEM community for solving large-scale electromagnetic problems 
such as simulation of finite phased-array antennas [1]. Three most promising methods are 
(1) the conformal FETI-DP method with two Lagrange multipliers [15] (described in 
Sections 3.1 and 5.5), (2) the nonconformal LM-based FETI-DP method [37] (described 
in Sections 3.2 and 5.5), and (3) the nonconformal cement element method [27],[29] 
(described in Section 5.3). A thorough and systematic comparison of these three FE-
DDMs helps to select the most robust, accurate, efficient, and suited DDM solver for 
realistic engineering applications in the future. 
In this chapter, the three most powerful finite element DDM solvers are first 
compared using two more realistic and complex antenna array examples. In addition to 
the accuracy and convergence rate, the computation time and memory consumption are 
documented as well. Afterwards, the computational efficiency, memory usage, and 
parallel efficiency of the conformal FETI-DP method and the cement element method are 
further compared using a broadband antenna radiation example. 
9.1 Memory Usage Estimation 
The DDMs investigated in this chapter are particularly suited for the analysis of finite 
periodic problems such as antenna arrays and photonic bandgap structures, because the 
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geometry repetition of the structure can be fully exploited to speed up the analysis. For a 
finite periodic problem with totally sN  subdomains, only uniqueN  subdomains need to be 
analyzed because the geometrically repeated subdomains share the same subdomain 
numerical Green’s function. However, when nonconformal meshes are involved, it is 
necessary to consider the number of subdomains which have unique neighbors, uniqueN ′ , 
where unique uniqueN N′ ≥ .  
The memory usage of the conformal FETI-DP method can be estimated as 
( )unique
1
2
n
cr
T T
N
DD n n n
b c bLDL LDL
n
M D D aD M
=
+ + +∑                                  (9.1) 
where niD  and 
n
bD  denote the number of unknowns associated with the subdomain 
interior and subdomain interface, cD  represents the number of global corner unknowns, 
and a is a constant depending on the sparse pattern. Furthermore, we have n n n
r i bD D D= + . 
In a practical implementation, 
n
r
T
D
LDL
M
 is pre-factorized and the resultant factorized matrix 
is stored in a symmetric form. Later, only forward/backward substitution is required for 
subdomain solution. As a result, the memory estimation in Eq. (9.1) becomes 
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For the nonconformal FETI-DP method, one can obtain the following memory 
estimation: 
( )unique unique
1 1
( 1) 2
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where 
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Similar to the conformal case, 
n
r
T
D
LDL
M
 is converted to a symmetric matrix in Eq. (9.3). 
Finally, two formulations are derived for the cement element method as 
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where 2n n ni bD D D= +  when the FOTC or the SOTC-TE is employed, and 
( ) ( )unique unique
1 1
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N N
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M aD bDσ
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+ +∑ ∑                                       (9.6) 
where 2n n n ni bD D D Dσ= + +  and b is another constant depending on the sparse pattern 
when the SOTC-FULL is employed. Note that the subdomain matrix of the cement 
element method is no longer symmetric. Also, the cement element method with the 
SOTC-FULL consumes more memory due to the introduction of the auxiliary surface 
charge term. 
The formulation presented above is a theoretical estimation of the memory usage. We 
will compare the real memory consumption of the three DDMs using the analysis of two 
large-scale antenna arrays and a dielectric lens antenna in Section 9.2. 
9.2 Numerical Examples 
Fortran 90 codes have been written to implement the three DDM algorithms. The 
repetition of the array structures presented in Sections 9.2.1 and 9.2.2 is fully exploited in 
order to save time for generating the mesh and for factorizing repeated subdomain 
matrices, and save computer memory to store repeated subdomain-level factorized 
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matrices. For the dielectric lens antenna simulated in Section 9.2.3, after it is modeled 
and meshed, the graph partitioning package METIS is adopted to automatically partition 
the computational domain, which provides an excellent load balance across subdomains. 
All serial simulations are carried out on an HP workstation, which is equipped with four 
2.66-GHz Intel Xeon processors (W3520 with 8 MB cache) and 12 GB shared memory. 
Note that only one processor is used. All parallel simulations are performed on eight 
compute nodes of a high-performance cluster, where each node is equipped with 20 2.80-
GHz Intel Xeon processors (E5-2680 v2 with 25 MB cache) and 128 GB shared memory. 
Up to 128 processors are used to demonstrate the parallel efficiency of these DDM 
solvers. 
9.2.1 NRL Dual-Polarized Antenna Array Radiation 
The first antenna array considered has been simulated using the hybrid 
conformal/nonconformal FETI-DP solver in Section 6.3.3. For this 11 × 11 array, the 
entire computational domain is decomposed into 256 subdomains, and only 15 unique 
cells are meshed due to the array repetition. There are 9,319,233 primal unknowns, 
1,080,576 dual unknowns, and 11,475 corner unknowns involved in total. The 
comparison of simulation results obtained by the conformal FETI-DP, the nonconformal 
FETI-DP, and the cement element methods with different transmission conditions is 
presented in Fig. 9.1 and Fig. 9.2. All simulations are performed at 3.02 GHz with the H-
pol excitation. The gain patterns are plotted in the xz- and yz-planes, where the θ - and φ -
components of the E-field correspond to the dominant component, respectively. As can 
be seen, for the mesh-conformal case, three solvers with different transmission conditions 
generate almost the identical result. 
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In order to demonstrate the convergence performance of the three DDM solvers with 
different transmission conditions for solving the NRL antenna array, the convergence 
history of the iterative solution of the global interface problem is plotted in Fig. 9.3. More 
specifically, Fig. 9.3(a) shows the convergence history of the conformal FETI-DP method 
with the FOTC and the SOTC-TE, Fig. 9.3(b) shows that of the nonconformal FETI-DP 
method with the FOTC and the SOTC-TE, and Fig. 9.3(c) shows that of the cement 
element method with the FOTC, the SOTC-TE, and the SOTC-FULL. For each DDM 
solver, a higher-order transmission condition yields a faster convergence rate than does a 
lower-order transmission condition. Furthermore, a comparison among Figs. 9.3(a), 
9.3(b), and 9.3(c) shows that, for the NRL array simulation, all the three solvers have a 
quite similar convergence rate when the FOTC or the SOTC-TC is applied. 
As is known, instead of the convergence rate, the computation time and the memory 
consumption are two more objective indicators to evaluate the efficiency of a solver. For 
this purpose, the computation information of the three solvers is presented in Table 9.1. It 
is observed that the conformal FETI-DP method with the SOTC-TE is the fastest DDM 
and consumes the least memory. This is due to the fewer iteration steps to converge, the 
reduced size of its global interface system as compared to that of the cement element 
method, and also the fact that the subdomain matrices of the FETI-DP method are 
symmetric, whereas the cement element method yields asymmetric subdomain matrices, 
especially when the SOTC-TE or the SOTC-FULL is used. Furthermore, the efficiency of 
MUMPS, which is employed to provide the partial solution of subdomains, is much 
higher when dealing with symmetric matrices. It should be noted that the conformal 
FETI-DP method requires a conformal interface mesh. In the case where the subdomain 
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interface mesh is nonconformal, the total computation times of the nonconformal FETI-
DP method and the cement element method are comparable but the nonconformal FETI-
DP method consumes more memory as shown in Table 9.1. 
9.2.2 Modified Antipodal Fermi Antenna Array Radiation 
The second example is another broadband antenna array which is composed by 
modified antipodal Fermi antennas. Each antenna element consists of an inner piecewise-
linear taper, an outer comb-shaped corrugation, and an antipodal feeding section, as 
illustrated in Fig. 9.4(a). More specifically, a microstrip line is printed on one side of a 
dielectric board with a length 140.2 mm, a width 44.7 mm, and a thickness 0.86 mm. The 
microstrip is gradually flared to produce one of the radiating fins. The ground plane is 
printed on the other surface of the dielectric board and is cut to form the other radiating 
fin. As a result, the unbalanced microstrip line transits to the symmetric radiating fins 
through the antipodal feeding balun. The tapered slot has an opening angle o10α =  and 
the relative permittivity of the dielectric board is 4.4. The dimensions of the balun are 
listed as follows: w = 40 mm, w0 = 1.5 mm, d = 4.6 mm, and h = 44.7 mm. The total 
length of the antenna is l = 135.5 mm. The reader is referred to [81] for detailed 
geometrical parameters of the piecewise-linear taper and the comb-shaped corrugation. In 
the numerical simulation, the microstrip line input is fed by a 50-Ω coaxial cable, which 
has an inner radius rin = 0.374 mm and an outer radius rout = 0.86 mm and extends 6 mm 
outward from the board. 
To construct an array, 9 × 9 antipodal Fermi antennas mounted vertically on an 
infinitely large ground in the xy-plane and centered at the origin, as shown in Fig. 9.4(b) 
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are utilized. The antennas are separated by 50 mmxT =  and 50 mmyT =  in the x and y 
directions, respectively. Note that when all the nine antennas in one row are printed on a 
single dielectric slab, the slab width of each antenna element is effectively extended to 50 
mm now. Truncated by the first-order ABC, the entire computational domain is 
decomposed into 121 subdomains, and only four unique cells (one antenna cell and three 
air cells on the edges surrounding the antenna array) are meshed due to the array 
repetition. There are 17,231,131 primal unknowns, 788,820 dual unknowns, and 3,300 
corner unknowns involved in total. Compared to the previous antenna array, this array 
has a fewer number of unique subdomains, but the average size of each subdomain (in 
terms of the number of unknowns) is larger in this case. 
After simulated at 5.0 GHz with the main beam steered to o o( , ) (0 ,0 )θ φ = , the 
radiation patterns in the xz- and yz- planes obtained by the conformal FETI-DP, the 
nonconformal FETI-DP, and the cement element methods with different transmission 
conditions are compared in Fig. 9.5 and Fig. 9.6. Similar to the NRL antenna array, three 
solvers with different transmission conditions generate almost identical results in this 
case. Note that the stopping criterion for the BiCGStab iterative solver is now set to 10-6 
rather than 10-5. 
Similarly, to demonstrate the convergence performance of the three DDM solvers 
with different transmission conditions for solving the Fermi antenna array, a plot of the 
convergence history of the iterative solution of the global interface problem is presented 
in Fig. 9.7. More specifically, Fig. 9.7(a) shows the convergence history of the conformal 
FETI-DP method with the FOTC and the SOTC-TE, Fig. 9.7(b) shows that of the 
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nonconformal FETI-DP method with the FOTC and the SOTC-TE, and Fig. 9.7(c) shows 
that of the cement element method with the FOTC, the SOTC-TE, and the SOTC-FULL. 
Again, it is observed that a higher-order transmission condition yields a faster 
convergence rate than does a lower-order transmission condition for each DDM solver. 
Furthermore, a comparison among Figs. 9.7(a), 9.7(b), and 9.7(c) shows that, for the 
Fermi array simulation, the conformal and the nonconformal FETI-DP methods converge 
faster than does the cement element method when the FOTC or the SOTC-TC is applied. 
The faster convergence is due to the global corner coarse grid correction. 
The computation time and memory consumption of the three solvers are presented in 
Table 9.2. It is observed that, for the reasons explained in the previous section, the 
conformal FETI-DP method with the SOTC-TE is still the fastest DDM and consumes 
the least memory. It should be noted that, in the Fermi antenna array case, the 
nonconformal FETI-DP method is always faster than the cement element method no 
matter what transmission condition is employed, whereas it consumes more memory. 
9.2.3 Dielectric Lens Antenna Radiation 
We compare the parallel computing performance of the FETI-DP method and the 
cement element method in the last example. These two methods are equipped with the 
SOTC-TE and the SOTC-FULL, respectively, which represent their most advanced 
versions. The structure under simulation is a dielectric lens-based antenna with a high 
directivity, small size, and good mechanical robustness [82]. The antenna is designed 
using the geometrical-optics approach. Specifically, when a point source is placed at one 
focal point of a homogeneous dielectric ellipsoid, all the rays generated will reach the 
targeted planar phase front with the same delay time. This lens can convert a point-source 
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radiation into plane waves without involving inhomogeneous materials, thus it is easier to 
fabricate than the Luneburg lens. The two-dimensional (2D) dashed-line ellipse shown in 
Fig. 9.8 is described by 
2 2/ 1
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/ 1 1/
r
r
z R x
RR
ε
ε
 
− −  
+ =    
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                                      (9.7) 
where 2.08rε =  is the relative permittivity of the dielectric lens and R = 37 mm is length 
of the minor axis of the ellipse. Correspondingly, its major axis is / 1 1/ rR ε−  long and 
the left focal point is relocated to the origin of the xz-plane. Then, rotating the ellipse 
around the z-axis generates the ellipsoid adopted here. The lens antenna is fed by a 
metallic circular waveguide with a radius r = 5.25 mm. For mechanical support, a PEC 
disk with a radius 17.5 mm is attached to the bottom of the lens. A cylindrical stepped 
impedance transformer is used to guide the wave into the dielectric lens. The dimension 
of the single stepped impedance transformer needs to be optimized to minimize reflection 
within the targeted frequency band. In the simulation, we represent the transformer by a 
cylinder with a height 3 mm and a radius 3 mm. The circular waveguide is excited with 
the fundamental mode, i.e. TE11, at 30 GHz. 
The entire computational domain is divided into 512 subdomains, which yields 
8,848,715 primal unknowns, 1,434,638 dual unknowns, and 33,751 corner unknowns. 
The convergence history of the iterative solution of the global interface problem is given 
in Fig. 9.9. The FETI-DP method with the SOTC-TE has a slightly better convergence 
performance than does the cement element method with the SOTC-FULL. 
169 
 
To obtain the gain pattern, we calculate the electric far-field which consists of θ  and 
φ  components. The comparison of the gain patterns in the xz-plane for the co-polarized 
component calculated using different numbers of processors by the two methods is given 
in Fig. 9.10 and Fig. 9.11, respectively. All results are on top of each other. Furthermore, 
the real part of the x- and y-components of the electric field in the xz-plane is plotted in 
Fig. 9.12. It should be mentioned that the near-field electric field distribution is also 
identical. As can be seen, the emitted fields from the dielectric lens are approximately 
plane waves. 
As indicated in Figs. 9.10 and 9.11, up to 128 processors are employed to simulate 
the dielectric lens antenna, for both the FETI-DP method and the cement element method. 
Table 9.3 and Table 9.4 show the corresponding computation time and memory 
consumption. With this information, the computation time and memory consumption are 
plotted as functions of the number of processors and plotted in Figs. 9.13 and 9.14. As 
can be seen, for a fixed number of processors, the FETI-DP method with the SOTC-TE 
usually yields a faster computation and consumes less memory compared to the cement 
element method with the SOTC-FULL. With an increased number of processors, for both 
methods, the simulation generally becomes faster but consumes more memory. 
Next, we examine their parallel efficiency. Based on the computation times in Tables 
9.3 and 9.4, the speedup, which is defined with respect to the wall-clock time using four 
processors as 
4Speedup
pN
T
T
=                                                   (9.8) 
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is plotted in Fig. 9.15. Note that 
pN
T
 is the total wall-clock time using pN  processors. It 
can be seen that the parallel efficiency of the FETI-DP method, which is 47.2% with 128 
processors, is not as good as that of the cement element method, which is 60.7% with 128 
processors. Note that the distributed parallel version of MUMPS is employed to solve the 
coarse problem. The poor scalability with respect to the number of processors of the 
MUMPS package accounts for the deteriorated parallel efficiency of the FETI-DP 
method. 
9.3 Summary 
The accuracy, convergence rate, computation time, and memory usage of the three 
most advanced DDM solvers are investigated and compared for the analysis of the NRL 
phased-array antenna and a 9-by-9 antipodal Fermi antenna array. The major 
observations are listed as follows: 1) For all cases, three solvers yield almost identical 
results and the relative error is determined by the preset tolerance of the BiCGStab solver. 
It is convincing that these DDMs are generating the correct solution, even without 
comparing to the measurement. 2) For the convergence performance, a higher-order TC 
and the coarse grid correction on corners can yield a faster convergence rate in general. 
An exception happens only when the nonconformal FETI-DP with the FOTC and the 
cement element method with the FOTC are used to simulate the NRL array. This 
exception might be caused by the fact that the interface mesh is non-uniform and the 
interaction among antenna elements in the NRL array is very strong. 3) As for the 
computation time, it shows that a faster convergence does not guarantee a faster complete 
simulation. The computational efficiency also depends on how fast the solver provides 
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for the subdomain-level partial solutions and how many interface unknowns are involved. 
Nevertheless, in most cases, a speedup is observed if the iteration count is reduced. 4) 
The memory usage estimation is useful for theoretical prediction, but it is difficult to 
calculate the real memory usage. In both numerical examples, the conformal FETI-DP 
method always occupies the least memory, while the nonconformal FETI-DP method and 
the cement element method have comparable performance. 
Finally, the conformal FETI-DP method and the cement element method with the 
SOTC-FULL are parallelized and implemented on parallel clusters for both the array-
type and general problems. As expected, the computation time is reduced and the 
memory consumption is increased when more and more processors are used for a fixed 
problem. For mesh-conformal cases, the computational efficiency of the FETI-DP 
method is better than that of the cement element method, in terms of the computation 
time and the memory consumption. However, due to the coarse problem, the FETI-DP 
method has a slightly worse parallel efficiency because the parallel sparse direct solver 
used to handle the coarse problem suffers from low parallel efficiency, for both 
factorization and forward/backward substitution. 
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9.4 Figures and Tables 
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Figure 9.1: Radiation pattern of the θ -component in the xz-plane, with the main beam 
steered to o o( , ) (60 ,0 )s sθ φ = , when the interface mesh is conformal. 
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Figure 9.2: Radiation pattern of the φ -component in the yz-plane, with the main beam 
steered to o o( , ) (60 ,0 )s sθ φ = , when the interface mesh is conformal. 
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Figure 9.3: Convergence history of the BiCGStab iterative solution of the global interface 
problem for the NRL antenna array, when the interface mesh is nonconformal. (a) Using 
the 2LM FETI-DP method. (b) Using the LM-based FETI-DP method (c) Using the 
cement element method. (Continued on next page.) 
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Figure 9.3: Continued. 
 
Table 9.1. Computation information of the simulation of the NRL array using different 
solvers, when the main beam is steered to (60o, 0o) and the stopping criterion is set to 10-5. 
Solver Number of 
iterations 
Computation 
time (hours) 
Memory 
(GB) 
Conformal FETI-DP method (FOTC) 443 4.12 4.52 
Conformal FETI-DP method (SOTC-TE) 302 3.16 4.52 
Nonconformal FETI-DP method (FOTC) 458 7.71 7.50 
Nonconformal FETI-DP method (SOTC-TE) 298 5.57 7.50 
Cement element method (FOTC) 415 7.07 5.86 
Cement element method (SOTC-TE) 310 6.12 5.86 
Cement element method (SOTC-FULL) 267 6.54 6.28 
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Figure 9.4: The 9×9 modified antipodal Fermi antenna array under simulation. 
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Figure 9.5: Radiation pattern of the θ -component in the xz-plane, with the main beam 
steered to o o( , ) (0 ,0 )s sθ φ = , when the interface mesh is conformal. 
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Figure 9.6: Radiation pattern of the φ -component in the yz-plane, with the main beam 
steered to o o( , ) (0 ,0 )s sθ φ = , when the interface mesh is conformal. 
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Figure 9.7: Convergence history of the BiCGStab iterative solution of the global interface 
problem for the Fermi antenna array, when the interface mesh is nonconformal. (a) Using 
the 2LM FETI-DP method. (b) Using the LM-based FETI-DP method (c) Using the 
cement element method. (Continued on next page.) 
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Figure 9.7: Continued. 
 
 
 
 
 
 
 
178 
 
Table 9.2. Computation information of the simulation of the 9×9 Fermi antenna array 
using different solvers, when the main beam is steered to (0o, 0o) and the stopping 
criterion is set to 10-6. 
Solver Number of 
iterations 
Computation 
time (hours) 
Memory 
(GB) 
Conformal FETI-DP method (FOTC) 200 3.35 3.74 
Conformal FETI-DP method (SOTC-TE) 98 2.56 3.74 
Nonconformal FETI-DP method (FOTC) 206 5.79 4.38 
Nonconformal FETI-DP method (SOTC-TE) 98 3.93 4.38 
Cement element method (FOTC) 207 8.17 8.66 
Cement element method (SOTC-TE) 116 5.47 8.66 
Cement element method (SOTC-FULL) 103 5.89 9.19 
 
 
 
Figure 9.8: Cross section of a dielectric lens antenna fed by a metallic circular waveguide. 
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Figure 9.9: Convergence history of the iterative solution of the global interface problem 
using the 2LM FETI-DP method with SOTC-TE and the cement element method with 
SOTC-FULL. 
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Figure 9.10: Radiation pattern of the θ -component in the xz-plane, using the 2LM FETI-
DP method with SOTC-TE. 
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Figure 9.11: Radiation pattern of the θ -component in the xz-plane, using the cement 
element method with SOTC-FULL. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
181 
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Figure 9.12: Electric field distributions in the xz-plane. (a) Re( )xE . (b) Re( )yE . 
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Table 9.3. Computation information of the 2LM FETI-DP method (SOTC-TE) for 
simulating the dielectric lens antenna with the stopping criterion set to 10-5. 
Number of processors Computation time (min) Memory (GB) 
4 160.86 49.18 
8 89.98 51.02 
16 49.56 54.96 
32 27.57 63.01 
64 15.99 78.21 
128 10.65 118.22 
 
Table 9.4. Computation information of the cement element method (SOTC-FULL) for 
simulating the dielectric lens antenna with the stopping criterion set to 10-5. 
Number of processors Computation time (min) Memory (GB) 
4 203.63 81.73 
8 114.51 83.92 
16 63.81 87.94 
32 33.70 97.51 
64 18.35 118.41 
128 10.49 173.90 
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Figure 9.13: Comparison of the total computation time for the simulation of the dielectric 
lens antenna, using the 2LM FETI-DP method with SOTC-TE and the cement element 
method with SOTC-FULL, with different numbers of processors. 
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Figure 9.14: Comparison of the peak memory usage for the simulation of the dielectric 
lens antenna, using the 2LM FETI-DP method with SOTC-TE and the cement element 
method with SOTC-FULL, with different numbers of processors. 
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Figure 9.15: Parallel speedup versus the number of processors with Ns = 512. The 
computation time using four processors is taken as the reference. (a) Using the 2LM 
FETI-DP method with SOTC-TE. (b) Using the cement element method with SOTC-
FULL. 
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CHAPTER 10 
CONCLUSION AND FUTURE WORK 
This dissertation is primarily focused on improving the existing conformal FETI-DP 
method and expanding its capability for modern electromagnetic simulations. Several 
attempts have been made in this work. In Chapters 3 and 4, two efficient FETI-DP-based 
nonconformal DDMs have been proposed for solving 3D large-scale electromagnetic 
radiation and scattering problems. With these two methods, the restriction on conformal 
meshes is lifted. Such a capability is important for the analysis of large-scale engineering 
problems which are too large and complex for current meshing tools to generate an 
overall mesh for the entire domain. As a result, the mesh generation step becomes much 
easier and less time consuming. More importantly, the fast convergence property of the 
original conformal FETI-DP method is preserved. In order to increase the convergence 
rate of the iterative solution of their global interface problem, higher-order transmission 
conditions have been incorporated into several FETI-DP methods in Chapter 5. 
Eigenspectrum analysis reveals that a higher-order transmission condition can work 
together with the global corner system to improve the convergence rate. Chapter 6 is 
mainly dedicated to solving the interaction and coupling between finite semi-periodic 
structures and the surrounding environment. To address this problem efficiently, a hybrid 
nonconformal FETI/conformal FETI-DP method has been proposed to deal with the 
mesh-nonconformal and/or geometry-nonconformal inter-region interfaces and the mesh-
conformal and geometry-conformal interfaces within each region, respectively. In 
addition, the repetition in the array structure is fully exploited in order to save time for 
generating the mesh and factorizing repeated subdomain matrices as well. In some open-
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region engineering applications, the outgoing radiated waves are found to be approximate 
plane waves propagating along a specified direction, such as phased-array antenna 
discussed in Chapter 7. To achieve a good absorption performance while minimizing the 
size of the computational domain, an oblique ABC has been applied to the mesh 
truncation in FETI-DP simulations. In Chapter 8, a novel direct solver is proposed for the 
fast monostatic RCS analysis of arbitrarily-shaped and deep cavities with a large aperture 
size. The solver employs waveguide modal fields to expand the dual unknown. The 
resultant interface problem has a much smaller dimension compared to the case where the 
dual known is expanded by hierarchical vector basis functions, thus making a direct 
solution feasible. Finally, three most advanced finite element domain decomposition 
solvers are compared in terms of accuracy, convergence rate, computation time, and 
memory usage through broadband antenna and antenna array examples in Chapter 9. 
As for the future work, one possible research topic is to develop an alternative 
approach, which is called the two-level nested FETI/FETI-DP method for solving multi-
region problems introduced in Chapter 6. If we look at the problem in a hierarchical 
manner, from the coarsest to the finest level, we have an entire domain, regions, 
subdomains, and tetrahedral elements. The basic idea of the two-level method is to 
employ the nonconformal FETI to solve the entire-domain problem by regarding regions 
as “subdomains,” and find out the partial solution in each region using the conformal 
FETI-DP for the true subdomains in each region. To be more specific, on the region level, 
we can regard each region as a “subdomain” and solve the entire domain using one-level 
FETI. As usual, we use an iterative solver to solve the global interface problem first, and 
then recover the solution in each region by using the solved boundary condition. In each 
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iterative step, we need to solve each region once for a given right-hand-side (in the one-
level FETI scheme, this means one-time forward/backward substitutions). For this, we 
use an imbedded lower-level FETI-DP for each region (with conformal meshes). 
Consequently, we obtain a natural inner-outer loop iteration scheme. Note that, at each 
iterative step, seeking the partial solution of every region can be done in parallel. 
Furthermore, the conditioning of the global interface problem on the region level should 
be much better than that on the subdomain level, as it is at a coarser level. Therefore, 
faster convergence of the outer loop can be achieved, as compared to that of one-level 
FETI-DP on the same mesh and decomposed directly into subdomain domains. 
Another possible research topic is to investigate statistical features of phased-array 
antennas using the newly developed FETI-DP methods. For example, defective array 
elements usually show up gradually with age, and it is difficult to locate the 
malfunctioning element antenna in a large phased-array. Therefore, it is necessary to 
design a statistical model to study the degradation effect of random defective elements on 
the overall performance of a phased array. As another example, the phase and amplitude 
variations can change the scan angle of electronic steering antenna arrays. The excitation 
at the feeding port of each element antenna is inevitable to contain some small random 
errors. It is important to investigate the effect of random phase and amplitude variations 
on the overall performance. While this analysis can be carried out using the Monte-Carlo 
method, the required computation will be excessively long. We can develop a more 
efficient method to study this effect based on the stochastic collocation method, which is 
inherently highly paralellizable for analyzing uncertainty. Each set of input parameters 
can be a completely separate run of the deterministic solver (the FETI-DP method in this 
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case). Since these runs are separated, no information needs to be passed during the 
computation, but only at the end when statistical parameters are calculated. For this 
reason, this method is well suited to a high-performance computing environment. 
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