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Abstract
Lumber and wood-based products are versatile construction materials that are susceptible to weak-
ening as a result of applied stresses. To assess the effects of load duration and rate, experiments have
been carried out by applying preset load profiles to sample specimens. This paper studies these effects
via a damage modeling approach, by considering three models in the literature: the Gerhards and Fos-
chi accumulated damage models, and a degradation model based on the gamma process. We present a
statistical framework for fitting these models to failure time data generated by a combination of ramp
and constant load settings, and show how estimation uncertainty can be quantified. The models and
methods are illustrated and compared via a novel analysis of a Hemlock lumber dataset. Practical us-
age of the fitted damage models is demonstrated with an application to long-term reliability prediction
under stochastic future loadings.
1 Introduction
For nearly 70 years it has been recognized in the literature that the strength of wood changes over time due
to applied stresses, as a function of both the duration of the load (Wood, 1951) and the rate at which the load
is applied (Liska et al., 1950). These are known as the “duration-of-load” (DOL) and “rate-of-loading”
(ROL) effects in lumber. In particular, the gradual weakening of lumber over time must be considered in
the construction of wood-based structures, and this factor is governed by appropriate standards to ensure
the long-term reliability of structures (ASTM Standard D6815, 2015).
Experiments have been carried out on lumber specimens to collect empirical data for assessing the
extent of the DOL and ROL effects (e.g., Wood, 1951; Madsen and Johns, 1982; Foschi and Barrett, 1982;
Gerhards and Link, 1987; Karacabeyli and Barrett, 1993). Briefly, the common idea is to design a load
profile τ(t) under which a sample is to be stressed over time t ≥ 0, and record the time to failure for each
sample specimen. Under a ramp load test we have τ(t) = kt, that is, the load is increased linearly at rate
k until the piece breaks. For a constant load test with level τc, the load is first increased linearly τ(t) = kt
for 0 ≤ t ≤ τc/k, after which the load is held at the constant level τc until either the specimen fails or a
preset time T1 is reached, the latter usually being several months or years. The settings for k in the ramp
load test and τc along with T1 in the constant load test are usually varied across different samples. For the
constant load test, when specimens survive the entire duration T1, these survivors can then be ramp loaded
to failure for further study, as seen in Gerhards and Link (1987) and Karacabeyli and Lum (1994). With the
introduction of new engineered wood products such as oriented strand board and cross-laminated timber,
DOL is a continued avenue of research as these wood-based products are also expected to be susceptible
to DOL effects (e.g., Wang et al., 2012; Li and Lam, 2016; Gilbert et al., 2019).
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In the earliest known DOL study, Wood (1951) used his empirical data to fit a curve relating the time-
to-failure and applied load as a percentage of the short-term strength of the piece, and this relationship
has come to be known as the Madison curve. The standard test for measuring short-term strength is a
ramp load test with an average duration of 1 minute (ASTM Standard D4761, 2005), and we denote this
short-term strength by τs and the corresponding ramp load rate by ks. In a similar vein, Karacabeyli
and Barrett (1993) fitted log-linear relationships in a comprehensive ROL study to predict strength under
different ramp loading rates k. However, as a practical limitation, such fitted curves do not have the
capacity to predict time-to-failure and assess reliability under the arbitrary load profiles τ(t) that may be
encountered when lumber is placed in service. For these scenarios, models were needed, which we now
briefly overview.
A general class of models was developed for this purpose, which we refer to as accumulated damage
models (ADMs), see, e.g., Ellingwood and Rosowsky (1991). First define α(t) as the damage sustained by
a specimen over time, with α(0) = 0 indicating no damage and α(Tf ) = 1 when the piece fails at time Tf
as a result of applied stress. Then, the ingenuity of this approach is to model the rate of change in damage
d
dt
α(t) using a differential equation that involves the applied load τ(t) and various parameters. One early
example was proposed by Gerhards (1979) and known as the ‘US model’, which specifies
d
dt
α(t) = exp
(
−A+Bτ(t)
τs
)
(1)
whereA andB can be treated as model parameters or random effects, and τs represents short-term strength
– a key idea being that τs represents the intrinsic strength of a specimen and hence can serve as a kind of
covariate or predictor of its long-term strength properties. With its simplicity and ease of computation,
the US model is still widely-used today (e.g., Gilbert et al., 2019; Wang and Yang, 2019). Care should
be taken to ensure that such ADMs are dimensionally consistent and do not depend on the units of mea-
surement used (Wong and Zidek, 2018); for example, in the equation (1) the left-hand-side strictly should
be multiplied by a constant with units ‘time’ so that both sides are unitless. A more complex ADM was
proposed by Foschi and Barrett (1982) and refined in Foschi and Yao (1986), and has become known as
the ‘Canadian model’. While it has been shown to fit empirical DOL data better than the US counter-
part (Foschi and Yao, 1986), it is not straightforward to fit the Canadian model with random effects using
standard statistical methods; for example, in Hoffmeyer and Sørensen (2007) and Kohler and Svensson
(2011), simplified versions of the Canadian model with fixed effects were considered instead. A principled
approach to handle the random effects and characterize uncertainty was only recently proposed under a
Bayesian framework (Yang et al., 2019). Finally, in recent work an entirely distinct approach from ADMs
was proposed, that uses a gamma process to model degradation with the benefit of having parameters that
are easier to interpret (Wong and Zidek, 2019).
For any chosen damage model, the typical workflow is to fit its parameters based on experimental data.
The fitted model can then be used to predict reliability under a variety of loadings. However, to the best
of our knowledge, only the US model has been previously fitted to data under the three aforementioned
test profiles simultaneously, for model calibration as described in Gerhards and Link (1987). These test
profiles are also illustrated in Figure 1 of Wang and Yang (2019) and analyzed in the context of the US
model. We define them here, for reference in the sequel as follows:
R. Ramp load test τ(t) = kt, with varying loading rates k. When k = ks, this test determines the
short-term strength τs.
C. Constant load test
τ(t) =
{
kt for 0 ≤ t ≤ T0
τc for T0 < t ≤ T1
2
with varying constant load levels τc and durations T1. Note that T0 = τc/k denotes the time required
for the load to initially reach τc.
RCR. Ramp load test of the constant load survivors, τ(t) = k(t−T1) for t > T1, on specimens that survive
to the end of a constant load test. We may call this the ‘ramp-constant-ramp load’ (RCR) test.
As discussed in Gerhards and Link (1987), the US model is limited in its ability to adequately fit all the
data from the different test scenarios. The same three test scenarios were used in the Western hemlock
experiments described in Foschi and Barrett (1982) and Karacabeyli and Lum (1994); however, the RCR
data produced from that experiment have not been previously analyzed in a damage modeling framework.
These considerations motivate the main contributions of this paper. First, we adapt the Canadian
model computational framework of Yang et al. (2019) and the gamma process approach of Wong and
Zidek (2019) to include the fitting of RCR data and R data with varying ROLs. Second, we then analyze
the Foschi and Barrett (1982) and Karacabeyli and Lum (1994) ramp load, constant load, and RCR data
using all three of the US, Canadian, and gamma process models. Third, we perform a reliability analysis
that compares the three fitted models and accounts for estimation certainty. In doing so, we show how
advances in statistical computation can be leveraged in future DOL research, by broadening the suite of
available models for corroborating reliability assessments in engineering applications.
The remainder of the paper is laid out as follows. In section 2, we describe the experiment and data
of Foschi and Barrett (1982). In section 3 we review the three damage models and statistical approaches
for estimation, then adapt the Canadian and gamma process models for handling RCR data. The model
fitting results are shown in section 4. An illustrative reliability analysis comparing the models is presented
in section 5. We conclude with a brief discussion in section 6.
2 Experimental data
The data we analyze in this paper were generated by the experiments first described in Foschi and Barrett
(1982). Samples of (nominal) 2-by-6 Western hemlock lumber, No. 2 grade or better, were tested under a
three-point bending setup with a 3.51m (138 inch) span at a Forintek Canada (the predecessor of today’s
FPInnovations) laboratory in Richmond, British Columbia, Canada. The samples were divided into groups
for different ramp load and constant-load test profiles, such that the distributions of the modulus of elastic-
ity (MOE) were as similar as possible across the groups. All strengths and load levels will subsequently be
given in units of MPa, along with ‘pounds per square inch’ (psi) as used in the original study where help-
ful. The reference loading rate used for determining short-term strength was set as ks = 2678MPa/hour,
which corresponds to an average test duration of approximately one minute. All time units are ‘hours’
unless otherwise specified.
For the ramp load groups, five different load rates k were applied, and these samples are summarized
in Table 1; k is expressed in terms of ks, thus group 3 measures τs since it applies k = ks. These data were
subsequently included in the ROL study by Karacabeyli and Barrett (1993).
For the constant load groups, two different constant load levels (τc) were applied: 20.68 (3000psi)
and 31.02 (4500psi), designed to respectively represent the 5th and 20th percentiles of τs for this size and
species. The rate k = ks was used in the initial phase for increasing the load to the specified constant
load level. Durations of the constant-load test (T1) ranged from 3 months to 4 years. At the end of the
constant load period, the surviving samples were unloaded and ramp-load tested using rate k = ks to yield
RCR data. These groups are summarized in Table 2, where the last three columns indicate the number of
failures grouped by time of occurrence: initial ramp load to τc, constant load period, and ramp load test of
survivors. At the time of writing of Foschi and Barrett (1982), the constant-load test was still in progress
in its first year. The data from the completed constant-load tests were subsequently analyzed in Foschi and
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Table 1: Summary of ramp load data from the Forintek Canada experiment. Five different rates of loading
were used, as indicated in the Rate column in terms of ks.
Group Rate k (×ks) sample size mean time-to-failure mean strength (MPa)
1 1.667× 10−3 140 619 minutes 44.80
2 0.0333 139 31.8 minutes 46.35
3 1.0 139 65.7 seconds 47.83
4 30.0 139 2.13 seconds 46.59
5 1500 140 0.0453 seconds 48.95
Yao (1986) using ADMs. The RCR data were finally examined by Karacabeyli and Lum (1994), where
an empirical assessment of strength degradation due to constant-load was made, but damage models were
not fitted.
Table 2: Summary of constant load and RCR data from the Forintek Canada experiment. Five differ-
ent combinations of constant load level and duration were used, as indicated in the τc and T1 columns
respectively.
# failures during time interval
Group τc T1 sample size t ≤ τc/ks τc/ks < t ≤ T1 t > T1
6 20.68 3 mo. 300 17 18 265
7 20.68 4 yr. 198 4 42 152
8 31.02 3 mo. 98 19 26 53
9 31.02 1 yr. 300 57 97 146
10 31.02 4 yr. 101 23 41 37
3 Damage models and their estimation
In this section we review the US (Gerhards and Link, 1987), Canadian (Foschi and Yao, 1986), and gamma
process (Wong and Zidek, 2019) models. For the latter two, we also show how to adapt existing statistical
estimation procedures to incorporate failure time data from all three test profiles (R, C, and RCR) used in
the experiment.
3.1 US model
The US model was originally introduced by Gerhards (1979), and specifies the damage α(t) for a specimen
according to the differential equation (1). It is the simplest model of the three, and the only one for which
an estimation procedure has been proposed to fit data from the three test profiles (Gerhards and Link,
1987). We summarize this procedure briefly.
First, τs for a piece is assumed to have a log-normal distribution: τs = τM exp(wZ), where τM is set
to be the median short-term strength of the sample, Z is a standard Normal random variable, and w is a
scale parameter to be estimated. Then, under each test profile, the differential equation (1) may be solved
analytically using the conditions α(0) = 0 and α(Tf ) = 1 at the time of failure Tf (solutions are listed
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in Appendix A). Given the failure times Tf in the sample, an iterative weighted nonlinear least squares
(NLS) procedure is then used to estimate the parameters A, B, and w (see Appendix A for details).
3.2 Canadian model
Like the US counterpart, the Canadian model of Foschi and Yao (1986) uses an ODE to describe the
progression of damage α(t) in a specimen. We use the parametrization in Yang et al. (2019) which ensures
the model is coherent under dimensional analysis:
d
dt
α(t)µ = [(aτs)(τ(t)/τs − σ0)+]b + [(cτs)(τ(t)/τs − σ0)+]nα(t) (2)
where a, b, c, n, σ0 are random effects specific to the piece and assumed to follow lognormal distributions,
see Appendix B for details. Further, (x)+ = max(x, 0) and µ is any constant with units ‘time’, which we
set as the time unit used to measure the failure times, namely µ = 1 hour. Finally, as before τs is the short-
term strength, which can be shown to be a function of the five random effects. This model has the feature
of a stress ratio threshold σ0, in that damage to a piece only occurs when τ(t)/τs > σ0, that is, when
the applied load exceeds σ0 times its short-term strength. It has a total of 10 parameters to be estimated,
namely the mean and variance parameters associated with each of the five random effect distributions.
Fitting the Canadian model poses a challenge: unlike the US model, the time-to-failure does not have
analytic solutions under any of the test profiles R, C, or RCR; further, the multiple random effects nested
within the ODE precludes the construction of a standard likelihood or objective function for parameter
estimation. In Yang et al. (2019), a new estimation approach based on approximate Bayesian computation
(ABC) was proposed, which fits the model to ramp and constant load data and characterizes uncertainty
in the parameters. Therein, expressions for time-to-failure under R and C profiles in the case k = ks are
provided as implicit solutions to equations involving the random effects.
Here, we extend that approach by first deriving expressions for failure time under RCR, as well as for
R with different rates of loading k. Under RCR, the failure time Tf when ramp loading is done at the rate
of k = ks can be found as the solution to the equation
H(Tf − T1)− α(T1) = (aτs)
b
(cτs)
n(b+1)/(n+1)
(
µ(n+ 1)
τs/ks
) b−n
n+1
∫ − logH(Tf−T1)
0
e−uu(b+1)/(n+1)−1du (3)
where H(t) is the integrating factor
H(t) = exp
{
− 1
µ
(cτs)
n τs
ks(n+ 1)
(
kst
τs
− σ0
)n+1}
. (4)
Derivation details, along with the expression for α(T1), the damage accumulated by the end of the constant
load period, are presented in Appendix B. Using similar techniques, we also obtain equations for failure
time under R with varying ROLs k (see Appendix B).
Let θ denote the vector of 10 random effects parameters of interest. Then the ABC framework from
Yang et al. (2019) uses a Markov chain Monte Carlo (MCMC) algorithm to fit the model and can be
summarized as follows (the interested reader may refer to that paper for technical details). First, draw
a new value θ′ from a proposal distribution. Second, use θ′ to simulate a set of failure time data, with
the same load profiles and sample sizes as in the real data. It is within this step that the derived failure
time solutions are repeatedly used. Third, summary statistics are calculated from the simulated and real
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datasets; intuitively, θ′ is a good fit to the data if the differences in summary statistics between the simulated
and real datasets are ‘small’. Fourth, the value θ′ is accepted according to a Metropolis-Hastings rule when
the differences are ‘small enough’, and rejected otherwise. After these MCMC steps are repeated a large
number of times, the collection of θ′ values represent the posterior probability distribution of θ from which
parameter estimates and credible intervals (CIs) can be calculated.
This ABC framework was shown to provide good fits to R and C datasets in Yang et al. (2019):
expressed on the log scale, the summary statistics for R were chosen to be 19 equally spaced quantiles of
failure times from 5% to 95%; while for C, the summary statistics were 19 equally spaced quantiles from
5% to 95% of the observed failure times, along with the proportion of pieces surviving to the end of the
constant-load test. We extend the ABC framework by defining a corresponding set of summary statistics
for RCR data: the proportion of pieces surviving to the end of the constant-load test, along with 19 equally
spaced quantiles from 5% to 95% of (Tf − T1) for the RCR portion of the test. With these adaptations, we
are equipped to fit the Canadian model to all of our R, C, and RCR datasets.
3.3 Gamma process model
The gamma process model of Wong and Zidek (2019) takes an alternative approach to modeling damage:
the accumulation of damage within a specimen is viewed as a stochastic (random) process, rather than
a process determined by an ODE. Denote this stochastic process representing damage by Y (t) which is
non-decreasing over time t ≥ 0, again scaled such that Y (0) = 0 is the initial state with no damage,
and Y (Tf ) = 1 at the failure time Tf . Then, as is common in degradation modeling applications, Y (t)
is assumed to follow a gamma process: the damage that accumulates between times t1 < t2, namely
Y (t2)−Y (t1), has a gamma distribution with scale parameter ξ and shape parameter η(t2)− η(t1), where
η(t) is a non-decreasing function over time. We may call η(t) the time-varying shape parameter for the
gamma process, which depends on the load history τ(t); t ≥ 0. In this way, the effect of the load profile is
captured by η(t), while the variability among pieces is captured by Y (t).
First taking the simple case of a constant load τ applied from time 0 to t, the authors considered
modeling the shape parameter via
η(t) = u g(t)× (τ − τ ∗)+, (5)
where u is a scaling parameter, τ ∗ is the stress threshold below which no damage occurs, and g(·) is an
increasing function due to the DOL effect. This idea is generalized to handle arbitrary load profiles τ(t)
that vary over time, by defining
η(t) = u
m∑
i=1
g(t˜i)× [(τi − τ ∗)+ − (τi−1 − τ ∗)+] , (6)
where now 0 = τ0 < τ1 < τ2 < · · · < τm is a sequence of load levels such that max{τ(t); t ≥ 0} ≤ τm,
and t˜i is the total time duration for which τ(t) ≥ τi. Thus for load levels above the stress threshold τ ∗,
u(τi − τi−1) captures the contribution of the load increment from τi−1 to τi, and g(t˜i) captures the DOL
effect of that load increment. It can be seen that (6) naturally simplifies to (5) in the special case of a
constant load τ from time 0 to t, by setting τm = τ .
Standard likelihood-based statistical methods can be applied to this gamma process model, and demon-
strated on R and C data in Wong and Zidek (2019). It is straightforward to extend its applicability to the
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RCR profile, for example, when τc = 31.02 and k = ks then for the load thresholds τi = 30 and τi′ = 40,
t˜i =

0 for t ≤ 30/ks
t− 30/ks for 30/ks < t ≤ T1
T1 − 30/ks for T1 < t ≤ T1 + 30/ks
t− 2× 30/ks for T1 + 30/ks < t
and
t˜i′ =
{
0 for t ≤ T1 + 40/ks
t− (T1 + 40/ks) for t > T1 + 40/ks
are the total time durations for which the loads exceed 30 and 40 respectively, as functions of t.
The specific choice of g(·) that governs the effect of load duration is designed to be adaptable. The
failure times in our datasets range from a fraction of a second to several years. To increase flexibility
for fitting this large temporal range of data, we adopt a piece-wise (or broken) power law (e.g., Agnew,
1992): g(t) ∝ (t/ti)ai for ti−1 < t ≤ ti, where t0 = 0 and t1, t2, . . . is a sequence of time breakpoints
with corresponding powers a1, a2, . . . to be estimated. The constant of proportionality is set to ensure a
continuous curve. We use a standard statistical model selection criterion, namely the BIC (Schwarz et al.,
1978), to determine the appropriate number of time breakpoints to include in the final fitted model. Note
that the BIC is similar in principle to the well-known AIC (Akaike, 1974), but penalizes over-fitting with
too many parameters more strongly than AIC.
4 Model fitting results
In this section we show the results of applying the model fitting procedures to the experimental data, and
then make comparisons between the three models considered.
4.1 Assessing goodness-of-fit
An important aspect of model fitting involves assessing the goodness-of-fit to the data. For this purpose,
we follow the same procedure for each fitted model. Using the parameter estimates, we simulate 100,000
failure times from the model for the load profile corresponding to each group listed in Tables 1 and 2. Then,
to facilitate visual assessment across different time scales, we represent each failure time Tf using the
corresponding load level sustained at failure, τ(Tf ). We use these values from the simulated and real data
to construct a quantile-quantile (QQ) plot for each group; when the model fits well, the points will largely
follow the 45 degree (y = x) line. Further, for quantitative model assessment, we also calculate the value of
the likelihood function at the parameter estimates. For the US and Canadian models the likelihood cannot
be explicitly calculated, but a large set of simulated failure times may be used to numerically approximate
its value (Yang et al., 2019); to do so, we use kernel density estimation (KDE) on the 100,000 simulated
failure times to approximate the probability density of the failure time distribution for each group. The
specific KDE implementation we used is from Botev et al. (2010).
4.2 US model
The median short-term strength of the sample (i.e., the median of group 3) is τM = 44.60. Two points
from the RCR data of group 6 had to be excluded from the fitting process due to incompatibility with the
Gerhards and Link (1987) NLS procedure (see Appendix A). By fitting the US model to all 10 groups, we
7
obtain the parameter estimates A = 68.46(1.75), B = 79.65(1.91), and w = 0.4259(0.0024), standard
errors in brackets. Using these parameter estimates, we simulated 100,000 failure times from the US
model for each of the 10 load profiles. The QQ plots to visually assess the goodness-of-fit (as discussed
in Section 4.1) are shown in Figure 1, with each panel corresponding to the labelled group number.
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Figure 1: QQ plots for the fitted US model. Each panel is labelled with the corresponding group number
in the Forintek Canada dataset (see Tables 1 and 2).
The plots indicate that the fit is reasonable overall for the ROL data (groups 1-5); the deviations are
primarily in the stronger pieces, where the model over-predicts their strength at failure. The fit is less
satisfactory for the RCR data, as seen in the bottom panels (groups 6-10). The horizontal sequence of
points seen in panels 7 to 10 show that the US model tends to underestimate the number of failures that
occur during the constant load period (where τc = 20.68 for group 7, and τc = 31.02 for groups 8,
9, and 10). The fit is poor for group 10, where the strengths of the constant-load survivors are largely
over-estimated. We examine the fits to the constant load period in more detail in section 4.5.
The approximate value of the log-likelihood at the parameter estimates is 2960, by using KDE on the
simulated failure times to obtain their probability density (see Section 4.1).
4.3 Canadian model
We ran the ABC-based MCMC model fitting procedure discussed in section 3.2, following these algo-
rithmic settings as in Yang et al. (2019): first, short tuning runs were used to determine an appropriate
tolerance bandwidth of δ = 2.0; then, we obtained our final 500 posterior samples of θ by using a burn-in
length of 100,000 iterations and a thinning interval of 10,000. For each of these 500 sampled values of
θ, we simulated 100,000 failure times from the Canadian model under the 10 different load profiles, and
used these failure times to compute approximate log-likelihood values. We take the sampled θ yielding the
highest log-likelihood to be the parameter estimates, to facilitate our subsequent comparisons with other
models. These are shown in Table 3 alongside 95% credible intervals, obtained by taking the 0.025 and
0.975 quantiles of the 500 MCMC samples of θ.
QQ plots to visually assess the goodness-of-fit (as discussed in Section 4.1) are shown in Figure 2, with
each panel labelled with the corresponding group number. The plots show fits to the ROL data (groups
1-5) that are nearly indistinguishable from the US counterpart in Figure 1. In contrast, the fits to the RCR
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data (groups 6-10) are noticeably better than the US model, especially for groups 7 and 9; the deviation
in the group 10 fit is also less pronounced. The approximate value of the log-likelihood at the parameter
estimates is 3131, by using KDE on the simulated failure times to obtain their probability density (see
Section 4.1).
Table 3: Summary of fitted Canadian model parameters: estimates and 95% credible intervals based on
the 0.025 and 0.975 quantiles of the MCMC samples. The notation µx and σx denotes the lognormal mean
and variance parameters associated with the random effect x in the Canadian model (2).
Parameter Estimate 95% interval
µa -12.6 (-13.2, -12.2)
σa 0.41 (0.16, 0.43)
µb 3.66 (2.99, 4.11)
σb 0.09 (0.06, 0.30)
µc -46.4 (-58.9, -13.0)
σc 0.21 (0.06, 0.87)
µn -1.89 (-2.38, 0.09)
σn 0.33 (0.06, 0.55)
µσ0 0.39 (-0.93, 0.90)
σσ0 0.15 (0.07, 0.50)
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Figure 2: QQ plots for the fitted Canadian model. Each panel is labelled with the corresponding group
number in the Forintek Canada dataset (see Tables 1 and 2).
4.4 Gamma process model
We fit the gamma process model as discussed in section 3.3, following these algorithmic details as in Wong
and Zidek (2019): load increments of τi − τi−1 = 0.1379 (20psi) for the sequence of load levels, uniform
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priors for MCMC sampling from the posterior distributions of the parameters, and 100,000 MCMC itera-
tions. To determine the number of time breakpoints for the piece-wise power law, the model was first fitted
with no breakpoints, and then breakpoints were added one at a time until the BIC did not show further
improvement. For calculation of BIC, we used the parameters among the MCMC samples that had the
highest log-likelihood. We obtained BICs of -6085, -6172, -6185, and -6180, corresponding to 0, 1, 2,
and 3 breakpoints respectively. Thus, we included 2 breakpoints in our final model, corresponding to the
lowest BIC value obtained and a log-likelihood of 3122.
As before, we take the sampled parameter values yielding the highest log-likelihood to be the estimate.
These are shown in Table 4 alongside 95% credible intervals, obtained by taking the 0.025 and 0.975
quantiles of the MCMC samples. Note that a1, a2, a3 and t1, t2 are the powers and times associated with
the 2 breakpoints; namely, the first piece of the power law is estimated as g(t) = (t/0.00144)3.7e−9 for
0 < t ≤ 0.00144 hours. We observe that a1 is very close to zero, indicating that the model suggests no
apparent DOL effect in the initial 0.00144 hours (approximately 5 seconds) of loading. Also of note is
that there is no clear load threshold, as the credible interval for τ ∗ indicates the threshold can plausibly be
zero.
QQ plots to visually assess the goodness-of-fit (as discussed in Section 4.1) are shown in Figure 3,
with each panel labelled with the corresponding group number. The plots have some notable differences
compared to Figures 1 and 2. First, the gamma process fits handle the strongest pieces well, resulting in
much fewer outliers in all the groups. Second, it relatively overestimates the strength of the group 4 ramp
load. Third, the model has mixed results with RCR data: it struggles with groups 7, 8, and 9, showing
similar weaknesses as in the US model; however, it also provides the best visual fit to groups 6 and 10.
Table 4: Summary of fitted Gamma process model parameters: estimates and 95% credible intervals based
on the 0.025 and 0.975 quantiles of MCMC samples.
Parameter Estimate 95% interval
u 0.084 (0.077, 0.104)
a1 3.7× 10−9 (4.6× 10−14, 2.1× 10−3)
a2 0.027 (0.018, 0.028)
a3 0.094 (0.054, 0.103)
t1 0.00144 (0.00015, 0.00493)
t2 2327 (289, 2890)
τ ∗ 4.35 (0, 4.45)
ξ 0.27 (0.20, 0.30)
4.5 Comparing the models
The three models considered differ in the number of estimated parameters: the US model has three, the
Canadian model has 10, while the gamma process model (with 2 breakpoints) has eight. Naturally, more
complex models are expected to provide better fits to the data; thus, statistical criteria for model compar-
ison such as BIC take into account the number of parameters estimated. Using the log-likelihood values
for each model, the calculated BICs for the US, Canadian, and gamma process models are -5898, -6188,
and -6184, respectively (lower is better). Equivalently, the likelihood ratio of the US model to either of
the Canadian or gamma process models is ≈ 0, after compensating for the differences in the number of
parameters; the likelihood ratio of the Canadian model to the gamma process model is 55, after compen-
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Figure 3: QQ plots for the fitted gamma process model. Each panel is labelled with the corresponding
group number in the Forintek Canada dataset (see Tables 1 and 2).
sating for the two additional parameters in the Canadian model. Thus according to this criterion (Kass and
Raftery, 1995), for these data the Canadian and gamma process models are very strongly preferred over
the US model, while the Canadian model is somewhat preferred over the gamma process model.
As a further visual comparison of the fitted models, we take a closer look at the constant load portion
of the data in Figure 4. Here, the empirical distributions of failures occurring before the end of the constant
load period are plotted for groups 6-10, with failure time shown on the log scale. The fitted distributions
for the three models are superimposed as dotted and dashed lines. It can be seen that the Canadian model
best fits this aspect of the data, and most closely follows the empirical distributions. The US model does
not have the flexibility to fit the non-linear shape of the empirical distributions in these plots, while the
gamma process model can only partially model this aspect via its piece-wise power law.
Finally, we note that none of the models uniformly provides the best fit to all 10 groups individually, as
seen in the visual assessments in Figures 1 through 4. The main appealing feature of the US model remains
its simplicity. Using the statistical techniques presented, it is now viable to apply the Canadian model to
these datasets and achieve substantially better fits than its US counterpart within the ADM framework,
especially for the constant load data. The gamma process model differs conceptually from the ADMs by
having a closed-form likelihood for failure times that bypasses the need for numerical simulation, and it
also has power-law parameters that are easy to interpret.
5 Reliability analysis
An important goal of damage modeling is to conduct reliability assessments of members under various
stochastic loadings. To illustrate this analysis using our three fitted models, we adopt procedures similar
to those used in other recent studies for generating stochastic load profiles τ(t) (e.g., Li and Lam, 2016;
Gilbert et al., 2019; Yang et al., 2019). The load profile is given by
τ(t) = φRo
γD˜d + D˜l(t)
γαd + αl
(7)
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Figure 4: Failure time distributions of the constant load data (groups 6-10), plotted on the log scale. The
points indicate the observed failure times, while the lines compare the fits of the US, Canadian, and gamma
process models.
where φ is the performance factor applied multiplicatively to the characteristic strength Ro of the lumber
population. We take Ro = 20.68, the approximate 5th percentile of the Hemlock species under consider-
ation. The random variables D˜d and D˜l represent the standardized dead and live loads. The dead-to-live
load ratio γ is taken to be 0.25, as used previously in Li and Lam (2016) and Yang et al. (2019). The
values αd = 1.25 and αl = 1.5 are used in the National Building Code of Canada (NBCC) 2015 edition.
A reference time period of 50 years is used, as recommended in Bartlett et al. (2003).
To complete the load specification, probability distributions are assigned to D˜d and D˜l(t). The stan-
dardized dead load D˜d is assumed to follow a Normal distribution with mean 1.05 and SD 0.1 (Bartlett
et al., 2003), and fixed for the lifetime of the structure. The live load is assumed to vary over time, con-
sisting of a sustained component and an extraordinary component, so that D˜l(t) = D˜s(t) + D˜e(t) (Foschi
et al., 1989; Gilbert et al., 2019). The specific parameters for these components are adopted from the
residential load profile in Foschi et al. (1989). D˜s(t) consists of exponentially distributed periods with
mean duration 10 years, and the size of the load in each period is generated from a gamma distribution
with shape parameter 3.122 and scale parameter 0.0481. Meanwhile, D˜e(t) consists of brief periods with
extraordinary loads, where each has exponential duration with mean 2 weeks and gamma distributed size
with shape parameter 0.826 and scale parameter 0.1023; the time between occurrences of extraordinary
loads is also exponentially distributed with mean one year.
Under the first order reliability method (FORM, see Madsen et al., 2006), the reliability index β for
a given φ is then calculated as β = −Φ−1(pf ), where Φ is the standard Normal cumulative distribution
function and pf is the probability of failure based on a large number NR of simulated load profiles in
equation (7). Using our parameter estimates for the three fitted models, we compute β over a range of
φ values, using NR = 100, 000 for each value of φ. The resulting curves are shown in Figure 5, along
with 95% interval bands that account for uncertainty in the parameter estimates. For the Canadian and
gamma process models, the 95% credible limits are obtained by calculating β with the MCMC samples
of the parameters. To obtain the 95% confidence limits for the US model, we assume the parameters are
approximately normally distributed with mean and SD given by their estimates and standard errors from
the NLS procedure.
We find that the estimated reliability indices based on the fitted US and Canadian models are remark-
ably similar for this example, given the differences in the quality of their fits to the Forintek dataset. The
Canadian model suggests that there is substantially more variability due to parameter uncertainty, com-
pared to the US model estimated via NLS. The gamma process model predicts a higher probability of
failure than both ADMs. However, after accounting for parameter uncertainty, the 95% bands for the
Canadian and gamma process models overlap for all φ ≥ 1.0.
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Figure 5: Reliability analysis results under residential loads. The black lines show the φ− β relationship
for the fitted US, Canadian, and gamma process models; the corresponding grey bands are 95% intervals
resulting from the uncertainties associated with the parameter estimates.
6 Discussion and conclusions
In this paper, we presented three damage models – the US ADM, Canadian ADM, and a gamma process
model – and associated statistical methods to fit these models to experimental data. We considered the
ramp load, constant load, and ramp-constant-ramp load test scenarios that have been previously used
to assess the effects of load duration and rate on wood products. We showed how to extend existing
methodology to fit failure time data from these scenarios in a coherent statistical framework that quantifies
estimation uncertainty. The models and methods were demonstrated via a novel analysis of a Hemlock
dataset and an application to reliability analysis was made.
This work illustrates the powerful analyses that can now be carried with modern statistical compu-
tation. We anticipate that the methods presented can be useful to practitioners working with DOL and
ROL data, for example, from experiments involving new engineered wood products. To facilitate the
use of these methods, the programs and code for carrying out these analyses are provided in the Github
repository https://github.com/wongswk/damage-models.
We note that there is also practical utility from analyzing DOL and ROL data with multiple models.
Since all models are approximations, there is model uncertainty associated with conducting reliability
analyses over a 50-year period based on accelerated testing. This is in addition to uncertainties in the
parameter estimates that are quantified by the methods presented. Thus, it can be helpful to examine
the range of possible reliability outcomes across different models, and potentially combine the results
using some expert judgment. Finally, while our analyses in this paper were entirely data-driven, one may
also incorporate expert knowledge at the model fitting stage, by imposing priors or constraints on model
parameters.
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A US model fitting details
The analytic solutions of the time-to-failure for the US model are as follows, under the three test profiles
considered (where B′ = B/τM ):
R. Tf = [exp(wZ)/(B′k)] log{[B′k/ exp(wZ)] exp(A) + 1}
C. Tf = τc/k − exp(wZ)/(B′k) + {exp[−B′τc/ exp(wZ)]}[exp(wZ)/(B′k) + exp(A)]
RCR. Tf − T1 = [exp(wZ)/(B′k)] log{[B′k/ exp(wZ)] exp(A)(1 − α(T1)) + 1}, where α(T1) = (T1 −
T0) exp[−A+B′τc/ exp(wZ)]+exp(−A) exp(wZ)/(B′k){exp[B′k/ exp(wZ)]−1} is the damage
sustained by the end of the constant load test.
The expressions for R and C are also given in Gerhards and Link (1987), equations 5 and 6.
For each specimen, the difference used for nonlinear least squares is log(LHS)−log(RHS) from the
equation (R, C, or RCR) corresponding to the scenario when failure occurred; the value substituted for Z
is the expected value of its standard Normal order statistic within that sample. As noted in Gerhards and
Link (1987), this substitution is an approximation that may be incompatible with a few observations by
causing the RHS of the RCR equation to involve the logarithm of a negative value; such data points are
excluded from the fit. To account for the time scale variation between ramp and constant load and maintain
homoscedasticity, the residuals for the constant load data are reweighted by a factor of 1/(B′τc) using the
current estimate of B′. Parameter estimation and reweighting is done iteratively until convergence. See
Gerhards and Link (1987) for additional details.
B Canadian model fitting details
As in Yang et al. (2019), the random effect distributions are assumed to be as follows:
a|µa, σa ∼ Log-Normal(µa, σa)
b|µb, σb ∼ Log-Normal(µb, σb)
c|µc, σc ∼ Log-Normal(µc, σc)
n|µn, σn ∼ Log-Normal(µn, σn)
η|µσ0 , σσ0 ∼ Log-Normal(µσ0 , σσ0) and set σ0 =
η
1 + η
.
As shown in Wong and Zidek (2018) and Yang et al. (2019) and reproduced here to aid exposition, the
solution Ts for time-to-failure under a ramp-load test with k = ks is determined by the equation
H(Ts) =
(akTs)
b
(ckTs)
n(b+1)/(n+1)
(
µ(n+ 1)
Ts
) b−n
n+1
∫ − logH(Ts)
0
e−uu(b+1)/(n+1)−1du (8)
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where H(t) is the integrating factor in equation (4).
Thus Ts (and hence τs = ksTs) is implicitly a function of a, b, c, n, σ0; given the values of these
random effects, we first compute τs. Further, a constant–load test that sets k = ks for the initial ramp-
loading portion (t ≤ T0) then has a failure time Tc that can be expressed in terms of Ts and the random
effects, namely
Tc = − 1
C2
log
(
C1
C2
H?(T0) + C3
1 + C1
C2
)
where
C1 =
1
µ
[
akTs
(
T0
Ts
− σ0
)]b
C2 =
1
µ
[
ckTs
(
T0
Ts
− σ0
)]n
C3 = α(T0)H
?(T0)
H?(T0) = exp {−C2T0}
α(T0) =
1
H(T0)
(akTs)
b
(ckTs)
n(b+1)/(n+1)
(
µ(n+ 1)
Ts
) b−n
n+1
∫ − logH(T0)
0
e−uu(b+1)/(n+1)−1du.
RCR solution. Continuing from this result, we need the damage sustained α(T1) for pieces that have
not failed by the end of the constant load test. During the constant load period T0 ≤ t ≤ T1 when
τ(t) = τc, we have ddt
[
e−C2tα(t)
]
= C1e
−C2t and so integration yields
α(T1) = e
C2(T1−T0)α(T0) +
C1
C2
(
1− eC2(T1−T0)) .
When α(T1) < 1, the RCR test applies τ(t) = k(t − T1) for t > T1 with k = ks to yield failure time Tf .
Using the same integrating factor defined in equation (4), we now have for t > T1
d
dt
[α(t)H(t− T1)] = 1
µ
·H(t− T1)
[
akTs
(
t− T1
Ts
− σ0
)]b
.
Damage begins accumulating again at t = T1 + σ0Ts, so integrating over T1 ≤ t ≤ Tf we obtain
α(Tf )H(Tf − T1)− α(T1) =
∫ Tf−T1
σ0Ts
1
µ
·H(t)
[
akTs
(
t
Ts
− σ0
)]b
dt.
Finally the change of variables u = − logH(Tf − T1) yields equation (3) that can be solved for Tf .
ROL solution. Now we consider ramp load tests with varying rates of loading k. After solving for τs,
write the integrating factor
H˜(t) = exp
{
− 1
µ
(cτs)
n τs
k(n+ 1)
(
kt
τs
− σ0
)n+1}
.
Then under τ(t) = kt, the failure time Tf is the solution to this equation, which may be derived analo-
gously to (8),
H˜(Tf ) =
(aτs)
b
(cτs)
n(b+1)/(n+1)
(
µk(n+ 1)
τs
) b−n
n+1
∫ − log H˜(Tf )
0
e−uu(b+1)/(n+1)−1du.
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