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CHAPTER 1
INTRODUCTION
Since the first wave of encouragement in the fifties, 
several thousand U.S. corporations have gone public. 
In so doing, owners and managements expected to 
achieve enhanced liquidity for their existing stockholders 
and internal and external growth stimulated by an active 
secondary public market for their shares.
Today -- in spite of countless articles over the past 
25 years concerning the benefits of being a publicly 
held company — a large number of corporations1 are 
having second thoughts about being public. . .
Disenchantment with public ownership during the decade of the 
1970's contributed to the emergence of a trend for publicly owned 
corporations to change to private ownership or "go private." For pur­
poses of this study, "going private" is defined as deregistration under 
the Securities Exchange Act of 1934. Deregistration occurs when the 
number of stockholders sharing ownership in the firm is reduced to 
fewer than 300. Deregistration can be accomplished by any of the 
following methods:
1. Cash tender offer by the issuer. The corporation pur­
chases for cash all or a sufficiently large number of shares of 
publicly held stock to reduce the number of stockholders of record to 
fewer than 300.
2. Exchange offer. The corporation issues debentures or 
notes in exchange for all or a sufficiently large number of shares of 
publicly held stock to reduce the number of stockholders of record to 
fewer than 300.
1Jake Taylor, "Going Private," Financial Executive, 46 
(April 1978), 30.
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3. Merger with a private concern. A public company 
merges into a non-public corporation based upon an exchange rate that 
assures that only the largest stockholders will receive full shares in 
the non-public corporation. Thus, the remaining stockholders are 
paid cash for their fractional share interest.
4. Cash tender offer by insiders. Insiders, who are 
principal stockholders, purchase for cash all or a sufficiently large 
number of shares of publicly held stock to reduce the number of stock­
holders of record to fewer than 300. In many cases, this form of 
going private may be accomplished through the creation, by insiders, 
of a new corporation which then purchases the publicly held stock. 
When accomplished in this manner, method 4 effectively comes under the 
classification of method 3, Merger with a private concern.
5. Reverse stock split. The corporation effects a 
reverse stock split such that after the split the number of stock­
holders of record is fewer than 300. For example,
The company announces that each shareholder has 
to turn in, say, 500 shares to get one new share in 
exchange. Any investor with less than 500 shares may 
get cash or he may be able to2 put up the additional 
money to buy one whole share.
The possibility exists that a firm might go private by some 
combination of these methods. For example, methods 1 and 2 might 
be used simultaneously as the firm pays for a portion of its stock 
repurchase with cash and exchanges debentures or notes for the 
repurchase of other shares. For the remainder of this paper the
2
Arlene Hershman, "Going Private -- Or How to Squeeze 
Investors," Dun's Review, 105 (January 1975), 38.
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terminology ex-public firm will be used interchangeably with a firm 
that has changed to private ownership and the terminology public firm 
will be used interchangeably with a firm that remains publicly owned.
All of the methods described here for accomplishing a change to 
private ownership represent actions controlled by corporate manage­
ment and/or stockholders who possess significant influence over
3 
corporate policy. As such, a decision by a corporation to go private 
reflects the perception by management and/or stockholders with 
significant influence that existing circumstances make private 
ownership preferable to public ownership.
Purpose and Justification of the Study
Purpose. The primary purpose of this study is to investigate 
whether firms which change to private ownership possess attributes 
during the time leading to the change that differentiate them from 
firms which remain publicly owned. The information used in the 
study is widely available to the public and exists in the form 
of financial data obtainable from published corporate financial 
statements, other readily available financial data (i.e., stock 
distribution information), and stock market data. Toward the 
stated purpose, the study will attempt to develop a model which 
can reliably classify corporations which have gone private and 
corporations which have not gone private.
3
Stockholders who possess significant influence are defined here 
as owners who are not part of management but have a sufficient number 
of shares of stock to allow them the ability to accomplish the return 
of a firm to private ownership.
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The development of a model aimed at differentiating between public 
and ex-public firms will serve to identify those attributes which best 
differentiate firms which will go private at some point in the 
immediate future, i.e., within two years. No assumption is made in 
the study concerning the input to any specific investor decision model. 
The assumption is made, however, that the rational investor makes use 
of available financial and stock market data in his decision model. 
This assumption represents the rationale for the preparation of 
corporate financial statements and the wide-spread availability of 
stock market data.
The investigation of the ability to differentiate between public 
and ex-public firms includes an attempt to identify a subset of the 
available financial and stock market data which differentiates ex­
public firms from public firms better than all other subsets consider­
ed in the study. Because not all possible variables are included in 
the study, as well as other limiting factors, the identification of 
a best subset within the study cannot be considered to be the "best" 
subset for future investor decision models. However, identification 
of a best subset of discriminating variables within the scope of the 
study does represent, through its focusing nature, an improvement to 
investors' decision-making processes.
Justification. Improved investor decision-making processes re­
lating to going private transactions are recognized in Hershman's 
discussion of how minority investors ". . .have discovered that plung­
ing prices are not the only danger in owning shares in an American 
corporation these days. There is a new peril called 'going
5
4 
private'. She expands on the use of the term peril by stating:
However one looks at it, "going private" is most often a 
no-win situation for public stockholders. For the buy-out 
price is almost always a small fraction of what the investor 
paid for the stock. The price, moreover, is determined by 
a consultant hired by the buyers. The investors have the 
choice of taking what is offered or holding a stock that is 
no longer readily marketable. And the insiders have formid­
able legal devices available to fight investors who refuse 
the company's offer.5
While this description has the potential for overstatement, the minor­
ity investor quite likely finds himself faced with a choice among 
unfavorable alternatives.
Schnepper implies recognition of the value of improving investor 
information in his statement that:
. . .the possibility that a public corporation will "go 
private" is a fundamental risk that the professional 
financial analyst must take into account when making 
knowledgeable investment decisions.6
Schnepper goes on to discuss the legal implications of court decisions 
involving minority stockholders' attempts to protect what they view as 
their legal rights. While the legal aspects of going private go 
beyond the scope of the study, the value of identifying character­
istics of firms which intend to go private is magnified by the fact 
that, as Schnepper states:
. . .what remains, therefore, to protect the rights of 
minority shareholders are the individual state corporate 
statutes. As long as corporate managers and directors 
can continue to choose their state of incorporation, they
4
Hershman, "Going Private," p.38.
5 
Ibid.
6 Jeff A. Schnepper, '"Going Private' -- Implications of the Santa 
Fe Case for Shareholders and Security Analysts," Financial Analysts 
Journal, 34 (March-April 1978), 45.
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can choose the lays that will govern the corporation's 
internal affairs.7
Schnepper goes on to acknowledge that
The states... have historically competed for local business 
incorporation by offering statutes that provide maximum 
flexibility for management.8
In response to the minority shareholder position in going 
private transactions, the Securities and Exchange Commission (SEC) 
has, since Schnepper's article in 1978, augmented its application of 
the Securities Act of 1933 and the Securities Exchange Act of 1934. 
9
The SEC instituted Rule 13e-3 and related Schedule 13E-3 and
Rule 13e-4 and related Schedule 13E-4 10 which represent increased 
regulation of going-private transactions and issuer or affiliate 
tender offers respectively. Both new rules became effective in 
September, 1979.
With regard to Rule 13e-3, the SEC concluded that any question 
concerning the Commission's available resources and expertise to deal 
with the regulation of fairness of going private transactions "should 
be deferred until there is an opportunity to determine the efficacy of 
the provisions of Rule 13e-3." 11 In further discussion, the Commission 
stated that "Further developments in the remedies provided by state law 
for unfairness in 'going private' transactions will also be important




Securities Exchange Act Release No. 34-16075 (August 8, 1979), 
44 FR 46736.
10Securities Exchange Act Release No. 34-16112 (August 22, 1979), 
44 FR 49406.
11See August 8, 1979, Release, 44 FR at 46736.
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12 in. this regard," implying that state regulatory power is not 
to be usurped by Rule 13e-3.
In the interim, the Commission believes that the 
protection of investors will be enhanced substantially 
by the more meaningful disclosure, particularly with 
respect to the fairness of going private trans­
actions, and other protections afforded by 
Rule 13e-3. 13
The Commission commented that "Rule 13e-4 is appropriate to 
insure that issuer tender offers are conducted in a manner free of 
14 deceptive, manipulative and fraudulent acts and practices. . ." 
The Commission also indicated that this policy was adopted in 
response to its concern "that tender offers are conducted on 
appropriate terms and conditions in light of the special market and 
15 investment decision problems which attend such offers."
The possibility exists that regulations instituted in Rules 13e-3 
and 13e-4 may produce a body of firms changing to private owner­
ship after September, 1979, which possess a set of financial 
characteristics different from those firms that changed to private 
ownership prior to September, 1979. At the time of this study, 
this possibility can be neither substantiated nor refuted. Should 
this possibility prove unsubstantiated with the passage of time, a 
model developed by this study will have relevance when applied 
to an investigation of firms going private after September, 1979.
12 Ibid.
13 Ibid.
14See August 22, 1979 Release, 44 FR at 49407.
15Ibid.
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If a different set of financial characteristics evolves for firms 
going private after September, 1979, the model developed from firms 
changing to private ownership prior to September, 1979, will be of 
value for comparison with a post September, 1979, model. The 
comparison of models may serve as a means of evaluating possible 
effects of Rules 13e-3 and 13e-4 on going private transactions.
Hypotheses of the Study
The general hypothesis of the study is that public and ex-public 
firms possess different attributes prior to the ex-public firms' change 
to private ownership. It is also part of the study's general hypo­
thesis that these attributes are reflected in financial ratios, other 
readily available financial data, and/or market data.
The null hypotheses to be tested and the alternative hypotheses 
can be stated as:
H01: Differentiation between public firms and ex-public
firms is not possible through analysis of the 
selected financial ratios and other readily available 
economic data.
HA1: Differentiation between public firms and ex-public
firms is possible through analysis of the selected 
financial ratios and other readily available economic 
data.
H02: Differentiation between public firms and ex-public 
firms is not possible through analysis of the selected 
financial ratios.
HA2: Differentiation between public firms and ex-public
firms is possible through analysis of the selected 
financial ratios.
H03: Differentiation between public firms and ex-public
firms is not possible through analysis of the selected 
other readily available economic data.
9
HA3: Differentiation between public firms and ex-public 
firms is possible through analysis of the selected 
other readily available economic data.
The second null hypothesis is a subset of the first. As such, 
it is a test of informational content of accounting data taken solely 
from the financial statements. The third null hypothesis is also a 
subset of the first. The second and third null hypotheses being 
subsets of the first null hypothesis require that if H01 cannot be 
rejected, H02 and H03 cannot be rejected.
Each of the null hypotheses expressed are tested for each of 
the two-years-prior to going private. For purposes of the study, 
the "first-year-prior to going private" is defined as that year 
included in the most recent financial statements prior to the year 
that the firm achieved private ownership. The "second-year-prior 
to going private" is defined as the fiscal year preceding the first 
year. Two years are included in the study as a means of investigat­
ing whether the ability to differentiate between public and ex-public 
firms varies as the ex-public firms' change to private ownership 
approaches. The use of two years' information also facilitates an 
investigation of whether the attributes which are most important in 
differentiating between the groups remain static as the change to 
private ownership approaches.
As a basis for testing the study's null hypotheses, it is 
assumed that certain benefits and certain costs (or lack of benefits) 
are associated with being publicly owned and with being privately 
owned. The benefits and costs of the alternative forms of ownership 
as perceived by management and/or stockholders who possess 
significant influence over corporate policy can be identified as:
10
(1) Perceived Benefits of Being Privately Owned (PBPri), (2) 
Perceived Costs of Being Privately Owned (PCPri), (3) Perceived 
Net Benefit or Cost of Private Ownership (NetPri), (4) Perceived 
Benefits of Being Publicly Owned (PBPub), (5) Perceived Costs of 
Being Publicly Owned (PCPub), and (6) Perceived Net Benefit or 
Cost of Public Ownership (NetPub).
Perceptions concerning the status of ownership that better 
suits a corporation are modeled as:
(PBPri) - (PCPri) = (NetPri)
(PBPub) - (PCPub) = (NetPub)
The desire to attain or retain either private or public ownership 
will result from the comparison of NetPri and NetPub values. The 
most desirous status is that one with the largest net benefit or 
the smallest net cost.
The management of a publicly held corporation or the stock­
holders who possess significant influence over corporate policy might 
become interested in gaining private status as a result of changes in 
the perceived benefits and/or costs of private and public ownership. 
An increase in PBPri or PCPub or a decrease in PCPri or PBPub might 
alter the relationship of NetPri and NetPub such that a change to 
private ownership would be viewed as favorable. Reasons for desiring 
a change to private ownership represent changes in the perception of 
the existing benefits and/or costs of private and public ownership. 
Reasons given for going private are quite numerous and vary consider­
ably, depending upon individual circumstances. However, they all 
represent changes in perceptions related to the benefits and/or 
costs of being privately or publicly owned.
11
According to Taylor the reasons implied by firms for going 
private include the following:
1. Internal cash flow or levels of fixed plan expenditures 
may minimize the need for the primary equity markets;
2. Stockholders and management may feel the current 
stock price does not represent the "true" value of the 
company. The stock may be selling at a low price/earnings 
multiple and probably at a large discount from book value 
(or "liquidation value"), and trading activity is light. 
While management may be doing a good job of increasing 
earnings per share, the stock price remains "undervalued"; 
and
3. Annual out-of-pocket expenses16 of being a 
public company may be substantial.
A minimizing of the need for primary equity markets represents
a reduction in PBPub. If the reduction in the need for access to 
capital markets is due to the internal cash flow, an investigation of 
cash and cash flow ratios is appropriate. If relatively low levels of 
fixed long-term commitments represent the reason for the reduction in 
the need for capital markets, then an investigation of ratios relating 
to long-term debt and fixed charge coverages would be indicated.
Relatively low stock market prices, which stockholders and 
management believe to represent an "undervalued" market price,17 may 
cause stock options and stock incentive programs to be of less value 
to key personnel. Employees may not share in the profitability of the 
company by way of equity in the firm to the extent expected. Where 
trading activity is light, the firm can be effectively limited in its
16
Taylor, "Going Private," p. 32.
17It should be noted that a substantial bank of research 
regarding efficient markets would suggest that undervalued stocks 
would remain undervalued for only very short periods of time, 
i.e., Efficient Market Hypothesis.
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access to the public market which may in turn hinder any opportunities 
to use stock for acquisitions. A favorable view of private ownership 
related to a belief that the stock is "undervalued" represents a judg­
ment that PBPub are less than anticipated. Relative to that judgment, 
the variables appropriate for examination include price/earnings 
ratios, price/book value ratios, and dividend yield ratios (an attempt 
to measure a return, through lessened dividend payments, that a firm 
might realize from an investment in its own stock).
If annual expenditures of being a public company, i.e., PCPub, 
can increase to a level capable of making a change to private ownership 
preferable to remaining publicly held, some relative measures of these 
expenditures represent appropriate variables for consideration in the 
study. Such expenditures are not determinable, however, from readily 
available data.
Costs of reporting and other costs associated with public owner­
ship might be included in any of several account classifications within 
the income statements of different firms. The choice, therefore, of 
any surrogate for these expenditures must necessarily be limited in its 
direct relationship to the actual expenditures. The fact that these 
costs are discussed as reasons for considering going private implies 
that they are viewed as being of sufficient magnitude to have a mater­
ial impact on the profitability of the firm. The study, therefore, 
includes relative measures of net income as available, albeit imper­
fect surrogates for the relative measures of the expenditures.
Changes in PBPri, PBPub, or PCPub might cause stockholders and/or 
management of a publicly held corporation to shift toward a more
13
favorable view of private ownership; however, certain costs of changing 
to private ownership might be so prohibitive that changes in the other 
perceived benefits and costs could never overcome them. An example 
would be a firm having such a large number of stockholders that the 
costs and/or the probability of successfully reducing the total to 
less than 300 would represent a task beyond the capabilities of the 
firm. Consequently, variables relating to stock distribution are 
investigated in the study.
Limitations of the Study
The limitations of the study relating to research design and the 
limitations associated with the statistical procedures are discussed in 
detail in chapters 2 and 3. The testing for differences between 
ex-public and public firms will be restricted to a specific list of 
variables which may result in some variables of possible significance 
being ignored in the derivation of the discriminate function. The 
assumption of little or no residual effect of these potentially 
significant variables restricts generalization of model results.
Additional limitations which might introduce bias into the study 
include these considerations: (1) Paired firms are used in the study. 
(2) The matching of paired firms is done by total asset size from the 
balance sheet presented in Moody's without regard to the date of the 
fiscal year end. (3) The ex-public firms may have non-comparable 
timings of the going private transactions. For example, one firm might 
go private one month after filing the 10-K report with the SEC while 
another firm might go private eleven months after filing the 10-K.
14
(4) Fluctuations exist within the general economy. While the study 
includes firms which have gone private at various times throughout 
a period of approximately eight years, no measure of the changes in 
the general economy throughout that period is incorporated into the 
model. However, matching of paired firms by industry should control 
for a large part of the effects of changes in the general economy.
(5) Variable differences may be attributable to anticipation of 
increased government control of going-private transactions. Vari­
able differences between public firms and the ex-public firms which 
went private relatively close to September, 1979, may be attributable 
to the ex-public firms' anticipation of the imminent increase in SEC 
control of such transactions. Bias may be introduced inasmuch as 
anticipation is not controlled for in the study. (6) All firms within 
the study appear in Moody's Industrial Manual or Moody's OTC Indus­
trial Manual; consequently, firms which otherwise qualify for in­
clusion in the study may be excluded.
The study makes no attempt to investigate the fairness of trans­
actions related to deregistering with the SEC. It is restricted to the 
investigation of possible significant differences between public and 
ex-public firms which are reflected in financial ratios and other 
economic data in time periods preceding the transactions. It is felt 
that testing for these differences is an appropriate initial empirical 
study of this subject.
Related Research
An examination of current professional and scholarly literature 
produced no evidence that any empirical research has been done con-
15
cerning the phenomenon of publicly owned corporations changing to pri­
vate ownership. The published articles dealing with the subject of 
going private exist predominantly in professional journals and are of 
18                          19             20 a descriptive, editorial, or legal nature. One possible explana­
tion for the lack of empirical research may lie in the fact that going 
private transactions represent a relatively recent phenomenon, surfac­
ing in any sizable proportions only as late as the early to mid- 
21 1970's.
Descriptive, editorial, and legal articles share a common, general 
theme. In varying degrees, they indicate reasons given by firms for 
changing to private ownership, discuss the various methods of accom­
plishing the change, suggest conditions favorable to firms considering 
going private, refer to the circumstances of minority investors, and 
make reference to regulatory actions applicable to going-private trans­
actions. The sections of these articles which are pertinent to the 
study are effectively reviewed and referenced at various points 
throughout the paper.
18 See, for example: Jake Taylor, "Going Private," Financial 
Executive 46 (April 1978), p.30, and Arlene Hershman, "Going 
Private -- Or How To Squeeze Investors," Dun's Review, 105 
(January 1975), 38.
19 See, for example: Robert M. Bleiberg, "Editorial Commentary — 
The Public Be Damned?", Barron's, 56 (January 5, 1976), 7.
20See, for example: S.J. Rothschild, "Going Private, Singer 
and Rule 13e-3: What Are the Standards for Fiduciaries," Securities 
Regulation Law Journal, 7 (Autumn 1979), 195-211.
21Bleiberg, "The Public Be Damned?" p.7.
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Plan of the Study
Chapter 2 contains a description of the research design, 
including the supporting theory and the application of the sampling 
technique, data collection, and proposed data analysis.
Chapter 3 is a report of the results of the data analysis.
Chapter 4 contains the implications of the data analysis, 




The stated goal of the study includes the employment of a speci­
fic set of attributes within a limited sample of firms to determine 
if discrimination between ex-public and public firms is possible. 
Identification of an appropriate sample design and an appropriate 
data analysis procedure as well as selection of specific attributes 
for inclusion in the model represent necessary steps in pursuit of 
the stated goal. The study's research design is presented in two 
parts. The first part involves a presentation of the theory support­
ing the research design, which includes a discussion of (1) the sample 
design selected, (2) the variables included, and (3) the data 
analysis procedures used. The second part involves a discussion 
of the individual stages of design application, including (1) the 
identification of ex-public firms, (2) the identification of public 




Description. A non-random paired-sample research design 
ideally involves the matching of elements from two groups where the 
elements in each group possess identical characteristics. A single 
variable is introduced to only one of the groups and differences in 
the two groups are observed. When observed over a large enough 
sample, measured differences between the groups after the
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introduction of the variable are presumed to be attributable to that 
variable. Research of a business nature, however, does not gen­
erally allow such a perfect matching of pairs. The major difference 
between the ideal paired-sample design and the paired design gen­
erally available to the business researcher is that a limited number 
of characteristics are controlled for and an attempt is made to 
measure the possible impact of several variables simultaneously, 
recognizing the reduction in the level of confidence associated with 
the conclusions drawn from such research.
Justification. In a study of financial ratios as predictors of 
failure, Beaver justified the use of the paired-sample design as a 
means to "provide a 'control' over factors that otherwise might blur 
22 the relationship between ratios and failure." Beaver's choice of 
industry as a characteristic for the pairing of firms resulted from a 
contention "that 'differences' exist among industries that prevent 
23 the direct comparison of firms from different industries." He 
chose total asset size as a pairing characteristic because "Simply 
stated, the ratios of firms from different asset-size classes cannot 
24 be directly compared." The important event Beaver attempted to 
predict differs from the important event this study investigates; how­
ever, the rationale for choosing the paired-sample design applies to 
this study's analysis of public and ex-public firms as appropriately
22William H. Beaver, "Financial Ratios as Predictors of Failure," 





as it did to Beaver's analysis of failed and non-failed firms.
The paired-sample design used in this study consists of a 
sample of firms that have gone from public to private ownership and 
a sample of firms that have remained publicly owned. The analysis 
involves controlling for the effects of industry and total asset size 
during the two years prior to the deregistration of the ex-public 
firms and attempting to identify certain group differences which 
might contribute during that same two years to the occurrence of 
the change to private ownership.
Each set of paired firms is matched according to industry and 
total asset size during the first-year-prior to going private. The 
financial statement dates used for each matched public firm are the 
dates closest to the corresponding ex-public firm's financial state­
ment dates for each of the two years prior to going private. The 
selected attributes of the pairs are measured for each of the two 
years prior to going private. Matching paired firms based on total 
asset size in the first-year-prior, but investigating differences for 
the same paired firms for each of two years prior accommodates the 
investigation of possible changes taking place in the public and ex­
public firms during the time leading to the change to private owner­
ship .
The population of corporations choosing to go private relative 
25 to the total number of public corporations is relatively small. This
25Shirley Scheibla, "Private Affair?" Barron's, 55 
(March 17,1975), 9.
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circumstance dictates that any sample of ex-public firms (even if 
it encompasses the entire population) be relatively small and quite 
probably not from the same population as a random sample of 
public firms drawn in an alternative unpaired-sample design. For 
example, the very nature of going-private transactions makes this 
phenomenon virtually non-existent among very large firms. Beaver 
argues in his study that for comparisons between firms which differ 
regarding the occurrence of an important event to be meaningful, 
26 all samples of firms should be drawn from the same population.
The use of the paired-sample design for this study offers a sampling 
technique which selects the public firms from a relevant population 
because it draws public firms only from those asset-size and industry 
classes where going-private transactions have actually occurred.
A further complication necessitating the use of a non-random 
sample design in the study exists because prior to the SEC's adop­
tion of Rule 13e-3 in September, 1979, no formal provisions existed 
which were aimed specifically at controlling firms opting to change to 
private ownership. As a result, there exists no comprehensive list 
of firms which chose to change to private status prior to September, 
1979. The sample of ex-public firms used in this study, due to the 
27 identification process, does not represent a random sample, a 
prerequisite for the use of an unpaired-sample design.
26Beaver, "Financial Ratios," p. 76.
27See section on Identification of Ex-public Firms below.
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Identification of Variables
As discussed in chapter 1, variables used in the study were 
selected on the basis of the relationship between the variables and 
the reasons implied by ex-public firms for changing to private owner­
ship. The reasons for changing from public to private ownership are, 
in turn, the result of changes in how the firms' management and/or 
ownership view the benefits and costs of public and private ownership. 
In certain instances, selected economic data can be expected to reflect 
the impact of these changes in perception. Where the changes do have 
a relationship to economic data, the assumption follows that these data 
can be used to test the ability to differentiate between firms with 
dissimilar views concerning the benefits and costs of public and pri­
vate ownership.
The specific variables used in the study represent two categor­
ies: (1) Financial Ratios -- ratios developed from data available in 
the financial statements, including cash and cash flow ratios, debt­
equity ratios, fixed charge coverages and net income ratios, and (2) 
Other Economic Data Variables -- variables containing some elements of 
readily available financial data and/or market data, including price/ 
earnings ratio, price/book value ratio, dividend yield rate, and vari­
ables relating to number of shares of stock and distribution of owner­
ship of these shares of stock.
Financial Ratios. Support for cash and cash flow ratios for an 
investigation of going-private transactions is found in Steven James 
Lee's series of recommended questions for management's consideration 
22 
concerning the prospective benefits of going private. Lee suggests 
that a strong cash position is a vital ingredient to the successful 
28going-private transaction. The cash flow and cash ratios selected 
for use in this study include: Cash Flow to Sales, Cash Flow to Total 
Assets, Cash Flow to Net Worth, Cash Flow to Total Debt, Cash to 
Total Assets, Cash to Current Liabilities, Cash to Sales, and Cash 
Interval (cash to fund expenditures for operations). For purposes 
of the study, the following definitions apply: cash flow (net income 
plus depreciation, depletion, and amortization); cash (cash plus 
marketable securities, i.e. short-term investments); fund expendi­
tures for operations (total operating expenses minus depreciation, 
depletion, and amortization).
John S. R. Shad, in writing about stock reacquisition programs, 
suggests that a soundly structured program for any firm
depends on, among other things, its past and projected 
earnings, sources and applications of funds, debt/equity 
ratios, fixed charge coverages, the terms of its existing 
loan agreements, and how the stock is held -- as well as 
the price/earnings ratio, price/book value ratio and 
dividend yield at which the stock is selling.29
While Shad's discussion of stock reacquisition is not confined to 
transactions large enough in magnitude to result in a change from 
public to private ownership of a corporation, it does serve as an 
indication of variables which might allow possible discrimination 
between public and ex-public firms and supports the use of
Steven James Lee, "Going Private," Financial Executive, 42 
(December 1974), pp. 10-15.
29John S.R. Shad, "Stock Reacquisition Programs," Treasurer's 
Handbook, ed. J. Fred Weston and Maurice B. Goudzwaard 
(Homewood, Ill.: Dow-Jones Irwin, 1976), p. 1032.
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debt/equity ratios and fixed charge coverage numbers. The debt/equity 
ratios included in this study will be Long-Term Debt to Total Stock­
holders' Equity and Total Stockholder's Equity to Total Debt (long­
term debt plus current debt).
Fixed Charge Coverages are included as a variable in the study 
as a variation of the Times Interest Earned ratio. As defined by 
Lev, Times Interest Earned "is the ratio of income before interest to 
30periodic interest charges." The ratio used in this study is the 
inverse of the Times Interest Earned ratio. The inversion of the 
ratio is to accommodate the possible existence of observations in the 
study with interest expense equal to zero.
The ratio applied in the study represents periodic interest 
charges as a percentage of income before interest. Lev indicates 
that in the Times Interest Earned ratio "the denominator sometimes 
includes non-interest fixed items; such as principal payments and 
payments under noncancellable leases" and that "income is usually
31 defined on an after-tax basis." The numerator of the study's ratio 
includes only interest payments and the denominator used is the income 
figure on an after-tax basis plus interest.
Relative measures of the direct cost of being publicly held are 
not readily available from financial statements; consequently, any 
attempt to include such costs in the study requires the use of surro­
gates. Net income ratios are included in the study as available sur­
rogates for relative measures of the direct costs of being publicly
30Baruch Lev, Financial Statement Analysis: A New Approach 
(Englewood Cliffs, N.J.: Prentice-Hall., 1974), p.26.
31Ibid.
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held. Net income ratios also receive support as a part of Shad's
32 criteria for evaluating a stock reacquisition program. Included in
the net income ratios are Net Income to Sales, Net Income to Total 
Assets, Net Income to Net Worth, and Net Income to Total Debt. Net 
Worth is defined for the study as common stockholder's equity plus 
deferred income taxes, and common stockholder's equity is defined as 
total stockholders' equity minus the liquidating value of residual
33 claims, i.e., preferred stock.
Other Economic Data Variables. Shad includes in his suggested 
criteria for evaluating stock reacquisition plans the use of stock 
34market data. Stock market data are included in the study as re­
flected in the variables defined as follows:
1. Price/earnings ratio. Two calculations of price/earnings 
relationships are made for inclusion in the model. A high and 
a low price/earnings ratio is calculated for each firm for each 
year. These ratios conform to Standard and Poor's definition 
as "High and low market prices divided by earnings per
32Shad, "Stock Reacquisition Programs," p. 1032.
33While Net Income to Total Assets will be highly correlated 
with Net Income to Total Debt plus Net Income to Net Worth the 
exclusion of preferred stock in defining Net Worth avoids the 
problem of perfect correlation among the variables. For a 
discussion indicating that high levels of correlation create no 
problem when using discriminant analysis to test for group 
differences, see Robert A. Eisenbeis, "Pitfalls in the Application 
of Discriminant Analysis in Business, Finance, and Economics", 
The Journal of Finance, 32 (June 1977), 883.
34Shad, "Stock Reacquisition Programs," p. 1032.
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common share (or primary earnings per share, where applic-
35 able.)
2. Price/book value ratio. Both the 1) high and 2) low mar­
ket price per share for the year are divided into the book 
value per share at the financial statement date for the year 
under examination in order to arrive at the price/book value 
ratios included in the study. The book value per share
conforms to Standard and Poor's definition as
. . . determined by adding the stated value of the 
common stock, paid-in capital and retained earnings 
and then subtracting intangible assets (excess cost 
over equity of acquired companies, goodwill and 
patents) preferred stock at liquidating value and 
unamortized debt discount. Divide that amount 
by the outstanding shares.36
3. Dividend yield rate. Two calculations of dividend yield
rate for each year examined are included in the model. These 
calculations involve each year's high and low market prices for 
a share of common stock divided into the cash diviends for 
payment over the fiscal year under examination. "How the
stock is held" is supported as a possible criterion for identify-
37 ing a likely candidate for reacquisition of stock. Lee's pro­
posed questions for management consideration includes the ques-
38 tion, "Is less than 55% of your company in public hands?"
35Standard and Poor's Corp., Standard and Poor's Stock 
Report (New York: Standard and Poor's Corp., 1977), p. v.
36Ibid.
37 Shad, "Stock Reacquisition Programs," p. 1032.
38
Lee, "Going Private," p. 15.
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The distribution of shares of common stock are included in the 
study through the use of the following:
(1) the total number of stockholders at the financial state­
ment dates.
(2) the concentration of common stock ownership reported 
by the firms in their 10K reports and/or their proxy 
statements, essentially stock held by management and/or 
the board of directors.
(3) the change in total shares outstanding, expressed as 
a percentage of the total shares outstanding at the 
beginning of each fiscal year examined.
Discriminant Analysis
Introduction. The primary objective of this data analysis is 
to test the study's hypotheses concerning the ability to differentiate 
between public firms and ex-public firms. The analysis is accomplish­
ed primarily through the use of discriminant analysis.
As explained by Hair, Anderson, Tatham, and Grablowsky 
(H,A,T, & G),
discriminant analysis involves deriving the linear combina­
tion of the two (or more) independent variables that will 
discriminate best between the a priori defined groups. This 
is achieved by the statistical decision rule of maximizing 
the between-group variance relative to the within-group 
variance -- this relationship is expressed as the ratio of 
the between-group to within-group variance. The linear 
combinations for a discriminant analysis are derived from 
an equation which takes the following form:
z = w1X1 + w3x3 + + W Xn n
Z -- the discriminant score, W -- the discriminant weights, 
X -- the independent variables.39
39Joseph F. Harr, Jr., Ralph E. Anderson, Ronald L. Tatham, 
and Bernie J. Grablowsky, Multivariate Data Analysis: With Readings 
(Tulsa, Oklahoma: Petroleum Publishing Co., 1979); p. 85.
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In their discussion of the general purposes of discriminant 
analysis, Eisenbeis and Avery (E & A) state, 
discriminant analysis encompasses both predictive and 
inferential multivariate statistical techniques. It deals 
with a specific class of statistical problems focusing on 
the analysis of groups of populations and/or data sets. 
In general, the underlying assumptions of discriminant 
analysis are that (1) the groups being investigated are 
discrete and identifiable, (2) each observation in each 
group can be described by a set of measurements on m 
characteristics or variables, and (3) these m variables 
are assumed to have a multivariate normal distribution 
in each population. The purposes of discriminant analysis 
are (1) to test for mean group differences and to describe 
the overlaps among groups and (2) to construct classifica­
tion schemes based upon the set of m variables in order to 
assign previously unclassified observations to the appro­
priate groups.40
Green and Tull state that another of the primary objectives of 
discriminant analysis is the determination of which independent 
variables account most for the differences in the mean scores 
 41of the two or more groups.
Testing for Equality of Group Means and Dispersions. The test 
for the quality of group means is a generalized measure of the distance 
between group centroids (the average discriminant score for all obser­
vations within a particular group). This measure represents the test 
for the statistical significance of the discriminant function.
It is computed by comparing the distribution of the 
discriminant scores for the two or more groups. If
40Robert A. Eisenbeis and Robert B. Avery, Discriminant 
Analysis and Classification Procedures: Theory and Applications 
(Lexington, Mass.: D.C. Heath and Company), p.l.
41Paul E. Green and Donald S. Tull, Research for Marketing 
Decisions, 3rd ed. (Englewood Cliffs, N.J.: Prentice Hall, Inc., 
1975), p. 442.
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the overlap in the distributions is small, the discriminant 
function separates the groups well. If the overlap is 
large, the function is a poor discriminator between the 
groups.42
A description of the overlaps among groups must include a 
consideration of the distribution of the various observations within 
the groups around the group mean values. According to Eisenbeis, 
the rejection of the hypothesis that group dispersions are equal may 
have a significant and undesirable impact on the test for the equality 
of group means. Additionally, an incorrect assumption of equal 
group dispersions may lead to improper classification rules, possibly
43 producing drastic effects on classification results. Eisenbeis con­
cludes, "Logically then, the test for the quality of the dispersion 
matrices should precede both the test for the quality of group means
44 and the estimation of classification errors."
The test for statistical significance of the discriminant function 
therefore, follows the test for equality of group distributions, but 
precedes the development of classification matrices. If the function 
is determined to be not significant, there is little justification for 
going further, in that
. . .there is little likelihood that the function will 
classify more accurately (that is, with fewer misclassi­
fications) than would be expected by randomly classifying 
individuals into groups.45
42Hair, et.al., Multivariate Data Analysis, p. 86.
43Eisenbeis, "Pitfalls," p. 882.
44 Ibid.
45Hair, et.al., Multivariate Data Analysis, p. 96.
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The statistical determination that a discriminant function is 
significant, however, does not ensure a large increase in classifica­
tion accuracy over a random classification process. According to 
H,A,T, & G, the statistics used to determine the significance of 
the discriminant function are
. . .weak tests and mean very little. For example, 
suppose the two groups are significantly different beyond 
the .01 level. With sufficiently large sample sizes, the 
group means (centroids) could be virtually identical and 
we still would have statistical significance. In short, 
these statistics suffer the same drawbacks of classical 
tests of hypotheses. Thus, the level of significance of 
these statistics is a very poor indication of the func - 46 
tion's ability to discriminate between the two groups.
Following the determination that the discriminant function is statisti­
cally significant, the development of classification matrices provides 
additional information for assessing the discriminating power of the 
function.
Classificaton Procedure. Should the classification process be in­
dicated as an additional assessment tool by the existence of a statis­
tically significant difference in group means, the appropriate classi­
fication rules would be based upon the results of the test for the 
quality of group dispersions. As previously indicated, unequal dis­
persions can have a significant and undesirable impact on the test for 
the quality of group means. E & A indicate that where significance
47 tests are calculated under the assumption of equal dispersions, and
the dispersions are in fact unequal, "the associated significance tests
46Ibid., p. 97.
47Eisenbeis and Avery, Discriminant Analysis, p. 3.
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                    48are only approximate."
Eisenbeis indicates that when dealing with the effects of unequal 
dispersions on classification procedures and results, "It can be shown 
that the equality of the dispersions yields the standard linear classi­
fication rules. Unequal dispersions imply that a quadradic rule
49should be used."
An additional point of concern relative to the study may be 
introduced into both the significance testing and the classification 
procedure by the discriminant analysis assumption that the model's 
variables are multivariate-normally distributed. As has been indicat­
ed, the test for statistical significance is preceded by the test for 
the quality of dispersions and is followed by the classification pro­
cedure, if that procedure is so indicated.
The test for a significant difference in group means is compli­
cated by the fact that the test for the equality of dispersion matrices 
is influenced where non-multivariate normality exists. According to 
Pinches
. . .testing for unequal dispersion matrices in the 
presence (or suspected presence) of non-multivariate 
normality yields biased results. The size and direction 
of the bias is apparently unknown, but prudence 
suggests business researchers should only employ 
quadratic classification rules in cases where the test for 
the quality of the dispersion matrices presents overwhelm- 
ing evidence of non-homogeneity in the population.50
48Ibid., p. 2.
49 Eisenbeis, "Pitfalls in the Application," p. 879.
50George E. Pinches, "Classification Results and Multiple 
Discriminant Analysis," (Working Paper Series, School of Business, 
University of Kansas, September 1978), Appendix.
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The classification procedure is also subject to bias where the assump- 
51 tion of multivariate normality is violated.
A portion of the variables used in this study are financial 
ratios, and evidence exists that financial ratios are not normally dis- 
52 tributed. Thus, a question is raised concerning the existence of 
multivariate normality in this study's model. The possible violation 
of the normality assumption may have a dual effect. The first possible 
effect is that testing for the equality of dispersions may be biased. 
This may result in a clouding of the actual level of significance of 
the test for the difference in group means and may also alter the indi­
cation as to the proper classification rule (linear or quadratic) to 
be used. The second possible effect is that, regardless of the rule 
indicated as the proper one for use in the study (linear or quadratic), 
bias may exist in the classification procedure of both rules.
Dimension Reduction. Dimension reduction is a general term that 
describes two processes: (1) the derivation of the discriminant func­
tion as a linear combination of the discriminant variables through the 
application of the statistical decision rule described on page 26, and 
(2) the reduction of the number of variables included in the discrimi­
nant function.
Dimension reduction, as it applies to the linear derivation of 
the discriminant function, refers to the ability to reduce the dimen-
51Eisenbeis, "Pitfalls in the Application," p. 875. 
52 
Edward B. Deakin, "Distributions of Financial Accounting 
Ratios: Some Empirical Evidence," Accounting Review, 51 (January 
1976), 90-96.
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sions of the data from the original variable space, ( m dimensions), 
to the reduced discriminant space, ( r dimensions), were m is the 
number of independent variables and r is the lower of m and one 
less than the number of groups. For purposes of this study, the 
number of groups is two, resulting in a value of r equal to one. 
As indicated by E & A,
in the two-group case, the effects of dimension reduction 
can be quite striking because any m variable problem 
can be transformed to a univariate problem. Classifica­
tion can be performed in the reduced space and involves 
a simple comparison of the reduced space variable 
(discriminant score) with a constant (a cutoff point).53
The preceding discussion of the transformation from test space 
to a linear discriminant function in reduced space for use in the 
classification process applies only to analysis involving groups with 
equal dispersions. E & A state that "when the group's dispersions
54 are unequal, quadratic classification procedures are appropriate."
E & A discuss the tendency in applied literature to use 
incorrectly the reduced-space procedures. They attribute this mis­
use to the ease of ignoring the possibility of unequal group disper­
sions and to the lack of attention paid to the importance of the 
assumption of equal dispersions. They conclude that the use of 
linear procedures, when dispersions are unequal, will produce
55 biased classification results.
The second process described by the term dimension reduction 
refers to the technique, frequently incorporated into discriminant




analysis, of reducing the number of variables included in the func­
tion. This technique appears especially appropriate for problems 
related to business, economics, and finance, where it is often pos­
sible to generate a large number of variables and it is desirable to 
reduce the number to a more manageable size.56 The intent is to 
eliminate those variables which do not contribute to the ability of a 
function to discriminate between or among groups. According to 
Eisenbeis:
. . .the dimension reducing methods used have focused 
solely on determining whether a variable. . .contributed 
significantly to the Wilks' lambda or related statistics 
used in testing hypotheses about the equality of group 
means.57
Eisenbeis is emphasizing that the decision as to which variables are 
to be included and which are to be excluded is based on the measure­
ment of the equality of group mean values as opposed to classifica­
tion efficiency. Eisenbeis states that such methods "are appropriate 
if the research goal is to maximize the separation among groups while 
58minimizing the number of variables. . .used." He goes on to point 
out, however, that if the goal is to construct a classification scheme, 
the use of such methods "may not leave the classification results 
unaffected, even if seemingly insignificant variables. . .are eliminat- 
 59 ed."





Eisenbeis suggests that further exploration is necessary on the 
possible effects of dropping variables as well as on the links between 
significance tests and classification results. He proposes that if a 
primary goal is classification accuracy, then the criterion for keep­
ing or deleting variables should be related to the overall efficiency 
of the classification results, and that results using all variables 
should be compared to those produced by various subsets of variables.60 
He concludes, 
the implication is that concern for dimension reduction 
should "follow" and not precede the development and 
validation of alternative classification schemes as has 
been the case in most of the applied literature.61
Opinions differ concerning the impact of correlation among 
independent variables when using discriminant analysis. Eisenbeis 
contends that
. . .multicollinearity is a sample property that is largely 
an irrelevant concern in discriminant analysis except 
where the correlations are such that is is no longer 
possible to invert the dispersion matrices.62
Commenting on Eisenbeis's contention, Pinches states that "A 
thorough review of the literature fails to provide support for this 
63 position." Pinches concludes,
In general it appears that negative correlation almost 
always increases the probability of correct classification 
while positive correlation, unless very high, reduces 
the probability of correct classification. Hence, allowing
60Ibid., p. 886.
61 Ibid., p. 887.
62 Ibid.
63
Pinches, "Classification Results and Multiple Discriminant 
Analysis," p. 19.
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an extremely large number of variables (many of which are 
probably moderately positively correlated) to enter the 
analysis may cause the probability of misclassification to 
increase.64
Giving recognition to possible effects of correlation among inde­
pendent variables on classification results serves as additional sup­
port for comparing classification accuracies of all models tested as 
part of the process of variable reduction.
Where correlation among independent variables is considered a 
relevant concern in dimension reduction, factor analysis (using an 
orthogonal rotation) is an appropriate multivariate statistical method 
for reducing a set of variables into a smaller set of uncorrelated 
65variables. H,A,T, & G state that one of the functions that 
factor analysis techniques can perform is to "identify appropriate 
variables for subsequent regression, correlation, or discriminant 
analysis from a much larger set of variables."66 
Significance of Individual Variables. The preceding discussion of 
dimension reduction indicates that for certain problems dimension re­
duction is appropriate to reduce some original variable set to a subset 
of a more manageable size. The various methods used to determine which 
variables are to be included and which are to be excluded, by their 
very nature, make certain inferences concerning the relative signifi­
cance of the individual variables. Each of these methods suffers 
from limitations created by the statistical process used to make those
64Ibid.
65
Hair, et. al., Multivariate Data Analysis, p. 222.
66Ibid., p. 219.
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inferences and all suffer from the limitation that the discriminant 
67 function coefficients are not unique; only their ratios are. As a 
result of this fact, it is not possible to test whether a particular 
discriminant function coefficient is equal to zero or any other value.
Very simple, ". . .there is no test for the absolute value of a parti­
cular variable."68
Four methods which attempt to determine the relative importance
of individual variables are discussed by Eisenbeis. They are:
(1) scaled-weighted coefficients, weighted by
the appropriate diagonal elements of the pooled 
within-groups deviation sum of squares matrix,
(2) a conditional deletion method which removes each vari­
able, with replacement, and compares the measures of 
the resulting reduction in discriminatory power assoc­
iated with each variable,
(3) forward stepwise, based on contribution to multi­
variate F-Statistic,
(4) backward stepwise, based on contribution to 
multivariate F-statistic.69
In discussing the use of scale-weighted coefficients, Eisenbeis,
Gilbert, and Avery (E,G, & A) indicate that "the relative sizes of the 
weighted coefficients are usually interpreted as indicators of the 
contributions of the individual variables to the function.70
67




70Robert A. Eisenbeis, Bary G. Gilbert, and Robert B. Avery, 
"Investigating the Relative Importance of Individual Variables and 
Variable Subsets in Discriminant Analysis," Communications in 
Statistics (September, 1973), p. 207.
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E & A refer to this method of using the ratio of each scale-weighted 
coefficient to the sum of those coefficients, where the weights are 
the appropriate diagonal elements of the pooled-withing-groups devia­
tion sum of squares, as "an approximate measure of total contribution 
of each variable."71 E,G, & A point out, however, that this method 
suffers from the use of two approximations in the calculations of 
the weighted coefficients and that experience indicates that where 
large covariances exist among variables, distortions of the esti- 
72 mates of the relative power of individual variables is possible.
The conditional-deletion method evaluates the significance of 
the individual variables through the use of the Wilks' lambda 
statistic. H,A,T, & G offer a simple definition of the Wilks' 
lambda statistic as "multivariate extension of the F-test in uni- 
73 variate ANOVA (Analysis of Variance)." They go into greater 
depth in describing the statistic as
. . .the ratio of the two determinants /W/-/T/ where /W/ 
is the determinant of the within-groups sums-of-squares 
and cross-products, and /T/ is the determinant of the 
total groups sums-of-squares and cross products. The 
smaller the value of the lambda statistic, the greater 
the implied statistical significance among the group 
centroids. This is because /W/ becomes smaller relative 
to /T/ when the variance among the group centroids is 
relatively larger than the within-groups variance.74
The conditional-deletion method is accomplished as follows: 
From the original m-variable set, each variable is removed 
in turn, and the corresponding lambda (m-1) for m-1 vari-
71Eisenbeis and Avery, Discriminant Analysis, p. 70.
72 Ibid., p. 71.
73Hair, et. al., Multivariate Data Analysis, p. 125.
74Ibid., p. 149.
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ables is calculated. The variables yielding the highest 
residual Wilks' lambda is the most significant variable 
in the m-variable discriminant function. The residual 
Wilk' lambdas can be used to rank all variables in the 
set.75
The forward and backward stepwise procedures are algorithms 
which represent a form of conditional deletion. The forward selec­
tion process initially identifies the one-variable discriminant func­
tion with the minimum Wilks' lambda. The best two-variable subset is 
then determined such that it contains the variable identified as the 
best univariate model. This process continues until the desired 
number of variables has been selected. The backward selection process 
reverses the forward selection process by initially deleting 
the least powerful variable, based upon the Wilks' lambda statistic. 
The deletion of additional variables is continued, insuring that once 
a variable is deleted it can never be included in any smaller subset. 
These methods are subject to the limitation that the evaluation of 
the significance of each variable at each step is conditional upon the 
presence of the other variables previously included in, or deleted 
from, the subset of variables.
The completely exhaustive selection process overcomes the limita­
tion created by the forward and backward methods by evaluating all 
possible combinations of variables at each subset size with no consid­
eration given to the makeup of the best subset at any other size.
75Eisenbeis, Gilbert, and Avery, "Investigating the Relative 
Importance of Individual Variables," p. 208.
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E & A indicate that
the use of any of these three methods involves a 
trade-off between computer time and accuracy in select­
ing the best subset. The complete selection method is 
the only one guaranteed to yield the best subset using 
the Wilks' lambda criterion.76
E & A go on to state that "The clear superiority of the complete 
stepwise process over the forward and backward techniques cannot 
be overemphasized."77 However, when the number of variables 
involved is large, the computer time necessary for the complete 
selection process may be prohibitive. According to E & A, 
"significant" amounts of computer time are used once the number
78 of variables is greater than fifteen.
A Priori Probabilities and Costs of Misclassification.
According to E & A,
one reason for performing a classification is to assess 
the performance of the classification rules in terms of 
the classification errors where the rules have been esti­
mated, using samples with unknown population parameters. 
That is, one would like to know how well the rules could 
be expected to work in a randomly drawn sample from 
the populations being examined.79
For the classification criterion to yield a consistent estimate of the 
"true" expected probability of misclassification from a random sample, 
the a priori probabilities are a necessary ingredient. If the a priori 
probabilities are unknown and sample proportions are to be used as 
estimates of these probabilities, the sample proportions must be




79 Ibid., p. 52.
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"reasonable" estimates if there is any expectation of "truly" 
estimating the probability of misclassification for the population. 
E & A note that it is not uncommon to find classification used in 
the literature where no random sample is to be classified and/or 
80 no knowledge exists concerning the a priori probabilities.
Eisenbeis states that where a priori probabilities are unknown,
". . .it has become common practice to use sample proportions as 
81estimates." He goes on to note that such a practice is appropri­
ate only if the collected data represent a random sample from the 
82population.
Eisenbeis calls special attention to alternative sampling methods 
such as the paired-sample method employed in this study. He notes 
that such "Non-random methods, where certain factors are controll­
ed. . .are appropriate for investigating the importance of certain 
83 variables but not for estimating classification error rates."
E & A also recognize the usefulness of the classification process 
where a non-random sampling method is used, by proposing that
84 classification techniques "can be used in a descriptive sense."
When used for descriptive purposes, they suggest that 
. . .the classification rules should be formed 
using equal a priori probabilities. This is distinguished 
from 'predictive' classifications where. . .the relative 
occurrences of the groups in the universe (and/or
80 Ibid.
81
Eisenbeis, "Pitfalls in the Application," p. 890.
82 Ibid.
83 Ibid.
84Eisenbeis and Avery, Discriminant Analysis, p. 56.
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costs of misclassifications) are considered.85
The classification rules which minimize the number of incorrect 
classifications is not necessarily the optimal solution. The optimal 
solution depends upon the costs of misclassifying a member of one 
group vis-a-vis the misclassifying of a member of other groups.
Classification Performance. In assessing error estimation 
methods, Eisenbeis suggests that "if one of the main purposes in 
conducting a discriminant analysis is to construct a classification 
scheme, then a central problem involves assessing the performance of 
86 the estimated rules." Of the several alternative methods 
87 enumerated by Eisenbeis, he concludes that the Lachenbruch method 
". . .would appear to be superior based upon current evidence, 
especially when coupled with its applicability to small samples and 
88 large dimension problems."
Pinches discusses the resubstitution method and the Lachen­
bruch method and indicates that the resubstitution method provides 
an overly optimistic estimate of the classification accuracy of the 
model and the Lachenbruch method provides an essentially unbiased but 
slightly conservative estimate of the classification ability of the 
model. He then observes that "by examining both error rates, it is 
possible to obtain a reasonably accurate estimate of the (unobser-
85 Ibid.
86






89 vable) actual error rate in the population."
The resubstitution method involves the derivation of the discrim­
inant function based upon all observations and classifies each obser­
vation using that function. The Lachenbruch method holds out one 
observation at a time, estimates the discriminant function based upon 
the remaining observations, and classifies the heldout observation. 
This is repeated until all observations are classified.
Application of Research Design 
Introduction
This study is designed to test the general hypothesis that 
public and ex-public firms possess different attributes prior to the 
change of the ex-public firms to private ownership. This general hypo­
thesis is tested by examining specific financial ratios, certain other 
readily available financial data, and certain market data. Individual 
models are used to test the study's specific hypotheses. The first 
model tested utilizes all the data examined in the study, the second 
model tested (a subset of the first) includes only the financial 
ratios, and the third model tested (also a subset of the first) in­
cludes those variables defined in the study as other economic data 
ratios. Each of these models is examined in both the first-year-prior 
to going private and the second-year-prior to going private.
In addition to determining if differences exist between the public 
and ex-public firms, the application of the study's research design has 
as its goal to investigate those variables which best reflect any dif-
89Pinches, "Classification Results and Multiple Discriminant 
Analysis," p. 29.
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ferences between the public and ex-public firms. The implementation of 
the research design involves (1) the identification of the ex-public 
sample, (2) the identification of the matched public sample, (3) the 
collection of data, and (4) the application of discriminant analysis. 
As the final step in the research design, the application of discrim­
inant analysis serves as the means for testing for group differences 
and for the identification of those variables which best reflect any 
group differences.
Identification of Ex-Public Firms
The initial step in the paired-sample design chosen for use in the 
study involves the identification of a sample of ex-public firms. Due 
to the non-existence of a comprehensive list of ex-public firms, iden­
tification of a sample of these firms was derived and verified using 
several techniques. Descriptive articles in professional journals and 
news reporting magazines represented one source for identification of 
ex-public firms.
The Wall Street Journal Index, beginning with its 1978 issue, has 
a topic heading Reacquired Stock. This section was examined to iden­
tify any firms which had published tender offers for their own stock 
for the stated purpose of returning to private ownership. Prior to 
1978, this topic section did not exist, but references to going-pri­
vate transactions were listed under the topic heading Management. A 
search was made for references to ex-public firms that qualify for 
inclusion in the study sample.
Moody's Industrial Manual and Moody's OTC Industrial Manual both 
contain a section listing corporations on whom Moody's has formerly
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reported but have been dropped for some reason. The reasons given for 
dropping the firms include name change, merger, liquidation, lack of 
public interest, failure, and return to private ownership. Those firms 
categorized as having returned to private ownership became part of the 
study's sample. Also, 1) a list was compiled of those firms dropped 
due to a merger, and this list was reduced to only those firms which 
were registered with the SEC prior to the merger and not after; 2) the 
firms into which the corporations remaining on the list were merged 
were checked to determine those which had never been registered with 
the SEC; 3) all SEC registered firms identified as having merged into 
a firm not registered with the SEC became a part of the study's 
sample of ex-public firms.
Finally, those firms which appeared in Moody's as dropped due to 
lack of public interest were analyzed as follows: 1) each firm was 
checked to determine if it was under SEC jurisdiction at any time; 2) 
each firm found to be under SEC jurisdiction was checked to see if it 
remained under SEC jurisdiction as of September 1979; 3) those firms 
not under SEC jurisdiction in 1979 were checked in 50,000 Leading 
U.S. Corporations 90 (which contains 1978 financial data) to see if 
they appear in the publication as private corporations; 4) those firms 
identified in step 3 became members of this study's sample of ex­
public firms. Following the identification of the sample of ex-public 
firms, these firms were classified according to industry through the 
use of the Enterprise Standard Industrial Classification (ESIC) de­
veloped by the Office of Management and Budget, Executive Office of
90 50,000 Leading U.S. Corporations (California: News Front 
Magazine, 1979).
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the President, and used by the Securities and Exchange Commission.
Identificaton of Public Firms
As was indicated in the previous discussion of the supporting 
theory for the paired-sampling technique, the paired-sample design 
chosen for this study involves the pairing of each ex-public firm 
with a public firm of the same industry and asset size. The process 
of pairing the firms is accomplished through the following procedure: 
1) determine for an ex-public firm the last calendar year in which 
the firm filed a 10-K report with the SEC: 2) within the year identi­
fied in Step 1, identify all the other firms classified within the same 
ESIC code of the ex-public firm for that year (this is accomplished 
through use of the annual Directory of Companies Filing Annual Reports 
With the Securities and Exchange Commission, which groups firms by the 
ESIC code); 3) determine which of the firms identified in step 2 appear 
in Moody's Industrial Manual or Moody's Over the Counter Manual (each 
of the ex-public firms used in the study appear in Moody's Industrial 
Manual or Moody's Over the Counter Manual); 4) determine those firms 
identified in step 3 which were still under SEC jurisdiction at least 
two years after the year identified in step 1; 5) determine, from 
Moody's, the total asset size of the ex-public firm for the year 
identified in step 1; 6) determine, from Moody's, the total asset size, 
in the year identified in step 1, of all the firms identified as remain­
ing public in step 4; 7) choose the public firm identified in step 6 
which is closest in total asset size to the ex-public firm; 8) repeat 
the process for each ex-public firm.
The two year span used in step 4 was chosen to correspond to 
the two years of financial data being investigated prior to the year of
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return to private ownership. For the comparison of ex-public and 
public firms to be meaningful, public firms included in the study 
were not within two years of going private.
Data Collection
Following the identification of the ex-public sample and the match­
ing of a public sample, data were collected for the calculation of the 
selected variables to be included in the study. Data for computation 
of the financial ratios and the other economic data variables which 
are available in the financial statements of each firm for the two 
years preceding the year in which the ex-public firm returned to 
private ownership were taken from annual 10-K reports and proxy 
statements filed with the SEC. Data for computation of the other 
economic data variables involving market data were taken from 
Standard and Poor's Stock Report for the years under investigation. 
Where necessary market data were not available in Standard and 
Poor's, the data were taken from the Wall Street Journal.
Discriminant Analysis
91 Introduction of MULDIS. The study's primary data analysis 
involves the application of discriminant analysis. The discriminant 
analysis is accomplished through the use of a computer program 
 entitled MULDIS.92
91Eisenbeis and Avery, Discriminant Analysis, p. 177.
92See Pinches, "Classification Results and Multiple Discrimi­
nant Analysis," Appendix, for presentation of the comparative 
features of Biomedical Computer Programs (BMDP), the Statistical 
Analysis System (SAS), the Statistical Package for Social Sciences 
(SPSS) and MULDIS.
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The relatively recent development of MULDIS and its consequently 
limited documentation represented the basis for initiating the study's 
analysis with further documentation of the MULDIS program. This was 
done in order to verify the applicability of the program to the study, 
thus enabling the use of the potentially more desirable features includ­
ed in the MULDIS program.
Testing for Equality of Group Means and Dispersions. The func­
tions of the primary subroutine called in MULDIS include:
(1) the testing for the quality of group dispersion 
matrices; and
(2) the testing for the quality of group means.93
Testing the equality of group means represents the initial test 
of the study's null hypotheses. The test involves the evaluation of 
the significance level of an F statistic. Testing the equality of 
group means is preceded by a test of the equality of group dispersions, 
which also involves the evaluation of the significance level of an F 
statistic. The results of the test of group dispersions has a dual 
implication. First, the test of group means assumes equal dispersions. 
The existence of equal group dispersions results in an F statistic for 
the test of group means which includes no bias from violating the 
assumption. Evidence that group dispersions are unequal, however, 
results in a recognition that the test of group means includes a bias, 
and the significance level associated with the test should be inter­
preted as only an estimate. The second implication of the test of 
group dispersions is that equal group dispersions indicate that a
93Eisenbeis and Avery, Discriminant Analysis, p. 88.
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linear classification rule is appropriate, while unequal dispersions 
call for the use of a quadratic classification rule.
Classification Procedure. The use of classification procedures 
represents an additional means of evaluating the appropriateness of re­
jecting the null hypotheses that group means are equal. It is proper­
ly incorporated into the analysis only if the results of the test of 
group means indicates there is reason to believe differentiation 
between groups is possible.
Multivariate normality is one of the assumptions of the tests of 
equality of group means and dispersions. As previously discussed, a 
portion of the variables used in this study are financial ratios, and 
 evidence exists that financial ratios are not normally distributed.94 
As a result, a question is raised concerning the existence of multi­
variate normality in this study's model. Multivariate non-normality 
may bias the test of group dispersions which in turn may bias the test 
of group means and also alter the indication as to the appropriate 
classification rule.
The possible existence of multivariate non-normality in this 
study is compensated for by the use of the classification process at 
higher significance levels than might otherwise indicate the appro­
priateness of that process. Additionally, when implementing the 
classification process, both the linear and quadratic rules are applied 
and the accuracies of the two are compared. The fact that multivariate
94Deakin, "Distributions of Financial Accounting Ratios," 
pp.90-96.
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non-normality can bias the results of both the linear and quadratic 
classification rules is recognized as a possible limitation of the 
study.
Dimension Reduction. The MULDIS program used in the study 
incorporates classification procedures in both test space and reduced 
space. Equal group dispersions indicate the appropriate use of a 
linear classification rule and allow the use of reduced space proce­
dures. Reduced space procedures in a two-group problem, in turn, re­
sult in a single discriminant function, which involves the comparison 
of a single discriminant score for an observation with a cutoff point 
to determine the appropriate classification of that observation. Un­
equal group dispersions indicate the use of a quadratic classification 
rule, which in MULDIS, must be applied in test space to insure that a 
possible bias from the transformation to reduced space is not intro­
duced .
The reduced space derivation of a single discriminant function 
and an accompanying cutoff point for use in a classification procedure 
may simplify the appearance of the analysis results. The derivation 
does not, however, increase the informational content of the analysis. 
It may, in fact, bias the results of the analysis if group dispersions 
are unequal and a quadratic classification rule is used in reduced 
space by means of a linear transformation. To avoid the possible in­
troduction of bias from the reduced space transformation, all classi­
fication rules within the study are applied in test space.
Dimension reduction, as it refers to reducing the number of 
variables included in a function, is applied in the study through
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the use of three alternative processes. The first process is a combin­
ed forward, backward, and complete stepwise procedure based on the 
contribution of the individual variables to the Wilks' lambda statistic 
used to test the equality of group means. This process is directly re­
lated to the evaluation of the significance of individual variables 
and, therefore, discussion of the identification of a reduced-variable 
subset, by this process, is presented in detail in the following sec­
tion. It should be noted that, while this process is based on the 
contribution of variables to a Wilks' lambda statistic, any reduced- 
variable subset derived is tested for classification accuracy in order 
to compare it to all other models.
The second process for reducing the number of variables included 
in the model is based on the correlation between variables used in the 
study. Factor analysis is used to derive reduced-variable subsets 
with minimized correlation between variables.
According to H,A,T, & G, one of the functions of factor analysis 
is to:
identify appropriate variables for subsequent regression, 
correlation or discriminant analysis from a much larger 
set of variables.95
When using factor analysis for the described function, H,A,T & G 
state that
. . .the research would examine the factor matrix and 
select the variable with the highest factor loading as a sur- 
rogate representative for a particular factor dimension.96
95Hair, et al, Multivariate Data Analysis, p. 219.
96 Ibid., p. 222.
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In discussing the number of factors to extract in a study, 
H,A,T, & G indicate that the most commonly used technique is the 
latent root or eigenvalue criterion. They explain that this technique 
identifies the number of significant factors by determining those 
factors having latent roots (eigenvalues) greater than one.
Within the study, the dimension reduction using factor analysis 
is initiated by determining the significant factors using the latent 
root criterion. A reduced-variable subset is then identified by se­
lecting the variable with the highest factor loading for each factor. 
The classification accuracy is then determined for the reduced-variable 
subset identified. The classification accuracy serves as the ultimate 
measure of each model's ability to differentiate between groups and, 
as such, represents the basis for identifying the best available subset 
examined within the study.
The third process of variable reduction employed in the study in­
volves the formulation of variable subsets composed of only the vari­
ables determined to account most for the differences between the two 
groups. Determination of the significance of individual variables in 
accounting for differences between groups is discussed in the following 
section of chapter 2. Formulation of the specific restricted vari­
able subsets applicable to each of the two years included in the study 
is detailed in chapter 3.
Generally, the rationale for model reduction is a desire to reduce 
the number of variables to a more manageable size. Where discriminant 
analysis is used to develop a model for predicting the future group 
membership of observations, manageability of the number of variables is 
important due to the costs of collecting necessary data. Where dis-
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criminant analysis is used solely in a descriptive sense, as in this 
study, model size is less important. Within the study, the specific 
models examined serve only as the basis for testing the study's null 
hypotheses that differentiation between groups is not possible. The 
relative ability of a model to differentiate between groups then serves 
as a basis for the importance attributed to individual variables.
Reduced-variable subsets identified in the study do not serve 
to test any previously untested null hypothesis. However, as subsets 
of larger models, the significance levels for tests of equality of 
group means and classification results of the reduced-variable sub­
sets do serve as additional tests of the study's null hypotheses. Use 
of discriminant analysis in a descriptive sense and use of reduced- 
variable subsets as additional tests of the study's null hypotheses 
limit the possible benefits of variable reduction to significance tests 
and classification results, which increase the appropriateness of 
rejecting the study's null hypotheses.
Increasing the appropriateness of rejecting the null hypotheses 
is possible if sufficient confounding effects exist in the variables 
dropped from a full model. Recognition of this possible benefit is 
justification for identifying reduced-variable subsets in the study.
Significance of Individual Variables. Because there are no ab­
solute tests of the discriminatory power of specific variables in dis­
criminant analysis, Pinches concludes that
. . .the only acceptable procedure presently available is 
to examine the contribution of variables by a number of 
different methods and hope they all provide similar
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97 indications of variable importance.
Four methods applied in an attempt to determine the relative importance 
of individual variables in this study were discussed on pages 35 and 
36. The four methods included the scale weighted coefficients, the 
conditional deletion method, the forward stepwise method, and the 
backward stepwise method. Inferences drawn from the study's data 
analysis have as their basis the combined results of these four methods 
evaluated in light of the ability of the model to differentiate between 
the two groups.
A measure of relative variable importance is the initial step 
in the combined forward, backward, and complete stepwise process of 
variable reduction referenced in the preceding section. E & A 
indicate the superiority of a complete stepwise process over a 
forward or backward technique when identifying a reduced-variable 
subset. When a complete stepwise process is impractical, E & A 
offer an alternative to choosing less accurate but faster forward 
or backward selection procedures. They describe the technique which 
uses both forward and backward procedures with a complete stepwise 
refinement as having "proved to be reasonably accurate without
 substantial requirements of computer time.98 This alternative 
procedure is used in the study.
The initial steps in the procedure involve executing both the 
forward and backward stepwise procedures. A measure of statistical 
significance is calculated for each sized best-variable subset from
97Pinches, "Classification Results and Multiple Discriminant 
Analysis," p. 21.
98 Eisenbeis and Avery, Discriminant Analysis, p. 82.
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one to m for the forward selection procedure and from m to one for 
the backward selection procedure, where m equals the number of vari­
ables in the model. The statistical significance of each variable 
subset, determined to be the best by each procedure, is based on a 
 conditional Wilks’ lambda statistic suggested by Rao99 to evaluate the 
significance of the addition or deletion of a set of variables. An F 
test statistic developed from Wilks' lambda statistic has a percentage 
significance level associated with it which ". . .in reality measures 
the marginal contribution of the m - i (omitted) variables, given that 
the i variables have been taken into account,"100 where i is the 
number of variables in the subset. E & A state that a sufficient 
significance level for any particular problem depends on the size of 
the sample and level of precision desired, but that a significance 
level of the F statistic". . .above 99 percent has been found to 
limit the loss to negligible levels."101
When the forward and backward procedures have determined the 
order of adding and deleting the variables and significance level has 
been determined for each best variable subset, the alternative proce­
dure offered by E & A continues using the following steps: (1) a 
minimum significance level cutoff is chosen; (2) the minimum sized 
variable subset from either selection procedure which exceeds the 
minimum significance level is determined; (3) individual variables
99   C.R. Rao, Advanced Statistical Methods in Biometric Research 
(New York: Wiley, 1952), pp. 264-66.
100Eisenbeis and Avery, Discriminant Analysis, p. 78.
101T Ibid., p. 77.
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are identified which are both among the first added in the forward 
selection and the last deleted in the backward selection within the 
minimum size variable subset determined in step 2; (4) the individual 
variables are identified which are both among the last added and the 
first deleted for all size variable subsets larger than the minimum 
determined in step 2; (5) the variables identified in step 3 are 
included in the discriminant function, the variables identified in 
step 4 are excluded from the discriminant function; (6) the complete­
selection procedure is applied to the remaining variables to 
determine those to be added to the variables determined in step 3 
to develop a discriminant function which includes no more than the 
minimum number of variables determined in step 2; (7) the signifi­
cance level is determined for the variable subset derived in step 6 
(if this procedure is better than the forward and backward procedures, 
the significance level for this variable subset will exceed the 
significance levels of both of the other subsets of the same size).
The alternative procedure described above is applicable to this 
study due to the number of variables included, the anticipated im­
provement in significance over the forward and backward procedures, 
and the availability of the forward, backward, and complete selection 
procedures available in MULDIS. A ninety-nine percent significance 
level is chosen as the cutoff in accordance with E & A's evaluation 
of the negligible loss associated with a cuttoff point set at 
that level.
E & A comment that while this alternative procedure described 
above cannot be said categorically to determine the absolute best 
variable subset of that size, it is likely to be better than either
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 the forward or backward selected sets.102 They conclude with a 
warning that should the group dispersions be unequal, the Wilks' 
 lambda statistic used in these procedures will be biased.103
A Priori Probabilities and Misclassification Costs. The develop­
ment of a predictive model using discriminant analysis requires that a 
priori probabilities be known or reasonably estimable. When a priori 
probabilities are unknown and a paired sample design is used, as in 
this study, the probabilities are assumed equal and the results of dis­
criminant analysis can be used only in a descriptive sense. Where mis­
classification costs are unknown, as in this study, they are assumed to 
be equal, and the solution which minimizes the number of misclassifica­
tions is treated as the optimal solution.
Classification Performance. The resubstitution and Lachenbruch 
classification methods are described on page 42. Both methods are pro­
grammed in MULDIS and both are applied in this study each time that 
classification procedures are incorporated. Classification perfor­
mances of the study's models are not evaluated as clearly determined 
levels of accuracy. The measure of a model's ability to classify is 
evaluated as falling in the range of accuracy above that of the conser­
vative Lachenbruch method, but below that of the optimistic resubstitu­
tion method. The use of a range to measure a model's classification 




Using discriminant analysis in a descriptive sense reduces the loss 
because the classification performance serves only as a relative 
measure of the importance applicable to individual variables and not 
as an estimate of the population error rate as would be true in a 
predictive model.
An additional test is employed to evaluate classification results 
in the study. The basic measurement of the classification process 
is the number of public and ex-public firms correctly (or incorrect­
ly) classified by a model. Due to the matched-pair design employed 
in the study, classification accuracy of any model can be evaluated 
by a chi-square test of the null hypothesis that classification results 
do not differ from the 50% accuracy expected from a random classifi-
 cation process.104 Rejection of this null hypothesis serves as an 
indication that, with a specified probability of a Type I error 
(incorrectly rejecting the null hypothesis), the model tested can 
discriminate between the public and ex-public groups.
Summary. Testing the study's specific hypotheses is accomplished 
through the use of discriminant analysis. The application of discrim­
inant analysis to the test of these specific hypotheses includes two 
procedures. The first procedure involved the measurement of the signi­
ficance level of an F statistic calculated for the test of the equality 
of group means of the public group and the ex-public group. This is
104For example of the computation of the chi-square statistic 
see Ya-Lun Chou, Statistical Analysis, 2nd ed. (New York: Holt, 
Reinehart, and Winston, 1976), p. 544.
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followed by the second procedure involving the measurement of the 
accuracy of classification methods applied to the appropriate model.
A decision as to whether sufficient evidence exists to warrant 
the rejection of the null hypotheses of the study (that no different­
iation between the groups is possible) involves the use of both the 
test of equality of group means and the classification procedures. 
Classification results, however, appropriately serve as the ultimate 
test of the null hypotheses due to possible bias in the test of group 
mean differences. The possible existence of bias is a result of the 
interactive effects of sample size, unequal group dispersion matrices 
and multivariate non-normality. Limitations created by the study's 
sample design preclude the use of the results of the study's class- 
fication procedures to estimate the classification error rate for the 
population.
A decision that sufficient evidence exists or conversely that 
the evidence is insufficient to warrant rejection of the study's null 
hypotheses represents the first phase of the data analysis within 
the study. The second phase aims at identifying those variables 
that account most for the differences between the two groups.
The relationship between the results of the two phases of 
data analysis is complementary in nature rather than a process of 
ordered dependency. The complementary nature of the two phases 
of data analysis exists in two forms. First, the results of the 
second phase are used to identify variable subsets which, in turn, 
serve as additional tests of the study's null hypotheses. Second, 
evidence of group differences found in phase one serves as a
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relative indicator of the significance placed upon the implications of 
the "most important" variables identified in phase two. The analysis 
of the importance of variables in a model is not dependent upon the 
existence of differences between groups significant at any specific 
level but it is enhanced as differences become more significant.
Where classification error rates for the population cannot be 
estimated from sample results, as is true in this study, discriminant 
analysis is only applicable in a descriptive sense. Analysis concern­
ing the relative importance of individual variables and possible impli­
cations of that analysis represent the use of discriminant analysis 
in a descriptive form. This descriptive form involves the evaluation 
of the importance of individual variables in light of the ability of a 
model to correctly classify sample observations. Using model results 
in this manner represents an attempt to compensate for the inability 





The discussion in chapter 2 concerning the study's research 
design indicated that the primary data analysis is accomplished 
through the use of discriminant analysis. The discriminant analysis 
procedure is accomplished in stages. Data for the first-year-prior 
to going private are analyzed independently from the data for the 
second-year-prior to going private. Within each year, the analysis 
aims at two basic purposes: first, to test the equality of group 
dispersions, the equality of group means, and the classification 
efficiency of the model, and second, to investigate the relative 
importance of the model's variables in contributing to any difference 
in the group means.
If sufficient conditions exist, the ultimate goal of a classifica­
tion model might be to provide a means of predicting future group 
memberships of individual observations taken randomly from the 
population examined. As pointed out in the discussion of the study's 
research design, the paired-sample design chosen for the study pre­
cludes the use of a resulting model for predictive purposes. The 
classification process can serve only as a relative measure of the 
study's ability to discriminate between the public and ex-public 
groups within the study itself. The second stated purpose of 
discriminant analysis, that of identifying those variables which are 
most important in separating the groups, serves as the basis for 
the major implications of the study.
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Identification of Study Sample 
Implementation of sample identification procedures produced a 
list of thirty-nine firms which were verified as having gone private. 
In accordance with the paired-sample design used in the study, the 
identification of the ex-public firms was followed by the matching 
of each ex-public firm with a public firm. The public firm was 
chosen from the same three digit ESIC code as the ex-public firm 
and the closest in total asset size to the ex-public firm, as of the 
last financial statement date prior to the return of the ex-public 
firm to private ownership. The list of ex-public and public firms and 
the total asset size reported on the appropriate balance sheet for each 
firm appears in appendix A.
The results of the total asset matching process produced 
eighteen matched pairs containing a public firm reporting greater total 
assets as of the end of the first-year-prior to going private. The 
remaining twenty matched pairs include an ex-public firm reporting 
greater total assets as of the end of the first year prior to going 
private. For an explanation of the difference between the thirty­
eight matched pairs described here and the thirty-nine pairs refer­
enced in the previous section as included in the study, see the 
section of chapter 3, "Data Collection -- Missing Values."
The thirty-nine ex-public firms and their matched public firms 
represent twenty-seven different industry classifications. Table 1, 
page 62, is a list of the classifications and indicates those repre­
sented by more than one matched pair.
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Table 1







Crude Petroleum Extraction and Natural Gas
Grain Mill Products
Alcoholic and Malt Beverages
Weaving and Finishing Mills, Yarn and Thread Mills, 








Soap, Cleaners, and Toilet Goods
Paints and Allied Products
Concrete, Gypsum, and Plaster Products, and Nonmetallic 
Mineral Products N.E.C.






Screw Machine Products, Bolts, Etc.
Fabricated Metal Products, N.E.C.
General Industrial Machinery
Radio, Television, and Communication Equipment, and 
Electronic Components and Accessories
369* Electric Lighting and Wiring Equipment, Transmission 







Radio and Television Broadcasting
Wholesale Trade -- Electrical Goods
Wholesale Trade -- Machinery, Equipment, and Supplies
Retail Trade -- Department Stores
Retail Trade -- Grocery and Miscellaneous Food Stores








Retail Trade -- Retail Stores, N.E.C.
Advertising Services
Miscellaneous Business Services, N.E.C.
Amusement and Recreation Services, N.E.C. 
Medical and Other Health Services 
Miscellaneous Services, N.E.C.
1Not Elsewhere Classified.
*Indicates classifications represented by two matched pairs.
**Indicates classification represented by three matched pairs.
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Data Collection — Missing Values
Data for the calculation of the twenty-four variables chosen for 
investigation in the study were taken from 10-K reports, proxy 
statements, Standard and Poor’s Stock Report, and the Wall Street 
Journal. Table 2, page 64, is a list of the 24 variables included in 
the study and the four-letter abbreviation of each variable used in 
subsequent tables. In certain cases, necessary data were not avail­
able for individual firms. During the first-year-prior to going pri­
vate, no evidence of stock transactions could be located. In addi­
tion, the balance sheet, income statement, and statement of changes in 
financial position for one firm were excluded from the 10-K report and 
all subsequent efforts to locate these statements were unsuccessful.105 
For the firm with financial statements missing for the first-year-prior 
to going private, the matching process was done using total assets as 
of the end of the second-year-prior to going private. The resulting 
paired firms were only included in the analysis for the second-year- 
prior to going private. In addition, during the second-year-prior to 
going private, no stock transactions could be identified for one 
 106 firm.
In discussing missing values, Pinches states:
Estimation of group centroids, dispersion matrices, 
and classification results employing only cases where 
there are complete data vectors may substantially bias
105The five firms with missing stock transaction data are 
Bourns, Inc., Guardsmark, Inc., Honeggers' & Co., Lamb Commun­
ications, Inc., and Nucleonic Products Co., Inc. The firm with 
missing financial statements is Purity Supreme, Inc.




Variables Included in the Study*
Variable Abbreviation
1. Cash flow to sales CFSL
2. Cash flow to total assets CFTA
3. Cash flow to net worth CFNW
4. Cash flow to total debt CFTD
5. Cash to total assets CTAS
6. Cash to current liabilities CCRL
7. Cash to sales CSAL
8. Cash interval CINT
9. Long term debt to total stockholders' equity LDTE
10. Total stockholders' equity to total debt TETD
11. Fixed charge coverage FXCC
12. Net income to sales NISL
13. Net income to total assets NITA
14. Net income to net worth NINW
15. Net income to total debt NITD
16. High price/earnings ratio HIPE
17. Low price/earnings ratio LOPE
18. High price/book value ratio HPBV
19. Low price/book value ratio LPBV
20. High dividend yield rate HDVY
21. Low dividend yield rate LDVY
22. Total number of stockholders TSTH
23. Concentration of ownership COWN
24. Changes in total stock outstanding IDNS
*For definitions of variables, see chapter 2, pp.21-26.
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the results. The direction and magnitude of the 
bias are unknown; however, it obviously depends on 
the frequency and non-randomness of the missing 
data.
The interpretations of the results of the discriminant analysis used 
in the study are limited to the extent of any bias introduced by 
the exclusion from the study's model of those firms with missing 
values. However, while exclusion of these firms does reduce the 
study's sample size, the frequency of the missing values (five of 
thirty-nine firms in the first-year-prior to going private and one 
of thirty-nine in the second-year-prior) does not seem excessive 
nor does there appear to be any trend to indicate a lack of 
randomness among those firms with missing values.
Pinches discusses estimation of missing values as an alterna­
tive to excluding observations with missing values. This alternative 
is not considered viable for the study, as it is felt that no justifi­
cation exists for a method of estimating a high and low stock transac­
tion price in a year where there is no evidence that a transaction 
took place.
Analysis of First-Year-Prior to Going Private
Tests of First Hypothesis
Test of Group Means: Full Model. The general hypothesis of 
the study relates to the ability to differentiate between public and 
ex-public firms based solely upon publicly available information.
107Pinches, "Classification Results and Multiple Discriminant 
Analysis", pp. 26-27.
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The initial model appropriate for testing the study’s general hypo­
thesis is that model which includes all the information investigated. 
Appropriately the full model includes all 24 variables shown in 
table 2, page 64. The analysis process is initiated by testing the 
null hypothesis that the group dispersion matrices are equal. The 
equality of the dispersion matrices of the public and ex-public groups 
was tested by the appropriate F statistic108 and was significant at the 
.001 level, indicating that with a small probability of error the null 
hypothesis that the group dispersions are equal can be rejected.109 
Rejection of the null hypothesis indicates that quadratic classification 
procedures are appropriate.
The test of the equality of group dispersions was followed by 
the test of the equality of group means. This test was accomplished 
through the use of an F statistic based upon the formation of Wilks’ 
lambda statistic.110The F statistic was significant at the .030569 
level. This significance level indicates that the null hypothesis that 
differentiation is not possible between the two groups can be rejected 
with a slightly greater than 3% probability of having incorrectly re-
108For the derivation of the F statistic see Eisenbeis and Avery, 
Discriminant Analysis, p. 29.
109  . See appendix B for a summary of values of F statistics calcu­
lated to test the equality of group dispersions and group means for 
all models employed in the study.
110For the derivation of the test statistics, see Eisenbeis and 
Avery, Discriminant Analysis, pp. 10-11 and 31.
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rejected the null hypothesis. Choosing to reject the null hypotheses 
would indicate that differentiation between the groups is possible.
The calculation of the F statistic to test the equality of the 
group means assumes that the samples arise from multivariate-normal 
populations which have equal dispersion matrices. The possibility 
that multivariate normality may not exist in the study and the result 
of the test for equality of group dispersions which strongly suggests 
that the dispersion matrices are unequal introduces a bias, which in 
turn enhances the need to use the classification process as an addi­
tional measurement of the ability of the model to differentiate 
between the groups.
There is evidence to indicate that for the two-group case, 
the bias in the significance test is such that the null hypothesis 
would be accepted more frequently when the dispersions are unequal. 
Based on this evidence, it can be concluded that the F statistic for 
the test of equality of group means is understated and the actual 
significance level of the statistic is something less than .030569, 
providing a yet stronger indication that differentiation is possible.
Classification Process: Full Model. Such significant factors as 
sample size, number of variables, inequality of group dispersions, 
and multivariate non-normality interact to influence classification 
results. A method used to balance these interactive effects on the
111See L2N. Holloway and O.J. Dunn, "The Robustness of 
Hotelling's T2", Journal of the American Statistical Association, 62 
(March 1976), pp.124-36.
68
study's model is to apply both the linear and the quadratic class­
ification rules to find the procedure which provides the greater 
accuracy. The accuracy of the most efficient classification procedure 
is considered the relevant measure of the discriminatory power of 
the model.
The classification accuracy of the model is also dependent 
upon the classification method used. In this study, both the 
resubstitution and the Lachenbruch method were examined. Within 
each of the two classification methods, both linear and quadratic 
rules were applied. The analysis of the classification ability of 
the model involves balancing the results from the overly optimistic 
resubstitution method and the slightly conservative Lachenbruch 
method. The application of the classification process to the study's 
full model was predicated upon the assumption that the .030569 
significance level of the F statistic for testing the equality of 
group means sufficiently warranted further investigation of the 
possible discriminatory power of the study's model.
Classification results produced by the full model appear in 
table 3, page 69. Within the table, the columns correspond to the 
predicted group membership and the rows correspond to the actual group 
membership for the observations.
There is no precise explanation for the linear rule out-perform­
ing the quadratic rule in the Lachenbruch method, while the opposite 
is true in the application of the resubstitution method. However, a
69
probable cause could be linked to the interactive effect of the 
sample size, the number of variables, the degree of group dispersion 
differences, and the extent of multivariate non-normality.
Table 3
Classification Results -- Full Model 




No. % No. % No. %
Quadratic Rule




6.1% (4 of 66)
87.9
Linear Rule



























A comparison of the results of the resubstitution method 
with the results of the Lachenbruch method reflects the anticipated 
decrease in classification accuracy resulting from an optimistic 
estimate in the resubstitution method and a conservative estimate in 
the Lachenbruch method. Testing the null hypothesis that classifica­
tion accuracy of the resubstitution method, using the quadratic rule
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(6.1% misclassified) did not differ from the 50% accuracy expected
from a random classification process, produced a chi-square
112 2statistic with one degree of freedom, X (1), equal to 49.2273
while the classification results using the linear rule (15.2% mis-
The English letter X is used here as a surrogate for the 
Greek letter chi.
2
classified) produced a X = 30.6818. Both test statistics indicate
that the null hypothesis can be rejected at the .005 level of 
significance. Testing the results of the Lachenbruch method, linear
Tests of Second Hypothesis
Test of Group Means: Financial Ratios. The second hypothesis 
of the study, which is a subset of the first, relates to the ability 
of the financial ratios alone to differentiate between public and 
ex-public firms. The financial ratio model includes variables 
numbered one through fifteen in table 2, page 64. The intitial 
procedure in testing the hypothesis was the calculation of an F 
statistic for testing the equality of the group dispersion matrices. 
This F statistic was significant at the .001 level, indicating that
rule (40.9% misclassified) produced a X = 1.8333 while the results 
2
using the quadratic rule (57.6% misclassified) produced a X = 1.2273.
Each of the test statistics indicate the null hypothesis cannot be
rejected at the .05 significance level. The tests of classification 
results of the resubstitution and the Lachenbruch methods provide 
conflicting conclusions regarding the ability of the full model 
to differentiate between groups.
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the dispersions are unequal, and that quadratic procedures are 
appropriate.
The F statistic for the test of the equality of group means was 
significant at the .26629 level, indicating that should the null 
hypothesis be rejected, there exists a greater than 26% probability 
of having incorrectly rejected the null hypothesis. The signifi­
cance level suggests that there is not enough evidence to warrant 
rejection of the null hypothesis based solely on the financial 
ratios studied, indicating that differentiation between groups is 
not possible.
Classification Process: Financial Ratios. Normally, a failure 
to reject the null hypothesis precludes the use of the classification 
process as a further evaluative tool. However, due to the possible 
understatement of the F statistic in the test of the equality of 
group means caused by the inequality of group dispersions, classi­
fication procedures were applied as an additional assessment of the 
decision not to reject the null hypothesis. Classification results 
produced by the model containing only financial ratios appear in 
table 4, page 72.
Using the model that includes only the financial ratios, the 
test of the null hypothesis that classification accuracy of the 
resubstitution method, quadratic rule (24.2% misclassified), did 
2 
not differ from 50% produced a X =16.5. Testing the results 
2 
using the linear rule (31.8% misclassified) produced a X = 8.0152. 
The chi-square statistics computed for both the quadratic and linear 




Classification Results -- Financial Ratios 
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Quadratic Rule




































Testing the results of the Lachenbruch method, linear rule,
2
(47.0% misclassified) produced a X = .1364. Testing the results using
2
the quadratic rule (50.0% misclassified) produced a X =0. Both 
computed chi-square statistics indicate that the null hypothesis cannot 
be rejected at the .05 significance level.
As with the full model, the tests of the resubstitution and 
Lachenbruch classification results produce conflicting conclusions re­
garding the ability to differentiate between groups using only the 
financial ratios. However, the number of firms correctly classified 
and all computed chi-square statistics were smaller for the model that
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included only the financial ratios. The indication is that differen­
tiation is less likely with only the financial ratios than with the 
full model. Taking into consideration the optimistic nature of the 
resubstitution results, there appears to be, at best, inconclusive 
support for reconsidering the conclusion that differentiation is not 
possible when using only the financial ratios included in the study.
Tests of Third Hypothesis
Test of Group Means: Other Economic Data Ratios. The third 
hypothesis of the study, which is also a subset of the first, relates 
to the ability of the study's variables, other than the financial 
ratios, to differentiate between public and ex-public firms. The model 
made up of other economic data ratios contains variables numbered 
sixteen through twenty-four in table 2, page 64. Testing the hypo­
thesis was initiated with the calculation of an F statistic used to 
test the equality of group dispersions. This F statistic was signifi­
cant at the .001 level, indicating that the dispersions are unequal 
and that quadratic procedures are appropriate.
The F statistic for the test of the equality of group means was 
significant at the .22818 level, indicating that should the null hypo­
thesis be rejected, there exists an almost 23% probability of having 
incorrectly rejected the null hypothesis. The .22818 significance 
level suggests that the evidence does not warrant rejection of the null 
hypothesis that differentiation is not possible based solely on the 
study's variables other than the financial ratios.
Classification Process: Other Economic Data Ratios. In spite of 
the failure to reject the null hypothesis based on the test of the
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equality of group means, classification was employed as an additional 
evaluative tool due to the possible understatement of the F statistic 
calculated to test the equality of group means. Classification 
results produced by the model containing only the other economic data 
ratios appear in table 5.
Table 5
Classification Results -- Other Economic Data Ratios 
First-Year-Prior to Going Private
Total Predicted Groups
Firms Ex-Public Public
No. % No. % No. %
Resubstitution Method:
Quadratic Rule
Ex-Public 33 100 32 97.0 1 3.0
Public 33 100 17 51.5 16 48.5
Total Misclassification 27.3% (18 of 66)
Linear Rule
Ex-Public 33 100 25 75.8 8 24.2
Public 33 100 12 36.4 21 63.6
Total Misclassification 30.3% (20 of 66)
Lachenbruch Method:
Quadratic Rule
Ex-Public 33 100 24 72.7 9 27.3
Public 33 100 18 54.5 15 45.5
Total Misclassification 40.9% (27 of 66)
Linear Rule
Ex-Public 33 100 21 63.6 12 36.4
Public 33 100 13 39.4 20 60.6
Total Misclassification 37.9% (25 of 66)
Using the model that included the study's variables other than 
the financial ratios, the test of the null hypothesis that the classi­
fication accuracy of the resubstitution method, quadratic rule (27.3% 
2 
misclassified), did not differ from 50%, produced a X = 12.7424. Test­
ing the results using the linear rule (30.3% misclassified) produced a
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X2 = 9.4697. Both computed chi-square statistics indicate that the null 
hypothesis can be rejected at the .005 significance level. Testing the 
results of the Lachenbruch method, quadratic rule (40.9% misclassified)
2 
produced a X = 1.8333. Testing the results using the linear rule
2
(37.9% misclassified) produced a X = 3.4091. Both test statistics 
indicate that the null hypothesis cannot be rejected at the .05 
significance level.
As in both the previous models examined, i.e., the full model and 
the financial ratios model, the resubstitution method produced classi­
fication results indicating the appropriateness of rejecting the null 
hypothesis that classification accuracy did not differ from 50%, while 
the Lachenbruch method failed to provide evidence sufficient to reject 
the null hypothesis. However, the model made up of the other economic 
data ratios produced a computed chi-square statistic larger than both 
the financial ratio model and the full model when applying the Lachen­
bruch method. It is significant to note that one additional correct 
classification by the model made up of the other economic data ratios
2
would have produced a X = 4.3788, which would have indicated that the 
null hypothesis could be rejected at the .05 level of significance.
While these results of the other economic data ratio model are not con­
clusive evidence of an ability to differentiate, considering the con­
servative nature of the Lachenbruch method, the results are stronger 
evidence that differentiation is possible than was produced by either 
model previously tested.
Relative Variable Importance
One of the objectives of discriminant analysis is the identifica­
tion of those variables which account most for the differences between
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groups. The relative importance attributed to individual variables 
evaluated in conjunction with classification accuracy serves as the 
basis for the implications of the study. Relative variable importance 
also serves as the basis for two variable-reduction procedures employed 
in the study. As a basis for variable-reduction procedures, discussion 
of relative variable importance appropriately precedes presentation of 
the results of the dimension reduction process.
Four methods suggested by E & A for measuring the relative impor­
tance of variables included in a model were discussed in chapter 2. 
The methods were the scale weighted coefficients, the conditional dele­
tion method, the forward stepwise method, and the backward stepwise 
method. The results of these four methods applied to the study's data 
from the first-year-prior to going private are presented in table 6, 
page 77.
The numbers presented in the columns of table 6 represent the 
relative importance assigned to each variable listed in the first 
column by the ranking method identified in the column heading. The 
most important variable identified by each ranking method is shown 
as number 1 with the least important variable shown as number 24. It 
should be pointed out that the selection procedures discussed here 
assume equal dispersion matrices and can be, therefore, only consider­
ed approximate methods.
The relative importance of individual variables is identified by 
a largely intuitive selection process. The process is based on an 
evaluation of the combined results of the four methods used to rank 
the discriminatory power of the variables shown in table 6. The 
process involves the identification of variables determined to
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Table 6
Ranking of Discriminatory Power of Varibles 











Variables Coefficients* Rank** Rank** Rank** Rank**
CFSL .2565 8 24 20 20
CFTA . 1819 11 18 8 16
CFNW -.8182 2 22 9 6
CFTD -.1209 14 10 4 15
CTAS -.0950 18 1 1 1
CCRL -.0313 22 2 23 21
CSAL -.3032 5 5 15 9
CINT .2411 9 8 16 10
LDTE .1123 17 20 14 13
TETD -.0346 21 6 17 23
FXCC .1157 16 7 7 7
NISL -.3536 4 21 19 19
NITA -.2936 6 16 10 5
NINW 1.0000 1 3 5 4
NITD .1171 15 17 22 18
HIPE -.0541 20 13 18 17
LOPE .0195 24 14 24 24
HPBV .4421 3 9 3 3
LPBV -.2587 7 12 13 14
HDVY -.1487 13 19 12 12
LDVY .1983 10 11 6 8
TSTH -.0669 19 23 11 11
GOWN -.1749 12 4 2 2
IDNS .0253 23 15 21 22
*The coefficients are scaled by dividing through by the largest 
coefficient in absolute value.
**Variable assigned a rank of 1 represents most important variable 
and variable assigned a rank of 24 represents least important 
variable.
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113 have received "significant support" as "most important."
Determining variable importance is a deductive accumulation of 
information, tempered by classification accuracy. While the selection 
process is subject to the study's prescribed definitions of signifi­
cance and importance, it represents a logical application of dis­
criminant analysis results. However, recognition is given to the 
potential for misinterpretation (either high or low) of individual 
variable importance, and implications of the study must be evaluated 
with this in mind.
Variables identified as "most important" for the first-year-prior 
to going private were (1) cash to total assets, (2) concentration of 
ownership, (3) high price/book value ratio, and (4) net income to 
..114 net worth.
Dimension Reduction -- Reduced Variable Subsets
Applying discriminant analysis to a reduced-variable subset re­
presents further tests of the study's null hypotheses and is supported 
by evidence that suggests there are good methodological and statistical 
reasons for seeking a reduction in the number of variables to a more 
manageable size. The methodological reasons concern the reduction in 
cost and effort of data collection, the examination of the underlying 
structure of a problem, and the reduction in the complexity of a 
problem. Statistically, evidence exists that the reduction in the
113"Significant support as most important' is generally defined 
as ranked as one of the four most important variables by at least 
three of the four ranking procedures.
114For rankings assigned to individual variables by the four 
ranking methods used, see table 6, page 77.
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number of variables may reduce the probability of misclassifica-
. 115tion.
E G & A state,
The ultimate goal in selecting subsets is to reduce the 
size of the variable set being examined with no appreci­
able loss in discriminatory power of the variables that 
are retained. The two important indicators of the 
power of a variable set are (1) the test of group mean 
differences and (2) the ability to predict group116 
membership when used in a classification scheme.
Variable reduction within the study was implemented through the 
use of (1) a combined forward, backward, and complete stepwise 
procedure, (2) factor analysis procedure, and (3) a restricted 
complete step-up procedure.
1. Combined step-up procedure. The combined forward, 
backward, and complete stepwise procedure was applied to the full 
model to achieve a reduced-variable subset, which was then tested to 
determine the effects of the variable reduction on the test of 
equality of group means and on classification accuracy. Table 7, 
page 80, shows the results of the forward and backward selection 
procedures and the significance level of each variable subset.
An examination of table 7 indicates that the minimum size 
variable subset, from either the forward or backward selection 
procedure which exceeded the minimum significance level of 99%, was
115olive J. Dunn, "Some Expected Values for Probabilities of 
Correct Classification in Discriminant Analysis," Technometrics, 
13 (May 1971), 352.




Relative Variable Importance and Associated Significance Levels 
Identified By the Forward and Backward Selection Procedures 
First-Year-Prior to Going Private
Level













1 CTAS .00 CTAS .00
2 COWN .00 COWN .00
3 HPBV .01 HPBV .01
4 CFTD .10 NINW .07
5 NINW .83 NITA .54
6 LDVY 3.66 CFNW 2.30
7 FXCC 9.14 FXCC 11.63
8 CFTA 20.11 LDVY 31.07
9 CFNW 35.31 CSAL 43.30
10 NITA 56.35 CINT 66.54
11 TSTH 76.29 TSTH 84.47
12 HDVY 89.89 HDVY 95.86
13 LPBV 98.17 LDTE 99.45
14 LDTE 99.81 LPBV 99.97
15 CSAL 99.97 CFTD 100.00
16 CINT 100.00 CFTA 100.00
17 TETD 100.00 HIPE 100.00
18 HI PE 100.00 NITD 100.00
19 NISL 100.00 NISL 100.00
20 CFSL 100.00 CFSL 100.00
21 IDNS 100.00 CCRL 100.00
22 NITD 100.00 IDNS 100.00
23 CCRL 100.00 TETD 100.00
24 LOPE 100.00 LOPE 100.00
*See discussion of significance level, chapter 2, pp.53-54.
**The last entry, i.e., variable LOPE, is the first variable 
deleted, etc.
81
thirteen. Table 8, page 82, shows: (1) those variables among the first 
thirteen included by the forward procedure and the last thirteen delet­
ed by the backward procedure; (2) those variables among the last eleven 
added in the forward procedure and the first eleven deleted in the back 
ward procedure; (3) those variables among the first thirteen added by 
the forward procedure but not among the last thirteen deleted by the 
backward procedure; and (4) those variables among the last thirteen 
deleted by the backward procedure, but not among the first thirteen 
added by the forward procedure.
The complete selection procedure was applied to the variables in 
(3) and (4), above, to determine which variables, when added to the 
variables identified in (1), above, produced the thirteen-variable sub­
set with the highest level of significance. Within the selection proce 
dure used in the study, the thirteen-variable subset determined to have 
the highest level of significance is shown in table 8. A comparison of 
the significance level of this subset (99.79%) with the highest signi­
ficance level of the forward or backward thirteen variable subset 
(99.45%) indicates that the selection process used represents a 
small improvement over both the forward and the backward procedures.
The identification of the thirteen-variable subset was followed by 
an examination of the discriminatory power of the subset which involves 
testing for the equality of group means and the application of classi­
fication procedures. The initial test in MULDIS is for the equality of 




First-Year-Prior to Going Private
(1) Variables included by both the forward 1. CTAS 6. FXCC
and backward procedures as among the 2. GOWN 7. CFNW
subset of thirteen variables contributing 3. HPBV 8. NITA
most to differentiating between the 4. NINW 9. TSTH
public and ex-public firms. 5. LDVY 10. HDVY
(2) Variables excluded by both the forward 1. CFSL 6. HI PE
and backward procedures as not among 2. CCRL 7. LOPE
the subset of thirteen variables contri- 3. TETD 8. IDNS
buting most to differentiating between 4. NISL
the public and ex-public firms. 5. NITD
(3) Variables included by the forward pro- 1. CFTD*
cedure but excluded by the backward 2. CFTA
procedure from the subset of thirteen 
variables contributing most to dif­
ferentiating between the public and 
ex-public firms.
3. LPBV
(4) Variables included by the backward 
procedure but excluded by the for­
ward procedure from the subset of 
thirteen variables contributing 
most to differentiating between 




*Added to the ten variables included by both procedures to produce 
the thirteen-variable subset with highest significance level (99.79%). 
See table 2, page 64 for description of variables.
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at the .001 level, indicating that the dispersion matrices are 
unequal and that quadratic procedures are appropriate.
The F statistic for the test of the equality of group means was 
significant at the .00023457 level indicating that should the null hy­
pothesis be rejected, there would be approximately a .02% probability 
of having incorrectly rejected the null hypothesis. One may conclude 
from the significance level that differentiation is possible.
Both quadratic and linear rules were applied within the resub­
stitution and the Lachenbruch methods to test the classification 
accuracy of the thirteen-variable subset. The results of the class- 
fication process for the thirteen-variable subset appear in table 9.
Table 9
Classification Results -- Thirteen-Variable Subset 
First-Year-Prior to Going Private
Total Predicted Groups
Firms Ex-Public Public
No. % No. % No. %
Resubstitution Method:
Quadratic Rule 
Ex-Public 33 100 32 97.0 1 3.0
Public 33 100 10 30.3 23 69.7
Total Misclassification 16.7% (11 of 66)
Linear Rule
Ex-Public 33 100 29 87.9 4 12.1
Public 33 100 6 18.2 27 81.8
Total Misclassification 15.2% (10 of 66)
Lachenbruch Method:
Quadratic Rule
Ex-Public 33 100 23 69.7 10 30.3
Public 33 100 19 57.6 14 42.4
Total Misclassification 43.9% (29 of 66)
Linear Rule
Ex-Public 33 100 22 66.7 11 33.3
Public 33 100 11 33.3 22 66.7
Total Misclassification 33.3% (22 of 66)
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In spite of the indication that the group dispersions are un­
equal, in both the resubstitution and the Lachenbruch methods the 
linear rule produced a smaller total misclassification percentage 
than the quadratic rule. Using the thirteen-variable subset, the 
test of the null hypothesis that classification accuracy of the re­
substitution method, quadratic rule (16.7% misclassified) did not differ 
2 
from 50% produced a X = 28.0152. Testing the results using the linear 
2 
rule (15.2% misclassified) produced a X = 30.6818. Both computed 
chi-square statistics indicate that the null hypothesis can be reject­
ed at the .005 significance level.
Testing the results of the Lachenbruch method, quadratic 
2 
rule (43.9% misclassified) produced a X = .7424. Testing the results
2 
using the linear rule (33.3% misclassified) produced a X = 6.6818.
The test statistic for the quadratic rule indicates that the null hypo­
thesis cannot be rejected at the .05 significance level. However, the 
test statistic for the linear rule indicates that the null hypothesis 
can be rejected at the .01 significance level.
As a subset of the full model, the results of the thirteen- 
variable subset represent an additional test of the study's first null 
hypothesis. As such, the classification accuracy of the resubsti- 
tuition method, both rules, and the Lachenbruch method, linear rule, 
indicate support for rejecting the study's first null hypothesis and 
for concluding that differentiation between groups is possible during 
the first-year-prior to going private.
The fact that the quadratic rule outperformed the linear rule in 
classifying ex-public firms, whereas the opposite is true in the class- 
fication of public firms, is a point of interest. Eisenbeis and McCall
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discuss a similar circumstance in a two-variable model, and they credit 
the classification tendencies to the amount of variance within the 
groups as well as the direction of the sign (positive or negative) 
associated with the covariance of the two variables. They point out 
that the variances of the individual groups are "averaged out" in the 
linear procedure's use of the pooled-within-groups dispersion matrix, 
while the differences are used as additional information in the quad- 
117 ratic procedure's use of individual group dispersion matrices.
The implication extended to the thirteen-variable model is that 
the amount of variance and/or the sign associated with the co-vari- 
ances between variables is different for the two groups. This 
implication may represent relevant information for future investiga­
tion of going-private transactions.
2. Factor analysis. Applying the factor analysis proce- 
118dure available in The Statistical Analysis System, using varimax 
rotation, nine factors with eigenvalues greater than one were identi­
fied. The results of the factor analysis were combined with a modified 
step-up procedure resulting in nine reduced-variable subsets. The 
step-up procedure was initiated by choosing the one-variable model 
composed of the variables with the highest factor loading for the first 
factor. This step was followed by choosing the two-variable model com­
posed of the variables with the highest factor loading for the first
117Robert A. Eisenbeis and Alan S. McCall, "Some Effects of 
Affiliations Among Mutual Savings and Commercial Banks," Journal 
of Finance, 27 (September, 1972), 865-877.
118 Jane T. Helwig and Kathryn A. Council, "Factor Procedure,"
SAS Users Guide, 1979 ed., (Raleigh, N.C., SAS Institute 1979), 
p. 203.
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and second factors. The process was continued through the identifi­
cation of the nine-variable model composed of the variables with the 
highest factor loading for each of the nine identified factors. Each 
variable subset identified within the step-up procedure was submitted 
to the MULDIS program and the classification accuracy was tested.
All of the reduced-variable subsets identified by the step-up 
procedure described in this section produced lower classification 
accuracies than the thirteen-variable subset described in the pre- 
119vious section. Because the models derived using factor analysis 
represent, along with the thirteen-variable subset, further tests 
of the study's first null hypothesis, the classification results of 
these models do not contribute any significant information to the 
study. It should also be noted that none of the models derived 
using factor analysis contributed significant results to the testing 
of either the study's second or third null hypothesis.
Due to the failure of the models tested to contribute signi­
ficant information in the form of classification accuracy, the 
classification results of the models have been omitted. The ro­
tated factor pattern using the latent root criterion is presented in 
appendix C.
3. Restricted complete step-up procedure. Labeling the 
procedure restricted complete step-up refers to the application of 
classification procedures to all possible models, restricted by the
The lowest misclassification percentages in the first-year- 
prior to going private using variable subsets identified through the 
use of factor analysis were: resubstitution method, 31.8% and 
Lachenbruch method, 42.4%.
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inclusion of only the variables determined to be "most important" 
in differentiating between groups. The primary objective of the 
procedure was to investigate classification accuracies of limited­
variable subsets, as further tests of the study's null hypotheses.
The procedure was initiated by determining the classification 
results for each of the 15 possible models composed of the four 
variables identified as "most important" in the first-year-prior 
to going private. Classification results served as the measure 
for determining the "best" model within the restricted group of 
four variables included. The best model was defined as the 
variable subset that produced the lowest total of misclassified 
firms.
Within the four variables determined to be "most important" 
in the first-year-prior to going private, i.e., cash to total 
assets, concentration of ownership, high price/book value ratio, 
and net income to net worth, the best model was determined to be 
the two- variable model composed of concentration of ownership 
and high price/book value ratio.
Testing the equality of group dispersions for the two-variable 
model produced an F statistic that was significant at the .001 
level, indicating that the dispersions are unequal and quadratic 
procedures are appropriate. The F statistic for the test of the 
equality of group means was significant at the .031231 level. 
Classification results produced by the two-variable model appear 
in table 10, page 88.
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Table 10
Classification Results--Two-Variable Model--(COWN, HPBV) 




No. % No. % No. %
Quadratic Rule




































Testing the null hypothesis that classification accuracy of the 
two-variable model, composed of concentration of ownership and high 
price/book value ratio, did not differ from 50% using the resubstitu- 
tion method, quadratic rule (34.8% misclassified) produced a X2 = 5.4697.
Results using the linear rule (30.3% misclassified) produced a 
2
X = 9.4697. The computed chi-square statistic for the quadratic rule 
indicates that the null hypothesis can be rejected at the .025 signi­
ficance level. The chi-square statistic for the linear rule indicates 
that the null hypothesis can be rejected at the .005 significance level.
Testing the results using the Lachenbruch method, quadratic rule 
(37.9% misclassified) produced a X2 = 3.4091. Results using the linear
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rule (31.8% misclassified) produced a X = 8.0152. The chi-square 
statistic computed for the results of the quadratic rule indicates that 
the null hypothesis can not be rejected at the .05 significance level. 
However, the test statistic for the linear rule indicates that the null 
hypothesis can be rejected at the .005 level.
Based on the classification results using the linear rule in both 
the resubstitution and Lachenbruch methods, it may be concluded that 
using the two-variable model composed of concentration of ownership and 
high price/book value ratio differentiation between groups in the first- 
year-prior to going private was possible. As a subset of both the full 
model and the other economic data ratios model, the classification re­
sults of the two-variable model indicate the appropriateness, therefore, 
of rejecting both the study's first null nypothesis (that differentia­
tion was not possible) and third null hypothesis (that differentiation 
was not possible using only the other economic data ratios).
Two of the variables investigated as "most important" were 
financial ratios, i.e., cash to total assets and net income to net 
worth. Models which included either or both of these two variables 
and excluded the two non-financial ratios represented subsets of the 
financial ratio model. As such, the test results of these subsets 
represented an additional test of the study's second null hypothesis 
(that differentiation was not possible using only financial ratios).
The financial ratio subset which produced the lowest total 
number of misclassified firms was the one-variable model composed 
of cash to total assets. The one-variable model had a larger number 
of misclassifications than the model composed of all fifteen financial 
ratios when using both the quadratic and linear rules within the
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resubstitution method. Using the Lachenbruch method, the one- 
variable model misclassified fewer firms than the model with fifteen 
financial ratios under both the quadratic and linear rules. The 
number of firms misclassified by this one-variable model, however, 
failed in all cases to produce a chi-square statistic indicating that 
the null hypothesis (results do not differ from 50%) could be rejected 
at the .05 significance level. A summary of the classification 
results of the one-variable model composed of cash to total assets 
are presented in table 11, page 91, which summarizes the classifica­
tion results of all models discussed for the first-year-prior to 
going private.
Summary of First-Year-Prior to-Going Private
A summary of the classification results of the relevant models 
tested in the first-year-prior to going private appears in table 11, 
page 91. Table 11 shows the number and percent of total firms 
misclassified when applying both the resubstitution and the Lachen­
bruch methods under both the quadratic and linear rules for six 
individual models. The models are presented in three groups. 
Each group contains the model used to initially test the study's 
corresponding null hypothesis and a subset of the larger model 
used as a further test of the appropriate null.
Analysis of the results presented in table 11 indicates the 
optimistic nature of the resubstitution method, evidenced by a 
higher classification accuracy than that produced by the Lachenbruch 
method. Further examination of the results of the resubstitution 
method show that the quadratic rule performed better than the linear 
rule for each of the models used to initially test the study's three
Table 11
Summary of Classification Results 
First-Year-Prior to Going Private
Misclassified Firms
Model
Resubstitution Method Lachenbruch Method
Quadratic Linear Quadratic Linear
No. %* No. %* No. %* No. %*
l.Full (24 variables) 41 6.1 101 15.2 384 57.6 273 40.9
Thirteen-Variable Subset ll1 16.7 101 15.2 29 43.9 222 33.3
2.Financial Ratios (15 variables) 161 24.2 211 31.8
4
33 55.0 314 47.0
One-Variable Model (CTAS) 254 37.9 254 37.9 264 39.4 254 37.9
3.Other Economic Data Ratios
(9 variables)
181 27.3 201 30.3
4
27 40.9 254 37.9
Two-Variable Model — (COWN, HPBV) 233 34.8 101 15.2 254 37.9 211 31.8
*Total of sixty-six firms classified in the first-year-prior to going private. 
1Classification results differ from 50% accuracy at .005 significance level.
2Classification results differ from 50% accuracy at .01 significance level.
3  
Classification results differ from 50% accuracy at .015 significance level.
4Classification results do not differ from 50% accuracy at .05 significance level.
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null hypotheses, i.e., the full model, financial ratios, and other 
non-economic data ratios. However, classification results of the 
subsets of these initial models produced equal or lower 
total misclassifications, using the linear rule.
Because the linear rule is appropriate when group dispersions 
are equal, it may be concluded that the derivation of each of the 
model subsets resulted in the exclusion of variables that 
contributed disproportionately to the unequal group dispersions 
of the larger models tested. In contrast, it can be observed 
in table 11 that when applying the Lachenbruch method the linear 
rule produced lower total misclassifications in all models tested, in 
spite of the indications of unequal group dispersions. The reason 
for the contrast is unclear, but the use of the classification results 
of both methods in evaluating possible implications of the study's 
data analysis would appear to limit the introduction of any bias 
associated with the contrast.
The results of the resubstitution method generally indicated 
classification accuracy decreased as the number of variables decreased. 
Each group subset, when compared to its corresponding larger model 
in table 11, had a larger total number of misclassifications using the 
resubstitution method. Alternatively, the Lachenbruch method gen­
erally indicated that a decrease in variables was accompanied by an 
increase in classification accuracy. Each group subset produced 
fewer misclassifications using the Lachenbruch method than the 
corresponding larger model. Again, the reason for the contrast between 
the results of the resubstitution and Lachenbruch methods is not clear,
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but would appear to introduce no bias in evaluating possible implica­
tions of the study’s data analysis.
The results using the resubstitution method indicated that the 
models containing both financial ratios and other economic data 
ratios (i.e. , full model and thirteen-variable subset) performed best. 
With the exception of the model containing only cash to total assets, 
the results using the resubstitution method generally indicated that 
differentiation between groups was possible.
Using the results from the Lachenbruch method, only the two- 
variable model, concentration of ownership and high price/book value, 
produced classification results sufficient to reject the null hypo­
thesis that the accuracy did not differ from 50% expected by chance at 
the .005 significance level. The thirteen-variable subset gave the 
only other indication that classification results were different 
from a random procedure, indicating the appropriate rejection of 
the null hypothesis (results equal 50%) at the .01 significance 
level.
Test of H01. Analysis of the overall classification results of 
the first-year-prior to going private indicates that the thirteen- 
variable subset and the two variable subset ( COWN, HPBV) out-perform­
ed the other models tested. Because both models are subsets of the 
full model, and in light of the optimistic and conservative natures 
of the resubstitution and Lachenbruch methods, respectively, the 
study’s first null hypothesis may be appropriately rejected and the 
conclusion drawn that differentiation between groups is possible.
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Test of H02 The classification results of the models tested 
that contained only financial ratios failed to provide sufficient 
evidence to warrant rejection of the study’s second null hypothesis. 
The appropriate conclusion indicated by the failure to reject 
is that differentiation between groups using only financial ratios 
is not possible.
Test of H13 Concentration of ownership and high price/book
value are both other economic data ratios and therefore the results 
of the model composed of these two variables represents a test of 
the study's third null hypothesis. As such, the results indicate that 
may be rejected, and the conclusion drawn that differentiation 
between groups is possible using only other economic data ratios.
It should be noted here that conclusions related to rejecting 
or failing to reject the study’s null hypotheses are based on the 
analysis of only a limited number of the possible subsets of 
variables. Because not all possible subsets were tested, no claim 
can be made that the best variable subset found in the study is 
the best subset that was available in the study.
Analysis of Second-Year-Prior to to Going Private 
Tests of First Hypothesis
Test of Group Means: Full Model. The analysis applied to 
the data from the second-year-prior to going private is the same 
as for the first-year-prior. Testing the equality of the group 
dispersions using the full model produced an F statistic that was 
significant at the .001 level, indicating that the dispersions are
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unequal, and quadratic procedures are appropriate.
The F statistic for the test of the equality of group means was 
significant at the .089289 level, indicating that should the null 
hypothesis be rejected, there would be approximately a 9% probability 
of having incorrectly rejected the null hypothesis, and differentia­
tion between the groups is, in fact, not possible.
Classification Process: Full Model. With consideration to the 
individual circumstances, a significance level of nearly 9%, noted 
above, would not normally warrant rejection of a null hypothesis. 
Similarly, in applying discriminant analysis, such a significance 
level might not indicate the use of the classification process as an 
additional measurement of the model's discriminatory ability. 
Again, as indicated in the analysis of the first-year-prior to going 
private, the possible bias in the test of the group means caused by 
unequal dispersions may understate the computed F statistic. 
Consequently, the classification process was undertaken. Classifica­
tion results produced by the full model appear in table 12, page 96.
Using the full model, the test of the null hypothesis that 
classification accuracy of the resubstitution method, quadratic rule 
 
(6.6% misclassified) did not differ from 50%, produced a X = 55.5921. 
Testing the results using the linear rule (19.7% misclassified) pro- 
 
duced a X2 = 26.6447. Both computed chi-square statistics indicate 
that the null hypothesis can be rejected at the .005 significance level.
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Table 12
Classification Results -- Full Model 










Ex-Public 38 100 35 92.1 3 7.9
Public 38 100 2 5.3 36 94.7
Total Misclassification 6.6% (5 <of 76)
Linear Rule
Ex-Public 38 100 29 76.3 9 23.7
Public 38 100 6 15.8 32 84.2
Total Misclassification 19.7% (15 of 76)
Lachenbruch Method:
Quadratic Rule
Ex-Public 38 100 28 73.7 10 26.3
Public 38 100 21 55.3 17 44.7
Total Misclassification 40.8% (31 of 76)
Linear Rule
Ex-Public 38 100 21 55.3 17 44.7
Public 38 100 14 36.8 24 63.2
Total Misclassification 40.8% (31 of 76)
Testing the results of the Lachenbruch method, both the
 
quadratic and linear rules (40.8% misclassified) produced a X2 = 2.2237 
indicating that the null hypothesis cannot be rejected at the .05 
significance level. As in the first-year-prior to going private, the 
classification results of the resubstitution and Lachenbruch methods 
produce conflicting conclusions regarding the ability of the full 
model to differentiate between groups.
Tests of Second Hypothesis
Test of Group Means: Financial Ratios. Testing the second hypo­
thesis, relating to the ability to differentiate between the groups 
based on the financial ratios, produced an F statistic for the test of
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group dispersions that was significant at the .001 level, indicating 
that the group dispersions are unequal.
The F statistic for the test of the equality of group means was 
significant at the .1738 level, indicating that should the null 
hypothesis be rejected, there is a greater than 17% probability of 
having incorrectly rejected the null hypothesis. The indication is 
that differentiation between the two groups is not possible.
Classification Process: Financial Ratios. Again a significance 
level of .1738 would not normally indicate the use of the classifica­
tion process, but it is performed due to the possible bias caused 
by the unequal dispersion matrices. Classification results produced 
by the model containing only the financial ratios appear in table 13.
Table 13
Classification Results -- Financial Ratios 




No. % No. % No. %
Quadratic Rule





































Using the model which includes only the financial ratios, the 
test of the null hypothesis that the classification accuracy of the re­
substitution method, quadratic rule (22.4% misclassified), did not dif- 
 
fer from 50% produced a X2 = 22.1184. Testing the results using the 
 
linear rule (27.6% misclassified) produced a X2 = 14.3289. The chi- 
square statistic computed for both the quadratic and linear rules indi­
cate that the null hypothesis can be rejected at the .005 significance 
level. Testing the results of the Lachenbruch method, both the quad- 
 
ratic and linear rules (43.4% misclassified) produced a X2 = 1.0658, 
indicating the null hypothesis cannot be rejected at the .05 signifi­
cance level.
As in the first-year-prior to going private, the classification 
accuracy of the resubstitution and Lachenbruch methods using the model 
made up of only financial ratios produced conflicting conclusions 
regarding the ability to differentiate between groups. Also parallel­
ing the results of the first-year-prior, the classification accuracy of 
the financial ratios model was less than the full model. Considering 
the optimistic nature of the resubstitution method, there is again, at 
best, inconclusive support for reconsidering the conclusion that 
differentiation is not possible when using only the financial ratios 
included in the study.
Tests of Third Hypothesis
Test of Group Means: Other Economic Data Ratios. The third 
hypothesis of the study concerns the ability to differentiate be­
tween groups using the study's variables other than the financial 
ratios. The initial test of the ability to differentiate was the cal­
culation of an F statistic to test the equality of group dispersions.
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This F statistic was significant at the .001 level, indicating that the 
dispersions are unequal and quadratic procedures are appropriate.
The F statistic for the test of the equality of group means was 
significant at the .020084 level, indicating that should the null hypo­
thesis be rejected, there exists approximately a 2% probability of 
having incorrectly rejected the null hypothesis. The .020084 signifi­
cance level suggests that differentiation between groups is possible 
using the other economic data ratios and represents strong support for 
the use of the classification process.
Classification Process: Other Economic Data Ratios. Classifi­
cation results produced by the model containing only the other 
economic data ratios appear in table 14.
Table 14
Classification Results -- Other Economic Data Ratios 




No. % No. % No. %
Quadratic Rule





































Using the model that included only the study's other economic data 
ratios, the test of the null hypothesis that classification accuracy 
of the resubstitution method, quadratic rule (27.6% misclassified), did 
not differ from 50% produced a X2 = 14.3289. Testing the results using 
the linear rule (30.3% misclassified) produced a X2 = 11.0658. Both 
computed chi-square statistics indicate that the null hypothesis can be 
rejected at the .005 significance level.
Testing the results of the Lachenbruch method, quadratic rule
(40.8% misclassified) produced a X2 = 2.2237. Testing the results
using the linear rule (31.6% misclassified) produced a X2 = 9.5921. 
The test statistic of the results using the quadratic rule indicates 
that the null hypothesis cannot be rejected at the .05 significance 
level. However, the test of the results using the linear rule indi­
cate that the null hypothesis can be rejected at the .005 level.
The classification accuracies of the resubstitution method, both 
rules, and the Lachenbruch method, linear rule, were indicated as 
significantly different from the 50% accuracy expected by chance. 
These results indicate the appropriateness of rejecting the null 
hypothesis that differentiation between groups is not possible when 
using only the other economic data ratios.
Relative Variable Importance
As in the first-year-prior to going private, four methods of 
measuring the relative importance of individual variables were applied 
to the data from the second-year-prior to going private. Table 15, 
page 101, shows the results of the four selection methods used.
The explanation of the contents of table 15 is the same as that given 
for table 6 on page 77.
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Table 15
Ranking of Discriminatory Power of Variables 

















CFSL .5930 11 14 12 13
CFTA .8945 3 20 19 17
CFNW -.6611 10 10 22 18
CFTD -.7422 7 23 21 19
CTAS .2963 16 9 3 10
CCRL -.7635 6 13 15 8
CSAL 1.000 1 12 10 3
CINT -.7128 9 22 11 14
LDTE .0382 24 24 13 24
TETD .5589 12 17 16 9
FXCC .3226 15 1 1 1
NISL -.7343 8 16 8 4
NITA -.9671 2 21 14 16
NINW .8920 4 11 9 5
NITD .8591 5 19 18 15
HIPE -.1058 22 6 24 23
LOPE .1722 20 7 20 20
HPBV .0874 23 4 23 22
LPBV -.1429 21 5 6 21
HDVY .3385 14 18 17 12
LDVY -.3985 13 8 7 11
TSTH . 1850 19 15 5 7
COWN .2520 17 3 4 6
IDNS -.2367 18 2 2 2
*The coefficients are scaled by dividing through by the largest 
coefficient in absolute value.
**Variable assigned a rank of 1 represents most important variable 
and variable assigned a rank of 24 represents least important 
variable.
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Following the selection process described on page 78 for the 
first-year-prior to going private, the variables identified as "most 
important" for the second-year-prior to going private were (1) fixed 
charge coverage, (2) change in total shares outstanding, and (3) 
 120 concentration of ownership.
Dimension Reduction -- Reduced Variable Subsets
Variable reduction for the second-year-prior to going private was 
implemented through the same three procedures used in the first-year- 
prior to going private. They were (1) combined forward, backward, and 
complete stepwise procedure, (2) factor analysis, and (3) restricted 
complete step-up procedure.
1. Combined step-up procedure. Table 16, page 103, shows 
the results of the forward and backward selection procedures and the 
significance level of each variable subset. An examination of the 
table indicates that the minimum size variable subset, from either se­
lection procedure, which exceeded the minimum significance level of 99% 
was thirteen. Table 17, page 104, shows the variables (1) included by 
both methods, (2) excluded by both methods, (3) included by the forward 
but not backward, and (4) included by the backward but not forward. 
The thirteen-variable subset determined to have the highest level of 
significance is identified in table 17. A comparison of the signifi­
cance level of this subset (100%) with the highest significance level 
of the forward or backward thirteen-variable subset (99.76%) indicates, 
again, that the selection process used represents a small improvement
120For rankings assigned to individual variables by the four 
ranking methods used see table 15, page 101.
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Table 16
Relative Variable Importance and Associated Significance Levels 
Identified By the Forward and Backward Selection Procedures 
Second-Year-Prior to Going Private
Level













1 FXCC .00 FXCC .00
2 IDNS .00 IDNS .01
3 CTAS .09 CSAL .05
4 COWN .66 NISL .27
5 TSTH 3.79 NINW 1.59
6 LPBV 9.40 COWN 5.95
7 LDVY 19.19 TSTH 21.61
8 NISL 30.12 CCRL 37.41
9 NINW 45.98 TETD 61.40
10 CSAL 66.35 CTAS 86.76
11 CINT 82.77 LDVY 94.46
12 CFSL 93.82 HDVY 98.85
13 LDTE 98.12 CFSL 99.76
14 NITA 99.33 CINT 99.99
15 CCRL 99.84 NITD 100.00
16 TETD 100.00 NITA 100.00
17 HDVY 100.00 CFTA 100.00
18 NITD 100.00 CFNW 100.00
19 CFTA 100.00 CFTD 100.00
20 LOPE 100.00 LOPE 100.00
21 CFTD 100.00 LPBV 100.00
22 CFNW 100.00 HPBV 100.00
23 HPBV 100.00 HIPE 100.00
24 HIPE 100.00 LDTE 100.00
*See discussion of significance level, chapter 2, pp.53-54.





Second-Year-Prior to Going Private
(1) Variables included by both the forward 1. FXCC 6. LDVY
and backward procedures as among the 2. IDNS 7. NISL
subset of thirteen variables contributing 3. CTAS 8 NINW
most to differentiating between the public 4. COWN 9. CSAL
and ex-public firms. 5. TSTH 10. CFSL
(2) Variables excluded by both the forward 1. CFTA 6. HIPE
and backward procedures as not among 2. CFNW 7. LOPE
the subset of thirteen variables contribut­ 3. CFID 8. HPBV
ing most to differentiating between the 4. NITA
public and ex-public firms. 5. NITD
(3) Variables included by the forward procedure 1. CCRL* 
but excluded by the backward procedure 2. TETD*
from the subset of thirteen variables 3. HDVY
contributing most to differentiating 
between the public and ex-public firms.
variables contributing most to differ­
entiating between the public and ex-public 
firms.
(4) Variables included by the backward 1. LPBV
procedure but excluded by the forward 2. CINT*
procedure from the subset of thirteen 3. LDTE
*Added to the ten variables included by both procedures to produce 
the thirteen-variable subset with highest significance level (100%). 
See table 2, page 64 for description of variables.
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over both the forward and the backward procedures.
Testing the discriminatory power of the thirteen-variable subset 
identified was initiated by the calculation of an F statistic for the 
test of equality of group dispersions that was significant at the .001 
level, indicating that the dispersion matrices are unequal, and that 
quadratic procedures are appropriate. The F statistic for the test of 
equality of group centroids was significant at the .0014891 level, 
indicating that should the null hypothesis be rejected, there would be 
approximately a .15% probability of having incorrectly rejected the 
null hypothesis. One may conclude from the significance level that 
differentiation is possible.
Again, both the quadratic and linear rules were applied within 
the resubstitution and the Lachenbruch methods. The results of 
the classification procedure produced by the thirteen-variable 
subset appear in table 18, page 106.
Using the thirteen-variable subset, the test of the null hypothe­
sis that the classification accuracy of the resubstitution method, 
quadratic rule (30.3% misclassified) did not differ from 50% produced 
a X2 = 11.0658. Testing the results using the linear rule (21.1% mis-
 
classified) produced a X2 = 24.3289. Both computed test statistics in­
dicate that the null hypothesis can be rejected at .005 significance 
level.
Testing the results of the Lachenbruch method, quadratic rule
 
(50.0% misclassified) produced a X2 =0. Testing the results using
 
the linear rule (31.6% misclassified) produced a X2 = 9.5921. The 
test statistic for the quadratic rule indicates that the null hypo­
thesis cannot be rejected at the .05 significance level. However,
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the test statistic for the linear rule 
hypothesis can be rejected at the .005
indicates that the null
significance level.
Table 18
Classification Results -- Thirteen-Variable Subset 
Second-Year-Prior to Going Private
Total Predicted Groups
Firms Ex-Public Public 
No.
ic
%No. % No. %
Resubstitution Method:
Quadratic Rule
Ex-Public 38 100 37 97.4 1 2.6
Public 38 100 22 57.9 16 42.1
Total Misclassification 30 .3% (23 of 76)
Linear Rule
Ex-Public 38 100 27 71.1 11 28.9
Public 38 100 5 13.2 33 86.8
Total Misclassification 21. 1% (16 of 76)
Lachenbruch Method:
Quadratic Rule
Ex-Public 38 100 29 76.3 9 23.7
Public 38 100 29 76.3 9 23.7
Total Misclassification 50. 0% (38 of 76)
Linear Rule
Ex-Public 38 100 24 63.2 14 36.8
Public 38 100 10 26.3 28 73.7
Total Misclassification 31. 6% (24 of 76)
As a subset of the full model, the results of the thirteen- 
variable subset represent an additional test of the study's first null 
hypothesis. As such, the classification of the resubstitution method, 
both rules, and the Lachenbruch method, linear rule, indicate sup­
port for rejecting the study's first null hypothesis and for concluding 
that differentiation is possible during the second-year-prior to 
going private.
2. Factor analysis. As in the first-year-prior to going 
private, none of the models derived using factor analysis provided 
classification accuracies that were significant in testing any of
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 .the study’s null hypotheses121. For that reason, the classification 
results of the models tested are not presented. The rotated factor 
pattern using the latent root criterion is presented in appendix C.
3. Restricted complete step-up. Classification results 
were tested for seven models composed of all possible combinations 
of the three variables determined to be "most important" in the 
second-year-prior to going private, i.e., fixed charge coverage, 
change in total shares outstanding and concentration of owner­
ship . Comparing classification results of the models tested failed 
to identify a single model that produced the fewest misclassifica­
tions for all circumstances.
The two-variable model composed of change in total shares 
outstanding and concentration of ownership produced the fewest 
misclassifications for all procedures except the application of the 
resubstitution method using the linear rule, where the one-variable 
model, change in total shares outstanding, misclassified the fewest 
firms.
Testing the one-variable model, change in total shares outstand­
ing, produced an F statistic for the test of the equality of group 
dispersions that was significant at the .43104 level, indicating that 
linear procedures are appropriate. Applying the linear procedures 
within the resubstitution method, the model misclassified 21 of the 
76 firms (27.6%). However, when applying the linear rule within the 
Lachenbruch method, the model misclassified 38 of the 76 firms (50%).
121
The lowest misclassification percentages in the second-year- 
prior to going private using variable subsets identified through the 
use of factor analysis were: resubstitution method, 31.6% and Lachen­
bruch method, 38.2%.
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Applying the quadratic procedure, the one variable model misclassified 
34 of the 76 firms (44.7%) using the resubstitution method and 38 of 
the 76 firms (50%) using the Lachenbruch method.
In light of the optimistic nature of the resubstitution method 
and the ability of the change in total shares outstanding to only 
classify correctly 50% of the firms when using the Lachenbruch 
method, the two-variable model, change in total shares outstanding 
and concentration of ownership, was determined to be the best 
variable subset resulting from the restricted complete step-up 
procedure.
Testing this two-variable model produced an F statistic for 
the test of the equality of group dispersions that was significant at 
the .80128 level, indicating that linear procedures are appropriate.
The F statistic for the test of equality of group means was 
significant at the .006134 level, indicating that should the null hypo­
thesis be rejected, there would be only approximately a .6% probability 
of having incorrectly rejected the null. One may conclude from the 
significance level that differentiation is possible. Submitting 
the two-variable model to classification procedures produced the 
results shown in table 19, page 109.
Using the two-variable model, the test of the null hypothesis 
that the classification accuracy of the resubstitution method, quad­
ratic rule (36.8% misclassified), did not differ from 50% produced a 
2
X =4.75. Testing the results using the linear rule (35.5% misclass-
2
ified) produced a X = 5.8026. The statistic for the results of the 
quadratic rule indicates that the null hypothesis can be rejected at
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the .05 significance level while the statistic for the results of the 
linear rule indicate that the null can be rejected at the .025 
significance level.
Table 19
Classification Results--Two-Variable Model--(IDNS, COWN) 
Second-Year-Prior to Going Private
Total Predicted Groups
Firms Ex-Public Public 
No. %No. % No. %
Resubstitution Method:
Quadratic Rule 
Ex-Public 38 100 23 60.5 15 39.5
Public 38 100 13 34.2 25 65.8
Total Misclassification 36.8% (28 of 76)
Linear Rule 
Ex-Public 38 100 25 65.8 13 34.2
Public 38 100 14 36.8 24 63.2
Total Misclassification 35 .5% (27 of 76)
Lachenbruch Method:
Quadratic Rule
Ex-Public 38 100 22 57.9 16 42.1
Public 38 100 16 42.1 22 57.9
Total Misclassification 42 .1% (32 of 76)
Linear Rule
Ex-Public 38 100 25 65.8 13 34.2
Public 38 100 14 36.8 24 63.2
Total Misclassification 35 .5% (27 of 76)
Testing the results using the Lachenbruch method, quadratic rule 
(42.1% misclassified), produced a X2 = 1.5921. Testing the results
using the linear rule (35.5% misclassified) produced a X2 = 5.8026.
The test statistic for the results of the quadratic rule indicates 
that the null hypothesis cannot be rejected at the .05 significance 
level. Alternatively, the statistic for the results using the linear 
rule indicates the null hypothesis can be rejected at the .025 signi­
ficance level. Based on the classification results using the linear
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rule in both the resubstitution and Lachenbruch methods, it may be con­
cluded that using the two-variable model composed of change in total 
shares outstanding and concentration of ownership differentiation be­
tween groups in the second-year-prior to going private was possible.
Within the restricted complete step-up procedure, the only model 
tested that was composed solely of financial ratios was the one- 
variable model, fixed charge coverages. This one-variable model 
produced, in all classification procedures applied, a larger number of 
misclassifications than did the model including all fifteen financial 
ratios. The results of the model, therefore, contributed no informa­
tion to the tests of the study's null hypotheses and as a result are 
not presented.
Summary of Second-Year-Prior to Going Private
A summary of the classification results of the relevant models 
tested in the second-year-prior to going private appear in table 20, 
page 111. Table 20 shows the number and percent of total firms 
misclassified when applying both the resubstitution and the Lachen­
bruch methods under both the quadratic and linear rules for five 
individual models. The models are presented in three groups. Each 
group contains the model used to initially test the study's correspond­
ing null hypothesis and a subset of the larger model (first and third 
groups only) used as a further test of the appropriate null.
As in the first-year-prior, the optimistic nature of the resub­
stitution method is evidenced by a higher classification accuracy than 
that produced by the Lachenbruch method. Greater accuracy was 
produced by the full model and the other economic data ratios model
Table 20
Summary of Classification Results
Second-Year-Prior to Going Private
Misclassified Firms
Model
Resubstitution Method Lachenbruch Method
Quadratic Linear Quadratic Linear
No. %* No. %* No. %* No. %*
1. Full (24 variables) 51 6.6 151 19.7 314 40.8 314 40.8
Thirteen-Variable Subset 231 30.3 161 21.1 384 50.0 241 31.6
2. Financial Ratios (15 variables) 171 22.4 211 27.6 334 43.4 334 43.4
3. Other Economic Data Ratios 
(9 variables)
211 27.6 231 30.3 314 40.8 241 31.6
Two-Variable Model — (IDNS, COWN) 283 36.8 272 35.5
4
32 42.1 272 35.5
*Total of seventy-six firms classified in the second-year-prior to going private. 
1Classification results differ from 50% accuracy at .005 significance level.
2Classification results differ from 50% accuracy at .025 significance level. 
3
Classification results differ from 50% accuracy at .05 significance level.
4
Classification results do not differ from 50% accuracy at .05 significance level. 111
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using the quadratic rule in the resubstitution method, while the 
subsets of each of those models produced greater accuracy using 
the linear rule. This contrast also existed in the first-year-prior 
to going private and is again the likely result of the exclusion of 
variables that contributed disproportionately to the unequal dis­
persion when deriving the model subsets.
Two data characteristics of the second-year-prior to going 
private that existed in the first-year-prior and were discussed in 
that context are (1) the equal or greater accuracy of the linear rule 
as compared to the quadratic rule when using the Lachenbruch method, 
and (2) the general indication by the resubstitution method that 
accuracy decreased as the number of variables decreased. A varia­
tion from the results of the first-year-prior appear in the failure of 
the model subsets to misclassify fewer firms than the corresponding 
larger models when applying the Lachenbruch method. Only the 
thirteen-variable subset, using the linear rule, misclassified fewer 
firms than its corresponding larger model.
Tests of the classification results of the resubstitution method 
generally indicate that the accuracy achieved is different from the 
50% that would be expected by chance. Results of the Lachenbruch 
method using the thirteen-variable subset and the other economic data 
ratios model also provide evidence of accuracies which differ from 
the expected results of a random procedure. Additionally, the two- 
variable model ( IDNS, COWN) indicates, with lesser assurance, that 
classification accuracy is different from 50%.
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Test of  H01 . Analysis of the overall classification results
of the second-year-prior to going private indicates that the 
thirteen-variable subset and the other economic data ratios model 
performed better than the other models tested. Because both 
models are subsets of the full model and in light of the optimistic 
and conservative natures of the resubstitution and Lachenbruch 
methods respectively, the study's first null hypothesis may 
appropriately be rejected and the conclusion drawn that differentia­
tion between groups is possible.
Test of H02 . The classification results of the models tested
that contained only financial ratios failed to provide sufficient 
evidence to warrant rejection of the study's second null hypothesis. 
The appropriate conclusion indicated by the failure to reject H02
is that differentiation between groups using only financial ratios 
is not possible.
Test of H03.  The results of the other economic data ratios
model represents the appropriate model for testing the study's 
third null hypothesis. Tests of the classification results of 
the model indicate H03 may be rejected and the conclusion drawn 
that differentiation between groups is possible using only the 
other economic data ratios. As in the first-year-prior, it is 
noted that not all available variable subsets were investigated 
in the second-year-prior and as a result, no claim can be made 
that the best variable subset found was the best of all possible 
subsets.
CHAPTER 4
SUMMARY, IMPLICATIONS, CONCLUSIONS, AND 
SUGGESTED FUTURE RESEARCH
Summary of Findings 
Research Purpose and Design
This study was designed generally: (1) to employ specific 
attributes of sample firms to test the ability to differentiate between 
public and ex-public firms, and (2) to investigate the importance 
of individual attributes in differentiating between public and ex­
public firms. Discriminant analysis was used as the study's primary 
statistical procedure and, as such, served as the basis both for 
testing the ability to differentiate between groups and for importance 
attributed to individual variables. The study's research design, as 
indicated in chapter 2, limits the ability to generalize from the 
results of the study's data analysis due to the non-random paired- 
sample design used, the restricted number of variables included, 
and the assumptions of the data analysis procedure applied. However, 
evaluated within these limitations, it is felt that the results of the 
study's data analysis have significant implications concerning going­
private transactions.
Results of Data Analysis: First-Year-Prior to Going Private
Tests of First Hypothesis. A full model composed of all the 
variables included in the study and all variable subsets identified 
within the study's data analysis served to test the study's general 
null hypothesis that differentiation was not possible between 
public and ex-public groups. The test for equality of group means
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using the full model in the first-year-prior to going private produced 
an F statistic that indicated that the null hypothesis should be re­
jected at any chosen significance level greater than .030569.
The full model, using the resubstitution method (quadratic 
rule), misclassified 6.1% of the observations. A total of 40.9% of 
the observations were classified incorrectly by the Lachenbruch 
method (linear rule). The hypothesis that the classification 
accuracy of the resubstitution method could have been achieved 
by chance was rejected at the .005 significance level. The 
hypothesis that the accuracy of the Lachenbruch method could 
have been achieved by chance was rejected at the .015 significance 
level.
Variable reduction procedures were implemented in the study to 
derive selected variable subsets appropriate for testing the study's 
null hypotheses. A thirteen-variable subset, composed of both 
financial ratios and other economic data ratios, produced by an F 
statistic for the test of the equality of group means which indicated 
that the null hypothesis should be rejected at any chosen signifi­
cance level greater than .000235.
The thirteen-variable subset misclassified 15.2% of the observa­
tions using the resubstitution method (linear rule) and incorrectly 
classified 33.3% of the observations using the Lachenbruch method 
(linear rule). The hypothesis that the classification accuracies 
could have been achieved by chance was rejected at the .005 
significance level for the results of the resubstitution method and 
was rejected at the .01 level for the results of the Lachenbruch 
method.
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A two-variable subset identified within the study also served as 
a test of the study's first null hypothesis. The two-variable model 
was composed of a measure of the percentage of outstanding common 
stock held by management and the boards of directors ( COWN) at the 
close of the first-year-prior to going private and the high price/book 
value ratio ( HPBV) calculated for the first-year-prior to going pri­
vate. The two-variable model ( COWN, HPBV) produced an F statistic for 
the test of equality of group means which indicated that the study's 
first null hypothesis could be rejected at significance levels greater 
than .031231. Using the resubstitution method (linear rule), the model 
misclassified 15.2% of the observations while incorrectly classifying 
31.8% of the observations using the Lachenbruch method (linear rule). 
The hypothesis, that the accuracy achieved by each classification 
method was possible by chance, was rejected at the .005 significance 
level in each case.
Classification accuracy of models tested served as the ultimate 
test of the ability to differentiate between groups. With due consid­
eration to the slightly conservative nature of the Lachenbruch 
method, the classification results of the thirteen-variable subset and 
the two-variable model indicated the appropriateness of rejecting the 
study's first null hypothesis and concluding that differentiation be­
tween groups was possible during the first-year-prior to going private.
Tests of Second Hypothesis. Models composed of only the 
financial ratios included in the study served as tests of the in­
formational content of the accounting data represented by those 
ratios. The test for equality of group means using the fifteen
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financial ratios included in the study in the first-year-prior to going 
private produced an F statistic which indicated that the null hypothesis 
should be rejected only at chosen significance levels greater than 
.26629.
The significance level of the F statistic for the test of equality 
of group means was not sufficient evidence to warrant rejecting the 
study's second null hypothesis. In addition, tests of classification 
accuracies of models comprised solely of financial ratios failed to 
provide evidence to conflict with the conclusion that differentiation 
between the groups was not possible.
Tests of Third Hypothesis. A model composed of all variables 
in the study other than the financial ratios, i.e., other economic 
data ratios, served as a test of the study's third null hypothesis. 
In addition, the two-variable model ( COWN, HPBV) discussed as 
representing a test of the study's first null hypothesis, also 
served to test the ability to differentiate between groups using 
only other economic data ratios included in the study.
The model including the nine other economic data ratios produc­
ed an F statistic for the test of equality of group means which 
indicated that the null hypothesis could only be rejected at signi­
ficance levels greater than .22818. In addition, classification 
results produced by the other economic data ratios model failed to 
provide evidence that accuracies achieved were significantly different 
from levels expected from a random classification procedure. The 
classfication results produced by the two-variable model ( COWN, 
HPBV) however, indicate the appropriateness of rejecting the
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study's third null hypothesis and concluding that differentiation 
between groups was possible, using the other economic data ratios, 
concentration of ownership and high price/book value ratio.
Results of Data Analysis--Second-Year-Prior to Going Private
Tests of First Hypothesis. In the second-year-prior to going 
private, the test for equality of group means using the full model 
produced an F statistic which indicated that the null hypothesis 
should be rejected only at chosen significance levels greater than 
.089289. Applying the classification procedures to the full model, 
the resubstitution method (quadratic rule) misclassified 6.6% of 
the observations. A total of 40.8% of the observations were mis­
classified by the Lachenbruch method (linear rule). The hypothesis 
that the classification accuracy of the resubstitution method could 
have been achieved by chance was rejected at the .005 significance 
level. The hypothesis that the accuracy of the Lachenbruch 
method could have been achieved by chance could not be rejected 
at the .05 significance level.
A thirteen-variable subset identified for the second-year- 
prior to going private produced an F statistic for this test of the 
equality of group means which indicated that the null hypothesis 
should be rejected at any chosen significance level greater than 
.00149. The thirteen-variable subset misclassified 21.1% of the 
observations using the resubstitution method (linear rule) and 
misclassified 31.6% of the observations using the Lachenbruch 
method (linear rule). The hypothesis that the classification 
accuracies could have been achieved by chance was rejected at
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the .005 significance level for the results of both the resubstitution 
and the Lachenbruch methods. Considering the slightly conservative 
nature of the Lachenbruch method, the classification results of the 
thirteen-variable subset confirmed the appropriateness of rejecting 
the study's first null hypothesis and concluding that differentiation 
between groups was possible during the second-year-prior to going 
private.
Tests of Second Hypothesis. A model composed of only the 
fifteen financial ratios included in the study was also tested in 
the second-year-prior to going private. The test for equality of 
group means produced an F statistic which indicated that the null 
hypothesis should be rejected only at chosen significance levels 
greater than .1738, implying that differentiation was not possible. 
Classification results of the financial ratios model did not conflict 
with the conclusion that differentiation between the groups was not 
possible based solely on the financial ratios included in the study.
Tests of Third Hypothesis. A model composed of the nine 
other economic data ratios provided the most significant results in 
testing the study's third null hypothesis in the second-year-prior 
to going private. The model including the other economic data 
ratios produced an F statistic for the test of equality of group 
means which indicates that the null hypothesis could be rejected at 
significance levels greater than .020084.
Using the resubstitution method (quadratic rule), the model 
of other economic data ratios misclassified 27.6% of the observations.
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A total of 31.6% of the observations were misclassified using the 
Lachenbruch method (linear rule). The hypothesis that the classifi­
cation accuracies could have been achieved by chance was rejected at 
the .005 level for the results of both the resubstitution and the 
Lachenbruch methods. Classification results indicated the appro­
priateness of rejecting the study's third null hypothesis and conclud­
ing that differentiation between groups was possible using only the 
other economic data ratios included in the study.
Implications of Findings
Most Important Variables: First-Year-Prior to Going Private
While classification accuracies represent tests of the study's 
null hypotheses, they also serve as relative measures of the signifi­
cance attributed to individual variables. That is to say, the greater 
the ability to differentiate between groups, the greater the signifi­
cance placed on the variables which account most for differences be­
tween groups. The relative significances of individual variables in 
differentiating between groups, in turn, provides the basis for the 
implications of the study.
Four variables identified as "most important" during the first- 
year-prior to going private were (1) cash to total assets, (2) concen­
tration of ownership, (3) high price/book value ratio, and (4) net 
income to net worth. Implications of the "most important" variables 
identified within the study are discussed in the context of the rela­
tionship between the implied reasons for going private and the "most 
important" variables. Individual variables were selected for inclusion 
in the study based on the assumption that the variables reflect the 
implied reasons for going private. The reasons for going private, in
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turn, serve as the basis for analyzing the implications of the "most 
important" variables in each of the two years prior to going private 
and in the comparison of the variables between the two years.
Models composed of all possible combinations of the four vari­
ables identified as "most important" during the first-year-prior to 
going private were tested for classification accuracy. The single 
model that produced classification results significantly different 
from a level of accuracy that could be expected by chance was the 
two-variable model (COWN, HPBV) discussed previously as a test of the 
study's first and third null hypotheses. In light of the indication 
that differentiation between groups was possible using only concentra­
tion of ownership and high price/book value ratio, and considering the 
low correlation between the two variables (-.04) certain implications 
exist concerning the information contained in the individual variables.
Concentration of Ownership. Examining ratios related to stock 
ownership provided an indication that in the first-year-prior to going 
private the concentration of ownership was important in differentiat­
ing between public and ex-public firms. Within the study, the mean 
value of the concentration of ownership in the first-year-prior to 
going private for ex-public firms was 50.1% and for the public firms 
it was 37.7%. The importance of the concentration of ownership in 
differentiating between the two groups is consistent with the logic 
that the greater the percentage of shares of stock held by management 
and the board of directors, the more easily a change to private owner­
ship can be accomplished.
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High Price/Book Value Ratio. Firms interested in changing to 
private ownership imply that "undervalued" stock serves as a reason 
for making a change desirable. The results of the study indicated 
that an attempt to measure stock value in the first-year-prior to going 
private by a price/book value ratio comparison showed that the amount 
by which the value of stock in public firms exceeded the value of stock 
in ex-public firms was important in differentiating between the groups. 
However, study results did not indicate that a stock value measurement 
composed of a price/earnings ratio was important in accounting for many 
difference between the groups. These results would seem to imply that 
when the historical cost values used to calculate book value were used, 
stock in the ex-public firms showed evidence of a relatively low value. 
However, when only current earnings and market data were used, no evi­
dence existed to indicate that there was any difference in value of 
the stocks of the public and ex-public firms.
Most Important Variables: Second-Year-Prior to-Going Private
Three variables identified as "most important" in the second- 
year-prior to going private were (1) fixed charge coverage, (2) 
change in total shares outstanding, and (3) concentration of owner­
ship . Models composed of all possible combinations of the three 
variables identified as "most important" were tested for classifica­
tion accuracy. The single model that produced classification results 
significantly different from a level of accuracy that could be expect­
ed by chance was a two-variable subset composed of a measure of the 
change in shares outstanding during the year expressed as a percentage 
of the total shares outstanding at the beginning of the year ( IDNS) 
and the concentration of common stock in the hands of management and
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the board of directors ( COWN).
The two-variable model ( IDNS, COWN), using the resubstitution 
method (linear rule) and the Lachenbruch method (linear rule), mis­
classified 35.5% of observations. The hypothesis that the classifica­
tion accuracies could have been achieved by chance was rejected at the 
.025 significance level for the results of both methods. The classi­
fication results indicated that differentiation between groups was 
possible by using only change in total shares outstanding and concen­
tration of ownership. In light of the low correlation between the two 
variables (-.12) an evaluation of the implications regarding the 
individual variables is appropriate.
Change In Total Shares Outstanding. The mean value of the per­
centage change in total shares of common stock outstanding was +.039 
for the public firms and -.039 for the ex-public firms. The positive 
value for the public firms indicates an increase in the number of 
shares outstanding while the negative value for the ex-public firms 
indicates a decrease in the number of shares outstanding. The impor­
tance of the change in shares and the fact that the two groups are 
changing in opposite directions appears most interesting in its con­
trast to the failure to identify change in total shares outstanding as 
important in the first year preceding the change to private ownership 
when the mean value for both groups showed an increase in total shares 
outstanding.
Concentration of Ownership. As in the first-year-prior to 
going private, the mean value of the concentration of ownership was 
larger for the ex-public firms (51.0%) than for the public firms
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(39.9%). This result is again consistent with the logic that the 
greater the concentration of stock in the hands of management and the 
board of directors, the easier it is to go private.
Summary of Implications
The previous sections discussed implications of the "most impor­
tant" variables in differentiating between the public and ex-public 
firms in each of the first two years prior to going private. An im­
portant part of the process of evaluating the implications of the study 
involves the "most important" variables examined in the context of the 
relationship between the second-year-prior and first-year-prior to 
going private.
Generally, the study results indicate that during the two years 
leading to the going private transaction, certain processes were devel­
oping. In the examination of stock value, as measured by a price/book 
value ratio, two-years-prior to the going private transaction, no indi­
cation was found that differences existed in the relative values of the 
public and ex-public firms. However, as the change to private owner­
ship approached, the price/book value ratio indicated that stock in the 
ex-public firms was decreasing in value relative to the stock in the 
public firms. It should be noted that the ability to draw inferences 
from the price/book value ratios used in the study is limited by the 
nature of the ratios. A high and low value were calculated for the 
ratios. By using a high and low value rather than values at the be­
ginning and the end of each year, the study fails to take into account 
the possibility that the ratio was moving in opposite directions for 
the two groups.
The ratio for public firms could have been increasing and the
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ratio for ex-public firms could have been decreasing (or the direc­
tions could have been reversed) as the change to private ownership 
approached. Taking the direction of stock value changes into account 
could possibly have indicated that relative values were more signifi­
cant in differentiating between the groups than is apparent in the 
existing study results.
Examining the stock ownership of the study's firms during the 
passage of the two year period of time leading to the going-private 
transactions showed the ex-public firms generally decreasing the total 
shares of stock outstanding in the second-year-prior, while increas­
ing slightly the total shares of stock outstanding during the first- 
year-prior. The public firms were increasing their total shares of 
stock outstanding in both years leading to the change.
Although speculative in nature, a possible explanation for the 
ex-public firms' general decrease in shares outstanding in the second- 
year-prior and increase in the first-year-prior would involve the 
structure of a relatively long range plan to accomplish the change to 
private ownership. During the second-year-prior, the firms would 
have been laying the groundwork for the change by purchasing 
treasury stock. Then during the year immediately preceding the 
planned change, the firms may have discontinued their purchases to 
avoid any upward influence the activity may have had on the price 
of stock. Avoiding trading would hopefully have contributed to a 
lowest possible market price at the time the planned change to private 
ownership was announced. Having followed this plan, the firms would 
then have made a public offer equal to some dollar amount slightly in 
excess of the minimized market value.
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The examination of stock ownership in both years prior to the 
going-private transaction showed an average of at least 50% of the 
shares of the ex-public firms in the hands of management and the board 
of directors. In both years, management and the boards of directors of 
the public firms held an average of less than 40% of the outstanding 
shares. The amount by which the ex-public firms exceeded the percent­
age of stock held by management and the board of directors of public 
firms would appear to be a contributing factor in the ability of 
ex-public firms to accomplish the change to private ownership.
One variable related to stock ownership that was not identified 
as "most important" in either year leading to the going-private 
transaction was the total number of stockholders. This variable, 
while not identified as a "most important" variable, is interesting in 
that the mean value for the number of stockholders was greater for 
the ex-public group than for the public group in both years prior 
to going private. This fact may conflict with the circumstance that 
intuitively would be expected. This circumstance indicates that in 
absolute terms all firms included in the study had small enough 
numbers of stockholders to be able to accomplish a change to private 
ownership had they perceived such a change as beneficial.
Summarizing implications of the study is limited by the fact that 
the study examines the selected variables only in their relationship to 
the date of the actual going-private transaction. It is quite feasible 
that a more appropriate examination of going-private transactions would 
have involved the selected variables in their relationship to the point 
in time when the management and/or stockholders who possess significant 
influence over corporate policy perceived that the net benefit of
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private ownership exceeded the net benefit of being publicly owned. 
If such a design were possible, the relative variable values 
for the public and ex-public groups could have been examined in hopes 
of identifying changes, possibly resulting from the desire for a change 
to private ownership.
The point in time when benefits of private ownership first 
exceeded those of public ownership would be difficult if not impossible 
to determine for the ex-public firms. This information could only 
be provided by the firms themselves and would be inaccessible if the 
firms were either unable to recall or isolate the specific point when 
private ownership became preferable to public ownership or they 
were unwilling to share the information. The consequent limitation 
imposed on the implications of the study results in an inability to 
discuss variable changes in light of whether they preceded or 
followed the decision to actively seek a change to private ownership. 
The limitation is manifested in such questions as these
1) Did the observed generally decreasing relative 
price/book value in ex-public firms follow or precede 
the decision to go private? and
2) Was the general decrease in shares outstanding 
among ex-public firms in the second-year-prior to 
going private and the increase in the year immediately 
preceding the transaction a function of a long range plan 
to go private or coincidential to the change?
The inability to answer these questions represents a limiting 
factor in formulating conclusions from the study's results.
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Conclusions
The full and reduced variable models used to test the study's 
first null hypothesis indicated that differentiation was possible 
between the public and ex-public firms when both financial ratios 
and other economic data were considered. The model used to test 
the study's second null hypothesis indicated that differentiation 
between groups was not possible when using only financial ratios. 
The tests of the study's third null hypothesis indicates that 
differentiation between groups was possible when using combined 
financial and market data and other elements of available non- 
financial data.
The failure to provide sufficient evidence to warrant rejection 
of the second null hypothesis indicates the study was unable to 
provide further empirical evidence of the informational content of 
accounting data. The indication of the appropriateness of rejecting 
the first and third null hypotheses is evidence that differences did 
exist between the groups. In addition, it is the relative assurance 
of those differences that serves as the basis for discussing implica­
tions of the study.
The identification and discussion of implications of a study 
generally involve a process of conjecture concerning cause and 
effect. The conjecture is based on a logical association between 
study results and possible explanations of those results. Drawing 
conclusions concerning a population from sample results generally 
involves less speculation than identifying implications. Conclusions 
normally involve only implications supported by conclusive evidence.
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The ability to accumulate statistically conclusive evidence is 
partially a function of the design of the sampling technique and the 
data analysis included in a study. The non-random paired-sample 
technique used in this study greatly restricts the ability to general­
ize the study results to the population of publicly held corporations. 
The use of discriminant analysis as the primary analytical procedure 
limits the ability to test the statistical significance of the rela­
tionship between the variables included in the study and the going- 
private transaction.
The limitations of the study's sample design and data analysis 
procedure are primarily a function of the nature of the study as an 
initial empirical investigation of going-private transactions. The 
inability to identify any previous empirical studies of going-private 
transactions resulted in a research design for the study aimed at 
(1) testing for possible differences between public and ex-public 
firms during the time leading to the change to private ownership, 
and (2) attempting to identify possibly important variables in 
differentiating between public and ex-public firms during the 
time leading to the change to private ownership. Due to the fact 
that the study examines the selected variables in their relationship 
to the actual date at which the ex-public firms went private and 
not the point in time when the firms first decided to go private, 
inferences concerning cause and effect relationships are more 
restricted than they might otherwise be.
The composite effect of the limitations imposed by this study's 
research design is the recognition of several implications discussed 
earlier, but an inability to formulate general conclusions concerning
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going-private transactions. The study's results would seem, however, 
to have the potential for impacting three general areas of interest: 
(1) investor decision models, (2) governmental control of going 
private transactions, and (3) future research concerning going private 
transactions.
Of the study's implications discussed, the recognition of a 
possible direct relationship between the concentration of ownership 
and the likelihood of going private would appear to warrant consid­
eration as likely to impact on investor decision models. The rationale 
for the preceding assertion is that concentration of ownership is 
identified as important in both years included in the study and as 
such serves as empirical evidence of a logically anticipated condition.
The study's potential impact on governmental control relates to 
the fact that differences appear to exist between the public and ex- 
public firms in the increase and decrease in total shares outstanding 
as the going-private transaction approaches. While no conclusive 
evidence is found to show that corporations changing to private 
ownership might attempt to manipulate stock activity to the detriment 
of minority investors, the fact that differences exist leaves open the 
possibility that use of such action may have existed. An implication 
that such manipulation could possibly have taken place, however 
unproven, may lend support to the SEC's decision to institute 
greater control of going-private transactions.
The third area of interest is in future research concerning 
going-private transactions. All implications discussed (i.e., 
possible stock value changes, changes in total shares 
outstanding, concentration of ownership), whether or not
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they are sufficient to warrant conclusive statements concerning going­
private transactions in general, they do represent information which 
could contribute to future research studies of going private 
transactions.
Suggested Future Research
As an initial empirical investigation of going-private transac­
tions, the study's major contribution lies in its serving as a stepping 
stone for future research projects. One possible investigation 
suggested by the results of this study would involve an attempt to 
investigate stock value changes by examining changes in price/earnings 
ratios and price/book value ratios during the time leading up to the 
change to private ownership.
As a relatively recent phenomenon, the continued passage of 
time should provide a substantial increase in the number of firms 
choosing to change to private ownership. This increase may, in 
turn, result in sufficient populations of firms using different 
methods to achieve the change to private ownership (e.g., cash 
tender offer, debt exchange, merger) to allow statistical significance 
testing of comparisons between or among the groups of firms using 
the different methods.
In September, 1979, the SEC's control of going-private transac­
tions was augmented by the application of Rules 13e-3 and 13e-4 
and the related Schedules 13E-3 and 13E-4. The increased control 
should provide a basis for future research studies. One example 
would involve comparing the attributes of ex-public firms which 
changed prior to September, 1979 to the attributes of ex-public firms
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which changed after September, 1979. A material benefit exists for 
future research of going-private transactions in the increased 
reporting requirements represented by the mandatory Schedules 13E-3 
and 13E-4. Those increased reporting requirements should provide 
readily accessible data for any research related to going-private 
transactions taking place after September, 1979.
Appendix A
FIRMS INCLUDED IN THE STUDY
The firms included in the study are listed by pairs in the alphabetical order of the ex-public 
firms and are presented in the following format:
1. Name 2. (State of incorporation)
3. Address
4. Three digit Enterprise Standard Industrial Classification code
5. Total asset size -- taken from the balance sheet of the ex-public firms in the first- 
year-prior to going private and the public firms' corresponding balance sheet.
(000 omitted)
6. FOR EX PUBLIC FIRMS ONLY. Date of the last financial statements prior to going 
private, i.e., first-year-prior to going private.
EX-PUBLIC PUBLIC
1. Air Industries Corp. (CA) 








2. A.J. Industries, Inc. (DE) 




















4. Benham-Blair & Afficiliates, Inc. (DE) 


























7. Charan Industries, Inc. (NY) 




Showboat, Inc. (NV) 
Las Vegas, NV 
791 
$ 19,288
8. Cook Paint & Varnish Co. (DE) 











































Walbro Corp. (DE) 
Cass City, MI 
356 
$ 7,375














For Better Living, Inc. (DE) 
Laguna Niguel, CA 
327 
$ 13,276






























Ormand Industries, Inc. (DE) 
Los Angeles, CA 
731 
$ 14,649



















































24. Merle Norman Cosmetics, Inc. (CA) 

















26. Midtex, Inc. (MN) 














































31. Nucleonic Products Co.,Inc. (DE) 

















33. Parklane Hosiery Co.,Inc. (NY) 










34. Purity Supreme, Inc. (MA) 























































VALUES OF F STATISTICS
Model
Test of Equality of 
Group Dispersions














First-Year-Prior to Going Private:
Full Model 2.279 300 12,448 1.937 24 41
Thirteen-Variable Subset 3.445 91 12,837 3.862 13 51
Financial Ratios 3.333 120 12,699 1.253 15 50
Other Economic Data Ratios 4.502 45 13,456 1.360 9 56
Two-Variable -- (COWN, HPBV) 12.020 3 737,283 3.664 2 63
Second-Year-Prior to Going Private:
Full Model 2.419 300 16,641 1.566 24 51
Thirteen-Variable Subset 3.455 91 17,162 3.071 13 61
Financial Ratios 4.136 120 16,978 1.407 15 60
Other Economic Data Ratios 3.071 45 17,990 2.404 9 66




FACTOR ANALYSIS -- ROTATED FACTOR PATTERN**
Factor Loadings 
First-Year-Prior to Going Private
Factors

























*Variables with the largest factor loading in each factor were 
selected for inclusion in variable subsets used to test the 
study's general null hypothesis.




Second-Year-Prior to Going Private
Factors

























*Variables with the largest factor loading in each factor were 
selected for inclusion in variable subsets used to test the 









CFSL .066 .041 .157 -.014
CFTA .085 .050 .182 -.017
CFNW .172 .099 .400 -.021
CFTD .250 .234 .954 -.092
CTAS .133 .112 .481 .017
CCRL .625 .643 2.47 .036
CSAL .127 .172 .934 .006
CINT .148 .204 1.11 .006
LDTE .490 1.04 5.77 .0
TETD 1.79 1.69 6.86 .149
FXCC .061 .861 1.18 -4.06
NISL .038 .043 .130 -.097
NITA .048 .057 .155 -.117
NINW .093 .109 .284 -.157
NITD .138 .220 .607 -.641
HIPE 10.4 14.1 60.4 -11.7
LOPE 6.07 11.2 58.3 -6.27
HPBV 1,021. 664. 3,769. 284.
LPBV 497. 314. 1,682. 47.3
HDVY .029 .044 .2 .0
LDVY .012 .016 .062 .0
TSTH 1,566. 2,174. 12,700. 316.
COWN .501 .216 .935 .071
IDNS .014 .090 .501 -.042
144
Public Group




CFSL .062 .109 .580 -.163
CFTA .073 .066 .201 -.122
CFNW .189 .230 1.30 -.198
CFTD .180 .166 .637 -.112
CTAS .072 .075 .272 .003
CCRL .304 .343 1.49 .010
CSAL .060 .072 .264 .001
CINT .080 .132 .706 .001
LDTE .642 1.08 4.95 -1.54
TETD 1.18 .772 2.92 -.086
FXCC .414 .760 3.65 -.904
NISL .030 .077 .325 -.182
NITA .035 .069 .165 -.136
NINW .099 .296 1.45 -.484
NITD .096 .149 .527 -.214
HIPE 31.4 91.9 316. -192.
LOPE 15.1 39.7 138. -70.8
HPBV 1,630. 2,145. 11,325.   -2,165.
LPBV 821. 1,365. 7,939. -681.
HDVY .036 .046 .152 .0
LDVY .018 .023 .074 .0
TSTH 1,480. 1,205. 5,255. 388.
COWN .377 .235 .850 .057
IDNS .053 .214 1.00 -.196
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Ex-Public Group




CFSL .064 .059 .248 -.058
CFTA .087 .067 .325 -.074
CFNW .185 .139 .587 -.106
CFTD .274 .378 1.79 -.247
CTAS .119 .111 .455 .005
CCRL .629 .736 2.71 .019
CSAL .101 .109 .475 .003
CINT .116 .129 .576 .004
LDTE .596 1.19 7.23 .0
TETD 1.94 2.51 12.1 .120
FXCC .321 .363 1.48 -.435
NISL .037 .053 .163 -.105
NITA .053 .068 .297 -.140
NINW .107 .115 .403 -.201
NITD .169 .334 1.63 -.467
HIPE 21.7 41.4 213. -33.3
LOPE 9.14 14.7 58.3 10.8
HPBV 1,192. 960. 4,530. 201.
LPBV 538. 531. 2,923. 89.5
HDVY .024 .048 .200 .0
LDVY .010 .019 .092 .0
TSTH 1,665. 2,112. 13,100. 359.
GOWN .510 .210 .900 .071
IDNS .039 .139 .157 -.533
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Public Group




CFSL .079 .140 .828 -.129
CFTA .090 .072 .208 -.097
CFNW .109 .428 .412 2.26
CFTD .279 .405 2.44 -.102
CTAS .091 .099 .389 .004
CCRL .492 1.13 6.93 .019
CSAL .078 .120 .630 .003
CINT . 110 .218 .997 .003
LDTE .600 .933 4.53 .0
TETD 1.65 2.73 17.3 .045
FXCC . 140 .234 .670 -.446
NISL .048 .103 .538 -.143
NITA .056 .074 .179 -.176
NINW .029 .461 .331 -2.50
NITD .189 .335 1.93 -.333
HIPE 10.4 21.7 86.8 -67.2
LOPE 5.49 11.4 46.4 -37.5
HPBV 1,926. 1,962. 8,511. 238.
LPBV 914. 989. 5,684. 83.4
HDVY .029 .042 .160 .0
LDVY .016 .022 .080 .0
TSTH 1,437. 1,131. 5,430. 428.
COWN .399 .223 .847 .057
IDNS .039 .122 .504 -.097
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1
Disenchantment with public ownership during the decade of the 
1970's contributed to the emergence of a trend for publicly owned 
corporations to change to private ownership by deregistering under 
the Securities Exchange Act of 1934. The primary purpose of the 
study was to investigate whether firms which changed to private 
ownership possessed attributes during the time leading to the change 
that differentiated them from selected firms which remained publicly 
held. The attributes included in the study contained financial data 
from published corporate financial statements, stock distribution 
information, and stock market data.
The study included firms which changed to private ownership 
prior to September 1979, when increased reporting requirements were 
instituted by the Securities and Exchange Commission. Thirty-nine 
firms were identified as having changed to private ownership from 
January 1972 to September 1979. Each firm that changed to private 
ownership was matched through a paired-sampling technique with the 
publicly owned firm closest in total asset size within the same 
industry classification to produce the total sample used in the 
study.
Discriminant analysis represented the primary statistical pro­
cedure used to test for group differences in each of the two years 
prior to each change to private ownership and to identify the attri­
butes that contributed most to group differences in each year. The 
study indicated that differentiation between groups was possible 
in both years, and that the variable which was most significant in 
differentiating between groups during the two years included in the 
study was a measure of the concentration of stock held by 
2
management and the board of directors. The study identified 
important variables that could be used in investment decision 
models, could influence government regulations controlling changes 
to private ownership, as well as suggest further research regarding 
corporations that elect to change to private ownership.
