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A b s t r a c t
Dual frequency capacitive discharges are designed to offer independent 
control of the flux and energy of ions impacting on an object immersed in 
the plasma. We investigate the operation of dual frequency discharges under 
a variety of geometries and operating conditions using, firstly, the electro­
static Particle-In-Cell (PIC) simulation method. We show that under certain 
conditions it is possible to obtain the desired independent control of both the 
flux and ion energy onto the electrodes. We find thought that within these 
discharges, the electron heating mechanisms are substantially different than 
their single frequency counterparts; under certain conditions the electron 
temperature becomes directly dependent on the voltage amplitude of the 
lower frequency power source.
An analytical sheath model for a capacitively coupled radio-frequency 
plasma discharge operated with two frequencies is then proposed and stud­
ied under the assumptions of a time-independent, collisionless ion motion. 
Expressions are obtained for the time average electric potential within the 
sheath, nonlinear motion of the electron sheath boundary and nonlinear in­
stantaneous sheath voltage. The derived model is valid under the condition 
that the low frequency (If) electric field E\f in the sheath is much higher than 
the high frequency (hf) electric field E^f. This condition is fulfilled within 
typical dual frequency conditions. It is shown, however, that the hf electric 
field modifies the sheath structure significantly as a result of the electron 
response to Ehf. This model has been compared to particle-in-cell plasma
simulations, finding good quantitative agreement. We present the depen­
dence of the maximum sheath width and the dc sheath voltage drop on the 
hf/lf current ratio and on the hf/lf frequency ratio.
Subsequently, this analytical model is modified to describe the collisional 
ion dynamics within the sheath at higher more realistic pressure regimes. 
To describe the different ion dynamics, we have used a variable mobility 
model for the ion motion through the sheath. The sheath dynamics and 
characteristics of the collisionless and collisional models are then compared 
finding significant differences between the two models.
A two dimensional PIC code is then developed to study the effect of oper­
ating plasma devices at greater frequencies than the normal industrial stan­
dard of 13.56 MHz.  This PIC code is an Electromagnetic variant, meaning 
that the full set of Maxwells equations are solved for the fields, rather than 
simply Poissons equation. Using this PIC code it is found that the radial 
plasma density profile is increased significantly as the operating frequency 
is increased. This results in a greater uniformity of the ion bombardment 
profile onto the electrode.
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C H A P T E R  1
I n tr o d u c t io n
It is often quoted that 99% of the universe exists within a plasma state. 
This comment, although quite flattering to plasma physics in general, has 
the advantage for plasma physicist of being rather difficult to disprove. It 
should be noted though the prevalence of the plasma state and also the 
extreme importance plasma has within modern technology. Indeed, much of 
the technology that we now take for granted would not be possible without 
the use of the plasma state in one form or other [2, 3].
Plasma has become vital within many of the largest industries in the 
world, of particular importance is their use within the electronics and com­
puter industries. Within these industries, plasmas are used, for example, in 
the surface treatment of silicon wafers; which is necessary for the manufac­
turing of integrated circuits.
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1 .1  B a s i c  T h e o r y
1.1 Basic Theory
A Plasma can be defined as a quasi-neutral partially ionised gas in which 
the ions and electrons exhibit collective behaviour and was first identified 
in the nineteen twenties [4-6]. In a simple plasma there exists two types of 
charged particles, negatively charged electrons and positively charged ions. 
The densities of these particle species are on average equal, resulting in the 
plasma being in electrical quasi-neutrality. The types of plasmas which can 
exist vary enormously, from the plasmas in the Earth’s ionosphere, having 
densities in the order of 1012 m~3 and temperatures of the order 10-2 eV, 
to fusion plasmas, having densities of fa 1020 m ~3 and temperatures of ?a 
103 eV. Although, the type of plasmas that are of interest here have densities 
approximately between these ranges and temperatures of a few eV.
In our definition of a plasma we said that the particles exhibit collective 
behaviour, although the behaviour of each of the particle species varies sig­
nificantly. This is largely a result of each of the particle species within the 
plasma having its own plasma frequency, given by
9 ni
UP(i,e) ~  .) (!•!)
where the subscripts e and i refer to electrons and ions respectively. The 
plasma frequency is possibly the single most important parameter for plas­
mas, with the possible exception of the particle charge, and simply determines 
how rapidly the particles can respond collectively to applied forces. For the 
range of densities of interest within glow discharges, the electron plasma 
frequency is normally within the gigahertz range, or at least substantially 
greater than the frequency of any externally applied force. The electrons can 
therefore be considered to respond instantaneously to the Electromagnetic 
fields within the plasma. The ion plasma frequency on the other hand is
15
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normally in the low M H z  range making their response to the fields quite 
complicated at times.
Due to the low mass and high mobility of the electrons compared to the 
ions, the velocity of the electrons, ue, is very much greater than that of the 
ions, ¿^j. Hence the flux of the electrons, Te, is also very much greater than 
the ion flux, Tj. If an electrically isolated substrate is now introduced into 
the plasma, there will be an excess electron flux onto the substrate. This 
substrate will then immediately start to build a negative charge. As this 
negative charge increases, the substrate will begin to attract positive ions 
and repel electrons. As a consequence of this the ion flux onto the substrate 
is increased and the electron flux decreases; this continues until a state of 
equilibrium is achieved, that is Te =  Tj. The negative charge that has built 
up on the substrate and the space charge that develops in the vicinity of it 
produces an electric field. The potential of this field is referred to as the 
sheath potential, Vs [7],
The structure of the plasma sheath profile within a plasma device is shown 
in figure 1.1, where So is the position of the sheath - plasma interface, ne 
and rii are the electron and ion densities respectively. The sheath potential is 
just the solution of Poisson’s equation, with appropriate boundary conditions, 
over the sheath region. From this the Electric field throughout the sheath is 
given by,
E(x,t)
en ■ ^  for X  > s(t)
60 ”  . (1.2) 
0 otherwise
To a first order approximation the Electric field through the sheath can be 
assumed to vary linearly from the substrate to the maximum sheath extent.
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F igu re 1.1: D e n s ity  p rofile  sh o w in g  th e  p la sm a  sh e a th  in terface
1 .2  R F  D is c h a r g e s
1 .2  R F  Discharges
Rf plasmas are far from being in thermodynamic equilibrium, the three 
major particle, ions, electrons and neutral gas particle all having different 
temperatures [8]. The electrons have temperatures of 2 —>• 5 eV, the ions, 
0.025 —> 0.2 eV and the neutral gas is normally on the order of room tem­
perature. Radio frequency discharges are normally operated at gas pres­
sure ranges varying from milliTorr to Torr pressures. At these pressures the 
charged particle densities are in the order of 1015 — 1017 m ~3. In plasma 
devices that are used in the semiconductor industry the plasma is confined 
in a chamber and energy is supplied to it through an external source. In the 
system described here, the power is supplied to a metal planar substrate in 
the form of an rf voltage or current source. These are referred to as Capaci­
tive (or E-type) discharges. The background gas can be any of a large range 
of gases depending on the process for which the plasma is being used. For 
reasons explained later, all the results which are presented here are obtained 
for plasmas in which the background gas is pure argon.
A simple diagram of an rf plasma device is shown in figure 1.2, taken from 
[9]. The power is supplied by applying either a voltage or current wave form 
onto one of the electrodes, whereas the other electrode is grounded. Typical 
voltages applied to the electrode range from hundreds to several thousands of 
volts, whereas the frequency is in the M H z  range, where 13.56 M H z  is the 
most commonly used industrial standard. This particular frequency being 
allocated by international convention for industrial use.
Within rf discharges the sheath cyclicly expands and contracts on both 
electrodes. The expansion and contraction of the sheath on the electrodes 
have a phase difference of n between them, this means that when one sheath 
is fully expanded, the other sheath is collapsed. Normally the electric po-
18
tential that exists across the sheath is great enough to repel all the but the 
most energetic electrons. However for a brief period within the rf  cycle, the 
potential decreases sufficiently to enable a large electron current to flow to 
the electrode. This is necessary in order to maintain an equal ion and elec­
tron current onto the electrode over the entire rf cycle, since there is a near 
continuous ion current onto the electrode.
1 .2  R F  D is c h a r g e s
Gas feed
Plasma
Vacuum pump
Figure 1.2: A simple schematic of a capacitive rf discharge
1 9
1 .3  W h y  D u a l  f r e q u e n c ie s  P l a s m a  d is c h a r g e s
1 .3  W hy Dual frequencies Plasm a discharges
Capacitively coupled radio-frequency (rf) plasma discharges operated at the 
traditional industrial frequency of 13.56 MHz have been used extensively 
within the micro-electronics industry for decades [10, 11]. Within these de­
vices, the ion flux and the ion energy are known to play an important role 
for material processing applications such as thin film etching, deposition, 
sputtering and other surface treatments [12]. In order to improve the con­
trollability of both ion flux and ion energy in semiconductor processing, dual 
frequency excitation plasma have been developed in recent years [13-19], dual 
frequency power sources also more recently been used in inductively coupled 
devices [20]. However, to date, very few fundamental investigations on these 
devices have been performed. In particular, the important sheath dynamics 
within this dual frequency configuration have been ignored. At low pressure, 
the ion flux Jj onto the substrate can be expressed, in principle, as
Ji = en0ub, (1.3)
where e, n0 and are the elementary electronic charge, the plasma density at 
the plasma sheath boundary and the Bohm velocity [21-24] respectively. In 
low pressure rf discharges, the energy of the ions bombarding the substrate 
electrode is determined predominately by the time averaged sheath voltage. 
At the substrate surface, the sheath voltage is the difference between the 
time averaged plasma potential and the dc bias on the electrode. Thus, the 
mean energy of the ions bombarding the substrate surface is approximately 
given by
Ei = e(Vp - V dc]), (1.4)
where Vp and V^ c are the time averaged plasma potential and the dc-bias. At
higher pressures, the ion energy may be significantly lower than the sheath
2 0
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voltage. This is a result of ions losing some of their energy through colli­
sions as they traverse the sheath. Even in this case, their mean energy can 
be controlled by the sheath voltage. Therefore, if the plasma density and 
sheath voltage can be controlled independently then both the ion flux and 
energy may be controlled independently of each other. The effect of varying 
frequency in single frequency devices is explained in detail elsewhere [25-29].
However, a drawback of conventional single frequency reactors is that 
the plasma density and ion bombardment energy can’t be adjusted inde­
pendently, because a variation in the frequency leads to a change in both 
sheath voltage and plasma density [30]. To obtain an additional degree of 
flexibility, capacitively coupled radio-frequency plasma discharges driven by 
a current oscillating at two different frequencies [31] have been proposed and 
operated. To a reasonable approximation the high frequency current controls 
the plasma density while the second lower frequency controls the discharge 
voltage, and consequently the peak ion bombardment energy.
1.4  Modelling of Plasm a’s
The kinetic Boltzmann equation is given by the following
93 0 3  03 03.
m + v Tx + F Tv = T r  ( 1 ' 5 )
where £  is a distribution function, F  represents a force given by the Lorentz 
equation and the right hand side represents a collision operator. In prin­
ciple the above equation completely describes a plasma, given appropriate 
boundary conditions. This first order differential equation is deceptively sim­
ple though, as J  can represent an arbitrary distribution function. Also, the 
force acting on the particles depends directly on the their velocity distribu­
tion function, 3- This coupling between the particle dynamics and the forces
2 1
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results in equation 1.5 being horribly difficult to integrate and solve. The 
collision operator on the rhs or the equation also represents problems, since 
the exact form of the collision operator is in general not well known. An 
exact solution of the above equation would therefore require the solution of 
a full N  body problem. Since the particle density within a plasma is of the 
order of 1015 —> 1018 this is a hopelessly impossible task.
Since it is impossible to solve the full N  body problem, we are left with the 
necessity of simplifying the Boltzmann equation [32]; it is possible though to 
solve the Boltzmann equation directly under some conditions, see for example 
[33]. One possible approach to achieving this is to replace the arbitrary dis­
tribution function with a known distribution function, such as a Maxwellian 
or Druyvestian distribution function. This has the effect of changing the 
Boltzmann equation into a fluid equation. By this we mean that we loose 
the detailed kinetic information about the plasma. Then multiplying over 
increasing powers of the velocity and integrating the distribution function, 
it is possible to obtain moments of the Boltzmann equations, the first few of 
which are reproduced here.
dn dnu „ , .
w  +  ^  = 0' (L6)
dnu d , m o. .
+  mnu  ) +  Fn  = 0. (1.7)
These give equations for the particle density and particle flux respectively.
An inspection of the above equations show that they have the form of conser­
vation equations. The first being an equation for particle conservation and 
the second being the conservation equation for particle flux.
There are two significant problems in modelling a plasma in this way. 
The first of these problems is that the moments of the Boltzmann equation
22
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do not in themselves form a closed system of equations. Each equation 
depends on the next equation, found by integrating over a higher power 
of the velocity distribution function. For example, (1.6) gives an equation 
for the particle density, which is itself dependent on the particle flux, given 
by a separate equation. The moments of the Boltzmann equation always 
represents a system of N  equations with 7V+1 unknowns. A method of closing 
the system of equations must therefore be found. However any method that 
is used to close the system of equations may in itself neglect some important 
physics. The second problem with modelling a plasma in this way, is that in a 
real plasma the velocity distribution function may vary significantly in space 
time and usually can not be accurately described by a simple distribution 
function, such as a Maxwellian. It can therefore be unrealistic to assume a 
known distribution.
What is required to realistically model plasmas is therefore an efficient 
method of solving the Boltzmann equation or an equivalent thereof. Luckily 
there is a method available which can achieve this. This is normally called the 
particle in cell (PIC) with Monte Carlo collisions (MCC) algorithm method 
[34-39]. Though this method has been available for decades it is only within 
the last decade or so that it has become widely used as a result of the vastly 
increasing computing power in recent times. Although there is a detailed de­
scription of an electromagnetic PIC in Chapter 5, a brief outline is presented 
here of the general algorithm.
The particle in cell method is based on a purely kinetic representation 
of the electron and ion particles within a plasma. It is equivalent to solving 
the Boltzmann equation through first principle methods and the fields are 
determined directly from the particle kinetics. PIC simulations vary greatly 
in their application and their complexity. They can be either one, two or full
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three dimensional simulations in a variety of geometries applied to different 
type of devices. Under some PIC’s the fields are solved simply through the 
uses of Poisson’s equation or they may involve the solution of the full set of 
Maxwell’s equations.
The basic principle is to reduce the near infinite number of real particles 
within a plasma with a finite number of super particles. Each one of these 
super particles represents on the order of 104 —> 106 real particles, with all 
physical values scaled appropriatly. The area between the electrodes is then 
divided up into a spatial grid. Initially the super particles are distributed 
randomly throughout this spatial grid. Within each spatial grid cell the total 
number of charged particles is determined and a charge is assigned to that cell 
representing the total charged particles within that cell; within Electromag­
netic PIC’s, it is also necessary to obtain the current at each cell point. Once 
the charge densities and current densities are known throughout the spatial 
grid, it is possible to obtain the electric and magnetic fields throughout the 
spatial grid.
Once the fields are known throughout the spatial grid it is necessary to 
include particles dynamics. This is obtained by using Newton’s second law 
in its finite differenced form. The following equation is then solved to obtain 
the new velocity resulting from a given force,
r? Vi - V q . .F  = ma —>■ m —  ---------------------------------------- . (1.8)
A t  v ’
Where A t  is the time step, v is the particle velocity and the subscripts refer
to the old and new values of the velocity. The force term on the lhs of the
above equation is found from the solution of the finite differenced Lorentz
equation. The particles are then moved into different spatial cells depending
on their velocities. After moving the particles it may be desirable for the
particles to experience collisions depending on their velocity and the density
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of particles and the collision cross sections. This is handled though the MCC 
algorithm after each time the particles are moved. The entire algorithm is 
then as is depicted in figure 1.3. This algorithm is then iterated forward in 
time until a steady state solution is obtained.
c L o a d  P a r t i c l e s
c
C a l c u l a t e  C h a r g e  
d e n s i t i e s  a n d  c u r r e n t s > < M o n te  C a r l o  C o l l i s i o n
c M o v e  P a r t i c l e s D o  P a r t i c l e s  E x p e r e n c e  C o l l i s i o n s
Figure 1.3: Basic PIC-MCC algorithm
For the work presented in this thesis, two different particle codes were 
used, a one dimensional electrostatic PIC code and a two dimensional Elec­
tromagnetic code.1
1.5  Thesis layout
The layout of this thesis is as follows. In Chapter 2 the general characteris­
tics of dual frequency discharges are presented. This includes Electrostatic 
PIC simulations of dual frequency discharges and also a simple analytical 
model is presented which can explain many of the characteristics found in
1The Electrostatic PIC code used here was written by M. M. Turner, the Electromag­
netic code was written by the Author.
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these devices. In Chapter 3 an analytical sheath model is presented and com­
pared to Electrostatic PIC simulations. This model is found to accurately 
describe the sheath characteristics of dual frequency plasma sheaths under 
many conditions. This model is then generalised for the situation in which 
the ion dynamics through the sheath are collisional in Chapter 4. which is 
more representative of a real plasma. In Chapter 5 we then describe the 
implementation of an electromagnetic particle-in-cell simulation. Using this 
electromagnetic PIC simulation we then investigate the validity of simulating 
a plasma by the assumption of the field being produced only by Poisson’s 
equation and not the full solution of Maxwell’s equations in Chapter 6. Fi­
nally in Chapter 7 we present our conclusions.
2 6
C H A P T E R  2
E le c tr o s ta t ic  d u a l f re q u e n c y  d is c h a rg e s
In this chapter we present the characteristics of dual frequency discharges 
under several different geometries and operating conditions. Methods of con­
trolling the ion energy bombarding the electrodes and the ion current onto 
the electrodes are presented and discussed. It is found that there are two 
separate methods of obtaining this independence, depending on the geome­
try and operating conditions of the device. When the a device is operated 
with two separate frequencies, it is found that the electron temperature be­
comes dependent on the low frequency power source under certain important 
conditions. We then discuss the effect operating a device with two separate 
frequencies has on the shape of the ion energy distribution function, (IDF), 
at the electrodes . It is found that under certain conditions the IDF resem­
bles the bimodal structure which is well known from single frequency devices 
[40]. We then present an analytical global model of dual frequency device
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which can be used to explain many of the characteristics observed in dual 
frequency capacitively coupled discharges. Finally we discuss limits on the 
frequency ratios which are necessary to obtain independent control of both 
the ion energy and flux.
2 .1  General characteristics
In this section we present the general characteristics of dual frequency capac­
itive discharges for three different operating conditions where the discharge 
is driven with a voltage signal, a current signal and a constant high frequency 
power source respectively [41]. We show that it is in general not possible to 
obtain complete independence of the current and flux onto the electrodes. 
This independence is only possible within a small range of parameter space. 
All the results presented in this chapter were obtained through the use of the 
1-d electrostatic particle-in-cell method.
2.1.1 Symmetric discharges
In figure 2.1 we show the plasma density, sheath width and ion flux onto 
the electrodes in a symmetric dual frequency discharge. The high frequency 
power is supplied through a sinusoidal voltage source whose amplitude is 
held constant at 100 V  and at a frequency of 100 MHz.  The second lower 
frequency is then driven at 1 M H z  in which the power is supplied through 
a variable amplitude voltage source. Both power sources are supplied to 
the same electrode, whereas the second electrode is grounded. The total 
waveform supplied to the powered electrode then has the form Vr(t) =  
Vif sin(w;ft) +  Vhf sin(uihft). Where the subscripts h f  and I f  refer to the high 
and low frequencies respectively. The separation between the electrodes is
28
2 .1  G e n e r a l  c h a r a c t e r i s t i c s
3 cm and the background pressure is held constant and uniform at 10 mTorr.
As can be seen there is no phase difference between the operating fre­
quencies. It was found the found the the characteristics of the plasma is 
independent of the phase of each frequency.
Low frequency Voltage
Figure 2.1: General plasma parameters for a dual frequency symmetric 
plasma discharge, u>hf is driven with a constant voltage source, whose am­
plitude is 100 V . u!if is then driven with a variable amplitude voltage source. 
Electrode separation is 3 cm and background pressure is 10 mTorr
In figure 2.1(a) the plasma density spatially averaged over the plasma 
extent and the peak plasma density are plotted as functions of Vij. The
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plasma density is observed to decrease continuously as Vif is increased; the 
density decreases by approximately 60% as Vif is increased from 0 through to 
350 V. This occurs because, although the voltage is increasing, the discharge 
current decreases as is seen in figure 2.2. The decreases in the h f  current 
can be attributed to the increase in the I f  voltage. The increasing I f  voltage 
results in the size of the sheath increasing and therefore the sheath capaci­
tance decreases. Thus, at fixed h f  voltage the h f  current should decrease. 
The net result of this decrease in h f  current is that the plasma density de­
creases as a result of the following mechanism. Under the conditions which 
are being simulated here, ionization is virtually entirely due to electron neu­
tral collisions; ionization due to ions neutral collisions and other processes 
is negligible. Therefore, the plasma density is due exclusively to the elec­
tron ionization rate which is proportional to the ohmic power supplied to the 
electrons. The electron ohmic power is then given by
Somk = \ j 2 — , (2.1)
" &dc
Where GdC is the dc plasma conductivity. Thus, the reduction in the discharge 
current results in the decreased plasma density observed in figure 2.1(a). 
Therefore even at fixed power, these variations yield a decreased peak and 
average plasma density as the low frequency voltage increases. The above 
equation is for the ohmic power deposition only and neglects the power de­
posited by collisionless heating [42-44], however the argument remains the 
same as the current squared remains the dominant term; variation in J 2 
is significantly greater than the variation in a, which is itself a function of 
density.
In figure 2.1(b) we show the variation in the sheath width as a function 
of V^, where the sheath width is defined as the point at which time averaged
3 0
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Low Frequency  Voltage
Figure 2.2: High frequency discharge current as a function of the low fre­
quency voltage. Conditions are the same as those in figure 2.1.
quasi-neutrality is violated, that is
rii — ne ,
—----- - > 0.02. 2.2
rii
It is observed that the sheath width increases considerably. The width of the 
sheath increases from approximately 3 mm  through to approximately 8 mm  
when Vif is increased from 0 to 350 V  respectively. This increase in the 
sheath width is a direct result of the application of the second voltage source, 
resulting in an increased total voltage, the discharge voltage being simply the 
integral over the charge density in the sheath. Therefore, in order to support 
an increased voltage the sheath width must increase. Similar characteristics 
in the width of the sheath were observed in a dual frequency device which 
was studied experimentally by Kitajima et al. [13, 14]. Under conditions 
where the high and low frequency power sources were supplied to separate 
electrodes, it was observed that the sheath width on the electrode powered
3 1
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with the low frequency power source increased as Vij was increased. In their 
device, the widths of the sheaths on the two electrodes were different. As 
the device which is being simulated in figure 2.1 is symmetric with power 
supplied to only one electrode, the width of the sheath on both the powered 
and grounded electrodes are equal. Similar characteristics of the sheath width 
have been predicted theoretically [16].
Lo w  f r e q u e n c y  V o l t a g e
Figure 2.3: Plasma potential and mean energy of ions bombarding the elec­
trodes for dual frequency discharge. Conditions as in figure 2.1.
In figure 2.1(c), the dependence of the ion current bombarding the elec­
trodes, r¿, with respect to V// is shown. The dependence of the ion flux is 
similar to that of the plasma density, F * decreases initially as Vif is increased 
and then becomes approximately independent of Vij. This is to be expected 
because of equation (1.3), which states that the ion flux onto the electrodes is 
proportional to the plasma density. Since the device which is being simulated 
is symmetric, the ion flux onto both the powered and grounded electrodes
3 2
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are equal.
We now examine the dependence of the potential within the given device. 
Shown in figure 2.3(a) is the dependence of the plasma potential on Vif. It is 
observed that the plasma potential increases linearly as V// is increased. The 
plasma potential increases by approximately a factor of 3 as Vif is increased 
from 0 to 350 V. The mean ion energy bombarding the electrodes for a 
collisionless sheath is then related to the time averaged voltage by
Ei = Vs + ^Te. (2.3)
Where Vs and Te are the time averaged sheath voltage and the electron 
temperature expressed in electron volts respectively. The |T e term represents 
the energy that the ions have as they cross the Bohm point and enter the 
sheath. In collisional sheaths, the above equation is no longer valid, although 
the mean ion energy remains proportional to the sheath voltage. As the 
plasma potential increases linearly with respect to Vif, so too does the mean 
ion energy at the electrodes increase linearly with respect to Vif, as shown in 
figure 2.3(b), although, the mean ion energy does not increase as rapidly with 
respect to Vif as the plasma potential does. The mean ion energy increases 
by a factor of two when Vif is increased from 0 to 350 V,  whereas the plasma 
potential increases by a factor of 3 over the same voltage range. This is 
believed to occur as a result of the increase in the sheath width, figure 2.1(b). 
When the sheath width increases, the ions must travel a greater distance to 
reach the electrodes and therefore experience a greater number of collisions as 
they traverse the sheath. This results in the ions losing a greater proportion 
of their energy as they traverse the sheath.
By comparing figure 2.1 and figure 2.3 it is evident that for a fixed high 
frequency voltage, and under the parameter regime that is considered here, 
it is not possible to obtain independence of both the ion energy and flux onto
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the electrodes. It is also evident that there is a strong coupling between the 
two operating frequencies. It should be noted, that a high frequency voltage 
source is not the usual control parameter in dual frequency plasma devices.
2.1.2 Symmetric current driven discharges
In the previous section we presented data in which the discharge was driven 
with a voltage source. When this was performed, the discharge current was 
observed to decrease as Vif was increased. Since the ohmic electron power 
deposition is oc J 2, see equation 2.1, this results in the plasma density de­
creasing as Vif is increased. Therefore if one wishes to maintain a constant 
plasma density, and a constant ion current which results from it, the device 
should be operated under conditions where the discharge current is held con­
stant. In a dual frequency plasma discharge the current is a combination of 
both high and low frequency components.
In figure 2.4(a), the peak and spatially averaged plasma densities are 
shown. It is found that the average plasma density is approximately inde­
pendent of Vif, although the peak plasma density increases slightly. This 
is compared to an approximately 60% drop in the plasma density over the 
same voltage range as in figure 2.1. This shows that if the total current 
is held constant, then the plasma density remains approximately constant. 
This is as expected, since the ionization rate is predominately dependent on 
the discharge current.
The dependence of the ion current onto the electrodes is shown in fig­
ure 2.4(b). The ion current is observed to be approximately independent of 
Vif also. This is a direct result of the plasma density being independent of 
Vif. This shows that when the discharge is driven with a constant current, 
the low frequency power source can then be manipulated independently of
3 4
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Low frequency Voltoge
Figure 2.4: General plasma parameters for a symmetric discharge driven with 
constant total current of 100 Am~2. All other parameters as in figure 2.1.
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the ion current.
The characteristics of the sheath are shown in 2.4(c), the dependence of 
the sheath width is similar to that of a voltage driven discharge, see 2.1(c). 
The sheath width is observed to increase approximately linearly with increas­
ing Vif. The sheath width again increases from 4 mm  to approximately 7 mm  
over the I f  voltage range from 0 to 300 V  respectively.
Low f re q u e n c y  V o ltage
Figure 2.5: Plasma potential and mean ion energy for discharge driven with 
a constant total current, situation is the same as that depicted in figure 2.4.
We now present the dependence of the plasma potential as a function of 
Vif, see figure 2.5(a). It is observed that the characteristics of the plasma 
potential are similar to that of a voltage driven device, see figure 2.3. The 
plasma potential increases linearly when Vif is increased. We find that the 
plasma potential increases by approximately a factor of 3 for a Vif range of
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0 to 350 V. The mean ion bombardment energy to the electrodes is found to 
have a similar dependence on V// as the plasma potential, that is, Ei increases 
linearly with respect to Vif also.
By comparing figure 2.4(b) and figure 2.5(b), It is evident that it is possi­
ble to obtain independent control of both the ion current and the bombarding 
ion energy. The total current can be used to control the plasma density. Vi/ 
is then used to control the sheath voltage and the resulting ion bombardment 
energy.
2.1.3 Asymmetric discharges
In the previous sections we analysed a symmetric capacitively coupled dual 
frequency device in which the grounded electrode surface area, A g is equal to 
the driven electrode surface area A d. However, most capacitively coupled re­
actors are asymmetric (Ag > A )^ since more electrode surfaces are grounded 
rather than driven, also the discharge chamber is usually grounded which 
increases the asymmetry. In this case the smaller electrode must be biased 
negative with respect to the larger electrode to ensure zero net dc current. 
Also, in the previous sections the high frequency power source was driven 
with either constant voltage source or a constant current source. Here we 
analyse a device in which uihf is driven with a constant high frequency power 
source. We do this because plasma devices are often operated by supplying 
a given power source rather than a current or voltage source. The geometry 
of the device has now been changed to an asymmetric discharge in which 
Ag/Ap = 2 and the electrode separation has been reduced to 1.5 cm, the 
background pressure has also been increased to 50 mTorr. These operat­
ing parameters are chosen to be more representative of typical engineering 
conditions. The constant high frequency power source is achieved by vary­
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ing the low frequency power source in order to produce a desired Vif then 
manipulating J^j in order to maintain a constant P^f■ The high frequency 
power source is then maintained at approximately 1200 W m ~ 2. This results 
in the total power supplied to the device increasing, since the power being 
supplied to the device is a combination of both the high and low frequency 
components.
Figure 2.6 shows a similar graph to those in figure 2.1 and (2.4). Though 
the general trends are similar as those in the previous figures, there are small 
differences. The sheath width on the smaller powered electrode and the 
grounded electrode are slightly different, the sheath on the smaller powered 
electrode being the larger of the two.
The dependence of the ion flux bombarding the electrodes is of partic­
ular interest. Whereas in figure 2.1, T'i decreased continuously as Vif was 
increased, in figure 2.6, T* is essentially independent of Vif. This is de­
spite the observation that the plasma density decreases significantly. This is 
superficially surprising considering the observation that the plasma density 
decreases significantly under the same conditions. The precise reason for this 
is unclear, although it is tentatively believed to be due to a variation in the 
electron temperature, this is discussed in the next section. The different ion 
current density that is observed at each electrode is simply a result of there 
being an area difference between the two electrodes; the ion current onto 
both electrodes is the same. This balance of current onto the electrodes is 
required by the requirement for current continuity. There must be zero net 
dc current through the plasma.
In figure 2.7, we show the dependence of the plasma potential, self-bias 
voltage and mean ion energy at the electrodes on In common with the 
symmetric discharge, shown in figure 2.3, the plasma potential is observed to
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Figure 2.6: General plasma parameters for an asymmetric dual frequency 
plasma discharge, where there is an area ratio of two between the powered 
and grounded electrodes. is driven with a constant power source. Vij 
is then varied. Background pressure of 50mTorr  and which the electrode 
separation is 1.5 cm,.
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Figure 2.7: Plasma potential, self-bias voltage and mean ion energy for an 
asymmetric discharge. Operating conditions as in figure 2.6.
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be linearly dependent on Vif. Since the discharge which is being simulated 
is asymmetric, there develops on the smaller of the two electrodes a dc-self 
bias voltage [45-47], this is shown in figure 2.7(b). The dc-self bias voltage is 
observed to increase linearly with increasing Vif. In an asymmetric discharge 
the ratio of the voltage across each sheath is given by the following [48]
< £ r - $ s *  ( 2 - 4 )
Where Vij,  Si,2 and A lt2 are the sheath voltage, sheath width and area of 
each electrode, and q is a constant scaling exponent, which under the condi­
tions here, is approximately equal to unity. This equation is found to be valid 
also for a dual frequency plasma device. Therefore, if the plasma potential 
increases linearly, then the self bias voltage must also increase in order for 
the ratio V2/V 1 to remain constant; which is what we observed. The mean 
energy of the ions bombarding the electrodes is then shown in figure 2.7(c). 
The mean energy at both electrodes is observed to increase linearly with 
increasing Vif, as is expected. The energy of the ions bombarding the pow­
ered electrode is larger as a result of the dc-self bias voltage on the powered 
electrode.
Thus, by comparing figure 2.6 and figure 2.7(c) it is evident that the ion 
flux onto the electrodes and the ion current can be controlled independently.
2.1.4 Electron Temperature
The electron temperature is of extreme importance within plasma discharges. 
This is due to the plasma chemistry being strongly dependent on the electron 
temperature. The ionization rate is exponentially dependent on the electron 
temperature. It is therefore of interest to know and understand what effect 
operating a plasma device with two separate frequencies has on the electron
4 1
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temperature.
Low Frequency Voltage (V)
Figure 2.8: Average bulk election temperature as a function of low frequency 
voltage. Background gas pressure of 50 mTorr  and an electrode separation 
of 1.5 cm. Parameters as in figure 2.6.
Shown in figure 2.8 is the variation in the electron temperature as a func­
tion of Vi/. The electron temperature presented here corresponds to the 
data shown in figure 2.6. It is observed that the bulk electron temperature 
increases approximately linearly with increasing Vij. In calculating the elec­
tron temperature, the average temperature within the central two millimetres 
of the bulk plasma was determined.
The electron temperature within a gas discharge is determined by a par­
ticle balance equation. In the notation of [10], the electron temperature is 
given by
Kiz(Te) _  1 /~ r\
ub(Te) ~  pdefJ'
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Where K iz and p are respectively the ionization rate and the neutral gas 
pressure. defj  is then the effective size of the plasma and Ut, is the Bohm 
velocity. This equation if found by equating the rate of particle production 
with the rate of particle loss to the walls. The above equation can not be 
inverted to give an analytical expression for the electron temperature, but 
the general dependence is of the form Te pz In (pdeff).
By examining the above equation we see that the electron temperature is 
independent of the power supplied, and is determined for a given gas only by 
the parameter pdeff ,  although it is observed that the electron temperature 
increases with increasing Vij in figure 2.8. The electron temperature increase 
is a result of the sheath width increasing, thus causing the parameter pdef  /  to 
decrease resulting in the increased electron temperature. It should be noted 
that equation(2.5) is valid only for a Maxwellian electron energy distribution 
function (EEDF), but the general argument remains valid for any distribution 
function.
The EEDF corresponding to two separate points within figure 2.8 is shown 
in figure 2.9. The EEDF also corresponds to the electrons within the central 
two millimetres of the bulk plasma. The shape of the EEDF is found to be 
strongly non-Maxwellian. It is observed that the EEDF changes considerably 
with the addition of the second low frequency power source; the number of 
high energy electrons increases considerably when Vif increases. This results 
in the average electron temperature increasing, as seen in figure 2.8.
At larger electrode separations, where the two combined sheath widths 
are only a small fraction of the electrode separation. The electron tem­
perature remains approximately constant. This is a result of the electron 
temperature being only weakly dependent on the parameter pdej f  at large 
values; because of the near logarithmic dependence of the temperature on
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Energy (eV)
Figure 2.9: Normalised EEDF, solid line represents single frequency device, 
dashed line Vy =  2001i/ . The gas pressure is 50 mTorr.
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Energy (eV)
Figure 2.10: Electron energy distribution function for the case where the de­
vice is operated with a constant total current, conditions same as in figure 2.4. 
Dashed line represents case where V)f = 0V\ solid line Vij = 280V.
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pdeff.  This is illustrated in figure 2.10, where it is observed that the shape 
of the EEDF changes only slightly when the amplitude of the amplitude of 
Vif is increased from zero to 280 V. It is only the temperature of the high 
energy electrons that changes. Though it is these electrons that is of most 
importance for the plasma chemistry. It is noteworthy that under these con­
ditions the shape of the EEDF is nearly Maxwellian. The data presented in 
figure 2.10 corresponds to data in figure 2.4.
2.1.5 Discussion
There are, tentatively, two mechanisms responsible for the ion current onto 
the electrodes remaining constant in figure 2.6(c) even though the electron 
density is decreasing, as seen in figure 2.6(a). The first mechanism is the 
increase in the electron temperature. Since the ionization rate is exponen­
tially dependent on the electron temperature, the ionization rate increases 
considerably as the electron temperature increases. Therefore in order to 
maintain equilibrium between plasma generation and particle losses to the 
walls, the flux of ions and electrons leaving the plasma must increase. The 
second mechanism responsible is the variation in the dimensions of the bulk 
plasma given by [49]
hl =  Hi ~  0.86(3 +  (Z° ~  2s) ) - i  (2.6)
2j/\
Where A represents the ion mean free path, (l0—2Sm) is the effective discharge 
length and l0 is the electrode separation, hi relates the plasma densities at
the plasma sheath boundary and the bulk plasma [10, 49]. The parameter hi
is dependent on both the dimensions of the plasma and also on the electron 
temperature. The ion current is then related to this parameter by
r \  =  n u bhi. (2 .7)
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The increasing sheath width results in the parameter hi increasing. Thus, the 
ion current may remain constant even though the plasma density is decreas­
ing. The independence of with respect to Vif, when the device is driven 
with a power source, can therefore only occur at small electrode separations, 
where the change in the sheath width is comparable to the width of the bulk 
plasma.
Neither of these mechanisms though, provide a completely satisfactory 
explanation as to the independent of the ion current. Even by taking these 
mechanisms into account, basic theory suggests that the current density onto 
the electrodes should decrease by a greater amount than is observed. Finding 
a proper mathematical description as to this independence is complicated by 
the non-Maxwellian distribution function that is observed.
2.2 Ion Distribution Function.
The characteristics of the sheath are usually considered to be resistive if 
Jc Jd and capacitive if Jc -C J<i, where Jc is the conduction current density 
and J¿ is the displacement current density [50]. For a plasma device operated 
with a single frequency in a resistive sheath regime; the plasma potential is 
non-sinusoidal even if the discharge is driven with a sinusoidal potential. 
The plasma potential under such conditions resembles a half-wave rectified 
signal clipped at the floating potential. Conversely, the plasma potential for 
a capacitive sheath is sinusoidal if the discharge is driven with a sinusoidal 
potential.
For a dual frequency plasma device, there is no clear distinction between 
the resistive and capacitive sheath regimes. Shown in figure 2.11 is the plasma 
potential as a function of phase. A similar variation in the sheath voltage
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with respect to phase is predicted by an analytical dual frequency sheath 
model that has recently been developed [16].
7y/ 2  7T 3 7 Y /2  
Low F r e q u e n c y  P h a s e
Figure 2.11: Instantaneous plasma potential within dual frequency plasma 
device as a function of low frequency phase. The low frequency voltage is 
150 V. All other conditions as in figure 2.1
In a capacitively coupled plasma, the sheath is determined to be either 
capacitive or resistive depending on the ion transit time across the sheath in 
relation to the rf period, numerically this is expressed
7~ion
ru £ 1 -
(2.8)
Where Tj0„ =  3s(M/(2eVs))^ and t// are respectively the ion transit time 
through the sheath and the low frequency period, s and Vs are then the sheath 
width and time averaged sheath potential respectively. Thus if Tjon/r;/  1 
the sheath tends to be a capacitive sheath, whereas, if rj0Tl/r //  -C 1, the 
sheath tends to be resistive. Under the condition being simulated here, the
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value of Tion/Tif is of the order of unity. This implies that the sheath described 
here is in neither a purely capacitive nor resistive regime.
Ion e n e rg y  (eV) Ion e n e rg y  (eV)
Figure 2.12: Ion distribution function at the electrodes for various low fre­
quency voltages. Conditions correspond to those in figure 2.1
Since the IDF is one of the most important characteristics of an indus­
trial plasma and has been studied extensively in a single frequency device 
[12, 51-55], we now examine the effect of operating a device with two sepa­
rate frequencies on the IDF. The IDF’s for various low frequency voltages are 
shown in figure 2.12. Figure 2.12(a) corresponds to the situation in which 
a device is operated with a single frequency power source at 100 MHz.  At 
100 MHz,  the ion transit time across the sheath is significantly greater than 
the period of the operating frequency. Therefore, the ions traverse the sheath 
and experience only the time averaged sheath voltage. This results in the
4 9
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IDF resembling a single peak centred about the time averaged sheath volt­
age. When Vif is increased, the IDF loses its single peak structure and takes 
on the distinctive saddle shape seen in single frequency devices [51, 56, 57]. 
This results from the ion transit time through the sheath being significantly 
less than the I f  period. The ions therefore experience the instantaneous I f  
voltage as they traverse the sheath, however the ions continue to experience 
the h f  voltage. This results in there being a minimum peak in the IDF 
centred about the high frequency component of the sheath voltage; which is 
approximately 60 V  under the conditions being simulated here. The dom­
inance of the low energy peak, in for example figure 2.12(d), is a result of 
the resistive nature of the sheath that is seen in figure 2.11. The plasma 
potential is at a low energy for a greater proportion of a cycle than it is at a 
high voltage. This results in there being a greater proportion of ions entering 
the sheath when the voltage is at its minimum rather than at its maximum. 
This is a consequence of the sheath being resistive in nature.
The energy dispersion between the maximum and minimum energy peaks
in the IDF was first calculated for a single frequency device by Benoit-Cattin
et al. [40] and is given, in the notation of [50], by,
A Ej = 2VS 2eVs 1/2 
eVs Vsv s [ M  '
Since the ions respond only to the low frequency voltage and the time av­
eraged high frequency voltage, then the sheath voltage for the ions can be 
approximated as V  =  Vs-\-Vs s i n W h e r e  Vs is the time averaged sheath 
voltage and can be approximated as Vs ~  Vj +  and Vs can be ap­
proximated as fa Vif, Vj is then the floating potential. It is found that 
by making this change, equation 2.9 provides a good approximation for the 
energy dispersion.
Importantly, equation 2.9 predicts that A E  cx K  This has been verified,
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Figure 2.13: Ion distribution function at the electrodes for various low fre­
quencies. The low frequency voltage is maintained at 100 V, all other con­
ditions as in figure 2.1.
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and is shown in figure 2.13 which shows that the energy dispersion decreases 
when coif is increased. The IDF therefore changes from having a saddle 
structure, see at coif — 1 M H z , to having an approximately single peak 
structure, seen at tJif =  10 M Hz.  Therefore, operating at a higher u>if 
can remove the energy dispersion, if this is desired. This solution may not 
be ideal since at very high frequencies electromagnetic effects become more 
prevalent [58].
2.3 Analytical Model
In order to better understand the dynamics of dual frequency plasma dis­
charges, an analytical global model has been developed which can explain 
many of the characteristics observed in the simulations [59]. The assump­
tion is that the total power being supplied by the combination of the two 
frequency sources is known. The sheath width and the resulting sheath volt­
ages are then assumed to be as a result of only the lower frequency power 
source. This is a reasonable approximation to make if $ ;/ $hfi which will 
be the usual case within dual frequency discharges when u)hf 3> which is 
the case for all results presented here. The sheath model of Lieberman [60], 
is then used to relate the sheath voltage and the sheath width. Within this 
global model the high frequency is used simply used as a source of power.
Using the Lieberman model, the maximum sheath width is given by the 
following equation,
St  = T2H’ (2-10>
and the sheath voltage, by,
$  97r2
— = ---- H 2. (2.11)
Te 32 v '
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Where H  is a dimensionless quantity given by
72
H -  lfTmee0u)f^Te ’
and S0 is an effective oscillation amplitude given by
nu)ife
Using the notation of [10], the electron temperature is then given by a par­
ticle balance equation, see equation 2.5. Finally, the plasma density can be 
determined by the power balance equation,
n = -,-P- bsT - (2-12)
AeffeilbQt
Where represents the energy loss mechanisms given by =  £c +  £e +  6  
and is equal to the energy that is required to produce an ion-electron pair for 
a given discharge. The energy loss as a result of collisions is given by £c and 
the energy lost by the electrons and ions to the walls is given by £e and ^  
respectively, where for a Maxwellian distribution £e =  2Te and & =  ¿Te +
Combining equations (2.10), (2.11), (2.12) and (2.5) results in a series 
of coupled nonlinear equations which can be solved to determine the sheath 
width, plasma density and electron temperature for a given power and sheath 
voltage. The resulting ion flux onto the electrodes is then given by equation 
(2.7).
These coupled equations are then solved numerically for a given set of 
parameters and the solutions are presented in figure 2.14. As can be seen from 
figure 2.14(a), the model predicts a sheath width which increases linearly as 
the sheath voltage is increased. This is in agreement with the simulations that 
have been performed. As a result of this increase in the sheath voltage, the 
plasma density decreases. This is predominately because the plasma density 
in equation 2.12 is a function of the sheath voltage, through the parameter
5 3
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Figure 2.14: Analytical global model solution for the following conditions, 
electrode separation =  2.0cm and pressure lOOmTorr. The high frequency 
power is then assumed to be 1 kWm~2.
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where the energy required to create an ion electron pair increases linearly 
with respect to sheath voltage. The resulting increase in the sheath width 
causes the effective width of the bulk plasma to decrease. This results in 
the electron temperature increasing as a result of the parameter pdef f  in 
figure 2.5 decreasing, see figure 2.14(c). The ion flux onto the electrodes is 
then given by equation 2.7 and is presented in figure 2.14(d). As can be 
seen, the flux initially decreases as the sheath voltage increases, although 
the decrease in the flux is less that the decrease in the plasma density. This 
is a result of the parameter hi being dependent on the dimensions of the 
bulk plasma, through the term (la — 2sm) in equation 2.6. In the limit of 
large sheath widths the flux begins to saturate, whereas the plasma density 
continues to decrease for increasing sheath voltages. However, in order for 
this saturation of the ion flux to occur the expansion the sheath width must 
be comparable to the dimensions of the bulk plasma.
The main motivation for the above model is simply to provide insight 
into the underlying physics involved within dual frequency discharges. And 
although the above global model is quite simple and neglects a great deal 
of important physics, such as the precise characteristics of the sheath and 
heating mechanisms, it correctly predicts the general trends within dual fre­
quency plasma discharges.
2.4 Limits on Operating Frequencies
For de-coupled operation between the ion energy and ion current density, 
it is found that there must be a sufficient separation between the operat­
ing frequencies. This is illustrated in figure 2.15 where we plot the nor­
malised ion current density onto the electrodes as a function of the fre­
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quency ratio. Where the normalised ion current density is given by, T j =  
Ti(oJif/uJhf)/^i{oJif/u)hf =  0.01). Data in figure 2.15 is for a symmetric dis­
charge in which u)hf is held constant at 100 M H z  and driven with a con­
stant voltage of 100 V.  The geometry of the device simulated here has 
been changed from the previous configuration for two reasons. Firstly, the 
electrode separation has been increased in order to reduce the effects of the 
increasing electron temperature. The second reason is to enable the device to 
be operated at greater low frequency voltages than that which was simulated 
in the previous section.
In these calculations uif is varied and Vif is held constant, the amplitude 
is as indicated in figure 2.15. For values of oJif/uihf ~  0.1, Tj is independent 
of both u)if and Vif. That is, Tj is only dependent on the characteristics of 
the high frequency driving source. However, for ujif/u)hf ~  0.1, Tj becomes 
dependent on both uif and Vif. It should be noted though that even at large 
ratio’s of the driving frequencies there remains substantial coupling between 
the two frequencies [16], the potential and sheath width remain strongly 
dependent on both the high and low frequency power sources.
The dependence of Tj on loij can be explained as follows. The discharge 
current is proportional to the square of the operating frequency [25]. This 
causes Zhf <C Z[f, where Z  is the impedance. Therefore, predominately 
drives the discharge voltage, which couples into the ions and Phf drives the 
discharge current which predominately couples into the electrons. Increasing 
uif, as in figure 2.15, causes Zij to decrease. It therefore requires a greater Jij 
to produce a given voltage, but the power coupled into the electrons is oc J 2, 
as a consequence of equation (2.1). Therefore, increasing wif results in an in­
creased Jif, this in turn causes a greater proportion of Pif to be coupled into 
the electrons. The increased power being supplied to the electrons forces the
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electron density to increase. The flux onto the electrodes, being proportional 
to the plasma density, increases accordingly, as observed in figure 2.15. Al­
though in figure 2.15 the high frequency is held constant at 100 M H z , similar 
characteristics are obtained if one uses different frequencies.
Figure 2.15, indicates that as one operates at greater values of the applied 
low frequency voltages, then a greater separation between the frequency ra­
tio is needed in order to maintain the decoupled nature of the device. This 
may be of particular relevance to those working within industry, where the 
voltages that are simulated here are relatively low compared to what is some­
times used for applications; within industry voltages up to 1 kV  are regularly 
used.
Figure 2.15: Dependence of normalised on uif. Uhf is held constant at 
100 M H z  and an applied voltage of 100V, the low frequency is then varied. 
The inscription refers to the low frequency voltage amplitude. Data obtained 
for a symmetric discharge with an electrode separation of 3 cm.
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The results presented demonstrate, tha t the energy and flux of the ions bom­
barding the electrode surface can be controlled independently. There are 
regimes in which it is possible to achieve this. For large electrode separa­
tions, in which the increase in the sheath width is small compared to the 
electrode separation; the ion current can be controlled by varying total dis­
charge current. Although in practice this is extremely difficult achieve within 
real devices. At smaller electrode separations, the increasing electron tem­
perature maintains a constant ion flux. Although this results in the electron 
temperature increasing.
Within dual frequency discharges the structure of the IDF at the elec­
trodes is substantially modified. The IDF resembles a single peak centred at 
Vhf when VJ/ =  0. As the low frequency voltage is increased the IDF changes 
and takes on the distinctive bimodal structure seen in single frequency de­
vices.
If the ratio of the high to low frequencies is sufficiently large, essentially 
independent control of the ion energy and flux is possible by manipulation of 
the externally controllable power sources. The system appears to maintain 
its decoupled nature, under conditions simulated here, for values of w y/w i/ ~  
10. When operating dual frequency devices at higher voltages than are being 
simulated here, it may be necessary that a greater ratio of the operating 
frequencies is needed in order for the device to maintain its decoupled nature. 
While the results presented here are for relatively low voltages and powers, 
it was found that the general trends can be extrapolated to much greater 
voltages.
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In order to better understand the highly non-linear sheath dynamics of a 
single frequency symmetrically driven (equal-area plates) device, various au­
thors [49, 60-63] have developed sheath models in rf coupled discharges, 
where the electron dynamics are strongly non-linear. M. A. Lieberman de­
veloped the first self-consistent model for a collision-less sheath tha t can be 
employed to successfully describe these non-linear dynamics. To date, any 
attem pt to model a dual frequency sheath in the small ion transit time regime 
has been unsuccessful (in [64], the lower frequency is below the inverse of the 
ion transit time). Here we present a collision-less sheath model for the case 
of a capacitively coupled plasma th a t is driven by two distinct power sources 
operating at two distinctly separate frequencies. A schematic of this design 
is shown in figure (3.1). In this model, the current density flowing through 
the plasma is the sum of two sinusoidal rf current densities oscillating at two
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different frequencies. Within this model, we obtain analytical expressions for 
the time average electric potential within the sheath, nonlinear motion of the 
electron sheath boundary and non-linear instantaneous sheath voltage. Note 
that the Lieberman’s single frequency sheath model is retrieved if we set the 
high frequency current density to zero.
Figure 3.1: Schematic of a dual frequency excited rf plasma system.
In order to confirm the results of this model, the solutions have been com­
pared to the Particle-in-Cell/Monte-Carlo collisions (PIC-MCC) simulation 
results. We have used a one dimensional simulation in order to perform our 
investigation. The electrodes are assumed to be perfectly absorbing, and no 
secondary electrons are emitted. The simulations have been performed using 
Argon as the background gas and three particle types are simulated, elec­
trons, neutral Argon and singly charged Ar+. Double frequency analytical 
expressions such as the sheath voltage and sheath width have been compared 
with simulation results, finding good agreement.
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3 . 1  M o d e l  a s s u m p t i o n s
The assumptions of the analysis are as follows: we make similar assumptions 
as for the single radio frequency sheath model. First, the ion motion within 
the sheath is entirely collisionless. The sheath width sm, is typically of the 
order of a centimetre and the ion mean free path A * is approximately given 
by:
[ Ai l
1 Torr
cm ~  330 . P .
When rf capacitive reactors operate at pressures less than 10 milliTorr, the 
ion mean free paths are on the order of the sheath width. Later in section 3.3 
where the solutions are compared to PIC-MCC results, the simulations are 
performed at a pressure of 10 milliTorr. Secondly, because of their inertia, 
the ions do not respond instantaneously to the electric field. Then we make 
the assumption that the ions respond to only the time averaged electric fields. 
This assumption will be valid [50] if the strong inequalities 27TT” 1 «  «
Uhf are satisfied where t* is the ion transit time across the sheath and 
are the low and high driving frequencies, respectively. This strong inequality 
means that the sheath studied here is capacitive. It should be noted that 
the inequality 2/kt^1 <C Wif will not hold under all situations which are of 
practical interest. This is particularly true if light gases such as hydrogen 
or helium were to be used. Thirdly, the ion sheath boundary is assumed to 
be stationary and we apply the Bohm criterion, i.e. the ions enter the ion 
sheath edge with a velocity equal to the Bohm velocity: ub — (eTe/mi)1/2 
where e is the electronic charge, Te the electronic temperature expressed in 
volt and m* is the ion mass [21]. As far as the electrons are concerned, we 
assume that the electron Debye length Ad is much smaller than the ion sheath 
thickness sm. Since Ad sm the electron density falls sharply from n e ~  rii
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at the plasma side of the electron sheath boundary to ne =  0 on the electrode 
side. W ith this approximation, the electron density profile is assumed to be 
represented by a step function at the electron sheath edge. This step model 
approximation is known to be reasonable for large sheath voltage [65, 66]. In 
contrast to the ions, the electrons respond to the instantaneous electric field 
because we assume tha t the electron plasma frequency greatly exceeds the 
two rf frequencies uipe u)hf toif.
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The following derivation is similar to that used to derive the equations for 
the single frequency case. We consider the sheath structure depicted in figure
(3.2). Ions cross the ion sheath edge at x  =  0 with a velocity equal to Uf, 
and strike the electrodes at x  =  sm with a energy equal to the time averaged 
sheath potential. We assume that the current density J(t) passing through 
the sheath is the sum of two sinusoidal rf current densities
J (t ) =  Jif sin (u)ift) +  Jhf sin [u)hft] (3.2)
where the labels If and hf  refer to the low and high frequency components 
of the rf current respectively. We have intensionally chosen the conditions 
so that there is no phase difference between the frequencies to reduce the 
mathematical difficulties involved.
In the dual frequency case, the electron sheath edge motion is no longer 
simply oscillating back and forth but is, as we will show in the following 
derivation, a complicated motion described by the instantaneous sheath po­
sition s(t). We first consider the ion dynamics in the sheath. Since we assume 
that there is no ionization or recombination within the sheath, the ion flux
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Figure 3.2: Structure of the rf capacitive sheath. s(t) is the electron sheath 
edge position.
through the sheath is constant and equal to the Bohm flux
rii(x)ui(x) =  n0ub (3.3)
where n0 is the plasma density at the ion sheath edge and rii(x), Ui(x) are
respectively the ion density and ion velocity at point x. Next, for collisionless
motion, conservation of ion energy requires that:
^miuf(x) +  e$(x) =  ^ rriiul (3.4)
where <§(:e) is the time averaged electric potential. This energy conservation 
equation is valid if the applied rf frequency is much higher than the inverse 
of ion transit time so tha t the ions are not able to adjust to the rapid change 
of the potential. The instantaneous electronic charge density ne(x,t) can be 
written as :
ne(x, t) =  0 x >  s{t)
=  rii(x) x < s(t). (3.5)
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where we assume the instantaneous electron sheath edge is sharp, and s(t)
is the instantaneous electron sheath edge position. Hence the net charge
density p is
p(x, t) =  ii,(x) — ne(x, t)
=  n*(æ) x > s(t.)
=  0 x < s(t). (3.6)
The instantaneous electric field E(x,t)  is then given by the solution of Pois­
sons equation
(ÎP1
—  = j-n^x) x > s(t)
=  0 x < s{t). (3.7)
where e„ — 8.85 x 10-12 F.m -1 is the permittivity of free space. The instan­
taneous potential <3?(a;, t) is defined by
d$>^  =  (3.8)
We now time average equations (3.7) and (3.8) to obtain the equations for 
the average electric field E(x) and for the average electric potential 3>(.r)
~  =  rii{x) -  n e(x )) (3.9)
ax £„
and :
=  E(x). (3.10)
The time averaged electronic density ne is defined as
ne[x) =  ^  ne(x,t)dt. (3.11)
“ij
In (3.11), we average over a low frequency (If) period 2it/ cjij since this is
the longer time scale. As opposed to the single frequency case where the
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integration in (3.11) can be performed without any approximations [48], the 
dual frequency case requires an additional assumption. When considering 
time-averaged quantities, we assume th a t the hf part of the electric field does 
not play a significant role because the current in the sheath is displacement 
current dominated. From charge conservation and Poissons equation, we 
note that the electric field scales as J / oj. Therefore, average sheath potential 
is predominantly affected by the If part of the current. Since the average 
electron density is related to the average electric field through the averaged 
Poisson equation (see (3.9) and (3.10)), ne is also weakly dependent on the
hf component of the electric field. As a consequence, if Eif ~  Jif/wif
Ehf Jhf/cohf, we can introduce as in [60] the phase <p(x) such tha t the 
sheath position s ( t ) is between 0 and x  for —(/) < uiijt < <j>. Therefore, the 
integrand in equation (3.11) is zero for —(j) < <  +<t> and equation (3.11)
reduces to:
ne(x) -  rii(x) ^1 -  (3.12)
We now apply current conservation at the electron sheath edge to obtain a 
equation for the sheath edge motion. On the bulk plasma side of the electron 
sheath edge, the current is assumed to be entirely due to the conduction 
current. In the sheath, all the current is assumed to be displacement current. 
The contribution due to the ions and electron current within the sheath is 
neglected. Then, at the electron sheath boundary x  =  s(i), conduction 
current and displacement current (3.2) must balance, giving
ds
eni(s)— = Jif sm(uift) +  Jhfsm(uhft). (3.13)
In the single frequency case =  0, the set of equations (3.20), (3.9), (3.10),
(3.12) and (3.13) can be solved exactly for the unknown quantities rii,ne,$,E 
and s(t) [60]. However, for a dual frequency system, it is not possible unless
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Iwe make a necessary simplification which is explained later. The instanta­
neous electric field E(x,t ) can be obtained by integrating equation (3.7)
E(x, t) =  fs{t) ni(x')dx' s(t) < x
=  0 s(t) > x (3.14)
From equation (3.13), we can express the integral in equation (3.14) as
t  fo(t) ni(x)dx =  1 -  cos(ulft)) +  ¿ f y (  1 -  cos(uhft)) (3.15)
where we have chosen the initial condition s(0) =  0. Now according to 
equations (3.14) and (3.15), we obtain the instantaneous electric field as 
follows
E(x,t) =  — f  rii(x)dx— ^ - ( 1  — cos(cj;_fi))---- - ^ - ( 1  — cos(a;^/i)) (3.16)
e 0 Jo eoUij (-o^hi
for s{t) < x and 0 otherwise. This equation follows from splitting the integral 
of the ion density from zero to x into two: zero to s(t) and s(t) to x. The 
result given then follows on substituting terms from (3.14) and (3.15). We 
must now time average the electric field over a low frequency rf cycle. The 
time averaged electric field is given by
E(x) =  ^~ [ Ulf E(x,t)dt.  (3.17)
27T J =JL
ulf
In a similar manner to the calculation of the average electronic densities, the 
integration in (3.17) can not be performed without approximation. Again, 
we use the assumption that the hf electric field, which is proportional to 
Jhf/u)hf! is much smaller than the If component, which is proportional to 
Jif/ujif. Hence, we neglect the hf component to calculate the average electric 
field and we consider that the average electric field follows the same phase 
as the average electronic density. Then, it turns out that the mathematical
3.2 A n a ly tica l M o d el
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difficulties of the problem can be greatly reduced, while still maintaining the 
physical content of the model. Thus, inserting (3.16) in (3.17) and neglecting 
the hf part of the electric field, we find the time averaged electric field:
E (x )  =  —— —(sin 4> — 4> cos 4>). (3.18)
e0 nu)i f
We are now in a position to derive the two fundamental equations governing 
the dual frequency electron sheath edge motion. The two fundamental dif­
ferential equations of the model can then easily be rewritten as the following. 
According to equations (3.8) and (3.18)
which is the first fundam ental equation. From (3.3) and (3.4), we obtain a
Next, inserting equation (3.20) in the current balance equation (3.13) and 
setting s — x  when (f> =  coift, we obtain the second fundam ental equation
(3.19)
representation of the ion density as a function of the time averaged potential:
1/2
(3.20)
(3.21)
dx s0(sm((l)) + /3 sm ia ^ ))'  
where the effective oscillation motion amplitude s0 is defined as
.cmJ [A.m-2] |_ J |_ n0
. In equation (3.21) we have introduced the two parameters ¡5 =  -jjj, the hf/lf 
current ratio and a =  the hf/lf frequency ratio. Recasting the condition
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th a t  the  h f  fie ld  is m uch sm aller then  the  I f  fie ld  in  te rm s o f the  tw o  pa­
ram eters a  and ft,we o b ta in  the  co nd ition  ¡3/ a  <C 1  under w h ich  the  present 
m odel is va lid . Thus, we have obta ined  a closed set o f non linea r equations, 
i.e. equations (3.19) and (3.21) w h ich  dete rm ine  the  sp a tia l dependence o f 
the  sheath param eters such as the  average p o te n tia l and the  io n  density. I t  
m ust be stressed th a t (3.19) is same as th a t fo r a single frequency case, the  
on ly  difference is (3.21) where the  a d d itio n a l te rm  p ro p o rtio n a l to  /3 describes 
the h igh frequency p a r t o f the  instantaneous e lectron ic  sheath m o tion .
To ca lcu la te  the  p o te n tia l as a fu n c tio n  o f the  phase <f> we d iv id e  (3.19) 
by  (3.21) and o b ta in  th e  fo llow ing  d iffe re n tia l equation
=  H  x  ( 1  — ^ • ) 1^ 2(sin <j> — (j> cos </>)(sin </) +  ¡3 sin acf>) (3.22) 
(tcj) .Zg
T h is  f irs t o rder d iffe re n tia l equation  (3.22) can be easily in teg ra ted  w ith  the  
fo llow ing  bound a ry  cond itions, $  =  0  a t (f> =  0 , correspond ing to  a p lasm a 
p o te n tia l equal to  0  ( ^  =  0  is the  phase a t the  m a x im u m  e lectron ic sheath 
w id th  x  =  0 ). W e o b ta in  the  fo llow ing  resu lt
2<S i C*
(1 — —  )a =  1  +  H  x  /  dcj)(sm(j) ~  9  ^cos <56) (sin <j) +  /3sin acj)) (3.23) 
Te Jo
where we have in troduced  the  param eter H  defined as:
1 ( ' o V  J U
7T \  A d /  en 0TT€0u)ff T e
N um erica lly
Jlf
2 'M H z ' 2 1 0 1 0 cm 3' 'e V '
A .m 2 . v if . n 0 T
E qua tion  (3.23) gives the  average p o te n tia l and the  ion  density  a t th e  sheath 
edge as a fu n c tio n  o f the  phase 4’■ In  con tras t to  the  single frequency case, <1 is 
a non linear oscillating fu n c tio n  because now  the  sheath edge m o tio n  oscillates
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a t the frequency u>hf around a given p o in t x. N ex t, we solve (3.23) fo r $  and 
inse rt the  average p o te n tia l in to  the  second fu n d a m e n ta l equation  (3.21).
In te g ra tin g  again w ith  respect to  the  phase, we o b ta in  the  instantaneous 
e lectron ic sheath m o tio n  as a fu n c tio n  o f phase
where we have choose the  boundary  co n d itio n  x  =  0 (corresponding to  a 
sheath fu l ly  expanded) a t (f) =  0. N o te  th a t  closed fo rm  so lu tions in  te rm  
o f tr ig o n o m e tric  func tions , fo r the  in tegra ls  (3.23) and (3.24) can be easily 
obta ined. However, we do n o t re p o rt the  e x p lic it ca lcu la tion  o f these in tegra ls 
since th e y  invo lve a large num ber o f te rm s and fo r th is  reason are n o t very 
illu m in a tin g . The  tw o  m a in  results o f th is  s tu d y  are g iven by  the  equation
(3.24) and (3.23). S ta rtin g  fro m  these tw o  equations, we can ca lcu la te  fo r 
a given set o f param eters the  average and instantaneous sheath w id th  and 
po ten tia l. I t  is also possible to  o b ta in  the  charge and e lectron ic densities. In  
the con tex t o f our study, we focus in  the  fo llo w in g  section on the  dependence 
o f the  sheath param eters w ith  respect to  the  frequency ra tio  a  and cu rren t 
ra tio  ¡3.
I t  is noted, th a t  a n a ly tica l app rox im ations  fo r equations (3.23) and (3.24) 
have been developed in  [67] reproduce w e ll the  resu lts  ob ta ined  here.
3 . 3  A n a l y t i c a l  m o d e l  a n d  P I C  C o m p a r i s o n
We now present some so lu tions to  the  above a n a ly tica l m ode l and compare 
them  to  P IC  s im u la tio n  results. We f irs t  consider th e  e lectron sheath m o tion . 
We in teg ra te  equation  (3.24) fo r a ty p ic a l set o f param eters, the  so lu tion  to
(3.24)
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th is  equation is shown in  figure  (3.3) fo r h a lf  a cycle. I t  can be seen th a t 
the  sheath shows a s tro n g ly  non linear o sc illa tin g  behaviour. A lso, we note 
th a t the am p litude  o f the  h f  p a rt o f the  e lectron sheath m o tio n  is m uch 
greater close to  the  e lectrode ra th e r th a n  a t the  p o in t where the  sheath is 
fu l ly  developed, (f> — 0. T h is  n o n lin e a rity  in  the  sheath m o tio n  is found  to  
be s trong ly  dependent on the  values o f the  param eters a , ¡3 and H. N ex t 
figure  (3.4) shows the  e lectron sheath m o tio n  ob ta ined  th is  tim e  fro m  the 
P IC  code. To determ ine the  sheath edge from  th e  P IC  data , we choose the 
p o in t where the  q u a s i-n e u tra lity  co n d itio n  fa ils . C om parison between figures 
(3.3) and (3.4) shows good agreement.
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F igure  3.3: Instantaneous electron sheath m o tio n  versus phase obta ined from  
the  ana ly tica l m odel, </> — u)ift, fo r the  fo llo w in g  param eters : cu rren t ra tio  
/3 =  14, frequency ra tio  a  =  31 and fo r H  =  3.5. T he  plasm a sheath interface 
is a t pos ition  zero.
We now consider the  instantaneous sheath voltage. B y  so lv ing  equation
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If Phose <f>
F igu re  3.4: Instantaneous e lectron sheath m o tio n  versus phase ob ta ined  fro m  
the  P IC  code, 0  =  uift, fo r the  fo llow ing  param eters : /3 =  14, a  =  30. Con­
d itio n s  are as fo llows: Jif =  3.5, A .m -2 , u>^  =  6.28 M ra d .s "1; th e  resu lting  
value o f H  is 3.5 as in  figu re  (3.3).
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(3.23), we o b ta in  the  p o te n tia l as a fu n c tio n  o f phase. T h is  so lu tion  is shown 
in  figure  (3.5) fo r a given set o f param eters. As expected, the  n o n lin e a rity  o f 
the  e lectron sheath m o tio n  results in  an ex trem e ly  non linear instantaneous 
sheath p o te n tia l. I t  is observed th a t fo r a p p rox im a te ly  h a lf  o f the  I f  cycle, 
there  is essentia lly no p o te n tia l across the  sheath and there fore  no power 
be ing supp lied  to  the  sheath.
4 2 4
<P
F igure  3.5: N orm alised sheath p o te n tia l as a fu n c tio n  o f phase, a  =  30, ¡3 =  
14, H  =  3.5.
We see on figure (3.3) and figure  (3.5) th a t  m any values o f the  phase 
give rise to  the  same value o f the  instantaneous e lectron ic sheath w id th  and 
instantaneous sheath voltage. T h is  is a resu lt o f the  h f  m o tion . However, as 
expected, a given sheath w id th  resu lts in  a un ique charge dens ity  and there­
fore a given sheath p o te n tia l. Hence, i f  we p lo t the  instantaneous p o te n tia l 
as a fu n c tio n  o f the  e lectron sheath pos ition , we o b ta in  the  tim e  average 
p o te n tia l experienced by the ion. T h is  p lo t is g iven in  figure  (3.6).
We define the  sheath w id th  as the  e lectron sheath p o s itio n  a t the  tim e  
correspond ing to  (j> =  n. N ote th a t any d e fin itio n  o f the  sheath w id th  is
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Figure 3.6: Normalised time averaged sheath potential as a function of posi­
tion. Where the conditions are as follows a =  101, /? =  20 and I I  =  4.0.
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Figure 3.7: Analytical maximum sheath width versus frequency ratio a  for 
three different values of the current ratio /? = 10,20,30 and H is equal to 4.
a
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arb itrary . H ow ever th is defin ition gives a  reaso n ab le  estim ate  o f th e  sheath  
thickness. F ig u re  (3 .7) show s th e  n orm alised  sheath  w id th  versus the fre ­
quency ratio  a  for three different ty p ic a l values o f cu rrent ratio  ¡3 an d  for a 
valu e o f H equal to 4. T h e  sh eath  w id th  is seen to be s ign ifican tly  dependent 
on a  w ith  a  stronger dependence a t  re la t iv e ly  sm all valu es o f a  (a  <  40). 
T h e  norm alised  sh eath  vo ltag e  ( $ /T e) is also p ictu red  on figure (3.8) versus 
a  fo r the sam e values o f /?.
a
F ig u re  3.8 : A n a ly tic a l m axim u m  sh eath  vo lta g e  versus frequ en cy ra tio  a  for 
th ree different values o f the current ratio  ¡3 =  1 0 ,2 0 ,3 0  an d  H is equal to 4.
On figure (3.9) is shown a com parison  betw een the sh eath  w id th  ob tain ed  
from  the a n a ly tic a l m odel and  from  th e P I C  sim ulations as a  fun ction  o f a. 
A t each p o in t, th e  valu e  o f H and s0 have been  calcu lated  from  the p h ysical 
quantities ob tain ed  from  th e code. T h e  effect o f v a ry in g  the ra tio  o f the 
frequencies, a , is th a t  there is an ap p ro x im ate ly  inverse relation sh ip  betw een 
sh eath  p o ten tia l and  a. T h is  is u n d erstan d ab le , since the h igh frequen cy has 
the effect o f reducing the sheath  w id th  an d  therefore red u cin g the sheath  
p o ten tial. A s  can be seen, there is good  q u an tita tive  agreem ent betw een th e  
two approaches. T h e  ab so lu te valu e  o f the sh eath  w id th s agrees to  w ith in  
20% , and the com parison  in the gen eral tren d s is m uch b e tter. M uch o f th e
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Figure 3.9: Comparison of sheath width predicted by the analytical model 
and PIC-MCC simulations. Conditions are as follows: J i f  =  3.5 A.m~2 , 
loij =  6.28 Mrad.s-1 and ¡5 =  20. +  represents the PIC Simulations, <0 
represent the analytical model, a  is the ratio of the high frequency to the 
low frequency
difference in absolute value may be attributed to the fact that the parameter 
H extracted from the code depends strongly on the electron temperature 
T e . For a significant deviation of the electron energy distribution function 
from a Maxwellian distribution, the value of T e is questionable, which is the 
case within the PIC simulations. As a consequence, the resulting calculated 
analytical sheath width deviates from the simulation results. Then shown 
in figure (3.10) is the dependence of the sheath width on the parameter /3. 
Again the comparison between the two methods is good.
Very closely related to the sheath width is the potential drop across the 
sheath. In figures (3.11) and (3.12) are the dependence of the sheath potential 
on the parameters a  and /?, for the same conditions as in figures (3.11) and
(3.12). It is found that the sheath potential decreases approximately linearly 
as the parameter a  increases. The comparison between the two models is
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Figure 3.10: Comparison of PIC simulations of sheath width vs ¡3 (the ratio
of the high frequency current to the low frequency current) with the sheath
width predicted by analytical model for the same conditions as in the previous
figure, a  is held constant at. 100. +  represents the PIC Simulations, 0
represent the analytical model.
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Figure 3.11: Normalised sheath potential as a function of a-, the ratio of 
the two driving frequencies. Conditions are the same as in previous figure. 
The current ratio is fixed at /? =  20, +  represents the PIC Simulations, 0  
represent the analytical model.
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Figure 3.12: Normalised sheath voltage as a function of ¡3, the ratio of the 
driving currents, for the following conditions, a =  100. All others conditions 
are the same as in previous figure.
extremely good. The comparison between the PIC and analytical model 
when the parameter ¡3 varies is also good. Although at high and low values 
of /3 there is a small difference between the two methods.
3 . 4  D i s c u s s i o n
We have presented a sheath model for the case where the electrode is driven 
with two separate current sources at different frequencies. The model has 
been derived under the approximations that the hf electric field is much 
smaller than the If counterpart. We have obtained important sheath param­
eters such as the instantaneous electron sheath motion and sheath potential. 
The analytical results have been compared to PIC simulations results. We 
have found both good quantitative agreement between the two approaches. 
In particular, both numerical and analytical models predict an increase in 
the hf component of the electron sheath edge motion in the vicinity of the
80 
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electrode. The model predicts also the frequency ratio and current ratio 
dependence of both the sheath width and sheath potential. An important 
point predicted by the model and confirmed by the PIC-MCC results is that 
although the hf field is much smaller the If field in typical dual frequency 
operating regime, the hf field significantly modifies the sheath parameters 
such as the sheath width and the dc sheath voltage drop.
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CHAPTER 4
V ariable P ressu re  S h e a th  M odel
In the previous chapter we presented an analytical sheath model which accu­
rately describes the nonlinear dynamics of a dual frequency sheath. However, 
this model is valid only in the low pressure regime, around a few milliTorr, 
where the ion mean free path is larger than the sheath width; higher pressures 
are required in typical material processing. Therefore, a collisional model is 
needed to determine the sheath properties. The purpose of this chapter is to 
extent the validity of the collisionless sheath model, obtained in the previous 
chapter, to higher pressures where collisional processes take place [68]. At 
low pressure, the ion motion within the sheath is collisionless and a dual 
frequency sheath solution has been obtained in the limit where the ions fall 
through the sheath and gain an energy equal to the time averaged voltage 
drop.
At higher pressures, competition between collisional drag and acceleration
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by the sheath electric field results in an ion drift motion within the sheath.
In this case the sheath properties depends on the ion drift velocity. In this 
collisional case, it can be shown that the mobility scaling law depends only 
on the reduced electric field E / p ,  where E  is the electric field and p  is the 
background gas pressure. In the high E / p  regime of interest here (the so- 
called strong field regime [69]), the drift velocity scales as ( E / p ) 1/ 2 . This 
mobility scaling law leads to a pressure dependent ion dynamics within the 
sheath and therefore to a different sheath solution than that obtained in the 
low pressure regime.
Using this ion mobility law, we have obtained analytical expressions for 
the time average electric potential within the sheath, nonlinear motion of the 
electron sheath boundary and instantaneous sheath voltage in the moderate 
range of pressures. Moreover, the Lieberman’s collisional single frequency 
sheath model [70] is regained if we set the high frequency current density to 
zero.
This chapter is organised as follows: In the next section, we present the 
two ion transport regimes and the basic model assumptions. In Sec. 4.1, 
we present, study and solve the analytical model for a dual frequency sheath 
and obtain the sheath parameters such as the sheath voltage and the electron 
sheath motion. Finally, in Sec. 3.3, we present solutions of the derived model 
and compare their solutions and we give our conclusions.
4 . 1  B a s i c  a s s u m p t i o n s  a n d  I o n  t r a n s p o r t  r e g i m e s
In this section, we discuss the assumptions of the model and the different 
pressure regimes where different ion dynamics apply in the sheath region.
We assume that the transition from the quasi neutral plasma to the zone
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free of electrons, the instantaneous sheath, occurs on a length on the order 
of the Debye length, A<f. Therefore, since for typical conditions the Debye 
length is much smaller than the sheath width, s m , we represent the electron 
density profile by a step function: the electron density falls sharply from 
n e ~  Hi at the plasma side of the electron sheath boundary to n e — 0 on 
the electrode side. With this approximation, the electron density profile is 
represented by a step function at the electron sheath edge. This step model 
approximation is known to be reasonably accurate for large sheath voltages 
[65, 66].
It is then assumed that the electrons respond to the instantaneous electric 
fields, this is a result of the assumption that the electron plasma frequency 
greatly exceeds the two RF frequencies cope loij. This condition
is usually valid for dual frequency discharges, since the electron plasma fre­
quency is usually in the gigaHertz range.
In the long ion transit time approximation 2 n r f 1 <C uii j <C w/ij, the ions 
do not respond instantaneously to the electric field but to the t i m e  a v e r a g e d  
e l e c t r i c  f i e l d  E [ x ) [50]. This strong inequality means that the sheath studied 
here is capacitive. It should be noted though, as with the collisionless model, 
that the inequality 2 n r f 1 <C uiif will not hold for all situations which are 
of practical interest. This is particularly true within gases which have low 
masses, such as hydrogen or helium. Besides these classical assumptions, we 
now have to discuss the nature of the ion transport within the sheath.
Assuming no recombination or ionization within the sheath, ion particle 
conservation gives,
n i ( x ) u i ( x ) =  n 0u b, (4.1)
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Figure 4.1: Structure of the rf capacitive sheath. s ( t ) is the electron sheath 
edge position.
and the momentum conservation equation gives,
m i U i ( x ) ^ 1  =  e Ë (x )  -  raj v\p\ u i ) u i , (4.2)
ax 1'
v
where, Ui(x) is the ion velocity, Ë( x )  the time averaged electric field and 
(u{ )  is a m o m e n t u m  t r a n s f e r  c o l l i s i o n  f r e q u e n c y  associated with a certain 
collision processes (p) between the ions and the background gas. In Eq.
(4.2), the sum is to be taken over all collisional processes between ions and 
the background gas which result in momentum transfer. From Eq. (4.2), we 
can formally identify three regimes: (i) the collisionless case, (ii) the c o n s t a n t  
m e a n  f r e e  p a t h  case and (iii) the c o n s t a n t  m e a n  c o l l i s i o n  f r e q u e n c y  case.
At low pressures (referred to Case I), when the ion mean free path is 
large compared to the sheath width, the ion transport is collisionless (’’free 
fall”). In this case, the last term on the right hand side of Eq.(4.2) can be 
neglected and the equation of motion for the ion reduces to the ion energy
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conservation equation in the sheath,
- r r i i u f i x )  +  e $ ( x )  =  (4.3)
where E { x )  =  — ^  and we have set the value of the electric potential at the 
Bohm point to zero.
At higher pressure when collisions between ions and the background gas 
take place, we must consider ion-atom interaction that we shall now discuss in 
a short digression. For atomic species, ions and atoms interact through three 
forces: (i) gas kinetic repulsion described by hard elastic sphere collisions, 
(ii) polarisation attraction, described by a charge-dipole interaction and (iii) 
a ’’symmetry” force due to a resonant interaction between ions and atoms. 
This latter force corresponds to the charge exchange process.
The relative magnitude of these three forces depends on the velocity in 
the centre of mass frame, v ,  (here v  ~  Uj) of the colliding ion and atom. 
However, it is well established that gas kinetic and charge exchange cross 
section are independent of this velocity and that the cross section for polar­
isation interaction is inversely proportional to v .  The different behaviour of 
the cross sections with respect to v  lead to different ion dynamics within the 
sheath.
In principle though, the drift velocity of the ions in the sheath depends 
not only on of all these processes, but also on the exact shape of the ion distri­
bution function, which can only be obtained through a full kinetic treatment. 
However, it is possible to identify two limiting cases.
In the intermediate pressure range or high field regime (case II), when 
the energy gained between two subsequent ion-neutral collisions is larger than 
the ion thermal energy ~  k g T i ,  the dominant momentum transfer process 
is due to charge exchange (c x ) and gas kinetic type collisions ( k )  with the 
parent gas having a cross section a ^  and virtually independent of the
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ion velocity Ui [69]. These two cross sections are usually incorporated into 
a constant single hard spheres cross section a  =  0^  4- cr^ . A constant mean 
free path model is therefore appropriate. From Eq.(4.2) and neglecting the 
inertial term on the left hand side, we obtain the ion velocity as a function 
of the electric field,
u  =  / 2 * \ E ( x )
y irrrii
where the ion mean free path is given by Aj =  (ngcr)_1. The additional factor 
(tt/ 2)1/2 comes from an average over the ion free path distribution [71].
This model is also known as the variable mobility model since if we define 
the mobility as U i / E , the ion mobility, ¡i i} is itself a function of the ion drift 
velocity Ui,
!M(ui) =  (4-5)
7T TTliUi
For argon, the cross section for charge exchange and kinetic repulsion are 
equal to crcx =  5.10-15cm2 and a * =  4.2.10_15cm2 so that the ion mean free 
path is Aj(cm) =  (300p(Torr))_1. Note that using this value for the charge 
exchange collision process in Eq. (4.4) gives rise to a similar value for the 
drift velocity obtained in [72] and the one calculated with the fit reported in
[73].
Finally, we note that a third case could be formally identified at higher 
pressures (case III) when the ion energy gained between two ion neutral col­
lisions is small compared to k g T i .  In this case the dominant collision process 
is polarisation scattering with a cross section <7/,, know as the Langevin or 
capture cross section [69], which is inversely proportional to the ion neutral 
relative velocity v. This leads to a constant collision frequency model and 
therefore to a constant ion mobility. The ion drift velocity is then given by,
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where the momentum transfer collision frequency for polarisation is given by 
[69],
p  n a p e 2 . .
Vi =  n ga L Ui = -—  W---------------------------------------, (4.7)
b 3 y e°m i
where a p is the polarisability of the argon atom. For argon a p =  11.08 [69], 
so that the collision frequency is i/j =  2.5107p s-1 where p  is in Torr.
To estimate the pressure range where these three ion dynamics apply, 
we first compare the ion mean free path to the sheath width. For the case 
of argon, which we consider here, the ion mean free path is approximately 
given by Aj(cm) =  1/(300 p(Torr)), the collisionless theory is valid when 
p sm < 3.3 mTorr.cm. The transition between the c o n s t a n t  m e a n  f r e e  p a t h  
m o d e l  where Uj oc (E / p )1//2 and the c o n s t a n t  c o l l i s i o n  f r e q u e n c y  m o d e l  where 
Ui oc E / p  is gradual [69, 73]. A critical reduced electric field delimiting these 
high and low field regimes is obtained by balancing the work done by the 
electric force between two collisions e E ( x ) X i  to the ion thermal energy k^Ti ,  
we obtain,
_  n c-r, +  Ofc ^  q^q v.cm-1.Torr-1. (4.8)
crit ®
For typical conditions, the electric field in the sheath can reach value of the 
order of 10 — 100 V.cm-1 and the transition between the intermediate and 
high pressure regimes occurs around 200 mTorr. Figure 4.2 summarises, in 
the (p,E) plane, the validity domain of the three distinct ion dynamic regimes 
discussed below.
To conclude this section, at low pressure, the ion dynamics are collision- 
less, whereas above about lOmTorr charge exchange and elastic collisions 
takes place. Two distinct collisional regimes can be defined: (i) for E / p  
above \ E / p  1^, a constant mean free path model applies and the ion drift 
velocity scales as (E / p )1/2; (ii) for moderate E / p  below \ E / p \ c r i v  a variable
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Figure 4.2: Ion transport regime in (p,E) plan
mobility model is valid and the ion velocity scales as  E / p .  For typical mate­
rial processing, a variable mobility model is appropriate and we will consider 
further only the constant mean free path case. Eqs. (4.3) and (4.4) give us 
the ion dynamic within the sheath for the two pressure regimes considered 
in this chapter.
4 . 2  A n a l y t i c a l  M o d e l
The derivation which follows in this section is similar to that which was 
given in the previous chapter, but is outlined here again for the sake of 
completeness. The sheath structure as depicted in figure (4.1). The electron 
sheath edge motion is a strongly non linear function of time and is described 
by the instantaneous sheath position s ( t ) .  Ions reach the sheath edge at 
x  =  0 with the Bohm velocity Uf, and hit the electrodes at x  — sm .
The current density, J  (t ), passing through the sheath is the superposition
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of two sinusoidal RF current densities
J ( t ) =  J i f  sin(wyt) -+■ J hj  sin[u)h f t ) .  (4.9)
We first consider the ion dynamics in the sheath. The instantaneous elec­
tronic charge density, n e ( x ,  t ) ,  can be written as,
ne(x, t )  = 0  x  >  s ( t )
= r i i ( x )  x  < s ( t ) .  (4-10)
such that the charge density is equal to the ion density n t ( x )  for x  >  s ( t )
and zero elsewhere. The instantaneous electric field E ( x ,  t )  is then given by 
the solution of Poissons equation,
dE
—  =  f ' U i i x )  x  >  s ( t )
= 0 x < s { t ) .  (4.11)
The instantaneous potential 3>(x, t )  is defined by,
M>
^  = - £ ( * , « ) •  (4 .12)
We now time average equations (4.11) and (4.12) to obtain the equation for 
the time averaged electric field E ( x ) ,
^  =  ^ - ( r i i ( x )  -  n e { x ) )  (4.13)
a x  s 0
and the time averaged potential <I>(.t),
=  ~ E ( x ) ,  (4.14)
a x
where we have defined the time averaged electron density n e ( x )  as,
»(*) =  ^  j J7 n e ( x ,  t ) d t .  (4.15)
«¡7
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In (4.15), we averaged over a complete low frequency cycle 2n/oJif, since this 
is the longer of the two time scales. As opposed to the single frequency case 
where the integration in (4.15) can be performed without any approxima­
tions [10], the dual frequency case requires an additional assumption. When 
considering time-averaged quantities, we assume that the HF part of the 
electric field is small compared to the If part, because the current in the 
sheath is displacement current dominated. From charge conservation and 
Poissons equation, we note that the electric field scales as J / u j .  Therefore, 
the average sheath potential is predominantly affected by the LF part of the 
current. Since the average electron density is related to the average elec­
tric field through the averaged Poisson equation (see (4.13) and (4.14)), n e 
is also weakly dependent on the HF component of the electric field. As a 
consequence, if E i f  J l f / u i f  >  E h f  J h f / u ) h f ,  we can introduce as in 
[60] the phase tf>(x) such that the sheath position s ( t )  is between 0 and x  
for —(f> <  U i f t  <  (j). Therefore, the integrand in equation (4.15) is zero for 
~<j> <  u i f t  <  +</> and equation (4.15) reduces to,
To derive an equation for the instantaneous electron sheath motion, we 
now consider current conservation at the electron sheath edge. In the zone 
free of electrons, the current is created by the time variation of the electric 
field (the displacement current) and is equal to the total RF current, Eq.(4.9), 
whereas in the quasi neutral zone, the current is carried by the motion of 
the electrons. At the sheath edge x  =  s ( t ) ,  this conduction current is noth­
ing other than the ion density n-j(s) times the velocity of the sheath front 
d s / d t .  By balancing the displacement current to the conduction current at
(4.16)
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the sheath edge, we obtain,
d s
e n i ( s ) - £  =  J i f  +  J h}  s i n ( u h f t ) .  (4.17)
In the single frequency case where J ^ f  =  0, the set of equations (4.24),
(4.13), (4.14), (4.16) and (4.17) can be solved exactly for the unknown quan­
tities n i ,  n e , E  and s ( t )  [60], However, for a dual frequency system this is 
not possible unless we make a simplification, which is explained later. The 
instantaneous electric field E ( x , t )  can be obtained by integrating equation 
(4.11)
E ( x , t )  =  f * { t ) n i ( x ' ) d x '  s ( t )  <  x
=  0 s ( t )  >  x .  (4.18)
Prom equation (4.17), we can then express the integral in equation (4.18) as,
t  I f  n i ( x ) dx  =  ¿ i j i 1  ~  c o s { u l f t ) )  +  ¿ f y ( l  -  cos( u h f t ) )  (4.19)
where we have choose the initial condition s(0) =  0. Now according to 
the equations (4.18) and (4.19), we obtain the instantaneous electric field as 
follow,
E ( x , t )  =  —  f  r i i ( x ) d x — ^ - ( 1  —cos(coi f t))— (1 —cos(oJhf t ) ) ,  (4.20) 
to  J 0 CoWlf ^o^hf
for s ( t )  <  x  and 0 otherwise. This equation follows from splitting the integral 
of the ion density from zero to x  into two: zero to s ( t ) and s ( t )  to x .  The 
result given then follows by substituting terms from (4.18) and (4.19). We 
must now time average the electric field over a low frequency RF cycle. The 
time averaged electric field is given by,
4.2 Analytical Model
In a similar manner to the calculation of the average electronic densi­
ties, the integral in Eq. (4.21) can not be performed without approximation. 
Again, we use the assumption that the HF electric field, which is proportional 
to J h j / u J h f , is much smaller than the LF component, which is proportional 
to J i f / u i i f .  Hence, we neglect the HF component to calculate the averaged 
electric field and we consider that the averaged electric field follows the same 
phase as the averaged electron density. Then, it turns out that the mathemat­
ical difficulties of the problem can be greatly reduced while still maintaining 
the physical content of the model. Thus, inserting (4.20) into (4.21) and 
neglecting the HF part of the electric field, we find the time averaged electric 
field,
E ( x )  =  ———(sin <j> — <j) cos <j>). (4.22)
€0 7rUJif
According to equations (4.12) and (4.22), the average electric field is given
by,
—E ( x )  =  —  = ---- — —(sin 4> — <t> cos (j>). (4.23)
a x  e0TTWif
At this stage, we need a representation of the ion density profile as a
function of the electric potential. From (4.1) and (4.4) we obtain the ion
density as a function of the time averaged potential,
n iW = n W ^ S k '  (4,24)
By substituting these expressions for the ion density profile into (4.17) and
set s  =  x  when 4> =  w i f t  (by definition of the phase </>), we obtain the following
differential equation for the electron sheath motion,
d 4  _  Ub ( 1/2 ________ 1________  2 5 -,
d x  s 0 \2eA i/ S 1/2(sin cj) +  ¡3 s i n  a<f>)
Where we have again introduced an effective oscillation motion amplitude, 
s 0 defined as,
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The equations (4.23) and (4.25) give us the time evolution of the poten­
tial and the sheath edge as a function of the plasma parameters Te, no, the 
pressure p  and the external driving parameters. These two equations can be 
integrated to determine the sheath potential and the sheath width. It must 
be stressed out that (4.23) is same as that for a single frequency case, the only 
difference is in equation (4.25) where the additional terms are proportional 
to /? and describe the high frequency part of the instantaneous electronic 
sheath motion.
To obtain the sheath motion, we insert the average electric field (4.23) 
into equation (4.25). After integration, the instantaneous sheath motion is 
written,
—  =  H n  / ' ( s in £ -£ c o s £ )1/2(sinf +  0sina£)<2£, (4.26)
S 0 Jo
where we have used the boundary condition x(<f> — 0) =  0 (corresponding to 
a sheath fully expanded) and we have introduced the following dimensionless 
parameter Hn,
<4-27>
The integral in eq. (4.26) is easily calculated and we have reported in Tab. 4.1 
for typical values of a  and ¡3. To simplify the discussion in the final section, 
we recall here the result we obtained in the collisionless approximation,
— = J dcj)'(sin <f>'¡3 +  sin a(f>') 1^ +  H i  x (4.28)
d<j)"(sin (j)" — <j>" cos (/)") (sin (/)" +  f t  sin a(j)")^j, 
where the parameter Hi is given by,
/ 'Jo
Recasting the condition that the HF field is much smaller then the LF field
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Table 4.1: Value of the integral in Eq. (4.26)
p 10 20 30 40 50 60 70 80 90
a
10 3.55
20 2.79 3.63
30 2.52 3.09 3.66
40 2.38 2.81 3.24 3.68
50 2.30 2.64 2.99 3.34 3.69
60 2.24 2.53 2.82 3.11 3.40 3.69
70 2.19 2.45 2.70 2.94 3.19 3.45 3.70
80 2.17 2.39 2.61 2.82 3.04 3.26 3.48 3.70
90 2.14 2.34 2.53 2.73 2.92 3.12 3.31 3.51 3.70
100 2.12 2.30 2.48 2.65 2.83 3.00 3.18 3.35 3.53
in terms of the two parameters a  and ¡3, we obtain the condition ¡3/ a  -C 1 
under which the present model is valid.
The time averaged potential, $, is calculated by dividing eq. (4.23) by 
eq. (4.25). Using the boundary condition i>(.x =  0) =  0 and integrating over 
the phase, the time average potential is written as,
=  - H i H u  [  (sin £ -  £ cos £ ) 3 /2 ( s i n  £ +  /3 sin a £ ) d £ .  (4.29)
e J o
We obtained previously the same quantity in the collisionless regime,
2$ i r *
(1 —— ) 2 = 1  +  H i  x  / e?^(sm0 — (/>c o s  (/>)( s in  (f) + /3 s ina ( f> ) .  (4.30)
Te Jo
As with the integral in eq.(4.26), the integral in eq. (4.29) is easily calculated
and we have reported in Tab. II the resulting values for typical a  and /3.
Equations (4.26) and (4.29) arc the two main results of this study and
express the electron sheath motion and the time average electric potential
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Table 4.2: Value of the integral in Eq. (4.29)
p 10 20 30 40 50 60 70 80 90
a
10 8.28
20 5.81 8.47
30 4.95 6.75 8.55
40 4.51 5.87 7.23 8.59
50 4.25 5.34 6.43 7.52 8.62
60 4.07 4.98 5.89 6.81 7.72 8.63
70 3.94 4.72 5.51 6.29 7.08 7.86 8.64
80 3.84 4.53 5.22 5.90 6.59 7.28 7.97 8.65
90 3.76 4.38 4.99 5.60 6.21 6.82 7.44 8.05 8.66
100 3.70 4.26 4.81 5.36 5.91 6.46 7.01 7.56 8.12
as a function of the operating conditions (current and frequency of the two 
driving sources), of the plasma parameters T e and no and of the gas pressure 
p .  An explicit expression exists for the collisionless solution but contains a 
large number of terms. For the collisional solution, there is no closed form 
solution, but a numerical integration is easily achieved with any standard 
scientific software.
R. N. Franklin found a useful approximate solution [67] for the sheath 
width and the voltage drop in the collisionless regime. His approach relies 
on an expansion of the integrand in (4.29) and (4.30) with respect to the 
frequency ratio a .  However, in the collisional regime considered here, such 
an approach is intractable because of the non-integer power involved in the 
integrals of (4.26) and (4.29) respectively.
We now consider the two quantities of interest for a global model of a
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capacitively coupled plasma devices. The sheath width, s m, and the poten­
tial drop, <E>m, correspond to the maximum values of the two expressions. 
Depending on the parity of the frequency ratio a, these two quantities are 
obtained by setting the phase (j> to 7r when a  is an even number and to a value 
close to 7r(l — 1 / a )  when a  is an odd number. In the final section below, we 
will consider even frequency ratio to avoid complications when determining 
s m  and $ m.
4 . 3  D i s c u s s i o n
We have depicted in figures 4.3(a) and 4.3(b) the instantaneous sheath width 
x ( 4>) versus half a low frequency cycle for the collisionless and collisional 
case, respectively for the following operating conditions: W;//27r =  1 MHz, 
U h f ! 2 n  =  51 MHz, J i f  =  2A.m-2 and J h f  =  20 A.m-2. Plasma parame­
ters are T e — 3eV and n0 =  2.1015m-3 and the background gas density is 
100 mTorr. We observe the same qualitative behaviour for both curves; that 
is a non linear low frequency sheath edge motion modulated by the high fre­
quency part of the electron oscillation. However, we observe that ion-neutral 
collisions in the sheath leads to a smaller sheath thickness s m =  x ( n ) \  at 
100 mTorr, the sheath width is about 2.5 mm, about one third of the sheath 
width predicted by the collisionless model.
Figures 4.4 compare the sheath width s m  as a function of the edge den­
sity no obtained by the collisional model (dotted line) and the collisional 
solution (solid line) for 1, 10 and 100 mTorr, respectively. We see that at 
1 mTorr for which the ion mean free path is about 3 cm, the collisional so­
lution (solid curve) overestimates the sheath thickness obtained from the 
collisionless model (dotted curve). This overestimation is easily understood
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4 2 4
Phase 4>
4 2 4
Phase <f>
Figure 4.3: Instantaneous sheath motion versus phase. Parameters are as 
follows: a  =  51, /? =  10, ,7// =  2A.m-2, T e — 3eV and n  =  2.1015m-3 ; 
Upper figure is the eollisionless solution and bottom figure is for the collisional 
solution with p  =  lOOmTorr
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if we note that the sheath width scales as the minus half power of the pres­
sure (4.27). When we increase the pressure, both solutions are closer to each 
other. Finally at a higher pressure p  =  100 mTorr, the collisionless solution 
overestimates the collisional solution by about an order of magnitude.
Figures 4.5 display the potential drop, $ m, for the same operating and 
plasma conditions. We observe the same conclusion as for the sheath width: 
as the pressure increase from 1 to 100 mTorr, the collisionless solution over­
estimates the potential drop. For example, at 100 mTorr and for a plasma 
edge density equal to 2.1015 m-3, the collisionless model predicts 256 V for 
the potential drop, about ten time larger than the value predicted by the 
collisional model 23 V (we have set T e to 3 eV).
As a matter of example, we have plotted on figures (4.6) and (4.7) re­
spectively the sheath width and the sheath potential in the collisional case, 
versus the edge plasma density at 100 mTorr for three values of the frequency 
ratio a  =  21,51 and 81. The decreasing behaviour of these two quantities 
with respect to the edge density reflects the fact that as the edge density 
increase, a smaller potential drop is required to balance the electron flux and 
the ion flux. More interesting is the behaviour of s m and with respect to 
the frequency ratio a .  A perfect HF/LF decoupling would result in a single 
curve since in this case the voltage drop is independent of the high frequency 
drive. We see that as the frequency ratio increases, both the sheath width 
and the potential drop tends to a limiting curve. Indeed, curves correspond­
ing to a  =  51 and 81 are close together. We also note the sheath width 
and the potential drop for the case of a  =  21 differs by about a few tens of 
percent rather than those obtained at a  — 51 and 81.
Therefore, we conclude that as for the collisionless capacitive DF sheath 
the high frequency modulation of the sheath motion leads to some significant
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Density (in 3)
Density (m 3)
2el5 3el5 4el5 
Density (tn-3)
Figure 4.4: Sheath width s m  (in nun) versus plasma density for three pres­
sures, 1 mTorr, 10 mTorr and 100 mTorr. Solid curve correspond to the 
collisional solution and dotted curve to the collisionless solution.
97
4.3 Discussion
Density (m-3)
Density (in 3)
Density (in“3)
Figure 4.5: Potential drop <t>m (normalised to T r)  versus plasma density for 
three pressures, 1 mTorr, 10 mTorr and 100 mTorr. Solid curve correspond 
to the collisional solution and dotted curve to the collisionless solution.
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Density (m 3)
Figure 4.6: The sheath width versus the p e a k  density at lOmTorr for the 
following parameters /? = 10, J i j  =  2 A.m-2, T e = 3cV. Upper, intermediate 
and lower curves correspond to a frequency ratio equal to 21, 51 and 81, 
respectively
Density (m 3)
Figure 4.7: Potential drop 4>m versus the p e a k  density at lOmTorr for the 
following parameters ¡3 = 10, ,/// =  2 A.m-2, T e =  3eV. Upper, intermediate 
and lower curves correspond to a frequency ratio equal to 21, 51 and 81, 
respectively
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deviation from a perfect HF/LF decoupling when the frequency ratio is not 
large enough. This model predicts the frequency ratio and current ratio 
dependence of both the sheath width and sheath potential. This model has 
been then compared to a previously developed dual frequency sheath model, 
which is valid in the collisionless regime, finding as expected, significant 
deviation between the two models. Expression (4.26) and (4.29) give the 
maximum sheath width and sheath voltage and could provide some useful 
values for a global modelling of the dual frequency capacitive discharges.
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CHAPTER 5
T w o  d im en sio n a l E le c tr o m a g n e tic  PIC
Motivated by a recently developed theoretical model which indicates that 
Magnetic effects within plasma devices may be more important than was 
perhaps previously thought [58], and also experimental evidence that the ra­
dial uniformity of the plasma density varies significantly when a device is 
operated with two separate frequencies [13, 14] as a result of electromagnetic 
effects [58, 74]; a two dimensional Electromagnetic PIC simulation has been 
developed in order to study these characteristics. The implementation of the 
PIC algorithm which is described here is that of a two dimensional Electro­
magnetic scheme. The geometry of the device is shown in figure 5.1. The 
simulated device is asymmetric, meaning that the area of the powered and 
grounded electrodes are not equal.
The complete set of Maxwells equations are solved so that the equation
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Figure 5.1: PIC Geometry
of motion for the i th particle is given by Lorentz’s equation,
(5.1)
Where E, B and v represent the Electric field, Magnetic field and the particle 
velocity respectively. It should be noted that, for simplicity, in this chapter 
we have expressed Maxwells equations in Heaviside-Lorentz units. For an 
Electrostatic PIC simulation the following two stability conditions apply, if 
the equations are finite differentiated explicitly, in order for the algorithm to 
be stable and produce physically accurate results,
If either of these two conditions is violated then the equations become un­
stable and results in non-physical heating of the electrons within the plasma,
Within an Electromagnetic simulation there is a third stability condition that
ÜJpeùd < 2, (5.2)
(5.3)
with the outcome that the algorithm will not produced reliable results [37].
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must be adhered to, this is the Courant condition, given by,
c A  t  , .—  < 1. (5.4)
This condition essentially states that the velocity of light must be resolved 
within a single spatial cell. If this condition is not fulfilled, then there results 
in non-physical Electromagnetic waves being generated within the plasma 
making the simulation unstable and the results are unreliable. Within Elec­
tromagnetic simulations, the third of these conditions is by far the most 
stringent. It can be approximately two orders of magnitude more stringent 
than the other two. It should be noted that these stability conditions are 
valid only for equations which are explicitly finite differenced.
These stability conditions may be removed by differentiating the field 
equations implicitly. When this is done only the following accuracy condition 
remains,
Vjr 1  ~  2- (5-5)
Where, v t is the thermal velocity of the electrons given by, ^ / k f , T c/ r n e . This 
condition reasonably states that most of the particles must not move a greater 
distance that the dimensions of a single spatial cell within a single time step. 
Although implicit particle codes have the advantage that there are no sta­
bility conditions, they are not ideal. Implicit codes suffer from the disad­
vantage that they may have extremely complex boundary conditions. This 
stems from the particle dynamics and the field equations being solved simul­
taneously. For example, particle deletion or emission at a surface depends 
on the electric field, so therefore the particle boundary conditions enter into 
the field equations.
The fundamental differences between an implicit and explicit method of 
solving the equations can be summarised as follows. In an explicit algorithm
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one can be certain that the results obtained are physically correct. In order to 
achieve this certainty, one must adhear to strict stability conditions. Whereas 
in an implicit algorithm, one can not be certain the the results are physically 
correct but there are no restrictive stability conditions.
Because of these reasons we have implemented a semi-implicit method 
of solving the field and particle equations. The field equations are solved 
implicitly and then the equations of motion are solved explicitly. This has 
the effect of removing the third stability condition, equation 5.4, whereas the 
first two stability conditions remain. It also has the advantage of removing 
the difficulty of including the particle boundary conditions within the field 
solver which occurs in purely implicit codes.
5 . 1  P a r t i c l e  W e i g h t i n g
Within a PIC code, the real particles are replaced by weighted super par­
ticles. Bach of these super particles represents in a two dimensional code 
on the order of 104 to 105 real particles, with all physical properties scaled 
appropriately. The precise value of the particle weighting is a variable that is 
chosen to be large enough to reduce computational expense while at the same 
time being small enough to minimise computational noise. It is found that 
an average of 100 super particles per spatial cell is a good trade off between 
accuracy and expense. For a quite modest grid size of 100 x 100, this requires 
approximately one million super particles to be simulated. Each of these su­
per particles have two positional coordinates and three velocity components. 
This means that the simulation is what is often called a 2 d  — 3 v  imple­
mentation. These super particles are then, initially, randomly distributed 
throughout the spatial grid with a Maxwellian velocity distribution at an
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appropriate temperature.
5 . 1 . 1  P a r t i c l e  W e i g h t i n g
Once all the particle positions and velocities have been calculated it is nec­
essary to transfer the particle weights onto a spatial grid. The weight from 
each particle is distributed onto the grid in the following manner
X ij =  £ g ( * u ) .  (5.6)
S
Where, s  is the summation index over the super-particles and Q  is the weight­
ing kernel given by
X iJ  ---  T XT y
x i+ l , j  =  ( 1  —  r x ) r y
x i, j+ l ~  r x ( l  —  r y )
x i + i j + i  =  ( l - r « ) ( l - r y)
Where, r x y^ represent the fractional part of the particle position in both 
coordinates. From this kernel it is evident that the particle densities are 
weighted at the corner of the grid cells as is illustrated in figure 5.2. The 
weighting kernel described here essentially ascribes the density linearly to 
the next four nearest grid points. This smoothes the particle density at each 
point and results in the particle densities being less noisy. It is possible to 
use other weighting schemes; although it is considered that a linear weighting 
results in the best trade of between computational expense and accuracy [37].
5 . 1 . 2  C h a r g e  A s s i g n m e n t
Once the particle densities have been assigned to the grid points it is then 
necessary to obtain the charge densities at each of the cell points. The charge
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Figure 5.2: Spatial layout of the particle and field quantities on a yee mesh, 
density at each grid point is given by
Where, s is the summation index for particle species and k is the summation 
index for super-particles. X i j  then gives the position of each particles. The 
charge density is allocated to the grid with a zeroth order weighting kernel, 
this is because the density has already been allocated by a linear weighting 
kernel to the next four nearest grid points linearly. This charge density is 
then used to calculate the electric potential throughout the plasma.
5.1.3 Current Assignment
Maxwells equations are coupled to the particle dynamics through the charge 
density and the current density in equations (5.9), and (5.12) respectively. 
It is therefore necessary to calculate the current densities from the particles.
(5.7)
s,k
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The current at a given point is given by
J i P  =  ^ s , k Q sn s v ( i J ) nk+ 2 , (5.8)
where q  and h  represents the weighted particle charge and particle number 
respectively, the superscript then enumerates the time level.
5 . 2  S o l u t i o n  o f  t h e  F i e l d  E q u a t i o n s
The complete set of Maxwells equations is given by the following,
V -B  =  p, (5.9)
V • B  -  0, (5.10)
V x £  =  - I f ,  (5.11)
V x *  =  ^  +  i § „  (5.12)
At this stage in our algorithm we have calculated the charge and current 
densities throughout the spatial grid. We now come to the solution of the 
field equations. In order to calculate the fields we solve the complete set of 
Maxwell equations. Our stratagem for solving these equations is to separate 
the field equations into two distinct sections. First, we calculate out the 
electric field, from the charge densities, by solving equation 5.9. We then use 
the Electric fields just obtained by solving Poissons equation as a first guess 
to the actual fields obtained by solving equations 5.11 and 5.12.
In principle only two of the four Maxwell equations need be solved subse­
quent to having solve Poissons equation initially, those being the curl equa­
tions. This of course assumes that the system is in a static situation initially. 
Since it can easily be shown that if they are satisfied at an initial time, then 
they are satisfied at all subsequent times, i.e. Maxwells equations are time
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independent. In practice this is not true since we are solving a finite differ­
enced approximation to the differential equations. It is therefore necessary to 
correct the electric fields after each time step in order to ensure that Gauss’ 
law is enforced, the method used to achieve this described later.
5.2 .1  P o is so n s  E q u a t io n
As a first guess for the electric fields in the complete solution of Maxwells 
equations and also within the divergence correction algorithm, described 
later, we calculate out the solution of Poissons equation, given by,
V2$  = - p ,  (5.13)
in order to obtain the electric potential. In two dimensions this equation is 
explicitly finite differenced into the following form,
u i+ l, j  ~  2 'U j j  +  U ij+ 1 — 2 llizj  +  _  ftz -t a\
---------- ----------------+ ------------A f -------------- (J'14)
In order to solve this, we again employ an Alternating Direction Implicit 
method (ADI). The precise algorithm is called the ’Peaceman-Rachford method’ 
[75]; although this is not the most efficient method of solving two dimensional 
elliptical equations, it is a good trade off between complexity and efficiency. 
ADI methods also have the advantage that there are no restrictions on the 
number of cell points that are required, such as occur in more efficient meth­
ods. For example, in the Buneman cyclic reduction method and the related 
FACR method [76], which are the most efficient methods, the number of cell 
points has to be a power of 2. This greater flexibility on choosing the number 
of spatial cells can actually reduce the total computational time necessary to 
reach a steady state under many conditions.
Poissons equation is then rewritten in the form, L(j) =  p ,  where L  is a 
matrix representing the finite differenced operator, V2 and p  =  pA2 , where
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the subscript means either x  or y. Thus, to  obtain a solution of Poissons 
equation, the following equations are iterated  until the solution is obtained 
to  the desired accuracy.
[ V j  +  r x l ^ + s  =  - [ V l - r i l ] * n +  p,  (5.15)
[V2 +  r2l]<i>n+1 =  - [V 2 - r 2l]$ n+5 + p . (5 .I6 )
W here r\ and r 2 are the ADI tim e steps.
Once the electric potential has been calculated, the necessary electric 
fields are obtained as follows,
=  î i z h L  (5.17)
Xi + U  2 A X K J
= $ ^ 1
yu + l  2A y v ’
This is a second order accurate method of obtaining the electric fields. It 
should be noted, th a t obtaining the Electric fields in this manner results in 
the grid dimensions of the two electric field components being different. The 
dimension for the Electric field in the x  direction is (N  — 1) x  N  and in the 
y  direction is N  x (TV — 1), where N  is the  number of spatial cells in each 
direction, see figure 5.2.
5 . 2 . 2  S o l u t i o n  o f  E l e c t r o m a g n e t i c  E q u a t i o n s
Having ju s t obtained the electric fields we now proceed to  solving the two 
Maxwell curl equations, although we solve a slightly modified set of curl 
equations. In order to  control the creation of high frequency radiation caused 
by simulation noise, it was proposed th a t the set of Maxwells equations be 
modified to  damp the high frequency radiation modes th a t develop [77]. 
Motivated by the equation for exponential decay f + r d f / d t  — g, the following
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modifications to the curl equations are implemented:
v x [ ( l  +  n ^  =
V x [(1 +  t2— )B] 1 I d E  
c c  a t
(5.19)
(5.20)
Where, Ti  ^ are damping coefficients chosen to obtain the desired noise re­
duction properties. This modification has the advantage of being trivial to 
implement when the equations are implicitly finite differenced, as will be seen 
later. In order to solve these equations we employ an Alternating Direction 
Implicit method (ADI). The idea behind the ADI method is that an operator, 
L, can be split into two parts
L  — L x  “i- E y  ■
The ADI algorithm first solves for the quantities in one given direction, such 
as for L x , then solves for quantities in the other direction using quantities 
just obtained from the solution of L x . Once this is done, a convergence test 
is applied to the solution and if the solution is within a given tolerance then 
the algorithm is stopped, otherwise the algorithm is repeated.
As mentioned earlier, we wish to avoid the constraints of the Courant 
condition, therefore using the Crank-Nicholas method,1 the modified curl 
equations are implicitly finite differenced into the following matrix form,
[Î + M + ]
E x
E y
D z
n+1
=  [Î -  M_]
E x
n
J x
A t
E y
e J y
D z 0
n + l
(5.21)
1The Crank-Nicholas implicit m ethod of finite differencing is described in numerous 
texts, such as Numerical Recipes [78].
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Where, 1 is the identity matrix and M ±  is a matrix given by
I
0 0 -  j ^ ( l  ±  2 4 ) 4 /
II 0 0 f s i ( l  ±  2 * ) 4
0
(5.22)
And where d x>y represent the finite differencing of the field quantity in the 
direction indicated by the subscript and d i i2 =  T i p / A t .  For d } =  d 2 =  d  =  ^ 
the method is equivalent to a full implicit differentiation of the unmodified 
Maxwells equations, d  =  — |  represents an explicit differentiation of the 
unmodified equations.
In order to solve equation 5.21 we again employ an ADI scheme. In the 
2-d Cartesian model, the problem may be expressed as:
E x S x
[ Â X +  Ày\ E y = S y
D z S z
(5.23)
or more compactly as:
[ i a +  4 , p ]  =  [S]. (5.24)
Where S  corresponds to the rhs of equation 5.21 and represents the solution 
of the field equations at the previous time step and Â x and Â y are given by,
An
and
A v -  2
1
0
- m i ± 2  d , ) d y
1
0
0
1
0
f £ ( l ± 2 d 2) 4 (5.25)
0 - f £ ( l ± 2  d 2 ) d y
- # H l ± 2  d 1 ) d y 0
0
1
(5.26)
The ADI algorithm them performs the following iteration until \Ir con­
verges
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• Compute Q 1  =  (I — r A y ) ^  4- r S
•  Solve (i +  r A x ) ^  =  Q \
•  Compute Q 2  =  (i — r A x ) t y  4- r S
•  Solve (I +  r A y = Q 2 .
Where in the above r  represents the ADI iteration time step. The ADI 
algorithm for the solution of the field quantities '3' is then as in figure 5.3.
When an electric field with the correct divergence is supplied as the initial 
guess for the real electric field by solving Poissons equations, the above ADI 
algorithm usually solves to a desired accuracy within two iterations.
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Figure 5.3: ADI Algorithm for the solution of the field quantities given by 
5 .2 .3  D iv e rg e n c e  C o r re c t io n
As mentioned above, Maxwells equations are time independent, that is, once 
they are solve initially then they are valid at all subsequent times. It is un­
necessary to solve the two elliptical equations subsequently. While this is true 
in principle if the equations are solved exactly, using the method discussed
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above does not solve the equations exactly, but a finite differenced approx­
imation to the exact solution. This results from microscopic inconsistencies 
between the current density and the charge density due to the use of the 
mesh and weights. With the consequence that Gauss’ law V • E =  p  may not 
be satisfied. It is therefore necessary to implement a method which solves 
Maxwells curl equations while at the same time ensuring that the divergence 
of the electric field remains correct.
In order to satisfy Gauss’ law we implement a correction to the electric 
field of the form
E’ =  E -  V5<j>.
Such that
V • E ’ =  p ,
which means that
V • (E -  VS(/>) =  p.
Thus we require a Poisson solution for 5(j) which can be found by solving
V 25(j) =  V • E -  p .  (5.27)
This correction, due to Boris [79], is computationally convenient since under 
these conditions, i.e, a square grid, Poissons equation can be rapidly solved. 
The method used to solve Poissons equation is described next.
5 . 3  M o v i n g  P a r t i c l e s
In order to calculate the acceleration of the particles caused by the Electro­
magnetic fields, the Lorentz equation is solved,
5.4 Monte Carlo Collisions
This equation is then explicitly time centred differenced into the following 
form,
Vt+At / 2  ~  V t - A t / 2  _  q  ^  Vt+At/2 ~  v t + A t / 2  y  B 
Ai m  2 c
In order to solve this equation, we employ the Boris push method [80, 81]. 
The procedure for solving this equation is as follows, First one half of the 
Electric impulse is applied to the particle and v ~  is calculated,
-  q E A tV t - A t / 2  = v -------- —. (5.30)
Then the rotation caused by the Magnetic field is calculated by finding v +
v +  — v —  (i>+ +  v  ) x B / c .  (5.31)
A t  2 m
Once the rotation is calculated, the final half of the electric impulse is added 
to the initial velocity to determine v t + A t / 2 i
, q E  A t
Vt+At /2 =  v  H------- 7T -  (5.32)
7TL Z
Once Wi+At/ 2  has been calculated, the particles are moved into their new 
positions.
5 . 4  M o n t e  C a r l o  C o l l i s i o n s
The plasma chemistry may be of extreme importance with a given discharge. 
However within PIC simulations it is extremely difficult to model the plasma 
chemistry efficiently. The reasons for this are twofold. The first is that in­
tegration of the full plasma chemistry into a PIC simulation would radically 
increase the number of simulated species, this would result in the compu­
tational expense being prohibitively high. The reason for this increase is 
predominately due to the vast increase in the number of super particles that
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are required. This is because there should be a minimum number of su­
per particles per cell in order for the algorithm to reproduce reliable results. 
The number of particles per cell should be > 50 of each species. Less that 
this number of particles results in the calculated quantities being excessively 
noisy. The second problem with modelling the plasma chemistry is more 
fundamental. A great deal of the information that is required in order to 
simulate the chemistry is simply not available, such as collisional cross sec­
tions and decay rates.
In order to attempt to overcome these problems, various restrictions to 
the type of plasmas which are simulated must be adhered to. First we only 
attempt to simulate noble Gases, in this case argon, for these gases don’t 
form molecules and therefore the number of species is limited. For exam­
ple, an Argon discharge can be realistically simulated by using as few as 
three species. We also limit our attempt to simulate the plasma by restrict­
ing ourselves to the particle reactions that have the greatest cross-sections. 
For the results presented throughout this thesis, three types of particles are 
simulated, electrons, singly positively charged Ar ions and the neutral back­
ground gas. An additional reason for simulating Argon is that the collisional 
cross sections are extremely well known for this gas. The complete list of 
collisional mechanisms that are taken into account are given in the following 
table.
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Mechanism Process Threshold Energy (eV)
Elastic e 4- A r  —> e +  A r 0
Inelastic e  +  A r  —>• e +  A r * 11.6
Inelastic e  4- A r  —>• e -f A r * 13.1
Ionisation e  +  A r  —> e  +  A r +  -1- e 16.0
Elastic A r +  +  A r  —¥ A r +  +  A r 0.0
Charge Exchange A r +  +  A r  —> A r  4- A r + 0.0
Inelastic A r +  +  A r  —> A r +  +  A r * 23.6
The cross-section for these process are then shown in figure 5.4 and fig­
ure 5.5 and are taken from [82-84].
Energy (eV)
Figure 5.4: Cross-section data for Electron - Neutral collisions. a,b,c and 
d refer to elastic, inelastic(11.6), inelastic(13.1) and ionisation cross-sections 
respectively.
After the particles are pushed, as described in the previous section, a 
certain number of the particles are chosen to undergo a collision through
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q-19
c r22
10° 1 0 ’ 1 0 2 1 0 3 
Energy (eV)
Figure 5.5: Cross-section data for Ion - Neutral collisions. a,b and c refer to 
elastic, charge exchange and inelastic cross-sections respectively.
the application of a Monte Carlo Collision algorithm. Firstly, a cumulative 
collisional probability is calculated for each of the reactant species depending 
on their velocities and their collisional cross-sections. This cumulative colli­
sional probability is taken as the sum over all the collision probabilities for all 
the collision processes. Then a random number is produced, if the random 
number is less than the collision probability then there occurs a collision; if 
not then no collision occurs and the particle is unaffected.
Once it has been determined that a particle will experience a collision, 
then the type of collision must be chosen. To do this we produce a weighted 
random number, weighted to the cumulative collision probability. We then 
determine which collision cross-section is nearest to this random number. 
This collision process in then chosen to occur. Upon the collision, the par­
ticles velocity is modified appropriately and additional particles are either
118
5.5 Boundary Conditions
added or removed depending on the collision process [85]. For anisotropic 
collision processes, the scattering angles of Simko axe used [86].
5 . 5  B o u n d a r y  C o n d i t i o n s
Here we describe the boundary conditions that must be applied to the field 
equations and boundary conditions for particle interactions with the surfaces.
5 . 5 . 1  E l e c t r o d e
The necessary Maxwell equations for the fields on the electrode are given by
1 d B z d E x
c  d t  d y
1 d E x d B z 1
(5.33)
c  d t  d y  c  
d E x 
d x
- J x , (5.34)
=  p .  (5.35)
These equations are valid if we assume a perfectly conducting electrode, 
which is reasonably valid if the electrode is made from metal. The first 
two of these equations are then Crank-Nicholas finite differenced into the 
following form,
B nz + \ -  B "  =  K  [ ( E ?  -  E?+ l ) +  ( E ? + 1  -  £ % $ ) ]  , (5.36)i+2 i+2 
E n+1 __ E f  — K ( B l  , -  B" ) +  (B "*\ -  B"+\ )— A t+A i-A .+AA t J ,  (5.37)
where,
(5.38)
The first two of these field equations can then be easily solved simultaneously 
when rewritten as a single tridiagonal matrix.
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One is then left with the problem of imposing Gauss’ law on the solution. 
It is though, impossible to implement a divergence correction algorithm as 
was done for the equations for the bulk plasma. This is because it is necessary 
to obtain the electric field on the boundary before solving the equations for 
the bulk plasma. But the equations written above for the electrode are them­
selves coupled to the equations for the interior of the bulk plasma through 
Gauss’ law.
In order to overcome this problem of having a correct divergence of the 
electric field on the electrode it would be necessary to solve the equations 
for both the electrode and the bulk plasma simultaneously. While it would 
be technically possible to achieve this, it would be prohibitively expensive 
computationally to do so. There is also a second problem with solving the 
field equations for the electrode, particularly concerning the charge density 
on the electrode. Any charged particles that impact and get absorbed by the 
electrode, affects the local surface charge density on the electrode. In order 
to take into account the distribution of this charge density on the electrode 
it would be necessary to self consistently solve for the dynamics of these 
particles within the electrode. This is itself a non-trivial task. Because of 
these difficulties it was decided to make the assumption that the electric 
potential across the electrode should be uniformly distributed. In order to 
do so the method of Vahedi et. al. was implemented [87, 88].
The equation we solve for the voltage on the electrode is
a =  -  ^i) =  P o ^ -  (5.39)
The surface charge density is then related to the discharge current by
di  = (5-40> 
The above equation can not be solved as it is currently written, since the
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voltage on the electrode is related to the potential produced by the charge 
density in the plasma itself. It would be necessary to iterate the above equa­
tions with the solution of Poissons for the bulk plasma. It is possible though 
to decouple the above equations from Poissons equation which eliminates the 
necessity to iteratively solve the equations. To do this we rewrite Poissons 
equation as
f a j  =  0 PiJ +  ■
Where, (j)p is the solution of Poissons equation with all boundary values set 
to a zero voltage. Then the boundary fields are produced by V(j)NL. which is 
the solution of a normalised Laplace equation, with V  being the voltage on 
the boundaries. It is then possible to solve equation 5.39 without the need 
for any iteration.
The solution of the above field equations on the electrode should result 
in electromagnetic waves propagating through the electrode. For parallel 
plate electrodes in vacuum, the solution is the well-known zero order Bessel 
function of the first kind for the vertical electric field intensity, see [89, 90] 
and references therein for more on this. By assuming that the voltage is 
uniform across the electrode, these effects will not be taken into account. 
Despite this, the assumption of a uniform voltage is a reasonable one to 
make. Since the nature of the PIC algorithm forces one to model relatively 
small chambers in which standing wave effects should be negligible except at 
unrealistly high frequencies.
5 . 5 . 2  P o i s s o n s  E q u a t i o n
The geometry of the device which is simulated is shown in figure 5.1. In order 
to solve Poissons equation we need to know what type of boundary conditions 
to apply on the equations. For our geometry and operating conditions we
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can solve Poissons equation. We assume that the grounded electrode is at a 
constant uniform voltage and for convenience chose it is voltage to be zero. 
This implies that we have a Dirichlet boundary condition on the grounded 
electrode. On the powered electrode we have a uniform voltage distribution. 
This implies that we may also use a Dirichlet boundary condition there. This 
is sufficient information in order to solve Poissons equation over the simulated 
area.
5 . 5 . 3  B o u n d a r y  c o n d i t i o n s  o n  E l e c t r o m a g n e t i c  e q u a ­
t i o n s
The boundary conditions for the Electromagnetic component of the field 
solver are significantly less complicated than the boundary conditions on 
Poissons equation. For the time integration of Maxwells equations we need 
only the boundary conditions on the tangential components of E, no addi­
tional boundary conditions are necessary [36]. These conditions are sufficient 
to obtain closure of the finite differenced Maxwell curl equations. With the 
Maxwell equations differenced in the interior as described in section 5.2, the 
fluxes of tangential components of B  are conserved exactly; in addition, the 
magnetic flux through any surface is constant and equal to zero. An ad­
ditional boundary condition may be applied on B if there is an externally 
applied magnetic field, although this is not necessary in order to close the 
system of equations and is not implemented here.
5 . 5 . 4  P a r t i c l e  B o u n d a r y  C o n d i t i o n s
The boundary conditions for particles interacting with the surfaces are quite 
simple. All the particles that impact on the surfaces are assumed to be
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perfectly absorbed. These particles are then removed from the simulation 
and have no further effect. When a particle impacts on a surface a secondary 
particle can be emitted with a desired secondary emission coefficient. For 
the powered electrode it is necessary to take into account the surface charge 
density on that electrode. In order to do so we assume that the charge density 
is uniformly distributed throughout the electrode. It should be noted though, 
that in reality this may not be the case.
5 . 6  D i s c u s s i o n
We have presented the outline of a two dimensional electromagnetic particle- 
in-cell simulation. The implementation of this PIC is that of a semi-implicit 
scheme, that is the field equations are solved implicitly and the particle push 
is handled with an explicit algorithm. This has the effect of removing the 
Courant stability condition from the field equations without the complexity 
of developing a fully implicit scheme. This simulation method is suitable 
for the study of electromagnetic effects within capacitively coupled plasma 
devices.
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T w o  d i m e n s i o n a l  E f f e c t s  in  P l a s m a  d e v i c e s .
Within this chapter we present results which have been obtained from the 
two dimensional PIC code described in the previous chapter. While two di­
mensional electrostatic plasma simulations have been in existence for some 
time, see for example [87], to date, an electromagnetic PIC code has never 
been used to describe a device which has a geometry similar to that which is 
being employed here, as far as the author is aware. Within this chapter we 
simulate a two dimensional plasma discharge using both a two dimensional 
electrostatic PIC code and also a full electromagnetic variant. We then com­
pare the results between the two simulation methods. We do this in order to 
asses the validity of simulating a plasma device, whose geometry is similar 
to that which is of interest here, through the use of Poissons equation only 
and not the full set of Maxwells equations, i.e. statics vs dynamics.
This chapter is divided into two sections, the first section involves a com-
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parison between the two variants of the PIC code described in the previous 
chapter. The second section then involves simulating a plasma device at 
higher frequencies than the industrial standard of 13.56M H z  to investigate 
the changes that occur to the profile of the radial plasma density. Within 
this chapter, all results are presented in the usual SI system of units.
6 . 1  C o m p a r i s o n  b e t w e e n  E l e c t r o m a g n e t i c  a n d  
E l e c t r o s t a t i c  P I C  c o d e s .
In this section we attempt to ascertain the validity of simulating a plasma 
device through the use of Poissons equation only, rather that the full set of 
Maxwells equations for the electromagnetic fields. To do this we simulate 
a plasma under identical conditions by the two methods and compare the 
results, the precise conditions which are simulated are listed in the table.
As a consequence of the stability conditions (5.2) and (5.2), in particular 
the condition which states that the Debye length must be spatially resolved, 
we are forced to simulate a plasma device in which the electron density is 
relatively low (< 1015m-3). In principle, it is possible to simulate plasma 
devices in which the density is arbitrarily high, though to simulate a device in 
which the number of spatial cells are greater than 100 becomes prohibitively 
high in computational expense. As a consequence of this, we may be loosing 
some of the electro-dynamical effects; since for example, the skin effect is 
dependent of the electron density.
125
6 .1  C o m p a r is o n  b e tw e e n  E le c t r o m a g n e t ic  a n d  E le c t r o s t a t i c  P I C
c o d e s .
Quantity Value
Electrode separation 2 cm
Axial dimensions 6cm
Current 30 A m ~ 2
Frequency 27.12 M H z
Pressure 200 mTorr
Gas Argon
Table 6.1: Conditions of Simulated Reactor.
Figure 6.1: Comparison between time averaged plasma densities in the elec­
trostatic (right) and electromagnetic (left) situations.
P l a s m a  D e n s i t y
In figure 6.1 we present three dimensional plots of the time averaged electron 
density for both the electrostatic and the electromagnetic situations. While 
the general density profile between the two situations is similar there are some 
immediately noticeable differences within the profile of the plasma density. 
It is found that under the conditions being simulated, that there exists peaks 
in the plasma density near the radial edge of the plasma. These peaks in the 
density are observed in both the electrostatic and electromagnetic situations,
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the peaks though are found to be more pronounced in the electromagnetic 
situation. This difference can be more readily seen in the cross section of the 
plasma density presented in figure 6.1.
The increase in the amplitude of these density peaks which is observed 
in the electromagnetic situation is believed to be as a result of a slight mag­
netic confinement which occurs as a result of a DC magnetic field within the 
simulated device. The nature of this magnetic field is described below. The 
precise nature of these peaks we shall discuss later also, since here we are 
only interested in describing the quantitive differences that exist between the 
simulation methods.
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Figure 6.2: Time averaged electron density parallel to the electrode. Profile 
is taken through the centre of the discharge at x =  1cm. The solid line 
represents the electromagnetic situation, the dashed line the electrostatic 
result.
In figure 6.1 the cross section of the plasma density through the centre 
of the discharge. It is found that, as should be expected, the plasma is sym­
metric in the radial direction. Apart from the change in the density which is
Radial Distance (cm)
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seen between the two simulation methods, there are no significant differences 
between the two. Finally in regard to the plasma density, in figure 6.1 we 
show a cross section of the plasma density in the direction perpendicular to 
the electrode, i.e along the discharge. For the density perpendicular to the 
electrode there is slight difference between the two profiles. The peak of the 
plasma density is displaced away from the centre of the discharge. Again 
there is no quantitive difference between the two simulation methods.
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Figure 6.3: Time averaged electron density perpendicular to the electrode. 
The dashed line is the electrostatic situation and the solid line is the electro­
magnetic case.
Perpendicular Direct ion(cm)
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In figure 6.1 we show the time averaged plasma potential profile within the 
simulated device. Only the profile for the electromagnetic situation is pre­
sented since visually they are almost indistinguishable. The dc bias on the 
powered electrode between the two simulation methods is different though. In 
the electrostatic situation, there develops a dc bias of approximately —45V, 
whereas for the electromagnetic situation there results in a —52 volt poten­
tial drop. This difference is believed to be related to the shift in the position 
of the maximum of the plasma density seen in figure 6.1. This is because 
the potential drop across the sheath is nothing other than the integral of 
the charge density within the sheath. A change in the charge density profile 
throughout the sheath will therefore result in a different potential drop.
6.1  C o m p a r is o n  b e tw e e n  E le c t r o m a g n e t ic  a n d  E le c t r o s t a t i c  P I C
c o d e s .
Figure 6.4: as a function of positionTime averaged plasma potential (V) as 
a function of position.
We then present in figures (6.1) and (6.1) a comparison between the 
perpendicular and parallel components of the electric field for both the elec­
tromagnetic and electrostatic situations. It is observed that the differences 
between the two situations are negligible. There is only a slight difference in
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the profile of the fields in the vicinity of the corners of the electrode. This is 
true for both components of the electric field.
Figure 6.5: Electric Field profile Perpendicular to Electrode ( V  m-1). Left 
and right diagrams are the electromagnetic and electrostatic diagrams re­
spectively.
To enable the differences between the two simulation methods to become 
more evident, we have plotted cross sections of the electric field components 
in figures (6.1) and (6.1). Within these plots it is clearly shown that the 
electric field components are to a good approximation described by a solution 
of Poissons equation. The only noticeable difference is in the amplitude of 
the electric field components. It is believed that this difference in the field 
amplitude can be attributed to the difference in the plasma density, seen in 
figure 6.1.
We now come to the fundamental difference between the two simulation 
methods, the induced magnetic field. Shown in figure 6.1 is the magnetic 
induction perpendicular to the simulated plane. We observe that there exists 
a time averaged magnetic field throughout the device. This magnetic field is 
particularly strong in the vicinity of the edge of the electrode. While there
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Figure 6.6: Electric Field profile parallel to Electrode ( V  m  1). Left and right 
diagrams are the electromagnetic and electrostatic diagrams respectively.
Perpendicular Distance (cm)
Figure 6.7: Electric Field profile perpendicular to Electrode ( V  m ~ l ). Solid 
line represents electromagnetic situation, dashed line electrostatic.
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Figure 6.8: Electric Field profile parallel to Electrode ( V  m  1). Solid line 
represents electromagnetic situation, dashed line electrostatic.
is a time averaged magnetic field throughout the plasma, this is consistent 
with Maxwells equations. For the time independent situation, Maxwells curl 
equation for the magnetic field reduces to Amperes law, written as
c
This can be transformed into a surface integral for the current density through 
a closed curve C, Amperes law can therefore be written in the form:
In the situation which we simulate here, we have a zero net dc current, since 
we operate the device with a sinusoidal rf current. This requirement for zero 
net dc current therefore reduces Amperes equation further into the following 
simple expression
Under the conditions which are being simulated here, this equation states 
that the integral of the magnetic field over the surface of the chamber must
132
6.1  C o m p a r is o n  b e tw e e n  E le c t r o m a g n e t i c  a n d  E le c t r o s t a t i c  P I C
c o d e s .
CJ
0  2 x  10E-4
1£ o
u■-M
g - 2 x l O E - 4
bocd
s
Radial Distance £C23^
Figure 6.9: Time averaged magnetic field.
be zero, but not that the field at any point is zero; which is what is observed 
in figure 6.1.
The magnetic induction phase resolved on the electrode is then shown in 
figure 6.1. The magnetic field at the edge of the electrode is found to get com­
paratively strong. The precise reason for this magnetic field to be produced 
can be found from examining the following one of Maxwells equations,
„  ^ l d BV x E =  —  — , 
c a t
in Cartesian coordinates for the system being modelled here, this is expanded
as
d E x d E v \ d B ,
dy  dx  c d t  
Because there will always be a much greater potential drop from the electrode 
to the grounded chamber wall in the direction parallel to the electrode than 
perpendicular to it. The absolute value of the terms on the left hand side of 
the above equation will always be different. Hence a non zero magnetic field 
will always be produced for the type of device which is being simulated here. 
This is the source of the observed magnetic field which is observed in figures 
(6.1) and (6.1).
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Within experimental devices, the grounded chamber is usually a signifi­
cantly greater distance away from the powered electrode than in the simu­
lated chamber. Therefore, within most experimental reactors one should not 
expect this magnetic field to be as pronounced in the vicinity of the electrode 
edge.
Figure 6.10: Instantaneous magnetic field on the electrode for three different 
times within the rf phase: times a, b and c represent a phase of <j> =  0, 
(j) =  7r/2 and <f> =  4> respectively.
134
D i s t r i b u t i o n s
In figure 6.1 is the electron energy distribution function for both the electro­
static and electromagnetic situations. The EEDF indicates that the average 
temperature of the electrons is approximately 3 eV. While both of the curves 
are quantitively similar there are some notable characteristics. Both of the 
curves can be approximated as a distribution with two species of electrons 
at different temperatures. The populations of electrons changes from hot­
ter low energy electrons to that of a colder high energy electrons. This 
change in temperature occurs at approximately 13 eV. As can be seen in 
figure 5.4 this is the approximate energy of the inelastic scattering thresh­
olds for electron-neutral collisions. The change in the temperature of the 
electrons which is observed at «  13 e V  can therefore be attributed to inelas­
tic collision mechanisms. The temperatures of these two different species of 
electrons are slightly different in electromagnetic and electrostatic situations. 
In the electromagnetic situation, the low energy electrons are cooler and the 
high energy species electrons are hotter than the situation in the electrostatic 
situation.
6 .1  C o m p a r is o n  b e tw e e n  E le c t r o m a g n e t ic  a n d  E le c t r o s t a t i c  P I C
c o d e s .
Energy (eV)
Figure 6.11: Time averaged electron distribution function for both electro­
static (dots) and electromagnetic algorithms (solid) .
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By comparing the graphs in the preceding section we find that there are 
no significant quantitive differences between the electrostatic and electro­
magnetic algorithms presented above under these conditions. This indicates 
that under the present conditions it is reasonable to model a plasma device 
through the solution of Poissons equation for the fields only. There is no ob­
vious reason to implement the additional complexity of adding in magnetic 
effects resulting from Maxwells curl equations.
6.1 C om parison  be tw een  E lec tro m ag n e tic  an d  E lec tro s ta tic  P IC
codes.
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6 . 2  P l a s m a  d e n s i t y  P r o f i l e
The theme of this thesis is the study of plasma devices which are operated 
with two separate frequencies. One of these frequencies being significantly 
greater than the industrial standard of 13.56 M H z .  Because of this it is of 
interest to investigate, and understand, the effect of operating a device with 
higher frequencies has on the plasma; specifically on the two dimensional 
structure of the plasma. The two dimensional structure of the plasma is 
particularly important since this determines the uniformity of the ion flux 
onto the electrode; hence affecting the uniformity of the ion etch rates on any 
semiconductor wafer placed on the electrode. The two dimensional structure 
of a plasma has been studied previously through the use of experimental op­
tical techniques [1, 13, 14]. Kitajima et. al. found that the radial uniformity 
of the plasma density profile increased as the frequency was increased from 
the standard industrial frequency to much greater values.
We now present the radial profile of the electron plasma density from 
the two dimensional electromagnetic PIC code. In figure 6.2 we show the 
radial density profile for two frequencies, at the standard 13.56 M H z  and 
also at 81.36M H z .  We observe that the radial uniformity of the electron 
plasma density profile increases significantly as the operating frequency is 
increased. Whereas at lower frequencies there develops peaks in the plasma 
density near the edge of the plasma, at higher frequencies these peaks no 
longer appear; the radial density profile appears almost completely flat at 
the higher frequency.
In order to understand the mechanism which results in a greater unifor­
mity in the plasma density, we must first explain the creation of the peaks in 
the density. Within capacitively coupled plasma devices it is well known that 
the ionization rate is at it’s maximum in the vicinity of the plasma sheath
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Figure 6.12: Radial electron density for two operating frequencies, 13.56 M h z  
(solid) and 81.36M h z  (dashed) all other parameters as in table (6.1).
[34, 35]. This maximum in the ionization is due to the fast electrons accel­
erated by the sheath as it expands away from the boundary [42, 45, 85, 91]. 
It is this maximum in the ionization rate near the sheath that is believed 
responsible for the peaks in the plasma density which are observed. Under 
the geometry that is being simulated here there is a sheath on each side of 
the chamber; this is a situation which usually does not occur in experimental 
devices. This has the result that near the radial edge of the plasma there are 
two plasma sheaths. This leads to the ordinary peak in the ionization rate 
near the electrodes being increased by almost a factor of two at the radial 
edge. The effect is particularly strong in the device simulated here as a result 
of the proximity of the powered and grounded electrode. Since this results 
in the field being unusually strong in the radial direction. To illustrate this 
we present the time averaged ionization rate within the simulated device in 
figure 6.2. We observe that there are substantial peaks in the ionization rate 
near the radial edge of the plasma, which creates the peaks in the plasma
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density.
This increase in the plasma density near the radial edge of the plasma 
is believed to be only possible when one operates a device at relatively high 
gas pressures. As the pressure is increased both the ion mobility and the ion 
diffusion constants decrease, resulting in the plasma being almost confined 
at the radial edge. At lower pressures the plasma is more free to diffusion 
into the centre of the chamber. Thereby resulting in a greater uniformity of 
the plasma at low pressures.
Kitajima et. al [14] have taken, experimentally, two dimensional images 
of a plasma discharge using optical diagnostics in which the net excitation 
rate was measured. Within these experimentally obtained images, there were 
observed peaks in the net excitation rate near the radial edge of the plasma 
at lower frequencies, reproduced in figure 6.2. We believe that the peaks 
in the plasma density which are observed in the above graphs correspond 
to the same phenomena which was observed in the experiment of [14]. The 
peaks which were observed by Kitajima et. al. were not as pronounced as 
those which are observed in the simulation though. This is not believed to 
be particularly surprising though, since in the experiment there was effec­
tively no sheath in the radial direction. In the experiment there was a 50 cm 
gap between the electrode and the grounded chamber; there was though a 
grounded shield surrounding the powered electrode which may have caused 
the peak in the excitation rate observed. The majority of the electrons that 
were produced as a result of this peak in the ionization were therefore free 
to diffuse away from the plasma to the chamber wall in the radial direction 
in the experiment. Whereas, in the simulation the majority of the electrons 
are confined within the plasma as a result of the plasma sheath at the radial 
edge. Only the most energetic electrons are free to escape to the wall.
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Figure 6.13: Time averaged 2D profile of the net excitation rate of Ar(3p5) 
for 1.0 Torr and 8 W at various operating frequencies, diagram taken from
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Figure 6.14: Time averaged ionization rate as a function of spatial dimen­
sions.
The increase in the uniformity can therefore be explained as follows. As 
the frequency is increased, the width of the sheath and the sheath potential 
decrease considerably. In the case of the lower frequency, the sheath width is 
comparable to, or even greater than, the distance between the edge of the rf 
electrode and the outer grounded chamber. This results in the electric field 
diverging strongly in the radial direction, see figure 6.1. The sheath width 
may be greater in the perpendicular direction than in the radial direction. 
This divergence of the electric field also depends on the magnitude of the 
dc voltage on the electrode. Since the voltage decreases as the frequency is 
increased, the inductive electric field becomes weaker in the radial direction. 
This has the effect of reducing the ionization rate near the radial edge of the 
plasma. With the radial density profile becoming flatter as a result.
Thus, at higher pressures it can be expected that there will be a peak
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in the ionization rate near the radial edge of the plasma when ever the field 
in the radial direction is comparable to, or greater that the electric field 
in the perpendicular direction. This means that the effect will be strongly 
dependent on the geometry of the device. The peak in the density will occur 
regardless of the operating conditions, provided that the pressure and voltage 
are high enough for a given geometry.
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C o n c l u s i o n s
The results presented in this thesis demonstrate, that the energy and flux of 
the ions bombarding the electrode surface can be controlled independently 
within a limited range of parameter space. There are two regimes in which 
it is possible to achieve this. For large electrode separations, in which the 
increase in the sheath width is small compared to the electrode separation, 
the ion current can be controlled by varying the total discharge current. In 
practice though, it is extremely difficult to create a current source with the 
desired properties within a real physical device. At smaller electrode sep­
arations, the ion current may be controlled by the use of a constant high 
frequency power source. The precise reason why a high frequency power 
maintains a constant ion current is uncertain, since the plasma density de­
creases under these conditions, although the increasing electron temperature 
is believed to play an important role. It should be noted that the use of two
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distinct frequencies will not in general provide independent control of the 
ion current and energy; it is only within a restricted area of parameter space 
that this independence is realised. In general, it is not possible to obtain the 
desired independence of ion energy and flux onto the substrates within these 
reactors.
Within dual frequency discharges the structure of the IDF at the elec­
trodes is substantially modified. The IDF resembles a single peak centred 
at Vhf when Vif — 0, since the operating frequency is greater than the ion 
plasma frequency. As the low frequency voltage is increased the IDF changes 
and takes on the distinctive bimodal structure which is well known in single 
frequency devices.
If the ratio of the high and low frequencies is sufficiently large, the simu­
lations indicate that a limited independents of the control of the ion energy 
and flux is possible by manipulation of the externally controllable power 
sources. The system appears to maintain its decoupled nature, under con­
ditions simulated here, for values of Uif/whf ~  0.1. When operating dual 
frequency devices at higher voltages than those being simulated here, it may 
be necessary to use a greater ratio of the operating frequencies in order for 
the device to maintain it is decoupled nature.
A consequence of the use of a second, low frequency, is that the sheath 
width increases. This results in the width of the bulk plasma being reduced 
thereby increasing the electron temperature. This will have considerable 
consequences for the plasma chemistry of a device operated with two separate 
frequencies. Although this only occurs when the change in the sheath width is 
comparable to the plasma extent. When operating a device with a reasonably 
large electrode separation this increase in the sheath width will not be a major 
concern; meaning that the electron temperature will not change significantly.
1 4 4
We have then developed a sheath model for the case where the electrode 
is driven with two separate current sources at different frequencies. The 
model has been derived under the approximations that the h f  electric field is 
much smaller than the I f  counterpart. We have obtained important sheath 
parameters such as the instantaneous electron sheath motion and sheath 
potential. The analytical results have been compared to PIC simulations 
results. Where we have found good quantitative and qualitative agreement 
between the two approaches. In particular, both numerical and analytical 
models predict an increase in the h f  component of the electron sheath edge 
motion in the vicinity of the electrode. The model predicts also, the frequency 
ratio and current ration dependence of both the sheath width and sheath 
potential. An important point predicted by the model, and confirmed by the 
PIC-MCC results, is that although the h f  field is much smaller the I f  field 
in typical dual frequency operating regime, the h f  field significantly modifies 
the sheath parameters such as the sheath width and the dc sheath voltage 
drop.
A dual frequency sheath model was then developed to investigate the 
sheath within the intermediate pressure regime. This model has been then 
compared to a previously developed dual frequency sheath model, which is 
valid in the collisionless regime, finding as expected, significant deviation 
between the two models. The deviations between the two models are partic­
ularly evident at larger pressures (> 20m T orr) .
A two dimensional PIC code was then developed and used to investigate 
the two dimensional profile of the plasma density within capacitively coupled 
devices. Using this simulation method we discovered an anomalous profile of 
the plasma density at low frequencies and relatively high pressures. There 
develops peaks in the plasma density near the radial edge of the plasma.
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These peaks in the plasma density result form the particular geometry which 
was- simulated, in which the grounded chamber is close to the powered elec- 
trodo. This results in a strong field being produced in the radial direction, 
which does not usually exist in an experimental apparatus.
1 4 6
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