Abstract-Rapid adoption of cloud services in recent years has been driven by multiple factors, such as faster time-to-market and improved scalability enabled by public cloud infrastructure. Hybrid clouds, combining the in-house capacities with on-demand capacity of public clouds, achieve both the increased utilization rate of the in-house infrastructure and the limited use of more expensive public cloud, thereby lowering the total costs for the cloud user. In this paper, an analytical model of hybrid cloud costs is introduced, wherein the costs of computing and data communication are taken into account. Using this model, the costefficient division of the computing capacity between the private and the public portion of a hybrid cloud can be identified. By analyzing the model, it is shown analytically that the greater the volume of data transferred to/from the public cloud, the greater portion of the capacity should be allocated to the private cloud.
INTRODUCTION
Cloud computing represents a state-of-the-art "computing as a service" paradigm, where the configurable computing resources are pooled and shared among multiple users and are efficiently provisioned to them on-demand through a broadband network access [1] . The deployment of cloud services promises enterprises a number of benefits, such as faster time to market and improved scalability [2] , as well as cost benefits in terms of lower start-up and/or operations costs [3] [4] . Owing to these promises, the cloud services are adopted rapidly: according to Gartner, the market for cloud services exceeded $46 billion in 2009 and will reach $150 billion by 2013 [5] .
Four modes of cloud deployment can be recognized [1]: private, community, public, and hybrid. A private cloud is operated by a single organization itself, whereas a community cloud is shared and jointly operated by several organizations. These two deployment options are justified either when the computing needs are large or when the demand is relatively flat. In contrast, a public cloud is operated by an independent cloud service provider; this mode is attractive e.g. to small user organizations, which are able to avoid large up-frond IT investments. A hybrid cloud represents a combination of a public cloud with the organization's private cloud and is aimed at efficient distribution of the load among the clouds.
By supplementing the local infrastructure with computing capacity from a public cloud, the hybrid cloud enables organizations to increase the utilization of their reduced IT infrastructure and thereby reduce their IT costs. As argued by Weinman [3] , a hybrid cloud is often more cost-efficient than the private cloud, since the high premium charged by the public cloud provider is compensated by the relatively short duration of the load peaks when the public cloud is utilized. Furthermore, it is shown in [3] that when a load is uniformly distributed between zero and maximum during an observed time period, the cost-optimum portion of the public cloud load is the inverse of the premium charged by the cloud service provider. The cost-optimal load distribution found in [3] assumes that only the computing capacity is charged for by the cloud service provider, and no other costs affect the analysis. This is not the case, however, in many data-intensive applications, where a significant volume of data needs to be transferred to/from the cloud, thereby incurring data communication costs.
The claim on cost-efficiency of the hybrid cloud is partially confirmed in [6] , where the conclusion made is that the usage of a computing grid infrastructure is economically advantageous when the demand for computing exhibit infrequent (once every several month) peaks that can be covered with grid capacities. Ref. [7] focuses on the costefficient mix of internal and external computing resources in a hybrid cloud; in the proposed approach, individual applications are assigned to either internal or external resources using mixed-integer programming. Based on the simulation results, the authors find that off-loading peak demand to the cloud may not bring any cost-benefits to the clients, though the authors acknowledge the preliminary nature of the findings and suggest the need for further research in this direction.
The phenomena related to the concurrent use of in-house and external capacity -namely, tapered integration [8] , plural governance [9] , concurrent sourcing [10] -has been studied in the strategic management literature; see [11] for a comprehensive review. It was found that in the markets characterized by demand uncertainty, the risk of diseconomies of scale due to unutilized excessive capacity may be mitigated by scaling down internal capacity, and supplementing it during peak demand with the externally acquired capacity [9] [12] . However, the efficient concurrent use of in-house and ondemand computing capacity was not addressed in these studies.
This paper aims at addressing the issue of efficient division of the load between the private and the public portion of a hybrid cloud. An analytical model of hybrid cloud costs is introduced in the paper, wherein the costs of computing and data communication are taken into account. Using the model, the cost-optimal load division can be identified, as exemplified for the case of demand uniformly distributed between zero and maximum. It is shown analytically that, given an arbitrary demand distribution, the presence of data communication costs shifts the cost-optimal division towards the private cloud, i.e. the greater the data communication volume, the greater portion of the demand should be allocated to the private cloud.
The remainder of the paper is organized as follows. In the next section, a simplified architectural description of a hybrid cloud is provided, the relevant costs are defined, and the assumptions made are listed. The analytical model is introduced in Section 3. Numerical experiments illustrating the effect of data communication costs are described in Section 4. Finally, conclusions to the paper are given in Section 5.
II. HYBRID CLOUD
Consider the case of a hybrid cloud, where a private and the public clouds are used in combination by an organization in order to provide service(s) to its customers. Let us assume that a portion of the organization's software can be deployed in a cloud, either private or public, while the other software subsystems, e.g. legacy subsystems, applications with strict performance requirements, or subsystems dealing with highly confidential data, have to be deployed in-house either using a traditional IT infrastructure or a private cloud. Thus, the overall software system architecture can be decomposed into three subsystems:
x The open subsystems provided by the public cloud;
x The open subsystems provided by the private cloud;
x The closed subsystems. This decomposition is depicted in Fig. 1 . The term of open subsystem is employed in order to emphasize the fact that the subsystems' deployment is not tied to the in-house infrastructure and can easily be changed from private to public cloud and back, depending on the day-to-day management decisions. On the other hand, the closed subsystems are to be deployed in-house for the observable future.
Let us assume that the open subsystems are responsible for (a part of) information exchange with the customers, and instantiated e.g. in a form of a web-portal, a contentdistribution server, etc. Furthermore, let us assume that the interaction between the service side and the customer side requires substantial volume of data to be transferred, as depicted in the figure by using bold arrows.
The proposed model is focused on the costs related to the open subsystems, with the purpose to identify the distribution of open subsystems between the private and the public cloud which would minimize the costs. The costs of closed subsystems do not depend on how the open subsystems are distributed, and therefore their costs are not taken into account when seeking the cost-optimal private-public cloud distribution.
Thus, only the costs of open subsystems (private and public cloud) are analyzed. Two cost components are considered:
x The costs of computing capacity, such as hardware, software, and data storage; and x Data communications costs. These costs depend on whether the required capacity is acquired (private cloud) or utilized on a pay-per-use basis (public cloud): the cost of private cloud subsystems is constant whether the capacity is used or not, whereas the cost of public cloud depends on the volume of used capacity. If there are peaks in the demand for a resource and if this demand needs to be satisfied without a delay, then the use of the private cloud often leads to over-provisioning and under-utilized resources.
Similarly to [3] , the following assumptions are made:
x Public cloud capacity is paid for only when used;
x The unit cost of private and public cloud resources do not change with time nor with the volume of demand; x The other costs are either insignificant or do not depend on whether private or public cloud is used; and x The demand for the resources must be served without a delay. As opposite to [3] , however, the data communication costs are not ignored in our model. As will be shown in the next section, their presence may have a significant effect on the overall costs and the optimal distribution between the private and the public cloud. 
III. ESTIMATING THE DATA COMMUNICATION COSTS IN

A. The Costs of Open Subsystems
The costs of open subsystems are comprised of the costs of computing-related resources and the data communication costs, incurred both on the priv t ublic cloud sides: ate and he p
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‫ܥ‬ is e d transfer ng t ta to Let ‫‬ , ‫‬ , ‫‬ , and ‫‬ denote the price of a unit of the private cloud computing capacity, the public cloud computing capacity, the private cloud data communication capacity, and the public cloud data communication capacity, respectively.
Let us assume that, whenever a unit of computing capacity is demanded from the service, also ݇ (݇ ) units of data are transferred between the private (public) cloud and the customers of the service. Furthermore, let us assume that the volume of traffic transferred between the organization and the public cloud is proportional, with coefficient Ͳ ൏ ߩ ൏ ͳ, to the volume of the traffic between the public cloud and the customers (cf. Fig. 1 ). Having denoted the cumulative acquired private and c cloud computing capacity over time period ܶ as ‫ܮ‬ ectively, it follows that: publi and ‫ܮ‬ resp x of data is transferred between the private ustomers;
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Let us assume for simplicity that ݇ ൌ ݇ ൌ ݇, and that the unit prices of capacity in the private cloud is less or equally expensive than in the public clouds [13] . The higher unit price of a public cloud can be partly attributed the margins added by the cloud provider on top f it . hus, o s costs T
where ‫ݑ‬ ͳ. Then, eq. (5) can be rewritten as
The unit prices ‫‬ and ‫‬ , as well as ‫ݑ‬ can be seen as constants whose values are estimated by consulting public cloud providers' price lists (for public cloud) or by estimating the acquisition and operations costs over the depreciation period (for the private cloud).
The estimation of acquired capacity differs for the public and the private cloud. For the private cloud, the acquired capacity has a fixed cost whether or not it is used, and it represents the product of the maximum expected demand and the time. Let ‫ܦ‬ denote the maximum demand for computing capacity, and let ‫ݍ‬ denote the portion of that demand to be provided with the private cloud. Then, the acquired private cloud computing capacity s: i
‫ܮ‬ ൌ ‫ܶܦݍ‬
For the public cloud, on the other hand, the cost of acquired capacity is proportional to the amount of capacity used, and hence it depends on the characteristics of the demand curve. Therefore, in order to estimate ‫ܮ‬ , the demand curve needs to be analyzed.
Let us consider the demand curve ݀ሺ‫ݐ‬ሻ indicating how the demand for computing capacity changes with time. Whereas the realistic demand curve may have multiple peaks, for the purpose of the analysis it is rearranged, by sorting the data points in ascending order, to become a monotonically nondecreasing curve (assumption 2 enables that), as shown in Fig. 2 . Furthermore, for the sake of simplifying the analysis, let us assume that the rearrang demand curve is monotonically increasing.
ed
Since the demand up to ‫ܦݍ‬ is served with the private cloud, the demand for the public cloud capacity is: 
B. Analyzing the Effect of Data Communication Costs
According to Equation (11) above, the cost of open subsystems is a function of the acquired computing capacity, both in the private and in the public cloud, which in turn depends on the distribution of the capacity between the private and the public cloud, as regulated by the value of ‫ݍ‬Ǥ Furthermore, the open subsystem cost depends on i) how intensive communication occurs between the system and its customers, as reflected in the value of ݇ ; and on ii) how intensive interaction is needed between the private and public subsystems, as reflected in the value of ߩ. 
ͲǤ
As could be seen, provided the price of data communication capacity is non-zero ‫(‬ Ͳ), and provided that at least some of the capacity is acquired from the public cloud ‫ݐ(‬ ൏ ܶ), the values of the partial derivatives in (12) and (13) Recall that ‫ݐ‬ ሺ݀ሻ is inverse function of ݀ሺ‫ݐ‬ሻ; furthermore, ݀ሺ‫ݐ‬ሻ is monotonically increasing. According to the inverse function theorem, for the domain where ݀ሺ‫ݐ‬ሻ is increasing, it holds that
Since ݀ሺ‫ݐ‬ሻ is increasing in this domain, it follows that Corollary. In the absence of data communication costs (݇ ൌ Ͳ), eq. (25) can be rewritten as:
Thus, the portion of the time when public cloud is used should be the inverse of the premium charged by the cloud software vendor. This is in line with [3] where it was shown that in the absence of data communication costs, and for the uniformly distributed demand, the cost-optimal portion of public cloud capacity ͳ െ ‫ݍ‬ is the inverse of ‫.ݑ‬ Indeed, for the uniformly dist ibuted dem r and,
It follows that ͳ െ ‫ݍ‬ ൌ ͳ ‫ݑ‬ ൗ , as in [3] . Note that according to this corollary, the regularity represented by (26) holds for the generic case of arbitrary monotonically increasing demand function, whereas only a special case of uniformly distributed demand was considered in [3] . . Above, it has been shown that ‫ݍ‬ increases with either ݇ or ߩ. This suggests that, the greater the values of ݇ or ߩ, the greater portion of the capacity should be allocated to the private cloud, q.e.d.
IV. NUMERICAL EXPERIMENTS
In this section, some numerical examples are provided, wherein the effect of varying intensity of data communication in a hybrid cloud-based service is modeled. These examples are aimed at illustrating how the intensity of data communication affects the costs of open subsystems, and in particular how it affects the cost-optimal distribution of acquired capacity among the private and the public clouds.
An imaginary case of a hybrid cloud-based service is considered, where the service provisioning to the customers requires both computational resources and some data communication overheads. The computing requirements are assumed to be fully satisfied by the equivalent of 20 Amazon EC2 small instances [14] , though this number may be changed without inflicting significant changes on the results of the experiments. A linear demand curve is assumed, i.e. the demand is uniformly distributed between zero and ‫ܦ‬ as illustrated in Fig. 3 . The use of linear demand curve, albeit unrealistic, enables easily finding the analytical solution to (25) and thereby helps in illustrating the proposed model; meanwhile, since the propositions in the previous section were shown to hold for an arbitrary monotonically non-decreasing demand distribution, the use of a more realistic demand distribution will not affect the results of the experiments.
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The parameters in equation (36) are set the values as llows:
x Oneered, i.e. ܶ ൌ ʹͶ ൈ ͵Ͳ ൌ ʹͲ (hours).
x The computin med to be f fied ully satis with 20 Amazon EC2 small instances, i.e. ‫ܦ‬ ൌ ʹͲ.
lume of data transfer is measured in GB, x The vo ݇ ൌ ͳ means that one working hour of a small EC2 instance requires 1GB of data to be transferred between
x Price of public cloud computing capacity is estimated based on the price of standard small on-dem instance, located in EU, with Linux/UNIX): ‫‬ CC ൌ ͲǤͲͻͷ (USD/hour). x Price of public cloud data transfer is estimated based on the "Data Transfe 2 for US & EU Regions, with total amount not exceeding 10TB/month: ‫‬ BC ൌ ͲǤͳͷ (USD/GB).
x The price of public cloud capacity is provisionally assumed twice more expensive than th cloud [13] , i.e. ‫ݑ‬ ൌ ʹǤ Hence, ‫‬ CO ൌ ͲǤͲͶͷ and ‫‬ BO ൌ ͲǤͲͷ . Note that ‫ݑ‬ can be changed without affecting the results, as long as ‫ݑ‬ ͳ. varying intensity of data communication is modeled by g different values of the coefficients and : the la ݇ ߩ coefficient value, the greater the intensity. In Fig. 4 , the resulting costs of open subsystem are plotted as a function of the private cloud portion . In th ‫ݍ‬ s for different values of ݇ are provided (the value of ߩ ൌ ͲǤʹ is used). As could be seen, the costs grow as the value of ݇ increases. The value of ‫ݍ‬ min minimizing the costs (shown by vertical lines) shifts to the right, as ݇ increases, thus indicating that the greater the communication intensity, the more the private cloud capacity should be acquired. Furthermore, it can be shown that:
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es of , the capacity inly a ate cloud. Thus, for a lin ߩ the data transfer between the organization and the public cloud has greater impact on the cost-optimal distribution of acquired capacity, than the communication between the open subsystems and the customers.
V. SUMMARY AND C R Figure 3 . Uniformly distributed demand curve rearranged to be monotonically non-decreasing Using a hybrid cloud, the organization's in computing capacity can be complemented with the com acity of a public cloud. In order to minimize the costs of such a hybrid cloud, a balance between the acquired private and public cloud capacity should be found: the higher price of the public cloud capacity should be compensated by the relatively short duration of the time, when the public cloud is utilized.
In this paper, the model for the hybrid cloud costs, encompas been introduced. In the proposed model, the costs are modeled as a function of the portion of demand for computing capacity provided with the private cloud. Using the model, the cost-optimal portion of private cloud computing capacity can l port on has been price elasticity of computing and data transfer capacity. Other ors, su s tr cing and the exemplified for the case of the demand uniformly distributed between zero and maximum levels. By analyzing the model, it has been analytically shown that i.
The cost of open subsyst increases with the intensity of data communication; ii.
A hybrid cloud may have lower costs than a purely private cloud or a purely public cloud solution has; an iii.
The presence of data communication costs shifts the cost-optimal division towards the private cloud, i.e. the greater the communication intensity, the more the private cloud capacity should be acquired. iv.
Furthermore, it was also shown that, in the absence of data communication overheads, and gi monotonically increasing demand distribution function, the portion of the time when public cloud is used should be the inverse of the premium charged by the cloud infrastructure vendor. Numerical experiments were used to illustrate the effect of data communication costs for the case, w Inf puting capacity is distributed uniformly. As manifested in the experiments, the data transfer -either between the organization and the public cloud, or between the private/public cloud and the customers -increase the costoptimal portion of computing capacity to be provided with the private cloud. Meanwhile, the data transfer between the organization and the public cloud was found to have a greater impact on the cost-optimal distribution of acquired capacity in case of uniformly distributed demand. From practitioners viewpoint this suggests that the services provided from the public cloud should avoid excessive communication with backoffice systems.
In summary, the introduced model contributes to the previous work i a munication overheads when estimating the costs of a hybrid cloud, for a generic demand distribution function. In future work, this model can be extended by considering the investments, should be taken into account as well. Finally, in future work, the model should be complemented with the control cost incurred during the process of introducing the hybrid cloud into the organization. 
