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Abstract
The self-similar vector-valued measure is a vector analogue of the self-similar measure. In this paper
we consider its multifractal structure. We show that the multifractal formalism holds if the iterated func-
tion system (IFS) involved satisfies the open set condition. This result can be applied to the study of the
multifractal formalism of certain self-similar IFS with overlaps.
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1. Introduction
Let X be a nonempty compact subset of Euclidean space (Rd, | · |), and let {wj }mj=1 be an
iterated function system (IFS) of contractive similarities on X. There exists a unique nonempty
compact set K ⊆ X such that K =⋃mj=1 wj(K) [6]. With each wj we associate a d × d matrix
weight function Aj  0. We call a vector-valued measure μ ∈ M(K,Rd) a self-similar vector-
valued measure of the system (K, {wj }mj=1, {Aj }mj=1), if it satisfies the equation:
μ =
m∑
j=1
Atj (x)μ ◦w−1j . (1.1)
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72 Y.-L. Ye / Advances in Applied Mathematics 38 (2007) 71–96Throughout the paper we always assume that the IFS (K, {wj }mj=1) is contractive self-similar
and satisfies the OSC; the matrix weight functions Aj ’s satisfy the following two conditions:
(H1) Each entry of Aj is either a positive Dini continuous function or zero;
(H2) ∑mj=1 Aj is primitive.
Then, there exists a unique probability self-similar vector-valued measure μ ∈ M(K,Rd) sat-
isfying (1.1) [17]. The paper will focus on studying the multifractal structure of such μ. To be
more precise, we consider the Hausdorff dimension of the set
Eμ(α) :=
{
x ∈ K: lim
t→0+
log |μ|(Bt (x))
log t
= α
}
.
Here |μ| is the variation of μ and Bt(x) = {y ∈ K: |x − y| t}.
For each 1  j  m, let ρj be the contraction ratio of wj . Let R = max1jm ρj . For any
multi-index J = (j1j2 · · · jn) with 1  ji  m, let wJ (x) = wj1 ◦ wj2 ◦ · · · ◦ wjn(x), and let
KJ = wJ (K). We denote ρJ =∏ni=1 ρji , and define
AwJ (x) =
n∏
i=1
Aji
(
wji ◦wji+1 ◦ · · · ◦wjn(x)
)
. (1.2)
For any n ∈ N, we define
Δn =
{
J = (j1j2 · · · jk): kis the first index such that ρJ < Rn
}
.
Our main results are the following Theorems 1.1 and 1.2.
Theorem 1.1. The pressure function
P(q) := lim
n→∞
1
n
log
∑
J∈Δn
max
x∈K
∥∥AwJ (x)∥∥q
is differentiable on (0,∞).
Theorem 1.2. Suppose
∑m
j=1 Aj(x)1 = 1. Then for any α = P
′(q)
logR ,q > 0,
dimH Eμ(α) = αq − P(q)logR .
The above Theorem 1.2 is clearly an extension of the papers [1,15]. We remark that Feng and
Lau [4] considered the finite type subshift system with Hölder continuous non-negative matrix
weight functions. It does not work for the IFS with the contraction ratios different. To prove the
above theorems, we modify their idea to define a pressure function, and then construct a Gibbs
measure for products of matrices. We overcome some more obstacles to show that the Gibbs
measure newly constructed is a Young measure [7]. By using the smoothness of pressure function,
we can study the multifractal structure of self-similar vector-valued measures (see Theorem 1.2).
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involved has overlaps. The self-similar measures can be, in many interesting cases (including the
case that the contraction ratios different), put into a vector form with a new non-overlapping IFS
and with non-negative matrix weight functions ([3,8–10,16]). Hence, it extends the work of Feng
and Lau [4] (see Proposition 4.1), and our results can be applied to the study of IFS with overlaps
and contraction ratios different (see Section 5.)
We organize the paper as follows. In Section 2 we present some notations and elementary facts
about the systems. In Section 3 we define the pressure function and discuss its differentiability. In
Section 4 we study the multifractal structure of self-similar vector-valued measures. In Section 5,
two examples are presented to elucidate the application of the theory to the self-similar IFS with
overlaps and contraction ratios different.
2. Preliminaries
For any two families of positive numbers {ai}i∈I and {bi}i∈I , we write, for brevity, ai ≈ bi
to mean the existence of the constant C > 0 such that C−1ai  bi  Cai for all i ∈ I; ai 	 bi
to mean the existence of the constant C > 0 such that ai  Cbi for all i ∈ I; and bi 
 ai means
ai 	 bi . For any non-negative square matrix A, we denote ‖A‖ = 1tA1 where 1 = (1,1, . . . ,1)t .
For any vector-valued measure μ ∈ M(K,Rd), we let |μ| = 1tμ. We call a non-negative matrix
A primitive [14] if there exists an integer n such that An > 0. We say that a matrix function A is
Dini continuous if each entry of A is a Dini continuous function [2].
We say that the IFS (K, {wj }mj=1) satisfies the open set condition (OSC) [6] if there exists a
nonempty bounded open set U such that wj(U) ⊆ U ∀1 j m, and
wi(U)∩wj(U) = ∅ if i = j.
Such a U is called a basic open set for {wj }mj=1. If moreover U ∩ K = ∅, the IFS is said to
satisfy the strong open set condition (SOSC). Schief [13] showed that the OSC is equivalent to
the SOSC.
We call an IFS (K, {wj }mj=1) contractive self-similar if
wj(x) = ρjQj (x)+ bj (1 j m),
where 0 < ρj < 1, Qj is an orthogonal transformation and bj ∈ Rd .
Throughout the paper we consider the system (K, {wj }mj=1, {Aj }mj=1) where the IFS
(K, {wj }mj=1) is contractive self-similar and satisfies the OSC, and the matrix weight functions
{Aj }mj=1 satisfy the conditions (H1) and (H2). The triple (K, {wj }mj=1, {Aj }mj=1) is called, as
in our paper [17], a contractive self-similar Dini-vector system. We will study the probability
self-similar vector-valued measure μ ∈ M(K,Rd) which satisfies the equation
T ∗μ = μ.
Here T is the vector-valued Ruelle operator [17] defined by
T f(x) =
m∑
Aj ◦wj(x)f ◦wj(x) ∀f ∈ C
(
K,Rd
)
,j=1
74 Y.-L. Ye / Advances in Applied Mathematics 38 (2007) 71–96and T ∗ is the dual operator of T . It is clear that the  is the spectral radius of T . For any multi-
indices I = (i1i2 · · · i) and J = (j1j2 · · · jn), we define IJ = (i1i2 · · · ij1j2 · · · jn). Let AwJ be
defined as in (1.2). We write AwJ (x) ≈ AwJ (y) to mean the existence of the constant c > 0 such
that
AwJ (x) c ·AwJ (y) for all J and x, y ∈ K.
For any q > 0, let Sq(J ) = maxx∈K ‖AwJ (x)‖q . Then we have the following lemma.
Lemma 2.1. Let (K, {wj }mj=1, {Aj }mj=1) be a contractive self-similar Dini-vector system. Thenfor all multi-indices I, J and x, y ∈ K ,
(i) AwJ (x) ≈ AwJ (y);
(ii) ‖AwIJ (x)‖ 	 ‖AwI (x)‖ · ‖AwJ (x)‖.
Proof. (i) It follows immediately from [17, Proposition 2.2].
(ii) For any d × d non-negative matrices A and B , we have
‖A‖ · ‖B‖ = (1tA1)(1tB1)= 1tA(11t)B1 1tAB1 = ‖AB‖.
Then by (i), it follows that∥∥AwIJ (x)∥∥	 ∥∥AwI (x)∥∥ · ∥∥AwJ (x)∥∥. 
We note that we can deduce from Lemma 2.1(i) that
 = lim
n→∞
∥∥∥∥∑
|J |=n
AwJ (x)
∥∥∥∥ 1n .
Proposition 2.2. [17, Proposition 5.2] Let μ be the unique probability self-similar vector-valued
measure of the system (K, {wj }mj=1, {Aj }mj=1). Then
(i) |μ|(KI ⋂KJ ) = 0 ∀ I = J with |I | = |J |;
(ii) |μ|(KJ ) ≈ −|J | · ‖AwJ (x)‖ for all multi-index J and x ∈ K .
In the following we always let
r = min
1jm
ρj , and R = max
1jm
ρj .
By the contraction and the similarity of wj s, we have 0 < r R < 1. Let p0 = [ log rlogR ] + 2. Then
r > Rp0−1.
Proposition 2.3. Let {Aj }mj=1 satisfy the conditions (H1) and (H2). Then there exists an integer
p  p0 such that for any q > 0,∑
Sq(ILJ ) 
 Sq(I ) · Sq(J ) for all I, J.
|L|=p
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(b
(j)
ik )d×d . Let p0 be the integer given above. It follows from the condition (H2) that
∑m
j=1 Aj is
primitive. Then there exists an integer p  p0 such that(
m∑
j=1
Aj
)p
> 0 ∀x ∈ K.
This, combined with the condition (H1), implies that (∑mj=1 Bj )p > 0. It follows that there exists
a constant a > 0 such that
∑
|L|=p
AwL(x)
(
m∑
j=1
Bj
)p
> a := (a)d×d .
By Lemma 2.1(i) we have∥∥AwILJ (x)∥∥
 ∥∥AwI (x) ·AwL(x) ·AwJ (x)∥∥.
Then ∑
|L|=p
∥∥AwILJ (x)∥∥
 ∥∥∥∥AwI (x)( ∑
|L|=p
AwL(x)
)
AwJ (x)
∥∥∥∥
 ∥∥AwI (x)∥∥ · ∥∥AwJ (x)∥∥.
Hence for any q > 0,
∥∥AwI (x)∥∥q · ∥∥AwJ (x)∥∥q 	 ( ∑
|L|=p
∥∥AwILJ (x)∥∥)q

(
mp · max|L|=p
∥∥AwILJ (x)∥∥)q mpq ∑
|L|=p
∥∥AwILJ (x)∥∥q .
This implies that ∑
|L|=p
∥∥AwILJ (x)∥∥q 
 ∥∥AwI (x)∥∥q · ∥∥AwJ (x)∥∥q for all I, J.
Thus, the conclusion follows. 
We remark that the assertion of Proposition 2.3 includes the cases that |I | = 0 or |J | = 0.
For any J = (j1j2 · · · jn), 1 ji m, and 0 k,  n, we let
J |k = (jk+1jk+2 · · · jn−).
Let ρJ =∏ni=1 ρji , and let ρJ = 1 if |J | = 0.
For any integer n 0, we define
Δn =
{
J = (j1j2 · · · jk): k is the first index such that ρJ < Rn
}
,
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{
J : ρJ < R
n  ρJ |10
}
.
For convenience, we let Δn = ∅ if n < 0.
By K =⋃mj=1 wj(K), we have
K =
⋃
J∈Δn
KJ ∀n.
In the following we always let p be the integer given by Proposition 2.3, and we always
assume integer N satisfies the condition:
RN < r2p+1.
Lemma 2.4. For any integers n and  > N , we have
(i) min{|J |: I ∈ Δn, IJ ∈ Δ+n} >p;
(ii) {J : IJ ∈ Δ+n} ⊆⋃+Nj=−N Δj ∀ I ∈ Δn;
(iii) IJ ∈⋃Nj=−N Δ+n+j ∀I ∈ Δn,J ∈ Δ.
Proof. (i) For any multi-indices I , J with I ∈ Δn and IJ ∈ Δ+n, we have
R+n > ρIJ  r(ρI |10)r
|J | Rnr |J |+1.
Then
r |J |+1 <R < RN < r2p+1.
This implies that |J | > 2p > p.
(ii) For any multi-indices I , J with I ∈ Δn and IJ ∈ Δ+n, we have
R+n  ρIJ |10 = ρI · ρJ |10 <R
nρJ |10 .
This implies that ρJ |10 >R

. Then
ρJ  rρJ |10 > rR
 > R+N.
From this, we get the implication that
J /∈ Δi ∀i > +N.
From the facts that ρIJ < R+n and ρI |10 R
n
, it follows that
ρJ < R
+nρ−1  r−1R.I
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−1ρJ  r−2R < R−N.
From this, we conclude that
J /∈ Δi ∀i < −N.
Thus, for any I ∈ Δn, we have
{J : IJ ∈ Δ+n} ⊆
+N⋃
j=−N
Δj .
(iii) Similar to (ii), we can prove (iii). 
We remark that there may exist some multi-index J and integer n such that J ∈ Δn ∩ Δn+1.
In response to (ii) and (iii) of Lemma 2.4, we can confirm the following assertions:
(a) For any I ∈ Δn, we have IJ /∈ Δ+n if J /∈⋃+Nj=−N Δj ;
(b) For any multi-index L /∈ ⋃Nj=−N Δ+n+j , there do not exist multi-indices I ∈ Δn and
J ∈ Δ such that L = IJ .
Lemma 2.5. Let p be the integer determined by Proposition 2.3. Then for any integer n, we have
(i) IJL ∈⋃Nj=1 Δn+j ∀|I | = p,J ∈ Δn and |L| p;
(ii) IJL ∈⋃Nj=1 Δn+j ∀ |L| = p,J ∈ Δn and |I | p;
(iii) {J : |I | = p and IJ ∈ Δn+N } ⊆⋃Nj=0 Δn+j .
Proof. (i) For any J ∈ Δn, |I | = p and |L| p, we have
ρIJ |10 = ρI · ρJ |10  r
−1RpρJ <
(
Rp0−1
)−1
Rn+p Rn+p−p0+1 Rn+1.
This implies that IJ ∈⋃j1 Δn+j . And then IJL ∈⋃j1 Δn+j .
On the other hand,
ρIJL = ρI · ρJ · ρL  rp(rρJ |10)r
p  r2p+1Rn > Rn+N.
It implies that IJL ∈⋃jN Δn+j . Thus, we get the implication that
IJL ∈
N⋃
j=1
Δn+j ∀ |I | = p,J ∈ Δn and |L| p.
(ii) Similar to (i), we can finish the proof of (ii).
(iii) We can complete the proof in a way similar to that of Lemma 2.4(ii), and we omit it. 
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(c) For any multi-index M /∈⋃Nj=1 Δn+j , there do not exist multi-indices I, J,L such that|I | = p, |L| p and J ∈ Δn with M = IJL.
3. Pressure function
Throughout the following sections we always let p and N be the integers determined in the
previous section. For any q > 0 and non-negative integer n, we let
Γn(q) =
∑
J∈Δn
Sq(J ).
Here Sq(J ) = maxx∈K ‖AwJ (x)‖q . We note that there is a striking difference between our work
and that of [4]. The sum, in that paper, is considered over all cylinders in the set {J : |J | = n}.
3.1. Pressure function
In this subsection we will show mainly the following proposition.
Proposition 3.1. (i) The limit P(q) := limn→∞ 1n logΓn(q) exists;(ii) Γn(q) ≈ exp(nP (q)).
We call P(q) defined above the pressure function of the system. To prove the above proposi-
tion, we need some lemmas.
Lemma 3.2. Γn(q) ≈ Γn+1(q).
Proof. The proof is modified from [4] for constant matrices. We include the details here for the
sake of completeness. By r |J |  ρJ R|J | ∀J , we have
k0 := max
{|J |: I ∈ Δn, IJ ∈ Δn+1 and n ∈ N}< ∞.
From Lemma 2.1(ii) and the fact that max|J |k0 ‖AwJ (x)‖ < ∞, it follows that∥∥AwIJ (x)∥∥	 ∥∥AwI (x)∥∥ for all I, J with I ∈ Δn and IJ ∈ Δn+1.
This implies that
Γn+1(q) 	 Γn(q). (3.1)
On the other hand, let p be as in Proposition 2.3, then
Γn+1(q) 

N∑
j=1
Γn+j (q) (by (3.1))
=
N∑
j=1
∑
L∈Δ
Sq(L)
∑
J∈Δ
∑
|I |=p
Sq(IJ ) (by Lemma 2.5(i))
n+j n
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∑
J∈Δn
Sq(J ) = Γn(q) (by Proposition 2.3).
(We use the remark after Lemma 2.5 here). Thus, we conclude that Γn(q) ≈ Γn+1(q). 
Lemma 3.3. For all n and  > N ,
(i) ∑J : IJ∈Δ+n Sq(IJ ) ≈∑J : J I∈Δ+n Sq(J I) ≈ Sq(I )Γ(q) for all I ∈ Δn;
(ii) ∑J∈Δ Sq(IJ ) ≈∑J∈Δ Sq(J I) ≈ Sq(I )Γ(q) for all I ∈ Δn;(iii) Γ+n(q) ≈ Γn(q)Γ(q).
Proof. (i) For all I ∈ Δn and all multi-index J , by Lemma 2.1(ii), we have
Sq(IJ ) 	 Sq(I )Sq(J ).
Then
∑
J : IJ∈Δ+n
Sq(IJ ) 	
N∑
j=−N
∑
J∈Δ+j
Sq(I )Sq(J ) (by Lemma 2.4(ii))
= Sq(I )
N∑
j=−N
Γ+j (q) ≈ Sq(I )Γ(q) (by Lemma 3.2).
(The first inequality “	” follows from the remark after Lemma 2.4.)
On the other hand, for any  > N and I ∈ Δn, we let
Ω(I, ) = {L|0p: IL ∈ Δ+n}.
For any multi-index L satisfying IL ∈ Δ+n, by Lemma 2.4(ii), we have L ∈⋃+Nj=−N Δj . From
this, together with Lemma 2.5(iii), we deduce that
Ω(I, ) ⊆
+N⋃
j=−2N
Δj .
(We use “Δn = ∅ if n < 0” here). By Lemma 2.4(i), we have
min
{|L˜|: L˜ ∈ Ω(I, )}> 0.
This implies that Δ+N+1 can be written as
Δ+N+1 = ∪
{
L˜L′: L˜ ∈ Ω(I, ) and L˜L′ ∈ Δ+N+1
}
. (3.2)
Note that
sup
{|L′|: L˜ ∈ Ω(I, ) and L˜L′ ∈ Δ+N+1}< ∞.>N
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Sq
(
L˜
)
 Sq(L˜L′) for all L′ with L˜L′ ∈ Δ+N+1.
Then, we confirm that
Sq
(
L˜
)
 ∑
L′:L˜L′∈Δ+N+1
Sq
(
L˜L′
)
.
Hence ∑
L˜∈Ω(I,)
Sq
(
L˜
)
 ∑
L˜∈Ω(I,)
∑
L′:L˜L′∈Δ+N+1
Sq
(
L˜L′
)
=
∑
L∈Δ+N+1
Sq(L) = Γ+N+1(q) ≈ Γ(q). (3.3)
(The first equality “=” follows from (3.2).) Hence for all I ∈ Δn,∑
J : IJ∈Δ+n
Sq(IJ ) =
∑
L˜∈Ω(I,)
∑
|L|=p
Sq
(
ILL˜
) (by definition of Ω(I, ))


∑
L˜∈Ω(I,)
Sq(I )Sq
(
L˜
) (by Proposition 2.3)

 Sq(I )Γ(q) (by (3.3)).
Thus, we conclude that ∑
J : IJ∈Δ+n
Sq(IJ ) ≈ Sq(I )Γ(q).
The other ≈ can be deduced from a same argument.
(ii) By using Lemma 2.4(iii), we can show (ii) in a way similar to (i).
(iii) follows directly from (i). 
Proof of Proposition 3.1. By Lemma 3.3(iii), there exist constants c1, c2 > 0 such that
c1Γ(q)Γn(q) Γ+n(q) c2Γ(q)Γn(q).
Then
c2Γ+n(q)
(
c2Γ(q)
)(
c2Γn(q)
)
.
From this, we conclude that
P(q) = lim logΓn(q) = lim log(c2Γn(q)) = inf log(c2Γn(q)) .
n→∞ n n→∞ n n n
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be deduced similarly. Thus, we get the conclusion of (ii). 
3.2. The smoothness of pressure function
Theorem 3.4. The pressure function P(q) is differentiable on (0,∞).
To prove the above theorem, we need more preparation. Let Σ = {1,2, . . . ,m}N. For σ =
(σ1σ2 · · ·σn · · ·) ∈ Σ , let σ |n = (σ1σ2 · · ·σn), and let σ |n = (σn+1σn+2 · · ·). For any multi-
index J , we let [J ] = {σ ∈ Σ : σ |n = J }.
For any σ ′ = (σ ′1σ ′2 · · ·σ ′n · · ·) ∈ Σ , we define
d(σ,σ ′) := ρσ |n if σn+1 = σ ′n+1 and σi = σ ′i ∀1 i  n.
We can confirm that (Σ,d) is a compact metric space.
Define π :Σ → K by
π(σ) = lim
n→∞wσ |n(x).
By the contraction of wj s, we see that the above limit is independent of the choice of x ∈ K .
Lemma 3.5. For all I ∈ Δn and i > n+N ,
N∑
j=0
∑
L:IL∈Δi+j
Sq(ILJ ) ≈ Sq(I ) · Sq(J ) · Γi−n(q) for all J.
Proof. For all multi-indices I, J,L, by Lemma 2.1(ii), we have
Sq(ILJ ) 	 Sq(IL)Sq(J ).
This, combined with Lemma 3.3(i), implies that for all I ∈ Δn and k > n+N ,∑
L:IL∈Δk
Sq(ILJ ) 	
∑
L:IL∈Δk
Sq(IL)Sq(J ) ≈ Sq(I )Sq(J )Γk−n(q) for all J.
Hence for all i > n+N ,
N∑
j=0
∑
L:IL∈Δi+j
Sq(ILJ ) 	 Sq(I )Sq(J ) ·
N∑
j=0
Γi+j−n(q)
≈ Sq(I )Sq(J )Γi−n(q) (by Lemma 3.2).
On the other hand, for all i > n+N , by Lemma 2.5(ii), we have
{
ILL′: IL ∈ Δi and |L′| = p
}⊆ N⋃{I L˜: I L˜ ∈ Δi+j}. (3.4)
j=0
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Sq(I )Γi−n(q)Sq(J ) ≈
∑
L:IL∈Δi
Sq(IL)Sq(J ) (by Lemma 3.3(i))
	
∑
L:IL∈Δi
∑
|L′|=p
Sq(ILL
′J ) (by Proposition 2.3)

N∑
j=0
∑
L˜:I L˜∈Δi+j
Sq
(
I L˜J
) (by (3.4)).
(We use the remark after Lemma 2.5 here.) Thus, we complete the proof. 
For any n ∈ N, let Bn be the σ -algebra generated by the cylinders in Δn. And let B be the
σ -algebra generated by {Bn}n0.
Proposition 3.6. For any q > 0, there exists a probability measure μq on Σ such that for all n,
μq
([J ])≈ Sq(J )
exp(nP (q))
∀J ∈ Δn. (3.5)
Proof. For any integer n, we define νn,q : {[J ]: J ∈ Δn} → R by
νn,q
([J ])= Sq(J )
Γn(q)
∀J ∈ Δn.
Note that [I ] ∩ [J ] = ∅ for any I, J ∈ Δn with I = J. For any {Ji}i=1 ⊆ Δn, we let
νn,q
(
⋃
i=1
[Ji]
)
=
∑
i=1
νn,q
([Ji]) if Ji = Jj ∀i = j.
From this, together with the facts that #Δn < ∞ and Γn(q) = ∑J∈Δn Sq(J ), it follows that
νn,q(
⋃
J∈Δn[J ]) = 1. Hence, by a standard argument, we conclude that the νn,q can be extended
uniquely to be a probability measure on Bn. In the following, for simplicity, we will use νn,q to
denote such measure.
By the diagonal process, we conclude that there exists a probability measure νq on B
and a subsequence {νnk,q}∞k=1 of {νn,q}∞n=1 such that for any multi-index J , νq([J ]) =
limk→∞ νnk,q([J ]). We claim that
νq
([J ])≈ Sq(J ) exp(−nP (q)) for all J ∈ Δn.
Indeed for all  > n+N ,
ν,q
([J ])= ∑ ν,q([JI ])= ∑ Sq(J I)
Γ(q)
I :J I∈Δ I :J I∈Δ
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Γ(q)
(by Lemma 3.3(i))
≈ Sq(J ) exp
(−nP (q)) (by Lemma 3.3(iii) and Proposition 3.1(ii)).
By letting  = nk ↑ ∞, we prove the claim.
From the claim and Lemma 2.4(iii), it follows that for all  > N ,
νq
([IJ ])≈ Sq(IJ ) exp(−(n+ )P (q)) for all I ∈ Δ,J ∈ Δn.
Hence for all J ∈ Δn and  > N ,∑
I∈Δ
νq
([IJ ])≈ ∑
I∈Δ
Sq(IJ ) exp
(−(n+ )P (q))
≈ Γ(q)Sq(J ) · exp
(−(n+ )P (q)) (by Lemma 3.3(ii))
≈ Sq(J ) exp
(−nP (q)) (by Proposition 3.1(ii)). (3.6)
For any k ∈ N, we let
λk
([J ])= 1
k
k−1∑
i=0
∑
I∈Δi
νq
([IJ ]) ∀J. (3.7)
Then each λk is a probability measure on B. There exists a probability measure μq on B and a
subsequence {λnk }∞k=1 of {λn}∞n=1 such that μq = w∗-limk→∞ λnk . In particular, for any multi-
index J , we have μq([J ]) = limk→∞ λnk ([J ]). And then by (3.7), we have
μq
([J ])= lim
k→∞
1
nk
nk−1∑
i=0
∑
I∈Δi
νq
([IJ ])= lim
k→∞
1
nk
nk−1∑
i=N+1
∑
I∈Δi
νq
([IJ ]).
From this, together with (3.6), we deduce that μq satisfies (3.5). 
In the following, we will always let μq be the probability measure defined in the proof of the
previous proposition, and we will make use of the measure μq to discuss the differentiability of
pressure function P(q).
Let Bδ(σ ) = {σ ′ ∈ Σ : d(σ,σ ′)  δ}. We call a probability measure ν on Σ a Young mea-
sure [7] if there exists some α such that
lim
δ→0+
logν(Bδ(σ ))
log δ
= α for ν-almost all σ.
For any q > 0, we let τν(q) be the Lq -spectrum of ν, i.e.
τν(q) = lim
t→0+
log(sup
∑
i ν(Bt (xi))
q)
log t
,
where the supremum is taken over all the family of disjoint closed balls {Bt(xi)} of radius t and
center xi ∈ supp(ν).
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have θ−1(σ ) = {jσ }mj=1.
Proposition 3.7. μq is a Young measure.
To prove this proposition, we need to show that θ is ergodic on (Σ,μq). For this we show the
following lemma.
Lemma 3.8. θ is a measure-preserving transformation of (Σ,μq).
We remark that it is obvious that θ is measure-preserving if the contraction ratios of all the
maps wj ’s are same, i.e. ρi = ρj ∀1  i, j  m. The situation becomes, however, a little more
complicated, because the contraction ratios of the IFS are allowed to be different in the paper.
Proof. We will show that μq(θ−1[J ]) = μq([J ]) ∀J . For this, we let νq and {λn}∞n=1 be the
measures defined in the proof of Proposition 3.6. Let {λnk }∞k=1 be the subsequence of {λn}∞n=1
such that μq = w∗-limk→∞ λnk . We assume J ∈ Δn. Then for all nk > N , by (3.6) we have
nk+2N−1∑
i=nk
∑
I∈Δi
νq
([IJ ])≈ 2N · Sq(J ) exp(−nP (q)).
By (3.7), we can write λnk+2N([J ]) as
λnk+2N
([J ])= nk
nk + 2N
(
λnk
([J ])+ 1
nk
nk+2N−1∑
i=nk
∑
I∈Δi
νq
([IJ ])).
From this, together with the fact that
lim
k→∞
1
nk
nk+2N−1∑
i=nk
∑
I∈Δi
νq
([IJ ])= 0,
we get the implication that limk→∞ λnk+2N([J ]) = limk→∞ λnk ([J ]) = μq([J ]).
From the definition of Δn and the fact that RN < r , it follows that
|I | > 1 ∀ I ∈ Δn with nN. (3.8)
This, together with Lemma 2.4(iii), implies that for any integer n,
n−1⋃
{IjJ : I ∈ Δi,1 j m} ⊆
n+2N−1⋃
{IJ : I ∈ Δi}. (3.9)i=0 i=0
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(3.8)), and ρI |10  R
 > Rn. This implies that I |10 /∈
⋃∞
k=n Δk . Hence we conclude that for any
n >N ,
n−1⋃
i=N
{IJ : I ∈ Δi} ⊆
n−1⋃
i=0
{IjJ : I ∈ Δi,1 j m}.
This, combined with (3.9), implies that
n−1∑
i=N
∑
I∈Δi
νq
([IJ ]) n−1∑
i=0
∑
I∈Δi
m∑
j=1
νq
([IjJ ]) n+2N−1∑
i=0
∑
I∈Δi
νq
([IJ ]).
From this, together with the fact that θ−1[J ] =⋃mj=1{[jJ ]}, we deduce that
λn
([J ])− 1
n
N−1∑
i=0
∑
I∈Δi
νq
([IJ ]) λn(θ−1[J ]) n+ 2N
n
λn+2N
([J ]).
Let n = nk ↑ ∞, from the fact that
lim
n→∞
1
n
N−1∑
i=0
∑
I∈Δi
νq
([IJ ])= 0,
we conclude that
μq
(
θ−1[J ])= μq([J ]).
Thus, θ is a measure-preserving transformation of (Σ,μq). 
Proposition 3.9. θ is an ergodic transformation of (Σ,μq).
Proof. We show first that for all multi-indices I, J ,
lim inf
n→∞
1
n
n−1∑
i=0
μq
([I ] ∩ θ−i[J ])
 μq([I ])μq([J ]). (3.10)
For this, we claim that for all I ∈ Δ and J ∈ Δt ,
lim inf
n→∞
1
n
N∑
j=0
n−2∑
i=
∑
L:IL∈Δi+j
μq
([ILJ ])≈ μq([I ])μq([J ]).
Indeed, by (3.5) and Lemma 2.4(iii), we have for all i > +N and 0 j N ,
μq
([ILJ ])≈ Sq(ILJ ) exp(−(i + t)P (q)) for all L with IL ∈ Δi+j .
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N∑
j=0
∑
L:IL∈Δi+j
μq
([ILJ ])
≈
(
N∑
j=0
∑
L:IL∈Δi+j
Sq(ILJ )
)
exp
(−(i + t)P (q))
≈ Sq(I )Sq(J )Γi−(q) · exp
(−(i + t)P (q)) (by Lemma 3.5)
≈ Sq(I )Sq(J ) exp
(−(+ t)P (q)) (by Proposition 3.1(ii))
≈ μq
([I ])μq([J ]) (by (3.5)).
Hence, the claim follows.
Let
a := max
J
#{k ∈ N: J ∈ Δk}.
Then we have 1 a < ∞.
For any multi-index M ∈ Δk , we have
ρM <R
k  ρM|10 R
|M|−1.
It follows that |M| k + 1. For any L with [ILJ ] ⊆ [I ] ∩ θ−i[J ], we have |IL| = i. Then
IL ∈ Δk for some k  i − 1.
On the other hand, for any L with IL ∈ Δi , there exists some 0 k  i+1 such that [ILJ ] ⊆
[I ] ∩ θ−k[J ]. Hence, for any n > , we have
n−1∑
i=0
μq
([I ] ∩ θ−i[J ]) 1
a
n−2∑
i=
∑
L:IL∈Δi
μq
([ILJ ]).
This, together with the above claim, implies that
lim inf
n→∞
1
n
N∑
j=0
n−1∑
i=0
μq
([I ] ∩ θ−(i+j)[J ])
 μq([I ])μq([J ]).
Hence, (3.10) follows. Since the set {[J ]: J ∈ Δn,n ∈ N} generates the Borel σ -algebra B on Σ ,
by a standard argument, we can deduce from (3.10) that
lim inf
n→∞
1
n
n−1∑
μq
(
A∩ θ−iB)
 μq(A)μq(B) for all A,B ∈ B.i=0
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μq(A
⋂
θ−nB) > 0. This, combined with Lemma 3.8, implies that θ is ergodic on (Σ,μq). 
Corollary 3.10. For any q > 0, there exists a unique θ -invariant, ergodic probability measure
μq on B satisfying (3.5).
Proof. By Proposition 3.6, we need only to show the uniqueness of such probability measure
μq . Suppose there is another ergodic probability measure υq satisfying (3.5). Then μq and υq
must be singular to each other. From (3.5), we conclude that μq and υq are absolutely continuous
to each other. This contradiction implies the uniqueness. 
Proof of Proposition 3.7. Let An(σ) denote the member of
∨n−1
i=0 θ−i (Σ) to which σ belongs.
By the ergodicity of θ , it follows from Shannon–McMillan–Brieman theorem [12] that there
exists some constant a such that
lim
n→∞
logμq(An(σ ))
n
= a for μq -almost all σ.
It is equivalent to
lim
n→∞
logμq([σ |n])
n
= a for μq -almost all σ.
Define
g(σ ) = logρσ1 ∀σ = (σ1σ2 · · ·).
Then, again by the ergodicity of θ , there exists some constant b such that
lim
n→∞
1
n
n−1∑
i=0
g
(
θi(σ )
)= b for μq -almost all σ.
Note that g(θi−1(σ )) = logρσi ∀i  1. We have for μq -almost all σ ,
lim
n→∞
1
n
logρσ |n = lim
n→∞
1
n
n∑
i=1
logρσi = limn→∞
1
n
n−1∑
i=0
g
(
θi(σ )
)= b.
Hence for μq -almost all σ ,
lim
n→∞
logμq([σ |n])
logρσ |n
= lim
n→∞
logμq([σ |n])
n
· lim
n→∞
n
logρσ |n
= a
b
:= α.
For any t > 0 we let
Λt = {J : ρJ < t  ρJ |1}.0
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and only if t → 0+. Note that
Brt (σ ) ⊆
[
σ |n]⊆ Bt(σ ) if σ |n ∈ Λt . (3.11)
This implies that for μq -almost all σ ,
lim
t→0+
logμq(Bt (σ ))
log t
= lim
n→∞
logμq([σ |n])
logρσ |n
= α.
Thus, μq is a Young measure. 
For Young measures, we have the following useful lemma.
Lemma 3.11. [5, Theorem 2.1] Let ν be a Young measure on (Σ,d). Suppose
ν
([IJ ])	 ν([I ])ν([J ]) for all I, J. (3.12)
Then τν(q) is differentiable at 1.
Proof of Theorem 3.4. For any q > 0, let μq be the corresponding probability measure in Propo-
sition 3.6, and let τμq (t) be the Lt -spectrum of the measure μq . By Proposition 3.7, μq is a Young
measure. From (3.5) and Lemma 2.4(iii), we conclude that the measure μq satisfies the condi-
tion (3.12). This, combined with Lemma 3.11, implies that τμq (t) is differentiable at t = 1. By
(3.11), we have for any t > 0,
τμq (t) = limn→∞
log
∑
J∈Δn μq([J ])t
logRn
.
From (3.5), by a direct calculation, we can deduce that
τμq (t) =
P(tq)− tP (q)
logR
. (3.13)
This implies that P(q) is differentiable on (0,∞). 
4. Multifractal decomposition of self-similar vector-valued measures
For any σ ∈ Σ , let Jn(σ ) denote the sequence of Jn so that Jn ∈ Δn and σ ∈ [Jn]. Define
E(α) =
{
σ ∈ Σ : lim
n→∞
logS1(Jn(σ ))
n
= α
}
.
Recall that
Eμ(α) :=
{
x ∈ K: lim
t→0+
log |μ|(Bt (x))
log t
= α
}
.
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Eμ(α) =
{
π(σ) ∈ K: lim
n→∞
log |μ|(KJn(σ ))
n
= α logR
}
.
We will make use of Theorem 3.4 and Proposition 2.2 to determine the Hausdorff dimension of
Eμ(α).
Proposition 4.1. For any α = P ′(q), q > 0,
dimH E(α) = qα − P(q)logR .
Proof. The proof is modified from [4, Theorem 1.3]. We include the details here for the sake of
completeness. From (3.13), it follows that
P ′(q) = P(q)+ τ
′
μq
(1) logR
q
. (4.1)
Let α = P ′(q). By (3.5), we have
E(α) =
{
σ ∈ Σ : lim
n→∞
logμ1([Jn(σ )])
logRn
= α − P(1)
logR
}
.
Note that
τμ1(t) =
P(t)− tP (1)
logR
.
Then by [9, Theorem 4.1], we have
dimH E(α)
α − P(1)
logR
q − τμ1(q) =
αq − P(q)
logR
.
On the other hand, note that the differentiability of τμq (t) at t = 1, we know from [11] that
lim
δ→0+
logμq(Bδ(σ ))
log δ
= τ ′μq (1) for μq -almost all σ.
This, together with (4.1), implies that for μq -almost all σ ,
lim
n→∞
logμq([Jn(σ )])
logRn
= lim
δ→0+
logμq(Bδ(σ ))
log δ
= τ ′μq (1) =
qP ′(q)− P(q)
logR
.
From this, together with (3.5), we deduce that
lim
logS1(Jn(σ )) = P ′(q) = α for μq -almost all σ.n→∞ n
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dimH E(α) dimH μq = qα − P(q)logR .
Thus
dimH E(α) = qα − P(q)logR . 
We remark that the above proposition extends Theorem 1.3 of the paper [4]. More importantly,
we are now ready to study the multifractal structure of self-similar vector-valued measure.
Theorem 4.2. Suppose the system (K, {wj }mj=1, {Aj }mj=1) satisfies the condition:  = 1. Then for
any α = P ′(q)logR ,q > 0,
dimH Eμ(α) = αq − P(q)logR .
Proof. Since  = 1, and the IFS (K, {wj }mj=1) satisfies the OSC, by Proposition 2.2(ii), we have
Eμ(α) =
{
π(σ) ∈ K: lim
n→∞
logS1(Jn(σ ))
n
= α logR
}
= π(E(α logR)). (4.2)
By the similarity of wj s, there exists a constant C > 0 such that∣∣π(σ)− π(σ ′)∣∣ C · d(σ,σ ′) ∀σ,σ ′ ∈ Σ.
Hence
dimH Eμ(α) = dimH π
(
E(α logR)
)
 dimH E(α logR).
On the other hand, let U be a basic open set of the IFS (X, {wj }mj=1) satisfying the condition:
U ∩ K = ∅ [13]. For any t > 0, by the OSC, it follows that {UJ : J ∈ Λt } is a disjoint family.
Again by the similarity of wj s, there exists a positive number a > 0 (independent of t) such that
each UJ contains a ball of radius at . This implies that there exists an integer  independent of
t such that any ball Bt(x) can intersect at most  of the UJ J ∈ Λt . Denote this family of J by
Jt (x). Then
#
(Jt (x))  ∀t > 0, x ∈ K.
Note that
K =
⋃
KJ =
⋃
π
([J ]) ∀t > 0.J∈Λt J∈Λt
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π−1
(
Bt(x)
)⊆ ⋃
J∈Jt (x)
[J ]. (4.3)
Let Jt =⋃x∈K Jt (x). By the definition of (Σ,d), we have
max
J∈Jt
diam[J ] t ∀t > 0.
For any β > dimH Eμ(α), we haveHβ(Eμ(α)) = 0. Then for any ε > 0 and δ > 0 there exists
a δ-covering {Bδi (xi)} of Eμ(α) such that
(a) xi ∈ K and δi  δ;
(b) ∑i δβi < ε .
From (4.2) and (4.3), it follows that
E(α logR) = π−1(Eμ(α))⊆⋃
i
⋃
J∈Jδi (xi )
[J ].
Hence
Hβδ
(
E(α logR)
)

∑
i
∑
J∈Jδi (xi )
(
diam[J ])β ∑
i
δ
β
i < ε.
This implies that dimH (E(α logR)) β . By the arbitrariness of β , we have
dimH
(
E(α logR)
)
 dimH Eμ(α).
Thus
dimH Eμ(α) = dimH
(
E(α logR)
)
.
This, combined with Proposition 4.1, implies that for any α = P ′(q)logR ,
dimH Eμ(α) = αq − P(q)logR . 
5. Applications: multifractal structure of self-similar measures generated by IFS with
overlaps
In this section we will present two examples to elucidate the application of the theory to the
study of the multifractal structure of self-similar measures generated by IFS with overlaps.
For any probability measure υ on set K ⊂ Rd , we let τυ(q) be the Lq -spectrum of the mea-
sure υ , and let
Eυ(α) =
{
x ∈ K: lim+
logυ(Bt (x)) = α
}
.t→0 log t
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τ ′υ(q), q > 0, we have
dimH Eυ(α) = αq − τυ(q).
Example 1. Let
s1(x) = ρx, s2(x) = ρx + (1 − ρ),
where ρ = 2−1(√5−1). Then K = s1(K)∪ s2(K) where K = [0,1]. Let p1 and p2 be two posi-
tive constant potential functions with p1 +p2 = 1. We are interested in the self-similar measure υ
which satisfies the equation:
υ = p1υ ◦ s−11 + p2υ ◦ s−12 . (5.1)
We will study the multifractal structure of υ satisfying (5.1). We note that the IFS (K, {sj }2j=1)
has overlaps. It creates further difficulty for us in the study of multifractal structure. For this self-
similar measure υ , we have the following proposition.
Proposition 5.1. The multifractal formalism for the measure υ is valid for q > 0.
We remark that it is the well-known infinitely convolved Bernoulli measure (ICBM) if p1 =
p2 = 2−1. And in this case, Lau and Ngai [9] showed that the multifractal formalism holds.
Proof. By noting that ρ2 + ρ = 1, we can (see e.g. [16]) decompose the overlapping of s1(K)
and s2(K) into non-overlapping sets by compositions of s1 and s2. Let⎧⎨⎩
w1(x) = s21(x) = ρ2x,
w2(x) = s1 ◦ s22(x) = s2 ◦ s21(x) = ρ3x + ρ2,
w3(x) = s22(x) = ρ2x + ρ.
Then K = ⋃3j=1 wj(K). The self-similar IFS {wj }3j=1 satisfies the OSC, because we have
wj(K
◦) ⊂ K◦ ∀1 j  3 and
wi
(
K◦
)∩wj (K◦)= ∅ ∀i = j.
By the definition of integrate, we have, after iteration, the following nine identities (for arbi-
trary Borel sets D ⊆ K):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
υ(w1 ◦w1(D)) = p1p1υ(w1(D)),
υ(w1 ◦w2(D)) = p1p1υ(w2(D)),
υ(w1 ◦w3(D)) = p1υ(w2(D)),
υ(w2 ◦w1(D)) = p1p1p2υ(w1(D))+ p1p2υ(w2(D)),
υ(w2 ◦w2(D)) = (p1p2p2 + p1p1p2)υ(w2(D)),
υ(w2 ◦w3(D)) = p1p2υ(w2(D))+ p1p2p2υ(w3(D)),
υ(w3 ◦w1(D)) = p2υ(w2(D)),
υ(w3 ◦w2(D)) = p2p2υ(w2(D)),
(5.2)υ(w3 ◦w3(D)) = p2p2υ(w3(D)).
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a
(1)
11 = p1p1, a(1)21 = p1p1p2, a(1)22 = p1p2, a(1)32 = p2;
a
(2)
12 = p1p1, a(2)22 = p1p2p2 + p1p1p2, a(2)32 = p2p2;
a
(3)
12 = p1, a(3)22 = p1p2, a(3)23 = p1p2p2, a(3)33 = p2p2.
By taking advantage of (5.2), we can confirm that the self-similar identity (5.1) is equivalent to
the following second-order identities: For any D ⊆ K ,(
υ(w1 ◦wj(D))
υ(w2 ◦wj(D))
υ(w3 ◦wj(D))
)
= Aj
(
υ(w1(D))
υ(w2(D))
υ(w3(D))
)
, j = 1,2,3 (5.3)
where
A1 =
⎛⎜⎝a
(1)
11 0 0
a
(1)
21 a
(1)
22 0
0 a(1)32 0
⎞⎟⎠ , A2 =
⎛⎜⎝0 a
(2)
12 0
0 a(2)22 0
0 a(2)23 0
⎞⎟⎠ , A3 =
⎛⎜⎝0 a
(3)
12 0
0 a(3)22 a
(3)
23
0 0 a(3)33
⎞⎟⎠ .
Then, the system (K, {wj }3j=1, {Aj }3j=1) is set up. (We note that the contraction ratios are differ-
ent.) It is obvious that the matrices {Aj }3j=1 satisfy the conditions (H1) and (H2).
For any multi-index J = (j1j2 · · · jn), we denote KJ = wJ (K), and let AJ =∏ni=1 Aji (in
this case AwJ (x) ≡ AJ .) It follows from (5.3) inductively that for all multi-index J ,(
υ(w1(KJ ))
υ(w2(KJ ))
υ(w3(KJ ))
)
= AJ
(
υ(w1(K))
υ(w2(K))
υ(w3(K))
)
≈ AJ 1. (5.4)
Let a = maxj pj , and let b = minj pj . Then for any 1  i, j  2 and Borel set D ⊆ K , we
have
υ
(
si ◦ sj (D)
)= p1υ(s−11 (si ◦ sj (D)))+ p2υ(s−12 (si ◦ sj (D)))
 p1υ
(
sj (D)
)+ p2υ(sj (D)) 2aυ(sj (D)).
On the other hand, by K = s1(K)∪ s2(K), we can deduce similarly that
υ
(
si ◦ sj (D)
)
 bυ
(
sj (D)
)
.
From the set-up of wj s, it follows that for any 1 j  3 and multi-index J ,
b3υ(KJ ) υ
(
wj(KJ )
)
 (2a)3υ(KJ ).
By combining this with (5.4), we conclude that
υ(KJ ) ≈
3∑
υ
(
wj(KJ )
)≈ ‖AJ ‖. (5.5)
j=1
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|J |=n
‖AJ ‖ ≈
∑
|J |=n
υ(KJ ) = υ(K) = 1.
This implies that  = 1, where  is the spectral radius of vector-valued Ruelle operator T defined
by
T f (x) =
3∑
j=1
Ajf ◦wj(x) ∀f ∈ C
(
K,Rd
)
.
Let μ be the unique probability self-similar vector-valued measure of the system (K, {wj }3j=1,
{Aj }3j=1), i.e. T ∗μ = μ. By Proposition 2.2(ii), we have
|μ|(KJ ) ≈ ‖AJ ‖ for all J.
This, combined with (5.5), implies that
dimH Eυ(α) = dimH Eμ(α).
Let P(q) be the pressure function of the system (K, {wj }3j=1, {Aj }3j=1). Note that, in this
example, R = ρ2. Thus, by Theorem 4.2, we have for any α = P ′(q)2 logρ , q > 0,
dimH Eυ(α) = αq − P(q)2 logρ . (5.6)
Let τυ(q) denote the Lq -spectrum of the measure υ , and let Δn be defined as in the first
section for the IFS {wj }3j=1. Then by [2] we have
τυ(q) = lim inf
n→∞
log
∑
J∈Δn υ(KJ )
q
2n logρ
, q > 0.
By (5.5), we have τυ(q) = P(q)2 logρ . This, together with (5.6), implies the conclusion immedi-
ately. 
Example 2. Let K = [0,1], and let s1(x) = x3 , s2(x) = 13 + x3 , s3(x) = 49 + x3 , s4(x) = 59 + x3 and
s5(x) = 23 + x3 . We can confirm that K =
⋃5
j=1 sj (K), and the IFS (K, {sj }5j=1) has overlaps. For
any positive constant potentials {pj }5j=1 with
∑5
j=1 pj = 1, we consider the probability measure
υ satisfying the condition:
υ =
5∑
j=1
pjυ ◦ s−1j . (5.7)
For this system, we also have the following conclusion.
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Proof. We let K = [0,1], and let⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
w1(x) = s1(x) = x3 ,
w2(x) = s2 ◦ s1(x) = 13 + x9 ,
w3(x) = s22(x) = s3 ◦ s1(x) = 49 + x9 ,
w4(x) = s2 ◦ s5(x) = s3 ◦ s2(x) = s4 ◦ s1(x) = 59 + x9 ,
w5(x) = s3 ◦ s5(x) = s4 ◦ s2(x) = s5 ◦ s1(x) = 23 + x9 ,
w6(x) = s4 ◦ s5(x) = s5 ◦ s2(x) = 79 + x9 ,
w7(x) = s25(x) = 89 + x9 .
It is obvious that K = ⋃7j=1 wj(K). The IFS {wj }7j=1 satisfies the OSC, because we have
wj(K
◦) ⊂ K◦ ∀ 1 j  7 and
wi(K
◦)∩wj(K◦) = ∅ ∀i = j.
From (5.7), we can confirm that for any Borel set D ⊆ K and 1 j  7,⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
υ(w1 ◦wj(D)) = p1υ(wj (D)),
υ(w2 ◦wj(D)) = p2p1υ(wj (D)),
υ(w3 ◦wj(D)) = (p22 + p3p1)υ(wj (D)),
υ(w4 ◦wj(D)) = (p2p5 + p3p2 + p4p1)υ(wj (D)),
υ(w5 ◦wj(D)) = (p3p5 + p4p2 + p5p1)υ(wj (D)),
υ(w6 ◦wj(D)) = (p4p5 + p5p2)υ(wj (D)),
υ(w7 ◦wj(D)) = p25υ(wj (D)).
(5.8)
For any 1 j  7, we let
Aj =
j th⎛⎜⎜⎝
0 · · · a1,j · · · 0
0 · · · a2,j · · · 0
...
...
...
0 · · · a7,j · · · 0
⎞⎟⎟⎠
7×7
where a1,j = p1, a2,j = p2p1, a3,j = p22 + p3p1, p4,j = p2p5 + p3p2 + p4p1, a5,j = p3p5 +
p4p2 + p5p1, a6,j = p4p5 + p5p2 and a7,j = p25. Then, the system (K, {wj }7j=1, {Aj }7j=1) is
set up. (We note that the contraction ratios are different.) It is obvious that ∑7j=1 Aj > 0, and
the matrices {Aj }7j=1 satisfy the conditions (H1) and (H2). For any multi-index J = (j1j2 · · · jn)
with 1 ji  7, we let AJ =∏ni=1 Aji , and denote
υ
(
wJ (D)
)= (υ(w1 ◦wJ (D)), . . . , υ(w7 ◦wJ (D)))t .
Then, from (5.8), we can conclude that
υ
(
wJ (K)
)= AJ · υ(K) ≈ AJ 1. (5.9)
96 Y.-L. Ye / Advances in Applied Mathematics 38 (2007) 71–96Using (5.9), we can (in a way similar to that in the previous proposition) deduce the conclusion
of the proposition, and we omit it. 
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