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ABSTRACT
We present an analysis of the X-ray time lags for the highly variable Seyfert 1 galaxy NGC
4051, based on a series of XMM-Newton observations taken in 2009. We investigate the
Fourier frequency dependent time lags in the light curves between the 0.3–1.0 keV and 2.0–
5.0 keV energy bands as a function of source flux, including simultaneous modelling of the
resulting lag-frequency spectra. We find the shape of the lag-frequency spectra to vary signif-
icantly and systematically with source flux. We model the lag-frequency spectra using simple
transfer functions, and find that two time lag components are required, one in each energy
band. The simplest acceptable fits have only the relative contribution of the lagged compo-
nent in the hard band varying with flux level, which can be associated with changes in the
energy spectrum. We discuss the interpretation of these results in terms of the currently pop-
ular models for X-ray time lags.
Key words: galaxies: active – galaxies: individual: NGC 4051 – galaxies: Seyfert – X-rays:
galaxies
1 INTRODUCTION
Active galactic nuclei (AGN) are thought to be powered via accre-
tion of gas onto a supermassive black hole (SMBH), with MBH ∼
106 − 109 M⊙, through an optically thick, geometrically thin disc
(Shakura & Sunyaev 1973). The release of gravitational potential
energy in the disc manifests itself as thermal blackbody emission,
peaking in the UV. Some of these disc seed photons upscatter to X-
ray energies through inverse-Comptonisation (Haardt & Maraschi
1993) in a corona of hot electrons. While the X-ray emission mech-
anisms are well understood, many details about accretion flow and
the geometry of the X-ray emission region still remain unexplained.
The leading model for X-ray variability of AGN (and X-ray
binaries: XRBs) is based on the inward propagation of random
accretion rate fluctuations in an accretion disc (e.g. Kotov et al.
2001, King et al. 2004, Zdziarski 2005; Are´valo & Uttley 2006,
Ingram & Done 2010, Kelly et al. 2011), where the local mass ac-
cretion rate through the inner regions of the disc powers an ex-
tended X-ray emitting corona of hot electrons. This model repro-
duces many of the currently known spectral variability patterns in
AGN and XRBs (Are´valo & Uttley 2006).
The discovery of very short time lags (. 100 s) between soft
and hard X-ray bands (Fabian et al. 2009), where the soft band vari-
ations lag the hard band variations, may allow us to probe the X-ray
emission region and inner accretion flow. The soft lag is thought
to represent the ‘reverberation’ signal as the primary X-ray emis-
sion is reprocessed by relatively nearby material, one candidate for
which is the inner accretion disc itself (e.g. Fabian et al. 2009).
⋆ wna3@leicester.ac.uk
These subtle signals directly encode the physical scales of the re-
flection region (by light travel time arguments). The X-ray emission
illuminates the optically thick disc material, producing the X-ray
’reflection’ spectrum (Pounds et al. 1990; George & Fabian 1991)
which responds to variations in the X-ray luminosity with a short
time lag set by the light travel time between the emission sites (10rg
is ∼ 100 s for MBH ∼ 2× 106 M⊙, where rg = GM/c2).
Another model for the time lags has the X-rays scattering off
a shell of circumnuclear material located at tens to thousands of
rg from the central source of X-ray emission (Miller et al., 2010;
2010, hereafter M10a and M10b respectively). Electron scattering
within this region produces a delayed, reprocessed X-ray contin-
uum. Absorption within the shell (bound-free and bound-bound
transitions) means that, at large distances (hence longer time lags)
soft X-rays are preferentially more likely to be absorbed than scat-
tered out of the shell, relative to harder X-rays. Including only the
hard-band reprocessing, such a model can reproduce a (positive)
hard lag at low frequencies, and if the edges of the shell are quite
sharp it can also reproduce a (negative) soft lag in a narrow, higher
frequency band, as a ‘ringing’ artifact of the sharp impulse response
function (a manifestation of the Gibbs phenomenon). M10a ex-
tended the model to include reprocessing of the softer X-rays, from
only inner regions of the shell, this reproduces a broader negative
(soft) lag.
Soft lags have now been detected in many other sources (e.g.
De Marco et al. 2011; Emmanoulopoulos et al. 2011; Zoghbi et al.
2012; Cackett et al. 2013; De Marco et al. 2013) and even a source
flux dependence on the soft lag has been seen (Kara et al. 2013).
This builds on the now well-established X-ray time lags observed at
lower frequencies (e.g. Papadakis et al. 2001; Vaughan et al. 2003;
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McHardy et al. 2004; Are´valo et al. 2006). Soft lags have also been
uncovered in black hole XRBs (Uttley et al. 2011). However, at
present, the interpretation of the lags remains controversial (M10a;
Zoghbi, Uttley & Fabian 2011, hereafter Z11).
In this paper we investigate the reverberation signal in NGC
4051 with respect to source flux. This is a narrow line Seyfert 1
galaxy that displays rapid and high amplitude X-ray spectral vari-
ability, including occasional prolonged periods of low flux and
variability (e.g. Green et al. 1999; Uttley et al. 1999; Vaughan et al.
2011). McHardy et al. (2004) revealed hard X-ray lags using a long
XMM-Newton observation taken in 2001, while De Marco et al.
(2013) recently demonstrated the existence of soft X-ray lags at
higher frequencies from more recent observations. Modelling how
the lag spectrum changes over different flux levels, with different
spectral appearance, could provide valuable insight into the geome-
try of the reverberating medium, responsible for the soft band lags.
The rest of this paper is organised as follows. Section 2 dis-
cusses the observations of NGC 4051 and extraction of the X-
ray light curves. Section 3 describes the method of producing fre-
quency domain products and modelling of the lag spectrum. The
implications of these results are discussed in section 4. The results
of simulations used to assess the reliability of the recovered lag-
frequency spectrum are described in Appendix A.
2 OBSERVATIONS AND DATA REDUCTION
NGC 4051 was observed by XMM-Newton 15 times over 45 days
during May-June 2009 (see Alston et al. 2013 for observation de-
tails). This paper uses data from the EPIC-pn camera (Stru¨der et al.
2001) only, due to its higher throughput and time resolution. The
raw data were processed from Observation Data Files (ODFs) fol-
lowing standard procedures using the XMM-Newton Science Anal-
ysis System (SAS v12.0.1), using the conditions PATTERN 0–4
and FLAG = 0. The data reduction followed that of Vaughan et al.
(2011) except that we used a 20 arcsec circular extraction region
for the source. The EPIC observations were made using small win-
dow (SW) mode; the fast CCD readout helps to mitigate event pile-
up (Ballet 1999; Davis 2001). We assessed the potential impact of
pile-up using the SAS task EPATPLOT, and found only the high-
est flux revolution (rev 1730) showed significant signs of pile-up
effects during the highest flux periods. The data were filtered for
high background flares, and the background was visually inspected
for rises towards the end of each observation. Strong background
flares can introduce spurious time lags, so particular care has been
taken to remove the influence of background variations (typically
worse at the end of each observation).
The total duration of the useful data from the 2009 campaign
is ≈ 572 ks, giving ∼ 6× 106 EPIC-pn source counts. NGC 4051
was also observed for ∼ 120 ks in 2001 and ∼ 50 ks in 2002. We
do not include these data in the present analysis to avoid problems
caused by systematic changes during the intervening ∼ 8 years.
3 LAG MEASUREMENTS
From two evenly sampled time series x(t), y(t) we can com-
pute the Fourier Transforms X(f), Y (f), in terms of ampli-
tude phase. We can estimate the power spectrum for each
time series using |X(f)|2 and |Y (f)|2, after subtracting the
Poisson noise and applying some normalisation factor. Follow-
ing e.g. Vaughan & Nowak (1997) we can define the com-
Figure 1. Cross-spectral products for the soft (0.3–1.0 keV) and hard (2.0–
5.0 keV) energy bands. Panel (a) shows power spectral density for the soft
(black circles) and hard (blue diamonds) bands. The dashed lines are the
Poisson noise estimates. Panel (b) shows the raw (blue diamonds) and Pois-
son noise corrected (black circles) coherence, see section 3 for details. Panel
(c) shows the time lag between the hard and soft band, where a positive val-
ues indicate the hard band lags. The grey dashed line is the Poisson-noise
lag estimate, see section 3 for details.
plex valued cross-spectrum Cxy(f) = X∗(f)Y (f) =
|X(f)||Y (f)|ei(φy(f)−φx(f)), where ∗ denotes the complex con-
jugate. We estimated cross-spectral products by first averaging the
complex Cxy(f) values over non-overlapping segments of time se-
ries, and then averaging in geometrically spaced frequency bins
(each bin spanning a factor ∼ 1.3 in frequency). For the analy-
sis in this paper we use segment sizes of 10 ks and time bins of 10
s. Accounting for observations that don’t last an integer multiple of
10 ks, this leaves 490 ks of data from the 2009 observations.
From the resulting complex-valued cross-spectral estimate we
obtain a phase lag φ(f) = arg〈Cxy(f)〉which may be transformed
into the corresponding time lag τ (f) = φ(f)/(2pif). This recov-
ers the (time averaged) frequency dependent time lags between any
correlated variations in x(t) and y(t). Errors were estimated us-
ing standard formulae (Vaughan & Nowak 1997; Bendat & Piersol
1986). The magnitude of the error estimates was checked using
simulated light curves (see Appendix A).
From the cross-spectrum we can also obtain the coherence, a
measure of the linear correlation between two time series as a func-
tion of Fourier frequency (Vaughan & Nowak 1997). The coher-
ence is defined as γ2xy(f) = |〈Cxy(f)〉|2/{〈|X(f)|2〉〈|Y (f)|2〉},
and takes on values in the range [0,1]. For time series contam-
inated by Poisson noise the coherence is suppressed, particu-
larly at high frequencies where the intrinsic source variability is
weaker and the Poisson noise tends to dominate. The coherence
can be corrected for the presence of Poisson noise as discussed in
Vaughan & Nowak (1997).
Fig. 1 shows the power and cross-spectral products for the
c© 2013 RAS, MNRAS 000, 1–7
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Figure 2. Plot of soft (0.3–1.0 keV) and and hard (2.0–5.0 keV) band light curve segments used in the fluxed analysis. The grey, orange and clear sections
represent the high medium and low flux segments respectively, with a total band (0.2–10.0 keV) mean flux of 17.1, 7.8, and 4.4 ct s−1. The vertical dotted
lines separate the individual observations. The dark grey curve is the background level in each band.
0.3–1.0 keV (soft) and 2.0–5.0 keV (hard) bands, with mean count
rates 5.8 and 0.8 ct s−1 respectively. The power spectral density
(PSD) is plotted for each band in panel (a), where the hard band
shows a flatter spectrum, as found in Vaughan et al. (2011). Panel
(b) shows the raw and noise corrected coherence. The noise cor-
rected coherence is high (∼ 0.6) for frequencies up to ∼ 10−3 Hz,
above which it is seen to drop off smoothly.
Panel (c) in Fig. 1 shows the time lag as a function of Fourier
frequency (hereafter ‘lag-frequency spectrum’). Here we follow the
convention of indicating a soft band lagging behind the hard band
with a negative time lag (hereafter ‘soft lags’). The lag-frequency
spectrum shape is similar to that seen in other sources, and seems
to be quite common in low-redshift, X-ray variable AGN (e.g.
Fabian et al. 2009; Emmanoulopoulos et al. 2011 (hereafter E11);
De Marco et al. 2013). At frequencies less than ≈ 4 × 10−4 Hz a
hard lag is seen, whereas between ≈ 5 × 10−4 and 1 × 10−3 the
soft emission lags the hard, with a maximum soft lag of ∼ 50 s at
∼ 6× 10−4 Hz.
The effect of Poisson noise is to contribute an independent,
random element to each phase difference measurement. This makes
small time lags difficult to detect at high frequencies where the
Poisson noise begins to dominate over intrinsic source variations.
This effect can be estimated using equation 30 of Vaughan et al.
(2003), which provides an estimate of the uncertainty on the time
lag estimates due to the Poisson noise. This is plotted in Fig. 1
(panel c); we do not expect to recover reliable lags inside this range.
The PSD for the hard band was used in this calculation, as this has
the lowest signal-to-noise of the two bands concerned. For frequen-
cies above ∼ 3× 10−3 Hz the Poisson noise dominates the lag.
The effects of spectral ‘leakage’ (e.g. van der Klis 1989;
Uttley et al. 2002) on the lag-frequency spectrum were investigated
using simulations (see Appendix A). We found a bias in the size of
the observed lag at a given frequency, such that the magnitude of
the observed lag is reduced. This implies that in the absence of such
a bias the lags would be larger than currently estimated.
3.1 Flux resolved time lags
It is already known that the shape of the energy spectrum and the
rms vary with flux level (e.g. Vaughan et al. 2011). Here we inves-
tigate changes in the lag-frequency spectrum as a function of flux.
The time series segments were sorted by their average flux level
and the cross-spectrum estimated in three flux bins, using an ap-
proximately equal number of light curve segments in each flux bin.
The total band (0.2–10 keV) mean count rate is 17.1, 7.8 and 4.5
ct s−1 for the high, medium and low flux levels respectively, with
15, 15 and 19 segments (of 10 ks) in each flux bin, respectively.
The soft (0.3–1.0 keV) and hard (2.0–5.0 keV) band light curves
are shown in Fig. 2, where the segments used in each flux level are
indicated. The segment length was chosen to be 10 ks as a com-
promise between having a wide range of fluxes (smaller duration
segments give a wider range of mean fluxes) and having better low
frequency coverage and reduced bias (longer segments give better
low frequency coverage). In Appendix A we explore the effect of
using longer length segments. The segment length is longer than
the the timescale on which the PSD bends (f ∼ 2 × 10−4 Hz;
Vaughan et al. 2011) which also helps reduce the bias from very
low frequencies.
Fig. 3 shows the lag-frequency spectrum, for the high, medium
and low flux levels. The high flux lag-frequency spectrum is con-
sistent with that of the total flux shown in Fig. 1. This is to be
expected since the high flux intervals are also the most highly vari-
able (Vaughan et al. 2011), so tend to have the higher Fourier am-
plitudes, and dominate the average cross-spectrum. A clear change
in the lag-frequency spectrum shape with source flux can be seen.
We ignore any frequency bins where the raw coherence is con-
sistent with zero (see Fig. 1). This leaves 10 frequency bins per lag-
frequency spectrum after applying the frequency averaging. The
noise corrected coherence is high (& 0.6) for these 10 frequency
bins in all three flux ranges. No significant changes in the coher-
ence spectrum were seen across the flux levels.
3.2 Modelling the lag
In this section we attempt to fit the lag spectra for the high, medium
and low fluxes using simple analytical models. We assume the
time series obtained from each band is actually some underlying
‘source’ variability z(t) convolved with a linear impulse response
function1: x(t) = ψx(t) ⊗ z(t) and y(t) = ψy(t) ⊗ z(t). This is
clearly a simplification but allows us to test some ‘toy models’ for
1 We use ‘impulse response’ or ‘response function’ to indicate the function
as applied in the time domain (by convolution), and ‘transfer function’ to
represent its Fourier counterpart, as these terms are standard in the signal
processing literature.
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Figure 3. Lag-frequency spectrum as a function of source flux between the
soft (0.3–1.0 keV) and hard (2.0–5.0 keV) bands. The data in the left and
right hand panels are the same, with the panels from top to bottom showing
the high, medium and low flux lag-frequency spectra respectively. The solid
blue lines are the results of fitting the response function models described
in section 3.2. Left: TH-TH model 2 of Table 1 (upper section), consisting
of a top hat in the hard band (dashed) and a top hat in the soft band (dotted).
Right: PL-TH model 2 of Table 1 (lower section), consisting of a power
law for the hard band (dashed) plus a top hat in the soft band (dotted). The
upper panels illustrate (since they are only schematic) the corresponding
time response functions for the plotted models. In the PL-TH model (right),
the black and grey dashed lines represent the propagation of fluctuations
between some initial fluctuations and the soft and hard emitting regions
respectively. The difference of the Fourier transforms of these two functions
is approximately constant, giving lags between the two bands that have a
power-law dependence on frequency.
the origin of the time lags2. The phases obtained from the cross-
spectrum Cxy(f), which give the time lag-frequency spectrum,
are (on average) the differences between the phases of the Fourier
transforms of each response, i.e. φ(f) = arg Ψy(f)− arg Ψx(f).
Previous work (e.g. M10a, E11, Z11) has made use of two
types of time lag model: a power law dependence of the time lag
with frequency, or the delay due to a top hat impulse response. A
roughly power law (PL) frequency dependence of the hard X-ray
time lag is well established in X-ray binaries (e.g. Miyamoto et al.
2 We note that the response function models discussed here or elsewhere in
the literature are linear, which give unity coherence between the input and
output time series, and therefore fail to reproduce the coherence spectrum
(see Fig. 1).
1988; Nowak et al. 1999; Pottschmidt et al. 2000), at least at low
frequencies, and consistent results from AGN have been reported
several times (e.g. Papadakis et al. 2001; Vaughan et al. 2003;
McHardy et al. 2004; Are´valo et al. 2006). We therefore consider
a PL model of the form τ (f) = Nf−α with α ≈ 1. The time
domain representation of this function is shown in Fig. 3. This
may represent the effects of variations propagating through and
modulating an extended emission region (e.g. Kotov et al. 2001;
Are´valo & Uttley 2006). But a PL lag-frequency spectrum does not
show a reversal in the direction of the lag (as seen in the data),
meaning alternative or additional terms are required to explain the
negative lag.
A simple alternative model is provided by a ‘top hat’ (TH)
impulse response, as might be produced by reverberation from an
extended medium. The TH is characterised by three parameters:
start time t0, width w, and scaling fraction S. In practice we fit the
time-lag spectrum using the time lags extracted from the Fourier
transform of a TH plus a δ-function. The δ-function corresponds
to direct (not delayed or smoothed) emission, and the parameter
S sets the intensity of delayed emission relative to the direct emis-
sion. The start time (t0) of the top hat component was allowed to be
negative to allow for time lags of the direct component, as is found
in Wilkins & Fabian (2013). As discussed in M10a and Z11, a TH
response function applied to the hard band alone can produce both
a hard lag at low frequencies and an apparent soft lag at higher fre-
quencies due to ‘ringing’ caused by the sharp edges of the response
function in the time domain. However, as pointed out by Z11, such
a model predicts a frequency range for the soft lag that is narrower
than typically observed.
We fitted various combinations of PL and TH-based time lag
models to our data. As the time lags were estimated by averag-
ing the cross-periodograms from multiple segments their distribu-
tions should be approximately Normal, and hence we can use stan-
dard min(χ2) fitting techniques. The lag-frequency spectra from
the three flux levels were fitted simultaneously. Some parameters
were ‘tied’ such that the same value applies to the model at all three
flux levels, and other parameters were ‘untied’ meaning that the pa-
rameter was allowed to take on different values for each flux level.
During the fitting we experimented with different combinations of
tied and untied parameters, as summarised in Table 1.
As expected, the simple PL model and the simple hard-band
TH model do not provide acceptable fits to our data (with p < 10−4
in a χ2 goodness-of-fit test). We therefore consider in detail two
more complex models. The first is based on TH plus δ-function
responses in the soft and hard bands, the second model adds lags
from a TH plus δ-function response in soft band to a PL lag in the
hard band. We refer to these as the TH-TH and TH-PL models, re-
spectively (they correspond to models 2 and 3 of E11). A model
with PL-like responses in both bands (PL-PL model) can in prin-
ciple generate hard lags on long timescales and soft lags on short
timescales, if the PL index in the hard band is steeper than the soft
band. We did not attempt to fit such a model as it necessarily gives
only a very smooth lag-frequency spectrum, which is inconsistent
with the relatively sharp transition from hard to soft lags observed.
Ignoring flux-dependence, the TH-TH model has six param-
eters (three for each TH component). Table 1 shows the results of
fitting the model with variants of tied and untied parameters. The
simplest acceptable fit to the data was provided by letting only the
scaling factor Sh vary with flux (this is listed as TH-TH 2 in Ta-
ble 1; 8 free parameters). In this case a good fit is obtained if the
Sh parameter, indicating the strength of the delayed component in
the hard band, decreases with decreasing flux and is consistent with
c© 2013 RAS, MNRAS 000, 1–7
The flux-dependent time lags in NGC 4051 5
Table 1. Results of simultaneous model fitting to the three lag spectra, for
variants of tied (T) and untied (U) parameters. Column (1) is the model
variant, columns (2-7) are the model parameters, column (8) is the χ2 fit
and degrees of freedom, and column (9) is the null hypothesis probability.
The h, s sub/super-scripts indicate the parameter is for the transfer function
in the hard and soft band respectively.
Variant Parameters: Tied / Untied χ2 / dof p value
TH-TH Model
th0 wh Sh t
s
0 ws Ss
1 T T T T T T 39/24 0.02
2 T T U T T T 19/22 0.66
3 T T T T T U 21/22 0.52
4 T T U T T U 17/20 0.60
5 U T T U T T 24/20 0.24
6 U U T U U T 14.5/16 0.56
PL-TH Model
Nh αh t
s
0 ws Ss
1 T T T T T 39/25 0.04
2 U T T T T 25.6/23 0.32
3 T T T T U 35/23 0.05
4 U T T T U 22.6/21 0.37
5 U U T T U 22.5/19 0.22
6 T T U U U 34/19 0.02
7 T U U U U 24/17 0.14
Table 2. Parameter values for the simplest model fits to the three flux lag-
frequency spectra. These correspond to the TH-TH variants 2 and 3, and
PL-TH variants 2 and 3 from Table 1. Column (1) is the model parameter,
where the h and s sub/super-scripts indicate the parameter is for the transfer
function in the hard and soft band respectively. Columns (2-4) are the tied
or untied parameter values, where ‘-’ means the parameter was tied for all
fluxes (see section 3.2 and Table 1 for the model variant details).
Parameter High / all Medium Low
TH-TH variant 2
th0 1120 ± 120 - -
wh 560± 60 - -
Sh 0.45 ± 0.09 0.26 ± 0.08 0.14 ± 0.07
ts0 60± 180 - -
ws 1530 ± 230 - -
Ss 0.44 ± 0.09 - -
TH-TH variant 3
th0 1130 ± 100 - -
wh 570± 70 - -
Sh 0.28 ± 0.07 - -
ts0 −10± 110 - -
ws 1630 ± 130 - -
Ss 0.23 ± 0.10 0.53 ± 0.13 0.66 ± 0.15
PL-TH variant 2
Nh 0.0005 ± 0.0001 0.0± 0.0002 0.0± 0.0002
αh 1.44 ± 0.07 - -
ts0 −10± 110 - -
ws 610 ± 120 - -
Ss 0.22 ± 0.05 - -
PL-TH variant 3
Nh 0.0002 ± 0.002 - -
αh 1.42 ± 0.10 - -
ts0 10 ± 80 - -
ws 610 ± 100 - -
Ss 0.16 ± 0.11 0.29 ± 0.12 0.25 ± 0.12
there being no delayed component at low fluxes. This is to be ex-
pected given the disappearance of the hard lag at low frequencies
in the lower flux data (Fig 3; left panels). Allowing only the Ss pa-
rameter to vary (model TH-TH 3 in Table 1 gives a worse, but still
acceptable fit to the data. Keeping the Ss and Sh constant with flux,
but allowing the start times (ts and th) to vary with flux provided
a rather worse, but still acceptable, fit to the data (model TH-TH 5
in Table 1). Allowing the top hat widths (ws and wh) to also vary
independently with flux gave a very good fit (model TH-TH 6 in
Table 1) but with the largest number of free parameters (14). The
fit parameter values for TH-TH models 2 and 3 are listed in Table 2.
Again ignoring flux-dependence the PL-TH model has five pa-
rameters: Nh,αh, ts0, ws, Ss. The results of fitting this model to
the three lag-frequency spectra are displayed in Table 1. As with
the previous model, the simplest variant providing an acceptable
fit allowed only the hard band scaling factor Nh to vary with flux
(PL-TH model 2 in Table 1). In particular, the parameterNh, repre-
senting the normalisation of the PL lag in the hard band, is positive
for the high flux data and consistent with zero for medium and low
flux data, which accounts for the disappearance of the hard lag at
low frequencies in the lower flux data (Fig 3; right panels). Allow-
ing only Ss to vary with flux (PL-TH model 3 in Table 1 did not
give an acceptable fit. The fit parameter values for PL-TH models
2 and 3 are listed in Table 2.
We have also tried a model combining features of both the
above models, namely TH plus δ-function applied to the soft band,
and a TH plus δ-function applied to the hard band, with additional
hard lags from a PL component. In this case the power-law nor-
malisation is always consistent with zero (for various combinations
of tied/untied parameters), and so the model reduces to the TH-TH
model above.
The models were refitted after re-parameterising the scaling
factors such that the TH component normalised to unity and the
normalisation of the delta function was a free parameter. This is
mathematically equivalent, but allows us to monitor any changes in
the direct component with flux. The results are consistent with our
model fits in Table 1, where we found the scaling fraction on the
δ-function in the soft band to be constant with flux.
An extreme variation on this model has direct component in
the soft band vanishing at low fluxes. We explicitly tested this by
fixing the δ-function scaling factor in the soft band at low flux to
zero. For the TH-TH and PL-TH model variants described in Table
1, we again simultaneously fit across all flux levels. We find fixing
the δ-function scaling factor to zero did not provide an acceptable
fit (p < 0.01 for all model variants).
4 DISCUSSION AND CONCLUSIONS
4.1 Summary and comparison with previous work
We have studied the frequency dependent time delays in the Seyfert
galaxy NGC 4051 using a series of XMM-Newton observations
made in 2009. We found the lag-frequency spectrum varies signifi-
cantly and systematically with source flux. At high fluxes there is a
hard (‘positive’) lag at the lowest frequencies and a soft (‘negative’)
lag confined to a narrow range of frequencies around ≈ 5 × 10−4
Hz, but at lower fluxes the low frequency lag reverses direction, be-
coming a soft lag. The lag-frequency spectra in three flux bins can
be modelled simultaneously using simple response function mod-
els. The simplest acceptable fits have all parameters tied between
the flux levels, except for the parameter that determines the mag-
c© 2013 RAS, MNRAS 000, 1–7
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nitude of the delayed component in the hard band light curve. Al-
lowing just the scaling fraction in the soft band to vary provides an
acceptable fit in the TH-TH model, but not in the PL-TH model.
Previous work by McHardy et al. (2004), M10b and
Legg et al. (2012) on X-ray time lags in NGC 4051 found hard lags
increasing to lower frequency, but did not identify a soft (‘nega-
tive’) lag. This may reflect genuine differences in the variability
between observations, but might also be due to differences in the
data quality and/or analysis methods that meant a soft lag went
undetected. We note that these papers all used data obtained dur-
ing times when NGC 4051 was relatively bright, and our analysis
shows that at high fluxes the soft lag occurs over a relatively nar-
row range of frequencies. M10b and Legg et al. (2012) used data
from Suzaku which contain periodic gaps (due to the∼ 96 min Low
Earth orbit), and used a much longer time bins (256 s) than our anal-
ysis. It may well be the case that the data or analysis used by these
authors are less sensitive to the short (∼ 50 s) lag we observe with
XMM-Newton. Recently, De Marco et al. (2013) published a lag-
frequency spectrum for a sample of unabsorbed, radio-quiet AGN
including NGC 4051. Their lag-frequency spectrum represents an
average over XMM-Newton observations taken during 2001, 2002
and 2009, and is consistent with the lag-frequency spectrum we
show for high flux periods (which will tend to dominate such an
average, as discussed above).
4.2 Understanding the time delays
The changes in lag-frequency behaviour with flux could be linked
to the strong change in spectral shape with flux (see e.g. Vaughan et
al. 2011) if the hard and soft lag components are linked to the com-
ponents which make up the energy spectrum, and these components
change in relative strength. A detailed comparison of the energy-
dependent behaviour is beyond the scope of this paper, however.
But we note here that the lack of positive lags at low fluxes could
indicate a change in the circum-nuclear structure, and also be re-
sponsible for the dramatic change in the energy spectrum.
For the purpose of the present discussion we assume the cause
of the very lowest fluxes is no different from the X-ray variabil-
ity in general, simply the lowest point in a continuum of spectral
variability. This seems most natural given the rms-flux relation for
NGC 4051 (Uttley et al. 2005; Vaughan et al. 2011) appears as a
single linear track from highest to lowest fluxes, and the PSD shape
remains constant in shape for high and low fluxes (Vaughan et al.
2011)3. If the soft band emission was dominated by reprocessed
emission at low fluxes we would expect to see a change in the PSD
(the reprocessor acts as a low-pass filter). The optical and X-ray
variations (including low flux periods) are correlated on timescales
of ∼> 1 day (Breedt et al. 2010), and the UV and X-ray variations
are correlated on timescales of ∼ 1 hr (Alston et al. 2013). These
correlation results are independent of X-ray flux, and support the
model where X-ray variability on the timescales that soft lags are
observed is dominated by intrinsic X-ray luminosity variations.
We fitted the lag-frequency spectrum using two simple kinds
of impulse response models: a top hat (TH) response in the time
domain and a time lag that varies with frequency as a power law
3 The flux-resolved PSD analysis of Vaughan et al. (2011) was carried out
using a broad (0.3-10 keV) energy band. But, as the count spectrum of NGC
4051 is dominated by soft (<2 keV) photons, this is effectively tracks the
soft X-ray PSD with flux, which should be most sensitive to changes in
absorption.
(PL). The soft band lag of about ∼ 50− 100 s can be explained by
a single TH response function spanning lags from 0 s to ∼ 103 s.
The observed time lag is diluted by the direct (zero delay) compo-
nent included in the response function. The hard band lag can be
explained either in terms of a top hat response with a minimum lag
of ∼ 103 s, or a power law-like frequency dependence with an in-
dex of α ≈ 1.5. These two models give similar quality fits over the
observed frequency range, but diverge strongly at lower frequencies
where these observations provide little sensitivity.
If the time lags from the response function models are inter-
preted simply as the result of light travel time differences, the maxi-
mum time lag in each band gives a distance to the most distant parts
of the reprocessor of τ ∼ (1− cos θ)R/c where R is the distance
between source and reprocessing region, and θ is the angle between
source-reprocessor line and the line-of-sight to the source. Assum-
ing θ > pi/2 (i.e. the reprocessor is not concentrated entirely on the
near side of the source), the maximum lag corresponds to ∼ R/c.
The best fitting TH-TH models have the maximum time lag in the
hard and soft band consistent with each other at a value ∼ 1600 s,
placing the outer region of the reprocessor at ∼ 160rg for NGC
4051 (assuming MBH ∼ 2 × 106 M⊙; Denney et al. 2009). In
the best fitting PL-TH model the soft band response extends out to
∼ 600 s, placing the reprocessor at ∼ 60rg .
Models using a single delayed component, i.e. contributing
to either the hard or soft band but not both, give unacceptable fits
to the lag-frequency spectrum. This, combined with the apparent
flux-dependence of the contribution of the hard lag but not soft lag
components, supports the need for at least two components caus-
ing time lags, one affecting each band. This is consistent with a
more complex model in which time lags are caused by a combina-
tion of propagating fluctuations and reflection (e.g. E11; Z11). It
could also be the case that a single lagging component contributes
to both bands, but its spectral shape changes with flux (so that it
appears as a constant fraction of variable emission in the soft band
but decreasing with flux in the hard band).
The apparent change in direction of the lag at low fluxes can
be explained by a change in the responses: as the flux decreases
the skew towards lagging values becomes weaker in the hard band,
relative to that in the soft band. This could occur either if the hard
lagging component gets weaker compared to the hard direct light,
or if the soft lagging component gets stronger relative to the soft
direct light. If the direct emission, with a power law energy spec-
trum, contains ‘intrinsic’ hard time delays, as supposed in e.g. the
propagating fluctuations model (Kotov et al. 2001; Are´valo & Ut-
tley 2006) there will be hard delays even in the absence of repro-
cessing. The ‘external’ reprocessing then adds a second source of
delays, contributing a short lag extending up to higher frequencies.
In this scheme the efficiency of the ‘external’ reprocessing remains
constant with flux, but the fraction of delayed light making up the
intrinsic emission must decrease with flux.
If the lower fluxes are due to a low intrinsic (isotropic) lumi-
nosity, and the properties of the reprocessing medium remain con-
stant, then the time lags should be relatively constant with flux. On
the other hand if the low flux is a result of increasing absorption
along the line-of-sight (with a relatively constant isotropic lumi-
nosity) then the contribution of the delayed components in the light
curves should increase (relative to the direct components) as the
flux decreases. This is one way to interpret the TH-TH 3 model.
An extreme variation on this idea is that the periods of low flux
and variability are the result of absorption completely obscuring
the direct component in the soft band, but not the (more extended)
reprocessing region. The low flux lag spectrum may well be repro-
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duced by the lack of a δ-function at t = 0 in the soft band response
function. However, we found this model, in which the direct (zero
delay) contribution to the soft band disappears at low fluxes, did
not give a good fit to the lag-frequency data.
M10a proposed to explain both hard and soft time lags in
terms of scattering of X-rays in a spherical shell of material located
at tens to thousands of rg from the central source. If the reprocess-
ing in each band is the result of scattering within the shell, and
hard X-rays penetrate deeper into the shell as suggested by M10a,
then the maximum lag in the response function due to the repro-
cessed component should be larger for the harder band, while the
minimum lag should be the same in the two bands. Our best fitting
TH-TH models (variants 2 and 3) are at odds with these predic-
tions; the best fits have similar maximum lag in the two bands, but
a larger minimum lag in the hard band.
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APPENDIX A: BIAS IN TIME LAG ESTIMATION
The X-ray PSD of NGC 4051 shows substantial power, and is still
rising to lower frequencies, below 10−4 Hz, the lowest frequency
used in our cross-spectrum analysis (due to the choice of 10 ks seg-
ments). One side-effect of observing a low-frequency dominated
noise process using short segments is known as ‘spectral leakage’
– a bias on the Fourier transform caused by the side-lobes of the
Fourier transform of the window function. This is known to dis-
tort PSD estimates (van der Klis 1989; Uttley et al. 2002; Vaughan
c© 2013 RAS, MNRAS 000, 1–7
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et al. 2003), but similarly distorts the phase estimates, and hence
the cross-spectrum of two time series. Here, this in appendix we
briefly explore the origin and consequences of this ‘leakage’ on the
lag-frequency spectrum.
A1 Origin of the phase bias
It is possible to understand the origin of the phase (time) lag
bias in terms of the finite segment length, or sampling window,
used to make each cross-spectrum estimate. The following anal-
ysis sketches out the origin of the bias on the phase lag between
two time series x(t) and y(t).
If X(f) and Y (f) are the Fourier Transforms of x(t) and
y(t), then the complex-valued cross-spectrum is formed from the
ensemble average of their product:
〈C(f)〉 = 〈X∗(f)Y (f)〉 (A1)
and the phase lag-frequency spectrum φ(f) is obtained from its
argument:
φ(f) = arg〈C(f)〉 = arctan
(
〈q(f)〉
〈c(f)〉
)
(A2)
where q(f) and c(f) are the estimated ‘quadrature-spectrum’ and
‘co-spectrum’, the imaginary and real components of C, respec-
tively. These are each real-valued and may be computed from:
q(f) = ℜ(X)ℑ(Y )− ℑ(X)ℜ(Y )
c(f) = ℜ(X)ℜ(Y ) + ℑ(X)ℑ(Y ) (A3)
where ℜ(·) and ℑ(·) indicate the real and imaginary components
of some variable.
Real time series have finite length and sampling, xn(ti) where
i = 1, 2, . . . , n and ti = i∆t. We can understand the effect of fi-
nite length time series by treating the observed time series xn(ti)
as the product of an infinitely long series x(t) with a window func-
tion w(t) that is zero everywhere except −T/2 6 t 6 T/2, where
w(t) = 1 and T = n∆t. (We shall neglect the effect of the finite
time resolution ∆t, but the following results are approximately cor-
rect for small ∆t.)
xn(t) = x(t)w(t) (A4)
and by the convolution theorem this leads to the relationship be-
tween the observed and asymptotic Fourier components:
Xn(fj) =
∫ T/2
−T/2
X(f)W (f − f ′)df ′ (A5)
at Fourier frequencies fj = j/T (j = 1, 2, . . . , n/2). Here,
W (f) is the Fourier transform of the function w(t), with the form
W (f) = sinc(piTf) for a rectangular window. More generally, for
discretely sampled series this is the Dirichlet kernel. See Priestley
(1981) and Jenkins & Watts (1969) for detailed discussion of the
effect of window functions on Fourier products such as auto- and
cross-spectral densities. This convolution of X(f) with W (f) dis-
torts the real and imaginary components of Xn(fj), and likewise
for Yn(fj). In practice, when we estimate the phase lags using
xn(t) and yn(t) we replace the Fourier transforms in equations
A3 with those of equation A5. The distortion of each of the compo-
nents – ℜ(Xj), ℑ(Xj), ℜ(Yj), ℑ(Yj) – generally leads to a bias
on the estimated co- and quadrature spectra. The consequence is
that if the phase difference φ(f) changes with f the distortion on
co- and quadrature spectrum will be different, and lead to a bias
on the phase lag φn(fj) calculated from their ratio. The bias of the
Figure A1. The effect of leakage on the measured lag-frequency spectrum.
The upper panel shows the lag-frequency spectrum for simulated pairs of
light curves with a frequency-dependent time lag. The red curve is the
model time lag, the black line is the mean measured lag and the grey shaded
region is the 1 sigma confidence intervals from the simulations. The model
shown is the best fit TH-TH (see section 3.2). The lower panel shows the
ratio between the mean measured lag and the model.
Fourier transforms, and hence the phase difference between them,
decreases as W (f)→ δ(f), i.e. as T →∞.
If one or more of the PSDs are rising steeply to low fre-
quencies, this can lead to a ‘leakage’ of the Fourier components
from low (unobserved) to higher (observed) frequencies, through
the side-lobes of the kernel. But even if the PSDs are flat towards
lower frequencies, Fourier components at nearby frequencies in-
fluence Xn(fj) and Yn(fj) and so, even in the absence of ‘red
noise leakage’ of the power density there can be a non-trivial bias
on the phase lags. This is strongest when the phase spectrum φ(f)
changes rapidly with f , i.e. has large curvature |d2φ(f)/df2|. By
contrast, when the phase spectrum is very smooth (approximately
constant or linear over ∼few∆f , where ∆f = 1/n∆t) the phases
at nearby frequencies are sufficiently similar that the distortion on
the co- and quadrature spectrum is similar and cancels when com-
puting the phase lag, leading to small bias.
A2 Simulations of leakage
To assess the level of phase bias in the observed lag-frequency
spectra we simulated 1000 pairs of random time series. For each
pair we used the Timmer & Ko¨nig (1995) method to generate a
pseudo-random, Gaussian time series of length 50 days and 10 s
binsize, corresponding to much longer and shorter timescales than
is measured in the lag-frequency spectrum. The PSD used to gen-
erate the time series was a bending power-law with low frequency
slope −1.1, high frequency slope −2.0 and break frequency νB =
2×10−4 Hz (Vaughan et al. 2011). For each of these simulations a
second time series was produced using the same Fourier amplitudes
and phases, except for an additional frequency-dependent phase
c© 2013 RAS, MNRAS 000, 1–7
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shift derived from the time lag models described in section 3.2. For
each pair of time series, 15 intervals were extracted using the sam-
pling pattern as the real XMM-Newton observations. The rms-flux
relation (see Uttley et al. 2005) was added to the simulated time se-
ries using the static exponential transformation, although we note
the results are largely insensitive to this. Observational noise was
added to each time series by drawing a Poisson random deviate
with mean equal to the mean count-per-bin in the real light curves.
Fig. A1 shows the input model of the time delays (TH-TH
model in this case) compared to the average lag-frequency spec-
trum from the simulated data, clearly revealing a bias in the es-
timates. The effect of leakage is to suppress the magnitude of the
observed time lag. The ratio plot in Fig. A1 shows there is a∼ 30%
reduction in the recovered lag for frequencies . 2× 10−3 Hz. One
implication is that the measured time lags would be larger if the
bias towards zero could be removed. We find that changing the top-
hat width or start-time (w; t0) has little effect on the magnitude
of the bias. A slightly smaller bias towards zero lag is observed in
simulations with the PL-TH model.
A3 Covariance between lag estimates
Another consequence of leakage is covariance between lag esti-
mates in adjacent frequencies (Jenkins & Watts 1969, chap. 9). The
simulations performed here were used to constrain the degree of
covariance. In the limit of very long observations (and in the ab-
sence of biases due to spectral leakage) the covariance between
lag estimates at different frequencies tends to zero, but for finite
length time series there will remain some small covariance. From
the covariance matrix of the simulated time lags as a function of
frequency, the correlation between adjacent frequency bins can be
calculated. The lowest frequency bins show the highest correlation
with each other (but with values . 0.25). A histogram of the corre-
lation between adjacent frequencies shows a Gaussian distribution
centred on ∼zero. This shows that, whilst some degree of covari-
ance exists between adjacent frequencies, treating the lag measure-
ments at each frequency as independent should not substantially
distort the results of any min(χ2) fitting techniques. The scatter in
the simulated lags was used to check the magnitude of the standard
error estimates (e.g. Vaughan & Nowak 1997; Bendat & Piersol
1986), which show consistent results.
A4 Reducing leakage bias
We have explored variations of the lag estimation procedure to re-
duce the bias caused by spectral leakage. We computed the lag-
frequency spectrum using 20 ks segments (not shown here). Again
the mean source rate in each segment was chosen to give an ap-
proximately equal number of segments for 3 flux levels. The seg-
ments used therefore differ from those shown in Fig. 2, and the
range of mean fluxes is reduced compared to the shorter segments
used in the above analysis. However, the same change in the lag-
frequency spectrum is observed with source flux. We have also
computed the lag-frequency spectrum using whole observations
(25 − 40 ks) as the segment length, before binning in frequency
space over segments of differing length. This includes more data
in the lag-frequency estimate, but gives a much smaller range of
mean fluxes. We can therefore only compute this for two flux lev-
els, which still show the same change in the lag-frequency spectrum
with source flux. We conclude that the systematic change in the lag-
frequency spectrum with source flux is robust to the details of the
analysis.
Leakage bias can be reduced by ‘end-matching’ the data,
whereby a linear trend is removed such that the first and last
points are level (Fougere 1985). This ‘end-matching’ removes, to a
large extent, linear trends from the data, and alleviates the problem
caused by circularity of the Fourier transform when estimating the
cross-spectrum. It removes the bias coming from lower frequencies
“leaking” in, but does not remove the bias from nearby frequencies.
We computed the lag-frequency spectrum for the three flux levels
using 10 ks segments, where each segment is end-matched individ-
ually. The resulting lag-frequency spectra and response function
model fits are consistent with the results of section 3.
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