If A and B are n × n nonsingular M-matrices, a lower bound on the smallest eigenvalue τ (A૽B) for the Fan product of A and B is given.
Introduction
For a positive integer n, N denotes the set {1, 2, . . . , n}. The set of all n × n complex matrices is denoted by C n×n and R n×n denotes the set of all n × n real matrices throughout. Let A = (a i,j ) and B = (b i,j ) be two real n × n matrices. Then, A B(> B) if a i,j b i,j (> b i,j ) for all matrix. The spectral radius of A is denoted by ρ(A). If A is a nonnegative matrix, the Perron-Frobenius theorem guarantees that ρ(A) ∈ σ (A), where σ (A) denotes the spectrum of A.
For n 2, an n × n A ∈ C n×n is reducible if there exists an n × n permutation matrix P such that P T AP = 
The set Z n ⊂ R n×n is defined by
the simple sign patten of the matrices in Z n has many striking consequences. Let A = (a i,j ) ∈ Z n and suppose A = αI − P with α ∈ R and P O. Then α − ρ(P) is an eigenvalue of A, every eigenvalue of A lies in the disc {z ∈ C : |z − α| ρ(P)}, and hence every eigenvalue λ of A satisfies Reλ α − ρ(P). In particular, A is an M-matrix if and only if α > ρ(P). If A is an M-matrix, one may always write 
For two nonsingular M-matrices A and B, we will give a new lower bound for τ (A૽B) in Section 3.
Inequalities for the Hadamard product of nonnegative matrices
In this section, we will give an upper bound for ρ(A • B). In order to prove our results, we first give some Lemmas.
Lemma 1 [1] . Let A ∈ R n×n be given. Then either A is irreducible or there exists a permutation P such that
where each square submatrix R j,j , 1 j m, is either irreducible or a 1 × 1 null matrix. Remark 1. Eq. (3) is said to be the normal form of a reducible matrix A. Clearly, the eigenvalues of A are the eigenvalues of the square submatrices R j,j , 1 j m (cf. [5] ). 
Lemma 4 [3] . Let A, B ∈ C n×n and if D ∈ C n×n and E ∈ C n×n are diagonal, then 
Proof. It is clear that (4) holds with equality for n = 1.
We next assume that n 2.
If A • B is irreducible, then A and B are irreducible. From Lemma 2, we have
and
. . .
It is easy to show that A and B are nonnegative irreducible matrices, and all the row sums of A are equal to ρ(A) and all the row sums of B are equal to ρ(B). Also let W = VU, then W is nonsingular. From Lemma 4, we have 
Similar to the proof of Theorem 4, we have
From (7) and (8), we have 
Thus, we can write (10) equivalently as
From (4), we have
Thus, from (4) and (12), we have
(A)ρ(B) − a i,i ρ(B) − b i,i ρ(A) .
Hence, the bound in (4) 
is sharper than the known one ρ(A)ρ(B) in [3] and the bound max 1 i n {2a i,i b i,i + ρ(A)ρ(B) − a i,i ρ(B) − b i,i ρ(A)} in [4].
Consider the example in Introduction. Let A = I, B = J, it is easy to show that ρ(A • B) = 1 and
We next give another example to validate our results. According to inequalities (1) and (4), we have
= 11.6478.
From Theorem 4 we can obtain the following corollary:
Corollary 5. Let A, B be two n × n nonnegative matrices. Then we have A)ρ(B) ) n .
Inequalities for the Fan product of M-matrices
In this Section, we will give a lower bound for τ (A૽B).
Lemma 5. Let A, B be two nonsingular M-matrices and if D and E are two positive diagonal matrices, then D(A૽B)E = (DAE)૽B = (DA)૽(BE) = (AE)૽(DB) = A૽(DBE).
Proof. Lemma 5 follows from Definition of Fan product.
Proof. It is quite evident that (13) holds with equality for n = 1.
We next assume that n 2. 
It is easy to show that A and B are also irreducible nonsingular M-matrices.
Also let W = V U, then W is nonsingular. From Lemma 6, we have
Thus, we have that τ ( A૽ B) = τ (A૽B). 
Thus, for i / = j, we have
From inequality (18) and 0 < λ
Thus, from inequality (19), we have
That is Using ideas of the proof of Theorem 7, we next give a new proof of inequality (2) in [4] .
Let λ ∈ σ ( A૽ B) satisfy τ ( A૽ B) = λ. Similar to the proof of Theorem 7, by theorem of Gerschgorin,
Thus, we have
Hence, we have
Remark 3. Fang [4] has shown that the lower bound in (2) for τ (A૽B) is sharper than the bound τ (A)τ (B) . We next give a simple comparison between the lower bound in (2) and the lower bound in (13). Without loss of generality, for i / = j, assume that
Thus, we can write (20) equivalently as
That is
Thus, from (22), we have
From (13) and (23), we have 
