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Motivation
Business and consumer surveys have become a widely accepted source in the field of macroeconomic forecasting. Because of their rapid availability, qualitative survey results are useful tools for the assessment of the economic constitution. Several groups, such as politicians, employers and researchers, are interested in early information about the course of an economy that is not available from secondary data bases. Additionally and in contrast to such quantitative data, survey results do not suffer from major revisions, which make them a powerful tool for economic forecasting.
There is a large body of literature dealing with the forecasting performance of surveybased indicators. Whereas most studies evaluate the predictive power of these indicators for rather standard economic variables, such as gross domestic product (see, e.g., Hansson et al., 2005; Abberger, 2007a) , industrial production (see, e.g., Hanssens and Vanden Abeele, 1987; Fritsche and Stephan, 2002; Croux et al., 2005) or inflation (see, e.g., Ang et al., 2007) , analyses for labor market variables are scarce. We fill this gap with our paper. We use qualitative information from the Joint Harmonised EU Programme of Business and Consumer Surveys, i.e., employment expectations for three months ahead (EEXP), to forecast employment growth 1 on a quarterly basis for 15 European states in the period from 1998Q1
to 2012Q4. We test the forecasting performance of EEXP with Granger causality tests as well as pseudo out-of-sample exercises for every country considered in this study. The results show that for most of the countries, EEXP is an efficient indicator to forecast employment growth in the short-term (one quarter ahead). Despite the fact that employment expectations can be seen as a short term indicator, we also test the forecasting performance for longer horizons up to four quarters. As expected, the indicator loses its power with increasing forecast horizons. However, for some countries a model including our indicator also significantly beats the benchmark in the long run. For Bulgaria, Hungary and Slovakia, a model that includes EEXP has no higher forecast accuracy in comparison to our chosen benchmark models, no matter the forecast horizon considered. We contribute to the existing literature in several ways. First, we systematically analyze the forecasting performance of a survey-based leading indicator (employment expectations) for employment growth. Interestingly, only five studies have addressed the forecasting properties of similar survey-based qualitative indicators for employment growth of single states. For Canada, an early attempt is the study by Hartle (1958) . He used data from the Employment Forecast Survey, where industrial establishments in Canada were asked to forecast their own future employment for the next three and six months and then studies whether it is possible to forecast employment for the Canadian industrial sector more accurately with these firm-specific forecasts. He concluded that these survey results are not able to pro-vide reliable forecasts for employment change in the Canadian industry. The study of dos Santos (2003) examined the relationship between a large amount of qualitative indicators (among them employment expectations) and several different macroeconomic variables for Portugal. Through a cross-correlation analysis, employment expectations were statistically associated with the annual growth rate of employment in some sectors (e.g., the industrial sector) with a lead of up to two quarters. More recent studies are those from Abberger (2007b) for Germany and Siliverstovs (2013) as well as Graff et al. (2012) for Switzerland. Abberger (2007b) analyzed whether employment expectations gained from the monthly Ifo business survey in Germany (Ifo Employment Barometer 2 ) can serve as a leading indicator for annual employment changes. Applying three approaches (smoothing techniques, error correction models and probit estimates), he found that the survey-based indicator has a lead of two to four months and is able to date turning points in employment growth. For Switzerland, Siliverstovs (2013) used the KOF Employment Barometer 3 provided by the KOF Swiss Economic Institute to evaluate whether this survey-based indicator improves in-sample and out-of-sample forecast accuracy of Swiss employment. He found that the barometer has predictive power for nowcasts and one-quarter ahead predictions. The study by Graff et al. (2012) confirmed these results by showing that the KOF Employment Barometer as well as a survey-based indicator obtained by the Federal Statistical Office of Switzerland are able to predict employment one quarter ahead. With the exception of Hartle (1958) , all the other studies found an improvement in the accuracy of employment forecasts by using survey results. The second contribution of our paper is the examination of forecast improvement by employment expectations for a multitude of European states. Most of the studies either analyzed the Euro area as an aggregate (see Claveria et al., 2007) or just one single state (see Hansson et al., 2005; Österholm, 2010; Martinsen et al., 2014, for Sweden or Norway) . Only the study of Croux et al. (2005) analyzed the capability of production expectations in forecasting industrial production for 12 European states. We add to the existing literature by studying the predictive content of employment expectations for employment growth in 15 European countries separately. To the best of our knowledge, this has not been documented in the literature.
Our third contribution is that we do not focus on one single sector (e.g., industry) when forecasting employment. This paper uses the survey results from the industrial sector, construction and retail trade together to evaluate the forecasting power for total employment growth. Both in-sample (Granger causality) and out-of-sample properties (root mean squared forecast errors in comparison to benchmark models) are discussed in our analyses.
Fourth, we add to the existing literature on survey results in giving a deeper understanding on how qualitative information work for macroeconomic forecasting or rather for one specific macroeconomic variable. As was stated in Croux et al. (2005) , business tendency surveys are expensive as well as time-consuming. In order to justify the different questions of this time consuming and expensive survey, the results should have some predictive power for macroeconomic variables. Since the results for several macroeconomic aggregates are mixed, Claveria et al. (2007) concluded that it is not clear why some indicators are able to predict specific macroeconomic variables whereas others cannot. Our paper adds to this discussion by evaluating the forecast performance of employment expectations so that we are able to explain a piece of this apparent puzzle. The paper is organized as follows. In Section 2, we present our data and the empirical setup along with some descriptive statistics as well as statistic properties of the data. By using in-sample approaches and out-of-sample methods, Section 3 discusses our results in detail. Section 4 concludes.
Data and Empirical setup

Data
The European Commission collects monthly survey results within their Joint Harmonised EU Programme of Business and Consumer Surveys for a multitude of European states. This program is harmonized across the countries in terms of questions and methods. It comprises establishments from different sectors (industry, construction, retail trade and services).
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We excluded the results from the service sector because the time series is too short for our purpose. In the end, we used qualitative information from the industrial sector, construction and retail trade for the period from January 1998 to December 2012. Due to some further data restrictions (e.g., missing employment data), we eliminated some countries so that the following European states remain in our sample: Austria, Belgium, Bulgaria, Czech Republic, Estonia, Finland, France, Germany, Hungary, Italy, Netherlands, Portugal, Slovakia, Sweden and United Kingdom. These 15 states cover almost 82% of the gross domestic product and more than 74% of EU-27-employment in 2011.
For our analysis, the question of interest is: "How do you expect your firm's employment to change over the next 3 months?" (i.e., employment expectations [EEXP] ). The respondents have three possibilities to answer this question: (+) increase, (=) remain unchanged and (-) decrease. In line with the literature, we assessed the forecasting power of "balances" (for a critical discussion, see Croux et al., 2005; Claveria et al., 2007 , and the references therein). These balances are expressed as differences between the weighted share of firms whose employment will increase and the weighted share of those who expect that their total employment level will decrease. The weights, therefore, are based on the size of the firms (see European Commission, 2007) . All firms with a response "remain unchanged" are not considered.
Since our target variable (employment) is not available on a monthly basis, we had to transform the balances into quarterly data. To obtain quarterly survey results, we calculated a three-month average (EEXP_av). To verify our results, we additionally used the third month of each quarter (EEXP_tm). All the survey results are provided with or without seasonal adjustment. In line with the literature, we chose seasonal-adjusted data to measure the cyclical movement of employment during the year. In order to summarize the balances from the three different sectors (industry, construction and retail trade) to one single indicator, we applied time-varying weights obtained from quarterly employment figures for every sector and single state.
As already mentioned, our variable of interest is the development of employment in 15 EU countries. A source for comprehensive quarterly employment figures are national accounts of single states. Eurostat makes these data available for all member states of the European Union plus Norway and Switzerland. In addition to the total sum of employment, data for 10 branches of the economy are provided.
5 All the data are seasonally adjusted and transformed into quarter-on-quarter (qoq) growth rates to display the cyclical movement of employment. This transformation is very suitable because the firms were asked about their employment development within the next three months. In addition to total employment (EMP), we also used employment in those sectors for which we had survey results (MEMP). Hence, our second variable MEMP is the difference of total employment minus agriculture, forestry, fishing and advanced services.
6 The variable MEMP comprises almost 50% of the total employment for all states in this sample and therefore a large part of the private sector economy. To summarize, we analyzed the forecast accuracy of employment expectations for employment growth on a quarterly basis from 1998Q1 to 2012Q4 for 15 European states.
Descriptive results
To illustrate the structure and development, Figure 1 shown as a black and continuous line. The x-axis represents the sample period (1998Q1 to 2012Q4). Employment expectations seem to serve as an indicator for predicting employment growth and hence a high heterogeneity exists between the considered European states.
EEXP_av seems to be a good predictor for Scandinavian states (Finland and Sweden) and large European economies, such as France and Germany; for Bulgaria or Hungary one can see a completely different trend or follow-up movement of EEXP_av, which is in total contrast to the question of the survey.
To underpin our idea that in most cases EEXP_av could serve as a predictor for MEMP, we first examined standard cross-correlations between the two variables. We calculated simple correlation coefficients for all European states in our sample by holding MEMP fixed and and applied a lag or lead to the indicator (EEXP_av) by four quarters (see Figure  2) . To compare the results across all states, the pictures have identical scales for the y-axis (correlation coefficient). In addition, we highlight the correlation coefficient observed by lag one since the question of EEXP_av aims at a leading character of the indicator by one quarter. However, the highest correlation coefficients between EEXP_av and MEMP, with the exception of Bulgaria, Finland, Hungary and Italy, were observed for the contemporaneous consideration of the two series. One possible explanation could be the aggregation from monthly to quarterly data. Moreover, this is not a problem at all since it shows that the indicator could also be used for nowcasts as well. Additionally, the still large correlation coefficients for higher lags than one quarter suggest that the indicator can also be an adequate predictor for larger forecasting horizons in comparison to the benchmark. Altogether, the EEXP_av series has leading characteristics for MEMP. 8 We observed the strongest linear relationship between MEMP and the first lag of EEXP_av for France, followed by Germany and Austria. The weakest relation was found for Bulgaria, Hungary and Estonia. One would have expected this from Figure 1 . For these three countries, the strongest relationship between the two variables was found for a lead of one or two quarters, i.e., the EEXP_av seems to follow the MEMP. To sum up, the correlation analyses also show that EEXP_av could serve as a potential indicator for predicting MEMP in most of the countries and possibly for different forecasting horizons other than only one quarter.
Empirical setting
Next to the simple analyses of correlation coefficients, potential leading characteristics of the single employment expectation series has to be ensured with more elaborate methods.
As a first step, we applied standard Granger causality tests (in-sample analysis) to check whether EEXP is basically helpful to describe employment growth. To check the forecasting performance of EEXP, we present pseudo out-of-sample exercises in a second step. Source: European Commission, Eurostat, author's calculations and illustrations.
In-sample analyses
A necessary condition to test Granger causality is stationarity of the time series considered. (Ng and Perron, 2001) . In other words, the NP test is much more accurate when time series are nearly integrated of order one. Third, the KPSS test is applied since it is a stationarity test instead of a unit root test. It proposes a stationary time series under the null hypothesis and is therefore a complement against the NP test. With the KPSS and NP tests, we can distinguish between series that are stationary and series that contain a unit root.
In the first step, the NP test and the KPSS test are applied to the levels of the series (qoq). We performed the tests in two ways: (i) only with a constant and (ii) with a constant and a linear trend. Whenever a series is not stationary in levels, we test the first differences in a second step. 
X Portugal
Note: Calculations are based on the whole sample (1998Q1-2012Q4). The Ng-Perron (NP) test states a unit root under the null hypothesis. The Kwiatkowski-Phillips-Schmidt-Shin test (KPSS) has stationarity under the null hypothesis. For the KPSS and the NP tests, only test statistics and critical values are available. We therefore use asterisks to show whether the null can be rejected or not. In all cases we first tested stationarity in levels (qoq qrowth rate or balances). If the levels turned out to be nonstationary, we then tested first differences of the variables. The column ∆ presents the decision on the transformation of the variables. An X indicates that first differences are applied. * * * , * * and * indicate the rejection of the null hypothesis at the 1%, 5% and 10% significance level. Table 1 also shows which series have to be transformed. This is indicated by an X in column ∆. After the transformation into first differences, all series are stationary. Granger causality is commonly used to show whether an indicator has some leading characteristics for a specific target variable.
10 It is also possible to check whether feedback effects between the two series are present (Granger, 1969) . This is the case whenever an indicator variable explains the target variable and vice versa. In the worst case, the target variable has a leading character for the indicator and not the other way around (reverse Granger causality). To test for (reverse) Granger causality, we estimated the following two equations:
The qoq growth rate of either MEMP or EMP is denoted with y t . Employment expectations, either as the three-month average (EEXP_av) or the last value of the quarter (EEXP_tm), are defined as x t . We allow a maximum of four lags for p and q in Equations (1) and (2). We first tested whether all four lags of the indicator (x t ) have a significant effect on the target variable y t . Under the null hypothesis "employment expectations (x t ) do NOT Granger cause employment growth (y t )". If the null is rejected, then EEXP is able to explain our variable of interest (MEMP, EMP). Then, in a second step, the reverse way is tested with the null hypothesis "employment growth does NOT Granger cause employment expectations". If this hypothesis is rejected, then MEMP or EMP can explain EEXP. From the Granger causality tests, four different cases emerge: (i) EEXP only Granger causes employment growth, (ii) there are feedback effects between the two series, (iii) MEMP or EMP only Granger causes EEXP and (iv) there is no relationship. As already mentioned, the third case is the worst. Whenever case (iii) occurs, employment expectations are probably not a suitable predictor for employment growth. The same holds for the fourth event.
In case (i) and (ii), EEXP can probably be used as an indicator to forecast employment growth, i.e., y can be better forecasted with the additional information of x. It is well known that the Granger concept has some weaknesses (see, e.g., Lütkepohl, 2005) . It is often argued that data transformation, such as first differences or the elimination of a trend, go along with a loss of information. This loss causes the Granger concept not to be able 9 The results of the unit root tests for EMP and EEXP_tm can be found in Table 5 in the Appendix. For these two variables, the stationarity tests yield relatively similar results as for MEMP and EEXP_av. 10 So it is by no means a test on causality between two variables or on the exogeneity of a series.
to distinguish between long-term and short-term relationships between variables. However, we are not interested in long-term or short-term movements between series but rather to check the survey-based indicator's ability to forecast employment. Another weakness of Granger causality originates from the specification of Equations (1) and (2): The results of the Granger causality tests may be sensitive due to the maximum lag length of p and q. We tested different specifications of p and q with fairly robust results. We also checked the necessary assumptions (e.g., homoscedasticity or no autocorrelation) to estimate the models in Equations (1) and (2) and found that these assumptions are predominantly fulfilled. As our focus is not on short-term or long-term relationships and as we debilitate the second main criticism, the Granger concept seems to be an adequate approach for our purpose.
Out-of-sample examination
Forecast model
To generate our pseudo out-of-sample forecasts, we employ an autoregressive distributed lag (ADL) model
where y t+h is the h-step-ahead forecast of either MEMP or EMP and x t represents the employment expectations EEXP. The forecast horizon h is defined in the range of h ∈ {1, 2, 3, 4} quarters. We allow, as in the in-sample analyses, a maximum of four lags for our target variable (p) and the employment expectations (q). The optimal lag length is determined by the Bayesian Information Criterion. Robinzonov and Wohlrabe (2010) showed for Germany that choosing either a recursive approach or a rolling window can lead to different forecasting results. Thus, we generated our forecast in both ways. The initial estimation period for Equation (3) ranges from 1998Q1 to 2004Q4 (T E = 28). The period is then expanded successively by one quarter with a new specification of the model. The rolling window approach serves as a robustness check for our results obtained from the recursive approach. 11 It uses a fixed window, which is successively moved forward by one quarter; the first forecast for y t is calculated for 2005Q1 and the last for 2012Q4. To avoid a prediction of the indicator x t or the dependent variable y t itself, we implement the ADL model in a direct-step fashion. This means that y t+h is directly explained with lagged values of the dependent variable and the indicator. This results in the same number of forecasts (T F = 32) for every forecast horizon h. More details on direct-step forecasting can be found in Robinzonov and Wohlrabe (2010) . As the benchmark model, we chose a common AR(p) process.
Forecast evaluation
To evaluate the forecast accuracy of our different models, we first have to calculate forecast errors from our exercises. Let y t+h denote the h-step-ahead forecast produced at time t, then the resulting forecast error is defined as F E t+h = y t+h − y t+h . The corresponding forecast error of our benchmark model is F E ARp t+h . To assess the performance of an indicator-based model, we calculate the root mean squared forecast error (RMSFE) as the loss function. For the h-step-ahead indicator-based forecast, the RMSFE is
The RMSFE for the benchmark model is RM SF E ARp h
. To decide whether employment expectations perform, on average, better than the autoregressive process, we calculate the relative RMSFE between the indicator model and the benchmark
Whenever this ratio is smaller than one, the indicator-based model performs better than the benchmark. Otherwise, the AR(p) process is preferable. Nonetheless, calculating this ratio does not clarify whether the forecast errors of the indicator-based model and the benchmark are statistically different from each other. To check this, we first apply the test proposed by Diebold and Mariano (1995) . Under the null hypothesis, the test states that the expected difference in the MSFE equals zero. With our notation, this gives
In other words, the null hypothesis states that the AR(p) is the data generating process.
Adding an indicator to this process can then cause a typical problem of nested models. The larger model -with our survey-based indicator -therefore introduces a bias through estimating model parameters that are zero within the population. Thus, the AR(p) process nests the indicator model by setting the parameters of the indicator to zero. As stated by Clark and West (2007) , this causes the MSFE of the larger model to be biased upwards since redundant parameters have to be estimated. As a result, standard tests, such as the one proposed by Diebold and Mariano (1995) , loose their power. On this account, we follow the literature (e.g., Weber and Zika, 2013) and apply the adjusted test statistic by Clark and West (2007) CW h = 1
with V (a t+h ) as the sample variance of a t+h and F E t+h − F E
ARp t+h
2 as the adjustment term.
After this adjustment, standard critical values from the Student's t-distribution with T F − 1 degrees of freedom can be used to decide whether forecast errors are statistically significant from each other.
Results
The figures and cross-correlations in Section 2.2 have shown that employment expectations in most of the countries could serve as a potential indicator for predicting employment. Only for a few of the observed countries (e.g., Bulgaria or Hungary) was a leading character of EEXP_av unlikely. In order to analyze the forecasting performance of employment expectations, the following two subsections present the results of our in-sample and out-of-sample analyses. We discuss the forecasting performance of EEXP_av for MEMP and EMP. Tables with results for EEXP_tm can be found in the Appendix.
Results of the in-sample analyses
Do employment expectations deliver some additional information to forecast employment growth? In most of the cases, they do. The results for MEMP are shown in the upper part of Table 2 . The lower part of the table comprises the Granger causality results for EMP.
Column two shows the test results for Granger causality from employment expectations to employment growth (EEXP_av → MEMP or EMP). Column three presents this information in reverse (MEMP or EMP → EEXP_av). All numbers represent p-values. The last column shows whether the indicator has leading characteristics (+), whether feedback effects between the two series are present (FB) or whether the indicator has no predictive content or there is no relationship at all (X). In most of the countries considered, employment expectations serve as a leading indicator. For MEMP, EEXP_av probably does not deliver additional information in Hungary, Slovakia or the United Kingdom. In the United Kingdom, no relationship between the two series exists, whereas in Hungary and Slovakia, employment growth serves as an indicator for EEXP_av. Feedback effects are evident for two countries (Czech Republic and Germany). Interestingly, for Bulgaria where we suspected no relationship from descriptive statistics, employment expectations do Granger cause employment growth.
For EMP, the results are inferior to those for MEMP. In fewer cases compared to MEMP, employment expectations have additional information to forecast total employment. Overall, the results changed for Bulgaria, the Czech Republic, Germany and Italy. There, employment expectations provide no additional information to improve forecasting of total employment. For Hungary and the United Kingdom, the results for EMP are in line with those for MEMP. In contrast, feedback effects are now present for Slovakia. Turning to EEXP_tm, the third month of each quarter as representative serves as a leading indicator as well.
To summarize, the in-sample analyses revealed potential forecasting information from employment expectations for nearly all countries in our sample. However, we found differences between our two target variables MEMP and EMP. We suggest that it is important which sectors are asked as possibly our indicators is less able to reproduce the cyclical movement of total employment. Adding the employment expectations of the service sector to our indicator may solve this puzzle. To examine whether EEXP_av produces lower forecast errors than a benchmark model and to underpin the statements from our in-sample analyses, we conducted pseudo out-of sample exercises in the following section.
Results of the pseudo out-of-sample analyses
Are employment expectations able to produce lower forecast errors in comparison to a common benchmark model? The answer is yes, for most of the countries in our sample. Tables 3 and 7 are the model-specific rRM SF E h , i.e., the RM SF E of each model compared to the benchmark. Asterisks typically denote significant differences between the forecast errors based on the outcome of the Clark-West test.
As expected from descriptive statistics and the in-sample analyses, employment expectations seem to be able to predict employment growth more accurately than a simple benchmark model. Compared to the other three possible benchmarks (AR(1), ISM, and RW) this conclusion holds as well. The best results can be found for short-term forecasts with a forecasting horizon of one quarter ahead (h = 1). This is straightforward because the survey-based indicators used here are short-term indicators by construction. Firms were asked to provide a statement about their expected employment development for the next three months. However, some noteworthy exceptions exist. For Austria, Estonia, France, Germany and Sweden, the indicator model produced significantly lower forecast errors for longer forecast horizons, i.e., the ADL model is significantly better than the benchmark for h > 1. These are the countries with the best relative performance of employment expectations in terms of rRM SF E. The results from the rolling window are presented in Table 7 in the Appendix. 13 The ISM is defined as y t+h = y, representing the sample average of the estimation window. The Random Walk prediction is simply the last known value of the target variable y t+h = y t−1 . What about the countries for which the in-sample analyses suggest that EEXP does not serve as an indicator to predict employment?
14 For MEMP, the indicator model has a lower forecast accuracy than the benchmark in Bulgaria, Hungary and Slovakia. For these countries we find for almost all forecast horizons that rRM SF E is larger than one. Another candidate with a relatively bad performance of the indicator model, although with a slightly non-significant increase of the forecast accuracy compared to the benchmark, is the United Kingdom. For the most part, the in-sample analyses have indicated correct out-of-sample performance. From Table 3 we can conclude that only small differences between EEXP_av and EEXP_tm exist. This holds for MEMP and EMP as well, which is promising since the rapid availability of a firmÂ´s employment expectations delivers a rich source to forecast either total employment or the sector aggregate for most of the countries in our sample.
Instead of using an expanding window, we additionally applied a rolling window approach to verify the results and provide another robustness check (see Table 7 in the Appendix). What we first found from the rolling approach is that the relative performance of EEXP for MEMP is not as effective as with an expanding window. Second, we found that for most countries employment expectations deliver a higher forecast accuracy than the benchmark model in the expanding window approach. Unfortunately, the results differ for the Czech Republic, France, the Netherlands and Portugal. It is possible that the rolling window is not able to capture all the cyclicality in the target series for these countries and therefore the expanding window approach produces the better parameter estimates. Third, differences between EEXP_av and EEXP_tm are small overall, with only some exceptions (e.g., Finland). To summarize, employment expectations serve as an indicator to predict employment in the short-term for most of the European states in our sample; exceptions are only Bulgaria, Hungary and Slovakia.
Discussion of the results
Why does the survey-based indicator not work similarly for all countries? The explanation is manifold and beyond the scope of this paper. There are some preliminary explanations that we will briefly discuss. First, in some countries the survey may suffer from non-responsive firms, leading to a large bias that deteriorates the accuracy of survey-based indicators (see Seiler, 2014) . For Germany, Seiler and Heumann (2013) showed for the Ifo business climate that the bias is negligible. This may explain why employment expectations work well to forecast employment growth in Germany. Since we were not able to analyze the firm-level data for each European state in such detail, it could be the case that employment expectations are biased in Bulgaria, Hungary and Slovakia because of non-responses, which are the reason why the indicator loses its power to forecast employment growth in these countries. Second, all three countries where a forecasting model with employment expectations do not beat the benchmark (Bulgaria, Hungary and Slovakia) are still seen as transition economies (see EBRD, 2013) . A lack of experience or wrongly anticipating future developments may lead to wrong answers from the respondents in these states. Another very simple and third explanation is that labor markets are, of course, not similar between states. We observed a high heterogeneity with country-specific labor market institutions and separate matching processes between firms and the unemployed. This heterogeneity can lead to spreads between employment expectations and observable employment in an economy. Firms may want to fill a vacancy but are not able to get suitable candidates due to, e.g., a low matching efficiency. Fourth, a discussion about the aggregation of firm's responses, e.g., balances, exists in the literature (Croux et al., 2005; Claveria et al., 2007) . Next to this discussion about the sheer aggregation of the raw data, several methods exist to transform qualitative indicators into quantitative information. Rather than using the direction of employment change, a quantitative measure extracted from employment expectations may have predictive power for the magnitude of employment change (Claveria et al., 2007) . However, our paper gives a first insight into the forecasting performance of survey-based indicators for predicting labor market variables. Follow-up studies may concentrate on these issues.
Summary and Conclusion
Survey-based indicators serve as powerful tools to forecast different macroeconomic variables. Since the survey results we used here are immediately available at the end of each month and do not suffer from major revisions, the outcome of specific questions can easily be used to analyze the recent state of the economy. Most of the existing studies in the field of economic forecasting try to evaluate forecasting performance of survey-based indicators for standard macroeconomic variables, such as gross domestic product; articles for labor market variables are scarce. With our paper, we fill this gap in the literature.
We used the results from the Joint Harmonised EU Programme of Business and Consumer Surveys to forecast employment growth in Europe. Especially, we concentrated on the question of employment expectations. Our sample consisted of 15 European states, which covered more than 74% of total employment in the EU-27 for the period 1998Q1 to 2012Q4. To evaluate the forecasting performance of employment expectations, we applied in-sample as well as out-of-sample techniques. Some descriptive statistics as well as Granger causality tests indicate that an indicator based on employment expectations can be used to forecast employment growth for most countries in our sample. The out-of-sample examination based on an autoregressive distributed lag model showed that our indicator produces significant lower forecast errors than several benchmark models. Whereas the best relative performance of the indicator model can be found for Austria, Estonia, France, Germany and Sweden, employment expectations have no better predictive information in comparison to the benchmark model for Bulgaria, Hungary and Slovakia. Our contribution to survey-based forecasting is manifold: We focus on a very important part of an economy, the labor market. We also add to the discussion by Croux et al. (2005) that different survey results should have some predictive power for different macroeconomic variables. Here, we contribute by analyzing employment expectations and employment growth. Moreover, we examined the forecasting performance of a survey-based indicator not for the Euro area as a whole but rather for a large number of single states. This gives a broader picture on how survey results work as indicators in different states. As our results highlight, employment expectations are an indicator to forecast employment growth. However, for some countries the indicator fails to improve forecasts in comparison to a simple benchmark model. We provided some preliminary explanations why this result emerges but have left this in-depth analysis for future research. In all cases we first tested stationarity in levels (qoq qrowth rate or balances). If the levels turned out to be nonstationary, we then tested first differences of the variables. The column ∆ presents the decision on the transformation of the variables. An X indicates that first differences are applied. * * * , * * and * indicate the rejection of the null hypothesis at the 1%, 5% and 10% significance level. 
A. Appendix
