Abstract. Rough set based data analysis starts from a data table, called an information system. The information system contains data about objects of interest characterized in terms of some attributes. Often we distinguish in the inform* tion system condition and decision attributes. Such information system is called a decision table. The decision table describes decisions in terms of conditions that must be satisfied in order to carry out the decision specified in the decision table.
Introduction
Rough set based data analysis starts from a data table, called an informat i o n system. The information system contains data about objects of interest characterized in terms of some attributes. Often we distinguish in the information system condition and decision attributes. Such an information system is called a decision table. The decision table describes decisions in terms of conditions that must be satisfied in order to carry out the decision specified in the decision table. With every decision table we can associate a decision algorithm which is a set of if.. . then.. . decision rules. The decision rules can be also seen as a logical description of approximation of decisions, and consequently a decision algorithm can be viewed as a logical description of basic properties of the data. The decision algorithm can be simplified, what results in optimal description of the data, but this issue will not be discussed in this paper.
In the paper first basic notions of rough set theory will be introduced. Next the notion of the decision algorithm will be defined and some its basic properties will be shown. It is revealed that every decision algorithm has some well known probabilistic features, in particular it satisfies the Total Probability Theorem and the Bayes' Theorem [5]. These properties give a new method of drawing conclusions from data, without referring to prior and posterior probabilities, inherently associated with Bayesian reasoning. Three simple tutorial examples will be given t o illustrate the above discussed ideas. The real-life examples are much more sophisticated and will not be presented here. Starting point of rough set based data analysis is a data set, called an information system.
An information system is a data table, whose columns are labeled by attributes, rows are labeled by objects of interest and entries of the table are attribute values.
Formally, by an information system we will understand a pair S = (U, A), where U and A, are finite, nonempty sets called the universe, and the set of attributes, respectively. With every attribute a E A we associate a set V,, of its values, called the domain of a. Any subset B of A determines a binary relation I ( B ) on U, which will be called an indiscernibility relation, and defined as follows: (x, y) E I ( B ) if and only if a(x) = a(y) for every a E A, where a(x) denotes the value of attribute a for element x. Obviously I ( B ) is an equivalence relation. The family of all equivalence classes of I ( B ) , i.e., a partition determined by B , will be denoted by U/I(B), or simply by U/B; an equivalence class of I ( B ) , i.e., block of the partition U/B, containing x will be denoted by B(x).
If (x, y) belongs t o I ( B ) we will say that x and y are B-indiscernible (indiscernible with respect to B). Equivalence classes of the relation I ( B ) (or blocks of the partition U/B) are referred to as B-elementary sets or Bgranules.
If we distinguish in an information system two disjoint classes of attributes, called condition and decision attributes, respectively, then the system will be called a decision table and will be denoted by S = (U, C, D), where C and D are disjoint sets of condition and decision attributes, respectively.
Suppose we are given an information system S = (U, A), X c U, and B c A. Our task is to describe the set X in terms of attribute values from B. To this end we define two operations assigning to every X c U two sets B, (X) and B* (X) called the B-lower and the B-upper approximation of X , respectively, and defined as follows: & ( X ) = U {B(x) : B(x) c X ) , xEU Hence, the B-lower approximation of a set is the union of all B-granules that are included in the set, whereas the B-upper approximation of a set is the union of all B-granules that have a nonempty intersection with the set. The set will be referred t o as the B-boundary region of X.
