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Abstract
Let D be a division ring, and let Dm×n be the set of m × n matrices over D. Two matrices A, B ∈
D
m×n are adjacent if rank(A − B) = 1. By the adjacency, Dm×n is a connected graph. Suppose that
m, n,m′, n′ ≥ 2 are integers and D′ is a division ring. Using the weighted semi-affine map and
algebraic method, we characterize graph homomorphisms fromDm×n to D′m
′×n′ (where |D| ≥ 4) under
some weaker conditions.
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1 Introduction
Throughout this paper, we assume thatD,D′ are division rings, D∗ = D\{0}, andm, n,m′, n′ are positive
integers. Denote by Fq the finite field with q elements where q is a power of a prime. Let |X| be the
cardinality of a set X. LetDn [resp. nD] denote the left [resp. right] vector space overD whose elements
are n-dimensional row [resp. column] vectors overD. On the basic properties of matrices over a division
ring, one may see literatures [18, 25].
LetDm×n andDm×nr denote the sets ofm×nmatrices andm×nmatrices of rank r overD, respectively.
Denote the set of n × n invertible matrices over D by GLn(D). Let Ir (I for short) be the r × r identity
matrix, 0m,n the m × n zero matrix (0 for short) and 0n = 0n,n. Let E
m×n
i j
(Ei j for short) denote the
m × n matrix whose (i, j)-entry is 1 and all other entries are 0’s. Denote by tA the transpose matrix of
a matrix A. If σ : D → D′ is a map and A = (ai j) ∈ D
m×n, we write Aσ = (aσ
i j
) and tAσ = t(Aσ). Let
(B1, B2, . . . , Bk) denote an m × (n1 + n2 + · · · + nk) matrix, where Bi is an m × ni matrix. Denote by
diag(A1, . . . , Ak) a block diagonal matrix where Ai is an mi × ni matrix.
For A, B ∈ Dm×n, ad(A, B) := rank(A − B) is called the arithmetic distance between A and B.
Clearly, ad(A, B) ≥ 0, ad(A, B) = 0 ⇔ A = B; ad(A, B) = ad(B, A); ad(A, B) ≤ ad(A,C) + ad(C, B).
Two matrices A and B are said to be adjacent, denoted by A ∼ B, if ad(A, B) = 1.
A matrix in Dm×n is also called a point. Two distinct points A, B ∈ Dm×n are said to be of distance
r, denoted by d(A, B) = r, if r is the least positive integer for which there is a sequence of r + 1 points
X0, X1, · · · , Xr ∈ D
m×n with X0 = A and Xr = B, such that X0 ∼ X1 ∼ · · · ∼ Xr. Define d(A, A) = 0. It is
well-known that (cf. [11, Lemma 3.3] or [25])
d(A, B) = ad(A, B), for all A, B ∈ Dm×n. (1)
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In this paper, all graphs are undirected graphs without loops or multiple edges. Let Γ(Dm×n) be the
graph whose vertex set is Dm×n and two vertices A, B ∈ Dm×n are adjacent if ad(A, B) = 1. The Γ(Dm×n)
is called the graph on m × n matrices over D. By (1), Γ(Dm×n) is a connected graph. Recall that every
A ∈ Dm×n can be written as A = Pdiag(Ir, 0)Q, where P,Q are invertible matrices over D. It is easy
to prove that Γ(Dm×n) is a distance transitive graph [6]. When D = Fq is a finite field, Γ(F
m×n
q ) is also
called a bilinear forms graph [2].
Let ϕ : Dm×n → D′m
′×n′ be a map. The map ϕ is called a graph homomorphism if A ∼ B implies that
ϕ(A) ∼ ϕ(B). The map ϕ is called a graph isomorphism if ϕ is bijective and A ∼ B⇔ ϕ(A) ∼ ϕ(B). The
map ϕ is called a distance preserving map if d(A, B) = d(ϕ(A), ϕ(B)) for all A, B ∈ Dm×n. The map ϕ is
called a distance k preserving map if d(A, B) = k implies that d(ϕ(A), ϕ(B)) = k for some fixed k. In the
geometry of matrices, a graph homomorphism [resp. graph isomorphism] is also called an adjacency
preserving map [resp. adjacency preserving bijection in both directions]. If ϕ : Dm×n → D′m
′×n′ is a
graph homomorphism, then (1) implies that
d(ϕ(A), ϕ(B)) ≤ d(A, B), for all A, B ∈ Dm×n. (2)
In the geometry of matrices [25], all bijective maps of the form X 7→ PXQ + A where P,Q are
invertible matrices over D and A ∈ Dm×n, form a transformation group on the space Dm×n. The fun-
damental problem in the geometry of matrices is to characterize the transformation group by as few
geometric invariants as possible. In 1951, Hua [9, 10] showed that the invariant “adjacency” is almost
sufficient to characterize the transformation group, and proved the fundamental theorem of the geometry
of rectangular matrices over division rings. Hua’s theorem also characterized the graph isomorphisms
on rectangular matrices, and his work was continued by many scholars (cf. [3], [4], [11]-[17], [20]-
[27]). Thus, the basic problem of the geometry of matrices is also to study graph isomorphisms and
graph homomorphisms on matrices.
In the algebraic graph theory, the study of graph homomorphism is an important subject (cf. [6, 7,
8, 19]). Thus, it is of significance to determine graph homomorphisms on matrices. However, graph
homomorphisms from Γ(Dm×n) to Γ(D′m
′×n′ ) still remain to be further solved. Recently, literature [14]
proved that every graph endomorphism of Γ(Fm×nq ) is either an automorphism or a colouring. Sˇemrl [23]
characterized the graph homomorphism φ : Dn×n → Dp×q which satisfies the condition that φ(0) = 0 and
there exists A0 ∈ D
n×n such that rank(φ(A0)) = n (where p, q ≥ n ≥ 3 and |D| ≥ 4). Huang and Sˇemrl [15]
further solved the remaining case by describing the graph homomorphism φ : D2×2 → Dp×q. When D is
an EAS division ring, Pazzis and Sˇemrl [22] showed that every graph homomorphism φ : Dn×m → Dp×q
is either “standard” or “degenerate”. These interesting work encourage us to further characterize the
graph homomorphisms from Dm×n to D′m
′×n′ .
In this paper, by the weighted semi-affine map and algebraic method, we will characterize the non-
degenerate graph homomorphisms from Dm×n to D′m
′×n′ under some weaker conditions.
A nonempty subset S of Dm×n is called an adjacent set if every pair of distinct points of S are
adjacent. An adjacent set in Dm×n is a maximal adjacent set (maximal set for short), if there is no
adjacent set in Dm×n which properly contains it as a subset. In the graph theory, a maximal set is also
called a maximal clique [2, 6]. In Dm×n, every adjacent set can be extended to a maximal set, and there
are exactly two types of maximal sets.
Let
Mi =

n∑
j=1
x jEi j : x j ∈ D
 ⊂ Dm×n, i = 1, · · · ,m;
2
N j =

m∑
i=1
yiEi j : yi ∈ D
 ⊂ Dm×n, j = 1, · · · , n;
M′i =

n′∑
j=1
x jEi j : x j ∈ D
′
 ⊂ D
′m
′×n′
, i = 1, · · · ,m′;
N ′j =

m′∑
i=1
yiEi j : yi ∈ D
′
 ⊂ D′m
′×n′
, j = 1, · · · , n′.
We say thatM1 andN1 [resp. M
′
1
andN ′
1
] are standard maximal sets of type one and type two in Dm×n
[resp. D′m
′×n′ ], respectively. Clearly,M1 [resp. N1] is a left [resp. right] linear space over D.
Lemma 1.1 (cf. [25, Prpopsition 3.8]) In Dm×n, allMi’s,N j’s, i = 1, · · · ,m, j = 1, · · · , n, are maximal
sets. Moreover, any maximal setM is one of the following forms.
Type one. M = PM1 + A, where P ∈ GLm(D) and A ∈ D
m×n.
Type two. M = N1Q + A, where Q ∈ GLn(D) and A ∈ D
m×n.
Let Dm×n
≤1
= D
m×n
1
∪ {0m,n}. For A ∈ D
m×n, Dm×n
≤1
+ A is called the unit ball with a central point A. If
f : Dm×n → D′m
′×n′ is a graph homomorphism, then f (Dm×n
≤1
+ A) ⊆ (Dm×n
≤1
+ f (A)) for each A ∈ Dm×n.
A graph homomorphism f : Dm×n → D′m
′×n′ is called degenerate, if there exists a matrix A ∈ Dm×n
≤1
and there are two maximal setsM andN of different types in D′m
′×n′ , such that f
(
D
m×n
≤1
+ A
)
⊆ M∪N
with f (A) ∈ M ∩ N . A graph homomorphism f is called non-degenerate if it is not degenerate. Note
that the definition is different from literatures [22, 23]. A graph homomorphism f : Dm×n → D′m
′×n′ is
called a colouring if f (Dm×n) is an adjacent set. Every colouring is degenerate.
A non-degenerate graph homomorphism may not preserve distance 2 (see below Example 2.3). If
f is a degenerate [resp. non-degenerate] graph homomorphism, then the map X 7−→ P1 f (Q1XQ2)P2
is also a degenerate [resp. non-degenerate] graph homomorphism, where Q1,Q2 [resp. P1, P2] are
invertible matrices over D [resp. D′].
This paper is organized as follows. In Section 2, we statement our main result and some examples on
the graph homomorphism. We also give a sufficient and necessary condition on existence of the graph
homomorphism. In Section 3, we will discuss maximal sets on Dm×n and weighted semi-affine maps. In
Section 4, we will discuss Grassmann spaces and related lemmas. In Section 5, we will prove our main
result.
2 Statement of Main Result and Examples
Dimension is a basic concept of geometry. We define the dimension of an adjacent set as follows.
Let S be an adjacent set in Dm×n with 0 ∈ S and |S| ≥ 2. Then there exists a maximal set M
containing S. By Lemma 1.1,M = PM1 orM = N1Q, where P and Q are invertible matrices. Hence
P−1S ⊆ M1 or SQ
−1 ⊆ N1. When P
−1S ⊆ M1 [resp. SQ
−1 ⊆ N1], the dimension of S, denoted
3
by dim(S), is the number of matrices in a maximal left [resp. right] linear independent subset of P−1S
[resp. SQ−1]. The dim(S) is uniquely determined by S and dim(S) ≤ max{m, n}. Moreover,
dim(S) = dim(P1SQ1), where P1 ∈ GLm(D) and Q1 ∈ GLn(D). (3)
A division ring D is said to be an EAS division ring if every nonzero endomorphism of D is auto-
matically surjective. The following division rings are EAS division rings: the field of real numbers, the
field of rational numbers and the finite fields.
Now, we statement our main result as follows.
Theorem 2.1 Let D,D′ be division rings with |D| ≥ 4, and let m, n,m′, n′ ≥ 2 be integers. Suppose
that ϕ : Dm×n → D′m
′×n′ is a non-degenerate graph homomorphism with ϕ(0) = 0. Assume further
that dim(ϕ(M1)) = n and dim(ϕ(N1)) = m. Then either there exist matrices P ∈ GLm′ (D
′) and Q ∈
GLn′ (D
′), a nonzero ring homomorphism τ : D → D′, and a matrix L ∈ D′n×m with the property that
Im + X
τL ∈ GLm(D
′) for every X ∈ Dm×n, such that m′ ≥ m, n′ ≥ n and
ϕ(X) = P
(
(Im + X
τL)−1Xτ 0
0 0
)
Q, X ∈ Dm×n; (4)
or there exist matrices P ∈ GLm′ (D
′) and Q ∈ GLn′ (D
′), a nonzero ring anti-homomorphism σ : D →
D
′, and a matrix L ∈ D′m×n with the property that Im + L
tXσ ∈ GLm(D
′) for every X ∈ Dm×n, such that
m′ ≥ n, n′ ≥ m and
ϕ(X) = P
(
tXσ(Im + L
tXσ)−1 0
0 0
)
Q, X ∈ Dm×n. (5)
In particular, if τ [resp. σ] is surjective, then L = 0 and τ is a ring isomorphism [resp. σ is a ring
anti-isomorphism]. In (4) or (5), some zero elements of right matrix may be absent.
Corollary 2.2 (cf. [22, 23]) Let D be an EAS division ring with |D| ≥ 4, and let m, n,m′, n′ ≥ 2 be
integers. Suppose that ϕ : Dm×n → Dm
′×n′ is a non-degenerate graph homomorphism with ϕ(0) = 0.
Then either there exist matrices P ∈ GLm′ (D) and Q ∈ GLn′ (D), and a ring automorphism τ of D, such
that m′ ≥ m, n′ ≥ n and
ϕ(X) = P
(
Xτ 0
0 0
)
Q, X ∈ Dm×n; (6)
or there exist matrices P ∈ GLm′ (D) and Q ∈ GLn′ (D), and a ring anti-automorphism σ of D, such that
m′ ≥ n, n′ ≥ m and
ϕ(X) = P
(
tXσ 0
0 0
)
Q, X ∈ Dm×n. (7)
We give the following examples on graph homomorphisms.
Example 2.3 There exists a non-degenerate graph homomorphism which does not preserve distance 2.
In fact, let D,D′ be division rings such that there exists 0 , ξ ∈ D′ \ D. Write P1 =
(
1 0 ξ
0 1 ξ
)
. Define
the map ϕ : D3×n → D′3×n (n ≥ 2) by ϕ(X) =
(
P1X
0
)
, X ∈ D3×n. Then
ϕ

x
y
z
 =

x + ξz
y + ξz
0
 , x, y, z ∈ Dn. (8)
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The map ϕ is an additive map and a graph homomorphism. Since ϕ
(
x
x
z
)
=
(
x + ξz
x + ξz
0
)
, ϕ does not
preserve distance 2. We assert that ϕ is non-degenerate. In fact, since ϕ is additive, ϕ
(
D
3×n
≤1
+ A
)
=
ϕ
(
D
3×n
≤1
)
+ ϕ(A) for any A ∈ D3×n. We have that ϕ(0) = 0, ϕ(Mi) ⊆ M
′
i
, i = 1, 2, and ϕ(N j) ⊆ N
′
j
,
j = 1, . . . , n. Thus, there are no two maximal setsM,N of different types in D′3×n, such that 0 ∈ M∩N
and ϕ
(
D
3×n
≤1
)
⊆ M ∪N . It follows that ϕ
(
D
3×n
≤1
+ A
)
is not contained in a union of two maximal sets of
different types containing ϕ(A). Therefore, the ϕ is a non-degenerate graph homomorphism which does
not preserve distance 2.
Example 2.4 Let m, n,m′, n′ ≥ 2 be integers, and let D and D′ be division rings such that |D| ≤ |D′| and
|D| is infinite. Then there is a colouring from Dm×n to D′m
′×n′ . In fact, by the cardinal numbers theory (cf.
[18, Introduction]), we have |D| = |Dm×n| ≤ |D′|, and hence there is an injective map f : Dm×n → D′1×1
such that f is a colouring. Since there exists an embedding map (or inclusion mapping)D′1×1 → D′m
′×n′
which is a graph homomorphism, there is a colouring form Dm×n to D′m
′×n′ .
However, we cannot write algebraic formulas of the graph homomorphisms in the case of Exam-
ple 2.4. In order to write the algebraic formula of a graph homomorphism we need some additional
conditions.
Example 2.5 (cf. [9, 10, 23]) Let D,D′ be division rings and let m, n,m′, n′ ≥ 2 be integers. Suppose
that ϕ : Dm×n → D′m
′×n′ is a distance k preserving map where 1 ≤ k ≤ mim{m, n}, and there is a fixed
matrix L ∈ D′n
′×m′ with the property that Im′ + ϕ(X)L ∈ GLm′ (D
′) for every X ∈ Dm×n. Put
θ(X) = (Im′ + ϕ(X)L)
−1ϕ(X), X ∈ Dm×n. (9)
Then the map θ : Dm×n → D′m
′×n′ is a distance k preserving map.
Proof. For any X, Y ∈ Dm×n with d(X, Y) = k, we have k = rank(X −Y) = d(ϕ(X), ϕ(X)) = rank(ϕ(X)−
ϕ(Y)). Thus
m′ + rank(ϕ(X) − ϕ(Y)) = rank
[(
Im′ ϕ(X)
Im′ ϕ(Y)
) (
Im′ 0
L In′
)]
= rank
(
Im′ + ϕ(X)L ϕ(X)
Im′ + ϕ(Y)L ϕ(Y)
)
= rank
(
Im′ θ(X)
Im′ θ(Y)
)
= m′ + d(θ(X), θ(Y)).
Hence d(X, Y) = d(θ(X), θ(Y)) = k. It follows that θ is a distance k preserving map. ✷
Similarly, we have
Example 2.6 (cf. [9, 10, 23]) Let D,D′ be division rings and let m, n,m′, n′ ≥ 2 be integers. Suppose
that ϕ : Dm×n → D′m
′×n′ is a distance k preserving map where 1 ≤ k ≤ mim{m, n}, and there is a fixed
matrix L ∈ D′n
′×m′ with the property that In′ + Lϕ(X) ∈ GLn′ (D
′) for every X ∈ Dm×n. Put
θ(X) = ϕ(X)(In′ + Lϕ(X))
−1, X ∈ Dm×n. (10)
Then the map θ : Dm×n → D′m
′×n′ is a distance k preserving map.
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Example 2.7 Assume that m, n,m′, n′ ≥ 1 are integers, |D| > |D′| and |D| is infinite. Then there is
no a graph homomorphism from Dm×n to D′m
′×n′ , In fact, if there is a graph homomorphism ϕ from
D
m×n to D′m
′×n′ , then ϕ(M1) ⊆ M
′ where M′ is a maximal set in D′m
′×n′ . Since the restriction map
f |M1 : M1 → M
′ is injective, D′ is also infinite. By the cardinal numbers theory [18], we have
|D′| = |M′| ≥ |D| = |M1|, a contradiction.
Thus, when |D| is infinite, Example 2.4 implies that there is a graph homomorphism from Dm×n to
D
′m
′×n′ if and only if |D| ≤ |D′|.
For a finite graph G, recall that a maximum clique of G is a clique (i.e. adjacent subset) of G which
has maximum cardinality. For convenience, we think that a maximum (maximal) clique and its vertex
set are equal. The clique number ofG, denoted by ω(G), is the number of vertices in a maximum clique
of G. Let Kr be the complete graph on r vertices. Recall that an r-colouring of G is a homomorphism
from G to Kr . The chromatic number χ(G) of G is the least value k for which G can be k-coloured (cf.
[6]-[8]).
The following is a necessary and sufficient condition on existence of graph homomorphism.
Theorem 2.8 Let D,D′ be division rings, and let m, n,m′, n′ ≥ 1 be integers. Put s = max{m, n}
and k = max{m′, n′}. Then, there exists a graph homomorphism from Dm×n to D′m
′×n′ if and only if
|D|s ≤ |D′|k.
Proof. Let Γ = Γ(Dm×n) and Γ′ = Γ(D′m
′×n′ ). Without loss of generality, we assume that n = max{m, n}
and n′ = max{m′, n′}.
Suppose f : Dm×n → D′m
′×n′ is a graph homomorphism. Then ϕ(M1) ⊆ M
′ whereM′ is a maximal
set in D′m
′×n′ . By Lemma 1.1,M′ = PM′
1
+ A orM′ = N ′
1
Q + A, where P ∈ GLm′ (D
′), Q ∈ GLn′ (D
′)
and A ∈ D′m
′×n′ are fixed. Clearly, |M′| ≤ |D′|n
′
. Note that the restriction map f |M1 : M1 → M
′ is
injective. By the cardinal numbers theory [18], we have |M1| = |D|
n ≤ |M′| ≤ |D′|n
′
. Thus |D|n ≤ |D′|n
′
.
Now, assume that |D|n ≤ |D′|n
′
. We show that there exists a graph homomorphism from Dm×n to
D
′m
′×n′ as follows.
Case 1. Both |D| and |D′| are finite. By [14, Theorem 2.9], we have that χ(Γ) = |D|n = ω(Γ) = |M1|
and χ(Γ′) = |D′|n
′
= ω(Γ′) = |M′
1
|. Let χ1 = |D|
n and χ2 = |D
′|n
′
. Since Kχ2 and M
′
1
are isomorphic
graphs, we have graph homomorphisms Kχ2 → M
′
1
→ Γ′, where the graph homomorphismM′
1
→ Γ′
is an embedding map (or inclusion mapping). By the algebraic graph theory (cf. [6, p.104]), we have
χ1 ≤ χ2. Thus there are graph homomorphisms Γ → Kχ1 → Kχ2 → M
′
1
→ Γ′, where the graph
homomorphism Kχ1 → Kχ2 is an embedding map. Therefore, there exists a graph homomorphism from
D
m×n to D′m
′×n′ .
Case 2. |D| is infinite. Then |D|n = |D|. Since |D|n ≤ |D′|n
′
, |D′| is infinite and |D′|n
′
= |D′|. Thus
|D| ≤ |D′|. By Example 2.4, there is a graph homomorphism from Dm×n to D′m
′×n′ .
Case 3. |D| is finite and |D′| is infinite. Then |D′| = |D′|n
′
> |D|mn. Clearly, there is a graph
homomorphism fromDm×n toD′1×1. On the other hand, there exists an embeddingmapD′1×1 → D′m
′×n′
which is a graph homomorphism. Hence there is a graph homomorphism from Dm×n to D′m
′×n′ . ✷
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3 Maximal Sets and Weighted Semi-affine Maps
In this section, we will discuss maximal sets on Dm×n and their affine geometries.
Lemma 3.1 (cf. [11, Lemma 3.2]) Let m, n, r, s be integers with 1 ≤ r, s < min{m, n}. Assume that
α = {i1, . . . , ir}, β = { j1, . . . , js}, where 1 ≤ i1 < · · · < ir ≤ m, 1 ≤ j1 < · · · < js ≤ n. Let
A = (ai j) ∈ D
m×n, Bi =
∑r
t=1
∑s
k=1 b
(i)
it jk
Eit jk ∈ D
m×n (where b
(i)
it jk
∈ D), i = 1, 2, and B1 , B2. If A ∼ Bi,
i = 1, 2, then either ai j = 0 for all i < α, or ai j = 0 for all j < β.
Using Lemmas 3.1 and 1.1, we can prove the following results.
Corollary 3.2 (cf. [25, Corollary 3.10]) Let A and B be two adjacent points in Dm×n. Then there are
exactly two maximal setsM andM′ containing A and B. Moreover,M andM′ are of different types.
Corollary 3.3 (cf. [11, 13, 25]) If M and N are two distinct maximal sets of the same type [resp.
different types] in Dm×n withM∩N , ∅, then |M ∩N| = 1 [resp. |M ∩N| = |D| ≥ 2].
Lemma 3.4 SupposeM andN are two distinct maximal sets in Dm×n withM∩N , ∅. Then:
(i) ifM andN are of different types, then for any A ∈ M∩N , there are P ∈ GLm(D) and Q ∈ GLn(D)
such thatM = PM1Q + A = PM1 + A andN = PN1Q + A = N1Q + A;
(ii) if bothM and N are of type one [resp. type two], then there exists an invertible matrix P [resp.
Q] such thatM = PM1 + A andN = PM2 + A [resp. M = N1Q + A andN = N2Q + A], where
M∩N = {A}.
Proof. (i). By Lemma 1.1, it is easy to see that (i) holds.
(ii). LetM and N be of type one withM∩N , ∅. By Corollary 3.3, M∩N = {A}. By Lemma
1.1, there are P1, P2 ∈ GLm(D) such thatM = P1M1 +A andN = P2M1 +A. Write Q1 = P
−1
1
P2. Then
N = P1Q1M1 + A. SinceM , N ,M1 , Q1M1. Clearly,
M1 =
{(
x
0
)
: x ∈ Dn
}
, Q1M1 =


q1x
...
qmx
 : x ∈ Dn

,
where t(q1, . . . , qm) ∈
m
D and t(q2, . . . , qm) , 0. Thus, there exists a Q2 ∈ GLm(D) such that Q2Q1M1 =
M2 and Q2M1 =M1. Put P = P1Q
−1
2
. We obtain thatM = PM1 + A and N = PM2 + A.
Similarly, if bothM andN are of type two withM∩N = {A}, then there exists an invertible matrix
Q such thatM = N1Q + A and N = N2Q + A. ✷
Now, we simply introduce the affine geometry. Let V be an r-dimensional left vector subspace of
D
n and a ∈ Dn. Then V + a is called an r-dimensional left affine flat (flat for short) over D. When r ≥ 2,
the set of all flats in V + a is called the left affine geometry on V + a, which is denoted by AG(V + a).
The dimension of AG(V + a) is r, denoted by dim(AG(V + a)) = r. The flats of dimensions 0, 1, 2 are
called points, lines, planes in AG(V + a). Similarly, we can define the right affine geometry on a right
affine flat over D. There is a general axiomatic definition on affine geometry (cf. [1, 5]).
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In a left or right affine geometry, the join of flats M1 and M2, denoted by M1 ∨ M2, is the minimum
dimensional flat containing M1 and M2. The join M1 ∨M2 is also the intersection of all flats containing
M1 and M2 in the affine geometry. Thus, in an affine geometry, a line ℓ can be written as ℓ = b ∨ c,
where b, c ∈ V are two distinct points.
LetM = PM1 + A be a maximal set of type one in D
m×n, where P ∈ GLm(D) and A ∈ D
m×n. Then
we have a left affine geometry AG(PM1+A) such that AG(PM1+A) and AG(D
n) are affine isomorphic.
Similarly, we have a right affine geometry AG(N1Q+ A) such that AG(N1Q+ A) and AG(
m
D) are affine
isomorphic, where Q ∈ GLn(D). In AG(PM1 + A), the parametric equation of a line ℓ is
ℓ = P
(
Dα + β
0
)
+ A, where α, β ∈ Dn with α , 0.
Lemma 3.5 (cf. [25, p.95]) Let M be a maximal set in Dm×n. Then ℓ is a line in AG(M) if and only
if ℓ = M ∩N , where M and N are two maximal sets of different types with M∩ N , ∅. Moreover,
|ℓ| = |M ∩ N| = |D|.
Lemma 3.6 Let m, n,m′, n′ ≥ 2 be integers. Suppose that ϕ : Dm×n → D′m
′×n′ is a non-degenerate
graph homomorphism with ϕ(0) = 0. Then
(a) if M is a maximal set of type one [resp. type two] containing 0 in Dm×n and ϕ(M) ⊆ M′, where
M′ is a maximal set in D′m
′×n′ , then for any A ∈ M, there exists a maximal set R of type one
[resp. type two] in Dm×n, such that ϕ(R) ⊆ R′ and R ∩M = {A}, where R′ is a maximal set in
D
′m
′×n′ , R′ andM′ are of the same type with R′ ,M′;
(b) if M and N are two distinct maximal sets of the same type [resp. different types] in Dm×n such
that 0 ∈ M and M ∩ N , ∅, then ϕ(M) ⊆ M′ and ϕ(N) ⊆ N ′, where M′ and N ′ are two
maximal sets of the same type [resp. different types] in D′m
′×n′;
(c) ifM is a maximal set containing 0 inDm×n and ϕ(M) ⊆ M′ whereM′ is a maximal set inD′m
′×n′ ,
then M′ is the unique maximal set containing ϕ(M), and ϕ(M) is not contained in any line of
AG(M′).
Proof. (a). Let M be a maximal set of type one [resp. type two] containing 0 in Dm×n, and let
ϕ(M) ⊆ M′ where M′ is a maximal set in D′m
′×n′ . Without loss of generality we assume that both
M andM′ are of type one.
Let matrix A ∈ M. Then A ∈ Dm×n
≤1
. By Lemma 1.1, M = PM1 + A where P ∈ GLm(D). There
exists a type one maximal set R in Dm×n, such that R ,M, R ∩M = {A} and ϕ(R) ⊆ R′, where R′ is a
maximal set in D′m
′×n′ and R′ ,M′. Otherwise, for any type one maximal set R in Dm×n containing A,
we have ϕ(R) ⊆ M′. Since every matrix in Dm×n
≤1
+ A is contained in some type one maximal set which
contais A, we get ϕ
(
D
m×n
≤1
+ A
)
⊆ M′, a contradiction to ϕ being non-degenerate.
We show that R′ is of type one by contradiction. Suppose that R′ is of type two. Let N be a
maximal set of type two in Dm×n containing A, and let ϕ(N) ⊆ N ′ whereN ′ is a maximal set in D′m
′×n′ .
By Corollary 3.3, we have |N ∩ R| ≥ 2 and |N ∩ M| ≥ 2, hence |N ′ ∩ R′| ≥ 2 and |N ′ ∩ M′| ≥ 2.
Applying Corollary 3.3 again, we get eitherN ′ = R′ orN ′ =M′, and henceN ′ ⊆ M′ ∪ R′. It follows
that ϕ(N) ⊆ M′ ∪ R′ for any type two maximal set N in Dm×n containing A. Since every matrix in
D
m×n
≤1
+ A is contained in some type two maximal set containing A, we get ϕ
(
D
m×n
≤1
+ A
)
⊆ M′ ∪ R′, a
contradiction to ϕ being non-degenerate. Thus, R′ is of type one.
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(b). LetM andN be two distinct maximal sets of the same type [resp. different types] in Dm×n such
that 0 ∈ M andM∩N , ∅. Then there are maximal setsM′ and N ′ in D′m
′×n′ , such that ϕ(M) ⊆ M′
and ϕ(N) ⊆ N ′. Without loss of generality, we assume thatM is of type one. Let A ∈ M ∩ N . Then
A ∈ Dm×n
≤1
because 0 ∈ M. We prove that M′ and N ′ are of the same type [resp. different types] as
follows.
Case 1. M and N are of the same type (i.e., type one). By the (a) and Lemma 1.1, there exist
two distinct type two maximal sets L and T in Dm×n, such that 0 ∈ L, L ∩ T = {A}, ϕ(L) ⊆ L′ and
ϕ(T ) ⊆ T ′, where L′ and T ′ are two distinct maximal sets of the same type.
Since |N ∩ L| ≥ 2 and |N ∩ T | ≥ 2, we have |N ′ ∩ L′| ≥ 2 and |N ′ ∩ T ′| ≥ 2. By Corollary 3.3
and L′ , T ′, we get that N ′ and L′ are of different types. Similarly,M′ and L′ are of different types.
Consequently,M′ and N ′ are of the same type.
Case 2. M and N are of different types. Then N is of type two. By the (a), there exists a type one
maximal set R in Dm×n containing A, such that ϕ(R) ⊆ R′ and R , M, where R′ is a maximal set in
D
′m
′×n′ such that R′ andM′ are of the same type and R′ ,M′. Since |N ∩R| ≥ 2 and |N ∩M| ≥ 2, one
has |N ′ ∩R′| ≥ 2 and |N ′ ∩M′| ≥ 2. By Corollary 3.3, we obtain thatN ′ andM′ are of different types.
Combining Case 1 with Case 2, the (b) of this lemma holds.
(c). LetM be a maximal set containing 0 inDm×n, and let ϕ(M) ⊆ M′ whereM′ is a maximal set in
D
′m
′×n′ . Without loss of generality, we can assume that bothM andM′ are of type one. By the (a) and
Lemma 1.1, there exist two distinct type two maximal sets L and T in Dm×n, such thatM∩L∩T = {0},
ϕ(L) ⊆ L′ and ϕ(T ) ⊆ T ′, where L′ and T ′ are two distinct maximal sets of the same type.
Since |M ∩L| ≥ 2 and |M ∩ T | ≥ 2, we have |M′ ∩ L′| ≥ 2 and |M′ ∩ T ′| ≥ 2. Thus Corollary 3.3
implies that both L′ and T ′ are of type two. By Lemma 3.5, ℓ1 := M∩ L and ℓ2 := M∩ T are two
lines in AG(M); ℓ′
1
:= M′ ∩ L′ and ℓ′
2
:= M′ ∩ T ′ are also two lines in AG(M′). Clearly, ϕ(ℓi) ⊆ ℓ
′
i
,
i = 1, 2, and ℓ′
1
, ℓ′
2
. Since two different lines have at most a common point, it follows that ϕ(M) is
not contained in any line in AG(M′). Applying Lemma 3.5 and Corollary 3.3, it is clear thatM′ is the
unique maximal set containing ϕ(M). ✷
If a map ϕ : Dm×n → D′m
′×n′ preserves distances 1 and 2, then ϕ carries distinct maximal sets inDm×n
into distinct maximal sets in D′m
′×n′ , and hence ϕ is a non-degenerate graph homomorphism. Thus, by
Lemma 3.6(b) we have the following corollary.
Corollary 3.7 Let ϕ : Dm×n → D′m
′×n′ be a distances 1 and 2 preserving map with ϕ(0) = 0. Suppose
thatM andN are two distinct maximal sets of the same type [resp. different types] in Dm×n with 0 ∈ M
andM∩N , ∅. Then there are two distinct maximal setsM′ andN ′ in D′m
′×n′ , such that ϕ(M) ⊆ M′,
ϕ(N) ⊆ N ′, andM′,N ′ are of the same type [resp. different types].
Let V be a left vector space over D, and let V ′ be a left [resp. right] vector space over D′. Suppose
f : V → V ′ is a map. The map f is called a semi-affine map if there exists a ring homomorphism τ
[resp. ring anti-homomorphismσ] from D to D′, such that f (αx + βy + γz) = ατ f (x) + βτ f (y) + γτ f (z)
[resp. f (αx+ βy+ γz) = f (x)ασ + f (y)βσ + f (z)γσ], for all x, y, z ∈ V and α, β, γ ∈ D with α+ β+ γ = 1.
A semi-affine map f is called a quasi-affine map if τ [resp. σ] is a ring isomorphism [resp. ring anti-
isomorphism]. A quasi-affine map f is called an affine map if D = D′ and τ [resp. σ] is the identity (cf.
[5, Definition 12.5.1]).
For two right vector spaces over division rings, or a right vector space and a left vector space over
division rings, we can define similarly the semi-affine map, quasi-affine map and affine map between
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two vector spaces, respectively.
Suppose both V and V ′ are left [resp. right] vector spaces over D and D′, respectively. An additive
map f : V → V ′ is called a semi-linear map if there exists a ring homomorphism τ from D to D′ such
that f (λx) = λτ f (x) [resp. f (xλ) = f (x)λτ], for all x ∈ V , λ ∈ D. For a left [resp. right] vector space V
over D and a right [resp. left] vector space V ′ over D′, we can define similarly a semi-linear map from
V to V ′. A semi-linear map is called quasi-linear map if τ [resp. σ] is a ring isomorphism [resp. ring
anti-isomorphism]. A quasi-linear map is called linear map if V = V ′ and τ [resp. σ] is the identity.
Remark 3.8 Let D,D′ be division rings, and let n,m be positive integers with n ≥ 2. Then
(a) if V = Dn [resp. V = nD], V ′ = Dm [resp. V ′ = mD] and f : V → V ′ is a semi-linear map, then
f is of the form f (x) = xτP [resp. f (x) = Qxτ], x ∈ V, where τ is a ring homomorphism from D
to D′, and P ∈ D′n×m [resp. Q ∈ D′m×n] is fixed;
(b) if V = Dn [resp. V = nD], V ′ = mD [resp. V ′ = Dm] and f : V → V ′ is a semi-linear map, then
f is of the form f (x) = P txσ [resp. f (x) = txσQ], x ∈ V, where σ is a ring anti-homomorphism
from D to D′, and P ∈ D′m×n [resp. Q ∈ D′n×m] is fixed.
Lemma 3.9 (see [5, Proposition 12.5.2]) Let V and V ′ be left or right vector spaces over division rings
D and D′, respectively. Assume that f : V → V ′ is a map. Then
(a) f is a semi-affine map if and only if g(x) := f (x) − f (0) is a semi-linear map;
(b) f is a quasi-affine map if and only if g(x) := f (x) − f (0) is a quasi-linear map;
(c) f is an affine map if and only if g(x) := f (x) − f (0) is a linear map.
Let V and V ′ be left or right vector spaces of dimensions ≥ 2 over division rings. A map f : V → V ′
is called an affine morphism if a ∈ b ∨ c⇒ f (a) ∈ f (b) ∨ f (c) for all a, b, c ∈ V (i.e., f maps lines into
lines). An affine morphism is called non-degenerate if its image is not contained in a line.
The following definition is a simpler version of the weighted semi-affine map [5, Definitian 12.5.6],
since we do not need to use “partial map” of [5].
Suppose V is a left vector space over a division ring D, V ′ a left [resp. right] vector space over a
division ring D′, and their dimensions ≥ 2. A map g : V → V ′ is called a weighted semi-affine map if
there exists a semi-affine map (k, h) : V → D′ ×V ′ [resp. (h, k) : V → V ′ ×D′], where h is a semi-affine
map from V to V ′ and k is a semi-affine map from V to D′, such that k(x) , 0 for all x ∈ V and
g(x) = (k(x))−1h(x) [resp. g(x) = h(x)(k(x))−1], x ∈ V. (11)
Note that in (k, h) [resp. (h, k)], semi-affine maps h and k have the same ring homomorphism [resp. ring
anti-homomorphism] from D to D′ associated to h and k.
For two right vector spaces over division rings, or a right vector space and a left vector space over
division rings, we can define similarly the weighted semi-affine map between two vector spaces. Every
weighted semi-affine map is an affine morphism (see [5, Proposition 12.5.7]).
Lemma 3.10 Let D,D′ be division rings, and let m, n ≥ 2 be integers. Then:
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(a) if V = Dn, V ′ = D′m [resp. V = nD, V ′ = mD′] and g : V → V ′ is a weighted semi-affine map
with g(0) = 0, then g is of the form
g(x) = (k(x))−1xτP [resp. g(x) = Qxτ(k′(x))−1], x ∈ V,
where τ is a ring homomorphism from D to D′, P ∈ D′n×m [resp. Q ∈ D′m×n] is fixed, and k(x) is of
the form k(x) =
∑n
i=1 x
τ
i
ai+b with k(x) , 0 for all x = (x1, . . . , xn) ∈ V [resp. k
′(x) =
∑n
i=1 aix
τ
i
+b
with k′(x) , 0 for all x = t(x1, . . . , xn) ∈ V];
(b) if V = Dn, V ′ = mD′ [resp. V = nD, V ′ = D′m] and g : V → V ′ is a weighted semi-affine map
with g(0) = 0, then g is of the form
g(x) = P txσ(k(x))−1 [resp. g(x) = (k′(x))−1 txσQ], x ∈ V,
where σ is a ring anti-homomorphism from D to D′, P ∈ D′m×n [resp. Q ∈ D′n×m] is fixed,
and k(x) is of the form k(x) =
∑n
i=1 aix
σ
i
+ b with k(x) , 0 for all x = (x1, . . . , xn) ∈ V [resp.
k′(x) =
∑n
i=1 x
σ
i
ai + b with k
′(x) , 0 for all x = t(x1, . . . , xn) ∈ V].
Proof. (a). Suppose that V = Dn and V ′ = D′m. Let g : V → V ′ be a weighted semi-affine map with
g(0) = 0. By the definition of the weighted semi-affine map, there exists a semi-affine map (k, h) : V →
D
′ × V ′, where h is a semi-affine map from V to V ′ and k is a semi-affine map from V to D′, such that
k(x) , 0 and
g(x) = (k(x))−1h(x), x ∈ V.
Let τ : D→ D′ be the ring homomorphism associated to the semi-affine map (k, h).
By Lemma 3.9, k′(x) := k(x)− k(0) is a semi-linear map from Dn to D′, and h′(x) := h(x)− h(0) is a
semi-linear map from Dn to D′m. Since g(0) = 0, we get h(0) = 0. Hence h(x) = h′(x) is a semi-linear
map. Let ei is the i-th row of In, i = 1, . . . , n. For any x =
∑n
i=1 xiei ∈ V where xi ∈ D, we have
k′(x) = k′(
∑n
i=1 xiei) =
∑n
i=1 x
τ
i
k′(ei). Thus k(x) =
∑n
i=1 x
τ
i
k′(ei)+ k(0). Let ai = k
′(ei) and b = k(0). Then
k(x) =
∑n
i=1 x
τ
i
ai + b. By Remark 3.8, h(x) = x
τP where P ∈ D′n×m is fixed. Therefore,
g(x) = (k(x))−1xτP, x ∈ V.
For the case of V = nD and V ′ = mD′, we have similarly that g(x) = Qxτ(k′(x))−1 (x ∈ V), where
Q ∈ D′m×n is fixed, and k′(x) =
∑n
i=1 aix
τ
i
+ b with k′(x) , 0 for all x = t(x1, . . . , xn) ∈ V .
(b). The proof is similar. ✷
Proposition 3.11 (see [5, Proposition 12.5.9]) Suppose V and V are left vector spaces of dimensions
≥ 2 over division rings D and D′, respectively. Let g : V → V ′ is a non-constant weighted semi-affine
map which is defined by the semi-affine map (k, h) : V → D′ × V ′. Then the following three conditions
are equivalent:
(a) g is a quasi-affine map (with empty kernel),
(b) there exist a, b ∈ V such that g(a) , g(b) and g(a ∨ b) = g(a) ∨ g(b),
(c) the ring homomorphism τ : D→ D′ associated to (k, h) is an isomorphism.
We have the following fundamental theorem of the affine geometry on vector spaces.
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Theorem 3.12 (see [5, Theorem 12.6.7]) Let D,D′ be division rings with |D| ≥ 4. Suppose that V
and V ′ are left or right vector spaces of dimensions ≥ 2 over D and D′, respectively. Then every
non-degenerate affine morphism f : V → V ′ is a weighted semi-affine map.
Let ϕ : Dm×n → D′m
′×n′ be a graph homomorphism with ϕ(0) = 0. SupposeM is a maximal set of
type one containing 0 in Dm×n and ϕ(M) ⊆ M′, whereM′ is a maximal set of type one containing 0 in
D
′m
′×n′ . Then there are P ∈ GLm(D) and P
′ ∈ GLm′ (D), such thatM = PM1 andM
′
= P′M′
1
. Let
ϕ
(
P
(
x
0
))
= P′
(
xρ
0
)
, x ∈ Dn,
where ρ : D → D′ is an injective map with 0ρ = 0. Then the restriction map ϕ |M: M → M
′ induces
the map ϕ′ : Dn → D′n
′
by ϕ′(x) = xρ for all x ∈ Dn. The restriction map ϕ |M is called a weighted
semi-affine map [resp. non-degenerate affine morphism] if the map ϕ′ is a weighted semi-affine map
[resp. non-degenerate affine morphism].
Similarly, when ϕ(M) ⊆ N ′ whereN ′ is a maximal set of type two containing 0, orM is a maximal
set of type two containing 0, we can define similarly the weighted semi-affine map (or non-degenerate
affine morphism) for the restriction map ϕ |M.
Lemma 3.13 Let D,D′ be division rings with |D| ≥ 4, and let m, n,m′, n′ ≥ 2 be integers. Suppose that
ϕ : Dm×n → D′m
′×n′ is a non-degenerate graph homomorphism with ϕ(0) = 0. Let M be a maximal
set containing 0 in Dm×n, such that ϕ(M) ⊆ M′ where M′ is a maximal set containing 0 in D′m
′×n′ .
Then the restriction map ϕ |M: M→M
′ is an injective weighted semi-affine map. Moreover, if S is an
adjacent set in Dm×n with 0 ∈ S and |S| ≥ 2, then
dim(ϕ(S)) ≤ dim(S).
Proof. Without loss of generality, we assume that bothM andM′ are maximal sets of type one. Let ℓ
be a line in AG(M). By Lemma 3.5, ℓ = M∩N , where N is a maximal set of type two in Dm×n with
M∩ N , ∅. There exists a maximal set N ′ in D′m
′×n′ such that ϕ(N) ⊆ N ′ and |M′ ∩ N ′| ≥ 2. By
Lemma 3.6(b), N ′ is of type two. Hence Lemma 3.5 implies that ℓ′ = M′ ∩ N ′ is a line in AG(M′)
and ϕ(ℓ) ⊆ ℓ′. Thus, ϕ maps lines in AG(M) into lines in AG(M′). By Lemma 3.6(c), ϕ(M) is not
contained in any line in AG(M′). Therefore, the restriction map ϕ |M: M → M
′ is a non-degenerate
affine morphism. By Theorem 3.12, the restriction map ϕ |M is a weighted semi-affine map. Clearly,
ϕ |M is injective.
Let S be an adjacent set in Dm×n with 0 ∈ S and |S| ≥ 2. By Lemma 1.1,we have either S ⊆ PM1 or
S ⊆ N1Q, where P ∈ GLm(D), Q ∈ GLn(D). Thus, ϕ(S) ⊆ ϕ(PM1) or ϕ(S) ⊆ ϕ(N1Q). Without loss of
generality, we assume that S ⊆ PM1 and ϕ(PM1) ⊆ P
′M′
1
, where P′ ∈ GLm′ (D
′). Then ϕ(S) ⊆ P′M′
1
and the restriction map ϕ |PM1 : PM1 → P
′M′
1
is a weighted semi-affine map. By Lemma 3.10, ϕ |PM1
is of the form
ϕ
(
P
(
x
0
))
= P′
(
(k(x))−1xτT
0
)
, x ∈ Dn,
where τ : D → D′ is a nonzero ring homomorphism, T ∈ D′n×n
′
, and k(x) is of the form k(x) =∑n
j=1 x
τ
1 j
a j1 + b , 0 for all x = (x11, . . . , x1n) ∈ D
n. Thus, it is easy to see that dim(ϕ(S)) ≤ dim(S). ✷
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4 Grassmann Spaces and Related Lemmas
In this section, we introduce Grassmann spaces (cf. [25, 13, 12]).
Let n ≥ 3 be an integer, and let P(Dn) [resp. P(nD)] be the (n − 1)-dimensional left [resp. right]
projective geometry on Dn [resp. nD]. In P(Dn) [reap. P(nD)], an (r+ 1)-dimensional vector subspace
W := [v1, . . . , vr+1] is called an r-dimensional projective flat (r-flat for short), and the matrix

v1
...
vr+1
 [resp. (v1, . . . , vr+1)]
is called a matrix representation of the r-flat W. For simpleness, the matrix representation of an r-flat
W is also denoted byW.
Let n,m ≥ 2 be integers. The (m−1)-dimensional left [resp. right]Grassmann space overD, denoted
by G l
m+n−1,m−1
(D) [resp. G r
m+n−1,m−1
(D)], is the set of all (m − 1)-flats in P(Dm+n) [resp. P(m+nD)]. In
a Grassmann space, an (m − 1)-flat W is called a point. Matrices W and W′ of rank m are two matrix
representations of one point in G l
m+n−1,m−1
(D) [resp. G r
m+n−1,m−1
(D)] if and only if there is a G ∈ GLm(D)
such thatW′ = GW [resp. W′ = WG].
In the Grassmann space G l
m+n−1,m−1
(D) [resp. G r
m+n−1,m−1
(D)], two points W1 and W2 are said to be
of arithmetic distance r, denoted by ad(W1,W2) = r, if W1 ∩W2 is an (m − r − 1)-flat. Two points W1
and W2 are called adjacent if ad(W1,W2) = 1. For matrix representationsW1 and W2 of points W1 and
W2, we have (cf. [25, 13])
ad(W1,W2) = rank
(
W1
W2
)
− m [resp. ad(W1,W2) = rank(W1,W2) − m]. (12)
Recall that the projective general linear group of degreem+n overD is PGLm+n(D) = GLm+n(D)/Zm+n,
where Z is the center of D and Zm+n = {λIm+n : λ ∈ Z
∗}. The PGLm+n(D) can be regarded as a group of
motions on G l
m+n−1,m−1
(D) [resp. G r
m+n−1,m−1
(D)]. That is, each element T ∈ PGLm+n(D) defines a bijec-
tive mapW 7→ WT [resp. W 7→ TW] from G l
m+n−1,m−1
(D) [resp. G r
m+n−1,m−1
(D)] to itself. By [25, Propo-
sitions 3.28 and 3.31], the group PGLm+n(D) acts transitively on G
l
m+n−1,m−1
(D) [resp. G r
m+n−1,m−1
(D)],
and every element of the group PGLm+n(D) preserves the arithmetic distance between any two points.
Suppose that m, n ≥ 2 are integers and k, r are integers with 1 ≤ r ≤ k ≤ max{m, n}. We define the
following mathematical symbols.
• Let Mk,r(D
m×n) denote the set of all matrices X ∈ Dm×nr having exactly k nonzero rows. Write
α = {i1, i2, . . . , ik} where 1 ≤ i1 < i2 < · · · < ik ≤ m. LetM
α
k,r
(Dm×n) denote the set of all matrices
in Dm×nr that have exactly k nonzero rows being row i1, row i2, . . ., row ik.
• Let Nk,r(D
m×n) denote the set of all matrices X ∈ Dm×nr having exactly k nonzero columns. Write
β = { j1, j2, . . . , jk} where 1 ≤ j1 < j2 < · · · < jk ≤ n. LetN
β
k,r
(Dm×n) denote the set of all matrices
in Dm×nr that have exactly k nonzero columns being column j1, column j2, . . ., column jk.
In order to prove our main result, we need the following lemmas (cf. [23]).
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Lemma 4.1 Let E ⊆ D be two division rings with |E| > 2, and let m, n, k ≥ 2 be integers with m, n ≥ k.
Suppose A ∈ Mk,k(E
m×n) and (X, Y) is a fixed matrix representation of a point of G l
m+n−1,m−1
(D), where
X ∈ Dm×m and Y ∈ Dm×n. Assume further that ad((X, Y), (Im, B)) = 1 for every B ∈ Mk−1,k−1(E
m×n)
satisfying rank(B−A) = 1, where (Im, B) is a fixed matrix representation of some point of G
l
m+n−1,m−1
(D).
Then X is invertible and Y = XA. In the case of k = 2 there is the additional possibility that X is
invertible and Y = 0.
Proof. Step 1. There is a permutation matrix P and an invertible matrix Q over E, such that PAQ =
diag(Ik, 0). Let B ∈ Mk−1,k−1(E
m×n). Then B ∼ A if and only if PBQ ∼ PAQwith PBQ ∈ Mk−1,k−1(E
m×n).
On the other hand, by (12), ad((X, Y), (Im, B)) = 1 if and only if ad((PXP
−1, PYQ), (Im, PBQ)) = 1.
Moreover, Y = XA if and only if PYQ = (PXP−1)(PAQ). Thus, we may assume with no loss of
generality that
A = diag(Ik, 0).
Since ad((X, Y), (Im, B)) = 1 for any B ∈ Mk−1,k−1(E
m×n) satisfying B ∼ A, from (12) we have
Y − XB ∼ 0, for any B ∈ Mk−1,k−1(E
m×n) satisfying B ∼ A. (13)
For any B ∈ Mk−1,k−1(E
m×n) satisfying B ∼ A, we get m = rank(X, Y) = rank(X, Y − XB) ≤
rank(X) + rank(Y − XB). It follows that rank(X) ≥ m − 1.
We prove this lemma only for the case of 2 ≤ k < m; the case of k = m is similar. From now on
we assume that 2 ≤ k < m. Write X = (X1, X2) where X1 ∈ D
m×k and X2 ∈ D
m×(m−k). Then X1 , 0
because k ≥ 2. Let rank(X1) = s where 1 ≤ s ≤ k. Then there is P1 ∈ GLm(E) such that X1 = P1
(
X11
0
)
where X11 ∈ E
s×k
s . Without loss of generality, we assume P1 = Im. Then X =
(
X11 X12
0 X22
)
where(
X12
X22
)
= X2. For any B ∈ Mk−1,k−1(E
m×n) satisfying B ∼ A = diag(Ik, 0), we have B =
(
C
0
)
, where
C ∈ Mk−1,k−1(E
k×n) satisfying C ∼ (Ik, 0). Write Y =
(
Y1
Y2
)
where Y1 ∈ D
s×n and Y2 ∈ D
(m−s)×n. Then
(13) implies that
Y =
(
Y1
Y2
)
∼
(
X11C
0
)
, for any C ∈ Mk−1,k−1(E
k×n) satisfying C ∼ (Ik, 0). (14)
For any Z,W ∈ E(k−1)×1, let
CZ =
(
Ik−1 Z 0
0 0 0
)
, C′W =
(
0 0 0
W Ik−1 0
)
∈ Mk−1,k−1(E
k×n).
Write X11 = (xi j)s×k, Z =
t(z1, . . . , zk−1),W =
t(w2, . . . ,wk). Then we have
X11CZ =

x11 x12 . . . x1,k−1
∑k−1
j=1 x1 jz j 0 · · · 0
x21 x22 . . . x2,k−1
∑k−1
j=1 x2 jz j 0 · · · 0
...
...
...
...
...
...
xs1 xs2 . . . xs,k−1
∑k−1
j=1 xs jz j 0 · · · 0

,
X11C
′
W =

∑k
j=2 x1 jw j x12 x13 . . . x1k 0 · · · 0∑k
j=2 x2 jw j x22 x23 . . . x2k 0 · · · 0
...
...
...
...
...
...∑k
j=2 xs jw j xs2 xs3 . . . xsk 0 · · · 0

.
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Since CZ ∼ (Ik, 0) and C
′
W
∼ (Ik, 0), from (14) we obtain that
Y =
(
Y1
Y2
)
∼
(
X11CZ
0
)
, Y =
(
Y1
Y2
)
∼
(
X11C
′
W
0
)
, for all Z,W ∈ E(k−1)×1. (15)
Step 2. In this step, we first show that X11CZ , 0 and X11C
′
W
, 0 for all Z,W ∈ E(k−1)×1 by
contradiction. Suppose that X11CZ = 0. Then, by X11 , 0 we get
X11C
′
W =

x1kwk 0 . . . 0 x1k 0 · · · 0
x2kwk 0 · · · 0 x2k 0 · · · 0
...
...
...
...
...
...
xskwk 0 . . . 0 xsk 0 · · · 0

, 0.
Note that Y ∼ 0 because (15). Taking distinct wk, by (15) and Lemma 3.1, it is easy to see that Y2 = 0,
and hence rank(X1, Y) = rank(X11, Y1) = s. Thus m = rank(X, Y) ≤ s + rank(X2) ≤ s + m − k, which
implies that k ≤ s. Since k ≥ s, we obtain k = s. Hence X11 is invertible, a contradiction to X11CZ = 0.
Therefore, X11CZ , 0 for all Z ∈ E
(k−1)×1. Similarly, X11C
′
W
, 0 for allW ∈ E(k−1)×1.
Next, we will prove that Y2 = 0 and X is invertible.
Clearly, there are distinct Zi and Wi ∈ E
(k−1)×1, i = 1, 2, such that X11CZ1 , X11CZ2 and X11C
′
W1
,
X11C
′
W2
. Applying (15) and Lemma 3.1, it is easy to see that Y2 = 0. Thus rank(X1, Y) = rank(X11, Y1) =
s. By m = rank(X, Y) ≤ s + rank(X2) ≤ s +m − k, we get k ≤ s and hence k = s. By k = s and Y2 = 0, it
is clear that X =
(
X11 X21
0 X22
)
is invertible.
Finally, we complete our proof. Without loss of generality, we may assume X11 = Ik. Thus, (15) and
Y2 = 0 imply that
Y1 ∼ CZ , Y1 ∼ C
′
W
, for all Z,W ∈ E(k−1)×1. (16)
When k ≥ 3, (16) and Lemma 3.1 imply that Y = diag(Ik, 0) = A, and hence Y = XA = A. When k = 2,
applying (16) and Lemma 3.1, we can obtain either Y = diag(I2, 0) = A = XA or Y = 0. ✷
Lemma 4.2 Let E ⊆ D be two division rings with |E| > 2, and let m, n, k, r be integers with m ≥ k > r ≥
1, n > r. Suppose A ∈ Mk,r(E
m×n) and (X, Y) is a fixed matrix representation of a point of G l
m+n−1,m−1
(D),
where X ∈ Dm×m and Y ∈ Dm×n. Assume further that ad((X, Y), (Im, B)) = 1 for every B ∈ Mk,r+1(E
m×n)
satisfying rank(B−A) = 1, where (Im, B) is a fixed matrix representation of some point of G
l
m+n−1,m−1
(D).
Then X is invertible and Y = XA.
Proof. Step 1. Using the same argument as in the proof of Lemma 4.1, we may assume with no loss
of generality that
A =

Ir 0
A2 0
0 0
 ∈ Mk,r(Ek×n),
where A2 ∈ E
(k−r)×r has no zero row.
Since ad((X, Y), (Im, B)) = rank
(
X Y
Im B
)
− m = 1 for every B ∈ Mk,r+1(E
m×n) with B ∼ A, we get
Y − XB ∼ 0, for any B ∈ Mk,r+1(E
m×n) with B ∼ A. (17)
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For any B ∈ Mk,r+1(E
m×n) satisfying B ∼ A, we have that m = rank(X, Y) = rank(X, Y − XB) ≤
rank(X) + rank(Y − XB). Thus rank(X) ≥ m − 1.
We prove this lemma only for the case of 2 ≤ k < m; the case of k = m is similar. From now on we
assume that 2 ≤ k < m. Let X = (X1, X2), where X1 ∈ D
m×k, X2 ∈ D
m×(m−k). Then X1 , 0 because k ≥ 2.
Let rank(X1) = s where 1 ≤ s ≤ k. Then, there is P1 ∈ GLm(D) such that X1 = P1
(
X11 X12
0 0
)
where
X11 ∈ D
s×r and X12 ∈ D
s×(k−r). Without loss of generality, we assume that P1 = Im. Then
X = (X1, X2) =
(
X11 X12 X21
0 0 X22
)
and rank(X) ≤ s+m− k, where X22 ∈ D
(m−s)×(m−k). Write Y =
(
Y1
Y2
)
where Y1 ∈ D
s×n and Y2 ∈ D
(m−s)×n.
Put CZ =

Ir 0
A2 Z
0 0
 where Z ∈ E(k−r)×(n−r)1 . Then CZ ∈ Mk,r+1(Em×n) and CZ ∼ A. It follows from
(17) that
Y =
(
Y1
Y2
)
∼
(
X11 + X12A2 X12Z
0 0
)
, for all Z ∈ E
(k−r)×(n−r)
1
. (18)
Since A2 = (ai j) has no zero row, we may assume with no loss of generality that a11 , 0. Then
(a11, . . . , a1r)(Ir−λE
r×r
11
)−1E
r×(n−r)
11
, 0 for any λ ∈ Ewith λ , 1. It follows that A2(Ir−λE
r×r
11
)−1E
r×(n−r)
11
,
0 for any λ ∈ E with λ , 1. Thus, for any λ ∈ E with λ , 1, we have
Eλ :=

Ir − λE
r×r
11
E
r×(n−r)
11
A2 0
0 0
 ∈ Mk,r+1(Em×n)
and Eλ ∼ A. By (17), we get(
Y1
Y2
)
∼
(
X11(Ir − λE
r×r
11
) + X12A2 X11E
r×(n−r)
11
0 0
)
, for any λ ∈ E with λ , 1. (19)
For any λ ∈ E, let
Cλ =

Ir 0
A2 − λE
(k−r)×r
11
E
(k−r)×(n−r)
11
0 0
 ∈ Mk,r+1(Em×n).
Then Cλ ∼ A. Hence (17) implies that
Y =
(
Y1
Y2
)
∼
(
X11 + X12(A2 − λE
(k−r)×r
11
) X12E
(k−r)×(n−r)
11
0 0
)
, for any λ ∈ E. (20)
Step 2. In this step, we first show X12 , 0 by contradiction. Suppose X12 = 0. Then s ≤ r and (18)
implies that Y−XA ∼ 0. Thusm = rank(X, Y) = rank(X, Y−XA) ≤ rank(X)+rank(Y−XA) ≤ s+m−k+1,
and hence r ≥ s ≥ k−1 ≥ r. Consequently s = r = k−1 and X11 is invertible. Without loss of generality,
we may assume that X11 = Ir. Then X = (X1, X2) =
(
Ir 0 X21
0 0 X22
)
where X22 ∈ D
(m−r)×(m−k). By (19)
we have
Y =
(
Y1
Y2
)
∼
(
Ir − λE
r×r
11
E
r×(n−r)
11
0 0
)
, for any λ ∈ E with λ , 1. (21)
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From (18) we get Y ∼ diag(Ir, 0). Thus, using Lemma 3.1 and (21), we can prove that Y2 = 0. Then
rank(X1, Y) = r. By m = rank(X, Y) ≤ r + rank(X22) ≤ r + m − k, we get k ≤ r, a contradiction to the
condition k > r. Therefore, we have proved X12 , 0.
Next, we affirm that Y2 = 0 and X is invertible. Clearly, there are two distinct Z1, Z2 ∈ E
(k−r)×(n−r)
1
such that X12Z1 , X12Z2. By (18), we obtain
Y =
(
Y1
Y2
)
∼
(
X11 + X12A2 X12Zi
0 0
)
, i = 1, 2.
Thus Lemma 3.1 implies that Y2 = 0, or Y =
(
X11 + X12A2 Y12
0 Y22
)
where Y22 ∈ D
(m−s)×(n−r), (0, Y22) = Y2
and (X11 + X12A2, Y12) = Y1.
On the other hand, we have X11λE
r×r
11
, 0 for any λ ∈ E∗, or X12λE
(k−r)×r
11
, 0 for any λ ∈ E∗.
Otherwise, the first column of X11 and the first column of X12 are zeros, thus m − 1 ≤ rank(X) ≤ m − 2,
a contradiction. By (19) and (20), we may assume with no loss of generality that X11λE
r×r
11
, 0 for any
λ ∈ E∗. Suppose Y =
(
X11 + X12A2 Y12
0 Y22
)
. From (19) we get
(
X11 + X12A2 Y12
0 Y22
)
∼
(
X11(Ir − λE
r×r
11
) + X12A2 X11E
r×(n−r)
11
0 0
)
,
for any λ ∈ E∗ with λ , 1. Since X11 + X12A2 , X11(Ir − λE
r×r
11
) + X12A2 for any λ ∈ E
∗ with λ , 1,
we have Y22 = 0. Thus, we always have Y2 = 0. By (X, Y) =
(
X11 X12 X21 Y1
0 0 X22 0
)
, it is clear that X is
invertible.
By m = rank(X) ≤ s + m − k, we get k ≤ s. Since k ≥ s, we obtain k = s. Thus X11 ∈ D
k×r,
X12 ∈ D
k×(k−r) and X22 ∈ D
(m−k)×(m−k). Without loss of generality, we assume X = Im. Then X11 =
(
Ir
0
)
,
X12 =
(
0
Ik−r
)
, X21 = 0 and X22 = Im−k.
Finally, we assert Y = XA. By (18) we have Y − A ∼
(
0r 0
0 Z
0 0
)
for all Z ∈ E
(k−r)×(n−r)
1
. By Lemma
3.1, we get Y − A =
(
0r W1
0 W3
0 W4
)
or Y − A =
(
0r 0
W2 W3
0 0
)
, whereW3 ∈ D
(k−r)×(n−r). By (19), we have
Y − A ∼

−λEr×r
11
E
r×(n−r)
11
0 0
0 0
, for any λ ∈ E with λ , 1.
It follows that Y − A =
(
0r W1
0 0
0 0
)
. From (20) we obtain that
Y − A =

0r W1
0 0
0 0
 ∼

0r 0
−λE
(k−r)×r
11
E
(k−r)×(n−r)
11
0 0
 ,
for any λ ∈ E, and henceW1 = 0. Then, we have proved Y = A = XA. ✷
Similarly, we can prove the following lemmas (cf. [23]).
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Lemma 4.3 Let E ⊆ D be two division rings with |E| > 2, and let m, n, k ≥ 2 be integers with m, n ≥ k.
Suppose A ∈ Nk,k(E
m×n) and
(
X
Y
)
is a fixed matrix representation of a point of G r
m+n−1,n−1
(D), where
X ∈ Dn×n and Y ∈ Dm×n. Assume further that ad
((
X
Y
)
,
(
In
B
))
= 1 for every B ∈ Nk−1,k−1(E
m×n)
satisfying rank(B − A) = 1, where
(
In
B
)
is a fixed matrix representation of some point of G r
m+n−1,n−1
(D).
Then X is invertible and Y = AX. In the case of k = 2 there is the additional possibility that X is
invertible and Y = 0.
Lemma 4.4 Let E ⊆ D be two division rings with |E| > 2, and let m, n, k, r be integers with n ≥ k > r ≥
1, m > r. Suppose A ∈ Nk,r(E
m×n) and
(
X
Y
)
is a fixed matrix representation of a point of G r
m+n−1,n−1
(D),
where X ∈ Dn×n and Y ∈ Dm×n. Assume further that ad
((
X
Y
)
,
(
In
B
))
= 1 for every B ∈ Nk,r+1(E
m×n)
satisfying rank(B − A) = 1, where
(
In
B
)
is a fixed matrix representation of some point of G l
m+n−1,n−1
(D).
Then X is invertible and Y = AX.
5 Proofs of Theorem 2.1 and Corollary 2.2
In this section, we will prove Theorem 2.1 and Corollary 2.2.
Lemma 5.1 Suppose D,D′ are division rings and there exists a nonzero ring homomorphism τ from D
to D′. Let m, n ≥ 2 be integers and L ∈ D′n×m. Then Im + X
τL ∈ GLm(D
′) (X ∈ Dm×n) if and only if
In + LX
τ ∈ GLn(D
′) (X ∈ Dm×n). Moreover, if Im + X
τL ∈ GLm(D
′) (X ∈ Dm×n), then
(Im + X
τL)−1Xτ = Xτ(In + LX
τ)−1, X ∈ Dm×n. (22)
Proof. We have
(Im + X
τL)Xτ = Xτ(In + LX
τ), for all X ∈ Dm×n. (23)
Let GX = Im + X
τL, X ∈ Dm×n. Assume that GX ∈ GLm(D
′) for all X ∈ Dm×n. By (23), we get
Xτ = G−1
X
Xτ(In + LX
τ). Hence In = (In − LG
−1
X
Xτ)(In + LX
τ). Consequently, In + LX
τ ∈ GLn(D
′) for all
X ∈ Dm×n. Similarly, if In+LX
τ ∈ GLn(D
′) for all X ∈ Dm×n, then Im+X
τL ∈ GLm(D
′) for all X ∈ Dm×n.
Thus, Im + X
τL ∈ GLm(D
′) (X ∈ Dm×n) if and only if In + LX
τ ∈ GLn(D
′) (X ∈ Dm×n). Moreover, if
Im + X
τL ∈ GLm(D
′) for all X ∈ Dm×n, then (23) implies that (22) holds. ✷
Similarly, we have the following lemma.
Lemma 5.2 Suppose that D,D′ are division rings and there exists a nonzero ring anti-homomorphism
σ from D to D′. Let m, n ≥ 2 be integers and L ∈ D′m×n. Then Im + L
tXσ ∈ GLm(D
′) (X ∈ Dm×n) if and
only if In +
tXσL ∈ GLn(D
′) (X ∈ Dm×n). Moreover, if Im + L
tXσ ∈ GLm(D
′) (X ∈ Dm×n), then
tXσ(Im + L
tXσ)−1 = (In +
tXσL)−1 tXσ, X ∈ Dm×n.
Proposition 5.3 Let D,D′ be division rings with |D| ≥ 4, and let m, n,m′, n′ ≥ 2 be integers with
m′ ≥ m, n′ ≥ n. Suppose that θ : Dm×n → D′m
′×n′ is a non-degenerate graph homomorphism with
θ(0) = 0. Assume further that θ(Mi) ⊆ M
′
i
, i = 1, . . . ,m, and θ(N j) ⊆ N
′
j
, j = 1, . . . , n. Then there
exist two invertible diagonal matrices P ∈ GLm′ (D
′) and Q ∈ GLn′ (D
′), a nonzero ring homomorphism
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τ : D → D′, and a matrix L ∈ D′n×m with the property that Im + X
τL ∈ GLm(D
′) for every X ∈ Dm×n,
such that
θ(X) = P
(
(Im + X
τL)−1Xτ 0
0 0
)
Q, X ∈ Dm×n. (24)
In particular, if τ is surjective, then L = 0 and τ is a ring isomorphism.
Proof. We prove this result only for the case m ≤ n. When m > n, by the symmetry of rows and
columns of a matrix, we can prove similarly
θ(X) = P
(
Xτ(In + LX
τ)−1 0
0 0
)
Q, X ∈ Dm×n,
where P ∈ GLm′ (D
′) and Q ∈ GLn′ (D
′) are two invertible diagonal matrices, τ : D → D′ is a nonzero
ring homomorphism, L ∈ D′n×m with the property that In + LX
τ ∈ GLn(D
′) for every X ∈ Dm×n. By
Lemma 5.1 , we have (24). From now on we assume that m ≤ n.
Step 1. For 1 ≤ i ≤ m, by the conditions and Lemma 3.13, the restriction map θ |Mi : Mi → M
′
i
is
an injective weighted semi-affine map. By Lemma 3.10, we have
θ

0i−1,n
xi
0
 =

0i−1,n
(ki(xi))
−1x
σi
i
Qi
0
 , xi ∈ Dn, 1 ≤ i ≤ m, (25)
where σi : D → D
′ is a nonzero ring homomorphism, Qi ∈ D
′n×n
′
, and ki(xi) =
∑n
j=1 x
σi
i j
a ji + bi , 0 for
all xi = (xi1, . . . , xin) ∈ D
n with a ji, bi ∈ D
′ (i = 1, . . . ,m, j = 1, . . . , n). Note that all a ji, bi are fixed
with bi , 0, i = 1, . . . ,m, j = 1, . . . , n. In (25), some zeros are absent when i = 1 or i = m.
Let Ei j = E
m×n
i j
and E′
i j
= Em
′×n′
i j
. Note thatMi ∩ N j = DEi j. Since θ(Mi) ⊆ M
′
i
and θ(N j) ⊆ N
′
j
,
we get
θ(Ei j) = ei jE
′
i j
(where ei j ∈ D
′∗), i = 1, . . . ,m, j = 1, . . . , n. (26)
Thus, it is easy to see that Qi = (Ti, 0), where Ti = diag(qi1, . . . , qin) is an invertible diagonal matrix,
i = 1, . . . ,m. Hence
θ

0i−1,n
xi
0
 =

0i−1,n 0
(ki(xi))
−1x
σi
i
Ti 0
0 0m′−i,n′−n
 , xi ∈ Dn, 1 ≤ i ≤ m. (27)
Replacing θ by the map X 7→ θ(X)diag(T−1
1
, In′−n), we have T1 = In.
For a nonzero x1 = (x11, . . . , x1n) ∈ D
n and an integer i with 2 ≤ i ≤ m, since
θ

x1
0
0
 ∼ θ

0i−1,n
x1
0
 ,
it follows from (27) that 
(k1(x1))
−1x
σ1
1
0
0
 ∼

0i−1,n
(ki(x1))
−1x
σi
1
Ti
0
 ,
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and hence 
x
σ1
1
0
0
 ∼

0i−1,n
x
σi
1
Ti
0
 . (28)
Thus, there exists a nonzero ci ∈ D
′ such that cix
σ1
1
= x
σi
1
Ti. Then
ci(x
σ1
11
, . . . , x
σ1
1n
) = (x
σi
11
qi1, . . . , x
σi
1n
qin) for all x1 j ∈ D.
Taking x11 = · · · = x1n = 1, we get ci = qi1 = · · · = qin =: qi. Thus x
σ1
1
= x
σi
1
for all x1 ∈ D
n,
i = 1, . . . ,m. Let τ = σ1 = σ2 = · · · = σm. Then Ti = qiIn and x
τTi = x
τqi, x ∈ D
n, i = 2, . . . ,m. Note
that the map x 7→ q−1
i
xτqi =: x
τ′ (x ∈ D) is a nonzero ring homomorphism from D to D′. Moreover,
(ki(xi))
−1xτ
i
Ti = (ki(xi))
−1xτ
i
qi = (k
′
i
(xi))
−1xτ
′
i
, where k′
i
(xi) =
∑n
j=1 x
τ′
i j
q−1
i
a ji + q
−1
i
bi. Thus, we may
assume with no loss of of generality that Ti = In in (27), i = 1, . . . ,m. Then (27) becomes
θ

0i−1,n
xi
0
 =

0i−1,n 0
(ki(xi))
−1xτ
i
0
0 0m′−i,n′−n
 , xi ∈ Dn, 1 ≤ i ≤ m. (29)
Note that ((ki(xi))
−1
= b−1
i
(
∑n
i=1 x
τ
i j
a jib
−1
i
+1)−1. Modify the map θ by themap X 7−→ diag(b1, . . . , bm, 1, . . . , 1)θ(X).
We can assume that bi = 1 in ki(xi) (i = 1, . . . ,m). Thus
ki(xi) =
n∑
j=1
xτi ja ji + 1 , 0, xi = (xi1, . . . , xin) ∈ D
n, i = 1, . . . ,m, (30)
where all a ji, i = 1, . . . ,m, j = 1, . . . , n, are fixed.
Step 2. In this step, we prove that
rank(θ(A)) = 2, A ∈ M2,2(D
m×n). (31)
Write α = {1, 2}. We prove (31) only for the caseMα
2,2
(Dm×n); the other cases onM2,2(D
m×n) is similar.
Now, we assume thatM2,2(D
m×n) =Mα
2,2
(Dm×n).
Let A =
(
α1
α2
0
)
∈ Mα
2,2
(Dm×n), where α1, α2 ∈ D
n are left linearly independent over D. Write
θ(A) =
(
α∗
1
α∗
2
0∗
)
where α∗
1
, α∗
2
∈ D′n
′
. We distinguish the following two cases to prove (31).
Case 2.1.
(
α∗
2
0∗
)
, 0. Without loss of generality, we assume that α∗
2
, 0. Let αλ = α1 + λα2 where
λ ∈ D. Since
(
α1 + λα2
0m−1,n
)
∼ A for all λ ∈ D, from (29) we have
θ

α1 + λα2
0
0
 =

(k1(αλ))
−1(ατ
1
+ λτατ
2
) 01,n′−n
0 0
0 0
 ∼

α∗
1
α∗
2
0∗
, for all λ ∈ D.
Thus
rank

(k1(αλ))
−1(ατ
1
+ λτατ
2
, 01,n′−n) − α
∗
1
−α∗
2
−0∗
 = 1, for all λ ∈ D.
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It follows that (k1(αλ))
−1(ατ
1
+λτατ
2
, 01,n′−n) = α
∗
1
+λρα∗
2
for all λ ∈ D, where ρ : D→ D′ is a map. Since
θ |M1 :M1 →M
′
1
is an injective map, ρ is injective. There are two distinct λ1, λ2 ∈ D such that α1+λ1α2
and α1 + λ2α2 are left linearly independent over D. Clearly, (k1(αλ1))
−1(ατ
1
+ λτ
1
ατ
2
, 01,n′−n) = α
∗
1
+ λ
ρ
1
α∗
2
and (k1(αλ2))
−1(ατ
1
+λτ
2
ατ
2
, 01,n′−n) = α
∗
1
+λ
ρ
2
α∗
2
are also left linearly independent overD′. Consequently,
α∗
1
, α∗
2
are left linearly independent over D′. Hence rank(θ(A)) = 2.
Case 2.2.
(
α∗
2
0∗
)
= 0. Then θ(A) =
(
α∗
1
0
0
)
. Let βλ = α2 + λα1, λ ∈ D. Since
(
0
α2 + λα1
0m−2,n
)
∼ A for all
λ ∈ D, it follows from (29) that
θ

0
α2 + λα1
0m−2,n
 =

0
(k2(βλ))
−1(ατ
2
+ λτατ
1
, 01,n′−n)
0m′−2,n′
 ∼

α∗
1
0
0m′−2,n′
,
for all λ ∈ D. Hence
rank
(
α∗
1
(k2(βλ))
−1(ατ
2
+ λτατ
1
, 01,n′−n)
)
= 1, for all λ ∈ D. (32)
Note that k2(βλ) = k2(α2) + λ
τk2(α1) − λ
τ and θ |M2 : M2 → M
′
2
is an injective map. If λ1 , λ2, then
(k2(βλ1))
−1(ατ
2
+λτ
1
ατ
1
) , (k2(βλ2))
−1(ατ
2
+λτ
2
ατ
1
), and hence λτ
1
, λτ
2
. There are two distinct λ1, λ2 ∈ D such
that α2 + λ1α1 and α2 + λ2α1 are left linearly independent over D. It is easy to see that (k2(βλ1))
−1(ατ
2
+
λτ
1
ατ
1
) and (k2(βλ2))
−1(ατ
2
+ λτ
2
ατ
1
) are also left linearly independent over D′. Thus, from (32) we must
have α∗
1
= 0, and hence θ(A) = 0.
Since
(
α2
α1
0
)
∼ A, θ
(
α2
α1
0
)
=:
(
β1
β2
0′
)
∼ θ(A) = 0, where β1, β2 ∈ D
′n
′
. Then rank
(
β1
β2
0′
)
= 1. By
rank
(
α2
α1
0
)
= 2, we can get
(
β2
0′
)
= 0. Otherwise, if
(
β2
0′
)
, 0, similar to the proof of Case 2.1, we
have rank
(
β1
β2
0′
)
= 2, a contradiction. Hence θ
(
α2
α1
0
)
=
(
β1
0
0
)
. We have θ
(
0
α1 + λα2
0m−2,n
)
∼ θ
(
α2
α1
0
)
for all
λ ∈ D. Similar to the proof of θ(A) = 0 above, we can prove θ
(
α2
α1
0
)
= 0, a contradiction. Therefore,
Case 2.2 cannot occur.
Combining Case 2.1 with Case 2.2, we obtain (31).
Step 3. In this step, we prove that θ is of the form
θ(X) = diag
(
(Im + X
τL)−1Xτ, 0
)
,
where L ∈ D′n×m is fixed with the property that Im + X
τL ∈ GLm(D
′) for any X ∈ Dm×n.
By (30), let L = (ai j) ∈ D
′n×m. For any xi ∈ D
n, we have that
Im + X
τL =

Ii−1 0 0
∗ ki(xi) ∗
0 0 Im−i
 ∈ GLm(D′), if X =

0i−1,n
xi
0
 ∈ Dm×n.
Thus (29) can be written as
θ(X) = diag
(
(Im + X
τL)−1Xτ, 0
)
, if X =
(
0i−1,n
xi
0
)
∈ Dm×n, 1 ≤ i ≤ m. (33)
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Put
L =
{
X ∈ Dm×n : Im + X
τL is invertible
}
.
Let L0 = {0} ⊂ L and Lk =
⋃k
j=1Mk, j(D
m×n), k = 1, . . . ,m. Clearly,
⋃m
k=0Lk = D
m×n. Define the map
ψ : L → D′m
′×n′ by
ψ(X) = diag
(
(Im + X
τL)−1Xτ, 0
)
, X ∈ L .
We will prove that L = Dm×n and θ(X) = ψ(X) for all X ∈ Dm×n.
By (33),L1 ⊂ L and θ(X) = ψ(X) for any X ∈ L1. Suppose thatLk−1 ⊂ L and θ(X) = ψ(X) for any
X ∈ Lk−1 (2 ≤ k ≤ m). Applying the mathematical induction, we prove that Lk ⊂ L and θ(X) = ψ(X)
for any X ∈ Lk as follows.
Let E = τ(D). Then E is a division subring of D′ with |E| ≥ 4, and the τ is a ring isomorphism from
D to E. Moreover, we have τ(Dm×n) = Em×n and τ(Mk, j(D
m×n)) =Mk, j(E
m×n).
Let A ∈ Mk,k(D
m×n) (k ≤ m). Then Aτ ∈ Mk,k(E
m×n). Clearly, B ∈ Mk−1,k−1(D
m×n) with B ∼ A if
and only if Bτ ∈ Mk−1,k−1(E
m×n) with Bτ ∼ Aτ. Let B ∈ Mk−1,k−1(D
m×n) with B ∼ A. Then θ(A) ∼ θ(B)
and Bτ ∼ Aτ. By the induction hypothesis, we get B ∈ L and
θ(B) = diag
(
(Im + B
τL)−1Bτ, 0
)
.
There are two matrices B1, B2 ∈ Mk−1,k−1(D
m×n) such that rank(B1 − B2) ≥ 2 and A ∼ Bi, i = 1, 2.
By Example 2.5, rank(θ(B1) − θ(B2)) ≥ 2, and hence
rank
(
(Im + B
τ
1L)
−1Bτ1 − (Im + B
τ
2L)
−1Bτ2
)
≥ 2. (34)
Let θ(A) =
(
A1 A2
A3 A4
)
where A1 ∈ D
′m×n. Since θ(A) ∼ θ(Bi), i = 1, 2, we get
rank
(
A1 − (Im + B
τ
i
L)−1Bτ
i
A2
A3 A4
)
= 1, i = 1, 2.
It follows from Lemma 3.1 that A4 = 0 and either A2 = 0 or A3 = 0. Applying (34), it is easy to see that
A2 = 0 and A3 = 0. Thus
θ(A) =
(
A1 0
0 0
)
.
For any Bτ ∈ Mk−1,k−1(E
m×n) with Bτ ∼ Aτ, we have θ(A) ∼ θ(B), and hence
((Im + B
τL)−1Bτ, Im) ∼ (A1, Im).
Matrices ((Im + B
τL)−1Bτ, Im) and (A1, Im) are two matrix representations of two points of Grassmann
spaceGl
m+n−1,m−1
(D′). In the viewpoint of Grassmann space, from (12) we have that ad((Im+B
τL)−1Bτ, Im), (A1, Im)) =
1 for any Bτ ∈ Mk−1,k−1(E
m×n) with Bτ ∼ Aτ. Note that ((Im + B
τL)−1Bτ, Im) and (B
τ, Im + B
τL) are
two matrix representations of the same point of the Grassmann space. By (12), we get ad((Bτ, Im +
BτL), (A1, Im)) = 1 for any B
τ ∈ Mk−1,k−1(E
m×n) with Bτ ∼ Aτ. Since
(Bτ, Im + B
τL)
(
−L In
Im 0
)
= (Im, B
τ) and (A1, Im)
(
−L In
Im 0
)
= (Im − A1L, A1),
it follows from (12) that ad((Im −A1L, A1), (Im, B
τ)) = 1 for any Bτ ∈ Mk−1,k−1(E
m×n) with Bτ ∼ Aτ. Let
W = Im − A1L. It follows from Lemma 4.1 thatW is invertible and A1 = WA
τ. Since
(A1, Im) = (A1,W + A1L) = (WA
τ,W +WAτL) = W(Aτ, Im + A
τL),
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we have Im = W(Im + A
τL). Hence W = (Im + A
τL)−1 and A1 = (Im + A
τL)−1Aτ. Then θ(A) =
diag
(
(Im + A
τL)−1Aτ, 0
)
, A ∈ Mk,k(D
m×n). Therefore,
Mk,k(D
m×n) ⊂ L and θ(A) = ψ(A) for any A ∈ Mk,k(D
m×n).
By Lemma 4.2, we have similarly that
Mk,k−1(D
m×n) ⊂ L and θ(X) = ψ(X) for any X ∈ Mk,k−1(D
m×n).
Using this method, we can prove Mk, j(D
m×n) ⊂ L and θ(A) = ψ(A) for any A ∈ Mk, j(D
m×n), j =
k − 2, . . . , 1. Thus, Lk ⊂ L and θ(X) = ψ(X) for any X ∈ Lk. By the mathematical induction, we have
that L = Dm×n and
θ(X) = ψ(X) = diag
(
(Im + X
τL)−1Xτ, 0
)
for all X ∈ Dm×n.
Therefore, the original θ is of the form (24).
Note that every surjective homomorphism from D to D′ is a ring isomorphism. Suppose that τ is
surjective. Then we have L = 0. Otherwise, if L , 0, then there is X0 ∈ D
m×n such that Im + X
τ
0
L is not
invertible, a contradiction. Thus, if τ is surjective, then L = 0 and τ is a ring isomorphism. ✷
Similarly, we can prove the following proposition by Lemmas 4.3 and 4.4.
Proposition 5.4 LetD,D′ be division rings with |D| ≥ 4, and let m, n,m′, n′ ≥ 2 be integers with m′ ≥ n,
n′ ≥ m. Suppose that θ : Dm×n → D′m
′×n′ is a non-degenerate graph homomorphism with θ(0) = 0.
Assume further that θ(Mi) ⊆ N
′
i
, i = 1, . . . ,m, and θ(N j) ⊆ M
′
j
, j = 1, . . . , n. Then there exist two
invertible diagonal matrices P ∈ GLn′(D
′) and Q ∈ GLm′ (D
′), a nonzero ring anti-homomorphism
σ : D → D′, and a matrix L ∈ D′m×n with the property that Im + L
tXσ ∈ GLm(D
′) for every X ∈ Dm×n,
such that
θ(X) = P
(
tXσ(Im + L
tXσ)−1 0
0 0
)
Q, X ∈ Dm×n. (35)
In particular, if σ is surjective, then L = 0 and σ is a ring anti-isomorphism.
Now, we prove Theorem 2.1 as follows.
Proof of Theorem 2.1. Suppose that ϕ : Dm×n → D′m
′×n′ is a non-degenerate graph homomorphism
with ϕ(0) = 0. Assume further that dim(ϕ(M1)) = n and dim(ϕ(N1)) = m. We distinguish the following
two cases to prove this theorem.
Case 1. ϕ(M1) is contained in a maximal set of type one. By Lemma 1.1 and Lemma 3.6(b), there
are P0 ∈ GLm′ (D
′) and Q0 ∈ GLn′ (D
′) such that ϕ(M1) ⊆ P0M
′
1
Q0 and ϕ(N1) ⊆ P0N
′
1
Q0. Replacing ϕ
by the map X 7→ P−1
0
ϕ(X)Q−1
0
, we get
ϕ(M1) ⊆ M
′
1 and ϕ(N1) ⊆ N
′
1. (36)
Let Ei j = E
m×n
i j
and E′
i j
= Em
′×n′
i j
. It follows from (36) that
ϕ(E11) = d11E
′
11
where d11 ∈ D
′∗. (37)
By Lemma 3.13, the restriction map ϕ |M1 :M1 →M
′
1
is an injective weighted semi-affine map. By
Lemma 3.10, we have
ϕ
(
x1
0m−1,n
)
=
(
(k1(x1))
−1xδ
1
Q1
0m′−1,n′
)
, x1 ∈ D
n, (38)
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where δ : D → D′ is a nonzero ring homomorphism, Q1 ∈ D
′n×n
′
, and k1(x1) is of the form k1(x1) =∑n
j=1 x
δ
1 j
a j1 + b1 , 0 for all x1 = (x11, . . . , x1n) ∈ D
n.
By (37) and (38), it is easy to see that Q1 is of the form Q1 =
(
q11 0
∗ ∗
)
where q11 , 0. Since
n = dim(ϕ(M1)) ≤ rank(Q1), we get that n
′ ≥ n and rank(Q1) = n. There is Q2 =
(
q11 0
∗ ∗
)
∈ GLn′ (D
′)
such that Q1 = (In, 0)Q2. Therefore, (38) becomes
ϕ
(
x1
0m−1,n
)
=
(
(k1(x1))
−1xδ
1
0
0m′−1,n 0
)
Q2, x1 ∈ D
n. (39)
By Lemma 3.13 again, the restriction map ϕ |N1 : N1 → N
′
1
is an injective weighted semi-affine map.
By Lemma 3.10, we have
ϕ(y1, 0, . . . , 0) =
(
P1y
µ
1
(k′1(y1))
−1, 0, . . . , 0
)
, y1 ∈
m
D, (40)
where µ : D → D′ is a nonzero ring homomorphism, P1 ∈ D
′m
′×m, and k′
1
(y1) is of the form k
′
1
(y1) =∑m
i=1 ci1x
µ
i1
+ d1 , 0 for all y1 =
t(x11, . . . , xm1) ∈
m
D.
By (37) and (40), it is clear that P1 is of the form P1 =
(
p11 ∗
0 ∗
)
where p11 , 0. Since m =
dim(ϕ(N1)) ≤ rank(P1), we obtain that m
′ ≥ m and rank(P1) = m. There is P2 =
(
p11 ∗
0 ∗
)
∈ GLm′ (D
′)
such that P1 = P2
(
Im
0
)
. Thus (40) can be written as
ϕ(y1, 0, . . . , 0) = P2
(
y
µ
1
(k′
1
(y1))
−1 0
0 0m′−m,n′−1
)
, y1 ∈
m
D, (41)
Note that p11(k1(x1))
−1
=
(
k1(x1)p
−1
11
)−1
and (k′
1
(y1))
−1q11 =
(
q−1
11
k′
1
(y1)
)−1
. Without loss of generality,
(39) and (41) can be written as
ϕ
(
x1
0m−1,n
)
= P2
(
(k1(x1))
−1xδ
1
0
0m′−1,n 0
)
Q2, x1 ∈ D
n;
ϕ(y1, 0, . . . , 0) = P2
(
y
µ
1
(k′
1
(y1))
−1 0
0 0m′−m,n′−1
)
Q2, y1 ∈
m
D.
Replacing ϕ by the map X 7→ P−1
2
ϕ(X)Q−1
2
, we obtain that
ϕ
(
x1
0m−1,n
)
=
(
(k1(x1))
−1xδ
1
0
0m′−1,n 0
)
, x1 ∈ D
n; (42)
ϕ(y1, 0, . . . , 0) =
(
y
µ
1
(k′
1
(y1))
−1 0
0 0m′−m,n′−1
)
, y1 ∈
m
D. (43)
By Corollary 3.2, there are exactly two maximal sets containing 0 and Ei1 [resp. 0 and bE
′
i1
where
b ∈ D′∗] in Dm×n [resp. D′m
′×n′], they are N1 andMi [resp. N
′
1
andM′
i
]. Applying Lemma 3.6(b) and
(43), we have that ϕ(N1) ⊆ N
′
1
and
ϕ(Mi) ⊆ M
′
i , i = 1, . . . ,m.
Similarly, from (42) we have
ϕ(N j) ⊆ N
′
j , j = 1, . . . , n.
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By Proposition 5.3, there exist two invertible diagonal matrices T1 ∈ GLm′ (D
′) and T2 ∈ GLn′ (D
′),
a nonzero ring homomorphism τ : D → D′, and a matrix L ∈ D′n×m with the property that Im + X
τL ∈
GLm(D
′) for every X ∈ Dm×n, such that
ϕ(X) = T1
(
(Im + X
τL)−1Xτ 0
0 0
)
T2, X ∈ D
m×n.
Therefore, the original ϕ is of the form (4). In particular, if τ is surjective, then L = 0 and τ is a ring
isomorphism.
Case 2. ϕ(M1) is contained in a maximal set of type two. Similar to the Case 1, replacing the map
ϕ by one map of the form X 7→ P′−1ϕ(X)Q′−1, where P′,Q′ are two invertible matrices overD′, we have
that m′ ≥ n, n′ ≥ m, ϕ(Mi) ⊆ N
′
i
, i = 1, . . . ,m, and ϕ(N j) ⊆ M
′
j
, j = 1, . . . , n. By Proposition 5.4, the
original ϕ is of the form (5). In particular, if σ is surjective, then L = 0 and σ is a ring anti-isomorphism.
✷
Finally, we prove Corollary 2.2 as follows.
Proof of Corollary 2.2. Case 1. ϕ(M1) is contained in a maximal set of type one. Then there is P
′ ∈
GLm′ (D) such that ϕ(M1) ⊆ P
′M′
1
. By Lemmas 3.13 and 3.10, the restriction map ϕ |M1 :M1 → P
′M′
1
is of the form
ϕ
(
x
0
)
= P′
(
(k(x))−1xδT
0
)
, x ∈ Dn,
where δ : D → D is a nonzero endomorphism, T ∈ Dn×n
′
, and k(x) =
∑n
j=1 x
δ
1 j
a j1 + b , 0 for
all x = (x11, . . . , x1n) ∈ D
n. Since D is an EAS division ring, δ is bijection and hence it is a ring
automorphism of D. Thus, we must have rank(T ) = n. Otherwise, there exists 0 , α ∈ Dn such that
(k(α))−1αδT = 0, a contradiction to ϕ |M1 being injective. Therefore n
′ ≥ n.
Let ei and βi be the i-th rows of In and T , respectively. Since ϕ
(
ei
0
)
= P′
(
(k(ei))
−1βi
0
)
and rank(T ) =
n, matrices P′−1ϕ
(
e1
0
)
, . . . , P′−1ϕ
(
en
0
)
are n left linearly independent matrices overD, which implies
that dim(ϕ(M1)) ≥ n. By Lemma 3.13, dim(ϕ(M1)) ≤ dim(M1) = n. Therefore, dim(ϕ(M1)) = n.
By Lemma 3.6(b) and Lemma 1.1, there exists Q′ ∈ GLn′ (D) such that ϕ(N1) ⊆ N
′
1
Q′. Similarly,
we can prove that m′ ≥ m and dim(ϕ(N1)) = m. By Theorem 2.1, there exist matrices P ∈ GLm′ (D) and
Q ∈ GLn′ (D), and a ring automorphism τ of D, such that
ϕ(X) = P
(
Xτ 0
0 0
)
Q, X ∈ Dm×n.
Case 2. ϕ(M1) is contained in a maximal set of type two. Then there is Q
′ ∈ GLn′ (D) such that
ϕ(M1) ⊆ N
′
1
Q′. Similarly, we can prove that m′ ≥ n, n′ ≥ m, dim(ϕ(M1)) = n and dim(ϕ(N1)) = m.
By Theorem 2.1, there exist matrices P ∈ GLm′ (D
′) and Q ∈ GLn′ (D
′), and a ring anti-automorphismσ
of D, such that ϕ(X) = P
( tXσ 0
0 0
)
Q, X ∈ Dm×n. ✷
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