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I. Background
The Mars Science Laboratory (MSL) mission 1,2 , which is scheduled to be launched in 2009, will perform the first precision landing of a large (>3000 kg) scientific payload on the surface of Mars in 2010. While the basic vehicle configuration, a 70-deg sphere-cone forebody with a conic or biconic aftbody, will be similar to those of previous Mars missions such as Viking, Pathfinder or Mars Exploration Rover (MER), the MSL design is both larger and heavier than previous designs (Table 1) . To accomplish a precision landing, the vehicle will be required to fly a controlled lifting trajectory; current designs call for a lift-to-drag ratio (L/D) of 0.24, which will be generated by flying at an angle-of-attack of -16 deg. As a result of its high ballistic coefficient, MSL will experience heating levels higher than any of the previous missions, and furthermore, because of the high angle-of-attack (for a blunt body) flight requirement, the flow over the leeside of the forebody is expected to become turbulent early in the trajectory, which will substantially augment both the heating rates and loads above the laminar levels 3 . Because there are relatively little data on the turbulent heating of very large-angle blunt cones such as the MSL entry vehicle, an extensive test program has been conducted to obtain data with which the accuracy of Computational Fluid Dynamics (CFD) tools used to predict flight environments can be compared. To-date, tests have been performed [4] [5] [6] [7] in the NASA Langley Research Center 20-Inch Mach 6 Air Tunnel (heat-shield penetration effects, perfect-gas environments, transition onset), the Calspan University of Buffalo (CUBRC) Large-Energy National Shock (LENS) Tunnel (low-to-moderate enthalpy reacting CO 2 environments, transition onset and turbulent heating), and the Graduate Aeronautical Laboratories of the California Institute of Technology (GALCIT) T5 Hypervelocity Shock Tunnel (moderate to high-enthalpy reacting CO 2 environments, and turbulent heating).
The test detailed herein was performed in perfect-gas N 2 in the Arnold Engineering Development Center (AEDC) Tunnel 9. Data were obtained across a very wide range of Reynolds numbers in order to evaluate the accuracy of CFD tools at predicting turbulent flows in an environment free from the chemical non-equilibrium effects present in the CUBRC LENS and GALCIT T5 tests. In addition to the AEDC Tunnel 9 test, a small amount of data was also obtained in the LaRC 20-Inch Mach 6 Air Tunnel using the same wind tunnel model for comparison to the AEDC results. These two tests are expected to complete the heat-shield aeroheating test program.
II. Experimental Method
A. Facility Descriptions
AEDC Tunnel 9 Description
The Air Force's Arnold Engineering Development Center Tunnel 9, located in Silver Spring, Maryland, is a hypersonic, nitrogen-gas, blow-down wind tunnel with interchangeable nozzles that allow for testing at Mach numbers of 7, 8, 10, and 14 over a 0.054 × 10 6 /ft to 48.4 × 10 6 /ft (0.177 × 10 6 /m to 158.8 × 10 6 /m) unit Reynolds number range. A schematic drawing of the facility is shown in Figure 1 and a full description of the facility can be found in Ref. 8 .
The test section is a 5 ft (1.52 m) diameter, 12 ft (3.66 m) long cell that enables testing of large-scale model configurations. Tunnel 9 features a pitch system that can sweep models from −10 deg to 50 deg at pitch rates up to 80 deg/sec. With the tunnel's 0.2 sec to 15 sec run times, the dynamic pitch capability allows for a large volume of data to be captured over an entire range of pitch angles during a single run.
During operation of the facility, the nozzle and test cell are evacuated to a pressure of less than 0.02 psi (138 Pa) and are isolated from the high-pressure side by a pair of metal diaphragms upstream of the throat. Nitrogen in the vertical gas heater is then compressed and heated to a desired pressure and temperature, where the maximum conditions are 27 kpsi (186 MPa) and 3040°F (1944 K). When the desired conditions are reached in the heater, the diaphragms are burst and the high-pressure/high-temperature nitrogen expands through the nozzle into the test cell. During the run, the driver vessels use cold gaseous nitrogen to replace the hot gas in the heater to maintain constant conditions within the test cell.
LaRC 20-Inch Mach 6 Air Tunnel Description
The NASA Langley Research Center 20-Inch Mach 6 Air Tunnel is a blow-down facility in which heated, dried, and filtered air is used as the test gas. The tunnel has a two dimensional, contoured nozzle that opens into a 0.521 m x 0.508 m (20.5 in. x 20.0 in.) test section. The tunnel is equipped with a bottom-mounted injection system that can 
NASA LaRC 20-Inch Mach 6 Air Tunnel Test Parametrics
A short test was also performed in the LaRC 20-Inch Mach 6 Air Tunnel to support the AEDC test. The primary purpose of this test was to confirm assumptions (to be detailed subsequently) made about thermal properties employed in the thermocouple data reduction process. In addition, this test also provided an opportunity to demonstrate the capability to perform continuous pitch-sweep data acquisition for heat-transfer testing with discrete gages similar to the procedure used at AEDC Tunnel 9. Runs were performed at Mach 6 over a Reynolds number range of 1.1×10
6 /ft to 6.9×10 6 /ft; the matrix for this test is presented in Table 3 . The first 6 runs were conducted at a static angle-of-attack of 16 deg to focus on the thermal properties questions, while the subsequent runs were performed in continuous pitch mode. Figure 2 and Figure 3 ). As the flight vehicle configuration has been continuously evolving since the designs of the test model, the OML-6 test configuration is different from the current OML-12 flight configuration. However, the differences are in the aftbody geometry, and since the primary purpose of this study was to measure forebody heating rates, these differences are not relevant.
Table 3. LaRC 20-Inch Mach 6 Air Tunnel Run Matrix
The test model was instrumented with 39 Medtherm™ Type-E coaxial (chromelconstantan) thermocouples.
This type of sensor is routinely used in the AEDC Tunnel 9 facility for aerothermal studies 10 . A schematic gage layout is shown in Figure 4 . Of the gages, 33 of the 39 were located on the forebody and the remaining gages were located on the aftbody along the centerline. Of the forebody gages, 19 were evenly distributed along the centerline, with additional gages off-centerline in the windside stagnation region and outboard on the leeside where the widest growth of the turbulent heating region occurs.
The thermocouples were fitted into the model through pre-drilled holes and fixed with Loctite™ adhesive. The thermocouples were sanded carefully to form the required chromel-constantan electrical junctions and to match the surface contours of the model. The shell thickness of the model (and the thermocouple length) was specified at a nominal value of 0.5-in. (slightly less at the corners) in order to ensure that heat-conduction into the model did not violate the semi-infinite assumption (conduction does not reach the interior face) over the length of the AEDC Tunnel 9 test time, which is on the order of 1 second or less. Note that this thickness was not optimal for testing in the LaRC 20-Inch Mach 6 Air Tunnel because the model attitude control software and hardware were not designed for high-speed operation (relative to that at AEDC). Thus a pitch sweep of equivalent range (~26 deg) to those performed in Tunnel 9 required on the order of 10 seconds, which violated the semi-infinite assumption. Voltage data were converted to temperatures via the NIST standard calibration formula for Type-E thermocouples. These data were then used to compute heat-transfer rates through two-different methods: a one-dimensional conduction, semi-infinite thickness numerical integration, and a one-dimensional finite-difference numerical method. Descriptions of these methods can be found in Refs. 10-12. As a check on the data reduction process, the test data were reduced using both LaRC and AEDC software tools QCALC 11 and 1DHEAT 12 .
Results from the finite-difference method in either code were identical (note that the non-cartesian options in QCALC result in very slight differences from the Cartesian-only formulation in 1DHEAT). Additionally, the semi-infinite and finitedifference methods in 1DHEAT provided essentially the same results for Tunnel 9 data because the test time was short enough that the semi-infinite assumption was valid. However, the agreement was not good for data from the LaRC Mach 6 test due to the length of a run, and thus the use of the finite-difference method was required to produce valid results.
These conduction analysis methods produce a time-history of the dimensional heat-transfer rate, which is a function of both the free stream conditions and the model surface temperature. Because the free stream conditions in Tunnel 9 vary slightly over the course of the run, and because the rise in model surface temperature can be nonnegligible with respect to the stagnation temperature (which drives the convective heating) especially for the high Reynolds number Mach 8 conditions, the heat-transfer rate is not necessarily the ideal parameter with which to report the test data. Therefore, in addition to the heat-transfer rate, q, the product of the Stanton number times the square-root of the Reynolds number, St×(Re ∞,D ) 0.5 is also reported herein. This quantity is defined as:
(1)
This non-dimensional quantity is very nearly a constant over the course of the run (if the angle of attack is held fixed); the ΔH and q terms balance each other as the wall temperature increases, while the ρ ∞ and U ∞ terms account for variations in flow conditions over the run. Also, multiplication by the square-root of the Reynolds number results in a term that has only a very slight dependence on Reynolds number (for laminar flows; for turbulent flows, an exponent of 0.2 on the Reynolds number is frequently employed). To illustrate these effects, a sample set of Tunnel 9 flow conditions are shown in Figure 5 and the heating values for a forebody gage in term of q and St×(Re ∞,D ) 0.5 are shown in Figure 6 . As shown in Figure 7 , St×(Re ∞,D ) 0.5 can be used to correlate laminar heat-flux distributions over the range of test conditions, and transitional/turbulent data can clearly be identified when the values diverge from the lower Reynolds number data. It should be noted that this parameter is sometimes defined in other studies using edge conditions instead of free stream conditions for the density and velocity or the adiabatic wall enthalpy instead of the total enthalpy. The data reduction methods discussed in the previous sections require specification of the thermal properties of the wind tunnel model in order to determine heat-transfer rates from the temperature-time history. Thermal property data can be obtained from several sources (as cited in Refs. [10] [11] [12] , however the accuracy of these data is hard to assess.
Prior to this test, the standard set of properties employed at AEDC Tunnel 9 for thermocouple data reduction were based on curve fits for chromel, as given by Eqs. (3)-(5). These curve fits differ from those used at NASA LaRC for chromel, as given by Eqs. (6)-(9) . The thermal conductivity and specific heat fits from each equation set are plotted in Figure 8 .
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The use of chromel properties was based on the assumptions that since Type-E thermocouples are composed primarily of this material, chromel thermal properties should dictate the conduction process, and that differences in material properties between a thermocouple and the surrounding model material (15-5 stainless steel in this case) can be neglected. However, opportunities for validation of these properties have been limited, and the current test program highlighted significant differences in comparisons of CFD predictions to the tunnel data. Preliminary comparisons of the data obtained in this test program with CFD results revealed that the predictions were consistently lower than the data, sometimes by up to 20%. These results were clearly outside the expected bounds of CFD reliability (a comparison to within ±10% for an steady, attached, laminar, perfect-gas flow is a reasonable expectation), which cast doubt on the experimental results. After thorough investigation of many possible sources of bias and uncertainty (both experimental and computational) it was noted that the use of different material property data in the conduction analysis had a first-order effect on the resultant heat-transfer rates. The test data were then rereduced using curve fits for 17-4 stainless steel (although the model was fabricated from 15-5 stainless steel, 15-5 and 17-4 values in the literature are usually identical). Curve fits for 17-4 stainless steel used by AEDC are given in Eqs. (9)-(11) and curve fits used by NASA LaRC are given in Eqs. (12)- (14) . A sample of the results produced using these different curve-fits is shown in Figure 10 . Comparisons were made for all tunnel conditions, and it was found that the AEDC 17-4 stainless steel fits produced the most consistent fit with the predictions.
AEDC Chromel thermal property curve fits:
LaRC Chromel thermal property curve fits: 
! k ( ) m = 11.665 + 1.52078 "10 Although good agreement with predictions was obtained when the AEDC 17-4 stainless steel properties were used to reduce the data, the purpose of this work was to obtain experimental data to validate computational methods, not the opposite.
Therefore this agreement alone was not sufficient justification to employ these thermal properties curve fits.
In order to provide independent experimental validation, two additional tests were conducted: first, thermocouples installed into stainless steel and chromel plugs adjacent to NISTtraceable heat-flux calorimeters were bench-tested under a calibrated radiant lamp 13 . For the case of a thermocouple embedded in stainless steel, the reduced data provided the closest agreement with the calibrated source when the AEDC 17-4 stainless steel properties were used, while for the case of the thermocouple embedded in chromel, a better match was obtained when AEDC chromel properties were used. These results would seem to indicate that the thermocouple response cannot be treated independently from the material surrounding it, but rather conduction between the two materials equilibrates their behavior to that of the larger surrounding thermal mass. Note that such behavior could be much different when testing in a micro-or millisecond impulse facility in which such equilibration may not have time to occur. Another hypothesis is that the data available on chromel thermal properties is simply wrong, and the correct thermal properties are coincidently closer to those of the AEDC 17-4 stainless steel properties. AEDC has initiated a more detailed investigation into the question of material thermal properties, as discussed in Ref. 13 , but this work has not yet been completed.
The second independent test was to run the MSL model designed for AEDC Tunnel 9 in the LaRC 20-Inch Mach 6 Air Tunnel in order to eliminate any possible questions about facility-specific problems. The LaRC results will be presented subsequently; but, in summary, after generating results using each of the material property curve fits, it was found that the AEDC 17-4 fits provided the best match between predictions and data, which was the same conclusion reached for the AEDC test data.
F. Experimental Uncertainty
The experimental uncertainty of the heat-transfer data is clearly very dependent on the selection of material properties. As shown in the previous sections, the uncertainty is on the order of ±10% to 20%. This error source could be lowered, at least in theory, through a more detailed statistically-based study of material properties. Separate from this source are uncertainties due to variations in free stream conditions, model angle of attack, and instrumentation precision. For heat-transfer testing with Type-E thermocouples on a blunt configuration such as MSL, a combined uncertainty of ±6% (not including thermal properties) has been estimated. Although no formal analyses was performed for the LaRC Mach 6 tunnel because the use of thermocouples there is so rare, the flow conditions are more steady than those in Tunnel 9 due to the method of operation, so the uncertainty should be no more than that estimated for Tunnel 9. 
III. Computational Method
Flow field computations at the wind tunnel test conditions were performed using the LAURA code 14, 15 . The LAURA (Langley Aerothermodynamic Upwind Relaxation Algorithm) code is a three-dimensional, finite-volume solver that includes perfect-gas, equilibrium, and non-equilibrium chemistry models. The code can be used to solve the inviscid, viscous thin-layer Navier-Stokes, or full Navier-Stokes equations. For the current study the thin-layer model was employed; it was concluded in reference 4 from computations on a similar blunt body that this model provided accurate results for attached forebody flows. Time integration to steady-state in LAURA is accomplished through a point-relaxation scheme. Roe-averaging 16 with Harten's entropy fix 17 and Yee's Symmetric Total Variation Diminishing limiter 18 is used for inviscid fluxes, and a second-order scheme is employed for viscous fluxes. In this study, a perfect-gas model was used for the AEDC and LaRC tunnel conditions with the appropriate gas parameters for either pure N 2 (AEDC Tunnel 9) or air (LaRC 20-Inch Mach 6 Air).
For the AEDC CFD cases, free stream conditions were extracted from the data set for that run at the time at which the specified angle-of-attack was reached because the free stream conditions do vary over the length of a run. For the wall boundary condition, a uniform temperature over the body equal to that recorded at the nose gage (C10) at the specified time during the run was used. For the LaRC 20-Inch Mach 6 Air Wind Tunnel cases, free stream conditions do not vary significantly over the length of the run, so the nominal conditions in Table 3 could be used. The wall temperature boundary condition was specified in the same manner as for the AEDC CFD cases.
Structured, finite-volume, multiple-block forebody grids with a singularity-free nose were employed for the computations. Grid adaptation was performed (as per the method detailed in reference 15) to align the grid with the bow shock and to produce nominal wall cell Reynolds numbers on the order of 1.
Laminar computations were performed for AEDC and LaRC tunnel cases. Turbulent computations were performed for several cases using the algebraic Cebici-Smith turbulence model (the algebraic Baldwin-Lomax model was used for a few selected AEDC cases and found to produce only slightly different results for these perfectgas conditions). While it is recognized that more sophisticated turbulent models exist, different models can produce very different results (e.g. reference 19 ) and the validation status of any and all turbulence models for hypersonic flow over a given vehicle type is debatable. Algebraic models are the standard being used for MSL database development because they are computationally fast and stable, and as will be shown subsequently, the accuracy of algebraic model turbulent predictions on the forebody, at least for the conditions under consideration, is generally as good as that of the laminar predictions.
IV. Results and Analysis
A. AEDC Tunnel 9 Data
The AEDC test was conducted in a continuous-pitch mode, and so heating data were obtained over the entire angle-of-attack range of each run (~26 deg. at Mach 10 or ~10 deg. at Mach 8) . This data set is far larger than can be presented herein, so for the purposes of this report, this discussion will focus on the forebody α = 16 deg data since that is the current trim-angle for flight. Values at a specific angle of attack were extracted from the data set by averaging over a time-interval encompassing ±0.5 deg from the nominal value.
A sampling of the data obtained over the complete pitch-sweep range is given in Figure 11 and Figure 12 for the Mach 10 conditions and in Figure 13 and Figure 14 for the Mach 8 conditions. Data are presented for both low and high Reynolds number runs in the Mach 8 and Mach 10 nozzles. The Mach 10 data indicate laminar behavior for all α at the Re ∞ = 1×10 6 /ft condition and transitional or fully-turbulent turbulent behavior on the leeside (x/R > 0) at the Re ∞ = 19×10 6 /ft condition depending on α. For the Mach 8 Reynolds number cases shown, the data appear to be transitional or fully-turbulent on the leeside for all α at both Reynolds numbers except possibly at the lowest α-values at the Re ∞ = 8×10 6 /ft condition. Additionally, the windside data at the high Reynolds number Mach 8 conditions also appear to be transitional or turbulent Comparisons between the tunnel data and CFD predictions along the centerline of the model are presented in Figure 17 to Figure 22 for the Mach 10 conditions and in Figure 23 to Figure 28 for the Mach 8 conditions. These results are plotted on dual ordinate axes to show both the dimensional heat flux, q, and the non-dimensional heating parameter, St×SQRT(Re ∞D ). In these plots the range of the ordinate axis for q has been scaled so that the CFD distributions for both values overlay each other; however, because the predictions were made using a uniform wall temperature (equal to that of the nose gage), whereas the actual measured wall temperatures were not uniform, the tunnel data for q and St×SQRT(Re ∞D ) do not always precisely overlay each other when plotted in this manner. Error bars are also shown in these figures. These values are not meant to represent a thorough error analysis, but were simply set to ±10% (which is approximately the uncertainty due to the thermal properties) to provide a fixed visual reference for evaluation of the comparisons between data and predictions.
Also note that in these figures, the turbulent predictions are for fully-developed turbulent flow over the entire forebody, whereas in the actual test, fully-developed turbulent flow was only produced over portions of the leeside of the vehicle at Mach 10 and over portions of the windside and most of the leeside at Mach 8. Although it is possible to set a transition onset location in the algebraic turbulence models used for the predictions in order to better match the observed range of boundary-layer behavior, this option was not employed in the current analysis since the transition locations were not known a priori. In theory, it would be possible to develop a transition onset criterion from the current data set, and then use that result to specify transition onset for the computational methods, but such a step was beyond the scope of the current study.
The data from the four lowest Mach 10 cases appeared to all be laminar, and for these cases the CFD and data matched to within ±10% for almost all data points. The transitional data for the next-to-highest case (Re ∞ = 15×10 6 /ft) were higher than the laminar prediction, and for the leeside at the highest case (Re ∞ = 19×10 6 /ft) the turbulent prediction matched the leeside centerline data. For these two cases, there were also slight indications of a non-laminar heating augmentation in the windside stagnation region such as was noted in Ref 7 .
The Mach 8 comparisons are more difficult to interpret, because it is unclear whether any of the conditions provided a completely laminar case. If the two lowest Reynolds cases of Re ∞ = 4×10 6 /ft and Re ∞ = 8×10 6 /ft were laminar, then the differences between measurement and prediction are clearly greater than observed for the Mach 10 laminar cases, whereas if these data were transitional, the comparisons may be reasonable. For the higher Reynolds number Mach 8 cases (Re ∞ = 16×10 6 /ft to Re ∞ = 49×10 6 /ft), the Re θ /M e and Re θ values from Figure 15 - Figure 16 , as well as the shape of the experimental centerline heating distributions, clearly suggested that these data were turbulent. In fact, the two highest Reynolds number cases (Re ∞ = 31×10 6 /ft and Re ∞ = 49×10 6 /ft) appeared to be fully turbulent over the entire body, which may be the first experimental data set in which such behavior has been observed for a large-angle, blunted sphere-cone geometry such as MSL. For these four higher Reynolds number Mach 8 cases, the agreement was better than the lower Reynolds number cases, with the predictions falling within, or slightly above, the reference ±10% uncertainty.
As with the Mach 10 comparisons, the Mach 8 comparisons also showed that measured heating values in the windside stagnation region exhibited a non-laminar heating augmentation that was not predicted by the computations. This result highlights a deficiency in the turbulence models used for the study. However, the methodology employed for flight heating predictions for the MSL vehicle is to perform fully-turbulent computations over the entire forebody; therefore since the augmentation observed in the data is small, it is bounded by the flight predictions and thus does not appear to be a design concern. Figure 29 and Figure 30 ; the first figure contains the data obtained from static angle-of-attack runs, while the second figure contains data obtained from continuous pitch-sweep runs. In general, both data sets show agreement between measurements and predictions to within the reference ±10% uncertainty. These data were reduced with the same thermal property curve fits used for the AEDC Tunnel 9 data, and so these results provided additional confirmation for their use.
Although the overall agreement in this test was good, it can be seen that for the continuous pitch-sweep runs the data near the corners (x/R ~ +/-0.9) dropped well below both predictions and the data inboard of the corners. As noted earlier, the duration of a full (0 deg to 26 deg) pitch sweep run in the 20-Inch Mach 6 Air Tunnel is considerably longer than in AEDC Tunnel 9 (~10 sec compared to ~ 1 sec). Over the course of this longer run, the semi-infinite wall thickness assumption becomes invalid and, additionally, lateral conduction around the corner from the forebody to the aftbody causes significant energy losses. Although the semi-infinite assumption can be eliminated by using the finite-difference method (as was done here), the lateral conduction errors cannot be eliminated from a one-dimensional heat-transfer analysis. The results from this test indicate that future continuous pitch-sweep testing in the LaRC 20-Inch Mach 6 Air Tunnel would require either multiple, shorter length runs to span the entire pitch sweep range in separate segments or faster implementation of the pitch sweep.
It is also noteworthy in this data set that even at the highest test Reynolds number, only slight indications of leeside transition were observed. This behavior is in contrast to earlier tests 7 , at the same conditions in this facility, of 6-inch diameter phosphor-coated ceramic models of the same MSL configuration in which the transitional/turbulent augmentation of leeside heating began at lower Reynolds numbers and was of greater magnitude. This result suggests that the surface roughness of the phosphor coating plays a non-negligible role in transition onset. 
V. Summary and Conclusions
An experimental investigation of aerodynamic heating to the forebody of the MSL entry vehicle was conducted in the Mach 10 and Mach 8 nozzles of AEDC Tunnel 9 and laminar, transitional, and turbulent data were obtained. The purpose of this test was to determine the accuracy with which the computational tools being used in the design of the MSL vehicle could predict turbulent heating levels in an environment free from the uncertainties produced in a high-enthalpy, non-equilibrium impulse facility.
Heating data were obtained using coaxial thermocouples and comparisons were made with laminar and turbulent CFD predictions. The measurements and predictions were found to compare to within ~ ±10% for cases where either fully-laminar or fully-turbulent flow was produced except at the two lowest Reynolds numbers in the Mach 8 nozzle of Tunnel 9, where it was unclear whether the data were transitional or if the comparisons revealed a bias, and in some of the higher Reynolds number Mach 8 and Mach 10 data where a non-laminar augmentation of the data was observed in the windside stagnation region.
These good comparisons were obtained only after the effects of the model material thermal properties were investigated and it was concluded that original properties used were probably incorrect. Preliminary recommendations for a new set of thermal properties for use in thermocouple data reduction were made based on these results.
To support the AEDC Tunnel 9 test, a short test was also performed in the LaRC 20-Inch Mach 6 Air Tunnel to validate the use of these thermal properties. Predictions for the Mach 6 conditions were also in good agreement with the laminar data except near the windside and leeside corners during continuous pitch-sweep operation of the tunnel. In addition to confirming the conclusions regarding thermal properties, this test also provided an opportunity to demonstrate the ability to perform heat-transfer testing in continuous pitch-sweep mode with some modifications in the current test procedure. 
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