Abstract: A numerical model was developed for predicting the bead geometry and microstructure in laser beam welding of 2 mm thickness Inconel 718 sheets. The experiments were carried out with a 1 kW maximum power fiber laser coupled with a galvanometric scanner. Wobble strategy was employed for sweeping 1 mm wide circular areas for creating the weld seams, and a specific tooling was manufactured for supplying protective argon gas during the welding process. The numerical model takes into account both the laser beam absorption and the melt-pool fluid movement along the bead section, resulting in a weld geometry that depends on the process input parameters, such as feed rate and laser power. The microstructure of the beads was also estimated based on the cooling rate of the material. Features such as bead upper and bottom final shapes, weld penetration, and dendritic arm spacing, were numerically and experimentally analyzed and discussed. The results given by the numerical analysis agree with the tests, making the model a robust predictive tool.
Introduction
Laser beam welding (LBW) is a material-joining technique that applies laser radiation to melt the base material and create the welding joint. LBW process is related to other traditional welding methods, such as electron beam welding (EBW), tungsten plasma arc welding (PAW), or inert gas tungsten arc welding (TIG). LBW applies a high power industrial laser to create a narrow and deep melt pool between the parts to be welded. Laser is a highly concentrated heat source that can be easily automated and installed on industrial welding cells, providing high welding speeds for many industrial applications. Nevertheless, factors such as the laser beam quality or the processed materials have a great influence on the resulting geometry, microstructure, and residual stress distribution. Therefore, final results are directly dependent on the process input parameters [1] , which means that process parameters must be carefully selected for achieving the desired quality [2] .
LBW modeling represents a basic tool for predicting the temperature field and giving accurate information about shape of the melt pool and final shape of the bead, depending on the process parameters (welding speed, laser power, workpiece geometry, etc.) [3] [4] [5] . This fact has a direct impact on reducing the costs derived from experimental tests [6] .
Modern aircraft engines require materials capable of withstanding high temperatures without lowering their mechanical properties. In order to fulfil this task, nickel-based alloys comprise about 50% of the total weight of the engines used in aerospace industry, providing high temperature strength and good resistance against wear or corrosion, thanks to their chemical stability [7] . Aeronautical Sudnik et al. alleged the need for new theoretical work, in order to better the laser welding process, as well as its control and the description of the defects. This was grounded on the fact that many heat conduction models did not achieve the desired accuracy when predicting the weld bead geometry [24] . Nevertheless, Tsirkas et al. pointed the difficulty of modeling the welding process, as thermal, mechanical, and metallurgical phenomena take place at the same time [25] . Furthermore, Gery et al. concluded that the experimental work is mandatory for determining relations between heat source models and subsequent empirical testing [26] .
Later, Kazemi and Goldak continued maintaining the idea that modeling the laser keyhole welding was still challenging, and defended the idea of simplifying the models for describing the temperature fields [6] . In turn, Zhao et al. affirmed that the coexistence of three different phases (plasma, liquid, and solid) added to the complex keyhole behavior and the forces acting in the weld pool made modeling still difficult [27] .
Likewise, Kubiak et al. underlined the necessity of an innovative focusing on the theory and numerical solution techniques used for LBW, as this process offers characteristic heat distributions compared to traditional welding methods [28] . However, Zhang et al. pointed out that despite the advances in laser deep penetration knowledge due to numerical simulation, many issues still remain unexplored [29] .
For this reason, it is concluded that there is a need, in the aerospace industry, to develop a model that predicts the geometry of the resulting joint when welding thin Inconel 718 plates. Therefore, a model that considers the melt pool dynamics during the welding process is developed. The model takes into account gravity, Marangoni, and surface forces caused by the curvature developed by the weld bead. Moreover, the numeric tool is capable of predicting the generated secondary dendrite arm spacing based on the thermal field variations during the process. In addition, the obtained results are experimentally validated under different conditions. Employed nomenclature is detailed in Table 1 . 
Developed Model

Model Basis
The proposed model is based on solving the continuity (1), momentum (2), and energy conservation (3) equations, in order to obtain the pressure, velocity, and temperature fields of each element, respectively. The coupled pressure-velocity equations are solved using the SIMPLE algorithm proposed by Patankar [30] and a fully implicit scheme is used.
∂ρ ∂t
The momentum generation term (S m ) includes the buoyancy force (S b ), generated as a consequence of the density difference, and the velocity reduction term (S d ), introduced in those elements where the material is in solid state. Material is considered completely rigid and incompressible when it is in solid state, therefore, the velocity of the material in the solid region is zero. This is modeled by the second term in Equation (4) , where the parameter f l , which represents the liquid fraction, has a zero value in the solid and a unit value in the liquid. In order to avoid numerical instabilities due to a zero in the denominator at the solid region, the coefficient e 0 must have a small value (10 −3 in the present model). Moreover, the coefficient C must have a high value in order to make zero the velocity of the fluid flow in the solid region C = 10 6 kg·m −3 ·s −1 [31] .
Regarding the energy generation term (S e ), Equation (5) includes the latent heat (S L ) and the heat exchange at the substrate surface (S C ). Inside this second term, the energy radiated by the laser beam (q laser ) and the heat losses due to radiation and convection (q losses ) are included. As no material vaporization is expected, the model includes only the fusion latent heat, which is defined in Equation (6) .
The energy input at the surface can be approximated as a ring-type source, generated by a fast-moving laser spot that follows a wobble strategy, as is shown in Figure 1 . Therefore, the energy input in a surface element located at an x and y planar distance from the laser beam center point is defined by means of Equation (7) . As the free surface can deform freely, the absorptivity value (α) is modified as a function of the angle between the laser beam centerline and the normal vector to the free surface (δ). On the other hand, radiation and convection losses at the surface of the substrate are described by Equation (8), where n is the number of free-faces of a certain element located on the surface. The energy input at the surface can be approximated as a ring-type source, generated by a fastmoving laser spot that follows a wobble strategy, as is shown in Figure 1 . Therefore, the energy input in a surface element located at an x and y planar distance from the laser beam center point is defined by means of Equation (7) . As the free surface can deform freely, the absorptivity value ( ) is modified as a function of the angle between the laser beam centerline and the normal vector to the free surface ( ). On the other hand, radiation and convection losses at the surface of the substrate are described by Equation (8), where n is the number of free-faces of a certain element located on the surface. The model considers conduction and diffusion as heat transfer mechanisms within the material. Moreover, the volume of fluid (VOF) Equation, (9) , is solved to determine the material movement and the variation of the free surface. For tracking the interface, the interface capturing method is used because, unlike other methods, it does not introduce restrictions to the evolution of the free surface. This method gives the position of the boundary between the different phases by using a scalar transport variable. The volume fraction ( ) becomes a zero value in the gas and a unit value in the base material (solid or liquid). Therefore, the interface is defined as the transition zone where takes a value between zero and the unit.
The residue value to ensure the convergence of the results is set to a 10 −3 value between two subsequent iterations. The same criteria are used for mass, momentum, energy conservation, and VOF equations.
Initial and Boundary Conditions
In order to start the simulation, the initial temperature of all elements must be defined. Since no preheating stage has been considered, all nodes are supposed to be at room temperature ( = 298 K). Therefore, the whole substrate is in solid state at the initial stage, and all the elements have a zero-velocity value.
Velocity, pressure, and temperature values are determined at the limits of the model by means of the boundary conditions, see Figure 2 . On the one hand, a zero-pressure gradient condition is established in all the boundaries. On the other hand, a zero-velocity vector variation condition is The model considers conduction and diffusion as heat transfer mechanisms within the material. Moreover, the volume of fluid (VOF) Equation, (9) , is solved to determine the material movement and the variation of the free surface. For tracking the interface, the interface capturing method is used because, unlike other methods, it does not introduce restrictions to the evolution of the free surface. This method gives the position of the boundary between the different phases by using a scalar transport variable. The volume fraction (γ) becomes a zero value in the gas and a unit value in the base material (solid or liquid). Therefore, the interface is defined as the transition zone where γ takes a value between zero and the unit.
In order to start the simulation, the initial temperature of all elements must be defined. Since no preheating stage has been considered, all nodes are supposed to be at room temperature (T ∞ = 298 K). Therefore, the whole substrate is in solid state at the initial stage, and all the elements have a zero-velocity value.
Velocity, pressure, and temperature values are determined at the limits of the model by means of the boundary conditions, see Figure 2 . On the one hand, a zero-pressure gradient condition is established in all the boundaries. On the other hand, a zero-velocity vector variation condition is established in all boundary faces. Lastly, in terms of temperature boundaries, the nodes next to the control volume are forced to be at room temperature (T ∞ = 298 K). This is equivalent to consider a first specie or Dirichlet boundary condition, Equation (10) . With the aim of reducing unnecessary computational cost and based on the symmetric nature of the modeled problem, just half of the volume is simulated. The following boundary conditions are set in the symmetry plane:
Surface Forces
Movement of the molten material is generated due to surface forces, see Equation (12) . On the one hand, a force normal to the surface takes place due to the curvature developed by the interface between the air and substrate. On the other hand, Marangoni forces are generated because of the surface stress variation regarding the temperature variation. In addition, buoyancy forces are included in the model, which generate a downwards force. All forces considered in the model are shown in Figure 3 . With the aim of reducing unnecessary computational cost and based on the symmetric nature of the modeled problem, just half of the volume is simulated. The following boundary conditions are set in the symmetry plane:
Movement of the molten material is generated due to surface forces, see Equation (12) . On the one hand, a force normal to the surface takes place due to the curvature developed by the interface between the air and substrate. On the other hand, Marangoni forces are generated because of the surface stress variation regarding the temperature variation. In addition, buoyancy forces are included in the model, which generate a downwards force. All forces considered in the model are shown in Figure 3 . surface stress variation regarding the temperature variation. In addition, buoyancy forces are included in the model, which generate a downwards force. All forces considered in the model are shown in Figure 3 . 
Microstructure
The internal structure of material after melting and solidifying depends directly on the process cooling rate. When the temperature drops below the liquidus temperature (T L ), columnar dendritic microstructure is formed until the solidus temperature (T S ) is reached. This temperature phase-change range is named as the mushy zone [32] .
The interplanar spacing between different dendrites can be estimated based on the cooling rate and the boundary temperatures where the material undergoes the phase changes, which are the T L and the γ/laves eutectic temperature (T e ). At this juncture, dendritic columns grow mainly in the energetically favorable crystallographic directions, forming the principal axis and, to a lesser extent, in the other transverse secondary directions [9] . The secondary dendrite arm spacing (SDAS) is measured in this research test for subsequent thermal model validation by means of Equation (13) . To this end, the mean values are calculated based on ten different measurements for each analyzed welding bead. SDAS is measured in µm, and C is a constant that depends on the material. For the specific case of the Inconel 718, this constant takes a value of 10 [33] .
The Inconel 718 is a widely used and studied material, and therefore, many authors have contributed with their research to the determination of these reaction temperatures. In the present investigation, the values given by Eiselstein for the cooling case are considered [34] : 1260 • C and 1177 • C for the liquidus temperature (T L ) and the γ/laves eutectic temperature (T e ), respectively ( Table 2) . 
Proposed Methodology for the Model Validation
Validation has been carried out using FL010 1kW fiber laser from Rofin FL010 (ROFIN-SINAR Laser, Hamburg, Germany) with an output fiber of 100 µm coupled to galvanometric scan head hurrySCAN ® 25 from SCANLAB (SCANLAB GmbH, Munich, Germany) with a focus length of 265 mm, maximum workspace of 120 × 120 mm 2 , and maximum feed rate of 10,000 mm·s −1 . Scan head allows fast movements of the laser beam because of the low inertia of the moving mirrors, giving, as a result, high velocities and accelerations without losing positioning accuracy. Therefore, the laser beam motion is fast enough to consider as a ring-type spot of 1 mm diameter that moves at a v f feed rate speed. In this case, a wobble strategy is used for the welding process, see Figure 4 . This method allows one to fill an area by describing rings, so a suitable relation between the feed rate (v f ) and the peripheral speed (v p ) is implemented for achieving minimum overlap and no space among consecutive rings. Therefore, the laser spot must spend the same time for tracing a loop (orbital motion) and for advancing a spot diameter distance (linear movement). The selected continuous laser powers for welding the 2 mm thickness Inconel 718 sheets are 350 W, 400 W, 450 W, and 500 W, in combination with two different feed rates: 3 mm·s −1 and 5 mm·s −1 . The seam length is of 30 mm, enough to ensure steady state is achieved during welding track. All process parameters are detailed in Table 3 . Afterwards, all the samples are cut at a 20 mm distance from the beginning of the weld, encapsulated and polished for Marble solution etching, Figure 5 
Model Parameters
The modeled cross section has an 8 × 4 mm size in the X and Y directions, respectively. Notice that in X = 0, a symmetry boundary condition is considered (see Figure 2) . The distant face in this direction must be placed far enough from the laser beam source in order to avoid any disturbances The selected continuous laser powers for welding the 2 mm thickness Inconel 718 sheets are 350 W, 400 W, 450 W, and 500 W, in combination with two different feed rates: 3 mm·s −1 and 5 mm·s −1 . The seam length is of 30 mm, enough to ensure steady state is achieved during welding track. All process parameters are detailed in Table 3 . Afterwards, all the samples are cut at a 20 mm distance from the beginning of the weld, encapsulated and polished for Marble solution etching, Figure 5 
The modeled cross section has an 8 × 4 mm size in the X and Y directions, respectively. Notice that in X = 0, a symmetry boundary condition is considered (see Figure 2) . The distant face in this direction must be placed far enough from the laser beam source in order to avoid any disturbances in the generated thermal field, but without putting it too far away, in order to avoid computational cost having been increased in vain. On the other hand, in the Y direction, a 1 mm layer of air is considered below and above the sheets to be welded, which is enough for allowing the free movement of the air-filled elements.
Defining an appropriate element size is critical when achieving a good relation between accuracy and computational cost. After testing with 0.1, 0.075, 0.05, and 0.025 mm size elements and evaluating the obtained accuracy and the elapsed time required for the simulation, it is considered that a 0.05 mm element size is the optimum value. As can be observed in Figure 6 , after simulating Test 4 with different element sizes, an error below 5% is obtained with a 0.05mm element size when the depth of the weld bead is measured, together with an elapsed time of 392.95 s. Defining an appropriate element size is critical when achieving a good relation between accuracy and computational cost. After testing with 0.1, 0.075, 0.05, and 0.025 mm size elements and evaluating the obtained accuracy and the elapsed time required for the simulation, it is considered that a 0.05 mm element size is the optimum value. As can be observed in Figure 6 , after simulating Test 4 with different element sizes, an error below 5% is obtained with a 0.05mm element size when the depth of the weld bead is measured, together with an elapsed time of 392.95 s. Besides, the obtained results depend on the time increment used in simulation. For the present validation, a 0.001 s time step is used. A higher time step means that fewer steps are required for sweeping the desired time interval, whereas a smaller time step means the opposite. However, higher time step results in higher variations of the pressure and velocity fields, and consequently, the number of required iterations before achieving the desired accuracy is also increased. In addition, instabilities may appear, resulting in the necessity of lowering the under-relaxation factors used in the SIMPLE algorithm (0.8 and 0.5 for the pressure and velocities calculation, respectively).
The cooling stage has direct influence on the final shape of the melt pool [31] , as well as the developed microstructure [35] . Therefore, a cooling period is simulated, whose duration is twice the time required by the laser beam to pass over the modeled cross section. Total process simulation times of 1.0 s and 0.6 s are defined for the tests where 3 mm·s −1 and 5 mm·s −1 feed rates are used, respectively.
Materials
Inconel 718 sheets with a 2 mm thickness are used for LBW tests. This value is similar to the thickness of the sheets used in the aerospace gas turbines. Composition and properties of the material are detailed in Tables 4 and 5 , respectively.
The developed model is two-dimensional, since most of the laser welding tracks can be considered as longitudinal tracks with constant section. Authors like Casalino asserted, in their research, the suitability of using a two-dimensional model for simulating the LBW process [2] . However, the heat transfer in the experimental situation is tridimensional (including lateral and longitudinal conduction). Therefore, a tridimensional heat transfer is considered in the model. Thus, Besides, the obtained results depend on the time increment used in simulation. For the present validation, a 0.001 s time step is used. A higher time step means that fewer steps are required for sweeping the desired time interval, whereas a smaller time step means the opposite. However, higher time step results in higher variations of the pressure and velocity fields, and consequently, the number of required iterations before achieving the desired accuracy is also increased. In addition, instabilities may appear, resulting in the necessity of lowering the under-relaxation factors used in the SIMPLE algorithm (0.8 and 0.5 for the pressure and velocities calculation, respectively).
Inconel 718 sheets with a 2 mm thickness are used for LBW tests. This value is similar to the thickness of the sheets used in the aerospace gas turbines. Composition and properties of the material are detailed in Tables 4 and 5 , respectively. The developed model is two-dimensional, since most of the laser welding tracks can be considered as longitudinal tracks with constant section. Authors like Casalino asserted, in their research, the suitability of using a two-dimensional model for simulating the LBW process [2] . However, the heat transfer in the experimental situation is tridimensional (including lateral and longitudinal conduction). Therefore, a tridimensional heat transfer is considered in the model. Thus, heat transfer due to conductivity and convection is taken into account in the X, Y, and Z directions, assuming symmetry in the X direction.
Experimental Setup
Test parts are clamped to avoid distortions caused by thermal expansion or contraction during the melting and solidification process, Figure 7 , which could cause misalignment in the weld zone. 
Test parts are clamped to avoid distortions caused by thermal expansion or contraction during the melting and solidification process, Figure 7 , which could cause misalignment in the weld zone. The welding process is performed with an argon 2× protective atmosphere (99.995% of argon purity). The argon gas is inserted through four slots situated in four cylindrical tubes: two pointing to the welding upper surface and the two others to the bottom one, which ensures a homogenous supply all along the seam path (see Figure 8) . The argon supply is of 24 l·min −1 (6 l·min −1 through each 80 mm × 2 mm rectangular slot). The welding process is performed with an argon 2× protective atmosphere (99.995% of argon purity). The argon gas is inserted through four slots situated in four cylindrical tubes: two pointing to the welding upper surface and the two others to the bottom one, which ensures a homogenous supply all along the seam path (see Figure 8) . The argon supply is of 24 l·min −1 (6 l·min −1 through each 80 mm × 2 mm rectangular slot).
The 
Results
The developed model calculates the temperature field at different time steps as the laser beam passes over the modeled section. As a consequence of the temperature gradients generated within the molten material, Marangoni forces are generated, and lead to creation of convection currents, see Figure 9 . The size of the melt pool is increased as the interaction time increases, and can reach a situation in which the whole thickness of the Inconel 718 sheet is melted (this situation occurs at a t = 0.28 s instant in Test 5, 450 W laser power, and v f = 3 mm·s −1 ), and molten material starts to drop due to gravity forces. After the laser beam passes by the modeled cross section and there is no external heat input, the material solidifies, resulting in the final shape of the generated weld bead. This final shape, together with the area melted during the whole process, is compared with the experimental results when validating the model. 
s instant in
Test 5, 450 W laser power, and vf = 3 mm·s −1 ), and molten material starts to drop due to gravity forces. After the laser beam passes by the modeled cross section and there is no external heat input, the material solidifies, resulting in the final shape of the generated weld bead. This final shape, together with the area melted during the whole process, is compared with the experimental results when validating the model.
Analysis of the Geometry of the Weld Beads
In order to validate the developed model, the weld beads from the different tests are measured, taking into account the following features (see Figure 10 ): penetration depth (named with the letter D), weld bead width (named with the letter W), and height, both in the crown and the root (named with the letters H and R, respectively). Due to the movement of the molten material during the welding process, the surface tension generates fillets or groovy shapes at the weld crown. The molten material also may stick out at the root when the penetration is complete, forming sagged geometries beyond the lower surface. The established sign criterion is positive (+) for fillets and saggings, and negative (−) for grooves. 
In order to validate the developed model, the weld beads from the different tests are measured, taking into account the following features (see Figure 10 ): penetration depth (named with the letter D), weld bead width (named with the letter W), and height, both in the crown and the root (named with the letters H and R, respectively). Due to the movement of the molten material during the welding process, the surface tension generates fillets or groovy shapes at the weld crown. The molten material also may stick out at the root when the penetration is complete, forming sagged geometries beyond the lower surface. The established sign criterion is positive (+) for fillets and saggings, and negative (−) for grooves. The numeric model shows an error below 4% regarding to the weld bead penetration depth and a less than 10% error for the crown width (Table 6 ). For both the crown and root height prediction, the model shows a maximum error of 0.16 mm (Table 7) . Therefore, it is concluded that in those cases in which the weld penetration is complete, the material movement is mainly driven by the gravity forces and the model is capable of predicting this situation with a small error. Nevertheless, for partial weld penetrations, the model has resulted in being incapable of predicting the resulting shape of the bead with the same accuracy, due to the complex fluid dynamic phenomena that occur. In Figure 11 , a comparison between the modeled and the measured cross sections is shown for the Tests 1-8. Figure 11 . Comparison between the modeled and the analyzed cross sections (tests parameters described in Table 3 ). The numeric model shows an error below 4% regarding to the weld bead penetration depth and a less than 10% error for the crown width (Table 6 ). For both the crown and root height prediction, the model shows a maximum error of 0.16 mm (Table 7) . Therefore, it is concluded that in those cases in which the weld penetration is complete, the material movement is mainly driven by the gravity forces and the model is capable of predicting this situation with a small error. Nevertheless, for partial weld penetrations, the model has resulted in being incapable of predicting the resulting shape of the bead with the same accuracy, due to the complex fluid dynamic phenomena that occur. In Figure 11 , a comparison between the modeled and the measured cross sections is shown for the Tests 1-8. The numeric model shows an error below 4% regarding to the weld bead penetration depth and a less than 10% error for the crown width (Table 6 ). For both the crown and root height prediction, the model shows a maximum error of 0.16 mm (Table 7) . Therefore, it is concluded that in those cases in which the weld penetration is complete, the material movement is mainly driven by the gravity forces and the model is capable of predicting this situation with a small error. Nevertheless, for partial weld penetrations, the model has resulted in being incapable of predicting the resulting shape of the bead with the same accuracy, due to the complex fluid dynamic phenomena that occur. In Figure 11 , a comparison between the modeled and the measured cross sections is shown for the Tests 1-8. Figure 11 . Comparison between the modeled and the analyzed cross sections (tests parameters described in Table 3 ). Figure 11 . Comparison between the modeled and the analyzed cross sections (tests parameters described in Table 3 ). 
Microstructure Validation
The internal structure of the material is studied for the Tests 1, 2, 7, and 8, and in each case, as detailed in Figure 12 , two different areas are studied for validating the model prediction of the SDAS value. The first one (M1) is located near the boundary between the weld bead and the HAZ, and it is the first area where the material solidifies after its melting, whereas the second one (M2) is placed in the center of the bead. 
The internal structure of the material is studied for the Tests 1, 2, 7, and 8, and in each case, as detailed in Figure 12 , two different areas are studied for validating the model prediction of the SDAS value. The first one (M1) is located near the boundary between the weld bead and the HAZ, and it is the first area where the material solidifies after its melting, whereas the second one (M2) is placed in the center of the bead. The analysis of the experimental tests is carried out by a Leica DCM 3D microscopy (Leica Microsystems GmbH, Wetzlar, Germany) with 100× magnification. For each study zone, the SDAS measurements are performed, and the average value is calculated, which is compared with the results given by the numerical model, see Table 8 . The maximum error between the predicted SDAS values and the measured ones is below 1.5 microns, which means that there is a good agreement between the model and the experimental process. Also, since the dendrite formation depends on the cooling The analysis of the experimental tests is carried out by a Leica DCM 3D microscopy (Leica Microsystems GmbH, Wetzlar, Germany) with 100× magnification. For each study zone, the SDAS measurements are performed, and the average value is calculated, which is compared with the results given by the numerical model, see Table 8 . The maximum error between the predicted SDAS values and the measured ones is below 1.5 microns, which means that there is a good agreement between the model and the experimental process. Also, since the dendrite formation depends on the cooling rate, which depends on the variation of the thermal field, so, it can be concluded that the model predicts the temperature field accurately during the LBW process. 
Conclusions
In the present work, a numerical model for predicting the weld bead in the LBW process is developed and validated under different process parameters. According to the obtained results, the following conclusions can be drawn:
(1) The developed model represents accurately the weld beads generated under different process parameters. However, the model performance depends on the analyzed bead feature. For instance, an error lower than the 10% is obtained regarding the weld width, whereas a higher accuracy is reached in the weld depth (an error below 4%). (2) The developed tool is valid for modeling not only the melt pool dynamics, but also the drop of the molten material once the laser beam melts the whole thickness of the Inconel 718 sheets.
The error between the model and the experimental results when modeling the crown and root height is below 0.2 and 0.1 mm, respectively. Therefore, it is concluded that the model has a bigger error when dimensioning the weld crown. This is due to the fact that the model is incapable of predicting accurately the height variation of the weld if the penetration is not complete. (3) After comparing the internal structure measured in the experimental tests and the values given by the model, it is concluded that the model gives the SDAS with an error below 1.5 microns.
The two different areas that are analyzed (M1 and M2) show that the SDAS in the test tubes is slightly higher than the value given by the model. Hence, it is concluded that the predicted cooling rate is also somewhat higher than the real one. This can be originated by the symmetry assumption or the two-dimensional solving of the melt pool dynamics, whereas the physical problem is three-dimensional.
Therefore, the proposed model results in being appropriate for modeling the LBW process, and can be used as a predictive tool for simulating weld beads before carrying out real tests. Therefore, it has a direct application in the aerospace industry, and specifically, in Inconel 718 welds. Nevertheless, further work is required in the development of the present model by introducing features such as keyhole formation and temperature-dependent absorptivity, which will improve the accuracy of the model. Funding: This research received no external funding.
