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Abstract
There is a relationship between the values of a sequence of modular functions at points in
the divisor of a meromorphic modular form and the exponents of its inﬁnite product expansion.
We make this relationship explicit for the case of modular forms on the congruence subgroup
0(4). We also consider some applications to classical number theoretic functions such as the
number of representations of an integer as a sum of squares.
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1. Introduction and statement of results
For f (z) meromorphic on the upper half-plane H, deﬁne the theta operator by
f (z) := 1
2i
d
dz
f (z). (1.1)
Deﬁne (n) :=∑d|n d , and denote by E2(z) the weight two Eisenstein series
E2(z) := 1− 24
∞∑
n=1
(n)qn (q := e2iz). (1.2)
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If f is a meromorphic modular form of weight k ∈ Z on SL2(Z), then it is known
that
f
f
= k
12
E2 − f,
where f is a meromorphic modular form of weight two. Bruinier et al. [2] determined
f explicitly in terms of the values of a sequence of modular functions. This gives
interesting results regarding the exponents of product expansions of modular forms,
and recurrence relations for their Fourier coefﬁcients. Choie and Kohnen [3] examined
some corresponding problems for functions modular on Hecke groups, and Ahlgren [1]
considered the genus zero congruence subgroups 0(p) for p ∈ {2, 3, 5, 7, 13}.
After this series of papers (the general outline for studying such questions was
provided by Brunier et al. [2]) it is natural to consider the analogous problem for
0(4). This case is of interest because it is the ﬁrst where half-integral weight forms
arise. This approach will clearly extend to other genus zero subgroups. We consider
some applications to natural number theoretic functions; for example, representations
of integers as sums of squares.
The space of all meromorphic (resp. holomorphic) modular forms of weight k ∈ 12Z
on 0(4) (see Section 2 for deﬁnition) will be denoted Mk (resp. Mk). Deﬁne (z) ∈
M1/2 by
(z) :=
∞∑
n=−∞
qn
2 (1.3)
and F1(z) ∈ M2 by
F1(z) :=
∑
odd n>0
(n)qn.
Then, let
(z) := 
4(z)
F1(z)
= q−1 + 8+ 20q − 62q3 + · · · . (1.4)
The function (z) ∈M0 is univalent with a simple pole at inﬁnity and a simple zero
at 1/2. For each positive integer m, deﬁne jm as the unique modular function on 0(4),
holomorphic on H, vanishing at 1/2, and whose Fourier expansion at inﬁnity has the
form
q−m + cm(0)+ cm(1)q + higher-order terms. (1.5)
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Such modular functions exist because they can be constructed as polynomials in 
with no constant term. For example,
j1(z) = (z) = q−1 + 8+ 20q − 62q3 + · · · ,
j2(z) = 2(z)− 16(z) = q−2 − 24+ 276q2 − 2048q4 + · · · ,
j3(z) = 3(z)− 242(z)+ 132(z) = q−3 + 32− 186q + 4928q3 + · · · ,
...
Uniqueness of these functions follows from the observation that the difference of two
functions satisfying (1.5) would be a holomorphic modular function, vanishing at 1/2,
and therefore equal to the zero function.
We now state our results. Suppose that f (z) ∈Mk , that
f (z) = qh +
∑
n>h
a(n)qn (1.6)
and that h′ is the order of vanishing of f at 0 (see (2.2) for the precise deﬁnition).
Associate to f the constants f , f , and 	f deﬁned as follows:
f := − 56k + 2h+ 2h′,
f := 23k − 83h− 43h′, (1.7)
	f := 16k − 13h− 23h′.
Let F be a fundamental domain for 0(4) not including the cusps. Denote by ord
(f )
the standard order of vanishing of f at 
 ∈ H. Our ﬁrst result allows us to determine
the exponents in the product expansion of a modular form.
Theorem 1. Suppose that f (z) ∈Mk has Fourier expansion f (z) = qh+∑n>h a(n)qn.
Then, in a neighborhood of z = ∞ we have f (z) = qh∏∞n=1 (1− qn)c(n) where,
for n1,
c(n) = 1
n
∑
d|n

(n
d
)∑

∈F
ord
(f )jd(
)− 24
(
f
2
Z(n/2)+
f
4
Z(n/4)+ 	f
)
(1.8)
with f , f , and 	f chosen as in (1.7) and Z the characteristic function of the
integers.
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Deﬁne the operator V (m) by

∑
nh
a(n)qn


∣∣∣∣∣∣V (m) :=
∑
nh
a(n)qnm.
For each 
 ∈ H, deﬁne H
(z) by
H
(z) :=
∞∑
m=1
jm(
)qm. (1.9)
In the next result, we determine H
 explicitly as a meromorphic modular form of
weight two.
Theorem 2. For 
 ∈ H, we have
H
(z) = (
)(z)− (
)
[
−2E2(z)|V (2)+ 83E2(z)|V (4)+ 13E2(z)
]
. (1.10)
In particular, H
(z) ∈M2.
As in the SL2(Z) case, there is a weight two modular form f closely related to
f
f
. Theorem 3 makes explicit this relationship and gives an equation for f in terms
of H
.
Theorem 3. Suppose that f (z) ∈ Mk and deﬁne f , f , 	f by (1.7). Deﬁne the
weight two meromorphic modular form f :=
∑

∈F ord
(f )H
. Then
f
f
= −f − f E2|V (2)− f E2|V (4)− 	f E2.
In our next result, we obtain a recurrence relation satisﬁed by the Fourier coefﬁcients
of a modular form. For n1, deﬁne the polynomial Fn(a, b, c, x1, x2, . . . , xn−1) as
follows:
Fn(a, b, c, x1, x2, . . . , xn−1)
:=
∑
m1+2m2+···+(n−1)mn−1=n
m1,...,mn−1  0
(−1)m1+···+mn−1 (m1 + · · · +mn−1 − 1)!
m1! . . . mn−1! x
m1
1 . . . x
mn−1
n−1
+ 24
n
[a(n/2)+ b(n/4)+ c(n)] , (1.11)
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where (x) := 0 for x /∈ N. So, for example,
F1(a, b, c) = 24c,
F2(a, b, c, x1) = 12x21 + 12a + 36c,
F3(a, b, c, x1, x2) = x1x2 − 13x31 + 32c,
F4(a, b, c, x1, x2, x3) = x1x3 + 12x22 + 14x41 − x21x2 + 18a + 6b + 42c.
Theorem 4. If f (z) ∈Mk has f (z) =∑∞n=h a(n)qn with a(h) = 1, then for n1 we
have
a(h+ n) = Fn(f ,f , 	f , a(h+ 1), . . . , a(h+ n− 1))−
1
n
∑

∈F
ord
(f )jn(
)
with f , f , 	f the associated constants given in (1.7).
In the special case that the divisor of f is supported at the cusps, we can simplify
the recurrence.
Theorem 5. Suppose that f (z) ∈Mk has f (z) =∑∞n=h a(n)qn with a(h) = 1. If, in
addition, f is holomorphic and nonvanishing on H, then for n1 we have
a(h+ n) = 24
n
n∑
j=1
[
f (j/2)+ f (j/4)+ 	f (j)
]
a(h+ n− j)
with f , f , 	f the associated constants given in (1.7).
Remark. The arguments we will use to prove the preceding results can be modiﬁed to
cover the remaining genus zero congruence subgroups.
Next we shall examine some applications of these theorems. Deﬁne rs(n) to be
the number of representations of the nonnegative integer n as the sum of s squares.
These functions have been the subject of much study in classical number theory (see,
for example, [5] or [6]). Theorems 4 and 5 give two recurrence relations satisﬁed
by rs(n).
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Corollary 1. Suppose s is a positive integer. Then for n1, rs(n) satisﬁes the recur-
rence relation
rs(n)
=
∑
m1+2m2+...+(n−1)mn−1=n
m1,...,mn−1  0
(−1)m1+···+mn−1 (m1+ · · ·+mn−1 − 1)!
m1! . . . mn−1! rs(1)
m1 . . . rs(n−1)mn−1
+ (−1)n+1 2s
n
[(n)− (n/2)] .
As an application of Theorem 5, we recover the following classical result of Glaisher
[4] and Mathews [9].
Corollary 2. Suppose s is a positive integer. Then for n1, rs(n) satisﬁes the recur-
rence relation
rs(n) = 2s
n
n∑
j=1
(−1)j+1 [(j)− (j/2)] rs(n− j).
We give one ﬁnal application of the stated theorems. For d ≡ 0, 3 (mod 4), denote
by Qd the set of positive deﬁnite integral binary quadratic forms
Q(x, y) = ax2 + bxy + cy2
with discriminant b2 − 4ac = −d . For each such Q, let Q be the unique root of
Q(x, 1) in H, and deﬁne Q by
Q :=


2 if Q ∼ [a, 0, a],
3 if Q ∼ [a, a, a],
1 otherwise.
Let E4 and E6 denote the usual weight four and six Eisenstein series, and j (z) =
1728E4(z)3
E4(z)3−E6(z)2 the usual elliptic modular function on SL2(Z). Again, for d ≡ 0, 3
(mod 4), deﬁne the trace of the singular moduli of discriminant −d by
t (d) :=
∑
Q∈Qd/PSL2(Z)
j (Q)− 744
Q
.
For n ≡ 1, 2 (mod 4, we let t (n) = 0. Traces of singular moduli are studied extensively
in [12].
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Corollary 3. Let  = e2i/3. Then, for n1, we have
t (n) = 1
n+ 1
[
jn+1
(
4
)
+ jn+1
(
+ 2
4
)
+ 78
(
n+ 1
2
)
− 88
(
n+ 1
4
)
− 14(n+ 1)
]
−
∑
m1+2m2+···+nmn=n+1
m1,...,mn  0
(m1 + · · · +mn − 1)!
m1! . . . mn! 2
m1 t (1)m2 . . . t (n− 1)mn.
In Section 2, we will cover some deﬁnitions and lemmas that we require. In Section
3 we prove a key theorem. As in [1], this involves computing residues of a sequence
of meromorphic differentials, but the Riemann surface X0(4) is more complicated. In
Section 4, we use that theorem to prove our results.
2. Preliminaries
We begin by recalling some standard deﬁnitions. Let c and d be integers with d odd
and deﬁne
( c
d
)
:=


−
(
c
|d|
)
if d < 0 and c < 0,
1 if c = 0 and d = ±1,(
c
|d|
)
otherwise
and
d :=
{
1 if d ≡ 1 (mod 4),
i if d ≡ 3 (mod 4).
Let f be a meromorphic function on H and let k ∈ 12Z. Then f is a meromorphic
modular form of weight k on 0(4) if, for
(
a
c
b
d
)
∈ 0(4), we have
f
(
az+ b
cz+ d
)
=
( c
d
)2k
−2kd (cz+ d)kf (z)
and f is meromorphic at the cusps ∞, 0, and 1/2. If, in addition, f is holomorphic
on H and at the cusps, then it is a holomorphic modular form. More details on these
deﬁnitions may be found in [7, Chapter IV]. A modular form of weight zero is called
a modular function. A modular form f must satisfy f (z + 1) = f (z), and so can be
196 J.R. Atkinson / Journal of Number Theory 112 (2005) 189–204
viewed as a function of q := e2iz. We will often express modular forms as Laurent
series in q.
For f a function on H, k ∈ 12Z, and
(
a
c
b
d
)
∈ GL+2 (R) deﬁne the operator |k by
f (z)|k
(
a b
c d
)
:= (ad − bc)k/2(cz+ d)−kf
(
az+ b
cz+ d
)
. (2.1)
Then the order of vanishing of f ∈Mk at zero is h′ where
f (z)|k
(
0 −1
1 0
)
=
∑
nh′
a′(n)qn/4 (2.2)
and a′(h′) = 0.
We shall require two lemmas. Lemma 2.1 is proven in [2, Proposition 2.1].
Lemma 2.1. Suppose that f (z) =∑∞n=h a(n)qn is a meromorphic function in a neigh-
borhood of q = 0 and that a(h) = 1. Then there are uniquely determined complex
numbers c(n) such that
f (z) = qh
∞∏
n=1
(1− qn)c(n), (2.3)
where the product converges in some neighborhood of q = 0. Moreover,
f
f
(z) = h−
∞∑
n=1
∑
d|n
c(d)dqn. (2.4)
We will use the next lemma to obtain information about an important type of mero-
morphic modular form.
Lemma 2.2. Suppose that k ∈ 12 Z, f (z) ∈Mk with order of vanishing h at inﬁnity
and h′ at zero, and that , , and 	 are constants satisfying
2+ + 4	 = −k
3
. (2.5)
Then, the function
F := f
f
+ E2|V (2)+ E2|V (4)+ 	E2 (2.6)
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is a meromorphic modular form of weight two on 0(4). It is holomorphic at the cusps
with value h+ + + 	 at ∞ and h′4 + 4 + 16 + 	 at 0.
Proof. The Eisenstein series E2 (see (1.2)) is not quite modular, but if  =
(
a
c
b
d
)
∈
SL2(Z) then we have the transformation equation
E2(z) = (cz+ d)2E2(z)− 6ic (cz+ d). (2.7)
Now we let  =
(
a
c
b
d
)
belong to 0(4). Then 2z can be written as ′(2z) where
′ =
(
a
c/2
2b
d
)
. Applying (2.7) we ﬁnd that
E2(2z) = (cz+ d)2E2(2z)− 6ic2 (cz+ d). (2.8)
In the same way we obtain
E2(4z) = (cz+ d)2E2(4z)− 3ic2 (cz+ d). (2.9)
Differentiating both sides of
f (z) =
(( c
d
)
d
)−2k
(cz+ d)kf (z) (2.10)
implies
(f )(z) =
(( c
d
)
d
)−2k [
(cz+ d)k+2f (z)− kci
2
(cz+ d)k+1f (z)
]
. (2.11)
A computation using (2.5)–(2.11) then veriﬁes that
F(z) = (cz+ d)2F(z).
The claim about the cusp at ∞ follows from Lemma 2.1. For the cusp at 0, deﬁne
 :=
(
0
1
−1
0
)
and g0(z) := f (z)|k. Differentiating, we get
f
f
(z)
∣∣∣∣
2
 = g0
g0
(z)− ki
2z
. (2.12)
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Applying Lemma 2.1 to g0(z)|V (4) shows that g0g0 has a Fourier expansion of the
form
g0
g0
(z) = h
′
4
+O(q1/4), (2.13)
where h′ is the order of vanishing of f at 0 (see (2.2)). Since z−2E2(−1/z) = E2(z)−
12i
2z , we compute
(E2(z)|V (2)) |2 = 14E2
( z
2
)
− 6i
2z
,
(E2(z)|V (4)) |2 = 116E2
( z
4
)
− 3i
2z
.
Therefore, using (2.5) gives
F(z)|2 = g0
g0
(z)+ 
4
E2
( z
2
)
+ 
16
E2
( z
4
)
+ 	E2(z)− 6i2z −
3i
2z
− 12i	
2z
− ki
2z
= g0
g0
(z)+ 
4
E2
( z
2
)
+ 
16
E2
( z
4
)
+ 	E2(z). (2.14)
So, at 0, F(z) is holomorphic and takes the value
h′
4
+ 
4
+ 
16
+ 	.
A similar argument shows that F(z)|2
(
1
2
0
1
)
has an expansion in nonnegative powers
of q. 
3. Proof of Theorem 3.1
Before we can prove our results, we need the following theorem.
Theorem 3.1. Suppose that f (z) ∈Mk and that f (z) = qh∏∞n=1 (1− qn)c(n). Then
for m1 we have
∑

∈F
ord
(f )jm(
) =
∑
d|m
c(d)d + 24f (m/2)+ 24f (m/4)+ 24	f (m). (3.1)
Proof. Let Y0 be the noncompact Riemann surface 0(4)\H, and X0 the compact
Riemann surface obtained by adjoining the three cusps ∞, 0, and 1/2 to Y0 (for back-
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ground, see [11, Section 1.5]). If G(z) ∈M2, then, on X0 there is the corresponding
abelian differential G := G(z) dz. Suppose that G has the following expansions at
the cusps:
G(z) =
∑
nn0
a(n)qn at ∞,
G(z)|2
(
0
1
−1
0
)
=
∑
nn′0
a′(n)qn/4 at 0,
G(z)|2
(
1
2
0
1
)
=
∑
nn′′0
a′′(n)qn at 1/2.
See [7, p. 125] for information on why the expansions at 0 and 1/2 have these forms.
For 
 ∈ H ∪ {0, 1/2,∞}, let Q
 ∈ X0 be the point associated to 
 under the usual
identiﬁcation. Then, computing with respect to local variables, we ﬁnd that
ResQ∞G =
1
2i
a(0), ResQ0G =
4
2i
a′(0), ResQ1/2G =
1
2i
a′′(0). (3.2)
If 
 ∈ H, then the order of the isotropy subgroup of 
 in 0(4)/{±I } is 1
(see [10, pp. 100–101]). Therefore, for all 
 ∈ H, we have
ResQ
 G = Res
G. (3.3)
Take f as in the statement of Theorem 3.1, let f , f , 	f be the corresponding
constants deﬁned in (1.7), and note that, as required by Lemma 2.2, we have
2f + f + 4	f = −
k
3
. (3.4)
Denote by F the weight two modular form given by Lemma 2.2 (with these special
values of , , and 	) and deﬁne the differential m by
m := F(z)jm(z)dz
for m1. Since X0 a compact Riemann surface, we have
∑
Q∈X0
ResQm = 0. (3.5)
To compute ResQ∞m, ﬁrst note that we may write jm(z) = q−m + cm(0)
+ O(q) with some constant cm(0). This, along with (2.6), (1.2), (2.4), (1.7),
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and (3.2) gives
2iResQ∞m = −
∑
d|m
c(d)d − 24f
∑
d|m2
d
− 24f
∑
d|m4
d − 24	f
∑
d|m
d + cm(0)[h+ f + f + 	f ]
= −
∑
d|m
c(d)d − 24f (m/2)− 24f (m/4)− 24	f (m). (3.6)
Next we will consider the residue at 0. By Lemma 2.2, F(z) takes the value
h′
4
+ f
4
+ f
16
+ 	f = 0
at 0. Each jm is holomorphic at 0, and so we get
ResQ0m = 0. (3.7)
Note that each jm vanishes at the cusp 1/2. By Lemma 2.2, F(z) is holomorphic at
1/2. It follows by (3.2) that
ResQ1/2m = 0. (3.8)
Finally, we must determine the residue of m at points Q
 ∈ Y0 corresponding to
points 
 ∈ H. E2(z) and jm(z) are holomorphic on H, so for 
 ∈ H we have
2iResz=
F(z)jm(z) = 2i
(
Resz=

f
f
(z)
)
jm(
) = ord
(f )jm(
).
With (3.3), we see that, for 
 ∈ H we have
2iResQ
m = ord
(f )jm(
). (3.9)
Examining (3.6)–(3.9), and (3.5) we conclude that
∑

∈F
ord
(f )jm(
) =
∑
d|m
c(d)d + 24f (m/2)+ 24f (m/4)+ 24	f (m).
This proves Theorem 3.1. 
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4. Proof of the main theorems
Proof of Theorem 1. Using Lemma 2.1, deﬁne c(n) by f (z) = qh∏∞n=1 (1− qn)c(n).
By Theorem 3.1,∑
d|n
c(d)d =
∑

∈F
ord
(f )jn(
)− 24f (n/2)− 24f (n/4)− 24	f (n).
We apply Möbius inversion to ﬁnd that
c(n)n =
∑
d|n
(n/d)
∑

∈F
ord
(f )jd(
)
− 24f
∑
d|n
(n/d)(d/2)−24f
∑
d|n
(n/d)(d/4)−24	f
∑
d|n
(n/d)(d).
Recall that ∑
d|n
(n/d)(d) = n.
Similarly, we see that∑
d|n
(n/d)(d/2) =
∑
d|n,d even
(n/d)(d/2) =
∑
d| n2
(n/2d)(d)
=
{
n/2 if n even,
0 otherwise
and that
∑
d|n
(n/d)(d/4) =
{
n/4 if 4|n,
0 otherwise.
Theorem 1 follows. 
Proof of Theorem 3. Theorem 3 follows from Lemma 2.1, Theorem 3.1, (1.9), (1.7),
and the following computations:
f
f
= h−
∞∑
n=1
∑

∈F
ord
(f )jn(
)qn + 24f
∞∑
n=1
(n/2)qn
+ 24f
∞∑
n=1
(n/4)qn + 24	f
∞∑
n=1
(n)qn
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= h− f − f E2(z)|V (2)− f E2(z)|V (4)− 	f E2(z)+ f + f + 	f
= −f − f E2(z)|V (2)− f E2(z)|V (4)− 	f E2(z). 
Proof of Theorem 2. Let  be as deﬁned in (1.4). Then  has weight k = 0, order
of vanishing h = −1 at ∞, and order of vanishing h′ = 0 at 0. Following Lemma 2.2,
deﬁne  by
(z) := 

(z)− 2E2(z)|V (2)+ 83E2(z)|V (4)+ 13E2(z).
Then  ∈M2 is holomorphic on H, at ∞, at 0, and at 1/2. Thus,  ∈ M2. Since 
vanishes to order at least two at ∞, it must be the zero function. In other words,


(z) = 2E2(z)|V (2)− 83 E2(z)|V (4)− 13 E2(z).
Therefore, for 
 ∈ H we have
((z)− (
))
(z)− (
) =
[
2E2(z)|V (2)− 83 E2(z)|V (4)− 13 E2(z)
] (z)
(z)− (
) . (4.1)
We employ Theorem 3 with f (z) = (z) − (
). f is univalent, so f = H
 and
Theorem 3 gives
((z)− (
))
(z)− (
) = −H
 + 2E2(z)|V (2)−
8
3E2(z)|V (4)− 13E2(z). (4.2)
Combining (4.1) and (4.2) gives Theorem 2. 
Proof of Theorem 4. Write
f (z) = qh +
∑
n>h
a(n)qn = qh
∞∏
n=1
(1− qn)c(n).
Set b(m) :=∑d|m c(d)d. Then, by Theorem 3.1,
b(m) =
∑

∈F
ord
(f )jm(
)− 24f (m/2)− 24f (m/4)− 24	f (m). (4.3)
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Applying Lemma 2.1 and (1.1), we see that
(
qh +
∑
n>h
a(n)qn
)(
h−
∞∑
n=1
b(n)qn
)
= hqh +
∑
n>h
a(n)nqn.
Expanding the left and comparing to the right, it follows that for n1 we have
na(h+ n) = −b(1)a(h+ n− 1)− b(2)a(h+ n− 2)− · · · − b(n). (4.4)
Recurrence (4.4) is essentially the recurrence that relates the usual complete symmetric
functions and power sums. Its solution is well known (see [8, Section 1.2]), and we
conclude that
b(n) = −na(h+ n)+ n
∑
m1+2m2+···+(n−1)mn−1=n
m1,...,mn−1  0
(−1)m1+···+mn−1
× (m1 + · · · +mn−1 − 1)!
m1! . . . mn−1! a(h+ 1)
m1 . . . a(h+ n− 1)mn−1 . (4.5)
Comparing (4.3) and (4.5) completes the proof of Theorem 4. 
Proof of Theorem 5. Note that when f is holomorphic and nonvanishing on H, Eq.
(4.3) simpliﬁes to
b(m) = −24f (m/2)− 24f (m/4)− 24	f (m). (4.6)
Plugging directly into (4.4) gives Theorem 5. 
Proof of Corollaries 1 and 2. By (1.3) we have
s(z) =
∞∑
n=0
rs(n)q
n.
To determine s , s , and 	s , we note that (z) is holomorphic and nonvanishing
at the cusps ∞ and 0 (see [7, Chapter IV]), so we have h = h′ = 0 and k = s/2. The
results follow from Theorems 4, 5, and the observation that
(j)− 5(j/2)+ 4(j/4) = (−1)j+1 ((j)− (j/2)) . 
Proof of Corollary 3. Let E4(z) := 1 + 240∑∞n=1∑d|n d3qn be the usual weight
four Eisenstein series, and let (z) := q1/24∏∞n=1 (1− qn). Then we deﬁne the nearly
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holomorphic weight 3/2 modular form
g1(z) := 
2(z)E4(4z)
(2z)6(4z)
= q−1 − 2+
∑
0<d≡0,3 (mod 4)
B(1, d)qd
= q−1 − 2+ 248q3 − 492q4 + · · · . (4.7)
Zagier [12, Theorem 5] proved that B(1, d) = −t (d) for 0 < d ≡ 0, 3 (mod 4).
E4(z) has a zero at  = e2i/3, and it is known (see, for instance, [10, p. 114]) that
an entire, weight four modular form for 0(4), such as E4(4z), has two zeros in a
fundamental domain. For representatives of the zeros of E4(4z) we may take 4 and
+2
4 . We apply Theorem 4 to g1 with k = 3/2, h = −1, and h′ = 0, getting, for n2,
−t (n− 1) = Fn
(−13
4
,
11
3
,
7
12
,−2,−t (1), . . . ,−t (n)
)
− 1
n
(
jn
(
4
)
+ jn
(
+ 2
4
))
and the result follows. 
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