Abstract-Wireless sensor networks are increasingly seen not just as data collection instruments, but as part of an infrastructure designed to construct models of their embedding environments. Their energy supplies are limited, in turn constraining the amount of data that can be acquired and reported. This motivates consideration of the inferential value and energy cost of reporting the sensed data in the design of coding algorithms and/or reporting strategies, rather than the information content of the data itself. There is a need to evaluate the efficiency of these strategies and parametric variations of them in the context of model inference. This paper describes an informationtheoretic measure, the relative divergence distribution (RDD), of their efficacy that relates inferential performance and the energy cost of reporting the data used in inference. It is nonasymptotic, and, as part of a Bayesian inference framework, does not require a prior distribution on the data model but can accommodate prior information on process model parameters. The inferential energy efficiency, based on the RDD, is a measure of the "fuel economy" of inferential sensing. These measures are applied to inferential sensing of a Bernoulli process, where it is demonstrated that the entropy of a data stream is not necessarily useful in understanding its value in inference.
I. INTRODUCTION
In many application domains, wireless sensor networks are being called upon to gather data in a model-dependent context, where inference of a model for the embedding environment is at least as important as estimation of its current state. These process models and associated data models are often complex; fortunately, hierarchical Bayesian modeling and Markov Chain Monte Carlo (MCMC) techniques are powerful tools that together allow inference of complex process models from noisy spatio-temporal datasets, with quantification of state and parameter uncertainty via posterior distributions.
The paucity of available energy in most wireless sensing applications has motivated extensive effort in the wireless sensor networks research community, particularly on underlying principles and methods for compression of datasets and censoring of transmissions. However, the most energy efficient algorithms often degrade data fidelity and reduce model fidelity. These conflicting needs-energy conservation and fidelity-motivate exploration of the notion of inferential energy efficiency. How should the performance of a wireless sensor network be characterized? Traditional communicationtheoretic measures, such as bit-and symbol-error probabilities, have the advantage of being independent of the type of data being transmitted. Their prevalence is rooted in the separation of source and channel coding (which is optimal for arbitrarily large block lengths), with source coding used to render each code symbol equally informative. When entropy rates are welldefined, network energy cost can be optimized using SlepianWolf coding for rate allocation [1] . However, wireless sensor network applications typically involve low data rates and low latency requirements so that block lengths are small. Moreover, they do not allow joint treatment of the value and energy cost of transmitted data in the context of inference.
What is needed is a useful quantitative measure of the energy efficiency of inferential sensing: how well a particular coding or reporting algorithm performs as a function of expended energy. The primary contribution of this paper is a means for measuring the performance of coding strategies in sensor networks in terms of the relative divergence distribution and a related summary measure, inferential energy efficiency, that precisely quantify the relationship between expended energy and the quality of the posterior.
II. RELATED WORK AND OVERVIEW
In many wireless sensing applications, transducer sampling intervals are selected based on a blend of intuition about the sampled processes and energy constraints (e.g., battery lifetime or power harvesting limitations). Source coding techniques and algorithms that censor or suppress reporting of data samples are then used to remove redundancy and save energy. They include distributed source coding [2] , compressive sensing [3] , quantization for estimation and classification [4] , and joint coding and transmission control [5] . Deshpande et al. [6] suggested a query-oriented technique that used a onestep Markov multivariate Gaussian data model and Kalman filtering-based estimation. In [7] , the sensor node infers an ARMA model that is used to respond to queries. Schemes for transmission censoring that use identical algorithms at the sensing node and the data center include [8] , [9] ; these also use a time series model. A technique that combines Bayesian inference with randomized transmission control is described in [10] . The problem of discriminating between censored reports and reporting failures is treated in [11] . Statisticians and modelers have been developing powerful inferential approaches and applying them to state and parameter estimation in models that capture multiple sources of uncertainty [12] , [13] . These approaches combine hierarchical Bayesian models with Markov chain Monte Carlo (MCMC) methods.
The key contributions of this paper are two measures of the effect of coding or reporting techniques on the energy efficiency of data/model inference. They are based on the Kullback-Leibler information divergence between two posterior distributions, which arises naturally in the setting that motivated the information bottleneck (IB). Developed in [14] , the IB introduced the idea of the relevance of an encoded representationỹ of a random quantity y in inferring a statistically related quantity of interest-here, the state x and parameters θ of a model. The goal is to construct a scheme so thatỹ preserves the maximum information about {x, θ}. Applied to the problem of inference on wireless sensor networks, the IBinspired approach developed here can be described as follows: Assume that a measurement y yields information about {x, θ} via the posterior p(θ, x|y). In a wireless sensor network, y is a vector-valued spatio-temporal dataset, specifically all the data samples acquired in a certain region over a period of time. We would like to know the effect of a strategy that yields a coded representationỹ on (1) the quality of the posterior p(θ, x|ỹ) inferred fromỹ and (2) the energy cost of reporting that representation, relative to the best posterior p(θ, x|y) (i.e., when all data is reported). This relative quality is summarized using the Kullback-Leibler information divergence (KLD) of p(θ, x|ỹ) relative to p(θ, x|y). The KLD has been used to evaluate density estimation techniques for marginal posteriors generated using MCMC [15] , and is a well-known conceptual tool for model selection and evaluation (see, e.g., [16] ). Here, we use the KLD to compare posterior distributions and the corresponding energy cost of inferring them.
III. PRELIMINARIES
Our sensing model is a simplified version of the model described in more detail in [17] ; a short summary is presented here (see Figure 1) . We assume that a sensor or group of sensors has taken a finite-length vector time series of measurements y = (y 0 , y 1 , · · · , y N −1 ) of the state x of a system parameterized by a vector θ. In practice, θ captures prior knowledge of the system via the prior distribution p(θ), and y may only represent a partial measurement of the state trajectory. The measurement y, which is assumed to be discrete-valued, is compressed toỹ for transmission to a data center; this encoding c(y) =ỹ is modeled as the conditional distribution p c (ỹ|y), which may be deterministic or random. Reporting may not be reliable (z =ỹ); the effects of channel errors can be easily modeled via a mapping p(z|ỹ), but perfect reporting is assumed in this paper.
In the Bayesian inference framework used here, the full posterior p(y, x, θ|ỹ) (for observations, state, and parameters) can be written as p(y, x, θ|ỹ) = p(ỹ, y, x, θ)/p(ỹ) so that
Thus the posterior density is proportional to the joint distribution of {ỹ, y, x, θ}, which, noting that the ordered set {θ, x, y,ỹ} is Markov, can be simplified to obtain
Even though practical models are often high-dimensional and hierarchical, Markov Chain Monte Carlo (MCMC) techniques for inference, including Gibbs and Metropolis-Hastings sampling, have proven to be highly effective in a broad array of applications. Let the joint state and parameters be ω = {x, θ}. Note that the encoding c(·) and the observed dataset Y determineỸ . With no coding, all data is sent and maximum energy is used; in this case, inference yields a posterior distribution that we denote as π(ω|Y ), where
With encoding c(·), we obtain
where S y is the sample space of y, and whereỸ is implicit via the transformation c(·).
IV. A PERFORMANCE MEASURE FOR INFERENTIAL SENSING
We compute the KLD from the best (full-data and thus maximum energy cost) posterior π(ω|Y ) to the posterior p c (ω|Y ) inferred from the encoded dataỸ = c(Y ). We call this the relative divergence
the expectation is with respect to the posterior inferred from the full dataset; this is (at least in this setting) the reference distribution; however, the literature is not consistent on this labeling. The expectation is in general an integral
over the sample space of ω; this is unfortunately a highdimensional space in most applications. However, in many cases a collection of marginal posteriors is desired and can be found using MCMC. With base-2 logarithms, we can interpret (6) as the loss in fidelity from using the encoding c(·), measured as the number of additional bits that would be required, on average, to describe the reference posterior π(ω|Y ) [18] .
In our wireless sensing model, y is discrete, so that the average divergence is the weighted sum which is also known as the conditional relative entropy [18] between the two posteriors.
When there is zero in-network energy expenditure, no data is reported and the only information available is the prior distribution p(θ). Here π(ω|Y ) reduces to π(θ|Y ), and the divergence is
Maximum energy is consumed when all data is sent (no encoding), resulting in the reference posterior π(ω|Y ). Here the relative divergence is the singleton
When the prior distribution is non-informative and of finite support, it is uniform. Since the inference leans entirely on the data, the posterior is proportional to only the likelihood, so
showing that the divergence measure D c (·) is implicitly a function of the prior. Note that any finite-latency encoding/decoding scheme, including prediction-and transform-based approaches, can be evaluated using the relative divergence, since the divergence of the posterior distribution relative to the posterior for the uncoded case is computed. For example, the encoding may involve transformation to a domain (e.g., a feature space) that admits a sparse representation of the data. As described in [17] , in some applications, interest is primarily in the strongly asymmetric case, where the encoding is extremely simple to minimize computational complexity and energy consumption at the encoding node. On the other hand, at the data center, decoding is absorbed into inference that exploits its comparatively unlimited computational power. The RDD is a joint probability distribution of the random variables E c , D c . For example, when no data is reported, the RDD is over the set {(E = 0, D 0 (Y ))} Y ∈Sy . This is a set, not a point, since π(ω|Y ) varies with Y in (8) . More generally, consider the problem of reporting a correlated time series. The simplest approach might be to only report a fraction r of the data (using the native temporal basis), minimizing complexity at the sensor node. If r (and the associated subset of samples) is fixed, then r induces a specific posterior distribution and constant energy cost for all Y , so the RDD is a collection of distributions, each conditioned on a value of energy expenditure. More likely, the algorithm will be adaptive so that y induces a two-dimensional distribution in the energy-relative divergence plane. Section VI analyzes the RDD for what might be the canonical case where the entropy of the reported dataỹ and the associated energy cost are linear functions of r and hence directly related.
V. INFERENCE AND ENERGY

A. The Relative Divergence Distribution
B. Energy Efficiency of Inference
Our concern is with the joint fidelity and the energy cost of encoding algorithms. Clearly, we can expend no energy on reporting by not sending data. The opposite extreme is to expend the maximum energy by reporting all the data; let E A denote the energy cost in this case. Two questions arise: How do the relative divergence distributions of algorithms compare? And what is the relative performance of an algorithm across the range of energy expenditures from E = 0 to E A ? We introduce a measure based on the RDD called the inferential energy efficiency to quantitatively address these questions.
For a particular dataset, the total value of reporting the encoded data c(Y ) =Ỹ is the resulting change in relative divergence from the zero energy case, i.e.,
The corresponding differential energy cost is E c (Y ) since E 0 (Y ) = 0. We define the inferential energy efficiency (IEE) γ c (Y ) for a dataset Y and an encoding scheme c(·) as the ratio of this change in divergence to the energy expenditure E c (Y ) :
Note that γ c is a random variable on the sample space of y, allowing rich characterization of its properties. A useful summary measure is the average inferential energy efficiency
VI. EXAMPLE: INFERENTIAL SENSING OF A BERNOULLI PROCESS
To explore the RDD and inferential energy efficiency, we consider the problem of inferring θ for a Bernoulli(θ) process. This is a highly idealized model for inferential sensing of a binary-valued phenomena (such as presence/absence) over time or space. For example, a network might consist of widelydistributed nodes that periodically determine if the local ozone level exceeds a threshold, and θ would then be used in the construction of models for assessment of long-term public health effects. In this scenario, it is natural to consider the RDD as the number of observations increase; here, coding reduces to simply not reporting a fraction of a block of the observations to the data center, and hence the energy consumption is directly related to both the number of reported observations and the entropy of the reported data.
Let | · | denote the cardinality operator if the argument is a set, and the Hamming weight for a binary vector. Let the index set for any Y be N = {1, . . . , N }. For a block Y of N noiseless observations, the code c(·) selects a subset C ⊆ N of indices that defines the vectorỸ = c(Y ) = (Y i : i ∈ C) of |C| =Ñ ≤ N observations. In this case, the energy cost N N E A (Y ) and the amount of informationÑ H 2 (θ) both scale withÑ , where H 2 (·) is the binary entropy function.
Here we focus on parameter inference, so ω = θ. The model implies a very simple RDD: the energy increases linearly with N , and the divergence can be computed exactly from the appropriate distributions.
By independence, we have for any Y and c(Y ) =Ỹ that
and
The structure of the posteriors admit fast computation; the number of computations required is O(|C| + 1)(N − |C| + 1) + (N + 1) (rather than O(2 N )) for each value of E c . . The RDD is a collection of probability mass functions (one for each discrete value of energy), as shown in Figure 2 . The relative divergence for zero energy cost is simple because the KLD compares the uniform prior with the fullenergy posterior. Even simpler is the point distribution D A (y) at E A = 1, as required by (9) .
The average IEE (12) for this zero-latency case demonstrates the decreasing value/energy-cost ratio of reporting additional samples (• symbols, Figure 3 ). The entropy of the reported data (like the energy cost) increases linearly withÑ , pointing out that inferential sensing requires different performance metrics than conventional data communication: in inferential sensing, the coding and reporting should distill the information in y relevant to the inference task.
The previous result applies to the case where each sample is reported as it is taken-the zero latency case-and reporting stops at sampleÑ ≤ N . The RDD and IEE also allow evaluation of the energy efficiency of coding under a fixed latency constraint. Assume that now a length-Ñ block Y = (Y 1 , . . . , YÑ ) of a time series is collected (so thatÑ is the the reporting latency), following by coding. What is the RDD and IEE relative to the case when N samples are reported? For direct inference of θ, the sufficient statistic is the relevant information. WhenÑ is known (e.g., via prior knowledge of the start of the block), the encoded data isỸ = η(Y ) = |Y |, and the IEE is 
This is less than the energyÑ /N required to report the block (observed state sequence). The result is that coding the sufficient statistic shifts the RDD leftward (not shown), and uses less energy, increasing energy efficiency (+ symbols in Figure 3 ). The cost is knowing only the sufficient statistic, rather than the state sequence, revealing again how inferential sensing can differ from conventional communication.
In general, the RDD gives a complete picture of the inferential loss of reporting a coded representation of the data, while the IEE measures the energy efficiency of the coding strategy. Both are functions of the energy required to send the encoded dataset.
VII. CONCLUSION
The relative divergence distribution (RDD) is a quantitative measure that couples the inferential performance of an encoding or reporting strategy to its energy use. It is a nonasymptotic Bayesian measure that clearly identifies the cost of reporting data, and can be used to evaluate any encoding or reporting scheme. The inferential energy efficiency summarizes the performance of encoding algorithms via a ratio of the improvement in relative divergence to the corresponding energy cost. Work is underway to apply these measures to encoding of real-world sensor network datasets for data and model inference.
