Abstract: Synchronization of coupled neurons is thought to be important for information communication in neuronal systems. In this paper, phase synchronization of an electrically coupled small-world neuronal network is explored. A small-world HindmarshRose neuronal network is set up first and then the effects of various network parameters and the heterogeneity of the network on phase synchronization are discussed with some biological explanations. It is demonstrated that the necessary coupling strengths for phase synchronization decrease with the increase of the number of neurons, the degree of nodes and the connection density, and the network heterogeneity has an adverse effect on the synchronizability of the neuronal network.
Introduction
Starting with the pioneering work of Watts and Strogatz in 1998, a lot of research has been done on the theory and applications of small-world networks. The human brain is a complex network consisting of more than 10 11 neurons, and each neuron in the cortex connects to more than 10,000 neurons via synapses [1] . Although the real structure of the brain network is not yet clear, small-world properties have also been found in some neuronal networks [2] . Thus small-world structure may be instructive for us to explore the essence of neuronal networks of human brain.
Chaotic systems are able to synchronize in various senses. Complete synchronization [3] is the strictest form of synchronization. Weaker forms of synchronization are generalized synchronization, phase synchronization [4] and lag synchronization. Neurons in the human brain often decode and transmit information by means of chaos and the synchronous firing of neurons is thought to play a key role in information processing in the brain. Hence, many investigations were devoted to the study of synchronization of coupled neurons [5, 6] .
The aim of this Letter is to investigate the influence of the network topology and the parameters on phase synchronization of a small-world chaotic Hindmarsh-Rose neuronal network. This Letter is organized as follows. Section II introduces the model of small-world HR neuronal networks, as well as the concepts of the average path length and the heterogeneity of networks. Phase synchronization in the network is discussed and some biological explanations are made in Sections III. The conclusion is given in Section IV.
Neuronal Network Model

Model of Hindmarsh-Rose Neuronal Network
The Hindmarsh-Rose (HR) neuronal model, as a typical example of real neurons, is expressed by the following equaThis work is supported by National Natural Science Foundation (NNSF) of China under Grant 11102038, Shanghai Education Development Foundation Chenguang Project under Grant 10CG33 and Chinese Universities Scientific Fund tions [7] :
where x is the membrane potential, y is associated with the fast current of the Na+ or K+ ions, and z is associated with the slow current of, for example, the Ca2+ ions. We choose the parameters as a = 1, b = 3, c = 1, d = 5, s = 4, r = 0.006, χ = 1.6. I is the stimulus current which is delivered to the neuron from its external environment and make neurons be in different states. Neurons in human brain are coupled by electrical synapses or chemical synapses. A neuronal network composed of electrically coupled HR neurons is given by:
where σ is the coupling strength, G = {g ij } N ×N is the coupling matrix, which is determined by the network structure, N is the overall number of neurons and i denotes the index of the neuron as a node in the network. In this model, we set
where rand is a random number in the interval [0, 1] to make all the neurons exhibit different multiple time-scale chaotic bursting behaviors.
The Small-world Network Structure
The coupling matrix G is determined by the network structure. Here, the Newman-Watts small-world strategy is adopted, which is expressed as follows [8] : we start with a ring of N neurons, each coupled diffusively to its k nearest neighbors, which means the initial degree of nodes of the network is k. Then we add shortcuts between pairs of nodes with probability p, which actually is the connection density of the network. If neuron i is connected with neuron j, then g ij = 1, otherwise, g ij = 0. As special cases, for p = 0, we have the original regular network, and for p = 1, we have a globally coupled network.
The average path length, which measures the typical separation between two nodes in the graph, is an important characteristic measure in small-world network. One expects that biological evolution minimizes the average path length in order to facilitate communication among the neurons [9] . We estimate the average path length using an approximate formula that was derived by Newman in [10] :
where l is the average path length, N is the node number, p is the connection density, k is the degree of nodes and d is the dimension of small-world network (we take d = 1 in this paper). The function has the approximate form as
The relationship of the average path length and N , p, k (k = z/2) is shown in Figure 1 . It can be seen that the average path length is monotone increasing function of N and monotone decreasing function of p and k respectively. Figure 1 The relationship of the average path length and the parameters of NW small-world network:
Neuronal networks in human brain are controlled by some central neurons and then are heterogeneous in general. For example, in the study of activation patterns of collective neuronal activity in self-organized cortical networks, it was found that as a small subset of recorded neurons, leader neurons, which form a mono-synaptically connected primary circuit, fire the first spike in the network burst and initiate a majority of network bursts. Hence, it is necessary to consider heterogeneity in real neuronal networks. Taking account of the effect of network heterogeneity, a modification to the NW network model is considered. We randomly select n c neurons of the network as central nodes and add m shortcuts in the network and require that each shortcut contains at least one central node. Thus, the heterogeneity of network is controlled by the parameter τ = n c /N . A small τ leads to a higher connectivity of the central nodes, which in turn results in a strong heterogeneity. As special cases, for τ = 1/N , all shortcuts are connected to a single central node, making the network similar to the configuration that minimize the average network distance [9] ; for τ = 1, we have the homogeneous NW model originally introduced by Newman and Watts.
Simulation Results
Definition of Phase and Phase Synchronization
There have been a few different methods to calculate phases of chaotic oscillators. Here, phases of neurons are defined by the Hilbert transformation [11] . The Hilbert transformation of signal x(t) can be expressed as x h (t) =
, where i = √ −1, A(t) and φ(t) are the instantaneous amplitude and the instantaneous phase of signal x(t), respectively. The phase of a single neuron with chaotic firing is shown in Figure 2 . It can be seen that whenever a spike happens, the phase increases 2π. Hence, phase synchronization of neurons is actually spike synchronization. The maximum average phase difference of the network with N chaotic HR neurons within a time interval is defined as φ max = max(Δφ(t)), where Δφ(t) = 1 N −1 N i=2 |φ i (t)−φ 1 (t)|, and it is used to indicate the phase synchronization of neuronal networks. When φ max < 2π, phase synchronization of the small-world neuronal network is thought to happen. In the following subsections, simulation is performed in different network configuration when network parameters vary.
Effects of Small-world Network Parameters on Phase Synchronization
In this subsection, we explore the effects of the number of neurons, the degree of nodes and the connection density on phase synchronization of small-world neuronal network.
The relationship of the maximum average phase difference and the coupling strength when the network has different neuron-numbers while other parameters being fixed is shown in Figure 3 . It can be seen that the critical coupling strengths for phase synchronization when N = 100, 300, 500 and 700 are 0.54, 0.20, 0.11 and 0.07 respectively. So, bigger number of neurons facilitates phase synchronization of neuronal networks. It is known that human brain has a great number of neurons and according to our findings here, this property could greatly facilitate synchronization of neurons. However, it seems conflicting with the deduction that larger average path length will go against synchronization, for bigger number of nodes will enhance the average path length according to Figure 1 . So the average path length may probably not be the only concerning factor for the evolution of biological networks.
The relationship of the maximum average phase difference and the coupling strength when the network has different node-degrees while other parameters being fixed is shown in Figure 4 . It can be seen that the more neighbors a neuron initially has, the more easier for the neuronal network to synchronize. This can be explained by Figure 1 since larger k will result in smaller l and then facilitate synchronization in the network. This may be why modularity can be found in brain network and local synchronization may also be important for the information processing. The relationship of the maximum average phase difference and the coupling strength when the network has different shortcuts while other parameters being fixed is shown in Figure 5 . As expected the critical coupling strength decreases rapidly when the connection density increases. Because introducing shortcuts reduces the average path length of network and information can be transmitted fast by these shortcuts, the ability for synchronization of the network is improved. 
Effect of Heterogeneity on Phase Synchronization
For the effect of heterogeneity on phase synchronization, we study the cases for m = 100 and m = 200 respectively. The relationship of the maximum average phase difference and the coupling strength is plotted in Figure 6 (a) and (b). It is shown in Figure 6 (a) that for m = 100 the critical coupling strengths for phase synchronization are 2.7, 3.0, 2.0 and 2.1 respectively when the heterogeneity coefficient τ = 0.003, 0.020, 0.333 and 1. It is shown in Figure  6 It can be deduced from the two figures that phase synchronization becomes difficult to be attained at first and then becomes easier and easier to be achieved later. Namely, when heterogeneity decreases, the network is difficult to synchronize at first but becomes easier and easier to synchronize later. The reason lies in the fact that each neuron has a load capacity limit and when there are less inputs toward a neuron, the increase of n c results in a bigger average path length (see [12] ) which decreases the ability of synchronization of the network; however, when more inputs are applied to a neuron, the neuron may get overloaded and can not transmit information efficiently. The results we obtained here also demonstrate that the average path length is not the only concerning factor during the biological evolution. Thus, heterogeneity may have a great impact on the dynamical process of the neuronal network. So natural selection might tend to make neuronal networks homogenous to enhance the ability of synchronization and the real structure of neuronal network would be a compromise between short average path length and high extent of homogeneity. It has been reported that the neurons in some layers of cortical columns were relatively homogeneous in soma size [13] .
Further study reveals that this type of variation is clearer when there are more shortcuts in neuronal network. That is, only in networks with a lot of shortcuts, the heterogeneity will have a great effect on the synchronize ability of networks. For the complex neuronal network of human brain, it must be influenced by heterogeneity. How to arrange heterogeneity to assure the circulation of information is an in- teresting question worthy discussing in future.
Conclusion
In this paper, we investigate the effects of various network parameters and heterogeneity on phase synchronization of a small-world chaotic HR neuronal network and give some biological explanations. It is found that larger number of neurons, degree of nodes or connection density can facilitate phase synchronization of neuronal networks, and network with lower extent of heterogeneity is easier to synchronize. Through the analysis we find that the average path length is apparently not the only factor the natural selection concerns and neuronal networks tend to have larger number of neurons and bigger extent of homogeneity at the expense of larger average path length.
