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Abstract
In the study of moduli of elliptic curves the Dedekind eta function
η = q1/24
∞∏
n=1
(1− qn) , where q = e2piiτ plays a very important role. We
will point out the three main properties of η. 1. It is well known fact
that η24 is an automorphic form which vanishes at the cusp. In fact η24
is the discriminant of the elliptic curve. 2. The Kronecker limit formula
gives the explicit relations between the regularized determinant of the flat
metric on the elliptic and η. 3. The Fourier expansion of d
dt
log η(it) are
positive integers which give the number of elliptic curve that that are
covering of the elliptic curve Eτ of degree n.
Based on the work of Borcherds we construct on the moduli space of
K3 surfaces with B-field an automorphic form expΦ4,20 which vanishes on
the totally geodesic subspaces orthogonal to −2 vectors of U4⊕(E8(−1))
2.
We give an explicit formula of the regularized determinants of the Lapla-
cians of Calabi Yau metrics on K3 Surfaces, following suggestions by R.
Borcherds. The holomorphic part of the regularized determinants will be
the higher dimensional analogue of Dedekind Eta function.
We give explicit formulas for the number of non singular rational curves
with a fixed volume with respect to a Hodge metric in the case of K3
surfaces with Picard group unimodular even lattice. The counting of
rational curves on special K3 surfaces using the regularized determinants
of the Laplacian of CY metrics is related to some results of Bershadsky,
Cecotti, Ouguri and Vafa. See [7].
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1 Introduction
1.1 General Remarks
In the study of moduli of elliptic curves the Dedekind eta function
η = q1/24
∞∏
n=1
(1− qn) ,
where q = e2piiτ plays a very important role. We will point out the three main
properties of η. 1.It is well known fact that η24 is a automorphic form which
vanishes at the cusp. In fact η24 is the discriminant of the elliptic curve. 2.
The Kronecker limit formula gives the explicit relations between the regularized
determinant of the flat metric on the elliptic and η. 3. The Fourier expansion
of ddt log η(it) are positive integers which give the number of elliptic curve that
that are covering of the elliptic curve Eτ of degree n.
In this paper we will give the analogue of the Dedekind eta function for K3
surfaces. We will show that the main properties stated above of η are satisfied
in the case of K3 surfaces.
The study of the moduli space of K3 surfaces recently attracted the atten-
tion of string theorists. It is interesting that studies in optics by Frenel and
Hamilton was the first reason to study K3 surfaced. It was A. Weil who outline
the main problems in the study of the moduli of K3 surfaces. See [29]. The
first main result in the study of moduli of K3 surfaces is due to Shafarevich
and Piatetski-Shapiro. See [25]. They proved the global Torelli Theorem for
polarized algebraic K3 surfaces. Combining the Theorem of Shafarevich and
Piatetski Shapiro with the description of the mapping class group of K3 surface
one obtain that the moduli space Mk3,n of polarized algebraic K3 surfaced with
a polarization class e such that 〈e, e〉 = 2n > 0 is a Zariski open set in
Γ+K3,n\SO(2, 19)/SO(2)× SO(19),
where Γ+K3,n is an index two subgroup in OΛK3,n(Z) and ΛK3,n is the lattice
isomorphic to −2nZ⊕ U2⊕E8(−1) ⊕ E8(−1). In [27] it was proved that every
point of SO(3, 19)/SO(2)×SO(1, 19) corresponds to a marked K3 surface. Based
on this result in [22] it was proved that the moduli space of Ricci flat metrics
on K3 surfaces with a fixed volume is isomorphic to
MKE := Γ
+\ (SO0(3, 19)/SO(3)× SO(19)−DKE) ,
where Γ+ is a subgroup of index 2 in the group of automorphisms of the group
of the automorphisms of the Euclidean lattice ΛK3 = U
3⊕E8(−1) ⊕ E8(−1),
where
U =
(
0 1
1 0
)
is the hyperbolic lattice and E8(−1) is the standard lattice and DKE is the
subspace whose points correspond to Ricci flat metrics on orbifolds. Donaldson
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proved in [12] that the mapping class group Γ of a K3 surface is a subgroup of
index 2 in the group of the automorphisms of the Euclidean lattice ΛK3.
Mirror Symmetry is based on the observation that there are two different
models A and B in string theory whcih define one and the same partition func-
tion. The A model is related to the deformation of the Ka¨hler-Einstein metrics.
The B-model is related to the deformations of complex structures. To studedy
mirror symmetryc on K3 surfaces we need to define a B-field on a K3 surfaces.
It is a class of cohomology ωX(1, 1) ∈ H1,1(X,C) of type (1, 1) on a K3 surface
X such that ∫
X
Imω ∧ Imω > 0.
The moduli space of marked K3 surfaces with a B-field is isomorphic to h4,20 :=
SO0(4, 20)/SO(4) × SO(20). Aspinwall and Morrison proved that the moduli
space of Super Conformal Field Theories with supersymmetry (4,4) is described
by Γ+B\h4,20, where Γ+B is a subgroup of index two in O(ΛK3). It is well known
that h4,20 parametrizes the four-dimensional oriented subspaces in R
4,20 on
which the bilinear form is strictly positive. See [1]. To a pair (X,ωX(1, 1)) of a
marked K3 surface with a B-field ωX(1, 1) we assign a oriented four dimensional
subspace EX,ωX(1,1) in
H∗(X,Z)⊗ R = (H0(X,Z)⊕H2(X,Z)⊕H4(X,Z))⊗ R
on which the bilinear form defined by the cup product is positive. We will
assume that
(
H0(X,Z)⊕H4(X,Z)) = U0 and the B-field ωX(1, 1) we will be
identified with
(1,−1
2
(ωX(1, 1) ∧ ωX(1, 1))) ∈
(
H0(X,Z)⊕H2(X,Z)⊕H4(X,Z)) . (1)
From now on we will consider the B-field ωX(1, 1) as defined by (1) . The four
dimensional subspace EX,ωX(1,1) contains the two dimensional subspace EωX
spanned by ReωX and ImωX, where ωX is the holomorphic two form on X
defined up to a constant and the two dimensional subspace EωX (1,1) spanned
by ReωX(1, 1) and ImωX(1, 1), where ωX(1, 1) is defined by (1). EωX will the
orthogonal to EωX(1,1) in EX,ωX(1,1).
Mirror Symmetry is pretty well understood in the case of K3 surfaces. See
[1], [13] and [28]. The mirror symmetry is exchanging EωX with EωX(1,1). Special
case of mirror symmetry of algebraic K3 surfaces was studied in details in [13].
In this paper we will consider the moduli space of K3 surfaces with B-fields
and an automorphic form exp (Φ4,20) which vanishes on the totally geodesic
subspaces that are orthogonal to −2 vectors. Such automorphic form exists
according to [11]. The restriction of exp (Φ4,20) on the moduli space Mell :=
Γell\h2,10 of elliptic K3 surfaces with a section vanishes on the discriminant
locus Dell ⊂ Mell ⊂ Γ+B\h4,20 which is defined by the points orthogonal to
−2 vectors. The mirror Y of the elliptic K3 X with the section has Picard
groupPic(Y ) = U ⊕ E(−1) ⊕ E(−1). exp (Φ4,20) restricted on a line tL in the
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Ka¨hler cone K(Y ) spanned by the imaginary part L of a Hodge metric, has a
Fourier expansion. The Fourier coefficients of ddt logΦ(it) are positive integers
and they count the number of rational curves of fix volume. Thus in the A
model of K3 surfaces with Picard group unimodular lattice, the restriction of
exp (Φ4,20) on the Ka¨hler cone counts rational curves. In the B-model the
restriction of exp (Φ4,20) on the moduli space counts vanishing invariant cycles.
The regularized determinants of the Laplacian of Ricci flat metrics det(∆KE)
acting on (0, 1) forms will be a function on on the moduli space of Einstein metric
MKE . R. Borcherds suggested that one can compute the determinants of the
Laplacians of Ricci flat metrics explicitly by using the method of the theta lifts.
See [11]. In this paper we will give an explicit expression of the regularized
determinants of the Laplacians of CY metrics det as a function on the moduli
space of Einstein metrics MKE .
There are some relations of this paper with the papers [9] and [10].
1.2 Organization of the Paper
In Section 2 we describe some basic property of the symmetric space
hp,q := SO0(p, q)/SO(p)× SO(q).
In Section 3 we study the unimodular even indefinite lattices Λp,q.We define
the discriminant locus Dp,q in the locally symmetric space O∗+(Λp,q)\hp,q. We
prove in this Section that Dp,q is irreducible.
In Section 4 we describe the main results about moduli of K3 surfaces.
In Section 5 we study automorphic forms on O∗+(Λp,q)\hp,q.
In Section 6 we prove the analogue of the Kronecker limit formula, i.e.
we gave the explicit formula for the determinant of the Laplacian of Calabi-
Yau metrics (Ka¨hler-Einstein metrics) on the moduli space of Ka¨hler-Einstein
metrics O∗+(Λ3,19)\h3,19.
In Section 7 we study mirror symmetry of K3 surfaces.
In Section 8 we constructed the analogue of the Dedekind eta function for
K3 surfaces and proved its main properties.
1.3 Acknowledgements
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2 Symmetric Space hp,q := SO0(p, q)/SO(p)×SO(q)
2.1 Global Flat Coordinates on the Symmetric Space hp,q
We will need some basic facts about the symmetric space
hp,q := SO0(p, q)/SO(p)× SO(q).
The following Theorem is standard.
Theorem 1 There is a one to one correspondence between points τ in h3,19 and
all oriented three dimensional Eτ subspaces in ΛK3⊗R on which the intersection
form on ΛK3 is strictly positive.
Theorem 2 Let Rp,q be a p + q dimensional real vector space with a metric
with signature (p, q). Let Eτ0 be a p−dimensional subspace in Rp,q such the
restriction of the quadratic form on Eτ0 is strictly positive. Let e1, ...ep be an
orthonormal basis of Eτ0 . Let ep+1, ..., ep+q be orthogonal vectors to Eτ0 such
that 〈ei, ej〉 = −δij for p + 1 ≤ i, j ≤ p + q. Let Eτ be any p−dimensional
subspace in Rp,q such that the restriction of the quadratic form in Eτ is strictly
positive. Then there exists a basis {g1(τ), ..., gp(τ)} in Eτ such that
gj(τ) = ej +
p+1∑
i=p+1
τ ijei. (2)
Proof: Let f1(τ),...,fp(τ) be an orthonormal basis of Eτ . Let
fi =
p+q∑
j=p+1
τ ji ej (3)
for 1 ≤ i ≤ p and 1 ≤ j ≤ p + q. Let (Aij(τ)) be the p × p matrix
(
τ ji
)
for
1 ≤ i ≤ p and 1 ≤ j ≤ q where τ ji are the elements in the expression (3) .
Lemma 3 det(Aij(τ)) 6= 0.
Proof: Suppose that det(Aij(τ)) = 0. This implies that rk(Aij(τ)) < p. So
we can find constants ai for i = 1, ..., p such that at least one of them is non
zero and
p∑
j=1
aj
(
p∑
i=1
τ ji
)
= 0. (4)
Let us consider the vector
g(τ) =
p∑
j=1
ajgj . (5)
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Combining (4) and (5) we obtain that
g(τ) =
p+q∑
i=p+1
λiei. (6)
The definition of the vectors gi(τ) and (5) imply that
〈g(τ), g(τ)〉 = −2
p+q∑
i=p+1
|λi|2 < 0. (7)
Clearly g(τ) is a non zero vector in Eτ . So 〈g(τ), g(τ)〉 > 0. Thus we get a
contradiction with (7) . Lemma 3 is proved. .
Theorem 2 follows directly from Lemma 3. .
Corollary 4 There is one to one correspondence between the set of all p × q
matrices (τ ji ) for 1 ≤ i ≤ p and p + 1 ≤ j ≤ p + q such that the vectors gi(τ)
for i = 1, ..., p defined by (2) spanned a p−dimensional subspace Eτ in Rp,q on
which the restriction of the quadratic form 〈u, v〉 is strictly positive and the set
of points in h3,19. Thus (τ
j
i ) define global coordinates on h3,19.
2.2 Decomposition of hp,q
Theorem 5 We have the following decomposition of
h2,p = R
1,p−1h1,p−1 +
√−1h1,p−1. (8)
Proof: It is a well known fact that h1,p−1 is one of the component V
+ of
the cone V :=
{
v ∈ R1,p−1| 〈v, v〉 > 0} . Let us consider R2,p = R1,p−1 ⊕ R1,1.
Let us consider the map:
w ∈ R1,p−1h1,p−1 +
√−1h1,p−1 → P
((
R1,p−1 ⊕ R1,1)⊗ C)
defined as follows
Ψ : w = (w1, ..., wp)→
(
w1, ..., wp,−〈w,w〉
2
, 1
)
.
It is easy to check that in P
(
R2,p ⊗ C) we have 〈Ψ(w),Ψ(w)〉 = 0 and 〈Ψ(w),Ψ(w)〉 >
0. Thus the image of R1,p−1h1,p−1 +
√−1h1,p−1 under the map Ψ will be h2,p,
since h2,p in P
(
R2,p ⊗ C) is given by one of the components of the open set in
the quadratic 〈w,w〉 = 0 defined by 〈w,w〉 > 0. It is very easy to prove that Ψ
is one to one map. 
Theorem 6 Suppose that p ≥ 3, and q ≥ 2. Then we have the following de-
composition
hp,q = hp−1,q−1 × Rp−1,q−1 × R+, (9)
where R+ is the set of real positive numbers.
7
Proof: Let us consider in the space Rp,q two vectors ep+q−1 and ep+q such
that
〈ep+q, ep+q〉 = 〈ep+q−1, ep+q−1〉 = 0 and 〈ep+q−1, ep+q〉 = 1.
Clearly the orthogonal complement to the subspace {ep+q, ep+q} will be isomet-
ric to Rp−1,q−1. Let us consider a basis {e1, ..., ep+1} of Rp,q, where e1, ..., ep+q−2
is a basis of Rp−1,q−1.
There is one to one correspondence between the points τ ∈ hp,q and the ori-
ented p−dimensional subspaces Eτ in Rp,q on which the restriction of the bilin-
ear form is strictly positive. The intersectionEτ∩Rp−1,q−1 will be (p− 1)−dimensional
subspace in Rp−1,q−1 on which the bilinear form is strictly positive. Let f1 be
a vector in Rp,q orthogonal to Rp−1,q−1 ∩ Eτ . It is easy to see that the coor-
dinates of f1 can be normalized in such a way that its coordinates in R
p,q are
f1 = (µ1, ..., µ20, 1, λ), where µ = (µ1, ..., µp+q−2) is any vector in R
p−1,q−1 and
λ > 0 and λ > 〈µ, µ〉 . Thus the correspondence Eτ →
(
f1, Eτ ∩Rp−1,q−1
)
establishes the decomposition (9) . 
2.3 Definition of the Standard Metric on hp,q
Since hp,q ⊂ Grass(p, p+ q) then the tangent space Tτ0,hp,q at a point τ0 ∈ hp,q
can be identified with Hom
(
Eτ0 , E
⊥
τ0
)
. Thus any tangent vector A ∈ Tτ0,hp,q
can be written in the form
A =
p∑
i=1
p+q∑
j=p+1
τ ji (e
∗
i ⊗ ej) , (10)
where ei for i = 1, ..., q is an orthonormal basis of Eτ0 and ej for j = p+1, ..., p+
q is an orthonormal basis of E⊥τ0 . Then we define the metric on Tτ0,hp,q =
Hom
(
Eτ0 , E
⊥
τ0
)
for A ∈ Tτ0,hp,q = Hom
(
Eτ0 , E
⊥
τ0
)
given by (10) by
∥∥A2∥∥ =∑
i,j
∣∣∣τ ji ∣∣∣2 . (11)
We will call this metric the Bergman metric on h3,19.
Lemma 7 The Bergman metric ds2B is invariant metric on hp,q. It is given in
the flat coordinate system by
ds2B =
∑
1≤j≤3,1≤i19
(
dτ ij
)2
+O(2). (12)
Proof: The proof of Lemma 7 follows directly from the definition of the
Bergman metric. 
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3 Discriminants in Hp,q
3.1 Definition and Basic Properties of the Discriminant
From now on we will consider the symmetric spaces hp,q for which p − q ≡
0mod8. From now on this paper Λp, q will be unimodular even lattice of signa-
ture (q + 8k, q). We have the following description all Λp, q :
Theorem 8 Suppose that Λp, q the unimodular even lattice of signature (p, q)
for p− q ≡ 0mod 8. Then
Λp,q ≅ U⊕ ...⊕ U︸ ︷︷ ︸
p=q+8k
⊕ E8(−1)⊕ ...⊕ E8(−1)︸ ︷︷ ︸
q
.
Definition 9 Define the set ∆p,q(e) := {δ ∈ Λp,q| 〈δ, δ〉 = −2}. Let us define by
Op,q the group of the automorphisms of the lattice Λp,q. Let O+p,q be the subgroup
of Op,q which preserve the orientation of the positive subspaces of dimension p
in Λp,q ⊗ R. Then O+p,q has index two in Op,q.
Definition 10 We know that hp,q can be realized as an open set in the Grass-
manian Grass(p, p+ q). Let us denote by hp,q−1(δ) the set of all p−dimensional
subspaces in the orthogonal complement of the vector δ in Λp,q ⊗ R. We will
define the discriminant locus Dp,q in O+p,q\hp,q as follows:
Dp,q := O+p,q\
(
∪
δ∈∆(e)
(hp,q−1(δ))
)
This definition is motivated by the definition of the discriminant locus in the
moduli of algebraic K3 surfaces.
3.2 The Irreducibility of the Discriminant
Theorem 11 The discriminant locus Dp,q in O+p,q\hp,q is an irreducible divisor,
where Λp,q is an even unimodular lattice.
Proof: The proof of Theorem 11 will follow if we prove that on the set of
vectors ∆Λp,q the group O+Λp,q acts transitively. Thus they form one orbit and
therefore the discriminant locus Dp,q in O+p,q\hp,q is an irreducible divisor.
The proof that on the set of vectors ∆Λp,q the group O+Λp,q acts transitively
will use similar ideas as the proof of the irreducibility of the discriminant locus
in the moduli space of Enriques surfaces given by Borcherds in [8].
We will proceed by induction on p to prove that the action of O+Λp,q on the
set ∆Λp,q is transitive. For p = 0 the Theorem 11 is obvious. Suppose that
Theorem 11 is true for p. We will denote by L the lattice
U⊕ ...⊕ U︸ ︷︷ ︸
p
⊕ E8(−1)⊕ ...⊕ E8(−1)︸ ︷︷ ︸
q
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and by M the lattice L⊕ U.
The plan of the proof is the following. We will denote by R0 and R1 the set
of norm −2 vectors of M which have inter product respectively 0 or 1 with the
vector e = (
−→
0 , 0, 1) ∈ L⊕U =M. Let Γ1 be the group generated by reflections of
elements of the set R1 and Γ2 be the group generated by reflections of elements
of R0 ∪ R1 and −id. We will show first that any −2 vector of M is conjugate
to an element of the set R0 ∪ R1. Then we will show that the group O+M (Z)
interchange the sets R0 and R1.
Lemma 12 Any norm −2 vector δ of M is conjugate to an element of R0∪R1
under the group Γ1.
Proof: The proof of Lemma 12 is based on the following Propositions 13
and 14:
Proposition 13 Suppose that v /∈ L ⊂ L ⊗ Q. Suppose that x is some real
number. Then there exists a vector −→µ ∈ L such that
∣∣∣(−→v −−→µ )2 − x∣∣∣ < 1.
Proof: The proof of Proposition 13 follows the proof of Lemma 2.1 in [8].
Since −→v /∈ L ⊂ L ⊗ Q we can find a primitive isotropic vector −→ρ such that
〈−→ρ ,−→v 〉 is not an integer. This is because primitive isotropic vectors span L. As
the group OL(Z) acts transitively on norm 0 vectors we can assume that
ρ = (0, 0, 1) ∈ U⊕ ...⊕ U︸ ︷︷ ︸
p−1
⊕ E8(−1)⊕ ...⊕ E8(−1)︸ ︷︷ ︸
q
⊕ U
Then −→v = (−→λ , a, b) with a not an integer. We will find some −→µ of the form −→µ
= (
−→
0 ,m, n) with integers m and n such that
|〈−→µ −−→v ,−→µ −−→v 〉 − x| = |〈−→v ,−→v 〉 − 2(a−m)(b− n)− x| < 1.
Since a is not an integer we can find some integer m such that |a−m| < 1.
Whenever we add 1 to n, the expression 2(a−m)(b−n) is changed by a non zero
number less than 2, so we can choose some integer n such that 2(a−m)(b−n) is
at a distance of less then 1 from any given number x−λ2. This proves Proposition
13. 
Proposition 14 Suppose that R1 is the set of norm −2 vectors of M having
inner product 1 with e = (
−→
0 , 0, 1) ∈ L ⊕ U. Suppose that Γ1 is the subgroup
of OM (Z) generated by reflections of vectors of R1 and the automorphism −id.
Then any vector r ∈M is conjugate under Γ1 to a vector of the form (−→v ,m, n) ∈
M such that either m = 0 or
−→v
m ∈ L and m > 0.
Proof: We can assume that−→r = (−→v ,m, n) has the property that |〈−→r ,−→e 〉| =
|m| is minimal among all conjugates of r under Γ1, where −→e = (−→0 , 0, 1). If
m = 0 then we are done. So we can assume that m 6= 0, and wish to prove that
10
v
m ∈ L and m > 0. Suppose that
−→v
m /∈ L. By Proposition 13 we can find a vector−→µ ∈ L satisfying∣∣∣∣
〈
−→µ −
−→v
m
,−→µ −
−→v
m
〉
+
(
−2n
m
− 〈
−→v ,−→v 〉
m
)∣∣∣∣ < 1. (13)
Let δ =
(
−→µ , 1, −〈
−→µ ,−→µ 〉−2
2
)
. It is easy to see that 〈δ, δ〉 = −2. Let Tδ(r) = r′ =
r+ 〈r, δ〉 δ, i.e. r′ is the reflection of r with respect to the hyperplane of δ ∈ R1.
Direct computations show that
|〈r′,−→e 〉| = |〈Tδ(r),−→e 〉| = |〈r, Tδ(−→e )〉| = |〈r,−→e + δ〉| =
∣∣∣∣m
(〈
−→µ −
−→v
m
,−→µ −
−→v
m
〉
+
(
−2n
m
− 〈
−→v ,−→v 〉
m2
))∣∣∣∣ . (14)
Combining (13) and (14) we deduce that
|〈r′,−→e 〉| =
∣∣∣∣m
〈
−→µ −
−→v
m
,−→µ −
−→v
m
〉
+
(
−2n
m
− 〈
−→v ,−→v 〉
m
)∣∣∣∣ < m. (15)
We have chosen
|〈r, δ〉| = m (16a)
to be minimal. So we (15) contradicts (16a). Proposition 14 is proved. 
Proof of Lemma 12: Let δ = (v,m, n). By Proposition 14 we can assume
that either m = 0 or
−→v
m ∈ L. If m = 0 then Lemma 12 is proved. Suppose that
−→v
m ∈ L holds. Then
〈
−→v
m ,
−→v
m
〉
∈ Z. Thus
〈δ, δ〉 = −2 = m2
〈−→v
m
,
−→v
m
〉
+ 2mn. (17)
So (17) implies that −2 is divisible by (m2, 2m). From here we conclude that
m = 1. Lemma 15 is proved. 
Let us define the group Γ3 as the group generated by the automorphisms
OL(Z)+ extended to automorphisms ofM by letting them act trivially on U, the
group of automorphisms taking (v,m, n) to (v + 2mλ,m, n− 〈v, λ〉 −m 〈λ, λ〉)
for λ ∈ L, and the group of automorphisms given by reflections of norm −2
vectors in R1.
Lemma 15 The group Γ3 acts transitively on the set of vectors of norm −2 in
M.
Proof: The proof of Lemma 15 is based on the following Propositions:
Proposition 16 The group OL(Z)+ acts transitively on the set on the set of
vectors of norm −2 in L.
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Proof: Since by definition L = U⊕ ...⊕ U︸ ︷︷ ︸
p−1
⊕E8(−1)⊕ ...⊕ E8(−1)︸ ︷︷ ︸
q
⊕U then
Proposition 16 follows from the induction hypothesis. 
Proposition 17 There exists an element σ ∈ Γ3 such that if δ = (v, 0, k) and
δ2 = −2, then σ(δ) = (µ, 0, 0).
Proof: The condition 〈δ, δ〉 = −2 implies that 〈v, v〉 = −2. Thus v is a
primitive element in L. Proposition 16 implies that there exists an element
σ ∈ OL(Z)+ such that σ(δ) = e1 − e2 = (1,−1) ∈ U ⊂L. Thus easy that
λ = −ke2 ∈ L such that 〈λ, v〉 = −k. Then from the definition of the group Γ3
we know that the map
δ = (v, 0, k)→ (v, 0, k + 〈λ, v〉) = (v, 0, 0)
is an automorphism. Proposition 17 is proved. 
Proposition 18 Suppose that δ ∈ R0. Then there exists an element σ ∈ Γ3
such that σ(δ) ∈ R1.
Proof: Proposition 17 implies that without loss of generality we may assume
that δ ∈ L. Let λ ∈ L, 〈δ, λ〉 6= 0 and 〈λ, λ〉 6= 0. Let us consider
r =
(
λ, 1,−〈λ, λ〉+ 2
2
)
∈ L⊕ U =M.
Clearly 〈r, r〉 = −2. Then the map Tr(δ) = δ + 〈r, δ〉 r is an element of Γ3 and
clearly Tr(δ) ∈ R1. Proposition 18 is proved. 
Combining Lemma 12 with Propositions 16, 17 and 18 we derive Lemma 15.

Lemma 15 implies directly Theorem 11. 
4 Moduli of K3 Surfaces
4.1 Definition of a K3 Surface
A K3 surface is a compact, complex two dimensional manifold with the following
properties: i. There exists a non-zero holomorphic two form ω on X without
zeroes. ii. H1(X,OX) = 0.
In [2] and [5], the following topological properties are proved. The surface X
is simply connected, and the homology group H2(X,Z) is a torsion free abelian
group of rank 22. The intersection form 〈u, v〉 on H2(X,Z) has the properties:
1. 〈u, u〉 = 0 mod(2). 2. det (〈ei, ej〉) = −1. 3. The symmetric form < , > has
a signature (3, 19).
Theorem 5 on page 54 of [26] implies that as an Euclidean lattice H2(X,Z)
is isomorphic to the K3 lattice ΛK3, where ΛK3 := U
3 ⊕ (−E8)2. Every K3
surface is also simply connected.
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4.2 Moduli of Marked, Algebraic and Polarized K3 sur-
faces
Definition 19 Let α = {αi} be a basis of H2(X,Z) with intersection matrix
ΛK3. The pair (X,α) is called a marked K3 surface. Let l ∈ H1,1(X,R) ∩
H2(X,Z) be the Poincare dual class of a hyperplane section, i.e. an ample
divisor. The triple (X,α, l) is called a marked, polarized K3 surface. The degree
of the polarization is an integer 2d such that 〈l, l〉 = 2d > 0.
Definition 20 The period map pi for marked K3 surfaces (X,α) is defined by
integrating the holomorphic two form ω along the basis α of H2(X,Z), meaning
pi(X,α) := (...,
∫
αi
ω, ...) ∈ P21.
The Riemann bilinear relations hold for pi(X,α), meaning
〈pi(X,α), pi(X,α)〉 = 0 and
〈
pi(X,α), pi(X,α)
〉
> 0. (18)
Choose a primitive vector l ∈ ΛK3 such that 〈l, l〉 = 2d > 0. Let us denote
ΛK3,l := {v ∈ ΛK3| 〈l, v〉 = 0} . Then pi(X,α, l) ∈ P (ΛK3,l ⊗ C) and it satisfies
(18) . The set of points in P (ΛK3,l ⊗ C) that satisfy (18) consists of two com-
ponents isomorphic to the symmetric space h2,19. In [25] the following Theorem
was proved:
Theorem 21 The moduli space M2dK3,mpa of marked, polarized, algebraic K3
surfaces of a fixed degree 2d exists and it is embedded by the period map into
h2,19 is an open everywhere dense subset. Let
ΓK3,2d = {φ ∈ Aut+(ΛK3)| 〈φ(u), φ(u)〉 = 〈u, u〉 and φ(l) = l},
where l is a primitive vector such that 〈l, l〉 = 2d > 0. Then the moduli space
M2dK3,pa of polarized, algebraic K3 surfaces of a fixed degree 2d is isomorphic to
a Zariski open set in the quasi-projective variety ΓK3,2d\h2,19.
By pseudo-polarized algebraic K3 surface we understand a pair (X,l) where
l corresponds to either ample divisor or pseudo ample divisor, which means
that for any effective divisor D in X, we have 〈D, l〉 ≥ 0. Mayer proved the
linear system |3l| defines a map: φ|3l| : X → X1 ⊂ Pm such that: i. X1 has
singularities only double rational points. ii. φ|3l| is a holomorphic birational
map. Let us denote by M2dK3,ppa the moduli space of pseudo-polarized algebraic
K3 surfaces of degree 2d. From the results proved in [12], [23], [?] and [25] the
following Theorem follows:
Theorem 22 The moduli space of M2dK3,ppa is isomorphic to the locally sym-
metric space ΓK3,2d\h2,19.
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4.3 Discriminant of Pseudo-Polarized K3 Surfaces
The complement of M2dK3,mpa in h2,19 can be described as follow. Given a
polarization class e ∈ ΛK3, set Te to be the orthogonal complement to e in ΛK3,
i.e. Te is the transcendental lattice. Then we have the realization of h2,19 as
one of the components of h2,19 ≅ {u ∈ P(Te⊗C)| 〈u, u〉 = 0 and 〈u, u〉 > 0}. For
each δ ∈ ∆(e), define the hyperplane H(δ) = {u ∈ P(Te ⊗ C)| 〈u, δ〉 = 0}. Let
HK3,2d = ∪
δ∈∆(e)
(H(δ) ∩ h2,19).
Let us define the discriminant D2dK3 := ΓK3,2d\HK3,2d. Results from [24], [25],
[27] and [23] imply that D2dK3 is the complement of the moduli space of algebraic
polarized K3 surfacesM2dK3,pa in the locally symmetric space ΓK3,2d\hK3,2d, i.e.
D2dK3 = (ΓK3,2d\hK3,2d) −M2dK3,pa.
4.4 Moduli of Elliptic K3 Surfaces with a Section
Definition 23 We will define an elliptic K3 surface X as a K3 surface such
that there exists a holomorphic map pi :X→ CP1 such that it has a section s.
The following Theorem is a well known fact:
Theorem 24 The moduli space of elliptic pseudo polarized K3 surfaces with a
polarization class e is isomorphic to Γell,e\h2,18, where Γell,e is defined as follows
Proof: Theorem 24 follows from Theorem 3.1 proved in [13]. 
4.5 Moduli of Einstein Metrics on K3 Surfaces
Let X be a K3 surface with a fixed C∞ structure. Let us consider the set ME
of all metrics g on X for which Riccig = 0 with a volume one. We will define the
moduli space ME of Einstein metrics as follows: ME :=ME/Diff+(X) where
Diff+(X) is the group of diffeomorphisms of X preserving the orientation. In
[22] the following Theorem was proved:
Theorem 25 We have the following isomorphism
ME ≅ O+(ΛK3)\SO0(3, 19)/SO(2)× SO(19),
where O+(ΛK3) is the group of isomorphisms of the K3 lattice ΛK3 which pre-
serve the spinor norm.
Lemma 26 The moduli space of all marked elliptic K3 surfaces is an every-
where dense subset in h3,19.
Proof: We know that the set of all three dimensional vector subspaces E
in ΛK3⊗R such that E contains a non zero vector in ΛK3 form an every where
dense subset in h3,19. Let us denote for any fixed v ∈ ΛK3 such that
h2,19(v) := {Eτ |all oriented three dim Eτ ⊂ ΛK3 ⊗ R, v ∈ Eτ and 〈 , 〉 |Eτ > 0} .
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The definition of h2,19(v) implies that it is an open set in the Grass(2, 21)
and thus h2,19(v) = SO0(2, 19)/SO(2) × SO(19). It is easy to see that we can
identify h2,19(v) with the moduli space of marked polarized K3 surfaces with a
polarization class v. It is easy to see that all h2,19(v) for all primitive v ∈ ΛK3
such that 〈v, v〉 > 0 form an everywhere dense subset in h3,19. On the other
hand it is an easy exercise to see that all elliptic K3 surfaces with polarization
vector v and which have a section form an everywhere dense subset in h2,19(v).
For the proof of this fact see [21]. From here lemma 26 follows directly. 
4.6 Moduli of K3 Surfaces with B Fields
Definition 27 Let X be a K3 surface. A complex closed form ωX(1, 1) of type
(1, 1) such that ∫
X
Imω(1, 1) ∧ Imω(1, 1) > 0
will be called a B field on X. The triple (X,α, ωX(1, 1)), where α is a marking
of the K3 surface and ωX(1, 1) is a B-field will be called a marked K3 surface
with a B-field.
The moduli space of marked K3 surfaces with a B field are described by the
following Theorem:
Theorem 28 The moduli space of marked K3 surfaces with B field is isomor-
phic to h4,20 := SO0(4, 20)/SO(4)× SO(20).See [1].
Proof: The proof is based on assigning to each marked K3 surfaces X with
a fixed B field a four dimensional oriented subspace in Λext,K3 ⊗ R, where
Λext,K3 := ΛK3 ⊕ U = U⊕ U⊕ U⊕ E8(−1)⊕ E8(−1) ≅ H∗(M,Z).
Let ωX be the holomorphic to form on X. Then to the marked K3 surface
(X ; γ1, ..., γ22) we assigne the two dimensional oriented subspace in ΛK3 ⊗R ⊂
Λext,K3⊗R spanned by ReωX and ImωX . Let us assign to the B field ωX(1, 1)
the vector
VX,ωX(1,1) :=
(
ωX(1, 1), 1,−〈ωX(1, 1), ωX(1, 1)〉
2
)
∈ (ΛK3 ⊕ U)⊗ R.
It is easy to check that〈
VX,ωX (1,1), VX,ωX (1,1)
〉
= 0 and
〈
VX,ωX (1,1), VX,ωX (1,1)
〉
> 0. (19)
From (19) we derive that〈
ReVX,ωX (1,1),ReVX,ωX (1,1)
〉
=
〈
ImVX,ωX (1,1), ImVX,ωX (1,1)
〉
> 0
and 〈
ReVX,ωX (1,1), ImVX,ωX (1,1)
〉
= 0.
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Thus the restriction of the bilinear form of Λext,K3 to the four dimensional
subspace EX,ωX (1,1) spanned by ReωX , ImωX , ReVX,ωX (1,1), ImVX,ωX (1,1) is
strictly positive. So we constructed a map from any marked K3 surface with a
B field to h4,20 := SO0(4, 20)/SO(4)× SO(20). Torelli Theorem for marked K3
surfaces implies that this map is injective.
Let Eτ be a four dimensional positive oriented four dimensional plane in
(ΛK3 ⊕ U) ⊗ R. Let us consider the intersection Eτ ∩ (ΛK3 ⊗ R) . The ori-
entation of Eτ induces an orientation on the two dimensional positive plane
Eτ ∩ (ΛK3 ⊗ R) in ΛK3 ⊗ R. From the epimorphism of the period map we can
conclude that there exists a marked K3 surface (X,α) such that the two dimen-
sional space Eτ ∩(ΛK3 ⊗ R) is generated by ReωX and ImωX . Let us denote by
EX the two dimensional oriented subspace Eτ ∩ (ΛK3 ⊗ R). Let E⊥X be the or-
thogonal oriented complement to EX in Eτ . Let ω1 and ω2 be two orthonormal
vectors in E⊥X . Let us form the class of cohomology Ω = ω1+
√−1ω2 ∈ ΛK3⊕U.
It is easy to check that
〈Ω,Ω〉 = 0 and 〈Ω,Ω〉 > 0. (20)
We need the following obvious Lemma:
Lemma 29 Let ei be the standard basis of the hyperbolic lattice U, i.e. 〈ei, ei〉 =
0 and 〈e1, e2〉 = 1. Let us consider ΛK3 ⊕ U. Then we have 〈Ω, ei〉 6= 0 for
i = 1, 2..
Proof: Suppose that 〈Ω, e1〉 = 0. Let Ω1 := Ω∩(ΛK3 ⊗ R) . Then combining
the assumption 〈Ω, e1〉 = 0 with (20) we get that
〈Ω1,Ω1〉 = 0 and
〈
Ω1,Ω1
〉
> 0. (21)
Thus (21) implies that ReΩ1 and Reω1 span a two dimensional positive sub-
space in ΛK3⊗R which is orthogonal to the two dimensional positive subspace
EX in ΛK3 ⊗ R. So their direct sum will give a four dimensional positive sub-
space in ΛK3 ⊗ R. This is impossible since the signature of the quadratic form
on ΛK3 ⊗ R is (3, 19). Lemma 29 is proved. 
Let us normalize Ω such that 〈Ω, e2〉 = 1. Then Ω1 := Ω ∩ (ΛK3 ⊗ R) will
satisfy the conditions (21) which imply that 〈ImΩ1, ImΩ1〉 > 0. The definition
of Ω implies that 〈Ω1,ReΩX〉 = 〈Ω1, ImΩX〉 = 0. Thus Ω1 will be a form of
type (1, 1) on X . Thus 〈ImΩ1, ImΩ1〉 > 0 implies that Ω1 is a B−field on X.
Theorem 28 is proved. 
5 Automorphic Forms on Γ\hp,q and Theta Lifts
5.1 Automorphic Forms of Weight -2 on Γ\hp,q
In this paper the group Γ will be the group of automorphisms of ΛK3 which
preserve the spinor norm, i.e. Γ = O+ΛK3(Z) is a subgroup of index 2 in the group
of automorphism OΛK3 (Z) of the lattice ΛK3. It was Donaldson who proved in
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[12] that the mapping class group of a K3 surface is isomorphic to Γ. We will
define the one cocycle µ(γ, τ) of the group O+ΛK3(Z) with coefficients the non
singular 3× 3 matrices with coefficients functions on h3,19.
Let an element γ ∈ Γ be represented by a matrix (γk,l) of size (22× 22). Let
τ ∈ h3,19 then the point τ is represented by the vectors g1(τ), g2(τ) and g3(τ)
in the fix basis e 1, ..., e22. They span a three dimensional oriented subspace in
R3,19 = ΛK3 ⊗ R on which the intersection form is strictly positive. We know
that the point τ can be represented by the 3× 22 matrix (E3, τij), where E3 is
the identity 3 × 3 matrix.The action of Γ on h3,19 is described as follow: Take
the product of the matrices (E3, τi,j)× (γk,l)) . It can be represented as follows:
(E3, τi,j)× (γk,l)) = (µ(γ, τ), σγ,ij(τ)), (22)
where µ(γ, τ) is 3 by 3 matrix Aτ,0 defined by (22) and σγ,ij(τ) is some 3
×19 matrix. Theorem 2 implies that the 3 × 3 matrix µ(γ, τ) has rank 3, i.e.
det(µ(γ, τ)) 6= 0.
Definition 30 Let Φ(τ) be a function on h3,19 such that it satisfies the following
functional equation:
Φ(τγ) = (detµ(γ, τ))kΦ(τ).
Then we will call Φ(τ) an automorphic form of weight k.
Definition 31 Let us recall that according to Theorem 2 to each point τ =
(τ ij) ∈ h3,19, 1 ≤ j ≤ 3 and 1 ≤ i ≤ 19 we assigned the three rows vector gi of
the matrix (τ ij ). We will define the function g(τ) on h3,19 as follows
g(τ) := det(〈gi, gj〉 )˙. (23)
Theorem 32 The function g(τ) defined in (23) is an automorphic form of
weight −2.
Proof : We need to compute
g((γ(τ)) = det(〈µ(γ, τ)× gi(γ(τ)), µ(γ, τ) × gj(γ(τ))〉) =?
Theorem 2 and the expression of the matrix µ(γ, τ) given by (22) imply
g((γ(τ)) = det(µ(γ, τ) × 〈gi(γ(τ)), gj(γ(τ))〉 × (µ(γ, τ))t) =
det(µ(γ, τ))2 det(〈gi(τ), gj(τ)〉 )˙ =
(
det(µ(γ, τ))2
)× g(τ).
Thus we g(γ(τ)) = det(µ(γ, τ))2g(τ). So Theorem 32 is proved. 
6 Regularized Determinants
6.1 Construction of an Automorphic Form with a Zero
Set Supported by the Discriminant Locus on Γ\h3,19
The following result follows directly from the results proved in [11].
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Theorem 33 Let Λp,q be an even unimodular lattice of signature (p, q). Then
there exists a non zero automorphic form exp
(
ΦΛp,q (τ)
)
such that the zero set of
exp
(
ΦΛp,q (τ)
)
coincide with the discriminant DΛp,q⊂ O+Λp,q (Z)\hp,q. Moreover
let Λp1,q1 is an even unimodular sublattice in Λp,q. Then
exp
(
ΦΛp,q (τ)
) |O+
Λp1,q1
(Z)\hp1,q1
= exp
(
ΦΛp1,q1 (τ)
)
. (24)
We will consider the case of K3 surfaces. We know that ΛK3 = Λ3,19. We
will study the relations between the non zero automorphic form exp (ΦΛK3(τ))
and the regularized determinants.
Theorem 34 ∆BΦΛK3 (τ, σ) = 0..
Proof: Any choice of an embedding of the hyperbolic lattice U ⊂ΛK3 de-
fines a totally geodesic subspace h2,18 into h3,19. This follows from Theorem 6.
According to the construction of the automorphic form exp
(
ΦΛ2,18(τ)
)
given
in [11] it follows that ΦΛell is a holomorphic function on h2,18. Thus we have
∆BΦΛell = 0. All the embeddings h2,18 ⊂ h3,19 corresponding to primitive em-
beddings U ⊂ΛK3 form an everywhere dense subset in h3,19.Since h2,18 is a
totally geodesic subspace in h3,19 we get that ∆BΦΛK3 |h2,18 = ∆BΦΛell . Thus
the restriction of the Bergman Laplacian applied to on ΦΛell is zero on an ev-
erywhere dense subset in h3,19. Thus the continuous function ∆BΦΛK3 is zero
on everywhere dense subset in h3,19. From here we deduce that ∆BΦΛK3 = 0.
Theorem 34 is proved. 
6.2 Variational Formula
Theorem 35 The function log det∆KE − log det (〈gi(τ), gj(τ)〉) is a harmonic
function on the moduli space ME of Einstein metrics of the K3 surface with
respect to the Laplacian corresponding to the Bergman metric.
Proof: The proof of Theorem 35 is based on the following Lemmas:
Lemma 36 Let τ0 ∈ h3,19. Then there exists a totally geodesic subspace h2,19
passing through τ0 ∈ h3,19 and its points correspond to polarized marked K3
surfaces.
Proof: We know that each point τ ∈ h3,19 corresponds to a three dimen-
sional subspace Eτ ⊂ H2(X,R) on which the cup product is strictly positive.
Let L ∈ H2(X,R) be fixed and 〈L,L〉 > 0. Let us consider the following set:
hL :=
{
three dimensional oriented positive subspaces in H2(X,R) containing L.
}
It is easy to see that there is one to one correspondence between the two dimen-
sional oriented positive subspaces in the orthogonal complement L⊥ = R2,19
and hL. Thus we get that hL = h2,19 = SO0(2, 19)/SO(2)× SO(19). Lemma 36
is proved. 
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Let us choose an orthonormal basis e1, e2 and e3 = L of the three dimensional
subspace Eτ0 ∈ hL. Lemma 36 and Corollary 4 imply that the three dimensional
subspaces Eτ that correspond to τ ∈ h2,19 ⊂ h3,19 are spanned by vectors:
f1 = e1 +
19∑
i=1
τ i1ei, f2 = e2 +
19∑
i=1
τ i2ei and f3 = L = e3. (25)
Lemma 37 In the coordinate system defined by Corollary 3 and by (25) the
totally geodesic subspace is given by the equations τ i3 = 0 for i = 1, ..., 19.
Proof: The proof follows directly from (25) . 
We know that h2,19 is a complex manifold. The complex coordinates on h2,19
are defined as follows:
ρi = τ i1 +
√−1τ i2. (26)
From the epimorphism of the period map we know that τ0 corresponds to a K3
surfaceXτ0 and the class of cohomology of the complex two form e1+
√−1e2 can
be identified with the class of cohomology of the holomorphic two form ωτ0(2, 0)
on Xτ0 . The vector e3 = L can be identified with the class of cohomology of the
imaginary part of a Ka¨hler metric on Xτ0 . The subspace in ΛK3⊗R spanned by
e4, ..., e22 can be identified with the primitive class of cohomology of type (1, 1),
i.e. with H1,10 (Xτ0 ,R) = E
⊥
τ0 . See [27].
We will define the Weil-Petersson metric on h2,19 as the restriction of the
metric on h3,19 defined by (11) .
Lemma 38 The Weil-Petersson Metric on h2,19 is a Hermitian metric.
Proof: From the expression of the Bergman metric in the coordinates
(
τ ij
)
given by (12) and Lemmas 37 it follows that its restriction on h2,19 is given by
ds2B|h2,19 =
19∑
i=1
((
dτ i1
)2
+
(
dτ i2
)2)
+O(2). (27)
Combining (26) with (27) we get that
ds2B|h2,19 =
19∑
i=1
(
dρi
)⊗ (dρi)+O(2). (28)
Lemma 38 is proved. 
Lemma 39 Let τ0 ∈ h3,19. Let h2,19 be the totally geodesic subspace passing
through τ0 ∈ h3,19 and defined by the L ∈ Eτ as in Lemma 36. Then log
det (〈gi(τ), gj(τ)〉) |h2,19 is a potential of the Weil-Petersson metric on h2,19.
Proof: Since the matrix (〈gi(ρ), gj(ρ)〉) |h2,19 is symmetric and
(〈gi(ρ), gj(ρ)〉) |h2,19 = I2 + (hij(ρ))
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then the following formula is true:
log det (〈gi(ρ), gj(ρ)〉) |h2,19 =
2∑
i=1
log(1 + λi),
where λi are the eigen values of the matrix (hij(τ)) . Thus we get
2∑
i=1
λi = h11(τ) + h22(τ). (29)
From the definition of the matrix (〈gi(τ), gj(τ)〉) |h2,19 we get that
h11 =
22∑
i=4
(
τ i1
)2
and h22 =
22∑
i=4
(
τ i2
)2
. (30)
Combining (26) , (29) and (30) we get that
log det (〈gi(ρ), gj(ρ)〉) |h2,19 =
22∑
i=4
|ρi|2 +O(3). (31)
Thus we get from (31) that
ddc
(
log det (〈gi(ρ), gj(ρ)〉) |h2,19
)
=
√−1
2
22∑
i=4
∂ρ ∧ ∂ρ+O(2). (32)
From (32) and (28) we conclude the proof of Lemma 39. 
Lemma 40 Let ∆B be the Laplacian of the Bergman metric on h3,19. Then
the restriction of the function ∆B (log det∆KE − det (〈gi(τ), gj(τ)〉)) on each
totally geodesic subspace h2,19 ⊂ h3,19 is zero.
Proof: In [6] the following Theorem was proved:
Theorem 41 Let M be a CY manifold with a polarization class L ∈ H2(M,Z)∩
H1,1(M,R). Let det∆(0,1) be the regularized determinant of the Laplacian cor-
responding to the Calabi Yau metric corresponding to the polarization class L
and acting on the space of (0, 1) forms. Then ddc log det∆(0,1) = − ImW.P..
Combining Theorem 41 with Lemma 39 we deduce Lemma 40. 
It is an obvious fact that the set of three dimensional positive subspaces in
ΛK3 ⊗ R which contain a vector in ΛK3 ⊗ Q form an everywhere dense subset
in h3,19. From here it follows that we can find an everywhere dense subset of
totally geodesic subsets h2,19 in h3,19 on which the continuous function
∆B (log det∆KE − log det (〈gi(τ), gj(τ)〉))
is zero. Therefore it is zero on h3,19. Theorem 35 is proved. 
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6.3 Relation of Regularized Determinants with Automor-
phic Forms
Theorem 42 The following formula holds for the regularized determinant of
the Laplacian of the Einstein metrics det(∆KE)(τ) = det (〈gi(τ), gj(τ)〉) ×
|exp (ΦΛK3(τ))|2 .
Proof: According to Theorem 35 the function
log det∆KE − log det (〈gi(τ), gj(τ)〉)
is a harmonic function with respect to the Laplacian of the Bergman metric on
h3,19. Let us consider the function:
det∆KE
det (〈gi(τ), gj(τ)〉) = φ
on h3,19. According to Theorem 32 the function det (〈gi(τ), gj(τ)〉) is an auto-
morphic form of weight −2. Therefore the function φ is an automorphic function
of weight 2. In [17] we proved that det∆KE is a bounded non negative function.
Therefore the only zeroes of det∆KE can be located on the discriminant locus
DKE .We know that |exp (ΦΛK3(τ))| is an automorphic function with a zero set
on the discriminant locus DKE . Since DKE is an irreducible in MKE , by taking
suitable power of φ and |exp (ΦΛK3(τ))| , we may assume that the function
|exp (ΦΛK3(τ))|
φ
= ψ
is a non zero function such ∆B logψ = 0. Thus we get a harmonic non zero
function on MKE .
Lemma 43 ψ|Mell = const.
Proof: Since ddc
(
log det(∆KE)(τ)det(〈gi(τ),gj(τ)〉) |Mell
)
= 0 we can conclude that
det(∆KE)(τ)
det (〈gi(τ), gj(τ)〉) |Mell = |η|,
where η is a holomorphic automorphic form defined up to a character χ ∈
Γell/[Γell,Γell] and with a zero set Dell. Since Dell is an irreducible divisor,
we can conclude that η = exp (ΦΛell(τ)) . Thus since exp (ΦΛK3(τ)) |Mell =
exp (ΦΛell(τ)) , we get that ψ|Mell = conct. Since any two Mell,1 and Mell,2
intersect. So the continuous function ψ is a constant on an everywhere dense
subset in MKE . Thus ψ is a constant. Lemma 43 is proved. 
Lemma 43 imply Theorem 42. 
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7 Mirror Symmetry, Harvey-Moore-Borcherds
Products and Counting Problems
7.1 Mirror Symmetry for K3 Surfaces
Let (X,α, ωX(1, 1)) be a marked K3 surface with a B-field. To define the mirror
of (X,α, ωX(1, 1)) we need to fix an unimodular hyperbolic lattice U inH2(X,Z)
with generators {γ0, γ1} such that∫
γ0
ωX 6= 0 and
∫
γ1
ωX 6= 0.
Thus we can normalize ωX such that∫
γ0
ωX = 1 and
∫
γ1
ωX 6= 0. (33)
From now on we will consider the set (X,α, ωX(1, 1),U), where U is a fixed
sublattice in H2(X,Z) such that the holomorphic two form satisfies (33) . Let
U⊥ be the orthogonal complement of U in H2(X,Z). Let us denote by U0 the
unimodular hyperbolic sublattice H0(X,Z)⊕H4(X,Z) in the cohomology ring
H∗(X,Z). We will assignee to the B-field ωX(1, 1) the vector
ωˆX :=
(
ωX(1, 1), 1,−ωX(1, 1) ∧ ωX(1, 1)
2
)
in H2(X,Z)⊕ U0.
We will need the following Theorem:
Theorem 44 There exists a marked K3 surface Y with a B-field (Y, α, ωY (1, 1))
such that
i. If we identify H2(Y,Z) with U⊥⊕U0, then [ωY ] = ωX(1, 1) in
(
U⊥ ⊕ U0
)⊗
C. ii. If we identify H∗(Y,Z) with H2(Y,Z) ⊕ U then ωY (1, 1) = [ωX ] in(
H2(Y,Z)⊕ U)⊗ C, where ωX is normalized as (33) .
Proof: Let us consider in
(
U⊥ ⊕ U0
) ⊗ C =ΛK3 ⊗ C the vector ωX(1, 1).
Then direct computations show that we have 〈ωˆX , ωˆX〉 = 0 and
〈
ωˆX , ωˆX
〉
> 0.
From the epimorphism of the period map for K3 surfaces proved in [27] it follows
that there exists a marked K3 surface (Y, α) with a holomorphic two form ωY
such that the class of cohomology [ωY ] is the same as the class of cohomology
of ωX(1, 1). Next we will prove that the class of cohomology ωX ∈ H1,1(Y,C)
satisfies ∫
Y
ImωX ∧ ImωX = 〈ImωX , ImωX〉 > 0.
Indeed on X we have
〈ωX , ωX(1, 1)〉 =
〈
ωX , ωX(1, 1)
〉
= 0 (34)
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since ωX(1, 1) is a form of type (1, 1) and ωX is a form of type (2, 0). On the
other hand the form ωX(1, 1) with respect to the new complex structure Y on
X it is a form of type (2, 0)˙. So (34) means that on Y ωX is a form of type
(1, 1)˙.On the other hand we have∫
X
ωX ∧ ωX = 2
∫
X
ImωX ∧ ImωX = 2 〈ImωX , ImωX〉 > 0. (35)
Thus (35) proves that ωX is a B-field on Y. Theorem 44 is proved. 
Now we are ready to define the mirror symmetry:
Definition 45 We will define the marked surface (Y, α, ωY (1, 1),U) constructed
in Theorem 44 the mirror of (X,α, ωX(1, 1),U0).
7.2 Mirror Symmetry and Algebraic K3 Surfaces
Let us consider the Neron-Severi groupM = Pic(X) := H2(X,Z)∩H1,1(X,R).
We can characterize in another way NS(X). It is dual group in H2(X,Z) of the
kernel of the functional:
(ωX) : H2(X,Z)→ C
defined by γ →
∫
γ
ωX . We define the transcendental classes of homologies
T (X) ⊂ H2(X,Z) on X as follows: T (X) := ker (ωX)⊥ .
We will need the following definition:
Definition 46 We will say that pairs (X,M)M−marked K3 surface ifM is the
Picard lattice of some algebraic K3 surface together with a primitive imbedding
of M into H2(X,Z).
The following Theorem was proved in [28] or [13]
Theorem 47 The moduli space MM of marked pairs (X,M) exists and MM ≅
ΓM\h2,20−ρ, where ρ = rkM and ΓM = {φ ∈ AutΛK3|φ|M = id} .
Suppose that we consider M such that U can be embedded into M⊥. Ac-
cording to a Theorem of Nikulin this is always possible if rkM = ρ ≥ 9. The
construction of mirror symmetry forM marked K3 surfaces (X,α,M,U), where
U ⊂M⊥ was described in [28] and [13] as follows; Let (X,α,M,U) be an alge-
braic polarized K3 surface. Then Theorem 44 implies the following Corollary:
Corollary 48 Let (X,M,U, ωX(1, 1)) be M -marked K3 surface such that U ⊂
TX and the B-field ωX(1, 1) satisfies ωX(1, 1)|U⊥⊂TX = 0. Then the mirror
(Y,M1,U, ωY (1, 1)) satisfies the following conditions: i. Pic(Y ) =M1 = U
⊥ ⊂
TX . ii. TY =M ⊕ U ≅ Pic(X)⊕ U.
Proof: Corollary 48 follows directly from Theorem 44. 
Remark 49 Some interesting examples and applications of Corollary 48 were
discussed in [13].
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7.3 The Mirror Map for Marked M-K3
Part of the mirror conjecture states that the
Definition 50 Let X be a K3 surface. We will define the Ka¨hler cone of K(X)
of X as follows:
K(X) :=
{
ω ∈ H1,1 (X,R) |ω = Im g, and g is a Ka¨hler metric on X} .
We will need the characterization of the Ka¨hler cone that is given bellow. De-
note by ∆(X) := {δ ∈ NS(X)| 〈δ, δ〉 = −2} .We will need the following Lemma
from [25]:
Lemma 51 Let δ ∈ ∆(X). Then δ or −δ can be realized as an effective curve
on X.
We will denote by ∆+(X) := {δ ∈ ∆(X)|δ can be realized as an effective cure} .
Let us denote by V :=
{
v ∈ H1,1 (X,R) | 〈v, v〉 > 0} . Since the restriction of the
bilinear form on H1,1 (X,R) has a signature (1, 19), then V will consists of two
components. Let us denote by V + the component of V which contains a Ka¨hler
class.
Each δ ∈ ∆+(∆) generates a reflection sδ of V +, where sδ(v) = v + 〈v, δ〉 δ.
Let us denote by Γ(∆) the subgroup of O+ΛK3 generated by sδ. In [27] the
following Theorem was proved:
Theorem 52 The Ka¨hler cone K(X) coincides with the fundamental domain
of the group Γ(∆) in V + which contains a Ka¨hler class.
Proof: See [27]. 
Remark 53 According to Theorem 47 MK3,M = ΓM\h2,20−ρ is the moduli
space of M -marked K3 surfaces. Suppose that U ⊂ TX is fixed and M1 ⊂ TX
is the orthogonal complement of U in M . Let (Y,M1) be some M1 marked
K3 surface defined by the primitive embedding M1 ⊂ TX ⊂ ΛK3. Let hM1 =
M1 ⊗ R + iK(Y ), where K(Y ) is the Ka¨hler cone of Y. Then according to
Theorem 5 ΓM\hM1 ≅MK3,M . Thus we have a complex analytic covering map:
ψM : hM1 → ΓM\hM1 = MK3,M .
The map ψ−1M which is multivalued is called the mirror map. It identifies in the
case described in this Remark the moduli space of M -marked K3 surfaces with
the complexified Ka¨hler cone of the its mirror.
8 Applications of Mirror Symmetry
8.1 Counting Problems on K3
Theorem 54 Let X be an algebraic K3 surface such that Pic(X) is an uni-
modular lattice. Then we have either NS(X) = U⊕ E8(−1) or NS(X) =
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U⊕ E8(−1)⊕E8(−1). Let l ∈ NS(X) be the polarization class. Let us consider
the components V +Enr and V
+
ell of the positive cones in (U⊕ E8(−1))⊗R and in
(U⊕ E8(−1)⊕E8(−1) ⊗ R which contain the polarization vector l. Let us con-
sider the discriminant automorphic forms exp (Φenr (τ)) and exp (Φell (τ)) on
(U⊕ E8(−1)) ⊗ R⊕
√−1V +Enr and on ((U⊕ E8(−1))⊗ R)⊕
√−1V +ell. Then the
restriction of the functions exp (Φenr (τ)) and exp (Φell (τ)) on the lines
√−1lt
are periodic. The Fourier expansions
d
dt
(
ΦEnr
(√−1lt)) = −∑
n
an
e−nt
1− e−nt
and
d
dt
(
Φell
(√−1lt)) = −∑
n
bn
e−nt
1− e−nt (36)
have integer coefficients an and bn. an and bn are equal to the number of non sin-
gular rational curves of degree n on a K3 surface X with NS(X) = U⊕ E8(−1)
or NS(X) = U⊕ E8(−1)⊕E8(−1).
Proof: Let us fix a bases {γi} and {εj} ofU⊕ E8(−1) and U⊕ E8(−1)⊕E8(−1)
respectively. Then we fix the flat coordinates
{
τ1, ..., τ10
}
and
{
τ1, ..., τ18
}
in
the symmetric spaces h2,10 and h2,18 respectfully represented as tube domains.
We will denote by 〈δ, τ〉 the following expressions:
〈δ, τ〉 =
10∑
i=1
〈δ, γi〉 τ i and 〈δ, τ〉 =
18∑
i=1
〈δ, εi〉 τ i.
Then Harvey-Moore-Borcherds product formula states that there exist automor-
phic forms on Γ2,10\h2,10 or on Γ2,18\h2,18 which can be represented for some
large Im τ i as the following products.
exp (ΦEnr (τ)) = exp(2pii 〈τ, w〉
∏
δ∈∆+
Enr
(
1− exp
(
2pii
10∑
i=1
〈δ, γi〉 τ i
))
and
exp (Φell (τ)) = exp(2pii 〈τ, w〉
∏
δ∈∆+
Enr
(
1− exp
(
2pii
18∑
i=1
〈δ, εi〉 τ i
))
. (37)
It was proved that exp (ΦEnr (τ)) and exp (Φell (τ)) have an analytic continua-
tion in h2,10 and h2,18 and the zeroes remain the same.
Substituting
10∑
i=1
γiτ
i = ilt and
18∑
i=1
εiτ
i = ilt
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in (37) we get
exp (ΦEnr (τ)) = exp(2pii 〈τ, w〉
∏
δ∈∆+Enr
(1− exp (−2pi 〈δ, l〉 t))
and
exp (Φell (τ)) = exp(2pii 〈τ, w〉
∏
δ∈∆+Enr
(1− exp (−2pi 〈δ, l〉 t)) . (38)
Let us split the irreducible non singular on disjoint finite sets An, where An =
{δ ∈ ∆+| 〈δ, l〉 = n} . Suppose that #An = an in the case of ΛEnr and #An =
bn in the case Λell. We can rewrite (38) as follows
exp (ΦEnr (τ)) = exp(2pii 〈τ, w〉
∏
δ∈∆+Enr
(1− exp (−2pi 〈δ, l〉 t)) =
exp(2pii 〈τ, w〉
∏
n=1
( ∏
δ∈An
(1− exp (−2pint))
)
=
exp(2pii 〈τ, w〉
∏
n=1
((1− exp (−2pint))an) . (39)
In the same way we will get that
exp (Φell (τ)) = exp(2pii 〈τ, w〉
∏
δ∈∆+Enr
(1− exp (−2pi 〈δ, l〉 t)) =
exp(2pii 〈τ, w〉
∏
n=1
(
(1− exp (−2pint))bn
)
. (40)
From (39) and (40) we derive (36) and thus Theorem 54. 
Remark 55 We see that in the A model the automorphic function exp (Φ4,20 (τ))
restricted on the Ka¨hler cone when Pic(X) is a unimodular lattice counts ra-
tional curves. Suppose that in the B model we represent MPic(Y ) as a tube
domain Rk + iV + modulo action of an arithmetic group. Suppose that the
ImωY ∈ H2(Y,Z) ∩ H1,1(Y,R). Then the restriction of the automorphic func-
tion exp (Φ4,20 (τ)) on MPic(Y ) counts vanishing invariant cycles γ such that
〈γ, ImωY 〉 = n.
8.2 The Pluricanonical Canonical Class of the Moduli of
Polarized Algebraic K3 Surfaces
Theorem 56 Let l ∈ ΛK3 be a primitive vector such that 〈l, l〉 = 2n > 0. Let
us denote by (l)
⊥
be the sublattice in ΛK3 orthogonal to Zl. Then we have
(l)
⊥
≅ Zl∗ ⊕ U2 ⊕ (−E8)2 ,
where l∗ is a primitive vector in ΛK3 such that 〈l∗, l∗〉 = −2n < 0.
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Proof: According to [25] the subgroup O+ΛK3 of index two that preserve the
spinor norm acts transitively on the primitive vectors with a fixed positive self
intersection. Let us fix U in ΛK3 with a basis e0 and e1 such that 〈ei, ei〉 = 0 and
〈e1, e2〉 = 1. Then l = e1+ne2 ∈ U is a primitive vector such that 〈l, l〉 = 2n > 0.
Let l∗ = e1 − ne2 ∈ U. Clearly l∗ is a primitive vector such that
〈l, l∗〉 = 0 and 〈l∗, l∗〉 = −〈l, l〉 = −2n.
Then we have
(l)
⊥
≅ Zl∗ ⊕ U⊕ U⊕ E8(−1)⊕ E8(−1). (41)
Theorem 56 is proved. 
Notation 57 We will denote by ΛK3.n the lattice Zl
∗ ⊕ U2 ⊕ (−E8)2 where
〈l∗, l∗〉 = −2n. Let {f1, f2, g1 and g2} be a basis of U ⊕ U in (41) such that
〈fi, fi〉 = 〈gi, gi〉 = 0 and 〈f1, f2〉 = 〈g1, g2〉 = 1.
Let us consider the moduli space MK3,n of pseudo polarized algebraic K3
surfaces with a polarization class l ∈ ΛK3, where l is a primitive vector in ΛK3
such that 〈l, l〉 = 2n. Then according to [25] and [12] we haveMK3,n = Γn\h2,19,
where Γn :=
{
φ ∈ O+ΛK3 |φ(l) = l
}
. According to [27] we can define h2,19 as one
of the open components of the quadric Q ⊂ P(ΛK3,n ⊗ C) defined as follows
Q := {u ∈ P(ΛK3,n ⊗ C)| 〈u, u〉 = 0 and 〈u, u〉 > 0.}
Let us define Dn in MK3,n as follows: Let λ ∈ ΛK3,n, then
Hλ := {u ∈ P(ΛK3,n ⊗ C)| 〈u, λ〉 = 0.}
Let
Dn =

 ⋃
〈δ,δ〉=−2 & δ∈ΛK3,n
(h2,19 ∩Hδ)

 ∪

 ⋃
φ∈Γn
(
h2,19 ∩Hφ(l∗)
) . (42)
Then Dn := Γn\Dn.
Theorem 58 There exists an automorphic form Ψ19,n on MK3,n = Γn\h2,19
such that the zero set of Ψ19,n is Dn.
Proof: According to the results of Harvey, Moore and Borcherds on we
can find an automorphic form |ΨΛK3 |2 on the moduli space of Einstein met-
rics O+ΛK3\h3,19 such that its zeros are exactly on the discriminant locus of
O+ΛK3\h3,19. recall that the discriminant locus on O+ΛK3\h3,19 is defined as the
set of three dimensional positive vector subspaces in ΛK3 ⊗R perpendicular to
δ such that 〈δ, δ〉 = −2 modulo the action of the arithmetic group O+ΛK3 . The
moduli space MK3,n = Γn\h2,19 can be embedded in O+ΛK3\h3,19 as the set of
all three dimensional oriented subspaces in ΛK3⊗R containing the polarization
vector l modulo the action of O+ΛK3 . The restriction of some power of ΨΛK3 on
MK3,n will give us an automorphic form Ψ19,n on MK3,n. Thus we have the
following obvious fact:
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Remark 59 The zero set of Ψ19,n is the restriction of the zero set of ΨΛK3 =
exp
(
ΦΛ3,19
)
on MK3,n.
Thus we need to compute the projection of the zero set of exp
(
ΦΛ3,19
)
on Γ+\h3,19 to MK3,n = Γn\h2,19. Theorem 58 will follow from the following
Lemma:
Lemma 60 Let δ ∈ ΛK3 be such that 〈δ, δ〉 = −2. Suppose that δ /∈ ΛK3,n.
Then there exists an automorphism σ of the lattice ΛK3.n such that σ(δ) ∈ U,
i.e. PrU σ(δ) = l
∗.
Proof: The proof of Lemma 60 is based on the following Propositions:
Proposition 61 Suppose that δ = me1+m2e2+µδ, 〈δ, δ〉 = −2 and δ satisfies
(45) . Then there exists σ ∈ O+(U2 ⊕ E8(−1)2) such that
Pr l,n(σ(δ)) = nδl
∗ + µσ(δ), µσ(δ) = kσ(δ)
(
f1 +mσ(δ)f2
)
, (43)
and
‖µδ‖2 =
∥∥µσ(δ)∥∥2 (44)
where kσ(δ) ≥ 1 and mσ(δ) > 0.
Proof: The condition that δ satisfies (45) implies that 〈µδ, µδ〉 > 0. From
the presentation of δ = m1e1 +m2e2 + µδ it follows that have two possibilities
for µδ.
1. µδ is a primitive vector in L = U ⊕ U ⊕ E8(−1) ⊕ E8(−1). According
to Theorem 56 all primitive vectors with a fixed positive norm form one orbit
under the action of the automorphism group. Thus there is an element σ ∈ O+
L
such that the primitive element σ(µδ) can be presented as follows:
σ(µδ) = f1 +
‖µδ‖2
2
f2,
where fi form a basis of U of isotropic vectors such that 〈f1, f2〉 = 1. 2. µδ is not
primitive. Then the same arguments as in the first case imply (43) . Proposition
61 is proved. 
Proposition 62 Let ΛK3 = U⊕ L and let e1 and e2 be the isotropic generators
of U. Let l = e1 + ne2 ∈ U and n > 0. Suppose that δ = m1e1 +m2e2 + µδ and
〈δ, δ〉 = −2. Then there exists an element σ ∈ Γn such that in the representation
σ(δ) = n1e1 + n2e2 + µσ(δ)
〈Pr U(σ(δ)),Pr U(σ(δ))〉 < 0, (45)
where Pr U(σ(δ) = n1e1 + n2e2.
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Proof: Let us consider δ1 = kδ1 l
∗ + µδ1 ∈ ΛK3,n, 〈δ1, δ1〉 = −2 and µδ1 ∈
(l∗)
⊥
= L = U⊕ U⊕ E(−1)⊕E(−1). Clearly 〈δ1, δ1〉 = −2 implies 〈µδ1 , µδ1〉 >
0. Let us consider the reflection map σ(v) = rδ1(v) = v + 〈v, δ1〉 δ1, where
v ∈ ΛK3,n. Then we have σ(δ) = rδ1(δ) = δ + 〈δ, δ1〉 δ1. Let us compute the
projection Pr U(σ(δ)) of σ(δ) on U spanned by e1 and e2. Direct computations
show that
Pr U(2nδ) = 2nm1e1 + 2nm2e2 = nm1 (l + l
∗) +m2 (l − l∗) =
(nm1 +m2) l + (nm1 −m2) l∗.
Proposition 61 implies that we can choose µδ and µδ1 such that 〈µδ, µδ1〉 = 0.
Thus
Pr U(σ(2nδ)) = (nm1 +m2) l + 2nkδ1 (nm1 −m2) l∗. (46)
Suppose that nm1−m2 6= 0. Then if we choose δ1 such that kδ1 is a big enouph
positive number then (46) will imply (45) .
Suppose that nm1 = m2. Then δ = m1(e1 + ne2) + µδ. Thus Pr U(δ) = m1l.
Let us choose δ1 = kδ1 l
∗ + µδ1 , where 〈δ1, δ1〉 = −2 and 〈µδ, µδ1〉 6= 0. Let us
compute
rδ1(δ) = δ + 〈δ, δ1〉 δ1 = m1l + 〈δ, δ1〉 (kδ1 l∗ + µδ1) . (47)
Clearly we have 〈δ, δ1〉 = 〈µδ, µδ1〉 . Thus (47) implies that
rδ1(δ) = δ2 = p1e1 + p2e2 + 〈µδ, µδ1〉µδ1 ,
where np1 − p2 6= 0. The previous arguments imply Proposition 62. 
Let Gn be the subgroup of Γn generated by reflections rκ(v) = v + 〈v, κ〉κ
for all κ ∈ ΛK3,n and 〈κ, κ〉 = −2. Let us consider the orbit Gnδ of a fixed
δ ∈ ΛK3 such that 〈δ, δ〉 = −2 and δ satisfies (45) . Let δmin ∈ {Gnδ} be such
that
〈µδmin , µδmin〉 = min
(
〈µδ, µδ〉
δ∈{Gnδ}+
)
≥ 0. (48)
Proposition 61 implies that without loss of generality we may suppose that
µδmin = f1 +
‖µδmin‖2
2
f2 or µδmin = kδmin

f1 +
∥∥∥µδminkδmin
∥∥∥2
2
f2

 (49)
Proposition 63 Let µδmin be defined as (48) . Then 〈µδmin, µδmin〉 = 0.
Proof: Suppose that Proposition 63 is not true. Then 〈µδmin , µδmin〉 =
‖µδmin‖2 > 0. We will show that this assumption leads to a contradiction. We
can choose κ ∈ ΛK3,n such that 〈κ, κ〉 = −2 and κ = k0l∗ + µκ, where k0 > 1.
The relation 〈κ, κ〉 = −2 implies that ‖µκ‖2 = 2nk20 − 2 > 2n. Suppose that
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µδmin is a primitive element of L = U ⊕ U ⊕ E8(−1)⊕ E8(−1). Without loss of
generality we can choose
µκ = g1 +
‖µκ‖2
2
g2 − f2. (50)
Direct computations show that Pr l,n(rκ(δ)) = k1l
∗ + µrκ(δ), where∥∥µrκ(δ)∥∥2 = ‖µδmin‖2 + (〈µδmin , µκ〉 − 2nkδmink0)(‖µκ‖2 + 2 〈µδmin , µκ〉) ≥ 0.
(51)
So (49) and (50) imply
〈µκ, µδmin〉 =
〈
f1 +
‖µδmin‖2
2
f2, g1 +
‖µκ‖2
2
g2 − f2
〉
= −1. (52)
Then from (52) and (51) we get that ‖µδmin‖2 >
∥∥µrκ(δ)∥∥2 . Thus we get a
contradiction with ‖µδmin‖2 > 0 being the minimal value. So 〈µδmin , µδmin〉 = 0.
Suppose that µδmin is not primitive, i.e. then µδmin = kµprim,δmin and
µprim,δmin = f1 +
‖µprim,δmin‖2
2
f2.
Thus we get
〈µκ, µδmin〉 =
〈
k
(
f1 +
‖µδmin‖2
2
f2
)
, g1 +
‖µκ‖2
2
g2 − f2
〉
= −k < 0. (53)
Combining (51) and (53) we get that ‖µδmin‖2 >
∥∥µrκ(δ)∥∥2 . Thus we get a
contradiction. Proposition 63 is proved. 
Proposition 63 implies Lemma 60. 
Lemma 64 The zero set of Ψ19,n on MK3,n is Dn.
Proof: Let δ ∈ ΛK3 be such that 〈δ, δ〉 = −2. Let Prl,n(δ) ∈ ΛK3,n be the
orthogonal projection of δ on ΛK3,n. If Prl,n(δ) = δ ⇐⇒ 〈l, δ〉 = 0, then it
implies that the component ⋃
〈δ,δ〉=−2 & δ∈ΛK3,n
(h2,19 ∩Hδ)
in the expression (42) defines one the components of Dn := Γn\Dn correspond-
ing to the vectors with −2 norm in ΛK3,n.
Suppose that δ ∈ ΛK3, 〈δ, δ〉 = −2 and Pr l,n(δ) 6= δ. Lemma 60 implies that
we can find σ ∈ Γn such that σ(δ) = m1e1+m2e2. Thus Pr l,n(δ) = kδl∗. Then
pi (Hδ ∩ h2,19) = pi (Hl∗ ∩ h2,19) (54)
where pi : h2,19 → Γn\h2,19.Thus (54) implies Lemma 64. 
Theorem 58 is proved. 
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