Uncertainty in cumulus convection parameterization is one of the most important causes of model climate drift through interactions between large-scale background and local convection that use empirically set parameters. Without addressing the large-scale feedback, the calibrated parameter values within a convection scheme are usually not optimal for a climate model. This study first designs a multiple-column atmospheric model that includes large-scale feedbacks for cumulus convection and then explores the role of large-scale feedbacks in cumulus convection parameter estimation using an ensemble filter. The performance of convection parameter estimation with or without the presence of large-scale feedback is examined. It is found that including large-scale feedbacks in cumulus convection parameter estimation can significantly improve the estimation quality. This is because large-scale feedbacks help transform local convection uncertainties into global climate sensitivities, and including these feedbacks enhances the statistical representation of the relationship between parameters and state variables. The results of this study provide insights for further understanding of climate drift induced from imperfect cumulus convection parameterization, which may help improve climate modeling.
Introduction
General circulation models (GCMs) are powerful tools to study the climate system. However, most GCMs have systematic bias in long-term simulations because of deficiencies in the representation of water and energy budgets (Gupta et al. 2013) . One important cause of these deficiencies is closely related to the development of the cumulus convection parameterizations (Ma et al. 2013; Bretherton 2007) . Convection parameterization can influence the performance of climate models by generating a significant fraction of the total precipitation and redistributing large-scale water vapor, thus impacting water and radiation budgets (Emanuel and Zivković-Rothman 1999) . Particularly in the tropics, where convection is most active, the intensity, location, and frequency of convection can influence the structure of the Walker circulation (Park and Funk 2011; Hourdin et al. 2006; Webster and Yang 1992) , the variability of El Niño-Southern Oscillation (ENSO; Webster and Yang 1992; Lau and Chan 1988; Xiang et al. 2013; Bretherton 2007) , the intertropical convergence zone (ITCZ; Song and Zhang 2009 ), the Madden-Julian oscillation (Tokioka et al. 1988; Lin et al. 2006) , and monsoon intensity (Webster and Yang 1992; Mukhopadhyay et al. 2010) . Furthermore, convection can have a great impact on global climate (Tracton 1973) . Although many cumulus convection parameterization schemes have been developed for decades, large uncertainties remain because of the incomplete understanding of physical processes, as well as imperfect numerical implementation. Among them, empirically set or uncertain parameter values are one major source of model biases. Cumulus convection parameters, especially those related to entrainment, have been recognized as the most important parameters that lead to the largest uncertainty in the climate projection (Rougier et al. 2009; Murphy et al. 2004) .
It is known that model parameters can be estimated using observations through data assimilation approaches (Jazwinski 1970; Banks 1992a,b; Annan and Hargreaves 2004; Annan et al. 2005; Pulido and Thuburn 2006; Kang et al. 2011; Zhang 2011a; Zhang et al. 2012; Ruiz et al. 2013; Zhang et al. 2015) . This data-assimilation-based parameter estimation (also known as parameter optimization) has been applied to estimate physical parameters for mitigation of parameterization mismatch (Emanuel and Zivković-Rothman 1999; Aksoy et al. 2006a,b; Tong and Xue 2008a,b; Schirber et al. 2013; Ruiz and Pulido 2014; van Lier-Walqui et al. 2012 Posselt and Bishop 2012; Posselt et al. 2014) . However, since convection is discontinuous in time and space ( Zupanski 1993; Zhang et al. 2001) , estimating the cumulus convection parameters is usually challenging. For example, because of its threshold nature, when there is no convection adjustment, the relationship between state variables and convection parameters represented in the model is ambiguous, which makes an accurate estimation difficult. In fact, a local convection is triggered by the large-scale environment, and the large-scale environment is in turn modified by the convection through the feedbacks between local convection and the large scales. This interaction links the ''scattered'' convection together and is of crucial importance to the climate system (Randall et al. 1996; Arakawa and Schubert 1974) . However, most of the previous studies on convection parameter estimation are conducted in a single-columnbased model (SCM) following Betts and Miller (1986) , where such interaction is usually overlooked. Emanuel and Zivković-Rothman (1999) tried to estimate cumulus convection parameters by minimizing model forecast errors using a variational approach based on an SCM. Golaz et al. (2007) utilized an ensemble parameter estimation technique to calibrate a single-column cloud parameterization by attempting to match predicted fields to reference large-eddy simulations. Recently, some studies used GCMs for convection parameter estimation (Schirber et al. 2013; Ruiz and Pulido 2014) . For example, Schirber et al. (2013) used an ensemble Kalman filter (EnKF) to estimate convection parameters in a comprehensive GCM, in both the perfect model scenario and the real observation scenario. Both the SCM and GCM methods have advantages and disadvantages. An SCM is less expensive but does not consider largescale feedbacks and therefore cannot fully represent the sensitivity of the climate to cumulus convection parameters (Randall et al. 1996; Emanuel and Zivković-Rothman 1999) . A GCM avoids these two problems, but its complexity seriously limits one's understanding on some fundamental aspects of cumulus convection parameter estimation. For example, it is difficult to isolate the cumulus convection parameter error from other error sources within a given GCM. Moreover, parameter values estimated by a GCM or an SCM may differ from each other (Schirber et al. 2013; Tiedtke 1989) . On the one hand, the SCMs usually do not consider the interaction between local convection and large scales while estimating parameters while the GCMs do. On the other hand, parameters estimated with an SCM are more locally optimized, while parameters estimated with a GCM are more globally optimized. As such, when the parameter values estimated from an SCM are applied to a GCM, they could cause model biases.
In this study, to explore the role of the large-scale feedback in cumulus convection parameter estimation, a multiple-column atmospheric model is designed where the interaction between large-scale circulation and local convective columns can be easily adjusted to emulate the situation of either a GCM or an SCM. After the model description in section 2, section 3 introduces the ensemble adjustment Kalman filter (EAKF; Anderson 2001 Anderson , 2003 Zhang and Anderson 2003) , which is used for cumulus convection parameter estimation in this study. Experiments of cumulus convection parameter estimation with or without the large-scale feedback under different model error contexts are performed, and the results are analyzed and discussed in sections 4 and 5, respectively. Conclusions and discussions are given in section 6.
Model
To investigate the impact of large-scale feedbacks on cumulus convection parameter estimation, we first design a multiple-column model based on three principles:
1) The model should be able to represent the largescale feedback that the local convection interacts with adjoining areas. And the interaction can be easily turned on or off to simulate the fundamental feature of an SCM and a GCM so that we can show the difference between SCM parameter estimation and GCM parameter estimation. 2) The model should be able to drive the cumulus convection parameterization scheme and should include important physical rules, such as convectionradiation equilibrium and convection driven by warm sea surface temperature (SST). 3) The model should be simple enough so that it is easy to perform parameter estimation with an ensemble method and the sources of model errors are easily isolated.
The model is designed to simulate typical conditions in the tropical Pacific region, especially the Walker circulation area, consisting of regions with high convective activity and regions with low convective activity. The model contains 10 columns, with a cyclic boundary condition, and 28 vertical sigma levels. The surface pressure is fixed at 1000 hPa, and the top model layer is about 2.7 hPa. The prognostic equations are as follows:
where T and q are temperature and specific humidity. This model is a simple radiative-convective equilibrium model with large-scale advection. The convective adjustment terms, F T and F q , are calculated using the simplified Arakawa-Schubert convection parameterization scheme (SASCNV; Pan and Wu 1995; see http://www.nco.ncep.noaa.gov/pmb/codes// nwprod/ngac.v1.0.0/sorc/ngac_fcst.fd/atmos/phys/sascnv.f). This cumulus convection parameterization scheme is a one-type cloud scheme simplified from the ArakawaSchubert scheme (Arakawa and Schubert 1974; Lord and Arakawa 1980; Lord 1982; Grell 1993) . SASCNV includes three parts: static control, dynamic control, and feedbacks. In static control, a cloud model is used to describe thermodynamic properties of the updraft and downdraft (Fig. 1) . For the updraft, in each column, the FIG. 1. Schematic figure of cloud model in SASCNV. The atmospheric column is divided into the subcloud layer and the cloud region above. In the cloud region, cumulus convection influences the environment by cumulus-induced subsidence and detrainment of saturated air. In the subcloud layer, cumulus convection affects the depth of the mixed layer through cumulusinduced subsidence. The cloud model searches for the air parcel with local maximum s e below 700 hPa as the convection starting level. The air parcel is then taken upward to the LFC conserving s es . The cloud base is the LFC. After that, the air is taken upward to the cloud top, which is defined as the height where s es of the air is less than s e of the environment. For the updraft, entrainment takes place between the starting point and the LFC, and a percentage of a of the mass flux is specified at the starting point, which is used to calculate the entrainment rate. Detrainment occurs at the cloud-top level. Downdraft happens beyond the upper level of the local minimum s e level around 400 hPa (Pan and Wu 1995). convection starts at the level of local maximum of moist static energy s e . An air parcel from this level is lifted to find the level of free convection (LFC), which defines the cloud base. The level where the saturation moist static energy s es of the lifted air parcel is smaller than s e of the environment is defined as the cloud top. Assuming that entrainment only occurs between the convection starting point and cloud base, the parcel mass flux is rederived (Pan and Wu 1995) . A portion of a of the mass is specified at the starting point, which helps calculate the entrainment rate. Detrainment occurs at the cloud top. The downdraft starts at the upper level of local minimum s e . In the dynamic control, the mass flux is determined by assuming a balance between the generation of moist convective instability by large-scale processes and its destruction by cumulus convection. The feedback of the cumulus onto the large-scale environment variables T and q is calculated using the mass flux function (Pan and Wu 1995) . There are five tunable parameters that have great impact on the SASCNV parameterization (Pan and Wu 1995) . Four of them are chosen for estimation (Table 1 ). The integration time scale for a unit mass flux M b is used to calculate the balance between the destabilization of an air column by large-scale atmosphere and the stabilization of the cumulus convection (Pan and Wu 1995; Arakawa and Schubert 1974) . The maximum precipitation efficiency E d affects the water budget. The percentage of entrained mass originating at the starting point a is used to calculate the entrainment rate and has been used for parameter estimation in previous studies (Schirber et al. 2013 ). This parameter is considered to be very important for the estimation of the uncertainty of climate sensitivity (Murphy et al. 2004; Schirber et al. 2013; Klocke et al. 2011; Knight et al. 2007 ). The evaporation efficiency E y is closely related to water vapor distribution. The other unselected parameter is a constant to calculate detrainment rate b. Similar to the entrainment parameter a that controls the updraft mass flux, b controls the downdraft mass flux. The net updraft mass flux is therefore the residual of the two mass fluxes. Since the updraft process is much more dominant, the influence of this detrainment parameter is relatively small. The sensitivity of model states to this parameter is the smallest among all five tunable parameters (not shown).
Therefore, it is difficult for the uncertainty of this parameter to be transferred to the observable model states, making it not very suitable for parameter estimation with statistical method. Special treatment is needed to enhance the signal-to-noise ratio in the parameter estimation process. It takes a much longer time for estimated b to converge to the truth; therefore, it is not currently considered in this work. Table 1 lists the default values of the chosen parameters that have been used for medium-range forecasts by the National Centers for Environmental Prediction since the late 1990s (Pan and Wu 1995) .
The first term on the right-hand side of Eqs. (1) and (2) is advection, where u is the horizontal wind as a function of height z. The horizontal wind and vertical velocity are fixed as constant profiles given by the time mean and space mean from the output of an atmospheric general circulation model in the tropical Pacific (108S-108N, 1208E-908W) during 1979-2011. The distance ›x in this term is set to be about 400 km. In most cumulus parameterization studies, this advection term, reflecting the interaction between large scales and local convection, is smaller than the convection adjustment term and is usually prescribed with observations in SCM-based studies (Randall et al. 1996; Emanuel and Zivković-Rothman 1999) so that the local convection impacts only itself and does not interact with the large-scale flow. In our study, the large scale is turned off by prescribing the neighboring information needed in the advection term; therefore, the local convection does not interact with other locations through temperature and moisture gradient. However, recent studies show that the advection, especially the midlevel moisture advection, can greatly influence the performance of the deep convection parameterization and is therefore very important (Sobel and Bellon 2009; Bretherton 2007) . In the real world, the large-scale feedback can be very complicated. For example, the local convection can influence the heat and water budget of the mean flow through radiation, wind, and pressure adjustment. These influences on the largescale flows on the one hand are transferred to other locations and on the other hand impact the local atmospheric stability in the future. In our study, because of its simplicity, the advection term is used as a representation (Rennó et al. 1994) . The variables H and E are heat and moisture fluxes; g is the gravitational acceleration; r is the air density; p is the air pressure; u is the potential temperature; and k u and k q are vertical diffusion coefficients for temperature and moisture equal to 2 m 2 s 21 . In the boundary layer, heat and moisture fluxes are calculated using the following aerodynamic equations [Eqs. (5) and (6)] (Fairall et al. 1996; Fairall and Bradley 2003; Liu et al. 1979 ) with a ''swamp'' ocean surface, following Rennó et al. (1994) :
H 5 rc p c h jyj(u s 2 u a ) and (5)
where c p is the air heat capacity. The transfer coefficient for heat c h is equal to 0.0012, and that for moisture c d is equal to 0.0025. The surface potential temperature calculated with SST is u s , and the surface specific humidity calculated as the saturate specific humidity given SST is q s . The potential temperature and specific humidity calculated from the temperature and humidity at the lowest model level averaged over last 24 h for numerical stability are u a and q a (Rennó et al. 1994) . The SST distribution is fixed as a sine curve along 10 columns (dark green line, Fig. 2a ). The wind speed at the surface along the direction of the cyclic boundary domain jyj is fixed at 5 m s
21
, as in Rennó et al. (1994) . The surface pressure is fixed at 1000 hPa.
The radiative cooling rate of the atmosphere is R in the temperature tendency equation. Following the method of Emanuel and Zivković-Rothman (1999) , it is assumed that the radiative cooling of the atmosphere is uniformly distributed in the atmosphere below 100 hPa, with a value of 22 K day 21 in our study. Between the 100-hPa level and the model top, R equals zero. The initial conditions for the temperature and moisture are obtained after a spinup of 10 5 time steps starting from the climatology of the averagely distributed 10 columns across the tropical Pacific during 1979-2011 from the output of an atmospheric circulation model. The time stepping is a leapfrog scheme, with an Asselin (1972) filter to mitigate the computational instability. The time integration step size is 15 min. The spatial difference scheme for advection is a center difference scheme. The model conserves enthalpy well after the
FIG. 2. Model performance. (a)
Fixed model boundary sine curve for SST (dark green line) and accumulated precipitation (blue line) for 10 000 time steps after spinup along 10 columns and (b) the evolution of total enthalpy after spinup. The calculation of enthalpy follows that of Emanuel and Zivković-Rothman (1999) . Spatial distribution of model (c) temperature and (d) moisture climatology departures with respect to spatial average. spinup (Fig. 2b) . The spatial pattern of the model climatology can be seen in Figs. 2c and 2d. The precipitation pattern (Fig. 2a , blue line), which indicates the convection distribution, is strongly influenced by the SST, with a peak at columns 3 and 4 and a valley at columns 8 and 9. Because of the presence of advection and vertical wind shear, the peak and valley of precipitation shift slightly eastward of those of SST.
Under the influence of the radiative cooling, convective adjustment, boundary heating, and constant wind shear, the model displays a 7-day oscillation that can be found in the time evolution of enthalpy ( Fig. 2b) , temperature and moisture profiles (Figs. 3a-d), and precipitation (Figs. 3e,f). The convection happens intermittently and is more frequent in convectively active regions (columns 2-4) and less frequent in convectively inactive regions (columns 7-9).
This 10-column radiative-convective equilibrium model, with a time scale of about 7 days, is able to represent the convection process in the atmosphere in the tropics. The advection term serves as a simple interaction between convection processes and the largescale motion. Within this simple conceptual model, we are able to study the influence of large-scale feedbacks in cumulus convection parameter estimation with an ensemble-based method. An SCM-like method and a GCM-like method are used to drive the cumulus convection parameterization and perform parameter estimation.
The main difference between the two is whether there are interactions between large-scale backgrounds and individual convection; that is, whether the individual convection has an influence on the large-scale pattern and the large-scale pattern in turn exerts feedbacks on the individual convection (Randall et al. 1996) . In this study, we use the 10-column convection model linked by advection to simulate a simplified general circulation model (SGCM). When the feedback between the convective column and the large scales is turned off by prescribing the surrounding information with observations in the advection terms, the model degenerates to a simplified single-column model (SSCM). The experiment is designed under the twin-experiment framework. The SGCM with default parameter values is first integrated to obtain a long time series as the ''truth.'' Then the ''observations'' of temperature and moisture are created by adding random Gaussian-distributed errors onto the truth. The observational error for temperature and moisture are 0.01 K and 1 3 10 25 kg kg 21 (10% of the variance of temperature and moisture), respectively. After that, two model configurations, the SGCM and SSCM with biased parameter values, are used for parameter estimation experiments and are compared with each other. For SSCM, we test two columns: a convectively active column (column 3, called SSCM C3 ; Table 2 ) and a convectively inactive column (column 8, called SSCM C8 ; Table 2 ). The integration of SSCM is computed using Eqs. (1)- (6) as well. During the integration, the turbulent flux term, convection term, and radiation term can be calculated within the column itself, while only the advection term requires temperature and moisture information from neighboring columns. The prerecorded observations of the neighboring columns (columns 2 and 4 for SSCM C3 or columns 7 and 9 for SSCM C8 ) are used to compute the advection term for the model column (column 3 or column 8). This SSCM method is used by many studies to optimize the parameters in a cloud parameterization scheme (Emanuel and Zivković-Rothman 1999; Golaz et al. 2007) . In this SSCM configuration, two different columns (column 3 for SSCM C3 and column 8 for SSCM C8 ) are used to illustrate the scattered nature of convection: in reality, there are observations located in convectively active regions, such as the tropical western Pacific warm pool, and there are also observations located in convectively inactive regions, such as the cold tongue area in the tropical eastern Pacific. Are observations in convectively inactive regions of any help for estimating cumulus convection parameters? With such observations, what is the performance of an SCM and a GCM in estimating convection parameters?
An ensemble Kalman filter for parameter estimation
The EAKF (Anderson 2001 (Anderson , 2003 Zhang and Anderson 2003 ) is used for data assimilation and parameter estimation in this study. The EAKF maintains nonlinearity of the background flow by adjusting the ensemble mean and anomaly separately (see Anderson 2001 Anderson , 2003 Anderson , 2010 Zhang and Anderson 2003; Zhang et al. 2007; Wu et al. 2013 ) through a two-step adjustment (Anderson 2003; Zhang and Anderson 2003; Zhang et al. 2007 ). The first step computes the observational increment Dy o . The second step projects the observational increment onto model states and parameters being estimated through a linear regression:
where Dy o k,i is the observational increment at the kth observational location for the ith ensemble member. The error covariance between the background ensemble of the lth state variable and the analysis ensemble for the observation at the kth observational location is cov(Dx . Note that the relationship between convection and cloud-related parameters and observable model variables could be complicated and highly nonlinear (Schirber et al. 2013; van Lier-Walqui et al. 2012) . Most ensemble Kalman filter techniques are based on a linear approximation assumption (Anderson 2001 (Anderson , 2003 (Anderson , 2010 ) that a small error is growing linearly within a short time period. Therefore, with a linear approximation in the EAKF, if the error covariance cov(Du p m , Dy a k ) estimated by the ensemble is not accurate, it would likely lead to unreliable estimation of the parameters.
In addition, a spatial average update scheme is used (Aksoy et al. 2006a,b) in our study to avoid when too many observations are used to estimate a singleparameter value, the sampling error will accumulate, which leads to a noisy estimation. In the parameter estimation process, each observation generates a parameter increment Du, and the averages of these parameter increments from all observations are averaged to get a final parameter increment. This final parameter increment is then added on the prior parameter ensemble to get a posterior parameter ensemble. And this posterior parameter ensemble is conveyed to the model and used to integrate the model.
In our experiment, the ensemble size is 20. The EAKF prefers small ensemble size because, first, the EAKF is able to provide accurate estimation with small ensemble size (Anderson 2001 (Anderson , 2003 (Anderson , 2010 , and second, when a large ensemble is used, an outlier behavior may occur (Anderson 2010) . We repeated parameter estimation for larger ensemble sizes; no significant improvement was found. And 20 is an ensemble size generally affordable for many models. The data assimilation and parameter estimation interval is every 25 model time steps (;6 h). Parameter estimation is carried out after 1000 model time steps, when the state estimation has reached quasi equilibrium (Zhang et al. 2012; Wu et al. 2013) . It is noted that, for a bounded model state variable (e.g., humidity q) the probability often exhibits non-Gaussian distributions because of the lower bound. Many studies apply forms of transformation (Schirber et al. 2013; Hu et al. 2010) to mitigate this problem. In our study, when the humidity falls below zero, it will be pulled back to zero. In addition, the estimated parameters also have a physically meaningful threshold (listed in Table 1 ). When the estimated parameters exceed the threshold, they are pulled back to the threshold values. The complete observation system generated from the ''truth model'' simulation contains independent observations of temperature and moisture for 28 levels and 10 columns. In the following experiments, we first use the complete observation system to conduct an SGCM experiment (row 1 of Table 2 ). Then we use the observations in convectively active (or inactive) regions to conduct another four experiments with two model configurations (SSCM and SGCM) and two observation systems (denoted with subscripts C3 and C8) to form impartial comparisons (rows 2-5 of Table 2 ). The parameter estimation results are denoted by SSCM C3 and SGCM C3 (SSCM C8 and SGCM C8 ).
Parameter estimation in a perfect-model context a. Single-parameter estimation
In this section, five single-parameter estimation experiments are carried out with different configurations: the SGCM, SGCM C3 , SGCM C8 , SSCM C3 , and SSCM C8 (Table 2) . We first present the results of the singleparameter estimation in the SGCM serving as a proofof-concept study. The SGCM model is the same as the truth model (with all 10 columns), except for one erroneously set parameter to be estimated. For the singleparameter estimation, an initial parameter bias (e.g., Da) is added to the default (truth) value a truth to create the erroneously set parameter. In our experiment, we tried three cases, Da 5 10%, 210%, and 20% 3 a truth (corresponding to different parameter ensemble starting points in Fig. 4) climate model case in which only one parameter is erroneously set. To represent the probability distribution of the truth parameter value, a parameter ensemble is created by perturbing the biased a 0 with a Gaussian distribution of N(0, 10% 3 a truth ). The model is then integrated with this parameter ensemble. It is noted that the uncertainty of each parameter is different. A small bias and a small perturbation of 10% 3 a truth help ensure that the parameter ensemble members do not go beyond the physical range.
First, in SGCM, a perfect observation system of all temperature and moisture observations of 10 columns and 28 levels is used to conduct an idealized parameter estimation experiment. Parameter estimation can successfully retrieve the truth values of all the four parameters (Fig. 4) from different initial guesses. It seems that, for parameters E d , a, and E y , the relationships between parameters and state variables are relatively more robust, and they converge to the truth more quickly (Figs. 4b-d) . For parameter M b , the convergence takes a longer time (Fig. 4a) . This is because M b influences temperature and moisture more indirectly, and its relationship with state variables is weaker than that of other parameters so that the model's response to this parameter is weaker, which makes the parameter estimation noisier. In SASCNV, the stabilization effect of a unit cloud mass flux during a short time M b is first calculated. By forming the ''large-scale destabilization and cloud stabilization'' quasi equilibrium, the total mass flux is calculated. The total mass flux is then used to calculate the feedback of the cloud on temperature and moisture. Therefore, the relationship between M b and model states is more an indirect accumulation process. In ensemble parameter estimation, it takes longer for the parameter-state relationship to set up. In conclusion, through the EAKF, a biased parameter in a perfect-model context can be corrected by assimilating observations into the model and by estimating the parameter by making full use of the relationship between the parameter and state variables.
After validating the robustness of the EAKF in parameter estimation, we compare the results of SGCM and SSCM under the perfect model framework to study the role of feedbacks between large-scale motion and local convection in cumulus convection parameter estimation. In SGCM C3 (or SGCM C8 ), the model is the same as the truth model, except for a single erroneously set parameter. The large-scale feedback is turned on by allowing interactions between different columns through advection. The observations of convectively active (inactive) columns, columns 2-4 (7-9), are used for data assimilation and parameter estimation. This SGCM setting is to emulate a general circulation model where the large-scale feedback between local convection is allowed. In contrast, the SSCM C3 and SSCM C8 are used to emulate the SCM setting where only one single column is used for model integration, and the information of the neighboring columns are needed to calculate the temperature and moisture gradients in the advections term is prescribed with observations. Under this circumstance, the local convection only affects the local column itself, without having any feedbacks with other columns. In SSCM C3 (SSCM C8 ), the model column locates at column 3 (8), where convection is more (less) active (Fig. 2a) . Observations of column 2 (7) and column 4 (9) are used to prescribe surrounding information in the advection terms for column 3 (8), and the observations of column 3 (8) are used for data assimilation and parameter estimation. In the SSCM configuration, the large-scale information is prescribed by observations, which means that the interaction between large scales and local convection is turned off (Table 2 ). In reality, to validate the cumulus convection parameterization scheme, a modeler usually uses an SCM and abundant observational data from a certain observation program located at an intensive convection region. Here, two kinds of observations systems (located at convectively active or inactive regions) are used in our experiments in this section in an attempt to answer the following question: If the observation program is located at a convectively inactive region, can it be used for cumulus convection parameter estimation? Figure 5 shows the results of estimation for four parameters in the SGCM C3 , SGCM C8 , SSCM C3 , and SSCM C8 .
Generally, for each observation system, the estimation in the SGCM (red and pink lines) is more accurate and signal dominant than that in the SSCM (blue and cyan lines), although some of the estimations in the SSCM C3 (blue lines) are also satisfying under this framework (Fig. 5) . Estimated parameters E d , a, and E y in the SSCM C3 and SSCM C8 have larger biases. This is because turning off the large-scale feedback leads to a damping effect on the parameter perturbation, which results in an underestimate of the model sensitivity to the parameter. In the ensemble method, each ensemble member has its perturbed parameter value. In the SGCM C3 and SGCM C8 , the ensemble spread for each column represents two kinds of sensitivities (or uncertainties) induced by this parameter uncertainty. The first is local sensitivity of the local state variables as a response to the parameter uncertainty, including the sensitivities of the heat/moisture flux term, and the convective adjustment term. The second is the sensitivity induced by the large-scale feedback represented by the advection term. This second kind of sensitivity includes two parts. One is the advected sensitivities from neighboring columns; the other is the sensitivity that was projected from local column to neighboring column in an earlier time and projected back to local column through advection at the current time. In the SGCM, where large-scale feedbacks are turned on, every column is affected by this parameter perturbation, and the model states respond to the perturbation according to the model physics. However, in the SSCM, where largescale feedbacks are turned off, only the modeled column is affected by the parameter perturbation, while the surrounding columns are prescribed with observations from the truth model with the default parameter value. Under this circumstance, the uncertainty caused by the parameter perturbation in the modeled column is damped through advection. The two parts of the largescale feedback sensitivity are both removed. The spread of the ensemble in the SSCM therefore underestimates the model sensitivity to cumulus convection parameters. And the ensemble-evaluated covariance between cumulus convection parameters and state variables becomes less robust. This sensitivity underestimation can be examined through a parameter sensitivity study. For doing that, a 20-member ensemble is formed by perturbing each parameter with random noise from a Gaussian distribution of a zero mean and a variance equal to 10% of the default parameter value. This ensemble is integrated from the same initial condition without doing data assimilation and parameter estimation. The standard deviation (SD) of the state variables is used to represent the sensitivity because, with the same initial conditions, the deviation of evolving ensemble members is caused by merely parameter differences (Liu et al. 2014a,b) . Figure 6 shows the mean SD evolution of temperature for columns 3 and 8 in the SGCM (red and pink lines), SSCM C3 (blue lines), and SSCM C8 (cyan lines) with perturbed parameters (moisture has similar behavior but less pronounced than temperature). It is seen that a is the most sensitive parameter, with the highest SD (Fig. 6c) , while other parameters have lower sensitivities. Most of the time, the SDs of SSCM C3 and SSCM C8 are smaller than that of SGCM. For the most sensitive parameter a, the SD of SSCM C3 is almost comparable with that of SGCM, which contributes to a relatively good estimate of a in SSCM C3 (Fig. 5c) . It is noted that it is highly likely that one parameter has different sensitivity for different values with itself and other parameters. However, it is assumed that a 10% variation around its default value still keeps the parameter far away from the critical value beyond which the sensitivity of both itself and other parameters can be significantly different.
The parameter sensitivity also displays a 7-day oscillation ( Fig. 5) , which is the result of the 7-day oscillation of the model states. The precipitation peaks about every 7 days, indicating strong atmospheric instability and large convective adjustment. In our model and most GCMs, the convection parameters take effect through convective adjustment. Large convective adjustment helps transfer the parameter uncertainty into the large spread of model states, which results in large model sensitivity to the parameter. In convectively active regions, there is more convection, which more efficiently transfers the parameter uncertainty into that of model states, which later provides more signal in estimating the parameter-state covariance.
In our simple multiple-column model, the large-scale feedback only takes effect through the temperature and moisture advection term. However, in reality, the form of large-scale feedbacks could be very complicated. The perturbation of the cumulus convection parameters not only affects the local temperature and moisture, but it also affects other columns and modifies the large-scale temperature and wind fields, which in turn reconciles the local vertical motion and influences the stability of the local column in the future. In most SCM configuration parameter estimation experiments, the sensitivities associated with these large-scale feedbacks are usually not considered.
Parameter estimations using observations of convectively active regions are more accurate and stable than those using observations of convectively inactive regions for both the SSCM and SGCM. And this is even more crucial to parameter estimation with the SSCM. This is because the model column in SSCM C8 is located at column 8, where there is less convection (Fig. 2a) as a result of unfavorable SST. During model integration, there are more time steps with no convection in ensemble members or in observations. This has two consequences. First, with less convection, the model has fewer opportunities to build up the relationship between the cumulus convection parameters and state variables, and the parameter sensitivity is further underestimated (Fig. 6) . Second, there would be more occasions where no-convection observations are used to update ensemble states and parameters, and convection observations are used to update no-convection ensemble states and parameters. Neither update is reasonable because the error covariance represented by the ensemble is not well defined. Therefore, estimation in SSCM C8 further drifts away from the truth value (Figs. 5a,c, cyan lines) . However, because of the large-scale linkage, with only observations of convectively inactive regions, the SGCM C8 can sometimes provide even better estimation than SSCM C3 (Figs. 4b,c) . Figure 7 serves as a concrete example of how the large-scale feedback impacts the model response to parameter perturbation (parameter sensitivity) so as to contribute to more signal during parameter estimation. In Fig. 7 , the experiment setting is exactly the same as that of Fig. 6c . The parameter a is perturbed into a 20-member ensemble. From the same initial condition, the ensemble is integrated with SGCM C8 and SSCM C8, respectively, without observational constraint. The time evolution of temperature profiles of column 8 is tracked. The initial condition is the same as the line shown in Fig. 7b (the reason will be explained later). During the first three time steps, there is no convection in column 8. Temperature profile ensembles at the third time step in SGCM C8 display a distribution (Fig. 7a ) similar to that of later time steps (Fig. 7c) . This is because, although there is no convection in column 8 during the first three steps, there is convection in other columns. As we have explained earlier, as long as there is convection, the relationship between parameter and model states is established. And this relationship, as a signal for parameter estimation, is transferred to other columns, including column 8, with the help of the large-scale feedback, which is briefly represented by advection in our study. Therefore, when observations of this column are used for parameter estimation, there is still signal in the parameter-state covariance. The parameter estimation with large-scale feedback thus becomes signal dominant even without local convection. On the contrary, in SSCM C8 , the surrounding model states are prescribed with observations; therefore, the surrounding information is the same for all members. In this case, there is no local convection, which leads to no convective adjustment, and the advection adjustment is the same for all members, so the temperature profiles of column 8 are all the same for all the members (Fig. 7b) , leaving a zero parameter-state covariance. Therefore, there is no signal in the parameter estimation at all. This is also why the profiles remain the same as the initial condition. The profile ensemble is also examined at the onehundreth time step, before which there are several convection occurrences. The temperature ensemble in SGCM (Fig. 7c ) displays a relatively larger sensitivity, which indicates stronger model response to this parameter, while that in SSCM (Fig. 7d) response, indicating a less signal-dominant estimation of the parameter-state relationship. From the above analysis, we can see that, because of the presence of the large-scale feedback, the parameter-state relationship in SGCM is better defined, which consequently leads to a more stable and efficient parameter estimation.
This experiment also indicates that, although in order to estimate cumulus convection parameters, observations of convectively active regions with abundant convection information are more helpful in incorporating more convection signals. With the help of the large-scale feedback, observations of convectively inactive regions can be used to constrain convection parameters. In a GCM, the observations of convectively inactive regions can still be useful because the large scales help transfer the response of the model to the parameter to convectively inactive regions so that the observations without much convection may still be used for estimation of convection parameters. However, the convection frequency in the observations is much more important in an SCM when the large-scale feedback is turned off. Parameter estimation could likely fail if observations of convectively inactive regions are used.
b. Simultaneous multiple-parameter estimation
In reality, where the truth parameter values are never known, it is difficult to attribute the model bias to one single parameter. Instead, a set of parameters is usually estimated to help the model best fit observations (Aksoy et al. 2006b; Tong and Xue 2008b; Schirber et al. 2013; Liu et al. 2014a,b) . However, because of the compensative effect among multiple parameters (Tong and Xue 2008b; Zhang 2011b) , the solution of this optimal set of parameters that minimizes the error from observations may not be unique. And the estimated parameter set that matches the observations quite well may lead to other problems (Golaz et al. 2013) . Therefore, it is necessary to examine the ability of one estimation system to find out the true set of parameters under the multiple-parameter estimation setting. The performances of multiple-parameter estimation in SSCM and SGCM are also compared in Fig. 8 , with the same observations described in the last section.
1) Regardless of the observation locations, estimations
in SGCM C3 (red lines) and SGCM C8 (pink lines) are generally able to converge to the truth when estimating all parameters simultaneously. And the simultaneous-parameter estimation does not significantly degrade the estimation in the SGCM configuration, which is consistent with the study of Schirber et al. (2013) . This is understandable in this case by recognizing the fact that the four parameters have different sensitivities and correlations with state variables. As we have seen from Fig. 6 , a is the most sensitive parameter. Also, a has very high correlation with the model temperature (Fig. 9a, dashed-dotted line) . At each analysis step, parameter a is first corrected, and the uncertainty of this parameter is greatly reduced. After that, the parameter that is the second most sensitive (E y ) and has the second highest correlation (E y for temperature; Fig. 9a ) is corrected, and uncertainty of this parameter is also reduced. This process goes on and on until the least sensitive parameter is corrected. It is noted that, when estimating multiple parameters simultaneously, because of the multimode parameter-model state probability distribution and the compensation effect between parameters, it is possible that other optimal solutions exist other than the truth solution. In our perfect model twin-experiment framework, we assume that the ability to retrieve the truth solution in a certain sense guarantees the ability to retrieve most of the truth model behaviors while helping minimize the analysis error of model states. 2) In this simultaneous-parameter estimation case, the SSCM generates greater error than in the singleparameter estimation experiment, except for a in the SSCM C8 (Fig. 8) , and it takes much longer for parameters to converge. This is because, when multiple parameters are biased and perturbed, the degree of freedom becomes higher, and the sensitivity of the truth model is increased. But since the sensitivity is underestimated by the SSCM, constraints of the advection from the ''correct'' observation may overwhelm the sensitivity caused by less sensitive parameters. Compensating effect in the moisture between the precipitation efficiency and the evaporation efficiency becomes significant so that for each model configuration the deviations of the estimated parameter value from the truth value for E d and E y are opposite.
It is noticed that, in parameter estimation with the SGCM, the compensation effect seems to have little negative influence on estimation results. However, parameter estimation is generally degraded in the SSCM. It is possible that, when the neighboring constraints prevent parameter-induced uncertainty from accumulating, the compensation effect becomes more important so that the estimations for less sensitive parameters are degraded.
Parameter estimation in a biased-model context
In reality, there are many parameters related to other physical processes that can significantly influence the model climate and are not corrected. And the climate drift in the GCM is caused not by a single parameter, but by a combination of the effects of all biased parameters. These types of unknown parameter biases can be referred to as ''hidden biases.'' When confronting hidden bias, parameter estimation is carried out under a biasedmodel context within a biased model in which the compensation effect between different parameter biases exists (Schirber et al. 2013; Tong and Xue 2008b; Aksoy et al. 2006b; Tong and Xue 2008b; Zhang 2011b) . Under the influence of compensation, parameter estimation is confronted with mainly two questions. First, with the hidden bias, are we able to find out the truth value of one known erroneously set parameter? This is very difficult but possible if the physical process controlled by this known biased parameter is largely irrelevant to that of the hidden bias. Second, are we able to find the optimal values for one or several parameters FIG. 9 . The correlation between parameter values and state variables: (a) for temperature and (b) for specific humidity. The solid black line corresponds to the radiative cooling rate, and the solid (dashed, dashed-dotted, and dotted) gray lines correspond to M b (E d , a, and E y ). This correlation is calculated by perturbing the parameter with 1000 random noises of Gaussian distribution of N(0, s), where s is 10% of the default value of the parameter, and then running the model for 1000 time steps and calculating the correlation between parameters and state variables.
that can compensate for the error caused by the hidden bias? This is more applicable but could be very dangerous because the compensating parameters and the hidden bias may belong to different physical processes. As such, using one to compensate the other may result in serious side effects in other physical quantities that are not considered in the cost function in the parameter estimation. For example, if we tend to minimize the error in temperature and moisture by estimating the cloud parameter to compensate for hidden radiation bias, a large error may emerge in precipitation, and the profiles of the temperature and moisture may become very unrealistic. In our study, we try to estimate cumulus convection parameters with the hidden bias in radiation. The biased model is set by adding a 10% cooling bias to the radiative cooling rate R. A forecast is made with the biased radiative cooling rate and the estimated cumulus convection parameters after the estimations converge. The climatology of state variables (temperature and moisture) is compared with the truth to determine estimation quality.
a. Single-parameter estimation in a biased model
The most sensitive convection parameter, a (see Fig. 6c ), is chosen for a single-parameter estimation experiment. The estimation is conducted with the SGCM C3 , SGCM C8 , SSCM C3 , and SSCM C8 model configurations to explore the influence of large-scale feedbacks as well as the importance of convection density in observations. The estimated a converges to values different from the truth in different model configurations (Fig. 10) . Nevertheless, in all configurations, estimated a values are significantly higher than the truth value of 0.5. This is reasonable because, on one hand, the radiative cooling parameter and a have a strong opposite correlation with modeled temperature (Fig. 9a) . In the biased model, when a larger radiative cooling rate is used, the temperature is reduced. To compensate for this cooling effect, larger a should be applied to increase the temperature. Physically, when a is increased, the entrainment rate is reduced (Pan and Wu 1995) . By entraining in less cold air from the outside environment and diluting the buoyancy of the cloud, the mixing between the inside cumulus cloud and outside environment is reduced, which helps maintain high temperature in the convection column (Simpson 1971; Rooy et al. 2013) . On the other hand, the larger radiative cooling rate bias causes the atmosphere to be more unstable, while the estimated higher a value leads to less entrainment, which results in a more stable atmosphere.
A forecast with the a-optimized, hidden-radiationbias-presented SGCM is conducted to verify the compensation effect of a to the hidden radiation bias. The comparison of the climatology error (forecast truth) of state variables of the SGCM C3 , SSCM C3 , SGCM C8 , and SSCM C8 is shown in Fig. 11 . First, the SGCM method gives better climatology than the SSCM, whatever observations are used. This is because, in the SGCM configuration, the relationship between parameters and state variables is fully resolved. Second, the temperature in SGCM C3 and SSCM C3 has a cold bias, while that in SGCM C8 and SSCM C8 has a warm bias. Radiation cools the atmosphere, while convection heats the atmosphere. There is more convection around column 3, where convection helps mitigate a large portion of the radiation-bias-induced cooling, thus making the temperature increment Dy o k,i in Eq. (7) smaller when doing data assimilation, which leads to a smaller parameter increment Du u m,i in Eq. (8). Therefore, a estimated with the SGCM C3 and SSCM C3 (SGCM C8 and SSCM C8 ) is smaller (larger), and the entrainment in the SGCM C3 and SSCM C3 (SGCM C8 and SSCM C8 ) is larger (smaller), which leads to relatively lower (higher) temperature and lower (higher) moisture. With higher values of parameter a, the moisture is increased in all model configurations as a result of less dilution of the dry air through entrainment. However, regardless of the error in temperature and moisture, the precipitation is increased in all estimation schemes (not shown) because the radiative cooling bias leads to a less stable atmosphere.
From the above experiment results, we get a conceptual idea that a single-parameter estimation (chosen from a decent sensitivity study) may compensate, to some extent, the hidden bias in a GCM. It is better to be cautious interpreting the result because the estimated parameter is from different physical processes. The result not only depends on model configurations (SGCM FIG. 10 . Single-parameter estimation under the biased-radiation model regime. In this experiment, the biased model is constructed by adding a 10% bias on the radiative cooling rate. Parameter a is used for the single-parameter estimation.
or SSCM) and observation locations (columns 2-4 or columns 7-9) but is also closely related to the physical processes. In addition, this compensation could be dangerous because errors may emerge in other quantities that are not considered in the cost function of parameter estimation. Parameter estimation and forecast with a biased model for the other three parameters are less obvious, but with similar mechanism. In more realistic models, this compensation does happen occasionally (Golaz et al. 2013) . It might help improve the desired performance but could result in larger bias in other model aspects. This remains a very tough issue in current parameter estimation in various models. And it is also the reason why it is even more difficult to tune model parameters manually.
b. Simultaneous-parameter estimation in the biased model
A final experiment is made to find a set of harmonious parameters to compensate for the hidden bias in the biased model. The biased model is the same as that in the single-parameter estimation introduced in the last section. The four suspicious cumulus convection parameters (Table 1) are estimated simultaneously. All four parameters converge to certain values for the SGCM C3 , SGCM C8 , and SSCM C3 (Fig. 12) and a tend to go beyond the valid range and stay at the boundary after about 2000 days. This is because, in a biased-model context, when we try to use convection parameters to compensate for the hidden radiative bias with the observations of convectively inactive regions, the ensemble-estimated parameter-state error covariance may be contaminated with noises. This is not a big problem for SGCM C8 because the large-scale feedback helps transfer the parameter uncertainties from convectively active regions to convectively inactive regions. However, in SSCM C8 , this large-scale feedback is missing, and the ensemble-estimated covariance becomes more noisy, leaving little signal for parameter estimation. For the SGCM C3 , SGCM C8 , and SSCM C3 , the most significant compensation comes from parameter a, with estimated values higher than those in the perfect model (Fig. 12c) experiment in model configurations of SGCM C3 , SGCM C8 , and SSCM C3 , since a is the most sensitive parameter (Fig. 6c) and has the most robust relationship with temperature (Fig. 9a) , as discussed in the previous section. To examine the estimation, forecasts for the SGCM C3 , SGCM C8 , and SSCM C3 are also made with the converged parameter values. Generally, compared with the single-parameter estimation case, the error of the climatological temperature and moisture is reduced (Fig. 13) , except for temperature in the SSCM C3 (Fig. 13c) . The improvement in moisture is likely due to the inclusion of the moisture-related evaporation parameter E y , which maintains a high correlation with moisture in the lower atmosphere (Fig. 9b) . The cold biases in the SGCM C3 and SSCM C3 are more obvious, and the warm bias in SGCM C8 is less obvious. The estimated a is actually larger (smaller) in the SSCM C3 and SGCM C3 (SGCM C8 ), indicating that the inclusion of the other three parameters may have a cooling effect on the whole system. In conclusion, finding a set of coherent parameters to compensate for the hidden bias may help improve the overall climatology but remains challenging because of the complexity of the relationship between parameter biases (Posselt and Bishop 2012; Posselt et al. 2014 ).
Conclusions and discussion
A multiple-column atmospheric model is designed that links convective columns together by the advection to form a simplified general circulation model (SGCM). When the feedback between convective columns and large scales is turned off, the model degrades to a simplified single-column model (SSCM). With two model configurations (SGCM and SSCM), the role of largescale feedbacks on cumulus convection parameter estimation is explored under different practical conditions. We examined the impacts of observational locations (at convectively active and inactive regions), estimation configurations (single-and multiple-parameter estimations), and model error regimes (perfect-and biased-model contexts). Results show that including the large-scale feedback is important in tuning parameters in cumulus convection parameterization for climate modeling because of its role in transferring convection information into large-scale impact. This is realized by enhancing the signal-to-noise ratio in the statistical representation of the relationship between convection parameters and state variables. In ensemblebased parameter estimation, this statistics representation refers to the error covariance represented by the ensemble. This role of large-scale feedbacks could be even more important for more complex and realistic situations.
Robust convection parameter estimation is crucial for improving climate simulation by reducing model biases because it helps improve representation of the physical process and thus reduces model errors. In addition, it is expected that significant climate phenomena, such as ENSO and monsoons, could be better predicted when convection parameters are optimally estimated. With greater efforts to optimize physical parameters in GCMs with the real observing system, climate simulation and prediction is expected to be progressively advanced.
Because of the difficulty in separating local convection and large-scale feedbacks and the challenge of estimating convection parameters in a GCM (Schirber et al. 2013) , the simple column-based model with the simplest representation of large-scale feedbacks is first used to explore the influence of the large-scale feedback in estimating convection parameters. Although this preliminary research has provided promising results in cumulus convection parameter estimation, more work needs to be done in the future. Most importantly, more realistic models with more realistic large-scale feedbacks should be involved. The largescale feedback in this research is simply represented by the temperature and moisture gradients in the advection term. However, in more realistic models, the local convection not only affects other locations through gradients in the advection but also modifies the wind field, radiation, precipitation, and cloud effect, thus influencing the energy budget of the Earth system (Gupta et al. 2013) , and changes the pattern of large-scale flows. Besides, in more realistic models, the physical processes would be more complete. For example, the large-scale cloud precipitation and the radiation response to the cloud would be included. With more realistic large-scale feedback and more complete physical processes, the model would have more complex sensitivities to the uncertainty of convection parameters. One would naturally expect a FIG. 13 . As in Fig. 11 , but for the simultaneous multiple-parameter estimation. more important role of large-scale feedbacks in convection parameter estimation.
Second, in this research, to make the large-scale feedback easily turned on or off, the surface pressure, boundary SST, radiative cooling, and wind profiles are fixed. However, in the real world and in more realistic models, these physical quantities are constantly interacting with each other, bringing in more variability and complexity. When more variables and physical processes are included in the model, we would have more options for observation systems. For data assimilation and parameter estimation with real observations, the selection of observations becomes quite important. In the real world, there are not sufficient observations of temperature and moisture profiles, especially in ocean and desert regions. Top-of-the-atmosphere radiative fluxes are potentially a better choice for their wide coverage, high resolution, and frequency. However, recent studies reveal that the relationship between observations and cloud parameters in the convection parameterization scheme is very complicated, so the selection of observations may influence the quality of data assimilation and parameter estimation (Posselt and Vukicevic 2010; Posselt and Bishop 2012; Posselt et al. 2014; van-Lier-Walqui et al. 2012 .
In more realistic models, the influence of the occurrence of convection on parameter estimation may become very important. In our simple model with fixed radiation, wind shear, and boundary heating, the convection occurs very frequently. Therefore, the parameter-state relationship is relatively robust. However, in the real GCM, where the convection is more sparse and rare, the lower occurrence of convection may lead to a seasonal variability of the convergence of the parameter estimation: for summer, when there are more convective events and more convection observations, the estimation could be more signal dominant, whereas for winter the estimation could be more noise dominant. If future study does show such seasonal variability, the role of the large-scale feedback could become more crucial because large-scale feedback helps transfer parameter-state relationships from convectively active regions to other areas and helps preserve the convective signal. However, how much the large-scale would contribute also depends on the complexity and nonlinearity of the large-scale feedback. It is also noted that, although our study showed promising results using observations of convectively inactive regions to estimate parameters in the cumulus convection parameterization schemes in a GCM where large-scale feedbacks are included, given that the parameter would have strong influence on global climatology, it still needs to be tested in more realistic models where more physical processes and complexities are included.
