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Abstract
Given a finite set of closed rational points of affine space over a field, we give a Gro¨bner basis for the lexicographic ordering
of the ideal of polynomials which vanish at all given points. Our method is an alternative to the Buchberger–Mo¨ller algorithm,
but in contrast to that, we determine the set of leading terms of the ideal without solving any linear equation but by induction
over the dimension of affine space. The elements of the Gro¨bner basis are also computed by induction over the dimension, using
one-dimensional interpolation of coefficients of certain polynomials.
c© 2007 Elsevier B.V. All rights reserved.
MSC: 13P10; 14Q99; 14Q20; 14R10
1. Introduction
Let k be a field. Consider the affine space An over k. Suppose we are given a finite set A of closed k-rational points
of An , i.e. each a ∈ An is given by coordinates a = (a1, . . . , an) ∈ kn . Our aim is to find a Gro¨bner basis of the ideal
I (A) = { f ∈ k[X ]; ∀a ∈ A : f (a) = 0}
in k[X ], where we write X = (X1, . . . , Xn) for brevity’s sake. We will use the lexicographical ordering on k[X ],
where X1 < X2 < · · · < Xn and give our Gro¨bner basis solely for this particular ordering.
There exists an algorithm that provides a complete solution to this problem, to wit, the Buchberger–Mo¨ller
algorithm. It first appeared in [1] and was subsequently generalised in [2] to apply to k[X ]-modules and k[X ]-
submodules instead of k[X ] and the ideals within. The Buchberger–Mo¨ller algorithm treats the problem of finding
a Gro¨bner basis of I (A) in a more general way than the present article does, since already the original article [1]
makes no restriction on the term ordering on k[X ] for which the Gro¨bner basis is constructed. However, our
answer for the special case of lexicographical ordering will be in a way more transparent than that provided by the
Buchberger–Mo¨ller algorithm. In particular, we will explicitly know the set of leading terms of elements of I from the
relative position of the elements of A. As our construction in its complete form is rather involved, it is recommendable
to first illustrate the idea of the method by looking at a few examples.
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First, let us take A = {(1, 0), (1, 2), (3, 1), (3, 4)}. It is easy to write down one element of I (A):
f1 = (X1 − 1)(X1 − 3) = X21 − 4X1 + 3 ∈ I (A).
In fact, for writing down this polynomial, we project the elements of A to A1 by means of p1 : (a1, a2) 7→ a1 and
then consider the ideal I (p1(A)) in k[X1], whose Gro¨bner basis is trivial to compute.
Next, we might also try this for the projection p2 instead of p1. But this would substantially change the situation,
as #p2(A) = 4, whereas #p1(A) = 2. Here is a better idea. The two polynomials
g = X2(X2 − 2) = X22 − 2X2
and
h = (X2 − 1)(X2 − 4) = X22 − 5X2 + 4
do not lie in I (A), but at least g vanishes on p−11 (1)∩ A and h on p−11 (3)∩ A. Therefore, let us modify the coefficients
of g and h in such a way that the result, call it f2, will vanish at all elements of A. This can also be done by applying
a familiar technique from the one-dimensional case. We simply replace each coefficient of g ∈ k[X2], respectively of
h ∈ k[X2], by the polynomial in k[X1] that interpolates the coefficient of g and the corresponding coefficient of h. In
other words, we use the characteristic polynomials









of 1 ∈ {1, 3} and 3 ∈ {1, 3}, respectively, to define
f2 = χ1g + χ2h ∈ k[X1, X2].
Then f2 clearly lies in I (A). Since χ1 + χ2 = 1, the leading term of f2 is X22 . The lower terms of f2 are k-multiples
of X1X2, X2, X1 and 1, respectively. The leading term of fi in particular divides none of the nonleading terms of f j ,
for i, j ∈ {1, 2}. Therefore, ( f1, f2) is a Gro¨bner basis of I (A). (This reasoning is standard in the theory of Gro¨bner
bases [3,4] and will henceforth be used without explicit mention.)
Fig. 1. The elements of A and the exponents of I (A).
The left picture in Fig. 1 shows A ⊆ A2. The right picture shows those elements of N20 that occur as exponents
of the leading terms of elements of I (A). (N0 always denotes the set of natural numbers, including 0.) Each of these
elements is marked by a solid circle. Note that (as an additive submonoid of N20) this set is spanned by (2, 0) and
(0, 2), the exponents of f1 and f2 respectively.
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At this point a comment on the set in the right picture of Fig. 1 may be in order. What we will be working
with is actually not the set of those elements of N20 that occur as exponents of leading terms of elements of I (A)
but rather its complement in Nn0 , call it D(A). In the relevant literature, this set is often referred to as the set of
exponents of standard monomials of I (A). In the above picture, the elements of D(A) are marked by blank circles.
We have built-up the polynomial f2 by looking at p
−1
1 (1) ∩ A and p−11 (3) ∩ A. We understand these two sets
as subsets of A1 by means of the projection p2 : (a1, a2) 7→ a2. This leads to the subsets D(p−11 (1) ∩ A) and
D(p−11 (3) ∩ A) of N0 (analogously defined as D(A)). In our example, it becomes evident from g and h, respectively,
that D(p−11 (1) ∩ A) = D(p−11 (3) ∩ A) = {(0, 0), (0, 1)}, where we again understand A1 as being embedded into A2
via a 7→ (0, a). One key result of the present article is that D(A) is built-up from the two blocks D(p−11 (1) ∩ A) and
D(p−11 (3) ∩ A) in a quite intuitive way, as shown in Fig. 2. This will be given a precise definition in Section 4.
Fig. 2. D(p−11 (1) ∩ A) and D(p−11 (3) ∩ A) together form D(A).
Let us consider a second example. Take A′ = {(1, 0), (1, 2), (2, 3), (3, 1), (3, 4)} = A ∪ {(2, 3)}. Again, the first
element of I (A′) is easy to write.
f1 = (X1 − 1)(X1 − 2)(X1 − 3) = X31 − 6X21 + 11X1 − 6 ∈ I (A′).
For imitating the construction of f2, we first take the three polynomials
g = X2(X2 − 2) = X22 − 2X2,
h = (X2 − 1)(X2 − 4) = X22 − 5X2 + 4
and
i = (X2 − 3)(X2 + 3) = X22 − 9,
where g and h vanish on the same subsets of A′ as before, and i vanishes on p−11 (2)∩ A′. (We will presently see why
i = X2 − 3 would not be a good choice.) Now we need
χ1 = (X1 − 2)(X1 − 3)
(1− 2)(1− 3) =
1
2
(X21 − 5X1 + 6),
χ2 = (X1 − 1)(X1 − 3)
(2− 1)(2− 3) = −(X
2
1 − 4X1 + 3)
and
χ3 = (X1 − 1)(X1 − 2)
(3− 1)(3− 2) =
1
2
(X21 − 3X1 + 2),
the characteristic polynomials of 1, 2 and 3 ∈ {1, 2, 3}, respectively. We define
f2 = χ1g + χ3h + χ2i.
The leading term of f2 is X22 , and the lower terms of f2 are k-multiples of X
2
1X2, X1X2, X2, X
2
1 , X1 and 1, respectively.
As before, the pair ( f1, f2) is a Gro¨bner basis of the ideal they generate. But the dimension of k[X ]/( f1, f2) as a k-
vector space is 6, whereas the dimension of k[X ]/I (A′) is 5 (by the Chinese Remainder Theorem, since #A′ = 5).
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Therefore, the ideal ( f1, f2) is smaller than I (A′). The reason for this should appear from the polynomial i itself.
In fact, it is necessary to have a polynomial i that vanishes on p−11 (2)∩ A′, whose leading term equals X22 . Only in this
way can we guarantee that the leading term of f2 = χ1 f +χ3g+χ2i is X22 . We defined i = (X2−3)(X2+3), which
is of the desired shape – but unfortunately, it does not vanish at 3 alone. Its other zero is −3, so ( f1, f2) is a Gro¨bner
basis of I (A′′), where A′′ = A∪ {(2,−3)}. Defining i = (X2− 3)2 would not improve things, since the dimension of
k[X ]/( f1, f2) is also 6 when this input is used. (The reader will understand why we have taken i = (X2− 3)(X2+ 3)
and nothing else of the same kind after Section 5.)
The way out is as follows: Set
f3 = (X1 − 1)(X1 − 3)(X2 − 3).
This polynomial also lies in I (A′). The leading term of f3 is X21X2, and its lower terms are k-multiples of X1X2, X2,
X21 , X1 and 1, respectively. Therefore, the linear combination f2 − c f3, where c = 4 is the coefficient of X21X2 in
f2, lies in I (A′) as well, but this polynomial has X22 as its leading term and k-multiples of X1X2, X2, X21 , X1 and
1, respectively, as lower terms. Therefore, the k-dimension of k[X ]/( f1, f2, f3) is 5, hence ( f1, f2 − c f3, f3) is a
Gro¨bner basis of I (A′).
Fig. 3. The elements of A′ and the exponents of I (A′).
The left picture in Fig. 3 shows A′ ⊆ A2. The right picture shows those elements of N20 that occur as exponents
of leading terms of elements of I (A′). Fig. 4 displays the way in which D(A′) is built-up from the three blocks
D(p−11 (1) ∩ A′), D(p−11 (2) ∩ A′) and D(p−11 (3) ∩ A′). Note that unlike in the first example we do not simply stick
the three blocks next to each other here.
Fig. 4. D(p−11 (1) ∩ A′), D(p−11 (2) ∩ A′) and D(p−11 (3) ∩ A′) together form D(A′).
The ideas presented here can be generalised to arbitrary dimension n and to arbitrary A ⊆ An . We can sum-up the
ideas as follows.
• We construct the Gro¨bner basis of I (A) by induction over n.
• The set D(A) of exponents of standard monomials of I (A) (i.e., those elements of Nn0 which do not occur as
exponents of leading terms of elements of I (A)) is built-up from the sets D(p−11 (a1) ∩ A) ⊆ Nn−10 (analogous
definition), where a1 runs through p1(A). (We will explain the way this is done in Sections 3 and 4.)
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• Assuming the induction hypothesis to hold true, we construct polynomials whose leading terms have exponents
in Nn−10 − D(p−11 (a1) ∩ A), whose nonleading terms have exponents in D(p−11 (a1) ∩ A), and which vanish on
p−11 (a1) ∩ A. (This will be the content of the corollary to Theorem 9 in Section 6.)
• These polynomials, along with one-dimensional interpolation, yield a collection of elements of I (A). (This
collection will be constructed in Section 5.) It does not form a Gro¨bner basis of I (A), unlike suitable linear
combinations of elements of this collection. (This will be shown in the course of the proof of Theorem 9 in
Section 6.)
Finally, in Section 8, we will compare our construction of the Gro¨bner basis of I (A) to the original method —
namely, the Buchberger–Mo¨ller algorithm, and in Section 9, we will compare our ideas with related ideas that appeared
in the literature.
2. Notations
We frequently use the projections
pi : A → k
(a1, . . . , an) 7→ ai
and
p̂i : A → kn−1
(a1, . . . , an) 7→ (a1, . . . , ai−1, ai+1, . . . , an) (1)
and will always write âi = p̂i (a) for the sake of brevity.
As suggested in Section 1, we frequently shift between the use of monomials Xβ ∈ k[X ] and the use of only their
exponents β ∈ Nn0 via the equality X i = X ei , where ei = (0, . . . , 0, 1, 0, . . . , 0), the 1 situated at the i th position. In
particular, we use the following collection of subsets of Nn0 .
Definition 1. Let Dn be the set of all finite sets D ⊆ Nn0 such that whenever d lies in D and di 6= 0, then d − ei also
lies in D. For D ∈ Dn , we define its limiting set E(D) to be the set of all β ∈ Nn0 − D such that whenever βi 6= 0,
then β − ei ∈ D.
Other characterisations of E(D) are the following: E(D) is the minimal subset M ⊆ Nn0 which generates Nn0 − D as
an additive submonoid of Nn0 , or else: E(D) is the minimal subset M ⊆ Nn0 satisfying ∪β∈M (β + Nn0) = Nn0 − D.
Fig. 5. An element of D2 and its limiting set.
In Fig. 5, the elements of some D ∈ D2 are marked with blank circles, and the elements of E(D) are marked with
solid circles.
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Fig. 6. Embedding an element of D2 into D3.
We can embed Dn−1 into Dn by mapping each d = (d1, . . . , dn−1) ∈ D to d = (0, d1, . . . , dn−1) and conversely
understand some D ∈ Dn such that p1(D) = {0} lie in Dn−1. The picture the reader should have in mind is the
identification of the two sets as displayed in Fig. 6.
That is, we embed the set D ⊆ Nn−10 into the coordinate hyperplane in Nn0 given by the vanishing of the first
coordinate. Note that in the transition from understanding D to lie in Nn−10 to understanding D to lie in N
n
0 , the
limiting set E(D) will increase by one element. If the limiting set of D ⊆ Nn−10 is the set {(λ(i)1 , . . . λ(i)n−1); i ∈ I },
then the limiting set of D ⊆ Nn0 is the set {(0, λ(i)1 , . . . , λ(i)n−1); i ∈ I } ∪ {(1, 0, . . . , 0)}. Fig. 6 illustrates this.
Conversely, a set D ⊆ Nn0 such that p1(D) = {0} is a subset of the coordinate hyperplane given by the vanishing
of the first coordinate. This hyperplane is simply Nn−10 , hence the identification D ∈ Dn−1. Under this identification,
the limiting set of D is shrunk – the limiting element (1, 0, . . . , 0) is removed.
This identification will become particularly important for our forthcoming induction over n.
Also for D ∈ Dn , the projections
pi : D → N0
and
p̂i : D → Nn−10
(defined by the same formulas as above) will be used frequently. As there is no danger of confusion, we do not use
different names for the projections defined on A and on some D ∈ Dn .
In fact, the only projections explicitly needed will be p1 and p̂1. Therefore, we write p instead of p1 and â instead
of p̂1(a). However, we will not replace a1 = p(a) by any shorter notation.
A reader acquainted with the theory of Gro¨bner bases will of course immediately see the importance of Dn in the
present context, but some words about the interpretation of Dn in terms of ideals of k[X ] may still be in order. Take a
D ⊆ Nn0 and look at its complement C = Nn0 − D. Then D lies in Dn if and only if, c ∈ C implies c + ei ∈ C for
all c ∈ Nn0 and for all i ∈ {1, . . . , n}. Therefore, we can understand C to be the set of exponents of leading terms of
some ideal J of k[X ]. Let, for example, J be the ideal generated by Xβ , where β runs through E(D). More generally,
J may be assumed to be the ideal generated by a set of polynomials fβ , where β runs through E(D), such that the
leading term of fβ is Xβ and the fβ are a Gro¨bner basis of the ideal they generate.
Hence, given an ideal J , the set D is an important invariant of J , which is linked to its reduced Gro¨bner basis.
Furthermore, the finiteness of D is equivalent to k[X ]/J being a finite-dimensional k-vector space (or, J being a zero-
dimensional ideal). (Note that k[X ]/I (A) is a finite-dimensional k-vector space by the Chinese Remainder Theorem.)
Therefore, the set D(A) attached to I (A) lies in Dn . Surprisingly, the apparition of D(A) can be perceived simply by
looking at the relative position of the elements of A. The following two sections will deal with this.
1122 M. Lederer / Journal of Pure and Applied Algebra 212 (2008) 1116–1133
3. An addition map onDn
We first need a few lemmata.
Lemma 2. Let D ∈ Dn . Then for all d ∈ D, d1 < # p̂−1(d̂) ∩ D.
Proof. If d ∈ D, then also all d − `e1 ∈ D for all ` ∈ {0, . . . , d1}. 
Of course, an analogous result holds for all i ∈ {1, . . . , n}, not only for i = 1. Note that this gives the following
characterisation of the limiting set of D: α ∈ E(D) if and only if, αi = #( p̂i )−1(̂αi ) ∩ D for all i ∈ {1, . . . , n}.
Lemma 3. If D ∈ Dn , then p̂(D) ∈ Dn−1.
Proof. Take d ∈ D with di 6= 0. Then d − ei ∈ D, hence d̂ − êi = d̂ − ei ∈ p̂(D). 
Lemma 4. Let D ∈ Dn and d ∈ D such that di 6= 0, where i 6= 1. Then # p̂−1(d̂) ∩ D ≤ # p̂−1(d̂ − ei ) ∩ D. 
Proof. Define β ∈ Nn0 by setting β̂ = d̂ and β1 = # p̂−1(d̂)∩D−1. Then by Lemma 2, β ∈ D, hence also β−ei ∈ D,
and hence also β − ei − `e1 ∈ D for all ` ∈ {0, . . . , β1}. 
The first cornerstone of our method is the following operation on Dn .
Definition 5. For D and D′ in Dn , define D + D′ to be the set of all d ∈ Nn0 such that d̂ ∈ p̂(D) ∪ p̂(D′) and
d1 < # p̂−1(d̂) ∩ D + # p̂−1(d̂) ∩ D′.
To get a visual impression of what + does, look at the example shown in Fig. 7. What is depicted there generalises
to arbitrary D and D′ in arbitrary dimension n and can be described as follows. Draw a coordinate system of Nn0 and
insert D. Place a translate of D′ somewhere on the 1-axis. The translate has to be sufficiently far out, so that D and
the translate of D′ do not intersect. Then take the elements of the translate of D′ and drop them down along the 1-axis
until they lie on top of an element of D, just as in the popular game Connect4, which might be known to one reader
or the other. The result is D + D′.
Fig. 7. Addition on D2.
We will make use of the fact that p̂(D + D′) = p̂(D) ∪ p̂(D′) = p̂(D ∪ D′) and that # p̂−1(d̂) ∩ (D + D′) =
# p̂−1(d̂) ∩ D + # p̂−1(d̂) ∩ D′ for all d̂ ∈ Nn−10 . Both are immediate consequences of the definition.
Proposition 6. Let D, D′ and D′′ ∈ Dn . Then
(a) D + D′ = D′ + D,
(b) (D + D′)+ D′′ = D + (D′ + D′′),
(c) D + D′ ∈ Dn ,
(d) #(D + D′) = #D + #D′.
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Proof. (a) This is clear.
(b) The first set consists of those d ∈ Nn0 for which d̂ ∈ p̂(D + D′) ∪ p̂(D′′) and d1 < # p̂−1(d̂) ∩ (D + D′) +
# p̂−1(d̂) ∩ D′′, which is the same as saying that d̂ ∈ p̂(D ∪ D′ ∪ D′′) and d1 < # p̂−1(d̂) ∩ D + # p̂−1(d̂) ∩ D′ +
# p̂−1(d̂) ∩ D′′. In the same way, we can rewrite the conditions for d to lie in the second set.
(c) We have to show that for all d ∈ D + D′ and for all i ∈ {1, . . . , n}, if di 6= 0 then d − ei ∈ D + D′.
First let us look at i = 1 and d1 6= 0. Then d̂ − e1 = d̂ ∈ p̂(D) ∪ p̂(D′) and (d − e1)1 = d1 − 1 <
# p̂−1(d̂) ∩ D + # p̂−1(d̂) ∩ D′, thus indeed d − e1 ∈ D + D′.
Now take i 6= 1 and di 6= 0. Due to symmetry, it suffices to consider the case where d̂ ∈ p̂(D). By Lemma 3, we
have d̂ − ei = d̂ − êi ∈ p̂(D) ⊆ p̂(D) ∪ p̂(D′), and by Lemma 4, we have # p̂−1(d̂) ∩ D ≤ # p̂−1(d̂ − ei ) ∩ D. If
we also have d̂ ∈ p̂(D′), we analogously get # p̂−1(d̂) ∩ D′ ≤ # p̂−1(d̂ − ei ) ∩ D′. And if d̂ 6∈ p̂(D′), we simply
have # p̂−1(d̂) ∩ D′ = 0, thus trivially also # p̂−1(d̂) ∩ D′ ≤ # p̂−1(d̂ − ei ) ∩ D′. Subsumming inequalities, we get
(d − ei )1 = d1 < # p̂−1(d̂ − ei ) ∩ D + # p̂−1(d̂ − ei ) ∩ D′, thus indeed d − ei ∈ D + D′.
(d) This is clear from the definition. 
Therefore we can interpret + as an addition map
+ : Dn ×Dn → Dn
(D, D′) 7→ D + D′ (2)
with the empty set as neutral element. In particular, given a finite family (Db)b∈B in Dn , we can form the sum∑
b∈B
Db ∈ Dn .




d ∈ Nn0; d̂ ∈ ∪b∈B p̂(Db), d1 <
∑
b∈B
#( p̂)−1(d̂) ∩ Db
}
.
4. Assigning an element ofDn to the set of points
Definition 7. For A ⊆ An as above, we define D(A) ∈ Dn by induction over n as follows. For n = 1, we set
D(A) = {0, . . . , #A − 1}. To pass from n − 1 to n, we consider, for all a1 ∈ p(A), the set H(a1) = p−1(a1) ∩ A.
We understand H(a1) to be a subset of An−1 via the projection map p̂ : H(a1) → An−1. In this way, D(H(a1)) is
well-defined by the induction hypothesis, and lies in Dn−1. Next, we identify each D(H(a1)) as an element of Dn as





(where the sum stands for the addition defined in the last section), which is a well-defined element of Dn by
Proposition 6.
Note that the induction might also be started at n = 0 by defining D(∗) = {0}, where ∗ stands for the sole point of
A0.
Surely, we could also disentangle the induction by writing D(H(a1)) in terms of D(H(a1, a2)), where H(a1, a2) =
(p1, p2)−1(a1, a2) ∩ A, and so on. But this would not make things more transparent.
From Proposition 6, (d) it follows that #A = #D(A).
Most remarkable feature about this definition is that the set D(A), which we have just defined, really is the set of
exponents of standard monomials of I (A). This will be elaborated upon in the corollary to Theorem 9.
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5. A class of polynomials in I (A)
With this we reach the second cornerstone of our method. For this, we take a closer look at the collection of H(a1),
where a1 runs through p(A), and on the respective building blocks D(H(a1)) of D(A). As before, we understand
H(a1) to be a subset of An−1, by erasing the first coordinate. Therefore, we also consider the polynomial ring k[X̂ ],
where X̂ = (X2, . . . , Xn). (In the language of algebraic geometry, the space we pass to is An−1 = Spec k[X̂ ].)
Claim 8. We assume that for all a1 ∈ p(A), the following holds. For all λ̂ ∈ Nn−10 − D(H(a1)), there exists a
polynomial f̂λ ∈ k[X̂ ] such that
(i) the leading term of f̂λ is X̂
λ̂,
(ii) the exponents of all lower terms of f̂λ lie in D(H(a1)), and
(iii) f̂λ(a) = 0 for all a ∈ H(a1).
This will be proved in the next section.
Given λ ∈ E(D(A)), let us split the set p(A) into two components
S(λ) = {a1 ∈ p(A); λ̂ ∈ D(H(a1))},
T (λ) = p(A)− S(λ).
According to the above assumption, there is a polynomial f̂λ,a1 ∈ k[X̂ ] for all a1 ∈ T (λ) such that (i)–(iii) hold. Write
this polynomial as





where γ̂ runs through the set
Ĝa1 = {γ̂ ∈ D(H(a1)); γ̂ < λ̂}.
We can even let γ̂ run through the larger set
Ĝ = ∪a1∈T (λ) Ĝa1
by simply setting ĉλ,a1,γ̂ = 0 whenever γ̂ ∈ Ĝ − Ĝa1 . Next, we define





χ(T (λ), a1)ĉλ,a1,γ̂ X̂
γ̂ ,
where χ(T (λ), a1) ∈ k[X1] is the characteristic polynomial of a1 ∈ T (λ), i.e.,










Let us state some properties of those polynomials.
• The leading term of θ̂λ is X̂ λ̂. Since λ ∈ E(D(A)), Lemma 2 says that λ1 = #S(λ). Therefore, the leading term of
φλ is Xλ.
• The exponents of all nonleading terms of θλ lie in {0, . . . , #T (λ) − 1} × Ĝ. Therefore, the exponents of the
nonleading terms of φλ lie in the union of {0, . . . , #p(A)− 1} × Ĝ and {0, . . . , #S(λ)− 1} × {̂λ}.
• φλ(a) = 0 for all a ∈ A. In fact, if a1 ∈ S(λ), this is most obvious. Else,








γ̂ = f̂λ,a1(a) = 0.
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So the polynomials φλ really lie in I (A) for all λ ∈ E(D(A)).
For getting an impression on what the polynomials φλ really are, let us compute them for the special case where
A = {(1, 0), (1, 2), (3, 1), (3, 4)}, as was considered in Section 1. The sets we work with are p(A) = {1, 3} ⊆ A1,
furthermore D(A) = {(0, 0), (1, 0), (0, 1), (1, 1)} ⊆ N20, and E(D(A)) = {(2, 0), (0, 2)} ⊆ N20.
For a1 = 1, we get D(H(a1)) = {0, 1} ⊆ N0, and the first few f̂λ are
f2 = X2(X2 − 2),
f3 = X2 f2 + 2 f2 = X32 − 4X2,
f4 = X2 f3 + 4 f2 = X42 − 8X2.
For a1 = 3, we also get D(H(a1)) = {0, 1} ⊆ N0, and the first few f̂λ are
f2 = (X2 − 1)(X2 − 4) = X22 − 5X2 + 4,
f3 = X2 f2 + 5 f2 = X32 − 21X2 + 20,
f4 = X2 f3 + 21 f2 = X42 − 85X2 + 84.
First we consider λ = (2, 0). We find that S(λ) = p(A) and T (λ) = ∅. Therefore,
θ̂λ = X02 = 1,
thus
φλ = (X1 − 1)(X1 − 3).
Now we consider λ = (0, 2). We find that S(λ) = ∅ and T (λ) = p(A). We find that Ĝ = {0, 1} ⊆ N0. Definition of
θ̂λ therefore reads as follows,







The coefficient c2,a1,i is the coefficient of the term X
i
2 in polynomial f2,a1 . Therefore,
θ̂λ = X22 +
[
X1 − 3
1− 3 · (−2)+
X1 − 1
3− 1 · (−5)
]
X2 + X1 − 31− 3 · 0+
X1 − 1
3− 1 · 4,
thus
φλ = θ̂λ = X22 −
3
2
X1X2 − 12 X2 + 2X1 − 2.
This example illustrates that φλ is the generalisation of the idea presented in Section 1, i.e. the idea that we get
elements of I (A) by interpolating coefficients of certain polynomials. If we go through the example A′ = A{(2, 3)} of
Section 1, we find that E(D(A′)) has three elements, one of which, namely, λ = (2, 1) leads to sets S(λ) = {1,−3}
and T (λ) = {2}. It then turns out that in this case,
φλ = (X2 − 3)(X1 − 1)(X1 − 3),
so also here, we get the same objects here as in Section 1.
6. The main result
In what follows, we carry over the lexicographical ordering over from k[X ] to Nn0 . In particular, we have
(1, 0, . . . , 0) < · · · < (0, . . . , 0, 1).
Theorem 9. Let A ⊆ An and D(A) be as above, and let λ ∈ E(D(A)). Then for all β ∈ ∪λ′≤λ(λ′ + Nn0), where λ′
runs through elements of E(D(A)), there exists a polynomial fβ ∈ k[X ] such that
(i) the leading term of fβ is Xβ ,
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(ii) the exponents of all lower terms of fβ lie in Nn0 − ∪λ′≤λ(λ′ + Nn0), and
(iii) fβ(a) = 0 for all a ∈ A.
Before giving the proof, let us state and prove a corollary.
Corollary 10. For all β ∈ Nn0 − D(A), there is a unique fβ ∈ k[X ] such that
(i) the leading term of fβ is Xβ ,
(ii) the exponents of all lower terms of fβ lie in D(A), and
(iii) fβ(a) = 0 for all a ∈ A.
In particular, the collection fβ , β ∈ E(D(A)) is the reduced Gro¨bner basis of I (A).
Proof of Corollary. For the existence of the polynomials fβ as stated in the first part of the corollary, let the Theorem
be applied to the particular case where λ is the maximal element of E(D(A)). This yields, for each β ∈ E(D(A)),
a polynomial fβ such that (i)–(iii) hold. Denote by J the ideal generated by polynomials fβ , where β runs through
E(D(A)). Then clearly, J ⊆ I (A). Denote by C the set of exponents of leading terms of elements of J . Then the set
∪β∈E(D(A))(β + Nn0) is clearly contained in C . Note that the latter union is the complement of D(A) in Nn0 . Consider
C ′ = Nn0 − C . Then, on the one hand, C ′ is contained in D(A), and on the other hand, k[X ]/J is isomorphic as a k-
vector space to the k-span of Xγ , where γ runs through C ′. In particular, the k-dimension of k[X ]/J does not exceed
the size of D(A), which equals the size of A, as was remarked in Section 4. By the Chinese Remainder Theorem, the
k-dimension of k[X ]/I (A) equals the size of A. Hence we have
#A = dim
k
k[X ]/I (A) ≤ dim
k
k[X ]/J ≤ #A,
therefore in fact equality holds, thus J = I (A), and indeed, C ′ = D(A). That is, polynomials fβ , where β runs
through E(D(A)), are a Gro¨bner basis of I (A).
We now prove that even the set { fβ;β ∈ E(D(A))} is a reduced Gro¨bner basis. (Consequence of this is its
uniqueness, as is stated in the corollary.) We have to show that for all β ∈ E(D(A)), no monomial of fβ lies in the
monomial ideal Jβ spanned by the leading terms of fγ , where γ runs through E(D(A)) − {β}. First let p be the
leading term of fβ , thus p = Xβ . Then the assertion follows from the characterisation of E(D(A)) given in Section 2
– E(D(A)) is the smallest subset of Nn0 which generates N
n
0 − D(A) as a submonoid of N0. If p is any nonleading
term of fβ , we argue as follows. Ideal Jβ is clearly generated by Xγ , where γ runs through E(D(A))−{β}. We define
B = Nn0 − ∪γ∈E(D(A))−{β}(γ + Nn0),
then clearly D(A) ⊆ B; and since the exponent of p lies in D(A) by (ii), it also lies in B. This shows that p 6∈ Jβ . 
Proof of Theorem 9. The proof will consist of 3 inductions, the outermost of which goes over n ∈ N, the medial one
over λ ∈ E(D(A)) and the innermost over β ∈ ∪λ′≤λ(λ′ + Nn0). (Whenever a union is taken over λ′ ≤ λ, we mean
that λ′ runs through all elements of E(D(A)) satisfying this inequality.)
So let us start with n = 1. Here, the middle induction consists only of one the induction basis, since E(D(A)) =
{#A}. Therefore, we have to show that for all β ≥ #A, there is a unique polynomial fβ ∈ k[X1] with properties
(i)–(iii).
For β = #A, take fβ = ∏a∈A(X1 − a). This polynomial clearly satisfies properties (i)–(iii). If the statement is
shown for all β ′ < β in #A + N0, we define fβ = X1 fβ−1 − c#A−1 f#A, where c#A−1 is the coefficient of X#A−11 in
f#A. This polynomial also satisfies properties (i)–(iii).
Thus, the statement is proved for n = 1. The rest of the proof is the induction step from n− 1 to n. So let n > 1 be
given. If the Theorem is true for n − 1, its Corollary is true as well. Applying the Corollary to the set H(a1) ⊆ An−1,
we get precisely what we took for an assumption in the previous section. Thus, we are given a collection φλ, for
λ ∈ E(D(A)), in I (A), as constructed in the previous section. We will presently make use of this collection.
First, let λ be the minimal element of E(D(A)). So we have to let β run through all elements of λ+ Nn0 .
Let β be the minimal element of this set, i.e., β = λ. By construction of D(A), we see that λ = (#p(A), 0, . . . , 0).
Thus we may take, analogously to what we have taken above, fβ = ∏a1∈p(A)(X1 − a1) and have properties (i)–(iii)
satisfied.
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Now we take a non-minimal element β ∈ λ+Nn0 and assume that the statement is shown for all β ′ ∈ λ+Nn0 such
that β ′ < β. We show that the statement also holds for β. Since in this case β is not equal to λ, there is an i such that
β ′ = β− ei lies in λ+Nn0 . Clearly β ′ < β; therefore, the statement is true for β ′. Consider the set R, which we define
to be the set of all γ ∈ λ+Nn0 such that γ − ei is the exponent of some nonleading term of fβ ′ . The statement is true
also for all γ ∈ R, since if γ − ei is the exponent of some nonleading term of fβ ′ , then γ − ei < β ′ = β − ei and
therefore γ < β. Now we set
fβ = X i fβ ′ −
∑
γ∈R
cγ fγ , (3)
where cγ is the coefficient of Xγ−ei in fβ ′ . Again, properties (i)–(iii) are satisfied. Thus the statement is shown for all
β ∈ λ+ Nn0 .
Now we assume that the statement is shown for all β ∈ ∪λ′≤λ′′(λ′ + Nn0), where λ′′ is the predecessor of λ in
E(D(A)). We show that the statement is also true for all β ∈ ∪λ′≤λ(λ′ + Nn0). This will complete the proof of the
Theorem.
First we note that the statement is true for all β ∈ ∪λ′≤λ(λ′ + Nn0) such that β < λ. In fact, β even lies in∪λ′≤λ′′(λ′′ + Nn0) (otherwise β ∈ λ + Nn0 and therefore β ≥ λ), which implies that there is an fβ with properties
(i)–(iii). But in (ii), the exponents γ of all lower terms of fβ lie in Nn0 − ∪λ′≤λ′′(λ′ + Nn0). In fact, they even lie in
Nn0 − ∪λ′≤λ(λ′ + Nn0), otherwise γ ∈ λ+ Nn0 , thus β < λ ≤ γ , which is a contradiction.
So we have to show the statement for all β ∈ ∪λ′≤λ(λ′ + Nn0) such that β ≥ λ. The smallest such β is β = λ.
The polynomial φλ constructed in the previous section satisfies properties (i) and (iii) but not property (ii). To remedy
this, we have to get rid of all terms of φλ whose exponents lie in the product G = {0, . . . , #p(A) − 1} × Ĝ and
not in Nn0 − ∪λ′≤λ(λ′ + Nn0). Here, as in the previous paragraph, Ĝ = ∪a1∈T (λ){γ̂ ∈ D(H(a1); γ̂ < λ̂)}. (Note that
we do not have to get rid of those terms of φλ whose exponents lie in {0, . . . , #S(λ) − 1} × {̂λ} since these lie in
N0 − ∪λ′≤λ(λ′ + N0), as follows from the definition of D(A).) Consider the set R, which we now define to be
R = G ∩ (∪λ′≤λ(λ′ + Nn0)).
The statement is shown for all γ ∈ R, since γ̂ < λ̂ implies γ < λ (in the lexicographic ordering). So the polynomial




where cγ is the coefficient of Xγ in φλ, is fine for properties (i)–(iii).
The last step is to assume that the statement is true for all β ′ < β in ∪λ′≤λ(λ′ + Nn0) and to show that it is then
also true for β. Since we have already shown the statement for all β equal to any of the λ′ (which span λ′ + Nn0), we
now consider the complementary case. But in this case, there is an i such that β ′ = β − ei lies in ∪λ′≤λ(λ′ + Nn0).
Therefore β ′ < β, thus the statement is true for β ′. The rest is analogous to what we did above. Define R to be the
set of all γ ∈ ∪λ′≤λ(λ′ + Nn0) such that γ − ei is the exponent of some nonleading term of fβ ′ . Then the statement is
true for all γ ∈ R, as γ − ei < β ′ = β − ei implies γ < β. The polynomial fβ , defined by the same formula as (3),
satisfies properties (i)–(iii). And with this we are done. 
Note that the induction basis of the medial induction, i.e. the construction of fλ, where λ is the minimum of
E(D(A)), is merely a special case of the construction of φλ in the induction step of the medial induction. This
follows from the fact that if λ is the minimum of E(D(A)), we get T (λ) = ∅ and S(λ) = p(A). Therefore,
φλ =∏a1∈p(A)(X1 − a1), and we have taken precisely this polynomial as fλ in the induction basis.
Nevertheless, we formulated the induction basis as a separate case, which hopefully made the proof more
transparent. However, the case where λ is minimal amongst the elements of E(D(A)) will not be treated separately in
the algorithm to be presented in the next section.
7. An algorithm for the Gro¨bner basis of I (A)
For clarifying the proof of Theorem 9, we translate the construction given there into the pseudocode of an algorithm
which computes polynomials fβ as in Theorem 9. However, a modification of the assertion of Theorem 9 is necessary,
since clearly no algorithm can compute the infinite number of polynomials fβ whose existence is stated in Theorem 9.
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On the other hand, it turns out that the recursive nature of the proof requires more polynomials to be computed than
only the finite number fβ , β ∈ E(D(A)) as stated in Corollary 10. Therefore, we have to find a family of polynomials
fβ , where β runs through a subset K of Nn0 , containing at least E(D(A)), and which is, on the one hand, finite, and
on the other hand, large enough to enable the recursive proof.
One solution of this problem is the following. We fix a set K of the form
K = {0, . . . , σ1} × . . .× {0, . . . , σn} ⊆ Nn0
which contains the union ∪ni=1(ei + D(A)). For a visualisation, see Fig. 8 below. In the assertion of Theorem 9, we
replace the infinite set Nn0 by K in the following sense.
Fig. 8. An example for D(A) and K .
Algorithm 1. The following recursive function, vanishing(A, K ), computes polynomials fβ , for all β ∈ K − D(A),
such that
(i) the leading term of fβ is Xβ ,
(ii) the exponents of all lower terms of fβ lie in K ∩ D(A),
(iii) fβ(a) = 0 for all a ∈ A.
1: if n = 1 then
2: f#A :=∏a1∈A(X1 − a1)
3: M ′ := {#A + 1, . . . , #K − 1}
4: while M ′ 6= ∅ do
5: β := minM ′
6: c#A−1 := coefficient at X#A−11 in f#A
7: fβ := X1 fβ−1 − c#A−1 f#A
8: M ′ := M ′ − {β}
9: end while
10: else
11: K ′ := the smallest product {0, . . . , τ1}× . . .×{0, . . . , τn−1} ⊆ Nn−10 containing the union ∪a1∈p(A)(∪n−1i=1 (ei +
D(H(a1))))
12: for a1 ∈ p(A) do
13: C(a1) := vanishing(H(a1), K ′)
14: end for
15: L:= E(D(A))
16: while L 6= ∅ do
17: λ := min(L)
18: S(λ) := {a1 ∈ p(A); λ̂ ∈ D(H(a1))
19: T (λ) := p(A)− S(λ)
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20: for a1 ∈ T (λ) do
21: Ĝa1 := {γ̂ ∈ D(H(a1)); γ̂ < λ̂}
22: end for
23: Ĝ := ∪a1∈T (λ)Ĝa1
24: for a1 ∈ T (λ) do
25: f̂λ,a1 := the polynomial in C(a1) with leading term X̂ λ̂









γ̂ χ(T (β), a1)cβ̂,a1,γ̂ X̂
γ̂
29: φ̂λ := θ̂λ
∏
a1∈S(λ)(X1 − a1)
30: G := {0, . . . , #p(A)} × Ĝ
31: M := (∪λ′≤λλ′ + Nn0) ∩ K
32: R := set of all γ ∈ G ∩ M such that γ is the exponent of a nonleading term of φλ
33: cγ := coefficient at Xγ in φλ, for γ ∈ R
34: fλ := φλ −∑γ∈R cγ fγ
35: M ′ := M minus all γ such that we already found fγ satisfying (i)–(iii)
36: while M ′ 6= ∅ do
37: β := min(M ′)
38: Find i ∈ {1, . . . , n} such that β ′ := β − ei ∈ M
39: R := set of all γ ∈ M such that γ − ei is the exponent of a nonleading term of fβ ′
40: cγ := coefficient at Xγ in X i fβ ′ , for γ ∈ R
41: fβ := X i fβ ′ −∑γ∈R cγ fγ
42: M ′ := M ′ − {β}
43: end while
44: L := L − {λ}
45: end while
46: end if
Let us explicitly go through the various steps of the Algorithm in example A′ = {(1, 0), (1, 2), (2, 3), (3, 1), (3, 4)}
of Section 1. Set D(A′) is depicted in Fig. 4. Therefore, we take
K = {0, 1, 2, 3} × {0, 1, 2}
and successively compute
f(3,0) = (X1 − 1)(X1 − 2)(X1 − 3) = X31 − 6X21 + 11X1 − 6
f(3,1) = X2 f(3,0)
f(3,2) = X2 f(3,1)
f(2,1) = (X2 − 3)(X1 − 1)(X1 − 3)
= X21X2 − 4X1X2 + 3X2 − 3X21 + 12X1 − 9
f(3,1) = X1 f(2,1) + 4 f(2,1) + 3 f(3,0)
= X31X2 − 13X1X2 + 12X2 − 18X21 + 72X1 − 54
f(2,2) = X2 f(2,1) + 3 f(2,1)
f(3,2) = X2 f(3,1) + 18 f(2,1)













X1X2 + 52 X2 −
15
2
X21 + 32X1 −
49
2








X1X2 + 332 X2 −
59
2
X21 + 124X1 −
189
2







X1X2 + 1172 X2 −
223
2
X21 + 464X1 −
705
2




Note that some of the polynomials, such as f(3,1), f(3,2), etc. are redefined several times. We did not write up all the
monomials of those polynomials which are not used later on. In general, if fβ is redefined several times, then the
version of fβ which satisfies (i)–(iii) is the one defined last.
Algorithm 1 is merely a translation of the proof of Theorem 9, apart from the following minor alterations.
• During the course of the iteration, we keep track of all γ ∈ K for which we have already found fγ such that their
nonleading terms are of the desired shape. This is done in line 35. Note in particular that all λ′ ≤ λ are taken out
of M when passing to M ′. (As always, λ′ runs through E(A(D)).)
• As mentioned at the end of the previous section, the case λ = min(E(D(A))) is not treated separately.
• Whenever the set Nn0 appears in the proof of Theorem 9, it is replaced by K in Algorithm 1.
For reasons of clearness of the picture, we did not replace Nn0 by K in line 31 of the algorithm. In fact,
M = (∪λ′≤λ(λ′ + Nn0)) ∩ K = (∪λ′≤λ(λ′ + K )) ∩ K . Note also that G = {0, . . . , #p(A)} × Ĝ is a subset of
K .
The other places where we replacedNn0 by K is lines 38–39. In these lines, the replacement needs some explanation.
The following lemma explains why line 38 works in the same way as the proof of Theorem 9.
Lemma 11. Given K as above, and β ∈ K − E(D(A)). Then there is an index i such that β ′ = β − ei lies in
∪λ′≤λ(λ′ + Nn0) ∩ K.
Proof. As we have seen in the proof of Theorem 9, there exists an index i such that β ′ = β − ei lies in the union
∪λ′≤λ(λ′ + Nn0). But since β lies in K , from the particular shape of K we immediately get that β ′ = β − ei also lies
in K . 
In line 39, the situation is slightly more subtle.
Lemma 12. Let K be as above. Then for all fβ constructed in Algorithm 1, the following holds. The exponents of all
nonleading terms of fβ lie in K .
Proof. Apart from the case n = 1, where the assertion is clear, we inductively constructed polynomials fβ in two
different ways, namely, by the definitions in lines 34 and 41. Let us now inductively prove the assertion of the
Lemma. The first step in constructing these polynomials is taken by considering β = min(E(D(A))), and defining
fβ =∏a1∈p(A)(X1 − a1). The exponents of nonleading terms of this polynomial clearly lie in K .
In the case where β is a non-minimal element of E(D(A)), we defined fβ = φβ −∑γ∈R cγ fγ . The exponents of
nonleading terms of φβ lie in the union of {0, . . . , #p(A)− 1} × Ĝ and {0, . . . , #S(β)} × {β̂}, which is a subset of K .
By induction hypothesis, the exponents of nonleading terms of all fγ , γ ∈ R, lie in K . Therefore, the exponents of
nonleading terms of all fβ lie in K .
In the case where β is not an element of E(D(A)), we defined fβ = X i fβ ′ −∑γ∈R cγ fγ , where β ′ = β− ei . The
exponents of nonleading terms of fβ ′ lie in the intersection K ∩ D(A). Since K contains the union ∪ni=1(ei + D(A)),
the exponents of nonleading terms of X i fβ ′ lie in K . By induction hypothesis, the exponents of nonleading terms of
all fγ , γ ∈ R, lie in K . Therefore, the exponents of nonleading terms of all fβ lie in K . 
From this it follows that when M is as in Algorithm 1, the set of all γ ∈ ∪λ′≤λ(λ′ + Nn0) such that γ − ei is the
exponent of a nonleading term of fβ ′ , coincides with the set of all γ ∈ (∪λ′≤λ(λ′ + Nn0)) ∩ K such that γ − ei is
the exponent of a nonleading term of fβ ′ . This means that Algorithm 1 computes precisely what was computed in the
proof of Theorem 9.
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In Fig. 8, the elements of some D(A) are marked by blank circles and the elements of the smallest possible K are
marked by solid circles. In Algorithm 1, we start going through all β ∈ K − D(A) in the following way: We start at
(17, 0) and define M to be the set of points lying on the line going from (17, 0) upwards. For all β ∈ M , we compute
fβ , the exponents of nonleading terms which lie in K − M . Clearly, if β ∈ {(17, 0), (17, 1), (17, 2)}, polynomial fβ
satisfies (i)–(iii). However, for β = (17, β2), where β2 ≥ 3, polynomial fβ does not satisfy (i)–(iii). Furthermore,
these fβ are not used in any later stage of the algorithm.
Therefore, the reader might suspect that, given λ ∈ E(D(A)), it is not necessary to compute fβ for all elements of
M = (∪λ′≤λ(ei+Nn0))∩K , but, say, only for β ∈ M−(λ′′+Nn0), where λ′′ is the successor of λ in E(D(A)). However,
in dimensions greater than n = 2, if we shrink M in this naı¨ve way, we will in general not produce sufficiently many
fβ for the algorithm to work. Readers are invited to think of a picture illustrating this phenomenon for themselves.
Yet the algorithm seems to contain a potential for speedup in the algorithm by shrinking M . Another possibility of
achieving speedup is of course by shrinking K . If we take another look at Fig. 8, it becomes clear that for computing
the Gro¨bner basis, we can skip all points of the highest horizontal line contained in K , except for the leftmost point.
This generalises to arbitrary dimension n in the following way. Let λ be the maximum of E(D(A)), then we can
remove from K all elements κ lying in the hyperplane defined by κn = λn , but not λ itself.
8. Comparison with the Buchberger–Mo¨ller algorithm
Similarly to [5], let us give an informal description of how the Buchberger–Mo¨ller algorithm works.
As already mentioned in Section 1, the algorithm works not only for the lexicographic ordering on k[X ] but also for
an arbitrary term ordering. In general, it is not clear what D(A) looks like when A is given. But since the exponents of
the leading terms of the Gro¨bner basis of I (A) are exactly the elements of E(D(A)), one will have to determine D(A)
in one way or another. In the course of the Buchberger–Mo¨ller algorithm, this is done by considering one-by-one
certain elements of Nn0 and then deciding at each step whether or not the respective element belongs to D(A). For this
purpose, one needs the following facts.
• Assume that we have found a subset Γ of D(A) which lies in Dn . Take β ∈ Nn0 and define Γ ′ = Γ ∪ {β}. Then β
does not lie in D(A) if the rank of the matrix
M(Γ ′) = (aγ )γ∈Γ ′,a∈A
(where γ numbers the rows and a numbers the columns) is not maximal.
• Conversely, that M(Γ ′) is of maximal rank does not imply that β ∈ D(A). For this it is also necessary that β be
minimal amongst those elements of Nn0 −Γ that might lie in D(A). Call this set B. It consists of those elements of
E(Γ ) for which we have not yet checked the maximality of the rank of M(Γ ′).
Therefore, the algorithm for determining D(A) goes as follows.
• Start with Γ = {0} and B = {e1, . . . , en}.
• When Γ ∈ Dn is given such that Γ ⊆ D(A) and B ⊆ E(D(A)), take β to be the minimal element of B and check
whether the rank of M(Γ ′) is maximal. If this is the case, replace Γ by Γ ∪ {β} and B by E(Γ ∪ {β}). If not, just
replace B by B − {β}.
• Proceed until B = ∅. In the end, Γ = D(A).
Once D(A) is known, one computes a family of separating polynomials (the higher-dimensional analogue of the
characteristic polynomials in k[X1] we used). Consider the vector of polynomials
(Xγ ) = (Xγ )γ∈D(A).
Then the components of the vector of polynomials
(χa) = (χa)a∈A = M(D(A))−1(Xγ )
satisfy χa(a′) = δa,a′ for all a and a′ ∈ A. Furthermore, the Gro¨bner basis of I (A) is given by




where β runs through all elements of E(D(A)).
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The method presented in this paper is fundamentally different in two ways. First, we do not have to check whether
any β ∈ Nn0 lies in D(A), since we compute D(A) by our inductive definition. Thus we save ourselves the trouble of
computing the rank of #A matrices with ≤ #A rows and #A columns. Second, we do not have to compute the inverse
of the #A × #A matrix M(D(A)). However, during the course of Buchberger–Mo¨ller, one can compute the rank of
the respective matrices in an iterative way, and in turn even successively compute the inverse of M(D(A)). This leads
to a far more effective version of the Buchberger algorithm. However, my personal judgement is that the virtue of our
method lies in something else rather than in computational advantages: on the one hand, in the remarkable observation
that we know what D(A) will look like, and on the other hand in the insight we gain on what really makes up the
elements of the Gro¨bner basis.
9. Further comments on the literature
When I published a first version of this article in the arXiv, I was made aware of two earlier publications which
have a strong connection to the work presented here.
First, Jan Draisma told me about [6]. The common feature of [6] and the present article is the description of D(A),
the set of exponents of standard monomials of I (A). Corollary 8 of [6] describes the set D(A) by precisely the same
properties as we did in Definition 5. But in contrast to the present article, the emphasis in [6] lies not on finding
a Gro¨bner basis of I (A) but rather on giving a computationally efficient algorithm for determining D(A). For this
purpose, the authors introduce the lex game. Before playing the lex game, two players choose an element β ∈ Nn0 . I
do not want to go into the details of the lex game but only mention one result (Theorem 3) concerning the lex game.
It states that one of the two players has a winning strategy if and only if, β lies in D(A).
From this result, the above mentioned Corollary 8, and the algorithm for computing D(A) are derived. However,
the proof of the Theorem is substantially different from our technique. This stems from the fact that the authors of [6]
do not construct a Gro¨bner basis of I (A), whereas in our technique, it is only by constructing the Gro¨bner basis that
we can show that D(A) is of the form given in Definition 5. Yet there are parallels between [6] and the present article,
which make a comparison very stimulating. Most notably, Lemma 4 of [6] states the following decomposition of an
arbitrary polynomial l ∈ k[X ], whose leading term is Xβ . We can write it as
l = X̂ β̂g(X1)+ h(X),
where the leading term of g ∈ k[X1] is Xβ11 and every monomial of h ∈ k[X ] is smaller than X̂ β̂ . Our polynomials
φβ , in particular their factorisation (2), can be viewed as special cases (which in fact carry more information) of this
lemma.
Second, E´ric Schost told me about [7]. This article’s approach is different from that taken in [6] and the present
article in that it is based on elimination theory. Therefore, the authors of [7] also make an induction over n, but in
contrast to [6] and the present paper, they eliminate the greatest variable, Xn , instead of the lowest variable, X1. But
even though the authors of [7] approach the problem from the opposite direction, so to speak, they finally also reach
the same description of D(A) as given in Definition 5.
There are still more approaches to the problem of finding a Gro¨bner basis of the vanishing ideal I (A) (e.g., the
algorithm in [8] is a higher-dimensional analogue of Newton interpolation, in particular, based on induction over #A,
or [9], whose approach is based on coding theory) and on the related topic of multivariate interpolation. The interested
reader may consult [10] for the survey of the literature.
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