We consider the numerical approximation of homogeneous Fredholm integral equations of second kind. We employ the wavelet Galerkin method with 2D Haar wavelets as shape functions. We thoroughly describe the derivation of the shape functions and present a preliminary numerical experiment illustrating the computation of eigenvalues for a particular covariance kernel.
Introduction
A large class of random processes, stationary or non-stationary, can be expressed in terms of deterministic orthogonal functions and uncorrelated random variables. This representation is obtained from the eigenvalues and eigenfunctions of a homogeneous Fredholm integral equation of the second kind whose kernel is given by the covariance function of the random process. This approach has been widely used in the parametrization of parameters for elasticity problems, heat and mass transfer, fluid mechanic and acoustic [1, 6, 9] .
In order to obtain a high performance in the representation of random processes it is necessary to accurately calculate the eigenpairs of the covariance function. In some special cases, these eigenpairs can be analytically obtained [9] , but in general one needs to resort to the numerical discretization of Fredholm integral equation. Several numerical methods have been used with this purpose (see [7] and the references therein).
In this study, we highlight the Galerkin method with wavelet shape functions [3, 4, 5, 8] for the computation of the eigenpairs of the covariance in the two-dimensional case. To accomplish the task, we use two-dimensional Haar wavelet basis functions [2] . A similar study was conducted in [8] and treated only the one-dimensional case.
The work is organized in the following way: in Section 2, two-dimensional Haar wavelets are introduced. In Section 3, the formulation of the method based on Haar wavelets and the discretization of the linear two dimensional integral equation of second kind is described. In Section 4 a preliminary example illustrates the proposed method.
We consider the Hilbert space L 2 (D) of real-valued functions equipped with the usual inner product and induced norm
Let K : D × D → IR be be a symmetric covariance kernel. We assume that K(x, y) is of nonnegative-definite type, i.e., for any finite subset D n ⊂ D and for any function u : D n → IR,
We have that K admits the spectral decomposition
where the nonnegative eigenvalues λ k and the orthonormal eigenfunctions u k (k ≥ 1) are the solutions of the homogeneous Fredholm integral equation
Variational formulation and Galerkin approximation
Let us consider the variational formulation of the Fredholm integral equation (4):
Let V h be a finite-dimensional subspace of L 2 (D) and let
Since {v 1 , . . . , v N } is a basis of V h , we have that (7) is equivalent to solving the system of equations
Let us write u h k with respect to the basis of V h :
By substituting (9) into (8) and using the linearity a(·, ·), we find
In matrix form, we have the generalized eigenvalue problem Ku k = λ h k W u k , where the matrices K and W are defined by the coefficients
If the basis functions v 1 , . . . , v N are orthonormal, then W = I and the problem (10) reduces to the standard eigenvalue problem
We build the shape functions v i , 1 ≤ i ≤ N, from the 1D Haar scaling function φ(t) = χ [0,1) (t) and the 1D Haar mother wavelet
From φ and ψ we define the functions φ m,n (x) = 2 m/2 φ(2 m x−n) and ψ m,n (x) = 2 m/2 ψ(2 m x− n), and then, following [2] , the 2D functions
For simplicity let us initially partition the domain D into 2 M × 2 M square elements. Our first basis function is
whereas for 2 ≤ i ≤ 2 2M we define the shape functions v i as
where the indices 0 ≤ m ≤ M − 1, 0 ≤ n, l ≤ 2 m − 1, and k = 1, 2, 3 are related to the global index i as follows:
Let us also notice that
From (13), (24), (17) and (18), we can rewrite the 2D functions as follows:
Assembling the discrete eigenvalue system
In order to compute the entries K i,j = a(v j , v i ) of the discrete eigenvalue system, let us introduce the auxiliary coefficientsK
and the additional function ψ
In analogy with (16), the arrays above may be arranged as matrices as follows:
Furthermore, note from (23) that
In order to calculate the coefficientsK
we use relations (5) and (9) along with the rectangle quadrature rule:
Note thatK
is, up to index permutations, the matrix of the piecewise-constant finite element method for (4) [1] . In the following we describe a pyramid algorithm [2] to recover K
, avoiding the need of further integrations.
We use relations (19)-(22) and the bilinearity of a(·, ·) to compute the coefficientsK
For instance, we have from (19) and (23) that, for 0 ≤ n i , l i < 2 M −1 , 
Afterwards, we computeK (4) fromK (2) following the same procedure:
We also need the entries ofK
0,0,0,m j +1,2n j +1,2l j +1 .
Numerical results
In this section, we applied the method presented in this work to calculate the eigenvalues of separable exponential covariance function K(x, y) = exp(−|x 1 − y 1 |/η − |x 2 − y 2 |/η) (η = 0.1), whose exact eigenvalues and eigenfunctions are known [9] . Numerical results obtained using Matlab are shown and compared with the exact eigenvalues in Figure 1 . 
Final remarks
We have extended the work by Phoon et al [8] to a two-dimensional domain, although (nonhomogeneous) Fredholm integral equations have been solved with 2D Haar wavelets elsewhere [4] . Forthcoming work comprises testing additional covariance functions and providing error estimates for the approximate eigenvalues and eigenfunctions.
