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Abstract 
This paper presents the implementation of a 
modified particle filter for vision-based 
simultaneous localization and mapping of an 
autonomous robot in a structured indoor 
environment. Through this method, artificial 
landmarks such as multi-coloured cylinders can be 
tracked with a camera mounted on the robot, and 
the position of the robot can be estimated at the 
same time. Experimental results in simulation and 
in real environments show that this approach has 
advantages over the extended Kalman filter with 
ambiguous data association and various levels of 
odometric noise. 
1 Introduction 
 A key prerequisite for a truly autonomous robot is that it 
can simultaneously localize itself and accurately map its 
surroundings [Kortenkamp et al., 1998; Dissanayake et al., 
2001]. The problem of achieving this, which is known as 
Simultaneous Localization and Mapping (SLAM), has 
received considerable attention in the past two decades.  
One of the first successful attempts at the SLAM 
problem was introduced by Smith and Cheeseman [Smith 
and Cheeseman, 1986] who proposed a mathematical 
formulation of the approach that is still in widespread use 
today. The paper proposed using the extended Kalman filter 
(EKF) for incrementally estimating the posterior 
distribution over robot pose while also estimating the 
positions of landmarks. Recent work has focussed on 
scaling this approach to larger environments with more than 
a few hundred landmarks [Masson et al., 2002] and to 
algorithms for handling the data association problem [Liu 
and Thrun, 2003].  
One of the limitations of the EKF is that it requires that 
features in the environment be uniquely identifiable, which 
is a consequence of the Gaussian noise assumption. If this 
requirement cannot be satisfied, one has to employ an 
alternative method such as the particle filter for a better 
representation of the probability density function. 
Particle filters[Doucet et al., 2001], which are Sequential 
Monte Carlo methods, provide an attractive simulation-
based approach for updating distributions in the light of new 
data. Early successes of particle filters can be found in the 
area of robot localization, in which a robot’s pose has to be 
recovered from sensor data [Dellaert et al., 1999]. More 
recently, particle filters have been at the core of solutions to 
higher dimensional robot problems such as SLAM, which, 
when phrased as a state estimation problem, involves a 
variable number of dimensions. Murphy and colleagues 
adopted Rao-Blackwellized particle filters [Murphy, 1999; 
Murphy and Russell, 2001] as an effective way of 
representing alternative hypotheses on robot paths and 
associated maps. [Montemerlo et al., 2002; Montemerlo and 
Thrun, 2003] extended this method to efficient landmark-
based SLAM using Gaussian representations of the 
landmarks and were the first to successfully implement it on 
real robots.  
In this paper we present an investigation into the use of a 
pan-tilt camera mounted on a mobile robot for simultaneous 
localization and mapping in a structured indoor environment 
with coloured cylinders as landmarks. Following [Murphy 
and Russell, 2001], our approach applies a Rao-
Blackwellized particle filter to estimate a posterior of the 
path of the robot, in which each particle has associated with 
it an entire map. The distributions of landmarks are also 
represented by particle sets, where separate particles are 
used to represent the robot and the landmarks. This 
increases the computational load but the method is still 
applicable in real-time. The key advantage of this method is 
that the full posterior over robot poses and maps can be 
nonlinearly approximated at every point in time by   
particles. Our practical implementation also shows it can 
avoid rapid convergence of the particles to the maximum 
likelihood state.   
Measure and motion models in our implementation 
differ from those in[Montemerlo et al., 2002] because we 
use a camera to provide measurements instead of laser 
scans. We also consider the ambiguities in data association 
and the effect of the robot path on SLAM performance. 
Results are compared with those of the EKF method applied 
to the same robot in the same environment and indicate 
superior performance by the modified particle filter method. 
The paper is organized as follows. In the next section, 
the SLAM problem is briefly reviewed, and then in section 
3 the basic particle filter method is introduced. Section 4 
describes a modified particle filter and section 5 provides a 
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detailed description of its implementation. Experimental 
results and discussions are presented in section 6 and 7 
respectively with conclusion in section 8. 
2 The SLAM Problem 
In robot SLAM, a state vector contains the pose of the robot 
(its location and orientation) relative to its environment, 
along with the location of landmarks in the robot’s 
proximity. In what follows, we will represent the vector of 
state variables at time t by .tx  SLAM addresses situations in 
which state variables are not observable directly. In such 
situations, the robot has to rely on information obtained 
from sensor and robot motion. For convenience, let us 
assume that the information is collected in the two sets of 
variables: 
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where tz denotes a sensor measurement taken at time t, and 
tu  specifies the robot motion command asserted in the time 
interval ),1[ tt − . The goal of SLAM is to estimate the 
posterior probability over the state variable x at time t, 
written ),|( ttt uzxp , which can be calculated via the 
following Bayesian recursive equation (see [Thrun, 2000] 
for a derivation): 
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Hereη is a normalizing constant. The probability )|( tt xzp  
is often referred to as the measurement or perceptual model 
in robotics, while probability ),|( 1−ttt xuxp is usually 
referred to as the motion model. These two models will be 
discussed in a later section.  
3 Basic Particle Filter 
The key idea of the particle filter is to approximate the 
posterior ),|( ttt uzxp  by a set of sample states }{ ][itx , or 
particles. Here each ][itx  is the i
th
 of N state samples, where 
N is the size of the particle filter. The particle filter 
algorithm can be stated as follows: 
 
1. Initialise N particles randomly. 
2. Apply the motion model to each particle.  
3. Predict the observation for each particle; calculate the 
likelihood (weights) from the measured value. 
4. Select (re-sample) the particles that best explain the 
observation according to their weights.  
 
The above algorithm indicates the simplicity of the particle 
filter. There is no need to assume Gaussian noise or to 
perform a linearization as is required in the EKF. The 
method can, however, run into difficulties. If an insufficient 
number of particles is employed, there may be a lack of 
particles in the vicinity of the correct state, leading to 
divergence of the filter. This is known as the depletion 
problem [Hahnel et al.]. Thus, the number of particles must 
be large enough to allow the posterior distribution to be 
captured and this required number increases geometrically 
with the number of system states. This requirement places 
limitations on what can be achieved in real time. 
Another difficulty, called the impoverishment problem, 
can arise in the re-sampling step unless suitable precautions 
are taken. This is because resampling involves the selection 
of particles that best explain the observations. This is done 
by selecting them with probabilities proportional to the 
perceptual model )|( tt xzp and, with stationary landmarks, 
the particles can quickly converge to a single point giving 
only a suboptimal result. Impoverishment can also arise due 
to the lack of independence of measurements taken when a 
robot is stationary, but this is less of a problem in our case 
because our robot is continuously moving, albeit slowly. 
Our method, though it cannot solve these problems entirely, 
reduces the impact of convergence problems.   
4  Modified Particle Filter 
When particle filters are applied in robot SLAM, the state 
variable tx  contains two quantities that influence sensor 
measurements over time: the map (namely landmark 
position in our research) and robot’s pose in the 
environment. Therefore, if m represents K landmark 
positions and s the robot’s pose, equation (1) can be 
expressed as follows: 
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where },,1{ Kn t ∈  is the index of the landmark 
perceived at time t. For mathematical convenience, this 
paper assumes that landmarks are uniquely identifiable, and 
that the number of landmarks K is known.  
Unfortunately, computation of the full posterior in 
equation (3) is not tractable in general and, as stated above, 
we here employ the Rao-Blackwellized particle filter 
approach [Murphy and Russell] which provides an efficient 
way of estimating the posterior. The key idea of this 
approach is to solve the recursive Bayes filter update by the 
following equation: 
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Here the SLAM problem has been decomposed into a robot 
path estimation problem and a collection of landmark 
estimation problems that are conditioned on the robot path 
estimation. By doing this, dependencies between the 
estimate of robot pose and the landmark location estimates 
are fully accounted for, while the complexity of the 
estimation algorithm in the number of landmarks N remains 
linear [Montemerlo et al., 2002]. The robot path posterior 
),,|( tttt nuzsp is represented by a set of particles, and 
the distributions ),,,|( tttti nuzsmp are represented by 
particle sets, where each set is attached to one particular 
robot particle. This sequence in which the calculations are 
  3 
carried out will now be discussed in detail. 
 
4.1 Particle Filter Path Estimation 
 
First of all a plain particle filter is employed for estimating 
the path posterior ),,|( tttt nuzsp in (4). The path 
posterior is denoted by tS and each particle t
i
t Ss ∈
][
 
represents an estimate of the robot’s path: 
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where the superscript ][i refers to the i-th particle in the  set 
and M is the number of particles.  
Following [Montemerlo et al., 2002] the particle set is 
calculated incrementally using the set 1−tS , the control 
tu and the measurement tz . This is done by using each 
particle in 1−tS to generate a probabilistic guess at the 
robot’s pose at time t: 
 
 ),|(~ ][ 1][ itttit susps −                                    (6) 
by sampling from the motion model. This gives a 
“temporary” set of M particles. Assuming the set  1−tS  is 
distributed according to ),,|( 1111 −−−− tttt nuzsp , the 
temporary set is distributed according to 
),,|( 11 −− tttt nuzsp . The new set tS  is then obtained by 
sampling from the temporary set. Each particle ][, its is 
drawn with a probability proportional to an “importance 
factor”  whose calculation is explained in Section 4.3.  
 
4.2 Particle Filter Landmark Location Estimation 
 
A particle filter is next employed in estimating landmark 
location. Since this estimate is conditioned on the robot 
pose, the landmark particle filters are attached to individual 
pose particles in tS . The full posterior over paths and 
landmark positions can be represented by the sample set 
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where ]][[ jikm is k-th landmarks pose, the superscript 
notation ][ j refers to the j-th particle in the landmark particle 
set; N is the number of particles in each of landmark particle 
sets.  
The posterior over the k-th landmark pose km depends 
on whether or not the landmark was observed. If the 
landmark is observed, we obtain: 
),,,|( ttttnk nuzsmp t=   
       ),,,|(),,|( 1111 −−−−∝ ttttnttnt nuzsmpnsmzp tt  
        (8) 
If landmark k is not observed, leave the Gaussian 
unchanged: 
),,,|(),,,|( 1111 −−−−≠≠ = ttttnkttttnk nuzsmpnuzsmp tt
                      (9) 
The probabilities in (8) and (9) can be used to estimate 
landmark positions in more than one way. [Montemerlo et 
al., 2002] used an EKF to obtain this estimate. In this paper 
we instead resample from the landmark particle sets using a 
set of importance weights in the usual way. These weights 
are proportional to the probability ratio below [Metropolis 
et al., 1953]: 
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and from (8), this can be written      
           
),,|( ][][ ttjntjt nsmzpw t∝                   (11) 
),,|( ][ ttjnt nsmzp t  can be easily calculated using a 
likelihood function.  
 
 
4.3 The Importance Weights for Path Estimation 
 
Now that the landmark locations have been estimated, the 
importance weights for resampling from the robot path 
particles can now be derived, again using [Metropolis et al., 
1953]. This gives 
    
),,|(
),,|(
11][,
][,
][
−−
∝
tttit
tttit
i
t
nuzsp
nuzsp
w                                (12) 
And, using Bayes theorem and the Markov property 
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And (13) is easily cauculated since  
),,|( ][][ titint nsmzp t was already approximated using a 
particle filter, in contrast to  [Montemerlo et al., 2002],who 
used the EKF. )( ][intmp  is the Gaussian posterior.  
 
4.4 Algorithm Process 
 
Our algorithm for this approach proceeds as follows: 
 
1. Initialise rN  particles representing robot pose with 
normally distributed random numbers around the start 
position, each particle being a 3 by 1 state vector 
consisting of a position and orientation. Initialise M sets 
of lN  particles representing M landmarks, each particle 
being a 2 by 1 state vector initially set to random 
positions within the environment.  
2. Apply the motion model to each of the particles created 
in step 1.  
3. For each particle representing robot pose,  
a. Predict the observation for each particle in the 
particle sets representing landmark position; 
calculate the likelihood (weights) of particles 
from the measured value  
b. Select (re-sample) the particles that best 
explain the observation according to their 
likelihoods.  
4. For all particles representing robot pose, calculate the 
weights from measured values and estimated landmark 
position. 
5. Re-sample the particles representing robot pose that 
best explain the observation according to their 
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likelihoods. 
6. Go to step 2. 
 
Four issues must be resolved when we implement SLAM 
using the particle filter. The forms of the measurement 
model and the motion model mentioned earlier need to be 
fixed because these two models describe the response and 
actions of the particle filter to sensor observations. A 
procedure for data association must also be established to 
maintain the correspondence between a measurement and a 
landmark. In addition, appropriate robot behaviours such as 
path control must be developed for SLAM to operate 
successfully. Details on the implementation of these 
requirements are given in the following section. 
5  Implementation Details 
5.1 Motion model 
 
The motion models ),|( ttt uzsp and ),,|( ttti uzsmp  predict 
the movement and status over time of the robot and its 
landmarks. When a control u, consisting of forward and 
angular velocity is applied to the robot, we employ the well-
known transition equations to predict the robot 
moves[Dissanayake et al., 2001]: 
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where ))1(),1(( ][][ −− tytx irir and )1(][ −tiφ is the robot’s 
location and bearing at time t-1, for all robot particles 
rNi ,,1 = ; v is the velocity, γ  is the angular velocity, 
T∆  is the time step and φxyw  are noise terms of the form 
),0( φσ xyN which lump together the effects of un-modelled 
characteristics such as control response and wheel slip. 
Figure 1 shows a schematic diagram of the robot in the 
process of observing a landmark. 
φ  θ
 
Global Reference Frame 
),( rr yx  
),( ll yx  
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Figure 1: Robot and observation kinematics 
 
Since the landmarks in the environment are stationary 
cylinders, the motion model is as follows: 
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where ))1(),1(( ][][ −− tytx jljl is the location of landmark l at 
time t-1, for all landmarks Ml ,,1 = and landmark 
particles lNj ,,1 = . The landmark particles are initialised 
to values lying in the region of uncertainty around the 
positions given by camera measurements. 
 
5.2 Measurement model 
 
When using a camera as a measuring device, we can obtain 
an approximate range and bearing for a landmark. Using the 
approach of [Prasser and Wyeth, 2003] we can obtain 
projected error in both range and bearing. The range error is 
larger than for a laser range finder but, as we show here, 
SLAM based on a single camera is still feasible.   
The measurement model can be written as [Dissanayake 
et al., 2001]  
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where ),( rr yx is the robot’s location and φ  is its bearing; 
),( ll yx is the landmark’s location; rw and θw are the noise 
sequences associated with the range and bearing 
measurements.  
The following equation is used as a likelihood function 
to evaluate the likelihood of the observation given the state 
represented by each particle 
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where Rˆ ,θˆ  are the expected range and bearing for a 
particle, and rσ , θσ are the range and bearing uncertainty.  
 
5.3 Data Association 
 
Data association concerns the correspondence between a 
measurement and a landmark. In this study, we assume that 
all cylinders in the environment are distinguishable (that is, 
the same coloured cylinder won’t appear in more than one 
location), therefore simplifying the data association 
problem. However, since our vision system is trained to 
recognize rectangular areas of solid uniform colour, it 
occasionally picks up background objects or gives 
indistinguishable information about a cylinder’s colour. In 
this case the EKF method generally breaks down. Our 
modified particle filter approach is more likely to recover, 
due to its use of resampling. When a new measurement 
comes in, our particle filter method seeks matching particles 
from formerly memorized cylinders and calculates their 
matching degree (weight). Indistinguishable information 
usually has very small weight and is ignored during 
resampling. 
  
5.4 Robot behaviours 
 
In order to implement robot SLAM successfully, we have to 
design suitable robot behaviours for exploration. Such 
behaviours might based on wandering with obstacle 
avoidance, or more specifically designed to explore 
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frontiers of mapped areas. In this study, a simple behaviour 
that executes a circular path around the area under 
investigation is used. 
6  Experimental Results 
The experimental results were gathered in two parts: 
simulated results and real robot results. The simulated 
results are useful to verify the operation of the robot against 
ground truth, and to run the experiment over longer 
durations. The real robot results show that the system 
readily translates from the high fidelity simulation to the 
real robot. 
 
6.1 Experimental Setup 
 
The experiments are performed on a Pioneer2-DXE robot 
from ActivMedia incorporating a 400 MHz AMD K6-2 
processor. Vision processing and motor control are 
performed on the on-board computer, while a 2.6GHz 
laptop connected to the robot by a wireless link provides the 
main processing power for the SLAM software. A Sony 
PTZ colour camera mounted at the front of the robot with an 
effective field of view of about 40 degrees is used for 
detecting the visual landmarks.  
The simulator used for these experiments is based on the 
high fidelity simulator used in the RatSLAM 
project[Milford et al., 2004]. The simulator is a “plug-in” 
replacement for the Pioneer, where the wireless connection 
that normally connects to the Pioneer’s on-board computer 
is instead connected to another computer that runs the 
simulation. In the simulation experiments, the simulator was 
given a systematic odometry error that increased over time. 
The simulated vision system also reported landmarks with 
uncertainty characteristic of the real vision system. 
The test environment is a robot laboratory with limited 
space and a wide variety of objects in the room, show in 
Figure2.  The coloured cylinders are scattered around the 
  
 
 
Figure 2: Pioneer 2 DXE robot in test environment. Note the 
coloured cylinders that are used as visual landmarks. 
 
robot in a hexagon occupying about 3 by 3 metres. The 
colour, distance and bearing of cylinders can be obtained 
through the vision system which recognizes rectangular 
areas of solid colour [Prasser and Wyeth, 2003]. In order to 
compare our method with EKF, we employ up to 6 
cylinders with different colour combinations so that they are 
uniquely identifiable by the vision systemthese experiments, 
the number of time steps for both methods is set to 400 and 
the PF method employs 100 by 1000 particles, which means 
100 particles for estimation of robot path, and 1000 particles 
for estimation of each landmark’s position. The number of 
particles for the former is far less than the latter because the 
estimation uncertainty for the robot path is much less than 
for the landmark’s position since we assume the robot’s 
start position is known as (0,0).   
 
6.2 High Fidelity Simulation Results 
 
The performance of the two algorithms, the modified 
particle filter and the extended Kalman filter, were 
compared by running a simulation of the system to be tested 
over a prolonged period. Note that this test would not be 
practical with the real robot at this point, as we have not 
developed behaviours that would provide a path that 
reliably visits each landmark – a shorter real robot test is 
described below. It is important to note that the simulator 
captures the uncertainty of the vision process, and has an 
artificial odometry error. 
 Figure 3 shows the effect of the odometry error. 
Without re-localization, the robot localization error 
increases in an unbounded fashion. Both the algorithms 
succeed in bounding the localization error, with the particle 
filter doing better at representing the absolute localization of 
the robot. The reason for this is best shown in Figure 4, 
which shows the estimates of the positions of the 
landmarks. The particle filter rapidly converges to the 
correct solution, while the extended Kalman filter retains 
some error in the measurement. 
 
6.3 Real Robot Results 
 
Video1 shows the estimation procedure by using both the 
EKF and the PF method in a continuous circular path.  The 
robot path view window has been enlarged 5 times more 
than the two bottom windows to make sure it can be read 
clearly.  The white line is the robot odometry path, while the 
magenta line and green line describe the estimated robot 
path with PF and EKF methods respectively. The estimated 
cylinders’ positions are expressed with stars in the window 
of Estimated Landmarks View by EKF and dots (particles) 
in the window of Estimated Landmarks View by PF.  The 
uncertainties of estimation are described with ellipses. The 
white crosses in both windows are the cylinders’ real 
positions measured manually. Although our vision system 
cannot provide precise geometric information about 
distance and bearing to all objects, both EKF and PF 
methods can still be implemented on a real robot in real 
time simultaneously. 
The ground truth of the robot path was measured 
manually by stopping the robot and manually measuring its 
position on the floor; this process was subject to significant 
error. Figure 5 shows the robot path obtained from 
odometry, EKF, PF and the ground truth measurements in 
50 time steps. Figure 6 shows the estimated landmarks 
position by EKF and PF methods in real world. These 
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figures indicate comparable results to the simulation work.  
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Figure 3: Comparitive localization paths of the robot comparing 
the particle filter with the extended kalman filter. The real path and 
the path derived from pure odometry are also shown. 
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Figure 4: Comparison of map built of landmarks using the particle 
filter and extended Kalman filter approaches against the real 
positions of the landmarks. 
7  Discussion 
These preliminary results show the promise of the modified 
particle filter method. In particular, the method has been 
shown to perform as well (if not outperform) the well-
established EKF approach to SLAM. The most promising 
aspect though is the robustness of the method with respect 
to data association. During experimental testing, vision 
errors would occasionally cause a cylindrical marker to be 
misclassified as being of the wrong colour. Such a 
misclassification proved disastrous for the EKF system, 
whereas the PF system was able to recover by filtering 
misclassified information during re-sampling. However, the 
modified PF method increases the computation, which will 
be a challenge when doing SLAM in a larger environment 
in the future.  
8 Conclusions 
A modified particle filter SLAM algorithm has been 
outlined in this paper. Preliminary experimental results in a  
-0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
-0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5
Odometry
PF
EKF
Real Path
 
Figure 5: Comparison of SLAM methods against the odometry and 
ground truth measurements. 
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Figure 6: Comparison of landmark measurements for particle filter 
and extended kalman filter techniques against the actual landmark 
position. 
 
small area for this method have been obtained on a real 
robot in real time, and compared with results obtained using 
an EKF method. These preliminary results show promising 
performance, particularly in light of the problems associated 
with dealing with ambiguous landmarks using the extended 
Kalman filter method. 
Future work on this project will test performance over a 
larger area, using low level behaviours that enable 
autonomous exploration. The system could also be coupled 
with the natural landmark system developed in our 
laboratory[Prasser and Wyeth, 2003]. It would also be 
interesting to produce results that could be compared 
directly with the RatSLAM algorithm also under 
investigation in our laboratory. 
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