Abstract: This paper applies an approximate multi-parametric Nonlinear Programming approach to explicitly solve output-feedback Nonlinear Model Predictive Control (NMPC) problems for constrained nonlinear systems described by black-box models. In particular, neural network models are used and the optimal regulation problem is considered. A dual-mode control strategy is employed in order to achieve an offset-free closed-loop response in the presence of bounded disturbances and/or model errors. The approach is applied to design an explicit NMPC for regulation of a pH maintaining system.
INTRODUCTION
Nonlinear Model Predictive Control (NMPC) involves the solution at each sampling instant of a finite horizon optimal control problem subject to nonlinear system dynamics and state and input constraints (Chen and Allgöwer (1998) ). There exists a number of NMPC approaches based on various black-box models e.g. based on neural network models (e.g. Nørgaard et al. (2000) ), fuzzy models (e.g. Espinosa et al. (2005) ), local model networks (e.g. Garcia et al. (2008) ), Gaussian Process models (e.g. Kocijan and Murray-Smith (2005) ). The common feature of these NMPC approaches is that an on-line optimization needs to be performed in order to compute the optimal control input. Consequently, the computation is time consuming and the real-time NMPC implementation is limited to processes where the sampling time is sufficient to support the computational needs. However, the on-line computational complexity can be circumvented with an explicit approach to NMPC, where the only computation performed on-line would be a simple function evaluation. The benefits of an explicit solution, in addition to the efficient on-line computations, include also verifiability of the implementation. Several approaches to explicit solution of NMPC problems ⋆ This work was financed by the National Science Fund of the Ministry of Education, Youth and Science of Republic of Bulgaria, contract DO02-94/14.12.2008 and the Slovenian Research Agency, contract BI-BG/09-10-005 ("Application of Gaussian processes to the modeling and control of complex stochastic systems").
have been suggested. In Johansen (2002) , Johansen (2004) , Grancharova et al. (2007) , approaches for off-line computation of explicit sub-optimal piecewise linear (PWL) predictive controllers for nonlinear systems with state and input constraints have been developed, based on the multiparametric Nonlinear Programming (mp-NLP) ideas (Fiacco (1983) ). It has been shown that for convex mp-NLP problems, it is straightforward to impose tolerances on the level of approximation such that theoretical properties like asymptotic stability of the sub-optimal feedback controller can be ensured (Johansen (2004) , Bemporad and Filippi (2006) ). In Grancharova et al. (2007) , practical computational methods to handle non-convex mp-NLP problems have been suggested. Algorithms for solving mp-NLP problems, including the non-convex case, are described also in Pistikopoulos et al. (2007) . The mentioned methods for explicit NMPC are based on first-principles models and they assume that the state variables can be measured. In addition to these methods, there exists another group of approaches for off-line computation of sub-optimal controllers, where the optimal solution is approximated by means of neural networks (Parisini and Zoppoli (1995) , Bertsekas and Tsitsiklis (1998) , Åkesson and Toivonen (2006) ). This paper suggests an approximate mp-NLP approach to explicit solution of NMPC problems for constrained nonlinear systems described by neural network NARX models (Chen et al. (1990) ). The approach builds an orthogonal search tree structure of the regressor space partition and consists in constructing a PWL approximation to the optimal control sequence. A dual-mode control strategy is proposed in order to achieve an offset-free closed-loop response in the presence of bounded disturbances and/or model errors near the system equilibrium. It is similar to the dual-mode control concept in Michalska and Mayne (1993) , however here black-box models are considered and an explicit solution of the NMPC problem is sought. The main motivations behind the dual-mode control strategy are the following. First, it may be beneficial to use a separate linear model in a neighborhood of the equilibrium, since the nonlinear black-box model may not have accurate linearizations, and the requirement for accurate control is highest at the equilibrium. Second, it leads to a reduced complexity of the explicit NMPC compared to augmenting the nonlinear model with an integrator to achieve an integral action directly in the NMPC.
FORMULATION OF THE NN-NMPC PROBLEM

Modelling with neural network NARX models
Consider a nonlinear dynamical system with input u ∈ R m and output y ∈ R p and let U = [u(1), u(2), ... , u(M )] and Y = [y(1), y(2), ... , y(M )] be sets of observed values of u and y to the number of M . Based on these data, the dynamics of the system can be described with a neural network NARX model (Chen et al. (1990) ), where the future predicted output y(i + 1) depends on previous estimated outputs, as well as on previous control inputs:
Here, L is a given lag, i is the consecutive index of data samples (i ≥ L), z(i) is the regressor vector, f is the function realized by the neural network model, and θ is a vector of parameters. The function f is a concatenation of two mappings: one that takes the past values of the observed inputs and outputs and maps them into the regressor vector and one that takes this vector to the space of the outputs. The nonlinear mapping from the regressor space to the output space can be of various kinds. We will use neural network with sigmoid basis functions in the hidden layer and linear basis functions in the output layer. It is called Multilayer Perceptron (MLP) (Nørgaard et al. (2000) ) and can be used as an universal approximator. The parameters of the MLP are the weights of its units. After the structure (number of layers and units) is determined, the model parameters are obtained with optimization, based on a chosen cost function (usually a least squares combination of errors between estimated and measured output signals
2 , whereŷ(i|θ) is estimated output signal).
Formulation of the NN-NMPC problem
Consider the discrete-time nonlinear system:
where x(t) ∈ R n , u(t) ∈ R m , and y(t) ∈ R p are the state, input and output vectors, and h : R n × R m → R n and g : R n × R m → R p are nonlinear functions. Input and output constraints are imposed on the system (3)-(4):
Assume that the dynamics of the nonlinear system (3)- (4) is approximated with an MLP neural network with NARX structure of the form (1)-(2). Then for t ≥ L, define a modified regressor vector:
where u(t − 1), ... , u(t − L) and y(t), y(t − 1), ... , y(t − L) are the measured values of the input u and the output y. Thus,z(t) ∈ R q with q = (L + 1)p + Lm. Then, the NARX model, used to obtain one-step ahead prediction of the output for t ≥ L, is represented:
where f N N is the function realized by the neural network (NN) and θ contains the network weights. Suppose the initial regressor vectorz(t) =z t|t is known and the control inputs u(t + k) = u t+k , k = 0, 1, ... , N − 1 are given. Then, the model (7) can be used to obtain the predicted output y t+k+1|t , k = 0, 1, ... , N −1 through iterative onestep ahead predictions, where at each step the predicted output value is fed back to the regressor vector:
It is assumed that there exists u
, is an equilibrium point for the NARX model (7). It is also supposed that y min < 0 < y max , which means that this equilibrium point is feasible for (5). Further, letz
Consider the optimal regulation problem where the goal is to steer the output y to the origin by minimizing certain performance criterion. Suppose that a full measurement of the regressor vectorz(t) is available at the current time t ≥ L. Then, for the currentz(t), the regulation NN-NMPC solves the following optimization problem:
subject toz t|t =z(t) and:
.. , u t+N −1 ] and the cost function:
Here, N is a finite horizon and Q, R, F ≻ 0. In (13), Ω is the terminal set defined by Ω = {z c ∈ R q | z c 2 ≤ δ} with δ > 0. From a stability point of view it is desirable to choose δ as small as possible (Mayne et al. (2000) ). Letz be the value of the regressor vector at the current time t. Then, the optimization problem (10)- (16) can be formulated in a compact form as follows:
The problem (17) defines an mp-NLP, since it is NLP in U parameterized byz. We remark that the constraints function G(U,z) in (17) is implicitly defined by (11)- (15). An optimal solution to this problem is denoted U * = [u * t , u * t+1 , ... , u * t+N −1 ] and the control input is chosen according to the receding horizon policy u(t) = u * t . Define the set of N -step feasible initial regressor vectors:
In parametric programming problems one seeks the solution U * (z) as an explicit function of the parametersz in some set Z ⊆ Z f ⊆ R q (Fiacco (1983) ).
APPROXIMATE MP-NLP APPROACH
In Grancharova et al. (2007) , a computational method for constructing an explicit piecewise linear (PWL) approximate solution of state-space NMPC problems has been suggested. Here, the approximate mp-NLP approach is applied to explicitly solve the output-feedback NN-NMPC problem formulated in the previous section and it is given only in brief. Let Z ⊂ R q be a hyper-rectangle where we seek to approximate the optimal solution U * (z) to problem (17). It is required that the regressor space partition is orthogonal and can be represented as a k−d tree. The main idea of the approximate mp-NLP approach is to construct a PWL approximation U (z) to U * (z) on Z, where the constituent affine functions are defined on hyper-rectangles covering Z. The computation of an affine regressor feedback associated to a given region Z 0 includes the following steps. First, a close-to-global solution of problem (17) is computed at a set of points V 0 = {v 0 , v 1 , v 2 , ... , v N1 } ⊂ Z 0 . Then, based on the solutions at these points, a local linear approximation U 0 (z) = K 0z + g 0 to the close-to-global solution U * (z), valid in the whole hyperrectangle Z 0 , is determined by applying the procedure in Grancharova et al. (2007) : Procedure 1. Consider any hyper-rectangle Z 0 ⊆ Z with a set of points V 0 = {v 0 , v 1 , v 2 , ... , v N1 } ⊂ Z 0 . Compute K 0 and g 0 by solving the following NLP:
, and the parameter α is a weighting coefficient (tuned in an ad-hoc fashion). Note that the computed linear regressor feedback U 0 (z) = K 0z + g 0 satisfies the constraints in problem (17) only at the discrete set of points V 0 ⊂ Z 0 . After the feedback U 0 (z) has been determined, an estimate ε 0 of the maximal cost function approximation error in Z 0 is computed as follows:
If ε 0 >ε, whereε > 0 is the specified tolerance of the approximation error, the region Z 0 is divided and the procedure is repeated for the new regions. The detailed approximate mp-NLP algorithm is given in Grancharova et al. (2007) (where the state space should be replaced by the regressor space). The algorithm terminates with a PWL function
EXPLICIT DUAL-MODE CONTROLLER
Generally, it will be difficult to guarantee that the local linearization at a nominal equilibrium point of an NN ARX model is accurate. The inaccuracies of the model may result in a steady-state offset of the explicit NN-NMPC controller. Here, a dual-mode control strategy is proposed which aims at achieving an offset-free closed-loop response in the presence of bounded disturbances and/or model errors. With this strategy, the control is performed by the explicit NN-NMPC controller when the system is far from equilibrium, and by a Linear Quadratic Regulator (LQR) with integral action when it is close to equilibrium.
Design of LQR with integral action in a neighborhood of the equilibrium
Consider a linear ARX model (Ljung and Glad (1994) ):
that is valid in a neighborhood of the equilibrium y = 0, u = u * st of the considered nonlinear dynamical system (3)-(4). In (22), the matrices A i ∈ R p×p and B i ∈ R p×m , i = 1, 2, ... , l +1 contain the coefficients of the model, and l is a given lag. To estimate the parameters of the model (22), the least squares estimation method or the four-stage instrumental variable method can be applied (Ljung and Glad (1994) ). Based on the linear ARX model, an LQR that will regulate the system (22) to the origin, is designed. In order to achieve an offset-free performance, the model (22) is augmented with the following output y int ∈ R p , which takes into account the integral error:
(23) where T s is the sampling time. Let u e (t) ≡ u(t) − u * st . Then, the extended system with input u e and output y e = [y, y int ] is described by the linear ARX model: 
where
.. , l + 1. Here, I p is the pdimensional identity matrix, 0 p is the p-dimensional square zero matrix, and 0 p,m is the p×m-dimensional zero matrix.
The following regressor vector is introduced:
[y e (t), y e (t − 1), ..., y e (t − l),
Thus,z e (t) ∈ R qe with q e = (l +1)2p+lm. This vector can be also represented asz e (t) = [z 1 (t), z 2 (t), ..., z l+l+1 (t)], where z 1 (t), ..., z l+1 (t) are the shifted values of y e and z l+2 (t), ..., z l+l+1 (t) are the shifted values of u e . The following relations hold: y e (t + 1) = z 1 (t + 1)
z l (t) = y e (t − l + 1) = z l+1 (t + 1)
z l+l (t) = u e (t − l + 1) = z l+l+1 (t + 1) z l+l+1 (t) = u e (t − l) Then, the system (24) can be represented:
For l > 0, the matricesÃ e andB e in (28) are given by: 
In (29), (30) (31) where Q e , R e ≻ 0. The solution to (31) is the linear feedback control law:
where the controller gain K is given by Ogata (1995) :
By taking into account that u e (t) ≡ u(t) − u * st , it follows from (32) that the control input applied to the system is:
Explicit dual-mode controller
Consider the closed-loop system:
wherez e (t + k) is defined by (25) if t is replaced by t + k. Assume that A cl =Ã e −B e K is strictly Hurwitz. Let Γ e = {z e ∈ R qe |z T e Sz e ≤ σ} with S ≻ 0, σ > 0, be a positively invariant admissible set for the system (36). It means that ∀z e (t) ∈ Γ e ,z e (t + k) ∈ Γ e , ∀k > 0 and:
where Ψ = [I p 0 p ] and I p , 0 p , 0 2p , 0 m are defined above. Γ e can be determined in a way similar to Lemma 1 in Chen and Allgöwer (1998) . If S satisfies the Lyapunov equation:
for some µ > 0, then there exists a constant σ > 0 such that the set Γ e is a positively invariant admissible set for the system (36). For l ≤ L, let Γ 1 e = {ξ ∈ Rq e | ξ T S 1 ξ ≤ σ 1 } with S 1 ≻ 0,σ 1 > 0 be the orthogonal projection of Γ e onto Rq e ,q e = (l + 1)p + lm, by omitting all integrator elements from the regressor vectorz e . Let Ω 1 = {ζ ∈ Rq e | ζ T S 1 ζ ≤ S 1 δ 1 } be the orthogonal projection of the terminal set Ω onto Rq e , where S 1 is the induced norm of matrix S 1 . Then, it is required S 1 δ 1 <σ 1 , so that
by omitting all integrator elements and the elements y(t − L − 1), ..., y(t − l) from z e . Let Ω 2 = {ζ ∈ R q | ζ T S 2 ζ ≤ S 2 δ 2 }, withδ 2 > 0 be a set such that Ω ⊆ Ω 2 . Similar to above it is required S 2 δ 2 <σ 2 , so that Ω 2 ⊂ Γ 2 e . In order to define the dual-mode controller, the regressor vector, associated to the system (36), is introduced:
[Ψy e (t), Ψy e (t − 1), ..., Ψy e (t − l),
where Ψ is defined above. Thus,z r (t) ∈ R qr with q r = (l + 1)p + lm. Let Γ r ∈ R qr be the orthogonal projection of Γ e onto R qr , specified by (40) (note that q r < q e ). Further,
qr , where Z Π is the orthogonal projection of Z Π onto R qr , obtained by omitting the regressors with lag larger than l. For l > L, Γ r ⊂ Z Π ⊂ R q , where Γ r is the orthogonal projection of Γ r onto R q , obtained by omitting the regressors with lag larger than L.
Letz,z e , andz r be the values of the regressor vectors (6), (25), and (40) at the current time t. Then, the explicit dual-mode controller is defined as follows:
The expression in the first row of (41) means that the control is performed by the explicit NN-NMPC controller when the system is far from equilibrium. The expression in the second row implies that the control will be switched to the LQR whenz r enters the set Γ r and the LQR will continue controlling the system untilz r leaves this set due to a large disturbance, for example. The integrator output y int is used only whenz r ∈ Γ r . In the case whenz r / ∈ Γ r , y int is set to zero and not used.
If the NN ARX model describes exactly the system dynamics far from the origin (outside the set Γ r ) and the problem (17) is convex, then the closed-loop system stability can be ensured by conditions similar to those in Johansen (2004) . In presence of model errors far from the origin, it would be necessary to apply approaches to explicit robust NMPC (Grancharova and Johansen (2009)) . If the problem (17) is non-convex, then the closed-loop stability can not be guaranteed, but it can be verified by off-line simulations.
SIMULATION EXAMPLE
Here, an explicit dual-mode controller for regulation of a pH maintaining system is designed. The system (described in details in Henson and Seborg (1994) ) consists of an acid stream (Q 1 ), buffer stream (Q 2 ) and base stream (Q 3 ) that are mixed in a tank (T 1 ). Prior to mixing, the acid stream enters another tank (T 2 ). The acid and buffer flow rates are assumed to be constant. The effluent pH is the measured variable, which is controlled by manipulating the base flow rate. In Henson and Seborg (1994) , a dynamic model of the system is derived, which has the state, input and output variables:
where W a4 and W b4 are the effluent reaction invariants, and h 1 is the liquid level in tank T 1 . The obtained state space model has the form:ẋ =f (x) +g(x)ũ , c(x,ỹ) = 0 (43)
ARX model identification Neural network ARX model identification
The identification and the validation of the NN model of the pH maintaining system is based on simulation data, generated with the model (43), where the liquid level h 1 in tank T 1 is assumed to be constant. Thus, it is presumed that a controller has been already designed to keep the level h 1 on the nominal value h * 1 = 14 [cm] by manipulating the exit flow rate Q 4 . Based on the responses obtained with the model (43), a sampling time of 25 [s] was selected. The identification signal was generated from a uniform random distribution and a rate of change of the signal of 50 [s] . The validation signal was obtained using a generator of random noise with uniform distribution and a rate of change of the signal of 500 [s] . The NN ARX model has the form:
](45) It should be noted that in difference to the model (43) whereỹ = pH, in the NN model (44)- (45) the output variable y represents the deviation of the pH from the desired set point pH sp = 4.8, i.e. y = pH − pH sp . The data used for identification of the NN model (44)- (45) and for validation of its performance were scaled to zero mean and variance 1. This means that the control input u(t) and the output y(t) in the NN model can take both positive and negative values. The hidden layer of the NN model has thirteen neurons with sigmoid activation functions and the output neuron has a linear activation function.
Linear ARX model identification The equilibrium point of the pH maintaining system (43) isỹ = 4.8,ũ * st = 10.94 [ml/s] (respectively y = 0, u * st = 0.1732 after scaling). A validation of the obtained NN ARX model near this point showed that it is not accurate. In order to obtain accurate predictions when the output variable is close to zero, the following linear ARX model is identified:
Design of explicit dual-mode controller
The approach described in sections 3 and 4 is applied to design an explicit dual-mode controller for the pH maintaining system based on its NN model (44)- (45) The partition has 5512 regions and 33 arithmetic operations are needed in real-time to compute the control input.
Further, an unconstrained LQR is designed, which is used in a neighborhood of the origin:
u e = −Kz e = −k 1 y − k 2 y int , K = [0.7994, 0.0069](47) This control law solves the optimization problem (31) with weighting matrices Q e = diag{10, 0.0005}, R e = 10. Then, the explicit dual-mode controller for the pH maintaining system is defined according to (41) with Γ r = {z r ∈ R |z 2 r ≤ 0.09}, wherez r (t) = y(t). In order to study the robustness of the explicit dual-mode controller against model inaccuracies, its performance is simulated in closed-loop with the first-principles model (43). It is assumed that there are persistent disturbances in the acid and the buffer flow rates. In addition to the explicit dual-mode controller, a second controller (an LQR) is applied, which keeps the liquid level h 1 on the nominal value h * 1 = 14 [cm] by manipulating the exit flow rate Q 4 . The obtained trajectories of the control input u and the output variable y are shown in Fig. 1 . It can be seen from Fig. 1 that the output variable is steered to the origin despite of the presence of persistent disturbances and the control input achieves a new equilibrium value u * st = 0.2380. The depicted response has a typical amount of performance degradation being representative for other initial conditions and scenarios. 
