We propose a new class of estimators for semiparametric VARMA models with the innovation density playing the role of nuisance parameter. Our estimators are R-estimators based on the multivariate concepts of center-outward ranks and signs recently proposed by Hallin (2017). We show how these concepts, combined with Le Cam's asymptotic theory of statistical experiments, yield a robust yet flexible and powerful class of estimation procedures for multivariate time series. We develop the relevant asymptotic theory of our R-estimators, establishing their root-n consistency and asymptotic normality under a broad class of innovation densities including, e.g., multimodal mixtures of Gaussians or and multivariate skew-t distributions. An implementation algorithm is provided in the supplementary material, available online. A Monte Carlo study compares our R-estimators with the routinely-applied Gaussian quasi-likelihood ones; the latter appear to be quite significantly outperformed away from elliptical innovations. Numerical results also provide evidence of considerable robustness gains. Two real data examples conclude the paper.
Introduction

Quasi-maximum likelihood and R-estimation in time-series models
Quasi-likelihood methods, which include QMLE (quasi-maximum likelihood estimation) and correlogram-based testing, are standard daily practice in the statistical analysis of time series, univariate and multivariate, linear and non-linear. Focusing on estimation problems in linear models (autoregressive moving average, ARMA) the properties of (Gaussian) QMLE are generally considered as fully satisfactory: the estimator is root-n consistent and asymptotically normal, under finite fourth-order moment assumptions. The case of nonlinear models (with, e.g., exponential QMLE for non-linear volatility and multiplicative error models) is roughly similar.
Despite of their popularity, however, QMLE methods are not without some undesirable consequences. (i) While achieving efficiency under Gaussian innovations, their actual performance can be arbitrarily bad under non-Gaussian ones. More precisely, their asymptotic relative efficiency with respect to the efficient estimator, depending on the actual innovation density, can be arbitrarily close to zero. (ii) Due to technical reasons (the Fisher consistency requirement), the choice of a quasi-likelihood is the most pessimistic one: quasi-likelihoods automatically are based on the least favorable innovation density (e.g.,ARMA models with Gaussian innovations). (iii) Actual fourth-order moments might be infinite, thus the validity of the QMLE can be questionable.
In principle, the ultimate theoretical remedy to those problems is the semiparametric estimation method described in the monograph by Bickel et al. (1993) , which yields uniformly locally and asymptotically semiparametrically efficient estimators (in ARMA models, which are adaptive, semiparametric and parametric efficiency coincide). Semiparametric estimation procedures, however, are not easily implementable, since they require kernel-based estimation of the actual innovation density. This means the choice of a kernel, the selection of a bandwidth, and the use of sample splitting techniques and needs relatively large samples. It explains why the approach is seldom considered in practice.
A more flexible and computationally less heavy alternative is R-estimation, which reaches efficiency at some chosen reference density (not necessarily Gaussian or least favorable) or class of densities. R-estimation has been proposed first in the context of location (Hodges and Lehmann 1956 ) and regression (Jurečková 1971 , Koul 1971 , van Eeden 1972 , Jaeckel 1972 ) models with independent observations. R-estimation later on was extended to au-toregressive time series models (Koul and Saleh 1993, Koul and Andrews 2008 Andrews , 2012 )-note, however, that the R-estimators considered by these authors are not genuinely rank-based, as the objective functions they are based on involve both the ranks and the observations themselves. Extensions to the estimation of non-linear time series such as AR-GARCH, discretely observed diffusions with jumps, or autoregressive conditional duration models were considered by Mukherjee (2007) , Andreou and Werker (2015) , and La Vecchia (2017, 2019) .
The drawbacks of quasi-likelihood methods for observations in dimension d = 1 only get worse as d increases. The finite-sample performance of a VAR(1) Gaussian QMLE under a mixture of Gaussians (see Figure 2 ), for instance, can be quite terrible-although the conditions for root-n consistency and asymptotic normality are perfectly met. Also the use of the semiparametric method of Bickel properties that make traditional univariate ranks a natural and successful tool of inference when d = 1. In particular, they are distribution-free and independent, irrespective of the actual density, of the corresponding order statistic. In this paper, we make use of those new notions of ranks and signs to derive a novel class of R-estimators for VARMA models with unspecified innovation densities, we establish its asymptotics and illustrate numerically how it outperforms the routinely-applied QMLE.
Several attempts had been made previously to introduce ranks and signs in a multivariate context. Among them are the componentwise ranks (Puri and Sen 1971) and the spatial ranks (Oja 2010 ), which are not distribution-free, and the depth-based ranks (Liu 1992; Liu and Singh 1993) which are distribution-free, but not "maximal distribution-free": see the introduction of Hallin (2017) for details and a survey. The concept of Mahalanobis ranks and signs, due to Hallin and Paindaveine (2002a) , has been quite successful in the time-series context Paindaveine 2002b, 2004) ; the validity of their methods, however, is limited to the case of elliptical innovations-an assumption we are not willing to make here. The center-outward ranks and signs we are considering below extend the validity of Mahalanobis ranks and signs-based methods, essentially, to arbitrary absolutely continuous distributions in R d .
Center-outward R-estimation at a glance
To justify our method and illustrate its performance, consider the following two continuous bivariate innovation densities. The first one is a bivariate N (0, I 2 ) density (I 2 the 2 × 2 identity matrix), the second is a mixture Those two densities were used to generate independent innovations ǫ t in N = 300 replications of length n = 1000 of the stationary solution of the bivariate VAR(1) model (
where L as usual denotes the lag operator and A = (a ij ) is a 2 × 2 matrix satisfying the classical stationarity requirements. The VAR(1) parameter to be estimated is thus vec(A) = (a 11 , a 21 , a 12 , a 22 ) ′ . For the simulation we set a 11 = 0.2, a 21 = −0.6, a 12 = 0.3, and a 22 = 1. 
Local asymptotic normality 2.1 Notation and basic assumptions
We throughout consider the d-dimensional VARMA(p, q) model
L is the lag operator, and {ǫ t ; t ∈ Z} is an i.i.d. mean 0-innovation with probability density f . The observed series is {X (n) 1 , . . . , X (n) n } (superscript (n) omitted whenever possible), and the (p + q)d 2 -dimensional parameter of interest is 
lie outside the unit ball in C; (ii) |A p | = 0 = |B q |; (iii) I d is the greatest common left divisor of p i=0 A i z i and q i=0 B i z i . To proceed with the statement of local asymptotic normality, we need some algebraic preparation, which we borrow from Garel and Hallin (1995) and Hallin and Paindaveine (2004) ; that preparation is needed, essentially, for the explicit expressions of the central sequence (2.3) and the Fisher information (2.6) below, and can be skipped at fist reading.
The interested reader will find this technical material in Appendix A.
Throughout, we assume that f is non-vanishing with respect to the Lebesgue measure µ on R d . More precisely we assume that, for all c ∈ R + , there exist b c;f and a c;f in R such that
Denote by F d this family of densities, which is the one for which the centeroutward distribution functions to be defined in Section 3.1 are shown to be continuous in Hallin (2017) . In order to have LAN, we moreover are making the following regularity assumptions.
Assumption (A2). The density f ∈ F d is such that (i) xf (x)dµ = 0, xx ′ f (x)dµ = Ξ, with Ξ positive definite; (ii) there exists a square integrable random vector Df 1/2 such that for all sequence h ∈ R d such that 0 = h → 0,
there exists a finite measurable partition of R d into J non-overlapping subsets
Note that Assumption (A2) implies the existence and finiteness of the matrix
appearing in Proposition 2.1 below.
Let Z (n) 1 (θ), . . . , Z (n) n (θ) denote the residuals computed from the initial values ǫ −q+1 , . . . , ǫ 0 and X −p+1 , . . . , X 0 , the parameter value θ, and the observations; those residuals can be computed recusively, or from (A.1). Clearly, X (n) := {X (n) 1 , . . . , X (n) n } is the finite realization of a solution of (2.1) with parameter value θ iff Z (n) 1 (θ), . . . , Z (n) n (θ) and ǫ 1 , . . . , ǫ n coincide. Denoting by P 
LAN
We are now ready to establish the local asymptotic normality, under very general conditions, of the VARMA model (2.1). Write L (n) θ+n −1/2 τ (n) /θ;f for the log-likelihood ratio of P (n) θ+n −1/2 τ (n) ;f with respect to P (n) θ;f , where τ (n) is a bounded sequence of R (p+q)d 2 . The following LAN result will be used to motivate the definition of our R-estimator and to establish the asymptotic normality of our R-estimators. Note that it does not require f to be elliptic.
where M θ , P θ , and Q (n) θ are given in (A.2) and (A.3) of Appendix A and
with the so-called f -cross-covariance matrices
Recall that under Assumption (A1), the Green matrices G u and H u (see Appendix A) decrease exponentially in u: we can thus safely define
The following LAN result then is essentially the same as in Garel and Hallin (1995, (LAN 2) in their Proposition 3.1) Proposition 2.1. Let Assumptions (A1) and (A2) hold. Then, for any bounded sequence τ (n) in Details are left to the reader.
Elliptical LAN
The class of densities 
In the terminology of measure transportation, the mapping F ell from R d to S d defined as
is thus pushing the elliptical distribution of Z forward to the uniform U d over the unit ball S d . 
t ) 1/2 : it follows from (Hallin and Paindaveine 2004 ) that the correponding f -cross-covariances are of the form Turning to the sample, for any θ ∈ Θ, the residuals Z (n) (θ) := (Z ± of F ± , let n factorize into n = n R n S + n 0 , for n R , n S , n 0 ∈ N and 0 ≤ n 0 < min{n R , n S }, where n R → ∞ and n S → ∞ as n → ∞, and consider a sequence of grids, where each grid consists of the intersection between an n S -tuple (u 1 , . . . u n S ) of unit vectors, and the n R -hyperspheres centered at the origin, with radii 1/(n R +1), . . . , n R /(n R +1), along with n 0 copies of the origin. The resulting grid is such that the discrete distribution with probability masses 1/n at each gridpoint and probability mass n 0 /n at the origin converges weakly to the uniform U d over the ball S d . Then, we define F (n) ± (Z (n) t ), for t = 1, . . . , n as the solution of an optimal coupling problem between the observations and the grid. Specifically, the empirical center-outward distribution function is the (random) mapping
t (θ) and · stands for the Euclidean norm) or, equivalently,
. . , n} coincides with the n points of the grid and π in (3.1) ranges over the n! possible permutations of {1, . . . , n}, while T denotes the set of all possible bijective mappings between Z (n) 1 , . . . , Z (n) n and the n gridpoints. Based on this empirical center-outward distribution function, the center-outward ranks are defined as
and the center-outward signs as
Those ranks and signs are jointly distribution-free (for f ∈ F d ): more precisely, un-
is uniformly distributed over the n! permu-tations of the n underlying gridpoints. Actually, denoting by B (n) the σ-field generated by the sample, by B (n) (.) and B
(n) ± the sub-σ-fields generated by the order statistic and the empirical center-outward distribution function, respectively, the sample σ-field B (n) factorizes into the product B We illustrate these definitions in Figure 3 , where n = 1000 bivariate observations were drawn from the spherical Gaussian and from the mixture of Gaussians (1.1) considered in the introduction. Their center-outward ranks and signs were obtained via the Hungarian algorithm-see Appendix C for computational details. Figure 3 displays a few empirical center-outward quantile contours, which nicely conform to the shape of the underlying distribution.
A strong parallel exists between Mahalanobis ranks and signs and the center-outward ones: indeed, both z → F ± (z) and z → F ell (z) are pushing P forward to the uniform U d over the unit ball. However, F ± is the gradient of a convex function, hence, provided that P has finite moments of order two, is an optimal Monge-Kantorovich transport for quadratic transportation costs.
is not a gradient of convex function, hence is not an optimal transport.
Denoting by Σ
(n) a consistent estimator of Σ measurable with respect to the order statistic of the Z t 's and by F (n) rad the empirical distribution function (with denominator (n + 1)) of the (
with the Mahalanobis ranks
and Mahalanobis signs
and, similar to (3.5), we have the factorization
(3.7)
Center-outward sign-and rank-based central sequences
Intuitively, the basic idea in R-estimation consists in replacing the residuals Z(θ) appearing in estimating equations with some adequate function of their ranks and their signs.
This, in dimension d = 1 and a context of asymptotic optimality, can be achieved by considering the central sequence ∆
(n) f (θ) associated with some reference density f (not necessarily the actual one, which is unknown), conditioning it on the vector of residual ranks and performing a one-step (in practice, a multistep one) Newton-Raphson iteration based on the resulting "rank-based central sequence" rather than ∆ (n) f (θ) itself. This latter strategy has been applied quite successfully in Hallin and La Vecchia (2017, 2019) in the context of nonlinear time series models; due to the classical equivalence between exact and approximate score statistics it essentially leads to substituting
, then proceeding as usual. In dimension d > 1, similar ideas-namely, substituting
f (θ)-have been applied by Hallin et al. (2006) for the estimation of shape matrices based on the Mahalanobis ranks and signs.
The validity of the latter approach, however, is limited to models with elliptical noise.
Here, we aim at removing that restriction by considering the center-outward counterpart of (3.8), that is, by substituting
(F ± and Q ± associated with the chosen reference density f ∈ F d -not the actual one, which
Except for a few particular densities such as the spherical or elliptical ones, explicit forms of center-outward distribution and quantile functions are seldom available, though, and we therefore focus, for the choice of the reference density f , on the spherical ones: let us insist again that this does not mean that the actual density, which remains unknown, has to be spherical.
In view of (2.5), writing F (n)
±,t (θ), we thus concentrate on rank-based f -cross-covariance statistics of the form
where ϕ 1 and ϕ 2 : (0, 1) → R are appropriate score functions; see Section 4.2 for examples.
Our center-outward R-estimators, which we now describe, are based on those ∆ (n) ϕ 1 ,ϕ 2 (θ).
R-estimation 4.1 One-step R-estimators
We now proceed with a precise definition of our R-estimators and establish their asymptotic properties. Throughout, ϕ 1 and ϕ 2 are assumed to satisfy the following mild assumption.
Assumption (A3). The score functions ϕ 1 and ϕ 2 are (i) square integrable, that is,
and (ii) continuous differences of two monotonic increasing functions (i.e., have bounded variation).
Define
and , which we therefore omit. We thus directly make the following assumption on the rank-based statistics Γ (n)
i,ϕ 1 ,ϕ 2 (θ); the form of the linear term in the right-hand side of (4.3) follows from the form of the asymptotic shift in Lemma B.3.
Assumption (A4)
For any positive integer i, as n → ∞,
, the following result. such that m ≤ n − 1 and m → ∞ (hence also n → ∞),
With the above asymptotic linearity result, we are now ready to define our R-estimators.
First, let us introduce some notations. Under Assumption (A1), we can safely define the limit
and the cross-information matrix Denote byΥ (n) ϕ 1 ,ϕ 2 a consistent estimator of Υ ϕ 1 ,ϕ 2 ,f (θ); one way to obtain such an estimator is by using (4.6); see Appendix C for details. Also, denote byθ (n) a root-n consistent and asymptotically discrete estimator of θ (note that asymptotic discreteness is only a theoretical requirement since in practiceθ (n) only has a bounded number of digits; see Le Cam and Yang (2000, Chapter 6) and van der Vaart (1998, Section 5.7) for details). Then the one-step R-estimator is defined aŝ
The following proposition then establishes the √ n-consistency and asymptotic normality ofθ n . We remark that asymptotic efficiency can be achieved byθ n under spherical distri- Therefore, due to the convergence of ∆ (n) ϕ 1 ,ϕ 2 to∆ (n) ϕ 1 ,ϕ 2 in quadratic mean as mentioned above, when (4.10) holds, ∆ (n) ϕ 1 ,ϕ 2 and ∆ (n) f are asymptotically equivalent, and Υ ϕ 1 ,ϕ 2 ,f (θ) coincides with the Fisher information matrix. In this case, asymptotic efficiency can be achieved bŷ θ n . 
11)
as both n R and n S tend to infinity, where
and Ω (n) −1/2 stands for the symmetric square root of Ω (n) .
See Appendix B for the proof. Appendices C and D provide some details on the computational aspects of the procedure and describe the algorithm we are using. Codes are available upon request.
Some examples of score functions
The rank-based central sequence ∆ (n) ϕ 1 ,ϕ 2 still depends on the choice, which is left to the user, of score functions ϕ 1 and ϕ 2 . We provide three examples of sensible choices. The proposed scores hinge on scores widely applied in the univariate time series setting (see e.g. Hallin and La Vecchia (2019)) and in the multivariate setting under elliptical innovation density (see Hallin and Pandaveine (2004) ).
Example 1 (Sign test scores). Setting ϕ 1 (u) = 1 = ϕ 2 (u) yields the center-outward sign-based cross-covariance matrices
(4.12)
The resulting central sequence ∆ 
Algorithmic and computational aspects
The computational aspects of our estimation method are discussed in Appendices C and D.
The corresponding codes are available on request. To begin with, we set the bivariate (d = 2) VAR(1) model
with parameter of interest θ := vecA = (a 11 , a 21 , a 12 , a 22 ) ′ . For ǫ t , we consider some heavytailed and skew distributions: Student t 3 , skew normal and skew t 3 . Those densities are quite commonly used in the modelization of a number of real data in finance, economics, and biostatistics. The skew normal distribution has density (φ(·; Σ) stands for the N (0, Σ) density, Φ for the standard normal distribution function)
where ξ ∈ R d , α ∈ R d , and w = diag(w 1 , . . . , w d ) > 0 are location, shape, and scale parameters, respectively. The skew t ν distribution has density
where x = w −1 (z − ξ), T (y; ν) denotes the univariate t ν distribution function, and
We refer to Azzalini and Dalla Valle (1996) Throughout, the QMLEs are computed from the MTS package in R program, while the Restimators are obtained using the one-step procedure as described in the online Appendix C.
The simulation results are reported in Figures 4-6 under the form of boxplots. Table 1 provides a numerical summary, in terms of the first two moments of the sampling distribution of the estimators-averaged Bias (×10 3 ) and MSE (×10 3 ). R-estimators, we consider a simulation study where "clean" observations are contaminated by some additive outliers (AO). Specifically, we first generate Gaussian VAR(1) realizations {X t } of (5.1). Then, adding the outliers, we obtain a new sample, with contaminated observations {X * t = X t + I(t = h)ξ} where h and ξ denote the location and size of the contamination, respectively. We set h in order to have 5% equally spaced AOs and put ξ = (4, 4) ′ . The parameter θ remains the same as in the previous settings and the sample size is again n = 1000, with N = 300 Monte Carlo replications. In Figure 7 , we compare the three R-estimators (sign, Spearman, vdW) with the QMLE by displaying the resulting boxplots. Note that the additive outliers have a large impact on the QMLE, while their impact on the R-estimators, especially the sign-based one, is much less.
Empirical examples
We illustrate the applicability and good performance of our R-estimators in two real data problems, originating in electroencephalograms analysis and macroeconomics, respectively.
Electroencephalogram data
We consider two Electroencephalogram (EEG) signals from a dataset freely available in the eegkitdata package of the R program. That dataset contains multichannel signals from several patients; we selected the channels FP1 and FP2 of the first patient. The channels convey information on the brain reaction to the visual inputs. For each channel, the sample size is n = 256.
In Figure 8 , we display the resulting demeaned time series. The plots indicate that the two signals tend to co-move over time. Moreover, we notice that the FP2 signal oscillates more than the FP1 one, exhibiting more extreme values, either above or below zero. The study of co-movement among EEG signals recorded at different brain locations represents an active research area. The statistical analysis of these co-movements may shed light on the joint functioning of different parts of the human brain. In this spirit, our aim is to estimate the squared coherence (related to the cross-spectrum) of those co-movements. To obtain a flexible semiparametric estimate of the cross-spectrum, we follow the widely-applied minimum entropy criterion. First, we look for the best VAR approximation to the dynamics of the bivariate (FP1, FP2) series. Selecting the order via AIC, we obtain a VAR (6) . Second, we estimate the model parameters via QMLE, routinely-applied in biostatistical softwares, and via our R-estimates with the robust estimator of Croux and Joossens (2008) (R routine varxfit available in the package rgarch) as a preliminary using the algorithm described in the online Appendix C, where we refer to for details. The QMLE-based multivariate Ljung-Box test (we use the mq function in the MTS package; see Section 2.7.2 of Tsay (2014) for details) does not reject the model at nominal level 1%. Table 2 in the online Appendix E reports the estimates along with (in parentheses) their standard errors (SEs). While some differences can be noticed (see, for instance, the first row of A 3 ), spotting the significant ones and interpreting them is not easy. In order to do so, we plugged the various estimators into the squared coherence of the series; see Chapter 11 The resulting squared coherences are plotted in the right panel of Figure 8 . They all reveal strong co-movements at low frequencies, with squared coherence values above 0.8. The intensity of co-movements then decreases, with a trough about 0.14 Hz where the estimated squared coherence drops below 0.3 irrespective of the estimation method. The estimated squared coherence implied by the sign R-estimator, however, exhibits a drop, followed by a sudden rise, both much sharper than the other ones. We conjecture that this difference of the sign R-estimator can be related to the presence of spiky values in FP2. Recall indeed that sign-based R-estimators are significantly more robust against outliers, hence against the extreme oscillations (see Figure 8 , left plot) of FP2 which, moreover, do present some visible periodic pattern. We are thus inclined to believe that the sign-based squared coherence is more reliable than the other ones.
A macroeconomic application
We consider two macroeconomic time series: the seasonally adjusted monthly housing starts Table 3 in the online Appendix E. Again, spotting the differences in Table 3 is all but simple, even though some look quite significant (see, for instance, the QMLE and R-estimates of A 21 and A 22 ) and analizing them is even more difficult.
Impulse response functions (IRFs) are easier to read, and easier to interpret. In Figures 10 and 11, we plot the estimated IRFs resulting from the QMLE and R-estimators. In accordance with macroeconometric practice, we are plotting the IRFs associated with both the original and the orthogonalized innovations-the latter in order to reduce the impact on IRFs of the off-diagonal elements of the innovation correlation matrix. Looking at the plots, we see that all IRFs decay to zero quickly; however, the QMLE-based IRFs decay uniformly faster than the R-estimator-based ones. This has interesting economic implications:
for instance, looking at the bottom-right panel of Figure 10 and Figure 11 , we notice that the R-estimators, especially the sign-based ones, estimate a more persistent impact of past mortgage rates on the present one.
Conclusion
Starting from the LAN central sequence of VARMA models, we define a class of R-estimators based on the multivariate concept of center-outward ranks and signs recently proposed by Hallin (2017) . Those R-estimators are flexible, robust, and easy to implement. They perform remarkably well both in simulations, where they significantly outperform the QMLE under non-Gaussian innovations, and in real data analysis. We conjecture that those attractive features are not limited to the VARMA case and we believe they extend to other models such as the dynamic conditional correlation model of Engle (2002), for which the QMLE is routinely applied. [17] Hájek, J. and Šidák, (1967) . Theory of Rank Tests. New York: Academic Press.
[18] Hájek, J., Šidák, Z., and Sen, P.K. (1999) . 
A Technical material: some algebraic preparation
Denote by G u and H u , u ∈ Z the Green's matrices associated with the difference operators A(L) and B(L) defined in Section 2.1: those matrices are defined as the solutions of the homogeneous linear recursions 0 and B(L) 
with initial values I d , 0, . . . , 0 at u = 0, −1, . . . , −p+1 and u = 0, −1, . . . , −q+1, respectively.
Then, the residual process {Z 
Associated with an arbitrary d-dimensional linear difference operator C(L) := ∞ i=0 C i L i (this of course includes operators of finite order s), define, for any integers u and v, the under Assumption (A1), M θ is of full rank.
Also, consider the operator D(L) := I d + p+q i=1 D i L i (note that D(L) and most quantities defined below depends on θ; for simplicity, however, we are dropping this reference to θ),
} be a set of d×d matrices forming a fundamental system of solutions of the homogeneous linear difference equation associated with D(L). Such a system can be obtained from the Green matrices of the operator D(L) (see, e.g., Hallin 1986 ). Defininḡ
the Casorati matrix C ψ associated with D(L) isψ p+q . Finally, let θ+n −1/2 τ ;f , of the rank-based ∆ (n) ϕ 1 ,ϕ 2 (θ). As in the univariate case, however, due to the fact that the ranks are not mutually independent, the asymptotic normality of a rank statistic does not follow from classical centrallimit theorems. The approach we are adopting here is inspired from Hájek, and consists in establishing an asymptotic representation result for the rank-based statistic under studynamely, its asymptotic equivalence with a random variable which is no longer rank-basedthen proving the asymptotic normality of the latter. This is achieved here in a series of lemmas: Lemma B.1 deals with the asymptotic normality of (n−i) 1/2 vec(Γ (n) i,ϕ 1 ,ϕ 2 (θ)), a corollary of which is the asymptotic normality of the truncated versions∆ (n) m,ϕ 1 ,ϕ 2 (θ) of∆ (n) ϕ 1 ,ϕ 2 (θ); Lemma B.3 provides the asymptotic representation of vec(Γ (n) i,ϕ 1 ,ϕ 2 (θ)) by vec(Γ (n) i,ϕ 1 ,ϕ 2 (θ)); the asymptotic representation of ∆ (n) 
where P t , Q t , R t and S t are any four random vectors among S 
It suffices to show that vec(δ 
The Glivenko-Cantelli result in Hallin (2017, Proposition 5.1) entails 
Similar to the arguments used for δ (n) 1 , Lemma B.2 and the fact that (vecA) We now can extend the above asymptotic representation and asymptotic normality results from the rank-based cross-covariance matrices Γ (n) i,ϕ 1 ,ϕ 2 (θ) to the rank-based central sequence ∆ (n) ϕ 1 ,ϕ 2 (θ).
Lemma B.4. Let Assumptions (A1), (A2), and (A3) hold. Then, 
Note that the limits appearing in the above asymptotic means and covariances exist due to Assumption (A1) on the characteristic roots of the VARMA operators involved.
Proof . For (B.17) , due to Lemma B.3 and contiguity, it is sufficient to prove that, under P (n) θ;f , for m = m(n) ≤ n − 1 and provided that m(n) → ∞ as n → ∞, It follows from Proposition 3.1 (LAN2) in Garel and Hallin (1995) that
for any p ≤ m ≤ n−2,. Due to the square-integrability of ϕ 1 , ϕ 2 and the fact that Z (n) 1 , . . . , Z (n) n are i.i.d., it follows from (vecA) ′ (vecB) = tr(A ′ B) that
Recall that, under Assumption (A1), the Green matrices G u and H u decrease exponentially fast (see Appendix A). Using the fact that Ax L 2 ≤ A x L 2 (where A denotes the operator norm of A) and the triangular inequality, we thus obtain 
as n → ∞. Hence, (B.20) follows along the same lines as (B.19).
The asymptotic normality of ∆ (n) ϕ 1 ,ϕ 2 (θ) then follows from (B.17) and the asymptotic normality of∆ (n) ϕ 1 ,ϕ 2 (θ), itself implied by (B.19) and Lemma B.1. The asymptotic mean and variance are the limits as m = m(n) and n tend to infinity, of the asymptotic mean and variance of∆ 
Proof of Proposition 4.2.
Proof. From the definition ofθ n in (4.9), the asymptotic linearity in Proposition 4.1, the consistency ofΥ (n) ϕ 1 ,ϕ 2 , the convergence of Υ (n) ϕ 1 ,ϕ 2 ,f to Υ ϕ 1 ,ϕ 2 ,f , and the asymptotic discreteness ofθ (n) (which allows us to treat n 1/2 (θ (n) −θ) as if it were a bounded constant: see Lemma 6.1 in Kreiss (1987)), we have n 1/2 (θ n − θ) = n 1/2 θ (n) + n −1/2 Υ (n)
This, in view of the asymptotic normality of ∆ (n) ϕ 1 ,ϕ 2 (θ) in Lemma B.4, completes the proof of Proposition 4.2.
C Computational aspects
In this section, we briefly discuss some computational issues related, mainly, to the measure transportation aspects of the estimation method and the one-step procedure.
Consistency requires that both n R and n S tend to infinity. In practice, we factorize n into n R n S + n 0 in such a way that both n R and n S are large-typically, n R of order n 1/d and n S of order n (d−1)/d . Generating "regular grids" of n S points over the unit sphere S d−1 as described in Section 3.1 is easy for d = 2, where perfect regularity can be achieved by dividing the unit circle into n S arcs of equal length 2π/n S . For d ≥ 3, however, this typically becomes impossible. A random array of n S independent and uniformly distributed unit vectors does satisfy (almost surely) the weak convergence (to U d ) requirement. More regular deterministic arrays (with faster convergence) can be constructed, though, such as the lowdiscrepancy sequences (see, e.g., Niederreiter (1992) , Judd (1998) ±,t ; t = 1, . . . , n} via (3.2), we first create a n × n matrix, with (i, j) entry the squared Euclidean distance between Z (n) i and the j-th gridpoint;
the optimal coupling then can be obtained following del Barrio et al. (2018), using, for instance, a Hungarian algorithm (already included in the clue package of R program).
The computation of the one-step R-estimator in (4.9) involves two basic ingredients: a preliminary root n-consistent estimatorθ (n) and an estimator of the cross-information matrix Υ ϕ 1 ,ϕ 2 ,f . For the preliminaryθ (n) , robust M-estimators such as the Multivariate Least Trimmed Square Estimator (MLTS) derived by Croux and Joossens (2008) for VAR models are obvious candidates; provided that fourth-order moments can be assumed to be finite, the QMLE still constitutes a reasonable choice, though. Different preliminary estimators may lead to different one-step R-estimators. Differences, however, gradually wane on iterating (for fixed n) the one-step procedure and the asymptotic impact (as n → ∞) of the choice ofθ (n) is nil. Turning to the estimation of Υ ϕ 1 ,ϕ 2 ,f , the issue is that this matrix depends on the unknown actual density f . A simple consistent estimator is obtained by letting τ = e i in (4.6) where e i , i = 1, . . . , (p + q)d 2 denotes the ith vector of the canonical basis in the parameter space R (p+q)d 2 : ∆ (n) ϕ 1 ,ϕ 2 (θ (n) + n −1/2 e i ) − ∆ (n) ϕ 1 ,ϕ 2 (θ (n) ) then provides a consistent estimator of the i-th column of −Υ ϕ 1 ,ϕ 2 ,f (θ). More sophisticated constructions also are possible: see Hallin et al. (2006) 
D Algorithm.
We provide here a detailed description of the estimation algorithm; codes are available on request.
Step 1. Given a sample of n (demeaned) observations of the VARMA process, compute a preliminary root-n consistent estimatorθ (n) and, setting the initial values ǫ −q+1 , . . . , ǫ 0 and X −p+1 , . . . , X 0 all equal to zero, recursively compute residuals Z (n) 1 (θ (n) ), . . . , Z (n) n (θ (n) ) as in (A.1).
Step 2. Factorize n into n R n S + n 0 and generate, as explained in (i) above, a "regular grid" of n R n S points over the unit ball S d .
Step 3. Create a n × n matrix D with (i, j) entry the squared Euclidean distance between Z (n) i and the j-th gridpoint. Based on that matrix, compute {F (n) ± (Z (n) t ); t = 1, . . . , n} solving the optimal pairing problem in (3.2) using, e.g., the Hungarian algorithm as coded in the clue package of R program.
Step 4. From F (n) ± , compute the center-outward ranks (3.3), signs (3.4) , and ∆ (n) ϕ 1 ,ϕ 2 (θ (n) ); for some chosen τ 1 , . . . , τ (p+q)d 2 , compute ∆ (n) ϕ 1 ,ϕ 2 (θ (n) + n −1/2 τ ), then, via (4.6),Υ (n) ϕ 1 ,ϕ 2 .
Step 5. Using (4.9), computeθ n and perform the one-step iteration to update it; iterate this until numerical stabilization; in practice, four or five iterations yield a stable result.
E Tables for Section 5.2
We provide here the tables of estimated coefficients for the empirical examples of Section 5.2 that did not fit into the main paper. 
