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Abstract
The series expansion introduced by Frey and Schmidt (1996) [Taylor Series expansion for multivariate characteristics of
classical risk processes. Insurance: Mathematics and Economics 18, 1–12.] constitutes an original approach in approximating
multivariate characteristics of classical ruin processes, specially ruin probabilities within finit time with certain surplus prior
to ruin and severity of ruin. This approach can be considered alternative to inversion of Laplace transforms for particular claim
size distributions [Gerber, H., Goovaerts, M., Kaas, R., 1987. On the probability and severity of ruin. ASTIN Bulletin 17(2),
151–163; Dufresne, F., Gerber, H., 1988a. The probability and severity of ruin for combinations of exponential claim amount
distributions and their translations. Insurance: Mathematics and Economics 7, 75–80; Dufresne, F., Gerber, H., 1988b. The
surpluses immediately before and at ruin, and the amount of the claim causing ruin. Insurance: Mathematics and Economics 7,
193–199.] or discretization of the claim size and time [Dickson, C., 1989. Recursive calculation of the probability and severity
of ruin. Insurance: Mathematics and Economics 8, 145–148; Dickson, C., Waters, H., 1992. The probability and severity of
ruin in finit and infinit time. ASTIN Bulletin 22(2), 177–190; Dickson, C., 1993. On the distribution of the claim causing
ruin. Insurance: Mathematics and Economics 12, 143–154.] applying the so-called Panjer’s recursive algorithm [Panjer, H.H.,
1981. Recursive calculation of a family of compound distributions. ASTIN Bulletin 12, 22–26.].
We will prove that the recursive relation involved in the calculations of the the nth derivative with respect to  – average
number of claims in the time unit – of the multivariate finit time ruin probability (developed in the original paper by Frey
and Schmidt (1996) can be simplified The cited simplificatio leads to a substantial reduction in the number of multiple
integrals used in the calculations and makes the series expansion approach more appealing for practical implementation.
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1. Introduction
Let us defin a classical risk process in continuous time fZt gt0 with Uk claim sizes and premium c per time
unit,
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Zt D u C ct −
NtX
kD1
Uk;
where u are the initial reserves, andNt the total number of claims up to time t (with d.f. of the waiting times between
claims w.t/), where  is the average number of claims in one year. Let B denote the distribution function of claim
sizes Uk with mean −1 and c D −1.1 C /, where  is the premium loading factor.
Let us now introduce  D inffw > 0 : Zw < 0g as the ruin time and Y D −Z as the defici at ruin time or
severity of ruin and X D Z− as the surplus just before the ruin.
If we consider a time horizon of t years (or time units), the finit time multivariate probability of ruin with initial
reserves u, arrival intensity  and severity of ruin less than y and surplus less than x, is define as
P f < t; X  x; Y  yg D Ψt;u;x;y./:
When the time horizon is infinite the multivariate ultimate ruin probability can be expressed as
P f < 1; X  x; Y  yg D Ψu;x;y./:
Frey and Schmidt (1996) used the Taylor series expansion (1.2) for the probability of ruinwith time span t; Ψt;u;x;y
when the classical case of risk theory is considered,w.t/ D e−t ; restricted to the case when the premium loading
factor was defined
 D 1 − 
−1
−1
;  > 0; (1.1)
Ψt;u;x;y./ D
1X
nD1
Ψ
.n/
t;u;x;y.0/
n!
n;   0; (1.2)
they proved that the function is analytic at  D 0 and the Taylor series expansion (1.2) has an infinit radius of
convergence. They also specifie a recursive formula to obtain the nth derivative at  D 0 (Theorem 2 of the original
paper by Frey and Schmidt (1996)).
Theorem 1 (Frey and Schmidt, 1996). For each n  1; 0  u; t < 1; 0 < x; y  1, it holds
Ψ
.n/
t;u;x;y.0/
n!
D Ψ
.n/
u;x;y.0/
n!
−
nX
kD1
q
.n−k;k/
t;u;x;y ; (1.3)
where the quantities q.n−k;k/t;u;x;y are given recursively by
q
.n;k/
t;u;x;y D
Z t
0
Z uCs
0
q
.n−1;k/
t−s;uCs−z;x;yb.z/ dz ds −
Z t
0
q
.n−1;k/
t−s;uCs;x;y ds (1.4)
and
q
.0;k/
t;u;x;y D
Ψ
.k/
uCt;x;y.0/
k!
D Fx;y  G.k−1/.u C t/:
They also proved (in Theorem 1 of the original paper) that
Ψ
.k/
z;x;y.0/
k!
D Fx;y  G.k−1/.z/;
where G.w/ D R w0 .1 − B.z// dz and
Fx;y.w/ D
Z maxfx;wg
w
.B.z C y/ − B.z// dz: (1.5)
The Taylor series expansion (1.2) can be considered as an original and alternative approach in approximating
multivariate characteristics of classical ruin processes other than inversion of Laplace transforms for particular
claim size distributions (Gerber et al., 1987; Dufresne and Gerber, 1988a,b) or discretization of the claim size and
time (Dickson, 1989, 1993; Dickson and Waters, 1992) applying the so-called Panjer’s recursive algorithm (Panjer,
1981)).
Using the result of Frey and Schmidt (1996), the terms of the Taylor series expansion (1.2) are built upon the
functions q.i;k/t;u;x;y . For a f xed k, the former functions are define recursively Eq. (1.4) starting with the initial
function:
q
.0;k/
t;u;x;y D Fx;y  G.k−1/.u C t/
then, for i D 1
q
.1;k/
t;u;x;y D H1

q
.0;k/
t;u;x;y

−H2

q
.0;k/
t;u;x;y

;
where integral operatorsH1 andH2 are define in general,
H1

q
.i−1;k/
t;u;x;y

D
Z t
0
Z uCs
0
q
.i−1;k/
t−s;uCs−z;x;yb.z/ dz ds; H2

q
.i−1;k/
t;u;x;y

D
Z t
0
q
.i−1;k/
t−s;uCs−z;x;y ds: (1.6)
It is clear that H1.q.i;k/t;u;x;y/ or H2.q.i;k/t;u;x;y/ are also functions with multiple arguments t ,u,x,y and the same can
be said about successive nested uses of the former operators, for instance H1.H1.q.0;k/t;u;x;y//. These arguments will
be omitted for the sake of simplicity.
For i D 2,
q
.2;k/
t;u;x;y DH1

H1

q
.0;k/
t;u;x;y

−H2

q
.0;k/
t;u;x;y

−H2

H1

q
.0;k/
t;u;x;y

−H2

q
.0;k/
t;u;x;y

DH1

H1

q
.0;k/
t;u;x;y

−H1

H2

q
.0;k/
t;u;x;y

−H2

H1

q
.0;k/
t;u;x;y

CH2

H2

q
.0;k/
t;u;x;y

:
It is not hard to prove that the number ofmultiple integrals with known integrands, q.0;k/t;u;x;y and b.z/, to be solved in
the formula for q.j;k/t;u;x;y will be 2
j . As a consequence, for the ith term of the Taylor series expansion, Ψ .i/t;u;x;y.0/=i!,
the total number integrals is
i−1X
jD1
2j D 2i − 2
(it can be easily proved using formula (1.3)).
Finally, in order to obtain the Taylor expansion of order n, the total number of integrals is (see (1.2))
nX
iD1
.2i − 2/ D 2nC1 − .n C 1/2:
It would be particularly useful in order to increase the applicability aspects of this approach that this exponentially
growing number of multiple integrals (see Table 1, second column) could be reduced.
In Section 2, we will show with Theorem 2 that the recursive scheme, based on formula (1.4), used in the original
paper by Frey and Schmidt (1996) can be simplified The cited simplificatio enhances the implementation of the
Table 1
Number of multiple integrals to evaluate in the Taylor expansion of order n
n Theorem 1 .2nC1 − .n C 1/2/ Theorem 2 .n.n − 1/=2/
1 0 0
2 2 1
3 8 3
4 22 6
5 52 10
6 114 15
7 240 21
8 494 28
9 1004 36
10 2026 45
Taylor series approach to practical multivariate ruin probability approximations. The improvement is achieved via a
substantial reduction in the number of multiple integrals involved in the calculations. A simple numerical illustration
of this fact is presented in Section 3. The proof of Theorem 2 is developed in Section 4, and Section 5 is devoted to
concluding comments.
2. An alternative recursive formula
Let us introduce the following theorem, the proof of which is presented in Section 4.
Theorem 2. In the conditions stated for Theorem 1,
q
.i;k/
t;u;x;y D
iX
jD0
.−1/j t
j
j !
p
.i−j;k/
t;u;x;y ; i D 0; 1; 2; ::: k D 1; 2; : : : ; (2.1)
where
p
.0;k/
t;u;x;y D Fx;y  G.k−1/.u C t/
p
.i;k/
t;u;x;y D
Z t
0
Z uCs
0
p
.i−1;k/
t−s;uCs−z;x;yb.z/ dz ds D H1

p
.i−1;k/
t;u;x;y

; i D 1; 2; ::: k D 1; 2; : : : (2.2)
Using (2.2), it is clear that for a fi ed k,
p
.1;k/
t;u;x;y D H1

p
.0;k/
t;u;x;y

;
p
.2;k/
t;u;x;y D H1

H1

p
.0;k/
t;u;x;y

;
p
.3;k/
t;u;x;y D H1

H1

H1;

p
.0;k/
t;u;x;y

:::
It is not hard to conclude, using (2.1), that the number of multiple integrals with known integrands, q.j;k/t;u;x;y and
b.z/, to evaluate for each q.j;k/t;u;x;y will be only j . As a consequence, in this case, for the ith term of the Taylor series
expansion, Ψ .i/t;u;x;y.0/=i!, the total number of integrals is just
Table 2
 2 3 4   
Ψ
.1/
u;x;y .0/=1! Ψ
.2/
u;x;y .0/=2! Ψ
.3/
u;x;y .0/=3! Ψ
.4/
u;x;y .0/=4!   
−q.0;1/t;u;x;y −q.0;2/t;u;x;y −q.0;3/t;u;x;y −q.0;4/t;u;x;y   
−q.1;1/t;u;x;y −q.1;2/t;u;x;y −q.1;3/t;u;x;y   
−q.2;1/t;u;x;y −q.2;2/t;u;x;y   
−q.3;1/t;u;x;y   
: : :
iX
jD0
j D i.i − 1/
2
(2.3)
(it can be proved using formula (1.3)).
Moreover, it is important to mention that for the Taylor expansion of order n, the total number of integrals is
exactly the same as for the nth term (2.3) because functions p.j;k/t;u;x;y will be recombined using (2.1) in order to
obtain functions q.j;k/t;u;x;y :
In Table 1, the total number of multiple integrals to evaluate using both recursive schemes, Theorems 1 and 2,
are displayed for different values of the order of the Taylor expansion.
It is clear that the recursive scheme stated in Theorem 2 reduces significantl the number of multiple integrals to
evaluate when calculating the Taylor expansions of order n.
3. Numerical illustration
Let us illustrate the advantages presented in this paper using a very simple case.Wewill use Example 1 of ourmain
reference, the paper by Frey and Schmidt (1996), where claim sizes are assumed to be exponential, 1−B.x/ D e−x .
A closed formula can be found for the integrals involved in this illustration.
Let us now obtain the firs three members of the Taylor series expansion. From formula (1.3) or Table 2 it is clear
that the following functions must be considered: q.0;1/t;u;1;y; q
.0;2/
t;u;1;y; q
.0;3/
t;u;1;y; q
.1;1/
t;u;1;y; q
.1;2/
t;u;1;y and q
.2;1/
t;u;1;y :
Using either Theorem 1 or Theorem 2, the following initial functions must be used:
q
.0;k/
t;u;1;y D p.0;k/t;u;1;y D
M.; t; u; y/.u C t/k−1
.k − 1/! ; k D 1; 2; 3;
where
M.; t; u; y/ D .1 − e
−y/e−.uCt/

:
Considering the recursive scheme presented in Theorem 1, the functions involved in the calculation of the firs
three terms of the Taylor expansion will be expressed using the formulas:
q
.1;1/
t;u;1;y D H1

q
.0;1/
t;u;x;y

−H2

q
.0;1/
t;u;x;y

;
q
.1;2/
t;u;1;y D H1

q
.0;2/
t;u;x;y

−H2

q
.0;2/
t;u;x;y

;
q
.2;1/
t;u;1;y D H1

H1

q
.0;1/
t;u;x;y

−H1

H2

q
.0;1/
t;u;x;y

CH2

H1

q
.0;1/
t;u;x;y

−H2

H2

q
.0;1/
t;u;x;y

and the eight integrals (see Table 1) involved are:
H1

q
.0;1/
t;u;x;y

D 12t.2u C t/M.; t; u; y/;
H2

q
.0;1/
t;u;x;y

D M.; t; u; y/t;
H1

q
.0;2/
t;u;x;y

D 16t.3u2 C 2t2 C 6tu/M.; t; u; y/;
H2

q
.0;2/
t;u;x;y

D M.; t; u; y/t .u C t/;
H1

H1

q
.0;1/
t;u;x;y

D 1122t2.3u2 C 4tu C t2/M.; t; u; y/;
H1

H2

q
.0;1/
t;u;x;y

D 16t2.3u C t/M.; t; u; y/;
H2

H1

q
.0;1/
t;u;x;y

D 16t2.2t C 3u/M.; t; u; y/;
H2

H2

q
.0;1/
t;u;x;y

D 12 t2M.; t; u; y/:
Functions q.1;1/t;u;1;y; q
.1;2/
t;u;1;y and q
.2;1/
t;u;1;y can also be obtained using the recursion formula (2.2) of Theorem 2.
In this last case, only the following three integrals (see Table 1) will be used:
p
.1;1/
t;u;1;y D H1

p
.0;1/
t;u;x;y

D 12t.2u C t/M.; t; u; y/;
p
.1;2/
t;u;1;y D H1

p
.0;2/
t;u;x;y

D 16t.3u2 C 2t2 C 6tu/M.; t; u; y/;
p
.2;1/
t;u;1;y D H1

H1

p
.0;1/
t;u;x;y

D 112t2.3u2 C 4tu − 6u − 2t C t2/M.; t; u; y/;
and combined using (2.1).
In this illustration, a Taylor series expansion of low order, n D 3, has been considered for the sake of simplicity.
Nevertheless, it is enough to show how the number of calculations can be substantially reduced using the recursive
scheme presented in Theorem 2.
We should also bear in mind that in this easy example closed formulas can be obtained for the integrals involved in
the calculations. When analytical solutions are impossible to obtain and numerical multiple integration is necessary,
the mentioned reduction in the number of multiple integrals is most important when controlling the error of the
approximations and the computation time.
4. Proof of Theorem 2
It is clear from (1.3) that the nth term of the infinit sum (1.2), .Ψ .n/t;u;x;y.0/=n!/
n, is obtained from the nth
column of the following table, multiplying the firs row by the sum of the rest of the members of that column.
We can then defin
column[j ]t;u;x;y./ D j
0
@Ψ .j/u;x;y.0/
j !
−
jX
kD1
q
.j−k;k/
t;u;x;y
1
A :
If we want to obtain the series (1.2) we need to use the whole information contained in the infinit number of
columns, proceeding as stated above for each and every column and summing up the results;
Ψt;u;x;y./ D
1X
jD1
column[j ]t;u;x;y./ D
1X
jD1
j
0
@Ψ .j/u;x;y.0/
j !
−
jX
kD1
q
.j−k;k/
t;u;x;y
1
A D 1X
nD1
Ψ
.n/
t;u;x;y.0/
n!
n:
Let us now sum along the different rows of Table 2 instead of using the columns; we can then defin this family
of functions:
row[1]t;u;x;y./ D
1X
kD1
Ψ
.n/
u;x;y.0/
k!
k D Ψu;x;y./;
row[2]t;u;x;y./ D −
1X
kD1
q
.0;n/
t;u;x;y
k D −
1X
kD1
Ψ
.n/
uCt;x;y.0/
k!
k D −ΨuCt;x;y./;
row[j ]t;u;x;y./ D −j−2
1X
kD1
q
.j−2;k/
t;u;x;y 
k; j D 3; 4; :::; (4.1)
and as in the case of columns;
Ψt;u;x;y./ D
1X
kD1
row[k]t;u;x;y./:
The following lemma will reveal the recursive nature of the family of functions row[j ]t;u;x;y./; j D 3; 4; :::
Lemma3. The family of functions row[j ]t;u;x;y./; j D 3; 4; ::: can be define recursively using integral operators
H1 andH2 (see (1.6)):
row[j ]t;u;x;y./ D H1.row[j − 1]t;u;x;y.// − H2.row[j − 1]t;u;x;y.//: (4.2)
Proof. Using (1.4) and (4.1) and trivial properties of the integral operatorsH1 andH2, for j D 3; 4; :::
row[j ]t;u;x;y./ D −j−2
1X
kD1
q
.j−2;k/
t;u;x;y 
k D −.j−2/
1X
kD1
h
H1

q
..j−2/−1;k/
t;u;x;y

−H2

q
..j−2/−1;k/
t;u;x;y
i
k
D H1
 
−..j−1/−2/
1X
kD1
q
..j−1/−2;k/
t;u;x;y 
k
!
− H2
 
−..j−1/−2/
1X
kD1
q
..j−1/−2;k/
t;u;x;y 
k
!
D H1
(
row[j − 1]t;u;x;y./
− H2 (row[j − 1]t;u;x;y./ :

Let us now introduce the recursive functions:
C2t;u;x;y./ D ΨuCt;x;y./;
C
j
t;u;x;y./ D H1

C
j−1
t;u;x;y./

; j D 3; 4; ::: (4.3)
and express the family row[j ]t;u;x;y./; j D 3; 4; :::; in terms of the former recursive functions with the next lemma.
It is important to notice that the recursive scheme used in (4.3) is simpler than the one proved in Lemma 3 (4.2)
because only the firs integral operatorH1 is involved. Due to this last fact, the proof of Theorem 2 will mainly rely
upon the following lemma.
Lemma 4. For i D 2; 3; ::: the following expansion holds:
−row[i]t;u;x;y./ D i−2
i−2X
jD0
.−1/j t
j
j !
C
i−j
t;u;x;y./: (4.4)
Proof. Let us proceed by complete induction.
Using (4.2), Lemma 3, it is easy to prove that
−row[2]t;u;x;y./ D ΨuCt;x;y./ D C2t;u;x;y./;
−row[3]t;u;x;y./ D H1.ΨuCt;x;y.// − H2.ΨuCt;x;y.// D C3t;u;x;y./ − .t/C2t;u;x;y./:
Let us suppose now that (4.4) is true for −row[i]t;u;x;y , then using again (4.2),
−row[i C 1]t;u;x;y./ D −.H1.row[i]t;u;x;y.// −H2.row[i]t;u;x;y.///
D H1
0
@ i−2X
jD0
i−2
.−1/j tj
j !
C
i−j
t;u;x;y./
1
A− H2
0
@ i−2X
jD0
i−2
.−1/j tj
j !
C
i−j
t;u;x;y./
1
A (4.5)
D .iC1/−2C.iC1/t;u;x;y./ C .iC1/−2
i−2X
jD1

H1

.−1/j tj
j !
C
i−j
t;u;x;y./

−H2

.−1/j−1tj−1
.j − 1/! C
i−.j−1/
t;u;x;y ./

C.iC1/−2.−1/.iC1/−2C2t;u;x;y./ D .iC1/−2
.iC1/−2X
jD0
.−1/j tj
j !
C
.iC1/−j
t;u;x;y ./ (4.6)
applying the result obtained in Lemma 5 (4.7) to the sum of expression (4.6). 
The cited lemma in the former proof designed to simplify (4.6) is now presented and proved.
Lemma 5. For .i − j/ > 2 the following relation holds:
tjC1
.j C 1/!C
i−j
t;u;x;y./ D H1

tjC1
.j C 1/!C
i−.jC1/
t;u;x;y ./

CH2

tj
j !
C
i−j
t;u;x;y./

: (4.7)
Proof. From the definitio of operatorsH1 andH2 (1.6), it is clear that
H1

tjC1
.j C 1/!C
i−.jC1/
t;u;x;y ./

D 1
.j C 1/!
Z t
0
.t − s/jC1
Z uCs
0
C
i−.jC1/
t−s;uCs−z;x;y./b.z/ dz ds
and
H2

tj
j !
C
i−j
t;u;x;y./

D 1
j !
Z t
0
.t − s/jCi−jt−s;uCs;x;y./ ds:
Then
H1

tjC1
.j C 1/!C
i−.jC1/
t;u;x;y ./

CH2

tj
j !
C
i−j
t;u;x;y./

D
jC1X
lD0
.−1/l t .jC1/−l
..j C 1/ − l/! l!H1

slC
i−.jC1/
t;u;x;y ./

C
jX
lD0
.−1/l tj−l
.j − l/! l!H2

slC
i−j
t;u;x;y./

D t
jC1
.j C 1/!C
i−j
t;u;x;y./ C
jX
lD0
.−1/l tj−l
.j − l/! l!

.−1/
l C 1H1

slC1Ci−.jC1/t;u;x;y ./

CH2

slC
i−j
t;u;x;y./

D t
jC1
.j C 1/!C
i−j
t;u;x;y./
because,
H2

slC
i−j
t;u;x;y./

D
Z t
0
slC
i−j
t−s;uCs;x;y./ ds D
Z t
sD0
sl
Z t−s
mD0
Z uCsCm
zD0
C
i−j−1
t−s−m;uCsCm−z;x;y./b.z/ dz dm ds
D

1
l C 1
Z t
{D0
{
lC1
Z uC{
zD0
C
i−j−1
t−{;uC{−z;x;y./b.z/ dz d{ D
1
l C 1H1

slC
i−.jC1/
t;u;x;y ./

using the following change of variables;
m C s D {; s D s; z D z:
and shifting the limits of the firs two integrals. 
Let us now defin the following family of functions (see (2.2)):
p
.0;k/
t;u;x;y D Fx;y  G.k−1/.u C t/; p.i;k/t;u;x;y D H1

p
.i−1;k/
t;u;x;y

; i D 1; 2; ::: k D 1; 2; : : :
As it was stated in Theorem 1 of the original paper by Frey and Schmidt (1996):
C2t;u;x;y./ D ΨuCt;x;y./ D
1X
kD1
Ψ
.n/
uCt;x;y.0/
k!
k D
1X
kD1
Fx;y  G.k−1/.u C t/k D
1X
kD1
p
.0;k/
t;u;x;y
k;
then using the recursive formulas (4.2) and (2.2) it is easy to prove that
Cnt;u;x;y./ D
1X
kD1
p
.n−2;k/
t;u;x;y 
k; n D 2; 3; 4; ::: (4.8)
Using the result of Lemma 4 (4.4) along with the former expansion (4.8)
−row [i]D i−2
i−2X
jD0
.−1/j t
j
j !
C
i−j
t;u;x;y./ D i−2
i−2X
jD0
.−1/j t
j
j !
1X
kD1
kp
.i−j−2;k/
t;u;x;y
D i−2
1X
kD1
k
0
@ i−2X
jD0
.−1/j t
j
j !
p
.i−j−2;k/
t;u;x;y
1
A D i−2 1X
kD1
kq
.i−2;k/
t;u;x;y i D 2; 3; :::
subsequently,
q
.i−2;k/
t;u;x;y D
i−2X
jD0
.−1/j t
j
j !
p
.i−j−2;k/
t;u;x;y ; i D 2; 3; ::
and finall ,
q
.i;k/
t;u;x;y D
iX
jD0
.−1/j t
j
j !
p
.i−j;k/
t;u;x;y ; i D 0; 1; ::
5. Concluding comments
The Taylor series expansion Eq. (1.2) with respect the arrival intensity, ; of the multivariate ruin probabilities
was firs introduced, to our knowledge, in risk theory by Frey and Schmidt (1996). This new approach can be
considered as an original and alternative approach in approximating multivariate characteristics of classical ruin
processes other than inversion of Laplace transforms for particular claim size distributions (Gerber et al., 1987;
Dufresne and Gerber, 1988a,b) or discretization of the claim size and time (Dickson, 1989, 1993; Dickson and
Waters, 1992) applying the so-called Panjer’s recursive algorithm (Panjer, 1981)).
In the original work by Frey and Schmidt (1996), the terms of the Taylor series expansion with respect to the
arrival intensity, , of the multivariate ruin probabilities, were obtained recursively using Theorem 1, expressions
(1.3) and (1.4). The number of multiple integrals involved in the calculations increases exponentially with the order
of the Taylor expansions considered (see Table 1, second column). This last fact clearly affects the implementation
possibilities of this interesting approach.
For the reason just mentioned above, we showed with Theorem 2, expressions (2.1) and (2.2), that a simplificatio
in the recursive scheme can enhance the implementation of the Taylor series approach to practical multivariate ruin
probability approximations. The improvement is achieved via a substantial reduction in the number of multiple
integrals involved in the calculations (see Table 1).
The reduction in the number of multiple integrals becomes most important when analytical solutions are impos-
sible to obtain and numerical multiple integration is necessary. In this context, computation times are, obviously,
proportional to the number of multiple integrals to evaluate.
Nevertheless, the applicability matters of this interesting approach, Taylor series expansion, to multivariate finit
time ruin probabilities is certainly an appealing area of future study by academic actuaries. For instance, the
application of Laplace transforms to the recursive schemes based on the results contained in Rolski et al. (1999),
Sections 5.5 and 8.3.2, or the study of numerical methods suitable to solve the multiple integrals generated in the
recursive schemes (see, for instance, Usábel (1998)).
The following corollary of Theorem 2 could be useful for future works on this topic. In this last result, the
recursive scheme used to obtain the derivatives of the finit time multivariate ruin probability is presented in a more
straightforward fashion.
Corollary 6.
Ψ
.n/
t;u;x;y.0/
n!
D Ψ
.n/
u;x;y.0/
n!
−
 
n−1X
lD0
.−1/l t
l
l!
Fn−lt;u;x;y
!
;
where
F1t;u;x;y D Fx;y.u C t/
Fkt;u;x;y D
Z t
0
Z uCs
0
Fk−1t−s;uCs−z;x;yb.z/ dz ds C Fx;y  G.k−1/.u C t/; k D 2; 3; ::: (5.1)
Proof. Using (2.1) and the result of Theorem 1
Ψ
.n/
t;u;x;y.0/
n!
D Ψ
.n/
u;x;y.0/
n!
−
 
n−1X
lD0
.−1/l t
l
l!
 
n−lX
iD1
p
.n−l−i;i/
t;u;x;y
!!
definin
Fkt;u;x;y D
kX
iD1
p
.k−i;i/
t;u;x;y ; k D 1; 2; ::: (5.2)
and substituting we finall get the statement of the corollary.
Ψ
.n/
t;u;x;y.0/
n!
D Ψ
.n/
u;x;y.0/
n!
−
 
n−1X
lD0
.−1/l t
l
l!
Fn−lt;u;x;y
!
:

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