The prediction and estimation of suspended sediment concentration are investigated by using multi-layer perceptrons (MLP). The fastest MLP training algorithm, that is the Levenberg-Marquardt algorithm, is used for optimization of the network weights for data from two stations on the Tongue River in Montana, USA. The first part of the study deals with prediction and estimation of upstream and downstream station sediment data, separately, and the second part focuses on the estimation of downstream suspended sediment data by using data from both stations. In each case, the MLP test results are compared to those of generalized regression neural networks (GRNN), radial basis function (RBF) and multi-linear regression (MLR) for the best-input combinations. Based on the comparisons, it was found that the MLP generally gives better suspended sediment concentration estimates than the other neural network techniques and the conventional statistical method (MLR). However, for the estimation of maximum sediment peak, the RBF was mostly found to be better than the MLP and the other techniques. The results also indicate that the RBF and GRNN may provide better performance than the MLP in the estimation of the total sediment load.
INTRODUCTION
The assessment of the volume of sediment being transported by a river is of particular interest in hydraulic engineering due to its importance in the design and management of water resources projects. The prediction of river sediment load constitutes an important issue in hydraulic and sanitary engineering. In reservoir design, a "dead storage" volume is meant to accommodate the sediment income that will accumulate over the "economic life". The underestimation of sediment yield results in insufficient reservoir capacity while overestimation leads to over-capacity reservoirs. Appropriate reservoir design and operation justify every effort to determine sediment yield accurately, but in environmental engineering the prediction of river sediment load has an additional significance, especially if the particles also transport pollutants.
A number of attempts have been made to relate the amount of sediment transported by a river to flow conditions such as discharge, velocity and shear stress. However, none of the equations derived have received universal acceptance. Usually, either the weight or the concentration of sediment is related to the discharge. These two forms are often used interchangeably. McBean & Al-Nassri (1988) examined this issue and concluded that the practice of using sediment load vs discharge is misleading because the goodness of fit implied by this relationship is spurious. Instead they recommended that the regression link be established.
The physically-based models are based on the simplified partial differential equations of flow and sediment flux as well as on some unrealistic simplifying assumptions for flow and empirical relationships for erosive effects of rainfall and flow. Examples of such models are presented by Wicks & Bathurst (1996) , Refsgaard (1997) and others. These highly sophisticated and complex models have components that correspond to physical processes. They are theoretically capable of accounting the spatial variation of catchment properties as well as uneven distribution of precipitation and evapotranspiration. The model complexity should, however, be keyed to utilizable information about the catchment characteristics and density and frequency of the available input data. In particular, because the real spatial distribution of precipitation is not presently measurable for much of the world, process-oriented distributed models offer no practical advantage over lumped models and have many disadvantages (Guldal & Muftuoglu, 2001) .
Neural networks (NN) have been successfully applied in a number of diverse fields including water resources. In the hydrological forecasting context, artificial neural networks (ANNs) may offer a promising alternative for rainfall-runoff modelling (Zhu & Fujita, 1994; Shamseldin, 1997; Tokar & Johnson, 1999; Wilby et al., 2003; Solomatine & Dulal, 2003) , streamflow prediction (Kang et al., 1993; Clair & Ehrman, 1998; Chang & Chen, 2001; Sivakumar et al., 2002; Cigizoglu, 2003; Chibanga et al., 2003; Kisi, 2004a; Cigizoglu & Kisi, 2004) , and reservoir inflow forecasting (Saad et al., 1996; Jain et al., 1999) . There are few published works in the field of suspended sediment data prediction using artificial intelligence methods such as neural networks and fuzzy logic approach (Jain, 2001; Tayfur, 2002; Tayfur et al., 2003; Kisi, 2002; Kisi, 2004b) . Coulibaly et al. (1999) reviewed the ANN-based modelling in hydrology over the last years, and reported that about 90% of the experiments extensively make use of the multi-layer feed-forward neural networks (FNN) trained by the standard backpropagation (BP) algorithm (Rumelhart et al., 1986) . Maier & Dandy (2000) reviewed 43 papers dealing with the use of the ANN model for the prediction and forecasting of water resources variables. They reported that in 41 papers multi-layer perceptron (MLP) neural networks with gradient descent algorithm were used. Since they often yield sub-optimal solutions (Hagan & Menhaj, 1994; El-Bakyr, 2003) , a more powerful MLP learning algorithm, that is, the Levenberg-Marquardt algorithm is used for all applications in this study.
The main purpose of this study is to analyse and discuss the performances of three different ANN techniques, namely, the MLP, generalized regression neural networks (GRNN) and the radial basis function neural networks (RBF), in the prediction and estimation of suspended sediment concentration.
This paper is organized as follows: the next section provides an overview description of the ANN techniques; the third section gives a brief description of the data used in the study; and the fourth section provides two different applications to prediction and estimation of suspended sediment concentration. In each application, different numbers of input combinations are tried and the performance of the MLP models is compared to those of the GRNN, RBF and multi-linear regression (MLR) for the best input combinations that give the lowest mean root square errors (MRSE) and mean absolute error (MAE). Finally, the last section provides findings and concluding remarks.
METHODOLOGY

Multi-layer perceptrons (MLP)
An MLP distinguishes itself by the presence of one or more hidden layers, with computation nodes called hidden neurons, whose function is to intervene between the external input and the network output in a useful manner. By adding hidden layer(s), the network is enabled to extract higher-order statistics. In a rather loose sense, the network acquires a global perspective despite its local connectivity due to the extra set of synaptic connections and the extra dimension of NN interconnections. For more information about MLP, see Haykin (1994) .
The MLP can have more than one hidden layer; however, theoretical works have shown that a single hidden layer is sufficient for an ANN to approximate any complex nonlinear function (Cybenco, 1989; Hornik et al., 1989) . Therefore, in this study, a one-hidden-layer MLP is used. Throughout all MLP simulations, the adaptive learning rates were used to speed up training. The numbers of hidden layer neurons were found using simple trial-and-error method in all applications.
The MLPs were trained using the Levenberg-Marquardt technique as this technique is more powerful than the conventional gradient descent techniques (Hagan & Menhaj, 1994; El-Bakyr, 2003; Cigizoglu & Kisi, 2004) .
The Levenberg-Marquardt algorithm
While back-propagation with gradient descent technique is a steepest descent algorithm, the Levenberg-Marquardt algorithm is an approximation to Newton's method (Marquardt, 1963) . If a function ) (x V is to be minimized with respect to the parameter vector x , then Newton's method would be: 
then it can be shown that:
where J(x) is the Jacobian matrix and
For the Gauss-Newton method it is assumed that 0 ) ( ≈ x S , and equation (1) 
The Levenberg-Marquardt modification to the Gauss-Newton method is:
The parameter µ is multiplied by some factor (β) whenever a step would result in an increased ) (x V . When a step reduces ) (x V , µ is divided by β. When the scalar µ is very large the Levenberg-Marquardt algorithm approximates the steepest descent method. However, when µ is small, it is the same as the Gauss-Newton method. Since the Gauss-Newton method converges faster and more accurately towards an error minimum, the goal is to shift towards the Gauss-Newton method as quickly as possible. The value of µ is decreased after each step unless the change in error is positive; i.e. the error increases. For the neural network-mapping problem, the terms in the Jacobian matrix can be computed by a simple modification to the back-propagation algorithm (Hagan & Menhaj, 1994) .
The generalized regression neural networks (GRNN)
A schematic of the GRNN is shown in Fig. 1 . The basics of the GRNN can be found in the literature (Specht, 1991; Tsoukalas & Uhrig, 1997) . The GRNN consists of four layers: an input layer, a pattern layer, a summation layer, and an output layer. The number of input units in the first layer is equal to the total number of parameters. The first layer is connected to the second, pattern layer, where each unit represents a training pattern and its output is a measure of the distance of the input from the stored patterns. Each pattern layer unit is connected to the two neurons in the summation layer: S-summation neuron and D-summation neuron. The former computes the sum of the weighted outputs of the pattern layer while the latter calculates the unweighted outputs of the pattern neurons. The connection weight between the ith neuron in the pattern layer and the S-summation neuron is y i ; the target output value corresponding to the ith input pattern. For the D-summation neuron, the connection weight is unity. The output layer merely divides the output of each S-summation neuron by that of each D-summation neuron, yielding the predicted value to an unknown input vector x as: 
where n indicates the number of training patterns and the Gaussian D function in equation (8) is defined as:
where p indicates the number of elements of an input vector. The terms x j and x ij represent the jth element of x and x i ; respectively. The term ζ is generally referred to as the spread factor, whose optimal value is often determined experimentally (Kim et al., 2003) . The GRNN method does not require an iterative training procedure as for the MLP method. The GRNN method is used for estimation of continuous variables, as in standard regression techniques. It is related to the radial basis function network and is based on a standard statistical technique called kernel regression (Specht, 1991) . The joint probability density function (pdf) of x and y is estimated during a training process in the GRNN. Because the pdf is derived from the training data with no preconceptions about its form, the system is perfectly general. The success of the GRNN method depends heavily on the spread factors (Specht, 1991; Wasserman, 1993) . The larger that spread is, the smoother the function approximation. Too large a spread means a lot of neurons will be required to fit a fast changing function. Too small a spread means many neurons will be required to fit a smooth function, and the network may not generalize well.
The radial basis function type neural networks (RBF)
Radial basis function networks were introduced into the neural network literature by Broomhead & Lowe (1988) . The RBF network model is motivated by the locally tuned response observed in biological neurons. Neurons with a locally tuned response characteristic can be found in several parts of the nervous system, for example, cells in the visual cortex sensitive to bars oriented in a certain direction or other visual features within a small region of the visual field (Poggio & Girosi, 1990) . The function φ is called a radial basis function if the interpolation problem has a unique solution for any choice of data points. In some cases the polynomial term in equation (10) can be omitted, and by combining it with equation (11), one obtains:
where
, and φ is a N × N matrix defined by:
Provided the inverse of φ exists, the solution w of the interpolation problem can be explicitly calculated and has the form: w = φ -1 y. The most popular and widely used radial basis function is the Gaussian basis function:
with peak at centre c ∈ R d and deceasing as the distance from the centre increases. The solution of the exact interpolating RBF mapping passes through every data point (x s , y s ). In the presence of noise, the exact solution of the interpolation problem is typically a function oscillating between the given data points. An additional problem with the exact interpolation procedure is that the number of basis functions is equal to the number of data points and so calculating the inverse of the N × N matrix φ becomes intractable in practice. The interpretation of the RBF method as an artificial neural network consists of three layers: a layer of input neurons feeding the feature vectors into the network; a hidden layer of RBF neurons, calculating the outcome of the basis functions; and a layer of output neurons, calculating a linear combination of the basis functions (Taurino et al., 2003) . In the present study, the orthogonal least squares algorithm (Chen et al., 1991) is used in the RBF method. The RBF method does not perform the parameter's learning as in the MLP networks, but just performs linear adjustment of the weights for the radial basis. This characteristic of the RBF method gives the advantage of very fast convergence without local minima, since its error function is always convex (Poggio & Girosi, 1990; Lee & Chang, 2003) .
CASE STUDY
The time series of daily streamflow and suspended sediment concentration from two stations on the Tongue River in Montana, USA, are used. The upstream station below Brandenberg Bridge near Ashland and the downstream station at Miles City are operated by the US Geological Survey (USGS). The drainage areas at these sites are 10 521 km 2 for the upstream station and 13 932 km 2 for the downstream station. The daily time series for these stations were downloaded from the USGS web server (http://webserver.cr.usgs.gov/sediment).
After examining the data and noting the periods in which there were gaps in one or more of the two variables, the periods for calibration and validation were chosen arbitrarily. The data of 1 October 1977-30 September 1980 were chosen for calibration, and data for 1 October 1980-30 September 1981 were chosen for validation. It may be noted that the periods from which calibration and validation data were chosen span the same temporal seasons (October-September).
The scatter plots of the downstream and upstream station data are given in Fig. 2 . It can be seen that there is a nonlinear and scattered relationship between discharge and sediment data for both stations. Figure 2 indicates the presence of an outlier in the data set (see also . This outlier is also used in the calibration period. This value creates additional difficulties for the models in prediction or estimation. The models calibrated using such an outlier (6400 mg l given in Table 1 . The skewness and coefficient of variation of flow and sediment data of the upstream and downstream stations are high, particularly for the training (calibration) data. In the calibration flow data, x min and x max values fall in the ranges 1.9-218 m . The value of x min for the calibration flow data is higher than that for the corresponding validation set for the downstream station. This may cause extrapolation difficulties in prediction and estimation of low sediment values.
The auto-and cross-correlation coefficients for the downstream and upstream station data are given in Table 2 . It may be seen that the autocorrelation of the sediment data is good for both stations. However, the correlations between the sediment concentrations and discharges are normally not good; in fact they are very poor for the calibration period data of the upstream and downstream stations. The crosscorrelations between the upstream and downstream stations are also not high. 
APPLICATION AND RESULTS
A difficult task with the MLP method is choosing the number of hidden nodes. There is no theory yet to tell how many hidden units are needed to approximate any given function. The network geometry is problem dependent. Here, the three-layer MLP with one hidden layer is used and the common trial-and-error method is used to select the number of hidden nodes.
Before applying the MLP method, the input data were normalized to fall in the range [0, 1]. The river flow Q was standardized by the following formula:
Q s = Q/Q max (16) where Q s is standardized flow; and Q max is the maximum of the flow values. The sediment concentration data were also standardized in a similar way. These normalized data were used to train each of the ANN models. After training was over, the weights were saved and used to test (validate) each network performance on test data. The ANN results were transformed back to the original domain, and the mean root square error (MRSE) and mean absolute error (MAE) were computed using test data for each of the ANN models. The MRSE and MAE are denoted as: 18) in which N is the number of data, and Y i is the sediment concentration. Next, the performance of the MLP method was tested for two different applications. In the first application, downstream and upstream suspended sediment concentrations were predicted and estimated using either downstream or upstream station data. In the second application, the downstream sediment concentrations were estimated using data from both stations. In each case, a different number of input combinations was tried and the MLP models were compared to GRNN, RBF and MLR models for the best input combinations that give the minimum MRSE and MAE. For the GRNN applications, different spreads were tried to find the best one that gave the minimum MRSE and MAE for the given problem. The optimum spreads were found between 0.02 and 0.08. For the RBF applications, different numbers of hidden layer neurons and spread constants were tried. The numbers of hidden layer neurons that gave the minimum MRSE and MAE were found to be 8 and 9. The spreads between 0.5 and 0.8 that gave the minimum MRSE and MAE were also found with simple trial-and-error method.
Prediction and estimation of the downstream and upstream sediment concentrations
Several input combinations (Table 3) were tried to predict and estimate suspended sediment concentration values for the downstream station. In all cases, the output layer had only one neuron, that is, the sediment concentration, Sd t . For each input combination, the number of nodes in the hidden layer that gave the minimum MRSE and MAE was determined. The node numbers in the hidden layer were found to vary between 2 and 6. Table 3 gives the MRSE, MAE and determination coefficients (R 2 ) for each combination. It can be seen from Table 3 that the MLP whose inputs are the current discharge and the sediment concentration of two previous periods (combination (v) ) has the smallest MRSE (6.15 mg l ) and the highest R 2 (0.830). The MLP performance for the first input combination (only current discharge) is the worst due to the hysteresis effect between sediment concentration and discharge. That is to say, the sediment concentrations for a given level of streamflow discharge in the rising stage of a streamflow hydrograph are greater than in the falling stage. This confirms that the practice of using sediment load vs discharge is misleading as stated by McBean & Al-Nassri (1988) . The GRNN, RBF and MLR methods were also applied to the fifth input combination and the results compared with those of the MLP model, as shown in Table 4 . The MLP method provides better performance in sediment estimation compared to the other methods. The MLR method also gave better test results than GRNN and RBF methods. The MLP and MLR estimates for the testing period were compared with the observed suspended sediments in the form of hydrograph and scatterplot (see Fig. 3 ). The MLP gave R 2 coefficient of 0.830, which was higher than the value of 0.787 obtained using the MLR model. It can be seen from the fit line equations (assume that the equation is y = a 0 x + a 1 ) that the a 0 and a 1 coefficients for the MLP are respectively closer to the 1 and 0 than those of the MLR. This confirms the MRSE statistics, which are shown in Table 4 . The estimation of total sediment load was also considered for comparison due to its importance in reservoir management. The MLP, GRNN and RBF methods estimated the observed total sediment load of 122 067 t as 130 083, 129 297 and 131 335 t, respectively, with overestimations of 6.6, 5.9 and 7.6%, while the MLR method computed total sediment load as 109 577 t, with an underestimation of 10.2%. The ANN techniques were generally better than the MLR in total sediment load estimation. However, while the RBF method estimated the maximum peak as 1943 mg l -1 , compared to the measured 1870 mg l -1
, with an overestimation of 3.9%, the MLP, GRNN and MLR methods resulted in 1288 , 1208 and 1465 , with underestimations of 31, 35 and 22%, respectively. The RBF method gave a much better estimate than the other techniques.
For the upstream station, seven input combinations were also tried (cf. Table 3 ). Here also the output layer had one neuron, that is Su t . The MRSE, MAE and R 2 values of the MLP models for the testing period are given in Table 3 . The number of hidden layer nodes of the MLP that gave the minimum MRSE and MAE were found to vary between 2 and 5. The MLP whose inputs were the current and one previous discharge and the sediment concentration of two previous periods (combination (vii)) gave the smallest MRSE (2.85 mg l also the first combination gave the worst performance among the input combinations tried. The comparison of MLP, GRNN, RBF and MLR test results for the input combination (vii) is presented in Table 4 . Here also the MLP model performs better than the other models. For the upstream station also the MLR model is ranked as the second best. Figure 4 depicts the observed and estimated suspended sediment of the upstream station in the form of hydrograph and scatterplot. It may be seen, particularly from the fit line equations and R 2 values in the scatter diagrams, that the MLP estimates are closer to the corresponding observed values than those of the MLR method. The total sediment load estimates of the MLP, RBF, GRNN and MLR methods are 7.5 and 2.7% higher and 7.9 and 9.2% lower, respectively, than the observed value (73 765 t). Here also the RBF is the best method. The MLP, GRNN and MLR models computed the maximum peak as 1366, 1128 and 1260 mg l , with an overestimation of 26%. The MLP estimate is the closest to the observed one.
Estimation of downstream sediment concentrations using upstream and downstream data
As a last application, the upstream and downstream data were used as inputs to the MLP model to estimate the downstream sediment. The input combinations as in the preceding applications were tried (Table 5 ). The optimum number of nodes in the hidden layer was found to vary between 2 and 6 ( Table 5 ). The performance criteria of the MLP models are given in Table 5 . It can be seen from the table that the MLP ). Here the model performances were not good for the first seven input combinations relative to the other combinations. This shows the difficulties in estimating downstream sediment data using only upstream data. The MLP test results were compared to those of the GRNN, RBF and MLR models for input combination (x) (see Table 6 ). The MLP and RBF models have better performance criteria than the GRNN and MLR models. The MLP method seems to be slightly better than the RBF model from the MRSE and MAE viewpoints. The estimates for the testing period were compared with the observed suspended sediment values in the form of hydrograph and scatterplot (Fig. 5) . As can be seen from the figure, the MLP and RBF models approximated the observed hydrograph better than the MLR model. The MLP and RBF models gave R 2 coefficients of 0.780 and 0.783, which was higher than the value of 0.758 obtained using the MLR model. In contrast to the MRSE and MAE criteria viewpoints (Table 6 ), the RBF model seems to be better than the MLP model with respect to the fit line equation and R 2 coefficient in Fig. 5 . The a 0 and a 1 coefficients for the RBF model are respectively closer to the 1 and 0 than those of the MLP model. The total sediment amount estimates of the MLP, GRNN, RBF and MLR models are 1.7, 5 and 7.4% higher and 13.9% lower than the observed value (122 066 t), respectively. The MLP model gave the closest estimate of the total sediment load. The other ANN techniques also gave better results than the MLR model. The MLP, GRNN, RBF and MLR models estimated the maximum peak of 1870 mg l maximum, as found in the preceding application. The other ANN techniques also gave better maximum estimates than the MLR method.
CONCLUDING REMARKS
The main conclusions of the study can be summarized as follows: -This study demonstrated that modelling of the daily suspended sediment concentration is possible through the use of the MLP method. -The MLP method was generally found to perform better than the RBF, GRNN and the conventional statistical method (MLR) in estimation of suspended sediment concentration. -The GRNN method provided the worst suspended sediment concentration estimates of all the applications. -The applications indicated that the RBF and GRNN models may yield better sediment load estimates than the MLP model. -The RBF method was mostly found to be better than the other techniques in approximation of maximum suspended sediment concentration. The MLP method ranked as the second best. The first application indicated that the MLR method may provide better maximum estimates than the MLP and RBF models. -The difficulties in the estimation of suspended sediment concentration using only current discharge, resulting from the hysteresis effect, were indicated. -The last application showed that the estimation of sediment data from one station using only streamflow and sediment data from the other station was very difficult. The study used data from only two areas and further studies using more data from various areas may be required to strengthen these conclusions.
In the present study, the MLP model was compared with the GRNN, RBF and MLR models using only the LM training algorithm. If the other MLP training algorithms (gradient descent, conjugate gradient, etc.) were used, the results from the GRNN, RBF and MLR models may turn out to be better than those from the MLP model. This may be a subject of another study.
