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OHNO TYPE RELATIONS FOR CLASSICAL AND FINITE
MULTIPLE ZETA-STAR VALUES
MINORU HIROSE, KOTARO IMATOMI, HIDEKI MURAHARA, AND SHINGO SAITO
Abstract. Ohno’s relation is a generalization of both the sum formula and
the duality formula for multiple zeta values. Oyama gave a similar relation
for finite multiple zeta values, defined by Kaneko and Zagier. In this paper,
we prove relations of similar nature for both multiple zeta-star values and
finite multiple zeta-star values. Our proof for multiple zeta-star values uses
the linear part of Kawashima’s relation.
1. Introduction
1.1. Classical multiple zeta(-star) values. For k1, . . . , kr ∈ Z≥1 with kr ≥ 2,
the multiple zeta values (MZVs) and the multiple zeta-star values (MZSVs) are
defined by
ζ(k1, . . . , kr) =
∑
1≤n1<···<nr
1
nk11 · · ·n
kr
r
,
ζ⋆(k1, . . . , kr) =
∑
1≤n1≤···≤nr
1
nk11 · · ·n
kr
r
.
The MZ(S)Vs are known to satisfy the sum formula (Proposition 1.1) and the
duality formula (Proposition 1.3). We write ({1}m) = (1, . . . , 1︸ ︷︷ ︸
m
).
Proposition 1.1 (Sum formula; Granville [1], Zagier). For k, r ∈ Z≥1 with k ≥
r + 1, we have ∑
k1+···+kr=k
kr≥2,ki≥1(1≤i≤r)
ζ(k1, . . . , kr) = ζ(k),
∑
k1+···+kr=k
kr≥2,ki≥1(1≤i≤r)
ζ⋆(k1, . . . , kr) =
(
k − 1
r − 1
)
ζ(k).
An index is a (possibly empty) sequence of positive integers. An index is said to
be admissible if either it is empty or its last component is greater than 1.
Definition 1.2. If we write an admissible index k as
k = ({1}a1−1, b1 + 1, . . . , {1}
as−1, bs + 1) (ap, bq ≥ 1),
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we define the dual index of k as
k
† = ({1}bs−1, as + 1, . . . , {1}
b1−1, a1 + 1).
Proposition 1.3 (Duality formula). For an admissible index k, we have
ζ(k†) = ζ(k).
Ohno’s relation (Theorem 1.4) is a generalization of Propositions 1.1 and 1.3.
For a sequence k = (k1, . . . , kr), let wt(k) = k1 + · · · + kr, called its weight, and
dep(k) = r, called its depth. When two sequences k and l have the same depth,
we denote by k ⊕ l the componentwise sum of k and l.
In the following theorem and afterwards, we will always assume that e runs over
sequences of nonnegative integers.
Theorem 1.4 (Ohno’s relation; Ohno [10]). For an admissible index k and m ∈
Z≥0, we have ∑
wt(e)=m
dep(e)=dep(k)
ζ(k ⊕ e) =
∑
wt(e)=m
dep(e)=dep(k†)
ζ(k† ⊕ e).
Our first main theorem is an analogue of Ohno’s relation for MZSVs.
Theorem 1.5 (Main theorem 1). For an admissible index k and m ∈ Z≥0, we
have ∑
wt(e)=m
dep(e)=dep(k)
c1(k, e)ζ
⋆(k ⊕ e) =
∑
wt(e)=m
dep(e)=dep(k†)
ζ⋆((k† ⊕ e)†),
where
c1((k1 . . . , kr), (e1, . . . , er)) =
r∏
i=1
(
ki + ei + δi,1 − 2
ei
)
,
(
n− 1
n
)
=
{
1 if n = 0;
0 otherwise.
Remark 1.6. The second formula of Proposition 1.1 easily follows from Theorem 1.5.
For details, see Section 3.
1.2. Finite multiple zeta values. Kaneko and Zagier [6] introduced the finite
multiple zeta(-star) values (FMZ(S)Vs) and the symmetric multiple zeta(-star)
values (SMZ(S)Vs). Set A =
∏
p Fp/
⊕
p Fp, where p runs over all primes. For
k1, . . . , kr ∈ Z≥1, we define
ζA(k1, . . . , kr) =
( ∑
1≤m1<···<mr<p
1
mk11 · · ·m
kr
r
mod p
)
p
∈ A,
ζ⋆A(k1, . . . , kr) =
( ∑
1≤m1≤···≤mr<p
1
mk11 · · ·m
kr
r
mod p
)
p
∈ A.
Let Z denote the Q-linear subspace of R spanned by the multiple zeta values. For
k1, . . . , kr ∈ Z≥1, we define
ζS(k1, . . . , kr) =
r∑
i=0
(−1)ki+1+···+krζ(k1, . . . , ki)ζ(kr , . . . , ki+1) mod ζ(2) ∈ Z/ζ(2)Z,
ζ⋆S(k1, . . . , kr) =
r∑
j=0
(−1)ki+1+···+krζ⋆(k1, . . . , ki)ζ
⋆(kr, . . . , ki+1) mod ζ(2) ∈ Z/ζ(2)Z,
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where we set ζ(∅) = ζ⋆(∅) = 1. The MZ(S)Vs that appear in the definition of
the SMZ(S)Vs are the regularized values if the last component is 1; although there
are two ways of regularization, called the harmonic regularization and the shuffle
regularization (see [3]), it is known that the SMZVs remain unchanged as elements
of Z/ζ(2)Z no matter which regularization we use (see [6]).
Kaneko and Zagier [6] made a conjecture that the FMZVs and the SMZVs are
isomorphic; more precisely, if we let ZA denote the Q-linear subspace of A spanned
by the FMZVs, then ZA and Z/ζ(2)Z are isomorphic as Q-algebras via the cor-
respondence ζA(k1, . . . , kr) ↔ ζS(k1, . . . , kr). It means that ζA(k1, . . . , kr) and
ζS(k1, . . . , kr) satisfy the same relations. In what follows, we use the letter F when
it can be replaced with either A or S; for example, by ζF (1) = 0 we mean that
both ζA(1) = 0 and ζS(1) = 0 are true. We write
ZF (k) =
{
(Bp−k/k mod p)p if F = A;
ζ(k) mod ζ(2) if F = S
for k ∈ Z≥2, where Bn denotes the n-th Bernoulli number. Note that it can be ver-
ified rather easily that ζF (1, k − 1) = ZF (k) for k ∈ Z≥2, so that (Bp−k/k mod
p)p corresponds to ζ(k) mod ζ(2) via the above-mentioned isomorphism ZA ∼=
Z/ζ(2)Z.
The FMZ(S)Vs and the SMZ(S)Vs are known to satisfy the sum formula (Propo-
sition 1.7) and the duality formula (Proposition 1.9).
Proposition 1.7 (Sum formula; Saito-Wakabayashi [12], Murahara [9]). For k, r, i ∈
Z with 1 ≤ i ≤ r ≤ k − 1, we have∑
k1+···+kr=k
ki≥2,kj≥1(1≤j≤r)
ζF(k1, . . . , kr) = (−1)
i
((
k − 1
i− 1
)
+ (−1)r
(
k − 1
r − i
))
ZF (k),
∑
k1+···+kr=k
ki≥2,kj≥1(1≤j≤r)
ζ⋆F(k1, . . . , kr) = (−1)
i
(
(−1)r
(
k − 1
i− 1
)
+
(
k − 1
r − i
))
ZF (k).
Definition 1.8. If we write a nonempty index k as
k = (a0, {1}
b1−1, a1+1, {1}
b2−1, a2+1, . . . , {1}
bs−1−1, as−1+1, {1}
bs−1, as) (ap, bq ≥ 1),
we define Hoffman’s dual index of k as
k
∨ = ({1}a0−1, b1 + 1, {1}
a1−1, . . . , bs + 1, {1}
as−1).
Proposition 1.9 (Duality formula; Hoffman [2], Jarossay [4]). For a nonempty
index k, we have
ζ⋆F (k) = −ζ
⋆
F (k
∨).
The following Ohno type relation for FMZVs and SMZVs was conjectured by
Kaneko [5] and established by Oyama [11].
Theorem 1.10 (Oyama [11]). For a nonempty index k and m ∈ Z≥0, we have∑
wt(e)=m
dep(e)=dep(k)
ζF (k ⊕ e) =
∑
wt(e)=m
dep(e)=dep(k∨)
ζF ((k
∨ ⊕ e)∨).
Remark 1.11. Although Theorem 1.4 with m = 0 gives Proposition 1.3, Theo-
rem 1.10 with m = 0 only gives a trivial relation.
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Our second main theorem is an analogue of Ohno’s relation for FMZSVs and
SMZSVs. It is a generalization of Propositions 1.7 and 1.9.
Theorem 1.12 (Main theorem 2). For a nonempty index k and m ∈ Z≥0, we have∑
wt(e)=m
dep(e)=dep(k)
c2(k, e)ζ
⋆
F (k ⊕ e) = −
∑
wt(e)=m
dep(e)=dep(k∨)
ζ⋆F (k
∨ ⊕ e),
where
c2((k1 . . . , kr), (e1, . . . , er)) =
r∏
i=1
(
ki + ei + δi,1 + δi,r − 2
ei
)
,
(
n− 1
n
)
=
{
1 if n = 0;
0 otherwise.
2. Proof of the main theorems
2.1. Shuffle and harmonic products. We define two operators R, defined for
all indices, and P , defined for all nonempty indices, by
R(k1, . . . , kr) = (kr, . . . , k1),
P (k1, . . . , kr) = (k1, . . . , kr−1, kr + 1).
We denote by I the Q-linear space spanned by the indices. Everything that
is defined for indices, such as R and ζ, will be extended Q-linearly. We define
Q-bilinear products x and ∗ on I inductively by setting
k x ∅ = ∅x k = k ∗ ∅ = ∅ ∗ k = k,
(k1,k)x (l1, l) = (k1,k x (l1, l)) + (l1, (k1,k)x l),
(k1,k) ∗ (l1, l) = (k1,k ∗ (l1, l)) + (l1, (k1,k) ∗ l)− (k1 + l1,k ∗ l)
for all indices k, l and all positive integers k1, l1 (for details on ∗, see Muneta [8]).
Lemma 2.1. For an index k and m ∈ Z≥0, we have
k x ({1}m) =
m∑
i=0
∑
wt(e)=m−i
dep(e)=dep(k)
(k ⊕ e) ∗ ({1}i).
Proof. Write k = (k1, . . . , kr) and e = (e1, . . . , er). Then
m∑
i=0
∑
wt(e)=m−i
dep(e)=dep(k)
(k ⊕ e) ∗ ({1}i) =
m∑
i=0
∑
e1+···+er=m−i
el≥0(1≤l≤r)
i∑
j=0
(−1)i−j
∑
f1+···+fr=i−j
0≤fl≤1(1≤l≤r)
(k1 + e1 + f1, . . . , kr + er + fr)x ({1}
j)
=
m∑
j=0
∑
e1+···+er+f1+···+fr=m−j
el≥0,0≤fl≤1(1≤l≤r)
(−1)f1+···+fr
(k1 + e1 + f1, . . . , kr + er + fr)x ({1}
j)
= (k1, . . . , kr)x ({1}
m). 
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Lemma 2.2. For a nonempty index k and m ∈ Z≥0, we have
(k∨ x ({1}m))∨ =
∑
wt(e)=m
dep(e)=dep(k)
c2(k, e)(k ⊕ e).
Proof. Write
k = (a0, {1}
b1−1, a1+1, {1}
b2−1, a2+1, . . . , {1}
bs−1−1, as−1+1, {1}
bs−1, as) (ap, bq ≥ 1).
Then
(k∨ x ({1}m))∨
= (({1}a0−1, b1 + 1, {1}
a1−1, . . . , bs + 1, {1}
as−1)x ({1}m))∨
=
∑
e0+···+es=m
ei≥0(1≤i≤s)
({1}a0+e0−1, b1 + 1, {1}
a1+e1−1, . . . , bs + 1, {1}
as+es−1)∨
s∏
i=0
(
ai + ei − 1
ei
)
=
∑
e0+···+es=m
ei≥0(1≤i≤s)
(a0 + e0, {1}
b1−1, a1 + e1 + 1, {1}
b2−1, a2 + e2 + 1, . . . ,
{1}bs−1−1, as−1 + es−1 + 1, {1}
bs−1, as + es)
s∏
i=0
(
ai + ei − 1
ei
)
=
∑
wt(e)=m
dep(e)=dep(k)
c2(k, e)(k ⊕ e).
Here, the last equality follows from the following observation: if e is a sequence of
nonnegative integers with dep(e) = dep(k), and we write
e = (e0, e1,1, . . . , e1,b1−1, e1, e2,1, . . . , e2,b2−1, e2, . . . , es,1, . . . , es,bs−1, es),
then c2(k, e) 6= 0 only if ei,j = 0 for all i = 1, . . . , s and j = 1, . . . , bi − 1, in which
case
c2(k, e) =
s∏
i=0
(
ai + ei − 1
ei
)
. 
2.2. Proof of Theorem 1.5. The main ingredient of the part of Theorem 1.5
is the linear part of Kawashima’s relation. For a nonempty index k, we define
ζ⋆,+(k) = ζ⋆(P (k)).
Theorem 2.3 (Linear part of Kawashima’s relation; Kawashima [7]). For nonempty
indices k and l, we have
ζ⋆,+((k ∗ l)∨) = 0.
Lemma 2.4. For a nonempty index k and m ∈ Z≥0, we have
ζ⋆,+((k x {1}m)∨) =
∑
wt(e)=m
dep(e)=dep(k)
ζ⋆,+((k ⊕ e)∨).
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Proof. By Lemma 2.1 and Theorem 2.3,
ζ⋆,+((k x ({1}m))∨) =
m∑
i=0
∑
wt(e)=m−i
dep(e)=dep(k)
ζ⋆,+(((k ⊕ e) ∗ ({1}i))∨)
=
∑
wt(e)=m
dep(e)=dep(k)
ζ⋆,+((k ⊕ e)∨). 
Proof of Theorem 1.5. Since the theorem is trivial when k = ∅, we may assume
that k 6= ∅, in which case we can write k = P (l) for some nonempty index l. By
Lemmas 2.2 and 2.4, we have∑
wt(e)=m
dep(e)=dep(l∨)
ζ⋆,+((l∨ ⊕ e)∨) = ζ⋆,+((l∨ x ({1}m))∨)
=
∑
wt(e)=m
dep(e)=dep(l)
c2(l, e)ζ
⋆,+(l⊕ e)
=
∑
wt(e)=m
dep(e)=dep(k)
c1(k, e)ζ
⋆(k ⊕ e).
Since k† = PR(l∨), we have∑
wt(e)=m
dep(e)=dep(l∨)
ζ⋆,+((l∨ ⊕ e)∨) =
∑
wt(e)=m
dep(e)=dep(k†)
ζ⋆((k† ⊕ e)†).
Thus, we find the desired result. 
2.3. Proof of Theorem 1.12.
Lemma 2.5. For an index k and m ∈ Z≥0, we have
ζ⋆F(k x ({1}
m)) =
∑
wt(e)=m
dep(e)=dep(k)
ζ⋆F (k ⊕ e).
Proof. We note that ζ⋆F ({1}
i) = 0 for all i ∈ Z≥1, and ζ⋆F (k ∗ l) = ζ
⋆
F (k)ζ
⋆
F (l) for
all indices k and l. By Lemma 2.1, we have
ζ⋆F (k x ({1}
m)) =
m∑
i=0
∑
wt(e)=m−i
dep(e)=dep(k)
ζ⋆F ((k ⊕ e) ∗ ({1}
i))
=
∑
wt(e)=m
dep(e)=dep(k)
ζ⋆F (k ⊕ e). 
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Proof of Theorem 1.12. By Proposition 1.9 and Lemmas 2.2 and 2.5, we have
−
∑
wt(e)=m
dep(e)=dep(k∨)
ζ⋆F (k
∨ ⊕ e) = ζ⋆F
(
(k∨ x ({1}m))∨
)
=
∑
wt(e)=m
dep(e)=dep(k)
c2(k, e)ζ
⋆
F (k ⊕ e). 
3. Applications
In this section, we prove the second formula of Proposition 1.1 (resp. Proposition
1.7) by using Theorem 1.5 (resp. Theorem 1.12).
Proposition 3.1. Theorem 1.5 implies Proposition 1.1.
Proof. By substituting k = (k) in Theorem 1.5, we have
L.H.S. of Theorem 1.5 =
(
k +m− 1
m
)
ζ⋆(k +m),
R.H.S. of Theorem 1.5 =
∑
wt(e)=m
dep(e)=k−1
ζ⋆((({1}k−2, 2)⊕ e)†)
=
∑
wt(e)=k−2
dep(e)=m+1
ζ⋆(({1}m, 2)⊕ e).
This finishes the proof. 
Proposition 3.2. Theorem 1.12 implies Proposition 1.7.
To prove Proposition 3.2, we need the following lemma.
Lemma 3.3. For m,n, i ∈ Z≥1 with i ≤ n, we have
m∑
a=0
(−1)a
(
m+ n
a+ i
)(
a+ i− 1
a
)(
m+ n− a− i
m− a
)
=
(
m+ n
m+ i
)
,
m∑
a=0
(−1)a
(
m+ n
a+ i− 1
)(
a+ i− 1
a
)(
m+ n− a− i
m− a
)
= (−1)m
(
m+ n
i− 1
)
.
Proof. Since(
m+ n
a+ i
)(
a+ i− 1
a
)(
m+ n− a− i
m− a
)
=
(m+ n)!
(n− i)!(i− 1)!
·
1
(a+ 1)a!(m− a)!
,(
m+ n
a+ i− 1
)(
a+ i− 1
a
)(
m+ n− a− i
m− a
)
=
(m+ n)!
(n− i)!(i− 1)!
·
1
(m+ n− a− i+ 1)a!(m− a)!
,
we need to show
m∑
a=0
(−1)a
1
a+ i
(
m
a
)
=
m!(i− 1)!
(i+m)!
,
m∑
a=0
(−1)a
1
m+ n− a− i + 1
(
m
a
)
= (−1)m
m!(n− i)!
(m+ n− i + 1)!
.
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The first equation follows from
m∑
a=0
(−1)a
1
a+ i
(
m
a
)
=
∫ 1
0
m∑
a=0
(−1)a
(
m
a
)
xa+i−1dx
=
∫ 1
0
(1− x)mxi−1dx
=
m!(i − 1)!
(i+m)!
,
and the second can be shown similarly. 
Proof of Proposition 3.2. We note that ζ⋆F (k1, k2) = −(−1)
k1
(
k1+k2
k1
)
ZF (k1 + k2).
By substituting k = (i, l − i) in Theorem 1.12, we have
L.H.S. of Theorem 1.12
=
∑
e1+e2=m
e1,e2≥0
ζ⋆F (i+ e1, l − i+ e2)
(
i+ e1 − 1
e1
)(
l − i+ e2 − 1
e2
)
= −
∑
e1+e2=m
e1,e2≥0
(−1)i+e1
(
l +m
i+ e1
)(
i+ e1 − 1
e1
)(
l − i+ e2 − 1
e2
)
ZF (l +m)
= −(−1)i
m∑
a=0
(−1)a
((
l +m− 1
a+ i
)
+
(
l +m− 1
a+ i− 1
))(
a+ i− 1
a
)
(
l+m− a− i− 1
m− a
)
ZF(l +m)
= −(−1)i
((
l +m− 1
m+ i
)
+ (−1)m
(
l +m− 1
i− 1
))
ZF(l +m) (by Lemma 3.3)
and
R.H.S. of Theorem 1.12 = −
∑
k1+···+kl−1=l+m
ki≥2,kj≥1(1≤j≤l−1)
ζ⋆F (k1, . . . , kl−1).
Then, we get ∑
k1+···+kl−1=l+m
ki≥2,kj≥1(1≤j≤l−1)
ζ⋆F (k1, . . . , kl−1)
= (−1)i
((
l +m− 1
m+ i
)
+ (−1)m
(
l +m− 1
i − 1
))
ZF (l +m)
= (−1)i
(
(−1)l−1
(
l +m− 1
i− 1
)
+
(
l +m− 1
l − i− 1
))
ZF(l +m).
By putting k = l+m and r = l − 1, we have the desired result. 
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