INTRODUCTION w x
This paper is a sequel to our previous paper 1 in which we studied the Ž . generalized Witt algebras W A, T, over a field F of characteristic 0. w x We have tried to make this paper independent of 1 , and so, in Section 2, we give a short description of generalized Witt algebras and recall some basic facts about them.
In this paper we study some simple subalgebras W of simple general- Let F be a field of characteristic 0, and t , . . . , t independent and 1 n commuting indeterminates over F. Denote by P and Q the polynomial n n w x w " 1 " 1 x algebra F t , . . . , t , and the Laurent polynomial algebra F t , . . . , t , simple Lie algebras of Cartan type, namely types S, H, and K. These three Ž series will not be used in this paper and we omit their definitions see, e.g., w
x. 3, 10 .
Let k be an integer such that 0 F k F n. algebras belonging to the class W *, recently introduced by J. M. Osborn in w x Ž his paper 7 . He has also defined classes S*, H *, and K * corresponding . to Lie algebras of Cartan types S, H, and K, respectively.
From our point of view, Osborn's definition of the class W * is unduly restrictive, and we shall introduce and study a more general class of simple infinite dimensional Lie algebras.
For the convenience of the reader, we now give the definition of the Ž w x. class W * see also 7, 9 . Let ⌬ be an abelian group with a fixed direct decomposition ⌬ s ⌬ = иии = ⌬ group algebra F⌬ has a basis consisting of the monomials
Ž .
Ž . Then the Lie algebra L ⌬, k consisting of all formal vector fields which can be written as linear combinations of
1 n Ѩt i with ␣ , . . . , ␣ G 0, is a Lie algebra of type W *.
1 k
The Lie bracket in this algebra is, of course, defined by
w x Osborn has shown 7 that each algebra in the class W * is simple. For Ž . ks0 we obtain the Lie algebra L ⌬, 0 which is a generalized Witt Ž . algebra see Section 2 for the definition . These simple generalized Ž . Witt algebras L ⌬, 0 are not the most general ones for two reasons. First, Ž . the maximal torus of L ⌬, 0 is finite dimensional, and second, the abelian group ⌬ is of a very special kind.
Our generalization of the simple Lie algebras of Cartan type W is given in Section 3 and will not be repeated here. Our definition avoids both restrictions mentioned above. Thus we start with an arbitrary simple Ž . Ž . generalized Witt algebra W A, T, built from an arbitrary torsion-free nonzero abelian group A, a maximal torus T, which is just a vector space over F, and a nondegenerate pairing : T = A ª F. In order to define Ž . a subalgebra of W A, T, of Cartan type W, we make use of a map Ž . by an example that it may happen that W s T. d We shall now describe the contents of the paper and highlight our main results.
In Section 2 we recall the definition of generalized Witt algebras, and the Kawamoto's simplicity theorem.
Ž . In Section 3 we introduce the subalgebras W ; W A, T, and deterd mine the necessary and sufficient conditions for W to be simple. The d proof of this simplicity theorem is much harder than the proof of the corresponding result for the algebras belonging to the Osborn's class W * Ž w x. see 7 .
Starting with Section 4, we assume in the rest of the paper that the Lie algebra W is simple. In that case we refer to W as an algebra of
generalized Cartan type W. In Section 4 we study the derivation algebra Ž . Der W of W . We first show that this algebra is the sum of the sub- an isomorphism, one can show that ⌿ is also an isomorphism. In particu-Ž w x. lar this follows also from Osborn's paper 9 , we have an isomorphism
Ž . Ž .
n n n Ž . Ž w x For n s 2, the structure of the group Aut P is well known see 6 and 2 . the references mentioned there . Hence one can use ⌿ to describe the 2 Ž q . structure of Aut W .
2
Ä 4 In Section 6 we assume that the index set I is finite, say I s 1, . . . , n . Let T be the subtorus of T spanned by d , . . . , d . The generalized Witt
By mimicking the classical definition, we define the
Its kernel, S , is a subalgebra of W and we set S q s S l W . We
show that both W q and S q are characteristic subalgebras of W . The
problem of characterizing all w g W that are locally nilpotent on W d d Ž . seems to be very hard. We are able to show see Proposition 6.7 that Ž .
q q
Div w s 0 for every w g W which is locally nilpotent on W . We also
show that every torus in W q has dimension at most n. 
GENERALIZED WITT ALGEBRA W
In this section, for the convenience of the reader, we recall the definition of generalized Witt algebras and some basic facts concerning them.
w x For more details we refer the reader to our paper 1 .
Let A be an abelian group, F a field, and T a vector space over F. We denote by FA the group algebra of A over F. The elements t x , x g A, form a basis of this algebra, and the multiplication is defined by t x и t y s t xqy . We shall write 1 instead of t 0 . The tensor product W s FA m T is a F Ž free left FA-module. We denote an arbitrary element of T by Ѩ to remind .
x us of differential operators . For the sake of simplicity, we shall write t Ѩ instead of t x m Ѩ. We now choose a pairing : T = A ª F which is F-linear in the first variable and additive in the second one. For convenience we shall also use the notations
for arbitrary Ѩ g T and x g A.
Ž . 
and
hold.
As 
We assume throughout that an admissible d has been fixed. We set
We now introduce some subspaces of W:
In fact all of these subspaces are subalgebras of W. This is obvious for 
Ž .
Now let x g A and y g A . We claim that
Ž . and so 3.1 holds. Let x g A and y g A q .
Then either x q y g A q or x q y g A and
Hence, by restricting the action of W on FA, we can view FA as a left W -module, and then FA q is a W -submodule of FA.
When d is fixed, and there is no danger of confusion, we shall write
respectively. Since is nondegenerate, the generalized Witt algebra W s n Ž n . W Z , T, is simple. In this case we can identify the group algebra FA w " 1 " 1 x with the algebra of Laurent polynomials F t , . . . , t , and W with
is identified with the vector field n Ѩ t P .
q admissible and the subalgebra W usually denoted by W , consists of all
.e., all polynomial vector fields. Let A be the direct sum of countably many copies of Z indexed by integers i G 0. An element x g A will be written as x s Ž . x,x, . . . with x g Z, almost all 0. We take T to be the vector space
Define Ѩ x by requiring that it is linear in Ѩ g T and by setting
Proof. We show first that the conditions are necessary. Hence we suppose that W is simple.
Let V be the subspace of W spanned by all vectors t
Ž . so V is a proper ideal of W . Hence V s 0, i.e., ii holds.
Since ii holds, we can define
Let V be the subspace of W spanned by all t
is simple, we conclude that V s 0, i.e., we have shown that N s 0 for all
Consequently the subspace 
and so
with Ѩ / 0 and x g A q , we may assume that we have chosen one, say t
Ž . lows that Ѩ y s 0. Hence Ѩ s 0, and we have a contradiction. We can Ž .
Our second claim is that V contains some d . By using the first claim, we i choose a nonzero Ѩ g T l V. Assume that there exists an i g I and an Ž . 
Ž .
exists an x g A such that Ѩ x / 0. Among all such x's, choose one for which M is minimal. 
Since Ѩ acts on W as the nonzero scalar Ѩ x , it follows that W ; V. Consider first the case where x g yA ࠻ for some i g I.
Hence our claim holds. Now assume that x f yA ࠻ for all i g I. If 
Hence our second claim is proved. Our last claim is that V s W . We fix j g I such that d g V and choose
In order to prove our claim, we have to show
As d x y y G d x for all i g I, we have t Ѩ g W . Therefore
Ž . x gZ are almost all 0. Let T be the vector space over F with basis Ѩ , 
Proof. Denote by L the subalgebra of W generated by the above
Assume now that this assertion holds for some k G 2. Let x g A be such
Hence, by induction hypothesis, we have W l W ; L . We now distin-
guish two cases.
. Then x q y g A q and W ; W . It follows that
Case 2: x g A for some j g I _ i . Then t d , t d gL , and so
Clearly we have
x j x j j for some g F. we obtain that
Ž . Ž .
0
We now fix an i g I and y g A ࠻ . We claim that if x g A and Ž . Ž . tively, and by using 4.2 and 4.4 , we obtain that
Hence ² :
holds for all Ѩ g T. By evaluating both sides at x, we conclude that ²Ž . : D q Ѩ, x s0, and so
Ž . Ž . Ž . respectively, and by using Cases 1 and 2, we obtain that
holds for all Ѩ , Ѩ g T. In particular, for Ѩ s Ѩ s Ѩ, we obtain that
Ž . Ž . Ž .
where ⌳ s y y .
x, y x q y x y
We now claim that ⌳ s 0 whenever x, y, x q y g A . The hypothesis
Ž . implies that x or y is in A , say x g A . By 4.4 we have s 0, and so
the claim is true if x s 0 or y s 0. So, we may assume that x, y / 0. Ž . Assume first that dim T G 2. Then in 4.8 we may choose linearly Ž . independent Ѩ , Ѩ g T such that Ѩ y / 0. We conclude that ⌳ s 0. 
AUTOMORPHISMS OF
and let
Ä 4
P s x g A : F F/ 0 .
x Since W и F s 0, we have F ; F F and so 0 g P.
It suffices to show that the union of all F F , x g A, spans FA q .
where x g A are distinct and Ѩ g T are nonzero. By applying ad Ѩ ,
Ž . ѨgT, to both sides of 5.1 , we obtain that
and similarly distinct for i s 1, . . . , n and by taking i Ž . ks0, 1, . . . , n y 1 in 5.2 , we obtain a system of linear equations to which Cramer's formulae can be applied. We conclude that there exist f , . . . , f 
Ž . Ž . Ž .
Proof. Let x g P and let f, g g F F be both nonzero. For arbitrary
In particular W l W / 0, and so x g A . Hence P ; A . Since P q P ;
Ž . P, we must have P ; A . Note that 5.6 implies 5.5 . Ž . and 5.7 imply that g s f. From now on we assume that dim T ) 1. hat Ѩ and Ѩ are linearly dependent. Hence f and g are linearly 1 1 dependent and so dim F F s 1.
x Note that Lemma 5.2 implies that F F s F. It follows that
Proof. In view of Lemma 5.2, it suffices to show that A q ; P. We claim
. we can choose Ѩ / 0 such that Ѩ y s 0, and Ѩ Ј such that Ѩ Ј and Ѩ are Ž . linearly independent. Then 5.9 gives that
ž / Ž Ž y . Ä 4 Ž . and so t Ѩ Ј и f g F F _ 0 . Hence 5.10 holds. where f g F F , g g F F are nonzero and x -иии -x , y -иии -y .
Since f g g F F and
we
In the remainder of this proof we assume that for all z g A _ 0 there Ž .
We claim that ag P , which contradicts the choice of x. Hence x s y, and so y g P. 
Ž .
The equality 5.9 is valid for arbitrary Ѩ , Ѩ Ј g T. That equality implies q
Ž . that Ѩ y s 0 if and only if Ѩ y s 0. Since y g A is arbitrary, we
Let Ѩ , Ѩ Ј g T be arbitrary. Choose a, b g F, not both zero, such that Ž . Ž . Ž . a Ѩqb ѨЈ y s0. By applying 5.12 to aѨ q bѨ Ј instead of Ѩ, we con-Ž . Ž . clude that aѨ q bѨ Ј y s 0. HenceѨ
Ž . and consequently there exists c x, y, f g F* such that
For any z g A let z: T ª F be the linear function defined by z Ѩ ŝŽ . q Ѩ z . Since dim T ) 1, we can choose z g A such that y and z arêd linearly independent. In order to prove our claim, it suffices to show that Ž . Ž . c x, y, f s c x, z, f when y and z are linearly independent. In that casêŵ e can choose Ѩ , Ѩ g T such that 1 2 Ѩ y sѨ z s0, Ѩ z s Ѩ y s 1.
Ž . Ž . Ž . Ž . Ž . Ž . By 5.12 and 5.13 , we havẽc
and so our claim is proved. Ž . We conclude that there is a constant c x, f g F* such that
The uniqueness of f is obvious. 
defined as in Lemma 5.4. Hence we have
As f / 0 for x g A q , Lemmas 5.1 and 5.3 imply that is bijective.
Ž . Ž . Ž . Ž .
Ž . By applying to the last equation and by using 5.16 , we conclude that
Ž . Ž . In order to prove 5.14 , it suffices to check that
z z q Ž . holds for all z g A . By using 5.18 we obtain that
z z x y q z x q y q z Ž . Hence 5.14 holds.
Ž . Ž . The condition 5.14 uniquely determines ⌿ . Indeed if we take x q Ž . fst , xgA , and w s Ѩ g T, then 5.14 becomes Ž . we define ⌿ s by
Ž . Ž .
It is not hard to verify that ⌿ is a homomorphism and that it satisfies Ž . Ž . 
Ž . k and w is locally nilpotent, it suffices to show that ad w Ѩ s 0 for sufficiently large k. Ž . m x i As I is finite, there exists m ) 0 such that w t s 0 for all i g I. Since
Ž . r is a finite set, there exists r ) 0 such that w S s 0. If N s m q r y 1, then Ž .
s fw .
Ž .
Ž . The verification of 5.15 is similar.
SUBALGEBRAS S AND S
We define the di¨ergence as the linear map Div: W ª FA such that
for all x g A and i g I. It is straightforward to verify that the following classical formulae are valid, W . We also introduce the subalgebra
We recall that T denotes the subspace of T spanned by the d 's. If Ž . it is easy to see that the coefficient of t in det J is . the proof of the previous proposition , the first part of the proof shows that dim S S F n.
F F
In order to complete the proof, it suffices to show that r [ dim S F dim S S . 6 . 9
F F F
Since W q has trivial center, the weights of S in W q span the dual space If Ž . In view of 7.3 , the 2-cocycle is uniquely determined by the system of Ž . functions defined by 7.4 .
x Ž . We now assume that x, y, z g A l yA and that x q y q z s 0.
