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Abstract
The paper studies completeness of the sets of polynomials in weighted L2-spaces on
infinite intervals. It is shown that the completeness of polynomials does not hold for a wide
class of weights, including the weights exp(−r|t|q) with r > 0 and q ∈ (0, 1).
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1 Introduction
The theory of approximation of function by polynomials is well developed; however, the exact
characterisation of the weights for which polynomials are complete for L2-spaces of functiions
on infinite intervals.
This short paper addresses this question for infinite intervals. The classical results are that,
for all r > 0 and for q = 1, 2, the sets of polynomials is complete in the weighted Hilbert space
of functions f : R→ C and f : [0,∞)→ C with the weight e−r|ω|q , i.e., such that∫
f(ω)2e−r|ω|
q
dω < +∞;
see, e.g., [3, 4]. On the other hand, it was shown by Stieltjes that the set of all polynomials is
not dense in the weighted Hilbert space of functions x : [0,∞) → C with the weight e−(lnω)2 ,
i.e., such that ∫ +∞
0
f(ω)2e−(lnω)
2
dω < +∞;
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see [4, p. 149]. In general, completeness requires sufficiently fast decay of the weight function;
the weight e−(lnω)
2
does not decay fast enough. The present paper shows that the completeness
of polynomials does not hold for a class of weights, including the weights exp(−r|ω|q) with r > 0
and q ∈ (0, 1) and the weight in the Stieltjes example as well.
2 The result
Let ρ : R → [0,+∞) be a measurable function such that ∫ +∞−∞ |ω|kρ(ω)dω < +∞ for all k =
0, 1, 2, ...., and that ∫ ∞
−∞
| log ρ(ω)|
1 + ω2
dω < +∞.
Example 1 It can be verified directly that possible choices of ρ include ρ(ω) = e−(log |ω|)
2
, ρ(ω) =
e−r|ω|
q
for r ∈ R, q ∈ (0, 1), and ρ(ω) = e−r|ω|q/| log |ω||p for r > 0, q ∈ (0, 1], p ≥ 2. On the
other hand, the function ρ(ω) = e−|ω|/| log |ω|| is not acceptable.
Let L2,ρ(R;C) be the Hilbert space of complex valued functions u : R→ C with the norm
‖u‖L2,ρ(R,C) =
(∫ ∞
−∞
ρ(ω)|u(ω)|2dω
)1/2
.
Theorem 1 For any T > 0, r > 0, and q ∈ (0, 1), the function eiωT cannot be approximated in
the space L2,ρ(R,C) by polynomials.
Corollary 1 For any r > 0 and q ∈ (0, 1), the set of polynomials is not complete L2,ρ(R;C).
Our approach to the proof of Theorem 1 is based on a result [1] on the predictability of
processes with fast decaying Fourier transform. We present a relatively self-contained proof
below.
3 Proofs
Some background notations
We need some notations and definitions.
Let C+
∆
= {z ∈ C : Re z > 0}, C− ∆= {z ∈ C : Re z < 0}, i = √−1.
For p ∈ [1,+∞], we denote by d Lp(R;C) the usual Lp-spaces of functions x : R→ C.
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For x ∈ Lp(R,C), p = 1, 2, we denote by X = Fx the function defined on iR as the Fourier
transform of x;
X(iω) = (Fx)(iω) =
∫ ∞
−∞
e−iωtx(t)dt, ω ∈ R.
If x ∈ L2(R,C), then X is defined as an element of L2(iR,C), i.e., X(i·) ∈ L2(R,C).
For x(·) ∈ Lp(R,C), p = 1, 2, such that x(t) = 0 for t < 0, we denote by Lx the Laplace
transform
X(z) = (Lx)(z) ∆=
∫ ∞
0
e−ztx(t)dt, z ∈ C+. (3.1)
In this case, X|iR = Fx.
Let Hr be the Hardy space of holomorphic on C+ complex valued functions h(z) with finite
norm ‖h‖Hr = sups>0 ‖h(s + i·)‖Lr(R,C), r ∈ [1,+∞]; see, e.g., [2].
Let Hr− be the Hardy space of holomorphic on C
− complex valued functions h(z) with finite
norm ‖h‖Hr
−
= sups>0 ‖h(−s + i·)‖Lr(R,C), r ∈ [1,+∞].
Some featured functions
We assume below that T > 0, r > 0, and q ∈ (0, 1) are given.
Let us select a function X ∈ H2 such that X(i·) ∈ L2,ρ−1(R;C). Existence of such a function
follows from Theorems 11.6 and 11.7 from [2]. For example, one can select a function
µ(ω)
∆
=
√
ρ(ω)/(1 + ω2),
and select
X(z) = exp
[
1
pii
∫ ∞
−∞
(1− isz) log µ(s)
(s + iz)(1 + s2)
ds
]
, z ∈ C.
We used here equation (11) from Theorem 11.6 [2] for the complex upper half-plane; its adjusted
to the spaces Hp right half-plain that we used in this paper. In particular, we have that |X(iω)| =
µ(ω), that
∫ ∞
−∞
| log |X(iω)||
1 + ω2
dω =
∫ ∞
−∞
| log ρ(ω)1/2|
1 + ω2
dω +
∫ ∞
−∞
| log(1 + ω2)−1/2|
1 + ω2
dω < +∞
and that
‖X(i·)‖2L
2,ρ−1
(R;C) =
∫ ∞
−∞
ρ(ω)−1|X(iω)|2dω =
∫ ∞
−∞
ρ(ω)−1
ρ(ω)
1 + ω2
dω < +∞.
Clearly, x = F−1X|iR is such that x(t) = 0 for t < 0.
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Further, consider a function h : R → R such that h(t) = 0 for t /∈ [−T, 0] and such that
h ∈ C∞(R), and that ∫ ∞
−∞
h(−t)x(t)dt 6= 0. (3.2)
A function h with required properties can be constructed as follows. Let κε(t) be defined
as κε(t) = ε
−1
κ1(t/ε), where κ1(t)
∆
= exp(t2(1 − t2)−1) is the so-called Sobolev kernel. Let
h¯ ∈ L2(R). Then, for any ε > 0, a function h has desired properties if it is defined as the
convolution
hε(t) =
∫ ∞
−∞
κε(t− s)I[−T+ε,−ε](s)h¯(s)ds.
Moreover, these functions approximate h¯ as ε → 0. Hence one can select h¯(t) = x(t) to ensure
that (3.2) holds.
Let H = Fh, and let
y(t) =
∫ t+T
t
h(t− s)x(s)ds. (3.3)
Clearly, this is a continuous function.
By (3.2), it follows that y(0) 6= 0. Since the function y(t) is continuous, it follows that there
exists δ > 0 such that
y(t) 6= 0, t ∈ (−δ, 0]. (3.4)
Proof of Theorem 1
By the choice of h, we have that H (iω) = Q (iω) eiωT , where Q ∈ H+ is such that Q = Lq,
where q(t) ≡ h(t− T ).
Let H (iω) |ω∈R be extended on C as H(z) = Q(z)ezT , z ∈ C.
Suppose that the theorem statement is incorrect. Then there exists a sequence of polynomials
there exists sequence of polynomials {ψ˜d(ω)}∞d=1 in ω ∈ R of order d such that
‖eiT · − ψ˜d(·)‖2L2,ρ(R,C) =
∫ ∞
−∞
|eiTω − ψ˜d(ω)|2ρ(ω)dω → 0 as d→ +∞. (3.5)
For our purposes, it would be more convenient to use a sequence of polynomials {ψd(z)}∞d=1
of order d such that
‖eiT · − ψd(i·)‖2L2,ρ(R,C) =
∫ ∞
−∞
|eiTω − ψd(iω)|2ρ(ω)dω → 0 as d→ +∞. (3.6)
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The coefficients ak of the polynomials ψd(z) =
∑d
k=0 akz
k can be constructed by adjustment the
signs of the coefficients for the polynomials ψ˜d(ω) =
∑d
k=0 a˜kω
k such that ψd(iω) ≡ ψ˜d(ω), i.e.,
a˜k = aki
k and ak = a˜ki
−k.
For d = 1, 2, ...., set
ĥd(t)
∆
=
d∑
k=0
adk
dkh
dtk
(t+ T ),
where adk are the coefficients of the polynomials ψd(z) =
∑d
k=0 adkz
k, z ∈ C.
Let
ŷd(t) =
∫ t
t−T−θ
ĥd(t− s)x(s)ds =
d∑
k=0
adk
∫ t
t−T−θ
dkh
dtk
(t− s+ T )x(s)ds (3.7)
and
Ĥd(z)
∆
= e−Tzψd(z)H(z). (3.8)
We have that ĥd = F−1Ĥd|iR.
Clearly, q(t) = 0 for t < 0 and q ∈ C∞(R). Hence znQ(z) ∈ H2 ∩H∞ for any integer n ≥ 0.
It follows that
Ĥ(z) = ψd(z)Q(z) ∈ H2 ∩H∞. (3.9)
Further, Q(z)e(T+θ)z ∈ H2−. Hence
Ĥ(z)e(T+θ)z = e−Tzψd(z)e
TzQ(z)e(T+θ)z = ψd(z)Q(z)e
(T+θ)z ∈ H2−. (3.10)
Let X(iω) = Fx, Y (iω) = Fy = H(iω)X(iω), Ŷd(iω) = Ĥd(iω)X(iω), and ŷ = F−1Ŷd.
We have that
‖ŷd − y‖L∞(R) ≤
1
2pi
‖(Ĥd(i·) −H(i·))X(i·)‖L1(R). (3.11)
Furthermore,
‖(Ĥd(i·) −H(i·))X(i·)‖L1(R) =
∫ ∞
−∞
∣∣∣(e−iωTψd(iω)− 1)eiωTQ(iω)X(iω)∣∣∣dω
=
∫ ∞
−∞
ρ(ω)1/2
∣∣∣(e−iωTψd(iω)− 1)ρ(ω)−1/2eiωTQ(iω)X(iω)∣∣∣dω
=
∫ ∞
−∞
ρ(ω)1/2
∣∣∣(ψd(iω) − eiωT )ρ(ω)−1/2eiωTQ(iω)X(iω)∣∣∣dω ≤ α1/2d β1/2. (3.12)
Here
αd
∆
=
∫ ∞
−∞
ρ(ω)|ψd(iω)− eiωT |2dω, β ∆=
∫ ∞
−∞
ρ(ω)|eiωTQ(iω)X(iω)|2dω.
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By the choice of ψd, it follows that
αd → 0 as d→ +∞. (3.13)
Since q ∈ C∞(R) and has a bounded support, it follows that supω |Q(iω)| < +∞. Hence
|β| ≤ sup
ω
|Q(iω)|
∫ ∞
−∞
ρ(ω)−1/2|X(iω)|2dω = sup
ω
|Q(iω)|‖X(·i)‖2L2,ρ(R,C) < +∞. (3.14)
Then estimates (3.11)–(3.14) imply that
‖ŷd − y‖L∞(R) → 0 as d→ +∞. (3.15)
On the other hand, since x(t) and ĥd(t) are both vanishing for t < 0, we have that
ŷd(t) = 0 t ≤ 0. (3.16)
Hence (3.11) cannot hold simultaneously with (3.4) and (3.16). This means that the supposition
that the theorem statement is incorrect leads to a contradiction. This completes the proof of
Theorem 1. .
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