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The Computational Complexity










Numerous computer programs have been written to compute sets of points which
approximate Julia sets [4]. Usually, no error estimations are added so that it remains
unclear, how good such approximations are. Furthermore, high precision pictures
are unreliable because of rounding errors, since the realizing computer programs
use ﬁxed length ﬂoating point numbers. Computable error estimation w.r.t. the
Hausdorﬀ metric dH means that the set is recursive [10]. Many Julia sets J are
recursive [11]. Recursive compact subsets of the Euclidean plane have a computable
Turing machine time complexity [10]. In this paper we prove that the Julia set of
a complex function f(z) = z2 + c for |c| < 1/4 can be computed locally in time
O(k2 · M(k)) (where M(k) is a time bound for multiplication of k-bit integers).
Roughly speaking, the local time complexity is the number of Turing machine steps
to decide for a single point whether it belongs to a grid Kk ⊆ (2−k · Z)2 such that
dH(Kk, J) ≤ 2−k.
1 Introduction
Julia sets provide some of the most striking illustrations of how an appear-
ently simple process can lead to highly intricate sets. Since they are a seem-
ingly unexhaustable source of fantastic shapes and images (e.g., [8]), numerous
computer programs have been written for generating approximate pictures of
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Julia sets. It has turned out that increasing precision (zooming) requires
rapidly increasing computation time. Since usually the programs are realized
on computers operating on ﬂoating point numbers of ﬁxed length instead of
real numbers, high precision pictures reﬂect eﬀects of the rounding procedure
rather than the intended Julia set. Therefore, presumably nobody has ever
seen the micro-micro-micro structure of a non-trivial Julia set.
The mathematical theory of dynamical systems, fractals and especially
Julia sets is presented in books like [2,4,1,7,6] where further references can be
found. Algorithms for computing approximations of Julia sets can be found
e.g. in [9,7]. In [11] it is shown that many Julia sets are recursive. In [5] the
computational complexity of some fractal subsets of R2 is studied.
In this paper we apply concepts of computable analysis [10] to deﬁne com-
putability and computational complexity of subsets of R2. We prove that the
Julia set of a function f(z) := z2 + c for |c| < 1/4 can be computed on a
Turing machine locally in time O(k2 ·M(k)) (where M(k) is a time bound for
multiplying k-bit integers). Roughly speaking, the local time complexity is
the number of steps to decide for a single point whether it belongs to a “grid”
Kk ⊆ (2−k · Z)2 with dH(Kk, J) ≤ 2−k (where dH is the Hausdorﬀ distance).
Because of page limit in this version all the proofs have been omitted.
2 Julia Sets
The following deﬁnitions and facts about Julia sets of complex polynomial
functions f : C→ C of degree ≥ 2 are from [2,4,1].
Let fk be the kth iterate of f , i.e. f 0(z) = z and fk+1(z) := f(fk(z)). For
X ⊆ C let f−1[X] := {z ∈ C | f(z) ∈ X}, and let f−k its kth iterate, i.e.
f0[X] := X and f−k−1[X] := f−1[f−k[X]]. A ﬁxed point of f is a point w such
that f(w) = w. A point w is a periodic point of f , iﬀ f p(w) = w for some
p ∈ N. The smallest p ∈ N such that f p(w) = w is called the period of w. A
periodic point w of period p is called attractive, if |(fp)′(w)| < 1 and repelling,
if |(fp)′(w)| > 1. If w is an attracting ﬁxed point of f , then
A(w) := {z ∈ C | fk(z)→ w as k →∞}
is called the basin of attraction of w. The basin of attraction of ∞, A(∞), is
deﬁned in the same way.
Deﬁnition 2.1 The Julia set J(f) of a function f is the closure of the set of
repelling periodic points of f .
Lemma 2.2
(i) J(f) is an uncountable compact set containing no isolated points.
(ii) f [J(f)] = f−1[J(f)] = J(f)
(iii) For any z ∈ J(f), J(f) = cls (⋃∞k=1 f−k[{z}]).
(iv) J(f) = J(fp) for all integer p ≥ 1.
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(v) J(f) is the boundary of the basin of attraction of each attractive ﬁxed
point including ∞.
(vi) For every open set U such that U ∩ J(f) = ∅, there is some n such that
fn[U ∩ J(f)] = J(f).
Approximations of Julia sets can be drawn using computers. Several meth-
ods have been proposed [9,7], e.g.:




−k[{z}]. By Lemma 2.2.iii, the sets Jn “converge”
to J(f) as n → ∞. Therefore, the set Jn can be considered as the nth
approximation of J(f).
Method 2: As a modiﬁcation of Method 1 compute a sequence z0, z1, . . . , zn
such that z0 is some repelling ﬁxed point of f and zi+1 is chosen randomly
from f−1[{zi}]. (The Julia set in Fig. 2 has been computed this way.)
Method 3: Find an open neighbourhood of each attractive ﬁxed point of f
and∞ and let B be their union. Let Jk,n be the set of points z = (k1+k2i)/2k,
k1, k2 integer, such that f
n(z) ∈ B. Then Jk,n is the set of points from the
“2−k”-grid which are “n-close” to J(f).
Although the point sets converge to the Julia set in all three cases, the
rate of convergence may be very slow and is unknown a priory. For estimating
the computational complexity, however, we must know a computable bound of
the rate of convergence. Furthermore, because of roundings by the computer
hardware, the high order approximations become more and more unreliable.
In this paper we reﬁne Method 3.
3 The Julia Set of z2 + c for |c| < 1/4
We consider merely functions z2 + c such that |c| < 1/4. Let c ∈ C be a
complex number such that
|c| = 1
4
− β where 0 < β < 1
4
.
Deﬁne f : C→ C by f(z) := z2 + c and let J ⊆ C be the Julia set of f . The
function f has the ﬁxed points
zatt := 1/2−
√
1/4− c and zrep := 1/2 +
√
1/4− c .
(We use the convention −π/2 < arg(√w) ≤ π/2 for w = 0.)
Proposition 3.1 Let β be given as above and 0 ≤ γ ≤ 2β. Then
(i) |zatt| < 1/2− 2β, |zrep| > 1/2 + 2β,
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(ii) |z| ≤ 1/2 + γ=⇒|f(z)| < 1/2 + γ (1)
|z| ≥ a(1 +
√
2)/2=⇒|f(z)| > a2(1 +
√
2)/2 (2)
|z| ≥ (1 +
√
2)/2 + b=⇒|f(z)| > (1 +
√
2)/2 + b (3)
for real a ≥ 1 and b ≥ 0.
(iii) zatt is attractive, zrep is repelling.
For 0 ≤ a ≤ 2β deﬁne the annulus Ta by
Ta := {z | 1/2 + 2β − a ≤ z ≤ (1 +
√
2)/2 + a} . (4)
For the Julia set J of z2 + c we obtain the following boundaries:
Lemma 3.2 J ⊆ T ◦ = {z | 1/2 + 2β < z < (1 +√2)/2}
Therefore, the Julia set of z2 + c, |c| < 1/4, is a simple closed curve
surrounding 0 ∈ C contained in the annulus T0 (cf. Sec. 3.6 in [2]). Fig. 1
shows a section around the x-axis.
Lemma 3.3 Consider 0 < a < 2β and γ > 0. If
z, f(z), w ∈ Ta and |f(z)− w| ≤ γ/
√
2 ,
then there is some z′ ∈ Ta such that f(z′) = w and
|f(z)− w| ≥ (1 + 4β − 2a− γ) · |z − z′|
We introduce a new metric da on the closed annulus Ta such that da(z, z
′)
is the length of the shortest Euclidean path from z to z′ within the annulus
Ta. Notice that
|z − z′| ≤ da(z, z′) ≤ π/2 · |z − z′| and (5)
(∀ε) (∃δ) [da(z, z′) ≤ |z − z′| · (1 + ε) if |z − z′| ≤ δ] . (6)
Lemma 3.4 For 0 < a < 2β,
da(f(z), J) ≥ (1 + 4β − 2a) · da(z, J), if z, f(z) ∈ Ta . (7)
In particular, for a = β/2 we obtain
dβ/2(f(z), J) ≥ (1 + 3β) · dβ/2(z, J), if z, f(z) ∈ Tβ/2 . (8)
The parameter a could be used for ﬁne tuning the algorithms we will
present in section 5 and 6. To simplify matters, in the following investigations
we ﬁx a to β/2. Figure 1 shows a section of the Julia set, the set T0 and the
set Tβ/2.
Lemma 3.4 gives an informal method for approximating the Julia set J



















︷ ︸︸ ︷T0︷ ︸︸ ︷
Tβ/2
Fig. 1. A section of the annulus T0 containing the Julia set.
Choose N ∈ N such that (1 + 3β)N · 2−k > (√2 − 3β)/2. Determine




2−3β)/2 = (1+√2)/2−(1+3β)/2 = (1+√2+β)/2−(1+4β)/2.
If d(fn(z), T0) ≤ β/2 for all n ≤ N , then by Lemma 3.4 and (5),
(1 + 3β)N · 2−k > (√2− 3β)/2
≥ dβ/2(fN(z), J)
≥ (1 + 3β)Ndβ/2(z, J)
≥ (1 + 3β)Nd(z, J)
i.e., 2−k > d(z, J). Therefore, if d(z, J) ≥ 2−k, then we will get the answer
“no”. For all z ∈ J the answer is “yes” by Lemma 2.2.ii. Notice that by
continuity of f , there is some δk > 0 such that we also get the answer “yes”
for z, if d(z, J) < δk. Therefore, repeating the procedure for ﬁnitely many
initial values z we can ﬁnd a 2−k-approximation of J . Unfortunately, this
method is unrealistic, since it assumes exact computation on real numbers, in
particular the “precise” test “fn(z) /∈ Tβ/2 ?” which cannot be performed on
physical computers. In Section 5 we will present a modiﬁcation which can be
performed on Turing machines.
4 The Complexity of a Bounded Subset of R2
In [10], Sec. 7.4, a natural deﬁnition of computational complexity for compact
subsets of the unit square [0; 1]2 is introduced. In the following we modify this
deﬁnition slightly. We identify C with R2, i.e. x + iy = (x, y). Since for
|c| < 1/4 the Julia set of z2+c is contained in the square S := [−2; 2]× [−2; 2]
(Lemma 3.2), we deﬁne computational complexity for compact subsets of S.
For z ∈ R2 and X,Y ⊆ R2 and r > 0 let d(z,X) := inf {|z−w| | w ∈ X},
d(X,Y ) := inf {|z − w| | w ∈ X, z ∈ Y } and B(X, r) := {z ∈ R2 | d(z,X) <




2 can be deﬁned by
dH(X,Y ) := inf{r > 0 | X ⊆ B(Y, r) and Y ⊆ B(X, r)} .
For each k ∈ N and i, j ∈ Ik, Ik := {i ∈ Z | −2 · 2k ≤ i < 2 · 2k}, deﬁne the
closed square (“pixel”) P ijk by
P ijk := [i · 2−k ; i · 2−k + 2−k]× [j · 2−k ; j · 2−k + 2−k] .
For each k we will approximate the Julia set J by a union of pixels P ijk w.r.t.
the Hausdorﬀ distance on R2. We introduce local and global complexity.
Deﬁnition 4.1 [Complexity of a set]
(i) A subset X ⊆ S can be computed locally in time t : N → N, iﬀ some
function fl : Σ
∗ → Σ∗ can be computed on a Turing machine in time t,







P ijk ⊆ B(X, 2−k+1) . (9)
where Lk ⊆ Ik × Ik and (i, j) ∈ Lk ⇐⇒ fl(0k$ˆi$jˆ) = 1 (ˆi and jˆ are the
binary representations of i and j, respectively).
(ii) A subset X ⊆ S can be computed globally in time t : N → N, iﬀ
some function fg : Σ
∗ → Σ∗ can be computed on a Turing machine in
time t, such that (9) for each k, where fg(0
k) = a11a12 . . . a1na21 . . . ann,
n = 4 · 2k, aij ∈ {0, 1} and (i, j) ∈ Lk ⇐⇒ a2·2k+i+1,2·2k+j+1 = 1.
Notice that for every k there are many sets Lk satisfying (9), see Lemma








≤ 2−k+1. Figure 2 shows
a Julia set and a covering by 2−3-pixels according to (9).
Therefore, the local complexity is the time to decide for an arbitrary
pixel P ijk whether it is close to X (i.e., d(P
ij
k , X)  2−k) or whether not,
while the global complexity is the time to ﬁnd a complete 2−k-approximation⋃
(i,j)∈Lk P
ij
k of X. Obviously, if a set X ⊆ S has local complexity t, then
its global complexity is bounded by 22k+2t. Because of symmetries or other
regularities of the set X ⊆ S, the global complexity may be much smaller
than this upper bound.
Between local and global complexity the complexity on subsquares of S
can be deﬁned. Also online complexity, i.e., the time needed to compute (a
part) of) Lk+1 given Lk (taking advantage of previous calculations) can be of
interest. We will not discuss such kinds of complexity in this paper.
The following lemma shows that the sets Lk exist and its proof indicates
a method how to ﬁnd them.
Lemma 4.2 For every non-empty set X ⊆ S and every k ∈ N there is a set
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Fig. 2. The Julia set of f(z) = z2 + 3/16 + i/16 and a possible 2−3-covering.
5 An Exponential Time Algorithm
For estimating the local complexity of the Julia set J , we will compute a
function fl : Σ






1, if P ijk ∩ J = ∅
0, if d(J, P ijk ) ≥ 2−k−1
arbitrary otherwise.
(10)
Therefore, for pixels with P ijk ∩ J = ∅ and d(J, P ijk ) < 2−k−1 the result may 0
or 1. If Lk is the set of all (i, j) such that fl(0
k$ˆi$jˆ) = 1, then (9) holds for







P ijk ⊆ B(J, 2−k+1) . (11)
We will modify the informal algorithm from Section 3. Instead of com-
puting at most N elements of a sequence z, f(z), f 2(z), . . . we compute at
most N elements (N chosen appropriately) of a sequence z0, z1, . . . such that
z0 = z and zn+1 is a rounding of f(zn) to l binary digits (l chosen appropri-
ately). If d(z, J) > 2−k−1 then zn ∈ Tβ/2 (approximately) for some n ≤ N .
If, on the other hand, d(z, J) ≤ 2−m (m suﬃciently large), then zn ∈ Tβ/2
(approximately) for all n ≤ N .
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For x ∈ R and l ∈ N let [x]l ∈ 2−lZ such that |x − [x]l| ≤ 0.7 · 2−l be
some rounding of x to l binary positions. And for (x, y) ∈ R2 let [(x, y)]l :=
([x]l, [y]l). We obtain |z − [z]l| ≤ 2−l for z ∈ C. As before, let Ta.





m≥N · log2 2.5 + 4− log2 β , (13)
l≥m+ 1 . (14)
If z0 ∈ 2−lZ, zn+1 := [z2n]l + [c]l for n ≥ 0, then:
(i) If d(z0, J) ≥ 2−k−1 then zn /∈ T3β/8 for some n ≤ N .
(ii) If d(z0, J) ≤ 2−m, then zn ∈ Tβ/8 for all n ≤ N .




Input: k ∈ N, i, j ∈ Ik, where Ik := {i ∈ Z | −2 · 2k ≤ i < 2 · 2k}.
Output: B.
Choose N,m, l such that (12) to (14) hold. Choose a, b ∈ 2−l · Z such that
1/2 + 13β/8< a < 1/2 + 15β/8, (15)
(1 +
√
2)/2 + β/8< b < (1 +
√
2)/2 + 3β/8 (16)
If for all points z ∈ (2−m · Z)× (2−m · Z) in the boundary of the pixel P ijk ,
|zn| < a or |zn| > b for some n ≤ N (where z0 := z), then B := 0, else
B := 1.
(Examples of numbers a and b are drawn in Fig. 1.)
Since l ≥ 4 − log2 β, 2−l ≤ β/16, and therefore a and b exist. We show that
the algorithm computes a function satisfying (10).
Suppose P ijk ∩ J = ∅. Since x− ∈ J for some real x− < 1/2 and x+ ∈ J for
some real x+ > 1/2, J ⊆ P ij. Since J is connected, it intersects the boundary
of P ijk , and so there is some z ∈ (2−m ·Z)×(2−m ·Z) on the boundary of J such
that d(z, J) ≤ 2−m. By Lemma 5.1.ii, zn ∈ Tβ/8 for all n ≤ N . Therefore, the
result of the algorithm must be B = 1.
Suppose d(J, P ijk ) ≥ 2−k−1. Let z ∈ (2−m · Z) × (2−m · Z) be on the
boundary of J . Then d(z, J) ≥ 2−k−1. By Lemma 5.1.i, zn /∈ T3β/8 for all
n ≤ N . Therefore, the result of the algorithm must be B = 0.
Thus (10) is proved. We estimate the time t(k) which a Turing machine
needs for Algorithm 1 on Pixel P ijk . For 4 · 2−k/2−m = 22+m−k points z it
suﬃces to compute z0 := z, z1, . . . , zN and compare the absolute values with a
and b. Therefore, at most N · 22+m−k points zn must be considered. For each
point zn a small number (< 10) of additions, comparisons and multiplications
of l-bit integers must be performed.
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Let M(n) be a regular time suﬃcient for multiplying two n-bit integers,
e.g. M(n) = n2 or M(n) = n · log2 n · log2 log2 n. For regular functions M ,
O(M(i)) = O(M(d ·i)) for constant d. We obtain tar(k) ≤ c0 ·N ·22+m−k ·M(l)
for some constant c0.
By Lemma 5.1 it suﬃces to choose some N ≤ (k + 2)/ log2(1 + 5β/2) + 1,
m ≤ N · log2 2.5 + 5 − log2 β and l = m + 1. Then m ≤ log2 2.5/ log2(1 +
5β/2) · k + c1 for some constant c1. For the arithmetic operations we obtain
tar(k) ∈ O
(
k · 2A·k ·M(k)) where A := log2 2.5
log2(1 + 5β/2)
− 1 > 0.887 .(17)
The algorithm depends on the constant c which might be of very high
complexity or even non-computable. Therefore we assume that the Turing
machine can use an oracle supplying roundings [w]n for w = c, β, log2 β and
1/ log2(1 + 5β/2) in time O(n). Then the additional time for determining
a, b,N,m and l and for controlling the computations does not exceedO(tar(k)).
Notice that the exponential term 2A·k in (17) is the crucial one. Since
log2(1 + 5β/2) = log2 e · ln(1 + 5β/2) ≤ log2 e · 5β/2 for 0 < β < 1/4,
A ≥ 2 · log2 2.5
5 · log2 e · β
− 1 > 0.366
β
− 1 .
Therefore, the factor A→∞ as β → 0. Thus, we have proved:
Lemma 5.2 Consider c ∈ C such that |c| < 1/4. Then the Julia set J of the
function z2 + c can be computed locally in time O(k ·M(k) · 2A·k) = O(2A·k)
where A is a constant such that A > 0.366/β − 1 (β := 1/4 − |c|). Here we
assume that suitable oracles supply roundings [w]n for w = c, β, log2 β and
1/ log2(1 + 5β/2) in time O(n).
6 A Polynomial Time Algorithm
In this section we will present an algorithm which computes the Julia set J
of the function f(z) = z2 + c (for ﬁxed |c| < 1/4) locally in polynomial time.
Let therefore |c| < 1/4 be given and let β, Ta, fl, . . . be determined as in the
previous sections. To improve algorithm 1 we will (1) compute the number of
iterations we perform adaptively from the sequence z, f(z), ff(z), . . ., and
(2) compute this sequence only up to a moderate distance to the Julia set so
that much better error bounds can be guaranteed than those introduced by
Lemma 3.4.
With some eﬀort, Lemma 3.4 can be improved to ﬁt the purposes of an
eﬃcient algorithm. The following bounds on the distance of zn and J can be
proved.
Lemma 6.1 Let k, N , l, n and d in N \ {0} be given so that
k+2
log2(1+5β/2)









, 12 · 3
log2(1 + 5β/2)
+ 1} and (19)
l≥ 3N + 2 + 3 · log2(d · k)− log2(β). (20)
Furthermore let z ∈ C and the sequence (zr)r be determined by z1 = [z]l and
zr+1 = [z
2















(i) if d(z, J) ≤ 1/16 · 1/(d · k) · 2−k then d(zr, J) ≤ 1/8 · 1/(d · k) for all
r ≤ min{n,N}.
(ii) if d(z, J) ≥ 2−k−1 then d(zr, J) ≥ 1/(d · k), where r = min{n,N}.
Once zmin{n,N} is computed according to the above lemma we have to
compute the distance to J with a precision of about 1/(d · k). Such decisions
can be made easily given an algorithm, which computes J locally:
Lemma 6.2 Let A be an algorithm which computes J locally in time O(t) for
a time bound t : N → N. Then, for given k ∈ N and z ∈ C we can decide
wether d(z, J) ≤ 1/8 · 1/k or d(z, J) ≥ 1/k in time s · t(s · log2(k) + s) + s,
where s is a constant depending on A but not on k or z.
Let us call such an fuzzy test a test for d(z, J) ≥ 1/k with error bounded
by 7/8 · 1/k. Corollary 6.1 gives rise to the following algorithm:
Algorithm 2:
Input: k ∈ N, i, j ∈ Ik, where Ik := {i ∈ Z | −2 · 2k ≤ i < 2 · 2k}.
Output: B.
Choose N, l, d such that (18) to (20) hold. Furthermore choose an m ∈ N
so that 2m ≥ 8 · k · d · 2k. Test for all points z ∈ (2−m · Z) × (2−m ·










(2|zi|) ≤ 2k and d(zN , J) ≤ 1/(d ·k) with error bounded
by 7/8 · 1/(d · k). If all these tests are passed then B := 0, else B := 1.
We estimate the time t(k) which a Turing machine needs for Algorithm
2: We have to compute z1, . . . , zN for at most 4 · 2m points z, that is for
O(k) points. This computation takes at most O(N) additions, multiplications
163
Rettinger and Weihrauch
and comparisons of numbers of length l. Afterwards we can use any known
algorithm to carry out the tests. For the time being let us assume, we plug in
Algorithm 1 here. Then the overall complexity of the resulting algorithm is
O(k2 ·M(k) plus a in log2 k linearly exponentially bounded number of steps,
that is a polynomial time algorithm, where the degree of the time bound
depends on β.
Now lets plug in this new, polynomially bounded algorithm. Then we get
obviously an algorithm with time complexity O(k2 · M(k)). Thus we have
proven:
Lemma 6.3 Consider c ∈ C such that |c| < 1/4. Then the Julia set J of
the function z2 + c can be computed locally in time O(k2 ·M(k)). (Again we
assume that suitable oracles supply roundings [w]n for w = c, β, log2 β and
1/ log2(1 + 5β/2) in time O(n).)
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