The most effective way to reduce the energy consumption of energy-limited wireless sensor networks is to reduce the amount of data collected. However, this will increase the difficulty of data recovery. At the same time, most of the data collection and recovery algorithms based on matrix completion are optimized by matrix decomposition. Therefore, the mathematical model and corresponding optimization algorithm will be more complicated and take a lot of running time. In order to deal with the above problems, we propose a data recovery method based on low rank and short-term stability in wireless sensor networks in this paper. The low-rank and short-term stability features of the sensor data are fused in the nuclear norm regularization minimization model, and the proposed method is used to optimize the model. The simulation results show that the mathematical model and data recovery method constructed in this paper outperform the state-of-the-art methods in terms of recovery performance and reconstruction accuracy.
I. INTRODUCTION
Wireless Sensor Networks (WSNs) are widely used to monitor and collect environmental information [1] - [3] such as temperature, humidity and lighting. With the rapid development of information acquisition technology and network technology, the demand for data is constantly increasing which makes the data grows exponentially. As a result, the scale of wireless sensor networks is also increasing. With the traditional data acquisition approach [4] , the sink receives one data packet from each sensor node, leading to a large amount of traffic and perceived overhead, which is a significant problem for energy-constrained wireless sensor networks. In order to solve this problem, the Compressive Data Gathering (CDG) [5] , which applies Compressed Sensing (CS) theory to data compression, was proposed to reduce the overall number of data transmitted.
Utilizing the sparsity of sensor data, the CS-based methods require less sample size than the original data collection methods but can achieve higher precision recovery effects, so CS theory is widely used in WSNs [5] - [7] . However, in order to reduce the amount of data traffic and The associate editor coordinating the review of this manuscript and approving it for publication was Wei Wei .
perceived overhead in the network as much as possible, the CS-based data gathering solution requires a transform that best sparsifies the sensor observations. Therefore, it is very likely that the form of the transformation has to be constantly determined due to the difference of the sensor networks, which seriously affects the adaptability of CS-based solution [8] .
With the rapid progress of sparse representation, Matrix Completion(MC) [9] - [11] has emerged very recently. According to the research progress of MC theory, researchers exploited the low-rank characteristic of sensor data and applied the MC theory to WSNs [8] , [12] , [13] . Compared with the vector-formed compressed sensing reconstruction method, the matrix-formed matrix completion recovery method can obtain more correlation information between the sensing data in the two-dimensional space, so as to obtain more accurate recovery performance. According to the MC theory, a low rank matrix can be accurately reconstructed with a relatively small number of entries in the matrix [9] . With matrix completion, only a small set of samples need to be taken by sensor nodes, which will not incur excessive computational and traffic overheads at energy-limited sensor nodes in WSNs. Therefore, MC provides a new venue for low cost data gathering.
Since the application of MC theory in WSNs, many algorithms for solving the MC problem are adapted to WSNs. Initially, Jieet al. [13] utilized the spatial correlation of data in WSNs and exploited the Sparsity Regularized Matrix Factorization (SRMF) technique proposed by Zhang et al. [14] to recover the missing data, which is called the Efficient Data Collection Approach (EDCA). EDCA takes advantage of the low rank feature of the data matrix to achieve both less traffic overhead and higher recovery accuracy. However, EDCA does not consider the possibility that the data matrix has empty columns when the sampling rate is very low. Therefore, the Spatio-Temporal Compressive Data Collection (STCDG) method [8] was proposed, which uses the low rank and short-term stability of sensor data to further improve the accuracy of recovery. STCDG avoids the optimization problem involving empty columns by first removing the empty columns and only recovering the non-empty columns, then filling the empty columns using an optimization technique based on temporal stability. Later He et al. [12] combined the MC with sparsity constraints, proposing Data Recovery method with joint Matrix Completion and Sparsity Constraints (DRMCSC) Method, and used the Half-Quadratic Regularization Method (HQ) [15] to recover the missing data. It can be seen that most of the previous methods use matrix decomposition to solve the MC problem in WSNs. Therefore, the mathematical model and optimization algorithm are complicated and take a lot of running time. As the amount of data increases, recovery efficiency becomes a big problem [16] .
Accelerated Proximal Gradient Singular Value Thresholding (APG) algorithm [17] and Singular Value Thresholding (SVT) [18] are classical algorithms for solving MC problems quickly. Both of them are based on the nuclear norm regularization minimization model. When the amount of data increases, the advantage in computing time is reflected. Among them, the APG algorithm is superior to the SVT algorithm in terms of iterative complexity and convergence speed [17] , [19] .
We assume that WSNs are large-scale and the monitored environmental parameters are slowly changing over time, such as temperature, humidity, and light. At the same time, the sensor nodes sense the data at predetermined intervals, and the interval is usually set to be several to dozens of seconds. Based on these assumptions, we propose a Data Recovery method based on Low Rank and Short-term Stability (DRLRSS) in WSNs in this paper. The main contributions of this paper are summarized as follows:
• We have analyzed the data sets obtained by Intel Berkeley Research Lab [20] and Data-Sensing Lab [21] , and our results reveal that environmental data have the features of low-rank, short-term stability.
• Taking advantage of the low-rank and short-term stability features, we construct a nuclear norm regularization minimization model based on short-term stability.
• We propose DRLRSS method based on APG algorithm to optimize the constructed model.
• With two real-world data sets, we evaluate the proposed data recovery method compared with the EDCA, STCDG and DRMCSC methods. The simulation results show that the proposed method outperforms other methods in terms of the reconstruction accuracy and recovery performance. The rest of this paper is organized as follows. Section 2 introduces the data collection process based on MC theory in WSNs. Analyzing two real-world data sets and derives two characteristics of the sensor data: low rank and short-term stability in Section 3. Section 4 details the nuclear norm regularization minimization model based on short-term stability and the DRLRSS mothed. Presenting the experiments results of the proposed methods compared with the state-of-the-art methods in the term of reconstruction accuracy and recovery performance in Section 5. Finally, Section 6 summarizes the paper
II. DATA GATHERING BASED ON MC THEORY
We consider a WSN consisting of one sink and N sensor nodes. Each node is assigned an integer ID, n, which is in the range of 1 to N . The sensor nodes sense and transmit the signal to the sink once each time slot. As a result, during T time slots, N × T readings can be gathered in the sink. These readings can be organized into a matrix M (M ∈ R N ×T ).
According to the MC theory [9]- [11] , a low rank matrix can be accurately reconstructed with a relatively small number of entries in the matrix. Therefore, applying MC theory in WSNs can greatly reduce the overhead of sensing and transmission. Candes et al. [9] proved that for an n1 × n2 low rank matrix of rank r sampled from the random orthogonal model. Suppose we observe m entries of M with locations sampled uniformly at random. Then there are numerical constants C and c such that if m ≥ Cn 5 /4 r log n, n = max(n1, n2)
the sampled matrix can be accurately recovered with no error by solving a convex optimization problem with probability at least 1 − cn −3 . At the same time, when r ≤ n 1 /5 and the recovery is exact with probability at least 1 − cn −3 provided that
Many data gathering methods are developed based on MC theory in WSNs [6] - [8] . For these methods, in each time slot, each sensor node only sends its readings to the sink according to a preset sampling ratio. As a result, only a small part of readings are transmitted to the sink. After T time slots, the sinks obtain an observation matrix, which is usually incomplete. When an entry in M is missing, we set it as zero. Studies have shown that data collected from WSNs are highly spatial and temporary correlated [22] , which indicates that the matrix formed by the collected data has low rank characteristic. The detailed analysis of the characteristic is given in the third section.
III. THE FEATURES OF WSNs DATA
In order to gain insight into the two features of WSNs data: low rank and short-term stability, we analyzed two sets of data obtained by Intel Berkeley Research Lab and Data-Sensing Lab. The former data set was collected from 54 sensors deployed in Intel Berkeley Research Lab. The sensors collected environmental information every 31 seconds, including humidity, temperature, light and voltage and the real-world traces form the matrix X ∈ R 54×2880 . The latter data set was collected from 40 sensors deployed in Data-Sensing Lab and we used the humidity data which forms the matrix X ∈ R 40×1724 .
A. LOW RANK FEATURE
Low rank is one of the necessary conditions for MC theory. We used singular value decomposition (SVD) to verify whether the data matrix from WSNs has a good low rank in this paper. A data matrix X N ×T can be decomposed into as:
organized in a decreasing order. The rank of X N ×T , denoted by r, represents the number of non-zero singular values. Theoretically, when r min (N , T ), the matrix X N ×T is absolutely low rank, but it is not realistic to use this definition for most of the practical data. As a result, instead of judging the matrix low rank feature based on the absolutely low rank, this section adopts the low rank approximation. The metric is the fraction of the total singular values captured by the top d singular values. Formally, the fraction is defined by using (4):
It can be seen that when the fraction g (d) is closer to 1 and d r is satisfied, it indicates that the matrix X N ×T has a good low rank approximation. Fig.1 plots the fraction of the total singular values captured by the top d singular values for different environment parameter trace data from two real-world data sets. We find that the top 5 singular values capture 81%-95.6% the total singular values in the real traces. Meanwhile, 5 54 and 5 40 are satisfied, respectively. So the data matrix has a good low rank approximation in all the scenarios under investigation.
B. SHORT-TERM STABILITY FEATURE
In general, environmental parameters monitored in largescale WSNs change slowly, such as temperature, humidity, and light. Therefore, the data matrix X N ×T has short-term stability feature.
To study the short-term stability of X N ×T , we first calculated the gap between each pair of adjacent readings for each sensor node and then compared the difference between each pair of adjacent gaps. Specifically, the gap between each pair of adjacent readings, denoted by gap(n, t), is equal to:
The difference between each pair of adjacent gaps, denoted by dif(n, t), is equal to:
Obviously, the smaller the dif(n, t), the more stable the sensor readings for node n around the time slot j. To measure the short-term stability feature of varied traces, we computed the normalized dif(n, t), denoted by dif(n, t), by using (7):
where max 1≤i≤N ,2≤j≤T −1 |dif(i, j)| is the absolute value of the maximal difference between any two consecutive pair of adjacent gaps in environmental parameters matrix. Fig.2 plots the Cumulative Distribution Function (CDF) of dif(n, t). We observe that more than 88.6% dif(n, t) are very small (<0.05). Overall, all the traces under investigation exhibit the feature of short-term stability. In the next section, we design our nuclear norm regularization minimization model by utilizing this feature.
IV. MODEL CONSTRUCTION AND DRLRSS METHOD
When the observed data matrix contains missing entries, the matrix can be recovered according to the low rank feature of the matrix, which is called MC [9] - [11] . The MC problem can be formulated as the following rank minimization problem: where rank(·) denotes the rank of a matrix; M N ×T and X N ×T are the original matrix and the recovered matrix, respectively; denotes the locations corresponding to the observed entries; P is the orthogonal projector onto the span of matrices vanishing outside of , which is also called the sampling operator. The sampling operator is defined by using (9):
However, solving this rank minimization problem is often not practical because it is NP-hard. The time complexity of existing algorithms is at least doubly exponential in the dimension n of the matrix [23] . Then we propose to use the nuclear norm heuristic [9] to work out this optimization problem, which performs rank minimization exactly for a low rank matrix. The heuristic optimization is given by:
where X * denotes the nuclear norm of a matrix X N ×T , which is the sum of its singular values.
Since the original data matrix M N ×T in our scenario is not an absolutely low rank, it might not work well to find a low rank solution that strictly satisfies the sampling equation P (X) = P (M). So we introduced a regularization parameter λ which allows a tunable tradeoff between a precise fit to the collected data and the goal of achieving low rank [17] . This led to the following unconstrained optimization problem: 11) where B N ×T is the observed data matrix and B = P (M).
As mentioned in the second section, the data matrix in all the scenario exhibits the feature of short-term stability. So we Theorem 2.1 in [18] has proofed that for any λ > 0, the SVT operator D λ obeys
introduced another constraint about short-term stability,
, to further reduce the reconstruction error and improve the recovery efficiency. Finally, DRMCSC utilizes the low rank and short-term stability jointly by the following minimization problem:
where µ is tuning parameter, S T ×T denotes short-term stability matrix. S T ×T can be defined by using (14):
· · · · · · · · · · · · · · · · · · 0 0 0 0 0 1
Eq. (13) is the nuclear norm regularized linear least squares problem [17] . It is a special case of unconstrained nonsmooth convex minimization problem with f (X) =
and P (X) = λ X * . P (·) is a proper, convex, lower semicontinuous function. f (·) is convex smooth function and ∇f (·) is Lipschitz continuous.
We proposed a reconstruction algorithm based on APG algorithm is described to efficiently solve the optimization problem. Firstly, we consider the following quadratic approximation of F (·) at Y:
where L f is the Lipschitz constant of f (X). Since Q (X, Y) is a strongly convex function of X, so it has a unique minimizer which we denote by:
arg min
Theorem 2.1 in [18] has proofed that for any λ > 0, the SVT operator D λ obeys VOLUME 7, 2019 and D λ is defined as follow:
where t + is the positive part of t, namely, t + = max (0, t).
In words, this operator simply applies a soft-thresholding rule to the singular values of X effectively shrinking these towards zero. It is easy to see that the SVT operator D λ is the proximal map [24] with the nuclear norm λ X * . Therefore, at the k + 1th iteration, we minimize (16) over X by using (14):
where δ is stepsize and δ = L −1 f . Then minimize Y k and t k+1 by the following formula, respectively:
In practical implementation, X 0 and X −1 are firstly initialized from the sampled measurements. Then initial t 0 and t −1 to 1. Based on the above description, the DRMCSC method based APG algorithm is presented in Algorithm 1.
Algorithm 1 DRMCSC Method Based APG Algorithm
Input: the observed matrix B, sampling operator P , tuning parameter µ regularization parameter λ, maximum tolerance parameter ε maximum number of iterations K max 1:
Initialization: X 0 = X −1 = B, t 0 = t −1 = 1, stepsize δ number of iterations k = 0 2:
for k < K max 3:
Update Y k , by solving (20);
5:
Utilize (19) to update X k+1 ; 6:
Update auxiliary positive sequence t k+1 by using (21); 7:
Update number of iterations k: k = k + 1. 8: end while 9: end for Output: recovery matrixX = X k
V. EXPERIMENTS AND ANALYSIS
The experiments are conducted on MATLAB platform with two real-world data sets to evaluate the performance of DRLRSS method compared with the CDG, STCDG, and DRMCSC methods. 
A. PARAMENTS SETTING
We use the Normalized Mean Absolute Error (NMAE) to evaluate the accuracy of the reconstructed data which is defined as:
Since the samples are obtained directly, it is only necessary to consider the recovery error of the unsampled data. NMAE is used in many previous data recovery works for WSNs [7] , [8] , [12] and is suitable to evaluate the performance of data recovery methods.
For DRLRSS method, we set the maximum number of iterations K max as 2000. Both regularization parameter λ and tuning parameter µ in (19) are set as 0.1. The maximum tolerance parameter ε for the algorithm to be terminated is set as 10 −5 . The stepsize δ is adjusted for different data sets.
B. SRESULTS AND ANALYSIS OF EXPERIMENTS
The data recovery experiments are conducted with the sampling ratio, denoted by ρ, changing from 0.05 to 0.5. In each experiment, the process of randomly sampling data and recovering the matrix was repeated 20 times. The experimental results presented were the mean NMAE. Figures 3 and 4 show the experimental results of the recovery performance for the temperature data from Intel Berkeley Research Lab and the humidity data from Data-Sensing Lab, respectively. The numerical values on the x-axis denote the missing ratio equal to (1 − ρ), while the numerical values on the y-axis represent the mean NMAE.
As can be seen, the corresponding recovery errors increased as the missing ratio increased, and DRLRSS always performed better than the other methods. Specifically, for the temperature data from Intel Berkeley Research Lab, for the purpose of achieving very good recovery performance (NMAE ≤ 0.024), CDG, STCDG, DRMCSC, and DRLRSS needed at least 0.25, 0.15, 0.14, and 0.05 sampling ratios, respectively. For the humidity data from Data-Sensing Lab, for the purpose of achieving very good recovery performance (NMAE ≤ 0.02), CDG, STCDG, DRMCSC, and DRLRSS needed at least 0.1, 0.3, 0.09, and 0.05 sampling ratios, respectively. By comparing the recovery errors of STCDG and DRLRSS, it can be seen that even though both utilize the low rank and short-term stability of the sensor data matrix, the difference between the constructed model and the solution method leads to a big gap in recovery accuracy. In summary, the DRLRSS algorithm proposed in this paper is superior to other methods in terms of recovery performance and reconstruction accuracy.
VI. CONCLUSION
We propose a new data recovery method in WSNs, DRM-CSC. Since the environmental parameters monitored by the large-scale WSNs are slowly changing over time, so they have low rank and short-term stability feature. Taking advantage of the two features, we construct a nuclear norm regularization minimization model based on short-term stability. At the same time, we propose DRLRSS method based on APG algorithm to optimize the constructed model. The experimental results show that the DRLRSS mothed outperforms CDG, STCDG and DRMCSC methods in terms of recovery performance and reconstruction accuracy for large-scale WSNs temperature and humidity data by better balancing the impact of low rank and short-term stability on the recovery effect.
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