Abstract. In this paper we establish well posedness of the Neumann problem with boundary data in L 2 or the Sobolev spaceẆ 2 −1 , in the half space, for linear elliptic differential operators with coefficients that are constant in the vertical direction and in addition are self adjoint. This generalizes the well known well-posedness result of the second order case and is based on a higher order and one sided version of the classic Rellich identity, and is the first known well posedness result for a higher order operator with rough variable coefficients and boundary data in a Lebesgue or Sobolev space.
Introduction
In this paper we will establish well posedness of the Neumann problem in the half-space R Specifically, we will consider self-adjoint operators associated with coefficients A that are t-independent in the sense that (1.2) A(x, t) = A(x, s) = A(x) for all x ∈ R n and all s, t ∈ R.
The Neumann problem has traditionally been regarded as more difficult than the Dirichlet problem. Indeed in two important cases, well posedness of the Dirichlet problem with boundary values in a Lebesgue or Sobolev space is known, but well posedness of the Neumann problem is not: in the case of second order operators with real t-independent coefficients [HKMP15b, HKMP15a] and in the case of constant coefficient higher order operators in Lipschitz domains [PV95, Ver96] .
In the case of higher order operators of the form (1.1) with variable t-independent coefficients, we can bound Dirichlet boundary values in a way that we cannot at present bound Neumann boundary values. See Theorem 5.1 below. We will use good behavior of Dirichlet boundary values to establish well posedness of the Neumann problem; we cannot at present use the same arguments to establish well posedness results for the Dirichlet problem because we lack corresponding bounds on the Neumann boundary values. See Remark 5.4.
Indeed, even formulating the higher order Neumann problem is a difficult matter. Recall that in the second order case, the Neumann boundary value of a solution u to − div A∇u = 0 is the conormal derivative ν · A∇u = 0, where ν is the unit outward normal derivative; this is preferred to the normal derivative ν ·∇u because, by the divergence theorem, we have a weak formulation (1.3)ˆ∂ Ω ϕ ν · A∇u dσ =ˆΩ ∇ϕ · A∇u for all ϕ ∈ C ∞ 0 (R n+1 ).
Some complexities are already apparent: it is often the case that an operator L may be written L = − div A∇ for more than one choice of coefficient matrix A, and different choices of coefficients A lead to different boundary values ν · A∇u.
In the second order case, we can often eliminate this ambiguity, for example by requiring that A be self-adjoint. In the second order self-adjoint case the L 2 -Neumann problem with t-independent coefficients is well posed; see [KP93] . If A is not self-adjoint, we still do not know whether the Neumann problem is well posed, even for second order operators with real t-independent coefficients.
In the higher order case, L may be associated to multiple self-adjoint coefficient matrices A. For example, the biharmonic operator L = ∆ 2 may be associated with coefficients A such that for any real number ρ. Notably, the Neumann problem for the biharmonic operator (as studied in [Ver05] ) is well posed for some values of the parameter ρ and ill posed for others. Thus, we will establish well posedness of the Neumann problem under a boundary ellipticity condition (the bound (2.5) below) that is somewhat more restrictive than the ellipticity condition (2.1) standard in the theory. Another complication arises in generalizing the formulation (1.3) to the higher order case. Notice the appearance of the Dirichlet boundary values ϕ ∂Ω of ϕ on the left-hand side of formula (1.3). The Neumann boundary values are then dual to the Dirichlet boundary values. Thus, different formulations of the Dirichlet problem lead to different formulations of the Neumann problem. If we let the Dirichlet boundary values of ϕ be (ϕ, ∂ ν ϕ, . . . , ∂ m−1 ν ϕ), where ∂ ν denotes the partial derivative in the normal direction, then a straightforward (if tedious) integration by parts yields an analogue to formula (1.3) from which the Neumann boundary values may be extracted. See [CG85, formula (1.1.1)], [Ver05] or [MM13b, Proposition 4.3] .
However, it is often convenient to regard ∇ m−1 ϕ ∂Ω as the Dirichlet boundary values of ϕ: the various components of ∇ m−1 ϕ ∂Ω may reasonably be expected to all possess the same degree of smoothness, while the lower order derivatives ϕ, ∂ ν ϕ, . . . , ∂ m−2 ν ϕ appearing above may be expected to possess further orders of smoothness. See [BHMd, BHMb] . This is the formulation we shall use in the present paper. However, this does yield some additional complications, which we shall discuss momentarily.
We now discuss the details of our formulation of Neumann boundary values. If ϕ is smooth and compactly supported in R n+1 , and if Lu = 0 in Ω ⊂ R n+1 , where ∂Ω is connected, and where ∇ m u is locally integrable up to the boundary, then for all ϕ ∈ C ∞ 0 (R n+1 ). We remark thatṀ A u is an operator on {∇ m−1 ϕ ∂Ω : ϕ ∈ C ∞ 0 (R n+1 )}. This is a proper subspace of the set of all arrays of smooth, compactly supported functions defined in a neighborhood of ∂Ω. Thus,Ṁ A u is not an array of distributions; it is an equivalence class of distributions modulo arraysṅ that satisfy |γ|=m−1´∂Ω ∂ γ ϕ n γ dσ = 0 for all ϕ ∈ C ∞ 0 (R n+1 ). Ifġ is an array of distributions (or functions) defined on ∂Ω, then the expressionṀ A u =ġ represents a slight abuse of notation; we mean thatġ is a representative of the equivalence class of distributionsṀ A u. This complication could be avoided by writing the right-hand side as m−1 j=0´∂Ω ∂ j ν ϕ g j dσ, but then (as mentioned above) the various components g j ofġ would need to possess different orders of smoothness.
Our first well posedness result is the following theorem.
Theorem 1.6. Suppose that L is an elliptic operator of the form (1.1) of order 2m, associated with coefficients A that are t-independent in the sense of formula (1.2) and are bounded in the sense of satisfying the bound (2.2). Suppose in addition that A satisfies the boundary ellipticity condition (2.5) and is self-adjoint, that is, that A αβ (x) = A βα (x) for any x ∈ R n and any |α| = |β| = m.
For eachġ ∈ L 2 (R n ) there is a solution to the Neumann problem with boundary dataġ, that is, a function w defined in R n+1 + that satisfies
The solution w is unique up to adding polynomials of degree m − 1.
In a forthcoming paper [BHMc], we intend to show that the solutions w, in addition to satisfying square-function and uniform L 2 estimates, also satisfy nontangential maximal estimates.
It is common in the theory of divergence form equations to consider two forms of the Dirichlet problem. The first is the Dirichlet problem with boundary data in L 2 or (more generally) in a Lebesgue space L p . The second is the Dirichlet regularity problem, that is, the Dirichlet problem with boundary data in a boundary Sobolev space. For example, if the matrix A in formula (1.1) has constant coefficients, and if Ω ⊂ R n+1 is a bounded Lipschitz domain, then by [PV95] and [DKPV97] the Dirichlet problem
and the regularity problem
are well posed. HereẆ p 1 (∂Ω) is the boundary Sobolev space of functions whose tangential gradient lies in L p (∂Ω). Notice that the estimates on the solution w in the regularity problem just given are very similar to those of Theorem 1.6.
The Neumann problem is most often studied in the case where the boundary data lies in a Lebesgue space; generally, the Neumann problem then has the same sorts of estimates as the regularity problem. However, it is also possible to study the Neumann problem with boundary data in a negative smoothness space, that is, the dual space to a Sobolev space; the solutions then have the same sort of estimates as the Dirichlet problem.
However, generalizing the weak formulation (1.5) of Neumann boundary values is somewhat problematic given such estimates on v. Recall that we seek solutions v that satisfy
For such v the gradient ∇ m v is not locally integrable up to the boundary of R n+1 + , and so the integral (1.4) does not converge absolutely and the formula (1.5) foṙ M A v may not be meaningful. There are several ways to resolve this difficulty. First, one may consider solutions v that satisfy ∇ m v ∈ L 2 (R n+1 + ) as well as the estimate (1.8); for such v the integral (1.4) converges for all ϕ smooth and compactly supported (and indeed for all ϕ with ∇ m ϕ ∈ L 2 (R n+1 )). Second, given an array of test functions ∇ m−1 ϕ ∂R n+1 + , one may define the pairing . We will use the following extension. Suppose that ϕ is smooth and compactly supported in R n+1 . Let
Here ∆ is the Laplacian taken purely in the horizontal variables. Observe that Eϕ is also smooth on R n+1 ± up to the boundary, albeit is not compactly supported, and that ∇ m−1 Eϕ(x, 0) = ∇ m−1 ϕ(x, 0). In [BHMb, Theorem 6.1] it was shown that, if v satisfies the bound (1.8), then the integral´R n ∂ α Eϕ(x, t) A αβ (x) ∂ β v(x, t) dx converges absolutely for any fixed t > 0 (and that the value of this integral is continuous in t), and that
exists and equals a number whose absolute value is at most
Thus, for such v one may define the Neumann boundary values using the extension E. See formula (2.11) below.
, then the two definitions of Neumann boundary values coincide, and so the two ways of studying Neumann boundary values of rough solutions are equivalent.
The second main theorem of this work, to be proven via duality with Theorem 1.6, is as follows. Theorem 1.10. Let L be as in Theorem 1.6. Then for each arrayġ of bounded linear operators onẆ 2 1 (R n ), there is a solution to the rough Neumann problem with boundary dataġ, that is, a function v defined in R n+1 + that satisfies
whereṀ A v is defined in terms of a distinguished extension as above. The solution v is unique up to adding polynomials of degree m − 1.
We also have a perturbative result.
Theorem 1.12. Suppose that L 0 is an elliptic operator of the form (1.1) of order 2m, associated with coefficients A 0 that are t-independent in the sense of formula (1.2) and are bounded and elliptic in the sense of satisfying the bounds (2.2) and (2.1).
Suppose that the Neumann problem (1.7) for A 0 is well posed; that is, for everẏ g ∈ L 2 (R n ) there is a solution w 0 to the problem (1.7) with A replaced by A 0 , and that w 0 is unique up to adding polynomials of degree m − 1. Suppose that the corresponding problem in the lower half-space
is also well posed. Then there is some ε > 0, depending only on the ellipticity constants λ and Λ in formulas (2.1) and (2.2) and the constants C in the problems (1.7) and (1.13), such that if A is t-independent and A − A 0 L ∞ (R n ) < ε, then the Neumann problem (1.7) is well posed for coefficients A.
Similarly, if the rough Neumann problem (1.11) for coefficients A 0 is well posed in both R n+1 + and R n+1 − , and if A − A 0 L ∞ (R n ) is small enough, then the rough Neumann problem (1.11) is well posed for coefficients A as well.
Notice that Theorems 1.6 and 1.10 concern only operators with self-adjoint coefficients, while Theorem 1.12 concerns arbitrary (non-self-adjoint) t-independent coefficients. In particular, combining these three results gives the following corollary.
Corollary 1.14. Fix some Λ > λ > 0 and some positive integer m. Then there is some ε > 0, depending only on the dimension n + 1 and the constants Λ, λ and m, with the following significance.
Suppose that L is an elliptic operator of the form (1.1) of order 2m, associated with coefficients A that are t-independent in the sense of formula (1.2) and are bounded and elliptic in the sense of satisfying the bounds (2.2) and (2.1).
Let
Then the Neumann problems (1.7) and the rough Neumann problem (1.11) are well posed for the coefficients A.
The ε = 0 case of this corollary is Theorem 1.6 or 1.10; by letting A 1 = A and letting A 0 be a nearby self adjoint matrix (for example,
, we obtain Corollary 1.14 from Theorem 1.12.
We now turn to the history of the Neumann problem. We begin with the case of second-order operators, and in particular with harmonic functions (that is, the case L = −∆). In [JK81] Jerison and Kenig established well posedness of the Neumann problem for harmonic functions in Lipschitz domains with L 2 boundary data. (They established well posedness with nontangential maximal estimates, not the square-function estimates used in this paper; however, as shown in [Dah80] , for harmonic functions the two estimates are equivalent.) This was extended to L p boundary data for 1 < p < 2 + ε in [DK87] . Here ε is a (possibly small) positive number that depends on the Lipschitz character of the domain under consideration.
Turning to more general second order operators, in [KP93] Kenig and Pipher established well posedness of the L p -Neumann problem (with nontangential estimates), 1 < p < 2 + ε, for solutions to div A∇u = 0, where A is a real symmetric radially constant matrix, in the unit ball. The same arguments yield well posedness of the Neumann problem for real symmetric t-independent coefficients in the upper half-space. (In the case of second-order operators, but not higher order operators, a straightforward change of variables argument allows an immediate generalization from results for radially independent coefficients in the unit ball to radially independent coefficients in starlike Lipschitz domains, or from results for t-independent coefficients in the half-space to t-independent coefficients in Lipschitz graph domains.) Again, for t-independent coefficients in the second order case, the square function estimates used in this paper can often be shown to be equivalent to the nontangential estimates common in the theory; see [DJK84] , [HKMP15b,  The Neumann problem is known to be well posed for a few other special classes of second order operators. In two dimensions the L p -Neumann problem is well posed for real nonsymmetric t-independent coefficients in the upper half-plane provided 1 < p < 1 + ε; see [KR09] . If A is of block form (that is, if A j(n+1) = A (n+1)j = 0 for all 1 ≤ j ≤ n), then well posedness of the Neumann problem in the half-space follows from the positive resolution of the Kato square root conjecture [ We may also consider perturbation results for t-independent coefficients. If A is t-independent and if A − A 0 L ∞ is small enough, for some t-independent matrix A 0 that is real symmetric (or complex and self-adjoint), of block form, or constant, then the L 2 -Neumann problem for div A∇ is well posed in the half-space; see [AAH08] , or [AAA + 11] under a few additional assumptions. If A 0 is an arbitrary t-independent coefficient matrix for which the L 2 -Neumann problem is well posed, then the L 2 -Neumann problem for A is well posed; see [AAM10] , or again [AAA + 11] under some additional assumptions. If A 0 is real symmetric, then by [HMM15b] the L p -Neumann problem is well posed for A provided 1 < p < 2 + ε. (In fact, they showed that well posedness extends to the range 1 − ε < p ≤ 1 if we consider boundary data in the Hardy space H p rather than the Lebesgue space L p .) In two dimensions, if A 0 is real but not symmetric (that is, if A 0 is as in [KR09] ), then by [Bar13] the L p -Neumann problem is well posed for 1 < p < 1 + ε. The t-independent case may be viewed as a starting point for certain t-dependent perturbations; see [KP93, KP95, AA11, AR12, HMM15a] .
Very few results are known concerning well posedness of the higher order Neumann problem with boundary data in a Lebesgue space. Some results are available in the case of the biharmonic operator ∆ 2 . In particular, the L p -Neumann problem for 1 < p < ∞ was shown to be well posed in C 1 domains in R 2 in [CG85] , and in domains of arbitrary dimension whose unit outward normal lies in V M O in [MM13a] . Turning to the case of Lipschitz domains Ω ⊂ R n+1 , the L p -Neumann problem was shown to be well posed in [Ver05] for 2 − ε < p < 2 + ε, and in [She07] for max(1, 2n/(n + 2) − ε) < p < 2 + ε.
We now turn to the Neumann problem with boundary data in negative smoothness spaces. Well posedness of the Neumann problem with boundary data in the fractional negative smoothness space (the Besov space)Ḃ for which the L p -Neumann problem is well posed, for example, for self-adjoint coefficients or for real coefficients in two dimensions), in [MM13a] (the biharmonic equation), [MM13b] (constant coefficient equations of order 2m, for m ≥ 1) and [Bar16] (for arbitrary elliptic bounded measurable coefficients).
We conclude our discussion of the history of the Neumann problem with the case of boundary data in the negative integer smoothness spaceẆ p −1 (R n ). For second-order t-independent operators div A∇, this problem was investigated in [AM14, AS14] We remark that the approach of [AM14, AS14] is similar to the approach of this paper. That is, let D A and S L be the double and single layer potentials associated to our coefficients A (to be defined in Section 2.4); we remark that these operators take as input arrays of functions or distributionsḟ orġ defined on R n and return 
Given bounds on D A and S L established in [BHMd, BHMa] (see Section 3.2), we have the estimateŝ
The trace results of [BHMb] (see Section 3.3) give the reverse inequalities. We will exploit this equivalence of norms to prove well posedness. The approach of [AM14, AS14] is also to prove an equivalence between tent space estimates on a solution u and certain norms of the Dirichlet and Neumann boundary values u ∂R n+1 + and ν · A∇u. Their approach is mediated by semigroups rather than layer potentials; however, we remark that by [Ros13] their semigroups are in some sense equivalent to layer potentials. The outline of this paper is as follows. In Section 2 we will define our terminology. In particular, we will define the layer potentials D A and S L . In Section 3 we will summarize some known results: regularity of solutions to Lu = 0 from [Bar16] and [AAA + 11, BHMd], boundedness of layer potentials from [BHMa] , and trace results from [BHMb] , that is, bounds on the Dirichlet and Neumann boundary values of a solution u to Lu = 0. In Section 4 we will prove some additional results concerning boundary values of solutions and of layer potentials, in particular the Green's formula (1.15).
In Section 5 we will prove a one-sided version of the Rellich identity. This will allow us to control the Dirichlet boundary values of a solution w to Lw = 0 that satisfies the estimates given in the problem (1.7). This combined with the estimate (1.17) establishes uniqueness of solutions w to the Neumann problem (1.7) and yields the estimatê
in problem (1.7).
In Section 6 we will show existence of solutions to the Neumann problem (1.7) for a particular choice of coefficients A 0 , thus completing the proof of Theorem 1.6 for that choice of coefficients.
In order to prove Theorems 1.10 and 1.12, we will need some additional properties of layer potentials (by now well known in the second order case and generalized to the higher order case in [Bar] ). This approach also provides a straightforward way to generalize Theorem 1.6 from the specific coefficients A 0 to full generality. We will state these results in Section 7.1 and apply them in Section 7.2.
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Definitions
In this section, we will provide precise definitions of the notation and concepts used throughout this paper.
We mention that throughout this paper, we will work with elliptic operators L of order 2m in the divergence form (1.1) acting on functions defined on R n+1 . We let R n+1 + and R n+1 − denote the upper and lower half-spaces R n × (0, ∞) and R n × (−∞, 0); we will identify R n with ∂R n+1 ± .
2.1. Multiindices and arrays of functions. We will reserve the letters α, β, γ, ζ and ξ to denote multiindices in N n+1 . (Here N denotes the nonnegative integers.) If ζ = (ζ 1 , ζ 2 , . . . , ζ n+1 ) is a multiindex, then we define |ζ|, ∂ ζ in the usual ways, as
xn+1 . We will routinely deal with arraysḞ = F ζ of numbers or functions indexed by multiindices ζ with |ζ| = k for some k ≥ 0. In particular, if ϕ is a function with weak derivatives of order up to k, then we view ∇ k ϕ as such an array. The inner product of two such arrays of numbersḞ andĠ is given by
IfḞ andĠ are two arrays of functions defined in a set Ω in Euclidean space, then the inner product ofḞ andĠ is given by
We let e j be the unit vector in R n+1 in the jth direction; notice that e j is a multiindex with | e j | = 1. We letė ζ be the "unit array" corresponding to the multiindex ζ; thus, ė ζ ,Ḟ = F ζ .
We will let ∇ denote either the gradient in R n , or the n horizontal components of the full gradient ∇ in R n+1 . (Because we identify R n with ∂R n+1 ± ⊂ R n+1 , the two uses are equivalent.) If ζ is a multiindex with ζ n+1 = 0, we will occasionally use the terminology ∂ ζ to emphasize that the derivatives are taken purely in the horizontal directions.
Elliptic differential operators and their bounds.
Let A = A αβ be a matrix of measurable coefficients defined on R n+1 , indexed by multtiindices α, β with |α| = |β| = m. IfḞ is an array, then AḞ is the array given by
We will consider coefficients that satisfy the Gårding inequality
and the bound
for some Λ > λ > 0. In this paper we will focus exclusively on coefficients that are t-independent, that is, that satisfy formula (1.2).
We let L be the 2mth-order divergence-form operator associated with A. That is, we say that Lu = 0 in Ω in the weak sense if, for every ϕ smooth and compactly supported in Ω, we have that
Throughout the paper we will let C denote a constant whose value may change from line to line, but which depends only on the dimension n + 1, the ellipticity constants λ and Λ in the bounds (2.1) and (2.2), and the order 2m of our elliptic operators. Any other dependencies will be indicated explicitly.
We will need a stronger ellipticity condition. Notice that if A is t-independent, then the bound (2.1) implies that if ϕ is constant in the t-direction, then
. We will establish well posedness of the Neumann problem only for coefficients that satisfy the stronger ellipticity condition
for all ϕ smooth and compactly supported in R n+1 and all t ∈ R.
Remark 2.6. For many applications in the theory, the ellipticity condition (2.1) suffices. See, for example, the construction of solutions inẆ However, the ellipticity condition (2.1) does not suffice to yield well posedness of the Neumann problem even for very nice operators.
As a simple example, let L denote the biharmonic operator ∆ 2 , and observe that we may associate L to any member A ρ of a family of real symmetric coefficient matrices; specifically, if ρ ∈ R, then let A ρ be such that
for any X ∈ R n+1 and any smooth test functions ϕ, ψ. In the theory of elasticity (see, for example, [Nad63] ), the constant ρ is referred to as the Poisson ratio.
The bounds (2.1) and (2.4) are valid regardless of ρ. Furthermore, the choice of ρ does not affect the form of the Dirichlet problem
and it is known (see [DKV86, Ver90] ) that the Dirichlet problem is well posed in Lipschitz domains with boundary data inẆA Thus, some ellipticity condition beyond (2.1) must be imposed upon the coefficients A; the bound (2.5) is the weakest bound that will allow our proof of the Rellich identity to be valid.
Function spaces and boundary data.
Let Ω ⊆ R n or Ω ⊆ R n+1 be a measurable set in Euclidean space. We will let L p (Ω) denote the usual Lebesgue space with respect to Lebesgue measure with norm given by
If Ω is a connected open set and m ≥ 1 is an integer, then we let the homogeneous Sobolev spaceẆ p m (Ω) be the space of equivalence classes of functions u that are locally integrable in Ω and have weak derivatives in Ω of order up to m in the distributional sense, and whose mth gradient ∇ m u lies in L p (Ω). Two functions are equivalent if their difference is a polynomial of order m − 1. We impose the norm
Then u is equal to a polynomial of order m − 1 (and thus equivalent to zero) if and only if itsẆ
If 1 < p < ∞, we will letẆ p −1 (R n ) be the space of bounded linear operators oṅ Ṫ r We will be concerned with boundary values in Lebesgue or Sobolev spaces. However, observe that the different components ofṪr m−1 u arise as derivatives of a common function, and thus must satisfy certain compatibility conditions. We will define the Whitney spaces of functions that satisfy these compatibility conditions and have certain smoothness properties as follows. We letẆA
where f denotes the Fourier transform of f .
We are concerned with the spacesẆA 
are replaced by their inhomogeneous counterparts, then this lemma is a special case of [Liz60] . For the homogeneous spaces that we consider, the m = 1 case of this lemma is a special case of [Jaw77
We defineṀ − A u similarly, as an appropriate integral from −∞ to zero. Notice thaṫ M A u is an operator on the subspace D appearing in Definition 2.8; given certain bounds on u, there exist Neumann trace theorems (see Section 3.3) that allow us to extendṀ A u ± to an operator onẆA
As mentioned in the introduction, if v is as in the Neumann problem (1.11) then the inner product A∇ m v( · , t), ∇ m Eϕ( · , t) R n represents an absolutely convergent integral for each fixed t > 0, and the limit in formula (2.11) exists, but the integral (1.4) with ϕ = Eϕ might not converge absolutely. See Theorem 3.11. Thus, the order of integration in formula (2.11) is important.
However, for solutions that satisfy stronger bounds, we need not be quite so careful in defining Neumann boundary values.
In particular, suppose that u ∈Ẇ 
We defineṀ that satisfies estimates as in problem (1.7), then the integral (1.4) with ϕ = Eϕ does converge absolutely for compactly supported ϕ (and so the order of integration in formula (2.11) is not important), and 
where 1 + is the characteristic function of the upper half-space R 
Similarly, letġ be a bounded operator onẆA 
+ . We will also need a Green's formula in the lower half space. If Lu = 0 in R 
Known results
To prove our main results, we will need to use a number of known results from the theory of higher order differential equations. We gather these results in this section.
3.1. Regularity of solutions to elliptic equations. The first such result we list is the higher order analogue to the Caccioppoli inequality; it was proven in full generality in [Bar16] and some important preliminary versions were established in [Cam80, AQ00].
Lemma 3.1 (The Caccioppoli inequality). Suppose that L is a divergence-form elliptic operator associated to coefficients A satisfying the ellipticity conditions (2.1) and (2.2). Let u ∈Ẇ 2 m (B(X, 2r)) with Lu = 0 in B(X, 2r). Then we have the bound
If A is t-independent, then solutions to Lu = 0 have additional regularity. The following lemma was proven in the case m = 1 in [AAA + 11, Proposition 2.1] and generalized to the case m ≥ 2 in [BHMd, Lemma 3.2].
Lemma 3.2. Let t ∈ R be a constant, and let Q ⊂ R n be a cube with sidelength ℓ(Q). Let 2Q be the concentric cube of side-length 2ℓ(Q).
If Lu = 0 in 2Q×(t−ℓ(Q), t+ℓ(Q)), and L is an operator of order 2m associated to t-independent coefficients A, then
for any 0 ≤ j ≤ m and any integer k ≥ 0.
3.2.
Boundedness results for layer potentials. We will need the following bounds on layer potentials.
Suppose that L is an elliptic operator of the form (1.1) of order 2m, associated with coefficients A that are t-independent in the sense of formula (1.2) and satisfy the ellipticity conditions (2.1) and (2.2). Then the operators D A and S L , originally defined onẆA 2 m−1,1/2 (R n ) and its dual space, extend by density to operators that satisfŷ
for allġ ∈ L 2 (R n ) and allḟ ∈ẆA 2 m−1,1 (R n ). 
3.3. Trace theorems. Let u be a solution to Lu = 0 in R n+1 ± . We will need estimates on the Dirichlet and Neumann boundary values of u. We remark that the following theorems are stated only in the upper half-space R n+1 + ; however, by considering the change of variables (x, t) → (x, −t), we may derive the corresponding results in the lower half-space. with ∇ m P = 0 (that is, a polynomial of degree at most m − 1) such that
Furthermore, there is some array of functionsḟ ∈ L 1 loc (R n ) such that
and such that 
and suppose that Lw = 0 in R n+1 + . Then there is some arrayṗ of functions defined on R n such that
Theorem 3.11 ([BHMb, Theorem 6.1]). Let L be as in Theorem 3.3 and let v be as in Theorem 3.9. Then for all ϕ smooth and compactly supported, we have that
represents an absolutely convergent integral for any fixed t > 0 and is continuous in t. Furthermore,
and the limit
exists, and so we have the bound
Theorem 3.12 ([BHMb, Theorem 6.2]). Let L be as in Theorem 3.3. Let w be as in Theorem 3.10, and suppose further that ∇ m w( · , t) ∈ L 2 (R n ) for some t > 0 (so thatṗ = 0).
Then for all ϕ smooth and compactly supported in R n+1 we have that
and that the bound
is valid.
More on boundary values
In this section we will provide one more result for the Neumann boundary values of solutions; we will then combine the bounds on layer potentials (Theorems 3.3 and 3.6) with the trace results of Section 3.3 to bound the Dirichlet and Neumann boundary values of layer potentials. We remark in particular that some extra analysis is necessary to dispense with the functionsṗ of Theorem 3.10. Finally, we will generalize the Green's formulas (2.17) and (2.18) from solutions inẆ Lemma 4.1. Let L and v be as in Theorem 3.11 (that is, as in Theorems 3.3 and 3.9). Let v σ (x, t) = v(x, t + σ). ThenṀ
Proof. First,
which approaches zero as T → ∞, and so by Theorem 3.11,Ṁ
We now turn to the limitṀ
Recalling the definition of v ε , the first two integrals on the right-hand side may be bounded by
which approaches zero as ε → ∞. The final integral is at most
Applying the Caccioppoli inequality in cubes of side-length √ ε/C, we see that
which, again, approaches zero as ε → 0 + .
Lemma 4.2. Let L and w be as in Theorem 3.12. Let w σ (x, t) = w(x, t + σ). ThenṀ
Arguing as in the proof of Lemma 4.1, we have that
and by Theorem 3.12 the proof is complete.
Dirichlet boundary values of layer potentials.
Recall the bounds on layer potentials of Section 3.2. By Theorem 3.6, we have that ifġ ∈Ẇ 2 −1 (R n ) and iḟ
Aḟ satisfies the conditions of Theorem 3.9; thus, there exist polynomials P g and P f such that
Recall that D A and S L were originally defined as operators fromẆA 
however, we again have that D Aḟ and S Lġ are only locally Sobolev functions, that is, are defined only up to adding polynomials of degree m − 1. We adopt the convention that the polynomials P g and P f are of degree m − 2; that is, we normalize u = D Aḟ and u = S Lġ so that ∇ m−1 u( · , t) → 0 as t → ∞. Thus, we have the bounds
We remark that if D
A and S L are defined using the fundamental solution, as in [BHMa] , then this naturalization condition follows from the normalization conditions of the fundamental solution; see [BHMa, Remark 2.24 ].
We now turn to the bounds given by Theorem 3.3 rather than Theorem 3.6. By Theorem 3.3, we have that ifġ ∈ L 2 (R n ) and ifḟ
then w = S Lġ or w = D Aḟ satisfies the conditions of Theorem 3.10; thus, there exist constantsṗ g andṗ f such that
, then by Lemma 3.2 applied in cubes of side-length t/2 we have that
is finite for all t > 0.
4.3.
Neumann boundary values of layer potentials. The case of Neumann boundary values is somewhat simpler. By Theorems 3.6 and 3.11, we have that
for anyḟ ∈ẆA 2 m−1,0 (R n ) and anyġ ∈Ẇ 2 −1 (R n ). Furthermore, by Theorems 3.3 and 3.12, and the bounds (4.5) and (4.6), we have that
4.4. The Green's formula. Recall that if Lu = 0 in R n+1 ± and u ∈Ẇ 2 m (R n+1 ± ), then u satisfies the Green's formula (2.17) or (2.18). We are chiefly concerned with solutions that satisfy square-function estimates, as in Section 3.3; thus, we would like to show that such functions satisfy the Green's formula as well.
Theorem 4.11. Let L be as in Theorem 3.3.
Let v satisfy the conditions of Theorem 3.9 or the corresponding condition in the lower half-space. Then the Green's formula (2.17) or (2.18) is valid for u = v.
Similarly, let w satisfy the conditions of Theorem 3.12 or the corresponding condition in the lower half-space. Then the Green's formula (2.17) or (2.18) is valid for u = w.
Proof. We will work only in the upper half-space R n+1 + ; the argument in R n+1 − is similar.
Let w ε (x, t) = w(x, t + ε), and let w ε,T = w ε − w T . Then ∂ n+1 w τ = ∂ τ w τ ∈ W 2 m (R n+1 + ) for any τ > 0; because
we have that w ε,T ∈Ẇ 2 m (R n+1 + ) for any 0 < ε < T . Thus, by formula (2.17),
A w ε,T )(x, t). We take the limit of all four terms as ε → 0 + and as T → ∞. By Theorem 3.10, we have that 
and T → ∞. By boundedness of the single layer potential (the bound (3.4)) and by the Caccioppoli inequality and Theorem 3.10) and Lemma 3.2, we have that
. Thus, the Green's formula is valid. The same argument is valid for v; in fact, v σ ∈Ẇ 2 m (R n+1 + ) for any σ > 0, and so we may work with v ε and not v ε,T .
The Rellich identity and uniqueness of solutions
The second-order Rellich identity is one of the cornerstones of the theory. In the following theorem we provide a one-sided higher order generalization. This generalization is enough to prove uniqueness of solutions to the Neumann problem (1.7).
Theorem 5.1. Suppose that L is an elliptic operator of order 2m associated with coefficients A that are t-independent in the sense of formula (1.2) and satisfy the ellipticity conditions (2.5) and (2.2).
Suppose in addition that the coefficients A are self-adjoint; that is, that A αβ = A βα for any |α| = |β| = m.
Let w satisfy the conditions of Theorems 3.10 and 3.12. That is, suppose that Lw = 0 in R n+1 + , that´∞ 0´R n |∇ m ∂ t w(x, t)| 2 , t, dx, dt < ∞, and that ∇ m w( · , t) ∈ L 2 (R n ) for some (hence every) t > 0. By Theorems 3.10 and 3.12,Ṫr m w exists as an L 2 (R n ) function, andṀ + A w exists as a linear operator onẆ 2 m−1,0 (R n ). Then we have the bound
, we may extend any linear operator onẆA
Proof of Theorem 5.1. First, observe that, for any t > 0, by the bound (2.5),
Because A is self-adjoint, the integrand is necessarily real-valued. Let w σ (x, t) = w(x, t + σ) and let w ε,T = w ε − w T . For any σ > 0 we have that
By Theorem 3.10, we have that
, and sô
Because A is t-independent, we have that
and again because A is self-adjoint, we have that
. Thus, by formula (2.12) for the Neumann boundary values of aẆ
Now, because the definitions (2.11) and (2.12) of Neumann boundary values coincide forẆ 
Expanding the inner products, we see that
, uniformly in σ. By Theorem 3.12, the same is true ofṀ 
Thus, taking appropriate limits, we have that
We now use the Rellich identity to establish uniqueness of solutions to the L 2 -Neumann problem (1.7).
Theorem 5.2. Let A and w satisfy the conditions of Theorem 5.1. Then
In particular, ifṀ
By Theorem 4.11, we have that
. Thus, by Theorem 3.3, we have that
and the proof is complete.
Remark 5.4. As mentioned in the introduction, contrary to the present case, it is often easier to solve the Dirichlet or Dirichlet regularity problem than the Neumann problem, and indeed it is often easier to formulate the Dirichlet problem than the Neumann problem. However, observe that the bound (5.3) is essentially control on solutions in terms of the Dirichlet and Neumann boundary values. Thus, to derive uniqueness of solutions to the Dirichlet problem using this bound, we must bound the Neumann boundary values, and vice versa. Thus, to establish well posedness of the problem (1.7), it suffices to establish only that solutions exist.
We remark that as usual, a corresponding result is valid in the lower half-space.
Existence of solutions in a special case
In this section, we will prove the following theorem.
Theorem 6.1. For any given n and m, there is an operator L of order 2m, acting on functions defined on R n+1 , and associated to real constant coefficients A that satisfy the bound (2.2), the ellipticity condition (2.5), and are self-adjoint, such that the Neumann problem (1.7) is well posed.
As discussed above, we need only show that solutions exist. Recall that we are working in a very nice domain (the upper half-space). In the case of the Dirichlet (or regularity) problem, the theorem is straightforward to prove: if A is any matrix with constant coefficients, we may solve the Dirichlet problem using the Fourier transform. We will still use the Fourier transform to solve the Neumann problem; however, the argument will be somewhat more involved.
Throughout this section, we will let f denote the Fourier transform in R n (not R n+1 ) given by
Letġ ∈ L 2 (R n ) be an array indexed by multiindices γ with |γ| = m − 1. Leṫ ϕ =Ṫr m−1 ϕ for some smooth, compactly supported function ϕ. As in the definition (2.11) of Neumann boundary values, let ϕ ℓ (x) = ∂ ℓ t ϕ(x, t) t=0 . By Plancherel's theorem,
Here, if γ = (γ 1 , γ 2 , . . . , γ n , γ n+1 ), then γ = (γ 1 , γ 2 , . . . , γ n ). Thus, to establish existence of solutions to the Neumann problem, it suffices to show that, for each array of functions {G ℓ } m−1 ℓ=0 that satisfy the bound
there is some function w that satisfies
BecauseṀ + A w is a complicated operator that depends on the choice of coefficients A associated to L, in the remainder of this section, we will let A denote a particular choice of coefficients.
Let ∆ denote the Laplacian in R n , ∆ = ∂ x1 ∂ x1 + · · · + ∂ xn ∂ xn . We observe that
where the sum is over multiindices in N n (equivalently multiindices in N n+1 with γ n+1 = 0).
Let L be the operator of the form (1.1) associated to the (constant) coefficients A αβ given by
We thus have that
and so Lψ =
Notice that L is not the polyharmonic operator (−∆) m ; however, L is a constantcoefficient elliptic operator and satisfies the bound (2.5).
For each 1 ≤ k ≤ m, let f k : R n → C be a function that satisfies
Let w satisfy
where the Fourier transform is taken only in the horizontal variables. Notice that the real part of ie πik/(m+1) is at most − sin(π/(m + 1)), and so if t > 0 then the exponential decays as t → ∞ or |ξ| → ∞. Then
By formula (6.3),
Summing the geometric series, we see that Lw = 0 in R n+1 + . Furthermore, by Parseval's inequality,
By the definition (6.5) of w,
where β k = 2π sin(πk/(m + 1)) ≥ β 1 > 0. Interchanging the order of integration and evaluating the integral in t, we see that
By definition of A and E, we have that
By Plancherel's theorem, and because A is constant,
By definition of A αα ,
m ψ(ξ), and so
By definition of w,
We wish to change the order of integration. We must show that the integral converges absolutely; it will be technically easier to show absolute convergence after the change.
Making the change of variables u = t|ξ|, we see that
But by assumption on f , and because ϕ ℓ is smooth and compactly supported.
Thus we may change the order of integration to see that
We will need a precies formula for (not a bound on) the second integral. We will obtain it by integrating by parts in t.
If j ≤ ℓ then we have a very similar formula without the second term. Thus,
Summing our two geometric series, we see that
Recall that, given functions G ℓ , we wish to find functions f k such that
Thus, it suffices to find functions f k that satisfy the bound (6.4) and the equations
As is well known in, for example, the theory of the discrete Fourier transform, the
whose entries are given by M Lk = sin(πLk/(m + 1)) is invertible. Thus, given G ℓ , we may find functions f k ; if the functions G ℓ satisfy the bound (6.2), then the functions f k satisfy the bound (6.4), as desired.
Invertibility of layer potentials and boundary value problems
There is a deep connection between well posedness of boundary value problems and invertibility of layer potentials. The classic method of layer potentials states that ifṀ is one-to-one. The converses to these results for second order operators were proven in [BM13, BM16b] , and the generalization to the higher order case was established in [Bar] .
We will summarize the relevant results of [Bar] in Section 7.1 and apply them in Section 7.2. 7.1. Known results. Let X + and X − be two spaces of functions (or equivalence classes of functions) defined in R n+1 + and R n+1 − , respectively, and assume that if u ∈ X ± then ∇ m u is locally integrable. Let D and N be two spaces of equivalence classes of functions or distributions defined on R n = ∂R n+1 + . Then we have the following theorem.
Theorem 7.1 ( [Bar] ). Suppose that L is an elliptic operator of order 2m associated with coefficients A that satisfy the ellipticity conditions (2.1) and (2.2). Suppose that the following conditions are valid.
(1) If u ∈ X ± and Lu = 0 in R n+1 ± , thenṪr
(4) Ifġ ∈ N, then we have the jump relationṡ
(5) Ifḟ ∈ D, then we have the jump relationṡ
(6) If u ∈ X ± and Lu = 0 in R n+1 ± , then we have the Green's formulas 
± . Notice that all results must be checked in both the upper and lower half-spaces; this is because of the use of the jump relations. We remark that, by considering the change of variables (x, t) → (x, −t), all of the results of Sections 3.3, 4.1, 4.4 and 5 are valid in the lower half-space as well as the upper half-space.
The jump relations are well known in the second order case. To check conditions (4) and (5) of Theorem 7.1, it will be useful to have the following fact. In order to prove Theorem 1.10, we will need an adjoint relation for layer potentials; again, this result is well known in the second order case and may be easily generalized to the higher order case. 7.2. Proofs of the main theorems. In order to apply Theorem 7.1, we must show that the boundary and solution spaces of Theorems 1.6 and 1.10 satisfy the given conditions. We will do so in the following two lemmas. for allḟ ∈ẆA 2 m−1,1 (R n ) and all 0 ≤ s ≤ 1. By analytic perturbation theory, if 0 ≤ r ≤ s ≤ 1 and |s − r| is small enough (depending only on C 1 ), then Ṁ s −Ṁ r ≤ C|s − r| where, again, the constant C depends only on C 1 , and where the given norm is the operator normẆA 2 m−1,1 (R n ) → (ẆA 2 m−1,0 (R n )) * . Suppose thatṀ r is onto (and thus is bijective). Its inverse has operator norm at most C 0 . Let |s − r| = 1/N for some integer N ; we may choose N large enough, depending only on C 0 and C 1 , such that [Bar] .
Thus, as in the proof of Theorem 1.10 (using the duality relation (7.5) in place of the relation (7.4)), for elliptic t-independent coefficients, well posedness of the Dirichlet problem, with coefficients A, boundary data inẆA 2 m−1,0 (R n ), and solutions as in Lemma 7.6, implies well posedness of the Dirichlet problem with coefficients A * , boundary data inẆA 2 m−1,1 (R n ), and solutions as in Lemma 7.7.
(The Dirichlet problem with boundary data inẆA p m−1,1 rather thanẆA p m−1,0 is known in the theory as the "Dirichlet regularity" problem.)
The main result of [HKMP15a] is that for second order t-independent operators, well posedness of the Dirichlet problem with coefficients A and boundary data in L p (R n ) implies well posedness of the regularity problem with coefficients A * and boundary data inẆ p ′ 1 (R n ) for 1/p + 1/p ′ = 1, provided 2 − ε < p < ∞. Indeed they prove that solutions may be represented as the single layer potential of some appropriate input function. Notice that the trace results of [BHMb] (in particular Theorem 3.11) are essential to the argument presented here, and that those theorems were proven using many ideas from [HKMP15a] ; the approach described here may be thought of as another way of formulating the arguments of [HKMP15a] .
