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Abstrat
We study the randomized k-server problem on metri spaes onsisting of widely
separated subspaes. We give a method whih extends existing algorithms to larger
spaes with the growth rate of the ompetitive quotients being at most O(log k).
This method yields o(k)-ompetitive algorithms solving the randomized k-server
problem, for some speial underlying metri spaes, e.g. HSTs of small height
(but unbounded degree). HSTs are important tools for probabilisti approximation
of metri spaes.
Keywords: k-server, on-line, randomized, metri spaes.
1 Introdution
In the theory of designing eient virtual memory-management algorithms, the well
studied paging problem plays a entral role. Even the earliest operation systems on-
tained some heuristis to minimize the amount of opying memory pages, whih is an
expensive operation. A generalization of the paging problem, alled the k-server prob-
lem was introdued by Manasse, MGeoh and Sleator in [14℄, where the rst important
results were also ahieved. The problem an be formulated as follows. Given a metri
spae with k mobile servers that oupy distint points of the spae and a sequene of
requests (points), eah of the requests has to be served, by moving a server from its
urrent position to the requested point. The goal is to minimize the total ost, that is
the sum of the distanes overed by the servers; the optimal ost for a given sequene ̺
is denoted opt(̺).
An algorithm is online if it serves eah request immediately when it arrives (without
any prior knowledge about the future requests).
Denition 1. An online algorithm A is c-ompetitive if for any initial onguration C0
and request sequene ̺ it holds that
cost(A(̺)) ≤ c · opt(̺) + I(C0),
where I is a non-negative onstant depending only on C0.
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The ompetitive ratio of a given online algorithm A is the inmum of the values c
with A being c-ompetitive. The k-server onjeture (see [14℄) states that there exists
an algorithm A that is k-ompetitive for any metri spae. Manasse et al. proved that
k is a lower bound [14℄, and Koutsoupias and Papadimitriou showed 2k − 1 is an upper
bound for any metri spae [12℄.
In the randomized online ase (sometimes this model is alled the oblivious adversary
model [5℄) the ompetitive ratio an be dened in terms of the expeted value as follows:
Denition 2. A randomized online algorithm R is c-ompetitive if for any initial on-
guration C0 and request sequene ̺ we have
E(cost(R(̺))) ≤ c · opt(̺) + I(C0),
where I is a non-negative onstant depending only on C0 and E(cost(R(̺))) denotes the
expeted value of cost(R(̺)).
The ompetitive ratio of the above randomized algorithm is dened analogously.
In the randomized version there are more problems that are still open. The random-
ized k-server onjeture states that there exists a randomized algorithm with a ompeti-
tive ratioΘ(log k) in any metri spae. The best known lower bound is Ω(log k/ log2 log k)
[3℄. A natural upper bound is the bound 2k + 1 given for the deterministi ase. By re-
striting our attention to metri spaes with a speial struture, better bounds an be
ahieved: Fiat et al. showed a lower bound Hk =
∑k
i=0 i
−1 ≈ log k for uniform metri
spaes [10℄, whih turned out to be also an upper bound, see MGeoh and Sleator, [13℄.
In this paper we also onsider a restrition of the problem, namely we seek for an
eient randomized online algorithm for metri spaes that are µ-HST spaes [1, 2℄
and dened as follows:
Denition 3. A µ-hierarhially well-separated tree (µ-HST) is a metri spae dened
on the leaves of a weighted, rooted tree T with the following properties:
1. The edge weight from any node to eah of its hildren is the same.
2. The edge weights along any path from the root to a leaf are dereasing by the fator
µ from one level to the next. The weight of an edge inident to a leaf is one.
The µ-HST spaes play an important role in the so-alled metri spae approximation
tehnique developed by Bartal [2℄. Fakharoenphol et al [11℄ proved that every weighted
graph on n verties an be α-probabilistially approximated by a set of µ-HSTs, for an
arbitrary µ > 1 where α = O(µ logn/ log µ).
It has been shown in [15℄ that for any 2k-HST with an underlying tree T that has
a small depth and maximum degree there exists a polylog(k)-ompetitive randomized
algorithm for the k-server problem. By slightly modifying the approah of Csaba and
Lodha [7℄ and Bartal and Mendel [4℄ we show that there exists suh an algorithm for any
µ-HST that has a small depth and arbitrary maximum degree t, given µ ≥ min{k, t}.
2 Notation
Suppose the points of a metri spae an be partitioned into t bloks, B1, . . . , Bt, suh
that the diameter of eah blok is at most δ and whenever x and y are points of dierent
bloks, their distane is exatly ∆. Suppose also that ∆/δ = µ ≥ k holds. The above
metri spae is µ-deomposable [15℄.
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For a given request sequene ̺ we denote its ith member by ̺i, and the prex of ̺
of length i by ̺≤i.
Given a blok Bs, a request sequene ̺ having only requests from Bs and a number ℓ
of servers inside Bs and an algorithm A, let cost(As(ℓ, ̺)) denote the ost omputed by
the algorithm A for these inputs and opts(ℓ, ̺) (in the latter ase also the initial position
of the servers an be hosen). If ̺ is nonempty, opts(0, ̺) is dened to be innite.
Denition 4. The demand of the blok Bs for the request sequene ̺ that ontains only
requests from ̺ is
Ds(̺) := min{ℓ | opts(ℓ, ̺) + ℓ∆ = min
j
{opts(j, ̺) + j∆}},
if ̺ is nonempty, otherwise it is 0.
Visually, Ds(̺) denotes the least number of servers to be moved into the initially
empty blokBs to ahieve the optimal ost for the sequene ̺. We note that the behaviour
of the sequene Ds(̺1), Ds(̺≤2), . . . , Ds(̺≤i), . . . , Ds(̺) is unlear.
3 Algorithm X
In the rest of the paper we suppose that there exists a randomized online algorithm A
and a funtion f with f(ℓ)
log ℓ
being monotone inreasing (onstants are allowed), and we
have
E[cost(As(ℓ, ̺))] ≤ f(ℓ) · opts(ℓ, ̺) +
f(ℓ) · ℓδ
log ℓ
(1)
for any ℓ and s. Having Algorithm A, we an dene our shell algorithm X that uses A
as a subroutine inside the bloks.
3.1 The Algorithm
The algorithm uses A as a subroutine and it works in phases. Let ̺(p) denote the sequene
of the pth phase. In this phase the algorithm works as follows:
Initially we mark the bloks that ontain no servers.
When ̺
(p)
i , the ith request of this phase arrives to blok Bs, we ompute the
demand Ds(̺
(p)
≤i ) and the maximal demand
D∗s(̺
(p)
i ) = max{Ds(̺
(p)
≤j )|j ≤ i}
for this blok (note that these values do not hange in the other bloks).
 If D∗s(̺
(p)
i ) is less than the number of servers in Bs at that moment, then
the request is served by Algorithm A, with respet to the blok Bs.
 If D∗s(̺
(p)
i ) beomes equal to the number of servers in Bs at that moment,
then the request is served by Algorithm A, with respet to the blok Bs and
we mark the blok Bs.
 If D∗s(̺
(p)
i ) is greater than the number of servers in Bs at that moment, we
mark the blok Bs and perform the following steps until we have D
∗
s(̺
(p)
i )
servers in that blok or we annot exeute the steps (this happens when all
the bloks beome marked):
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• Let us hoose an unmarked blok Bs′ randomly uniformly, and a server
from this blok also randomly. We move this hosen server to the blok
Bs (suh a move is alled a jump), either to the requested point, or,
if there is already a server oupying that point, to a randomly ho-
sen unoupied point of Bs. If the number of servers in Bs′ beomes
D∗s′(̺
(p)
i ) via this move, we mark that blok. In both Bs and Bs′ we
restart algorithm A from the urrent onguration of the blok.
If we annot raise the number of servers in blok Bs to D
∗
s(̺
(p)
i ) by repeating
the above steps (all the bloks beame marked), then Phase p+ 1 is starting
and the last request is belonging to this new phase.
Our main result is the following:
Theorem 5. Algorithm X is c · log k · f(k)-ompetitive for some onstant c.
In the following two subsetions we will give an upper bound for the ost of Algorithm
X and several lower bounds for the optimal ost in an arbitrary phase. The above theorem
easily follows from these.
For onveniene we modify the request sequene ̺ in a way that does not inrease the
optimal ost and does not derease the ost of any online algorithm, hene the bounds
we get for this modied sequene will hold also in the general ase. The modiation
is dened as follows: we extend the sequene by repeatedly requesting the points of the
halting onguration of a (xed) optimal solution. We do this till
∑t
s=1D
∗
s(̺
(u)
≤i ) beomes
k. Observe that the optimal ost does not hange via this transformation, and any online
algorithm works the same way in the original part of the sequene (hene online), so the
ost omputed by any online algorithm is at least the original omputed ost.
3.2 Upper bound
In the rst step we prove an auxiliary result. We reall from [8℄ that an online math-
ing problem is dened similarly to the online k-server problem with the following two
dierenes:
1. Eah of the servers an moved only one;
2. The number of the requests is at most k, the number of the servers.
For any phase p of Algorithm X we an assoiate the following mathing problem MX.
The underlying metri spae of the mathing problem is a nite uniform metri spae
that has the bloks Bs as points and a distane ∆ between any two dierent points. Let
Dˆs(p) denote the number of servers that are in the blok Bs just at the end of phase p.
Now in the assoiated mathing problem we have Dˆs(p− 1) servers originally oupying
the point Bs. During phase p, if some value D
∗
s inreases, we make a number of requests
in point Bs for the assoiated mathing problem: we make the same number of requests
that the value D∗s has been inreased with.
We also assoiate an auxiliary mathing algorithm (AMA) on this struture as follows.
Suppose D∗s inreases at some time, ausing jumps. These jumps are orresponding to
requests of the assoiated mathing problem; AMA satises these requests by the servers
that are orresponding to those involved in these jumps.
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Let Dˆs(p) denote the number of servers in blok Bs just after phase p. If p is not the
last phase, let ̺(p)+ denote the request sequene we get by adding the rst request of
phase p + 1 to ̺(p). Now we have
D∗s(̺
(p)) ≤ Dˆs(p) ≤ D
∗
s(̺
(p)+) (2)
and in all blok but at most one we have equalities there (this is the blok that auses
termination of the pth phase).
Denote
mp :=
t∑
s=1
max{0, Dˆs(p)− Dˆs(p− 1)}. (3)
Sine the auxiliary metri spae is uniform, the optimal ost is ∆mp.
Lemma 6 (Csaba, Pluhár, [8℄). The expeted ost of AMA is at most log k ·∆mp.
Lemma 7. The expeted ost of Algorithm X in the pth phase is at most
f(k)
(
t∑
s=1
opts(Ds(̺
(p)+), ̺(p)) + ∆
(
t∑
s=1
Ds(̺
(p)+)− k
))
+
+∆mp(f(k) log k + f(k) + log k) + ∆
f(k)
log k
.
Proof. Consider the pth phase of a run of Algorithm X on the request sequene ̺ and
let τ denote the assoiated run of AMA.
Let Bs be a blok in whih some request arrives during this phase. For the sake
of onveniene we omit the index s of the blok: let opt(ℓ, ̺′) := opts(ℓ, ̺
′), Dˆp−1 :=
Dˆs(p− 1) and Dˆp := Dˆs(p).
Denote ̺(p) the restition of ̺ to Bs. While the blok is unmarked, only jump-outs
an happen from this blok; let these jump-outs happen just before the r1th, . . . , rd−th
request of ̺(p), respetively. After the blok has been marked, only jump-ins an happen;
let these happen when the rd−+1th,. . . , rd−+d+th request arrives, respetively (for any
given request there an be more preeeding jumps). Denote σi = ̺ri . . . ̺ri+1−1 (where
̺r0 is the rst and ̺rd−+d++1−1 is the last request of the phase in Bs), and let ks,i := ki
be the number of servers in Bs during σi. Observe that the demand at the rith request
is exatly ki. Finally, let ℓi denote the demand ouring at the ri − 1th request if this
request falls into the pth phase; otherwise let ℓi = 0.
A jump-in to the blok satises the last request, hene there is no server movement
inside the blok during a jump. The expeted ost of non-jump movements in this blok
(this is alled the inner ost) is, applying (1), at most
d−+d+∑
i=0
E[As(ki, σi)| τ ] ≤
d−+d+∑
i=0
(
f(ki)opt(ki, σi) +
ki · f(ki)
log ki
δ
)
≤ f(k)
d−+d+∑
i=0
opt(ki, σi) + δ
d−+d+∑
i=0
ki · f(ki)
log ki
. (4)
We bound the right side of (4) pieewise. Summing up till the jump-out just before the
last:
d−−1∑
i=0
opt(ki, σi) ≤
d−−1∑
i=0
opt(kd−, σi) ≤ opt(kd− , ̺
(p)
≤r
d−
). (5)
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From the last jump-out till the last jump-in:
d−1∑
i=d−
opt(ki, σi) ≤
d−1∑
i=d−
opt(ℓi+1, σi)
=
d−1∑
i=d−
(
opt(ℓi+1, σi) + opt(ℓi+1, ̺
(p)
≤ri
)− opt(ℓi+1, ̺
(p)
≤ri
)
)
≤
d−1∑
i=d−
(
opt(ℓi+1, ̺
(p)
<ri+1)− opt(ℓi+1, ̺
(p)
≤ri
)
)
(6)
≤
d−1∑
i=d−
(
opt(ki+1, ̺
(p)
<ri+1) + (ki+1 − ℓi+1)∆−
− opt(ki, ̺
(p)
≤ri
)− (ki − ℓi+1)∆
)
≤
d−1∑
i=d−
(
opt(ki+1, ̺
(p)
≤ri+1
)− opt(ki, ̺
(p)
≤ri
) + (ki+1 − ki)∆
)
= opt(kd, ̺
(p)
≤rd
)− opt(kd−, ̺
(p)
≤r
d−
) + (kd − kd−)∆, (7)
where d = d− + d+. Inequality (6) omes from Denition 4, sine the demand of ̺<ri+1
is ℓi+1 and the demand of ̺≤ri is ki.
Sine kd ≥ D(̺
(p)), analogously we get
opt(kd, σd) ≤ opt(D(̺
(p)), σd) ≤
≤ opt(D(̺(p)), ̺(p))− opt(D(̺(p)), ̺
(p)
≤rd
) ≤
≤ opt(D(̺(p)+), ̺(p)) + (D(̺(p)+)−D(̺(p)))∆−
− opt(kd, ̺
(p)
≤rd
)− (kd −D(̺
(p)))∆
= opt(D(̺(p)+), ̺(p))− opt(kd, ̺
(p)
≤rd
) + (D(̺(p)+)− kd)∆. (8)
Observe that if the request ausing termination of phase p, that is the rst request of
phase p + 1, then D(̺(p)) = D(̺(p)+) holds.
Summing up the right hand sides of (5), (7) and (8) we get
d−+d+∑
i=0
opt(ki, σi) ≤ opt(D(̺
(p)+), ̺(p)) + (D(̺(p)+)− kd−)∆, (9)
and substituting this to the right hand side of (4) we get that the expeted inner ost in
Bs is at most
f(k)
(
opt(D(̺(p)+), ̺(p)) + (D(̺(p)+)− kd−)∆
)
+
d−+d+∑
i=0
ki · f(ki)
log ki
δ. (10)
On the other hand,
D(̺(p)+)− kd− = (D(̺
(p)+)− Dˆp) + (Dˆp − kd−), (11)
where we know that D(̺(p)+) = Ds(̺
(p)+), and (Dˆp − kd−) is the number of jump-ins
into this blok.
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We an bound the sum of the expressions of the form
ki·f(ki)
log ki
δ as follows:
t∑
s=1
d−s +d
+
s∑
i=0
f(k)
log k
ks,iδ ≤
t∑
s=1
d+s∑
i=0
f(k)
log k
kδ ≤ (|τ |+ 1)
f(k)
log k
kδ, (12)
where |τ | is the number of the jumps during the phase. This omes from the fat that
we have only k servers, hene the sum of ks (the number of servers in the target blok of
the jump) and ks′ (where the given server jumps from) is still at most k. We also remark
that
|τ | ≤ k. (13)
Now we bound the ost of the jumps. Let T be the set of the potential jumps, and the
length of the jump sequene η. Applying Proposition 6 we get that
E[η∆] =
∑
τ∈T
P (τ)|τ |∆ ≤ log k ·∆mp (14)
Summing up the results (10), (11), (12) and (14) for all the bloks we get the following
bound for the expeted ost of Algorithm X:
t∑
s=1
d−s +d
+
s∑
i=0
E[As(ki, σi) + η∆] (15)
=
∑
τ∈T

P (τ) t∑
s=1
d−s +d
+
s∑
i=0
E[As(ki, σi)| τ ]

+∆E[η] (16)
≤
∑
τ∈T
P (τ)f(k)
t∑
s=1
opt(Ds(̺
(p)+), ̺(p)+) + (17)
+
∑
τ∈T
P (τ)f(k)
t∑
s=1
(D(̺(p)+)− Dˆp)∆ + (18)
+
∑
τ∈T
P (τ)f(k)|τ |∆+
∑
τ∈T
P (τ)(|τ |+ 1)
f(k)
log k
kδ +∆E[η] (19)
≤ f(k)
(
t∑
s=1
opts(Ds(̺
(p)+), ̺(p)) + ∆
t∑
s=1
Ds(̺
(p)+)− k∆+ log k ·∆mp
)
+∆
(
f(k)
log k
mp log k +
f(k)
log k
+mp log k
)
,
if we apply
∑
τ∈T P (τ) = 1 in (16) and (17), and kδ ≤ ∆ in (18). 
3.3 Analyzing the optimal ost
Consider an optimal solution of the k-server problem. Let C∗s (̺) be the maximal number
of servers in Bs of this optimal solution during phase p and Cs(̺) be the number of
servers in Bs of the optimal solution at the end p. If we dupliate the rst request of
every phase but the very rst one, and onsider ̺(p)+ instead of ̺(p), the optimal ost
does not hange.
Denote
ma∗p :=
t∑
s=1
(C∗s (̺
(p)+)− Cs(̺
(p−1)+)).
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From the denitions above it is lear that the optimal ost is at least
opt(̺(p)+) ≥
t∑
s=1
opts(C
∗
s (̺
(p)+), ̺(p)+) + ∆ ·ma∗p. (20)
Lemma 8.
opt(k, ̺(p)+) ≥
t∑
s=1
opt(Ds(̺
(p)+), ̺(p)+) + ∆
(
t∑
s=1
Ds(̺
(p)+)− k
)
.
Proof. From Denition 4 we have
t∑
s=1
(
opts(C
∗
s (̺
(p)+), ̺(p)+) + ∆(C∗s (̺
(p)+)− Cs(̺
(p−1)+))
)
≥
t∑
s=1
(
opt(Ds(̺
(p)+), ̺(p)+) + ∆(Ds(̺
(p)+)− Cs(̺
(p−1)+))
)
Sine
∑t
s=1Cs(̺
(p−1)+) = k, the statement follows by (20). 
Lemma 9. The optimal ost is at least
1
6
∆
∑
p>1
mp.
Proof. Let ̺(p)∗ be the subsequene of ̺(p) whih we get by omitting eah request that
arrives to a blok Bs after the demand of that given blok reahes D
∗
s(̺
(p)+) (note that
̺(p)∗ is not neessarily a prex of ̺(p)). Now we have two ases: rst, if D∗s(̺
(p)+) >
Cs(̺
(p−1)+) holds, then by Denition 4
opts(C
∗
s (̺
(p)+), ̺(p)+) + ∆(C∗s (̺
(p)+)− Cs(̺
(p−1)+))
≥ opts(C
∗
s (̺
(p)+), ̺(p)∗) + ∆(C∗s (̺
(p)+)− Cs(̺
(p−1)+))
≥ (opts(D
∗
s(̺
(p)+), ̺(p)∗) + ∆
(
0, D∗s(̺
(p)+)− Cs(̺
(p−1)+))
)
≥ ∆max{0, Dˆs(̺
(p))− Cs(̺
(p−1)+))}.
Otherwise it holds that
max{0, Dˆs(̺
(p))− Cs(̺
(p−1)+))} = 0,
and also obviously
opts(C
∗
s (̺
(p)+), ̺(p)+) + ∆(C∗s (̺
(p)+)− Cs(̺
(p−1)+)) ≥ 0.
From both ases we get
opts(C
∗
s (̺
(p)+), ̺(p)+) + ∆(C∗s (̺
(p)+)− Cs(̺
(p−1)+)) ≥ (21)
∆max{0, Dˆs(̺
(p))− Cs(̺
(p−1)+))}.
Now sine
t∑
s=1
Dˆs(̺
(p)) =
t∑
s=1
Cs(̺
(p−1)+) = k, it also holds that
t∑
s=1
∆max{0, Dˆs(̺
(p))− Cs(̺
(p−1)+))} =
t∑
s=1
1
2
∆|Dˆs(̺
(p))− Cs(̺
(p−1)+))|. (22)
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Summing the ost of the jumps that the optimal solution performs we get
∆
t∑
s=1
|Cs(̺
(p)+)− Cs(̺
(p−1)+)| ≤ 2 · opt(k, ̺(p)+). (23)
Note that the fator of 2 omes from the fat that eah jump appears twie on the left
hand side. Now summing up (21), (22) and (23) we have
4 · opt(k, ̺(p)+)
≥ ∆
t∑
s=1
(
|Dˆs(̺
(p))− Cs(̺
(p−1)+))|+ |Cs(̺
(p)+)− Cs(̺
(p−1)+)|
)
≥ ∆
t∑
s=1
|Dˆs(̺
(p))− Cs(̺
(p)+))|. (24)
Now summing (21) relativized to phase p and (24) relativized to phase p− 1 we get that
2 · opt(k, ̺(p)+) + 4 · opt(k, ̺(p−1)+)
≥ ∆
t∑
s=1
(
|Dˆs(̺
(p))− Cs(̺
(p−1)+))|+ |Dˆs(̺
(p−1))− Cs(̺
(p−1)+))|
≥ ∆
t∑
s=1
|Dˆs(̺
(p))− Dˆs(̺
(p−1)))| = ∆mp, (25)
and the statement follows. 
Lemma 10. If the pth phase is not the last one, then opt(k, ̺(p)+) ≥ ∆.
Proof. Similarly to the proof of Lemma 9,
opts(C
∗
s (̺
(p)+), ̺(p)+) + ∆(C∗s (̺
(p)+)− Cs(̺
(p−1)+))
≥ opts(C
∗
s (̺
(p)+), ̺(p)∗) + ∆(C∗s (̺
(p)+)− Cs(̺
(p−1)+))
≥ (opts(D
∗
s(̺
(p)+), ̺(p)∗) + ∆
(
0, D∗s(̺
(p)+)− Cs(̺
(p−1)+))
)
≥ ∆max{0, Dˆs(̺
(p))− Cs(̺
(p−1)+))},
so we get that the optimal ost is at least
t∑
s=1
(
opts(D
∗
s(̺
(p)+), ̺(p)∗) + ∆(D∗s(̺
(p)+)− Cs(̺
(p−1)+))
)
. (26)
Now sine
∑t
s=1Cs(̺
(p−1)+) = k, moreover if the pth phase is not the last one, then∑t
s=1D
∗
s(̺
(p)+) > k also holds; applying these we get the statement. 
3.4 Proof of Theorem 5
Now we are able to prove the theorem about ompetitiveness of Algorithm X.
Proof. [Theorem 5℄ If we apply (13) to the rst phase and write k instead of mp log k,
then Lemmas 7, 8, 9 and 10 give that
E(cost(KA(̺))) ≤ f(k)opt(k, ̺) +
6 · opt(k, ̺)
(
f(k) log k + f(k) + log k
)
+
∆
f(k)
log k
≤ f ′(k) · opt(k, ̺) +
f ′(k) · k∆
log k
,
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where f ′(k) = f(k)(6 log k + 8). 
At this point we make a few remarks:
1. If the starting onguration of the online problem oinides with the starting on-
guration of an optimal solution, then it holds that E(KA(̺)) ≤ c · f(k) · log k ·
opt(k, ̺).
2. It is a bit more natural to require ∆ ≥ δM to hold, where M is the size of the
greatest blok. If additionally M < k holds, we get a better ompetitive ratio.
3.5 Corollaries
Starting from the MARKING algorithm [10℄ and iterating Theorem 5 we get the following
result:
Corollary 11. There exists a (c1 log k)
h
-ompetitve randomized online algorithm on
any µ-HST of height h (here µ ≥ k), where c1 is a onstant. Consequently, when
h < log k
log c1+log log k
, this algorithm is o(k)-ompetitive.
Considering only metri spaes having at most t < k bloks, it is enough to require
µ > t. Substituting this to Lemma 7 we get a ompetitive ratio of c · log b · f(k), what
(applying the above orollary) gives us the following result:
Corollary 12. Suppose the metri spae is a µ-HST having only degrees of at most b.
Then there exists a ch2-ompetive randomized online algorithm, where h is the depth of
the tree and c2 = c2(b) is some onstant.
4 Further questions
In the eld of online optimization the onept of buying extra resoures is also investi-
gated [9℄. The quantity minℓ{opts(ℓ, ̺)+ ℓ∆} an be seen as the optimal ost of a model
where one has to buy the servers, for a ost of ∆ eah. This problem on uniform spaes
was studied in [9℄. In this ase Ds(̺) is the number of servers bought in an optimal so-
lution. Now onsidering to sequene ̺i, the behaviour of the assoiated sequene Ds(̺i)
is unlear at the moment. It is an interesting question whether the above sequene is
monotonially inreasing, or does it hold that |Ds(̺)i − Ds(̺)i+1| ≤ 1 for eah i. The
presented proofs would substantially simplify in both ases.
Another interesting question is that whether the log k fator in the ompetitive ratio
per level of the HST is unavoidable, or an overall ompetitive ratio of Θ(log k) holds for
any HST.
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