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Abstract
Cloud Computing is one of the leading technologies that oﬀer a promising future. One of the main tools that play a pivotal role
in making Cloud a reality is virtualization. On one hand, virtualization provides Cloud with its beneﬁts; while on the other hand,
it gives rise to many decision problems. A signiﬁcant decision problem among these is the virtual machine selection problem.
Some of the works in literature aim to carry out migration in a cost-eﬃcient manner, but, the dependencies among tasks have not
been taken into consideration in these approaches. This paper proposes a technique that considers the dependency among the tasks
running on diﬀerent virtual machines during virtual machine migration. Experimental analysis shows that the proposed approach
reduces the cost incurred on the system due to migration, and also improves the energy-eﬃciency of the system. The enhanced
performance of the proposed system, due to the reduced number of virtual machine migrations indicates that there is much scope
for this approach.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Organizing Committee of ICACC 2016.
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1. Introduction
The fundamental principle that forms the foundation of Cloud computing is virtualization. Various Virtual Machine
(VM) instances are created for the various users and run on the available physical machines or hosts in the data center.
Some VMs that run similar applications or diﬀerent applications of the same user or applications related in some
other way, may require to communicate amidst their execution. Such VMs are said to be dependent on each other.
A measure of the dependency is thus the amount of data that ﬂows among the VMs. In some scenarios, it may be
required to perform Virtual machine Consolidation. This consolidation helps in reducing the energy consumed in a
system. In order to perform consolidation, the diﬀerent VMs that are running may have to be transferred across hosts.
This process is called VM migration. There are diﬀerent policies to perform VM migration. The VM Migration
Policy is basically a combination of the VM Allocation Policy and the Selection Policies. The process of selection
can essentially be divided into 2: host selection and VM selection. The host selection policy decides which physical
machines should be the focus of the VM migration process. Generally, the hosts selected fall into two categories -
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over-utilized host or under-utilized host. Once a host is selected, the next step is to decide which VMs on the selected
host should be migrated. Various factors aﬀect this decision. In this paper, the decision of which VMs should be
migrated, is made taking into consideration an additional factor - the dependency among the VMs. The VM allocation
policy selects the target physical machine on which the migrating VM should be deployed.
The major contributions of this paper include:
• A novel VM selection policy that takes into consideration the dependency among the various VMs.
• Experimental evaluation of the proposed VM selection policy.
• Quantiﬁcation of service availability of the proposed system.
The organization of the rest of the paper is as follows: In Section II, a brief review of existing approaches is
presented. Section III deﬁnes the problem and Section IV outlines the proposed method. Section V gives the details
involved in the implementation of the system, in Section VI the performance of the proposed system is evaluated and
Section VII concludes the paper.
2. Literature Review
2.1. VM Selection Policies
A signiﬁcant decision problem in virtual machine migration is the virtual machine selection problem. That is
to choose which VMs in the host have to be selected for the migration. Anton Beloglazov and Rajkumar Buyya1
proposed mainly three Virtual Machine selection policies. They are The Minimum Migration Time Policy (mmt) ,
The Random Choice (rc) Policy and the Maximum Correlation (mc) Policy. The minimum migration time policy will
select a Virtual Machine which requires minimum time to migrate from the available virtual machines in the host. The
Random choice policy will select a VM randomly from the host for the migration. The maximum correlation policy
selects those VMs that have the highest correlation of CPU utilization with other Virtual Machines.
2.2. Availability
One of the most common measures to quantify how reliable a system is Availability. A higher value for availability
directly implies a greater level of reliability. Improving the testability and maintainability also results in better avail-
ability of the system. In most cases, improving the reliability of a system is more challenging, and hence, more focus
is given to improve the maintainability of the system.
While deciding on a metric for availability, it should be kept in mind that the metric may not necessarily be binary.
Instead it can have a spectrum of values that represent the various ‘degraded’, but, nevertheless operational states. This
is in view of the fact that, the chances of ﬁnding systems that run in the degraded states are higher2 than the chances
of ﬁnding a system that runs perfectly. Thus in order to portray eﬃciently the quality of a system, it is necessary that
the metric should be able to represent all the states of a system which includes the ideal cases as well as the degraded
cases.
Ji Zhu, James Mauro and Ira Pramanick4 proposed a framework, called the Rcubed or R3 framework, that intro-
duces a hierarchical approach to benchmarking system availability. It focuses on availability within the dependability
space because availability can be measured by well-deﬁned metrics. The framework not only addresses availability at
the highest level in terms of number of outage minutes per year, but also identiﬁes the three key attributes that deﬁne a
system’s availability: Rate, Robustness, and Recovery, from which the R3 framework gets its name. Although certain
components that contribute to system availability have been addressed from a benchmarking perspective. Considering
the spectral nature of availability, a metric was proposed in8.
The review of the literature of VM selection policies imply that for a VM selection policy to be more eﬃcient,
the dependencies between the VMs should also be considered. The review on availability rationalizes the need for
an availability metric to be able to represent a spectrum of values contrary to the normal binary values that metrics
generally take.
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Fig. 1. The proposed system employing the TDAS policy
3. Problem Statement
One of the main issues related to the cloud computing environment is VM migration for VM consolidation. A
signiﬁcant decision problem amongmigration is the virtual machine selection problem. Some of the works in literature
aim to carry out migration in a cost-eﬃcient manner, but, the dependencies among tasks have not been taken into
consideration in these approaches. The problem of VM Selection policy can be stated as: given a host, select which
of the VMs on that host should be migrated.
4. Proposed Method
The existing policies do not consider the dependency between the tasks in the virtual machines which may ave an
adverse impact on the virtual machine selection decision. The amount of resource usage by the Virtual Machines is
considered as the main factor for the Virtual Machine selection by these policies. The main requirements that lead to
the proposed approach are, ﬁrst is the need to devise a Virtual Machine selection policy that selects a Virtual Machine
for migration based on the dependency between the tasks in the VMs . Another important requirement is to minimize
the number of migrations without aﬀecting the cost and energy consumption. Requirement number three points to the
fact of meeting the SLA.
The proposed system attempts to minimize the number of migrations, minimize the SLA violation and the energy
consumption. The following steps outline the core operations involved in the proposed VM selection policy:
• Periodically checking for host over utilization or under utilization.
• Decide to Perform VM Migration.
• Selects a Virtual Machine based on the Task dependency.
• Performance evaluation.
The proposed policy can be depicted as in Figure 1. When a host is overloaded we have to migrate Virtual Machines
from that host.
The Virtual Machine is selected based on the dependency between the tasks of the virtual machines. The Depen-
dency between the tasks are based on the dataﬂow between the tasks. In the ﬁgure, initially, there were 3 virtual
machines, VM1, VM2 and VM3 running on the host when the host was detected as over utilized. Since the virtual
machines VM1 and VM2 are found to be highly dependent on each other (represented by the communication paths
between them in ﬁg 1), the proposed method will select VM3 for the migration. Migrating VM3 incurs less cost than
migrating VM2 or VM1. Other VM selection policies that do not consider the task dependency among VMs may
select VM1 or VM2 as candidate for the migration process. Following the migration of one of the dependent VMs
to another host, the communication between these VMs becomes more costly. The proposed policy aims at avoiding
this cost.
VM Migration is required during the server consolidation, either due to under-utilization of the host or due to over-
utilization of the host. When the host selection policy returns the hosts that are over utilized or under utilized, from
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Fig. 2. Migration in Over utilized Host
Fig. 3. Migration in Underutilized Host
that host, suitable VMs are selected for migration. In the case of under utilization of a host, all the VMs are selected
for migration. The two scenarios are illustrated in the ﬁgures 2 and 3.
• Migration in Over utilized Host
A host is said to be over utilized when the resource utilization exceeds the limit.For reducing the resource
requirements we have to migrate virtual machines from that host to any other suitable host.
• Migration in Underutilized Host
A host is said to be underutilized if the resource requirements of the virtual machines are very low.If a host is
underutilized then, if possible, transfer all the virtual machines running on that host to another suitable host and
the corresponding host can be turned oﬀ.
The Overall SLA violation, number of VM migrations and Energy consumption are calculated at the end. Periodi-
cally energy consumption and resource utilization are determined.
5. Implementation
The cloud environment is created using the simulation toolkit CLOUDSIM5. This toolkit used to simulate cloud
environment for various research purposes. The CloudSim toolkit is written in Java so that the cloud simulation can
be done easily using the Eclipse IDE. Here, the PlanetLab workloads are used. Planetlab workloads are realistic
workloads that create a realistic scenario for the cloud. The major calculations include:
• Virtual Machine selection policy using the dependency between the tasks in the virtual machine
The Dependency between the tasks are based on the dataﬂow between the tasks. Based on the dependency
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(a) (b)
(c) (d)
Fig. 4. Plot of (a) Number Of VM Migrations, (b) Energy Consumption, (c) Overall SLA Violation(%) and (d) Average SLA Violation(%)
between the tasks the cost to migrate the virtual machines is calculated and the policy will select the virtual
machine which requires less cost compared to others.
• Energy Consumption
Linear interpolation method is used in CloudSim for ﬁnding the energy consumed by the system6. Using the
current and previous utilization, the power is calculated. Using these calculated values, the previous period’s
power is calculated using linear interpolation. A machine’s static power is deﬁned in CloudSim as a constant7.
Energy Consumption = PreviousPower + (CurrentPower − PreviousPower)/2) ∗ time (1)
• SLA violation and performance degradation due to SLA violation
When the demand of the CPU performance exceeds the available capacity, a violation of the SLAs established
between the resource provider and customers occurs. An SLA violation results in a penalty incurred by the
provider, which is calculated as Cv ∗ tv , where Cv is the cost of SLA violation per unit of time, and tv is the
time duration of the SLA violation. The resource provider pays the cost of the energy consumed by the physical
server. It is calculated as Cp ∗ tp , where Cp is the cost of power (i.e., energy per unit of time), and tp is a time
period. Without loss of generality, we can deﬁne Cp and Cv = s, where sR+.
• Measuring the service availability of the cloud
We have to ﬁnd the service availability at deﬁnite intervals. Here, the interval given is 300 nano secs. So after
every 300 nano seconds, the service availability of the cloud is calculated. Service availability is calculated as
the ratio of allocated resources and the requested resources.
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(a) (b)
Fig. 5. Availability metric values at various instances of time for (a) IQR-MMT and (b) IQR-RS policies
(a) (b)
Fig. 6. Availability metric values at various instances of time for (a) IQR-MC and (b) IQR-TDAS policies
6. Performance Evaluation
Graphs plotted on the basis of observations made while performing diﬀerent test cases in the CloudSim. Fixing
one allocation policy and diﬀerent selection policies available in CloudSim, such as Random Selection Policy.(RS),
Minimum Migration Time(MMT), The Maximum Correlation Policy (MC)1 are compared with the proposed Task
Dependency Aware Selection(TDAS). Three separate cases are considered for each of the parameters of the policy.
• Number of Virtual Machines are less than that of number of Hosts.
• Number of Virtual Machines are equivalent to that of number of Hosts.
• Number of Virtual Machines are greater than that of number of Hosts.
The graph shown in ﬁgure 4(a) provides the information about the total number of VM migrations that took place for
VM consolidation. The number of VM migrations in the Task Dependency Aware Selection (TDAS) policy shows
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remarkable diﬀerence in number of migrations compared to that of other policies. The importance and eﬃciency of
this reduced number of migrations is reﬂected on the low SLA performance degradation factor due to migration. Low
migration alone wont make a virtual machine selection policy better. The associate factors like energy consumption,
SLA performance degradation factor due to migration etc are also to be considered. The graph in ﬁgure 4(b) shows the
energy consumption of each of the policies. TDAS gives the best performance result in case of energy consumption.
The overall SLA violation factor and average SLA violation gives an average result value when the number of virtual
machines is greater than that of the number of hosts in TDAS as compared to the conventional polices.
6.1. Availability Metric
To calculate availability we have to calculate the ratio between the requests under processing and the requests
received at a point of time. Using the availability metric the availability for the various allocation and selection
policies are found out and graphs are plotted. The Cloud Environment with Inter Quartile Range (IQR) VM allocation
policy and Minimum Migration Time (MMT) selection policy is shown in the Figure 5(a), Cloud Environment with
Inter Quartile Range (IQR) VM allocation policy and Random Selection (RS) VM selection policy in the Figure
5(b), Inter Quartile Range (IQR) VM allocation policy and Maximum Correlation (MC) selection policy shown in
Figure 6(a) and the Proposed TDAS selection policy shown in the Figure 6(b). Compared to other scenarios, a higher
availability rate can be observed for the proposed system.
7. Conclusion
The main objectives of this paper was to mitigate some of the issues faced in the cloud environment. In this paper,
the developed virtual machine selection policy (Task Dependent Aware Selection policy) mitigated the problems like
overall energy consumption, total migration number and SLA performance degradation due to VM migration without
compromising on the SLA. The promising results attained by the proposed system include:
• Energy consumption reduced considerably than the conventional polices.
• Reduction in number of VM migrations.
• Minimized the SLA performance degradation due to VM migration.
• Overall eﬃciency increased.
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