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In the study of the large-scale structure (LSS), it is challenging to describe all relevant physical
processes, so it is appealing to develop some effective approach that best represents the original
system. Particularly, since we are only interested in the statistical properties instead of specific
realizations in LSS, with a given evolution history of the probability density function (PDF), there
could exist alternative dynamical system that obeys the exact same PDF evolution, which we will
name as the statistical equivalence principle. This PDF equation is expressed as a kinetic theory of
all relevant degree of freedoms, and as a first order partial differential equation, it could be solved
by the method of characteristics. In this paper, we show that these characteristic curves would
lead to a theory quite similar to the well-studied effective field theory (EFT) of LSS. Unlike the
EFT of LSS, which conceptually would work at realization level, our equivalent dynamics is valid
only statistically. In this formula, the small-scale influence is expressed as the ensemble average of
their interactions conditional on the large-scale modes. By applying the Gram-Charlier expansion,
we demonstrate a different structure of the effective counter terms. Our formalism is a natural
framework for discussing the evolution of statistical properties of large-scale modes, and provides an
alternative view for understanding the relationship between general effective dynamics and standard
perturbation theory.
I. INTRODUCTION
The large-scale structure contains valuable information
of our Universe, including the evolution history, compo-
sition and primordial physics, which can be extracted
from statistical measurement of observed samples. Con-
sequently, the study of LSS has largely been focusing on
understanding the statistical properties of various cosmic
fields [1, 2]. Due to the gravitational non-linearity, these
fields become non-Gaussian at later time almost regard-
less of their initial conditions. The same non-linearity
also complicates the theoretical calculation of these quan-
tities, e.g. via the perturbation theory (PT) [1–5]. The
standard perturbation theory does not converge at non-
linear scales after these quantities , e.g. the density con-
trast δ, become non-perturbative [6]. Numerical simu-
lation is certainly the most powerful and reliable tool
in these regimes, but the computational cost is still the
bottleneck for practical application to cosmological con-
straints at this moment, although attempts have been
made to accelerate the calculation [7, 8]. In addition,
it provides less physical insights than analytical studies.
Therefore, as the existing and upcoming large-scale sur-
veys require higher and higher accuracy for describing
the statistics of LSS, enormous efforts have been made
to achieve this goal. In Eulerian space, the renormal-
ized perturbation theory (RPT) [6, 9–11] and its gen-
eral extension, i.e. the Gamma expansion [12], has been
shown to obtain reasonable accuracy with modest nu-
merical cost [10, 13]. In Lagrangian space, some resum-
mation techniques have also been developed [14, 15] and
further improved to incorporate redshift distortion, clus-
tering bias and non-Gaussian initial conditions [16–19].
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However, even with so many sophisticated techniques,
the agreement with simulation is still not satisfactory
[20]. Moreover, despite valuable physical insights PRT
and related approaches have provided, they are not per-
fect for calculating equal time correlation as they violate
Galilean invariance, and result in only a partial resum-
mation of large-scale modes, whose effect is cancelled in
a more systematic treatment [21, 22].
Recently, there has been some new developments
adopting the effective field theory (EFT) in the large-
scale structure calculation [23–26]. Subsequently, many
authors have applied this approach to various calcula-
tions, e.g. in Eulerian space [27–29], in Lagrangian space
[30], with ressumation [31], bispectrum [32, 33], biased
tracer [34] etc. Unlike the traditional perturbation the-
ory, it accepts the existence of some finite practically un-
reachable non-linear scale of PT. After picking up some
smaller cut-off scale that defines a subset of more man-
ageable large-scale modes, this approach attempts to sys-
tematically incorporate little-known small-scale informa-
tion by introducing an effective stress energy tensor with
calibratable parameters. The hope is that by introducing
these effective terms, one would not only be able to cap-
ture small-scale nonlinear mode couplings, but also the
shell-crossing effects that previous perturbative calcula-
tion did not even try to address from the beginning. In
this sense, it is probably fair to say a complete fluid-like
theory of the large-scale structure must be effective.
However, regardless of the efforts that have been made,
there still seems to lack a critical look at the statistical
side of the methodology itself. Particularly, likely due
to the involvement of quantum field theory jargon, it is
not clear to what extent the systematical introduction
of those counter-terms would guarantee the recovery of
the statistical information of the original dynamical sys-
tem. For example, do well-calibrated counter-terms for
2FIG. 1. Illustration of statistical equivalence, where two different dynamical systems, shown as trajectories on the floor, could
have identical PDF evolution history for a set of dynamical variables O(n) = {Ψ(1) · · ·Ψ(n)}. Often, e.g. in large-scale structure,
O(n) is not sufficient to determine the time evolution of individual trajectory, which then appears stochastic, and the initial
condition O(n)(τ0) is not sufficient to uniquely determine its evolution. This could be described by the transition PDF defined
in equation (9), and is shown as shaded region on the left around some arbitrary trajectory. On the right, we show a statistically
equivalent dynamical system, where the trajectories are the projected characteristic curves of the PDF evolution equation. As
shown in equation (6 - 8), these curves define the mean probability current in O(n) space.
power spectrum automatically assure the convergence of
bispectrum and multi-points polyspectrum? Or what is
the general relation between the coefficients fixed by di-
rect measurement in the realization and by matching the
statistics, without explicit examination at every order?
It is hard to give a general answer without any guidance.
Generally speaking, probably all physical models we
have ever built could be considered as effective to some
extent, as lots of original dynamical degree-of-freedoms
have to be neglected to reduce the complexity of the prob-
lem. For LSS, since we are only interested in the statistics
of those cosmic fields, constructing an effective theory of
LSS basically comes down to the fitting of some specific
statistical measurements. There has been some similar
situations in cosmology, for example the excursion set
theory of halo mass function [35, 36], where we have dra-
matically simplified the much more complicated physical
process to a stochastic first-crossing problem only for re-
covering the statistics, i.e. the mass function.
From the perspective of LSS, the most comprehensive
statistics one would ever need is the joint probability
distribution function of large-scale modes.1 Practically,
however, only a couple of lower order moments of this
PDF, e.g. the power spectrum and bispectrum, are ac-
cessible. Nevertheless, at least formally, one is still able
to write down the time evolution equation of this PDF
as the kinetic theory of generalized dynamics [37–39].
Furthermore, since only one constraint for those enor-
mous numbers of degree-of-freedoms is being applied, i.e.
1 under the assumption that this PDF does exist, see section IV
for further discussion.
this PDF evolution equation itself, there could exist al-
ternative dynamical systems that would reproduce this
statistical information exactly. In the following, we will
call this property as the statistic equivalence (SE). These
alternative dynamics would always have identical joint
PDF as original system, and quite naturally would serve
as an effective theory for our purpose.
In section II, we will write down the kinetic theory for
general dynamical system and introduce the concept of
statistical equivalence. After reviewing the cosmic dy-
namics for large-scale structure in section III, we inves-
tigate our effective theory first for the pressureless fluid
model in section IV, neglecting vorticity and velocity dis-
persion. Then in section V, we try to extend to include
the orbit crossing and finally conclude in section VI.
II. THE KINETIC THEORY OF GENERAL
DYNAMICS
For a Newtonian N-particle system, the probability
density function in 6N dimensional phase space is con-
served and described by the Liouville theory, and a in-
tegration over parts of variables leads to the so-called
BBGKY hierarchy, where the equation of n particles
probability density function would depend on n+1 parti-
cles probability density function. Generally, for an arbi-
trary dynamical system, where individual dynamical de-
gree of freedom, or a mode, ψk ∈ Oψ = {ψk1 · · ·ψki · · · },
is described by a first order differential equation, i.e.
∂τψk(τ) = χk[ψ; τ ], (1)
one could also derive similar kinetic theory for the PDF
of Oψ. Here the set Oψ includes all dynamical variables
3one is interested in, and we have also labelled different
variables by some vector k. As will be seen later, we do
assume k is a discrete label set. In general, the source
term χk[ψ; τ ] is a non-linear and non-local function of ψk
and even some other unknown variables. By non-local,
we mean it could depend on the value of ψ at different
k.
Now consider an ensemble of such systems, and we are
interested in the evolution of the N-point PDF of a sub-
set of variables O(n)ψ = {ψk1 · · ·ψkn}. The ensemble here
does depend on the problem itself, for example, in [39],
it is a sample of Lagrangian fluid elements, or equiva-
lently the density weighted field in Eulerian space, but
here we assume it is different realizations of our Universe.
For a single realization, the probability density function,
i.e. the fine-grained PDF is described by the products of
Dirac-δ functions
P(n)f
[
Ψ(1···n); τ
]
=
∏
i≤n
δD
[
Ψ(i) −ψki(τ)
]
, (2)
where we have denoted Ψ(1···n) = {Ψ(1), · · · ,Ψ(n)}, and
Ψ(i) is the sample space variable corresponds to ψki . By
definition, the PDF of the ensemble could be obtained
by taking average of the fined-grained PDF, i.e.
P(n)
[
Ψ(1···n); τ
]
=
〈
P(n)f
[
Ψ(1···n); τ
]〉
. (3)
To proceed, one takes the time derivative of
P [Ψ(1···n); τ],
∂τP(n) =
〈
∂τP(n)f
〉
=
∑
i
〈[
∂τψ
(i)
ki
(τ)
]
∂ψ(i)P(n)f
〉
= −
∑
i
∂Ψ(i)
[〈
χ(i)(ψk, τ)P(n)f
〉]
, (4)
where in the last equality we have changed derivative
with respect to dynamical variables ∂ψ(i) to the one with
respect to the sample space variables ∂Ψ(i) . In the case
where the source term χ(i) is am-th order nonlinear func-
tion of ψk, the average 〈χ(i)P(n)f 〉 could then depend
on P(n+1) · · · P(n+m), similar to the BBGKY hierarchy
where m = 1. Hence, we have a hierarchy of the time
evolution equation for P(n)
∂τP(n) =
n+m∑
i=n
L(i)P(i), (5)
where L(i) is some operator corresponding to the i-point
PDF P(i). In order to close this hierarchy, we could at
least formally express the right hand side of equation (4)
in terms of conditional average, so eventually one has a
continuity equation of P(n) [37, 38]
∂τP(n) +
∑
i
∂Ψ(i)
[〈
χ(i)
∣∣∣Ψ(1···n); τ〉P(n)] = 0. (6)
So as long as one could know in advance the averaged χ
given the constraints of Ψ(1···n), this is a closed partial
differential equation of P(n).
In practice, it would be almost impossible to solve
equation (6) given its high dimensionality. However, as a
first order partial differential equation (PDE), one could
apply the so-called method of characteristic to reduce the
problem into a group of ordinary differential equations.
Applying the standard procedure of this approach, the
characteristic trajectory of ith mode reads
∂τΨ
(i)(ki, τ) =
〈
χ(i)
∣∣∣Ψ(1···n); τ〉 , 1 ≤ i ≤ n, (7)
where we have expressed the equation with the sample
space variable as they being the solution to equation (6).
On the right plot of FIG. (1), we illustrate the procedure
for obtaining these effective trajectories. As integrated
trajectories that fully represents the hypersurface of the
PDE solution of (6), these characteristic curves would
perfectly serve as an alternative effective dynamics, since
they would always reproduce the same statistics as the
original system. In other words, with the same set of
initial conditions of Ψ(1···n)(τ0), both dynamical systems
(1) and (7) would deliver the same P(n)(Ψ(1···n); τ). This
could be verified simply by re-deriving the equation (6)
from the effective dynamics (7).
The physical meaning of these trajectories becomes
much clearer when we further define the probability cur-
rent along Ψ(i) direction in the continuity equation (6)
as
j
(i)
P = u
(i)
P P(n) = ∂τΨ(i)P(n)
=
〈
χ(i)
∣∣∣Ψ(1···n); τ〉P(n). (8)
So for a deterministic system whose dynamics is fully de-
scribed by these n variables, the current is simply the
original dynamical equations (1). However, if χ(i) de-
pends on variables other than ψ(1···n), equation (7) then
characterizes the averaged flow of the probability den-
sity function marginalizing over all other variables. Con-
sequently, as already shown in [39], these characteristic
trajectories are not necessarily the same as the real dy-
namic evolution.
To better understand the difference between character-
istic trajectories and the original dynamics, it is helpful
to consider the transition probability density, which is
defined as the conditional probability of ψ(1···n) for given
an initial state ψ
(1···n)
0 , i.e.
T
[
Ψ(1···n)
∣∣∣Ψ(1···n)0 ] = P
[
Ψ(1···n),Ψ
(1···n)
0
]
P
[
Ψ
(1···n)
0
] . (9)
The PDF at epoch τ could then be expressed as an inte-
gral over all possible initial condition
P
[
Ψ(1···n); τ
]
=
∫ (
DΨ(1...n)0
)
P
[
Ψ
(1···n)
0 ; τ0
]
× T
[
Ψ(1···n); τ
∣∣∣Ψ(1···n)0 ; τ0] . (10)
Again, in many cases, we are only interested in a sub-
set of dynamical variables. So in the original dynamical
4system, e.g. left plot of FIG. (1), a given initial condi-
tionΨ
(1···n)
0 would not fully determine the trajectory. In-
stead, depending on the distribution of remaining degree-
of-freedoms, the transition probability T would generally
be broadened, shown as shaded region in FIG. (1). Par-
ticularly, in large-scale structure, such broadening as a
function of Fourier wavenumber k, is then related to the
so-called non-linear propagator [6, 9]. On the other hand,
the effective characteristic trajectories are deterministic
in the sense that T is simply δD functions. The statistical
equivalence could then be translated as the existence of
multiple T
[
Ψ(1···n)
∣∣∣Ψ(1···n)0 ] for given initial distribution
P
[
Ψ
(1···n)
0
]
and final P [Ψ(1···n); τ].
Notice that all our discussions in this section only de-
scribe the kinetic of the system instead of dynamics. It
is merely a expression of the conservation of the proba-
bility once the statistical information is provided for all
relevant degree of freedoms we have accounted for. Also,
we would like to mention that the derivation until equa-
tion (4) does not necessarily suggest the effective dynamic
is deterministic, and therefore one might not be able to
apply the method of characteristics, we will come back
to this in section V.
III. COSMIC DYNAMICS
The non-relativistic collisionless cold dark matter is
described by the single-particle phase space density
f(x,p, τ), which obeys the Vlasov equation [2]
∂τf +
p
ma
· ∇f − am∇Φ · ∂pf = 0, (11)
where τ here is the conformal time, a(τ) is the scale fac-
tor, m is the mass of the dark matter, p = amx˙ is the
momentum of the particle, and Φ is gravitational poten-
tial. In Newtonian cosmology, Φ is determined by the
Poisson equation
∇2Φ = 4πGρ¯a2δ, (12)
where G is the gravitational constant, δ = ρ/ρ¯− 1 is the
density contrast, and ρ¯(τ) the average density.
In order to avoid solving this (6+ 1)-dimensional non-
linear partial differential equation, one instead takes the
zeroth and first order moments of velocity to get the con-
tinuity and Euler equation
∂τδ +∇i [(1 + δ)ui] = 0,
∂τui + (uj∇j)ui +Hui = −∇iΦ− πi, (13)
where u is the peculiar velocity, and H(τ) = d ln a/dτ .
We have also included the contribution from the second
moments of f(x,p, τ), which is related to the velocity
dispersion σuij
ρσuij =
∫
d3p
pipj
a2m2
f(x,p, τ) − ρuiuj , (14)
via the relation
πi =
1
ρ
(∇jρσuij). (15)
In the so-called dust model, this term is usually ne-
glected. Decomposing the peculiar velocity u into di-
vergent θ and rotational part ω, the evolution equation
could be expressed in Fourier space
∂ηδ(k)− θ(k) = α(k1,k2)θ(k1)δ(k2)
+ αωi (k1,k2)ωi(k1)δ(k2)
∂ηθ(k) + (g − 1)θ(k)− gδ(k) = β(k1,k2)θ(k1)θ(k2)
+βωi (k1,k2)ωi(k1)θ(k2) + β
ω2
ij (k1,k2)
×ωi(k1)ωj(k2) + πθ(k)
∂ηωi(k) + (g − 1)ωi(k) = κωij(k1,k2)ωj(k1)θ(k2)
+κω
2
ijkωj(k1)ωk(k2) + πω,i(k). (16)
where g = 3Ωm/(2f
2) ≈ 3/2. Here the new time vari-
able η is introduced as dη = d lnD(τ), and D(τ) is the
linear growth rate. We have also rescaled the velocity
ui → −Hfui, and πi → (Hf)2πi. Notice that besides
the standard kernel
α(k1,k2) = δD(k− k12) (k12 · k1)
k21
,
β(k1,k2) = δD(k− k12)k
2
12(k1 · k2)
2k21k
2
2
, (17)
where k12 = k1+k2, we have also introduced some extra
contributions that arises from the coupling between the
vorticity ω and δ or θ. In details, these kernels could be
expressed as
αωi (k1,k2) = δD(k− k12)
(k1 × k2)i
k21
βωi (k1,k2) = δD(k− k12)
2k1 · k2 + k22
k21k
2
2
(k1 × k2)i
βω
2
ij (k1,k2) = δD(k− k12)
(k2 × k1)i(k1 × k2)j
k21k
2
2
κωij(k1,k2) = δD(k− k12)
(k12 · k2)δij − k2ik2j
k22
κω
2
ijk(k1,k2) = δD(k− k12)
ǫilkk2jk2l − (k1 × k2)kδij
k22
,
(18)
ǫijk is the Levi-Civita symbol. And we have also decom-
posed the pi into two parts, πθ = ∇ ·pi and piω = ∇×pi.
Obviously equation set (16) is not closed, as no equation
of pi is provided. Usually, an attempt to do so would
either leads to an infinite hierarchy or some arbitrary
truncation. In the standard model, assuming potential
flow initial condition, the vorticity would not be gener-
ated without the source term piω, which is guaranteed by
Kelvin’s circulation theorem.
As demonstrated in section II, we are seeking a sta-
tistical closure of this dynamics. Since we are not par-
ticularly interested in the evolution of vorticity itself, we
5will only consider it as some extra source term similar
to pi. Defining the dynamical vector for matter field as
ψ(k) = {δ(k), θ(k)}, one could express equation (13) in
a compact form [2]
Lˆabψb(k) = γabc(k1,k2)ψb(k1)ψc(k2) + γωaib(k1,k2)
×ωi(k1)ψb(k2) + γω
2
aij(k1,k2)ωi(k1)ωj(k2)
+πa(k), (19)
where index a, b, c ∈ {1, 2}, and i, j are spatial indices of
vectors. The linear operator Lˆab is defined as
Lˆab = ∂ηδab +Ωab, (20)
and the coefficient matrix Ωab equals
Ωab =
[
0 −1
−g g − 1
]
≈
[
0 −1
−3/2 1/2
]
. (21)
The mode coupling vertex γabs(k1,k2) is nonzero only at
γ121(k1,k2) = α(k1,k2)/2,
γ112(k1,k2) = α(k2,k1)/2,
γ222(k1,k2) = β(k1,k2),
γω1i1(k1,k2) = α
ω
i (k1,k2),
γω2i2(k1,k2) = β
ω
i (k1,k2),
γω
2
2ij(k1,k2) = β
ω2
ij (k1,k2). (22)
And finally we define πa(k, η) = {0, πθ(k)}.
In the standard pressureless perfect fluid (or dust
model), which we neglect both pi and ω terms, one could
formally express the nonlinear solution as [2, 6, 9]
ψa(k, η) = gab(η)φb(k) +
∫ η
0
ds gab(η − s)γbcd(k1,k2)
× ψc(k1, s)ψd(k2, s) (23)
where φa(k) = ψa(k, η0) is initial condition, and the lin-
ear propagator gab(η) is
gab(η) =
eη
5
[
3 2
3 2
]
− e
−3η/2
5
[−2 2
3 −3
]
. (24)
The growing initial condition is φa ∝ [1, 1], and one no-
tices that gαβ is invertible as long as we keep both grow-
ing and decaying mode. This formal solution leads to
simple diagram representation of ψa(k, η) [6, 9], which
we will adopt in the following of the paper. The stan-
dard perturbation series could be expanded as ψa(k, η) =∑
n ψ
(n)
a (k, η),
ψ(n)a (k; η) =
∫
k1···n
F (n)aa1···an(k1, · · ·kn; η)
× φa1(k1) · · ·φan(kn), (25)
where F (n)aa1···an is the SPT kernel. Finally, the power
spectrum is defined as
〈ψa(k)ψb(k′)〉c = δD(k+ k′)Pab(k), (26)
where subscript c denotes the connected part of the av-
erage.
IV. STATISTICALLY EQUIVALENT THEORY
OF PRESSURELESS PERFECT FLUID
Applying the method introduced in section II to cos-
mic dynamical system (16), one would get an statisti-
cally effective description of the large-scale structure. In
this section, we will first concentrate on the dust model,
and then to generalize the concept to include the orbit-
crossing in next section. In both cases, we are interested
in the statistical evolution of the density contrast δ and
peculiar velocity u field, which is encoded in the joint
PDF of δ and u . To avoid dealing with continuous field
domain, we consider a finite cosmic volume V , with peri-
odic boundary condition. Therefore, the number of total
Fourier modes δ(ki) and u(ki) are countable
2. In prac-
tice, however, we will not explicitly distinguish Fourier
series and continuous transform in this paper. For exam-
ple, the Fourier space integration will not be replaced by
series summation since the difference would be negligible
if V becomes large enough.
For many applications, e.g. the baryonic acoustic os-
cillation (BAO) measurement, not all Fourier modes are
equally interesting. Consequently, one could select some
cutoff scale Λ, and only concentrate on a finite subset
of Fourier modes with k < Λ. In the following, we will
denote this set of large-scale modes (or soft modes) and
its complement (hard-modes) as
ψΛ = {ψ(k)}k<Λ, ψΛ˜ = {ψ(k)}k>Λ;
ΨΛ = {Ψ(k)}k<Λ, ΨΛ˜ = {Ψ(k)}k>Λ (27)
respectively. Again, Ψ is the sample space variables cor-
responding to ψ. Finally, since our cosmic fields are
real, only half of Fourier space is independent, i.e. mode
ψ(−k) = ψ∗(k), therefore we will treat ψ(−k) and ψ(k)
as identical.
Before proceeding, one might have already noticed
that, in the linear regime with standard assumption of
LSS formation, the density contrast and velocity diver-
gence are simply proportional to each other. Conse-
quently, the Gaussian joint PDF
P(Ψk) ∝ exp[−ΨaP−1ab (k)Ψb] (28)
is not well-defined, since the power spectrum Pab(k) will
be singular in this limit. This corresponds to the initial
condition (IC) φa(k) = δ0(k)ua, where ua is some ar-
bitrary constant two-vector. Although we could simply
consider only δ(k) or u(k) itself, the two-component for-
mula would provide much more insight. So instead, we
would like to assume a general IC where δ0(k) and θ0(k)
are separate random variables with tiny but non-trivial
cross-correlation, i.e.
Pδθ√
PδPθ
= 1 + ǫ, (29)
2 This is only a convenient choice to avoid path-integral in the
formalism.
6where ǫ is some infinitesimal number. In the following,
we will first assume such general non-singular initial con-
dition. As will be seen later, the general feature of our
formalism does not really depend on the initial condi-
tion, and this is also the case for many, although not
all, specific results. There are some situations where the
counter-terms have to explicitly take into account the
value of P−1ab , we will comment on this in section IVB3.
A. Effective Dynamics
Neglecting the velocity dispersion πa and vorticity ωi,
the dynamical system (19) then returns to its standard
form
Lˆabψb,ki = γ(i)abc(k1,k2)ψb,k1ψc,k2 , (30)
where we have explicitly denoted the i-th Fourier mode
as ψa,ki = ψa(ki). Following the derivation from section
II, the time evolution equation of P(ΨΛ; η) is
∂ηP(ΨΛ) +
∑
i,a
∂
Ψ
(i)
a
[〈
γ
(i)
abc(k1,k2)ψb,k1ψc,k2
− Ωadψd,k
∣∣∣∣ ΨΛ〉P(ΨΛ)] = 0, (31)
where ψk ∈ ΨΛ. The average is made over an ensemble
of universes, or different cosmic patches of volume V we
assumed initially.
Following the same procedure, the statistically effec-
tive trajectories of these modes, i.e. the characteristic
curve of the PDF time evolution equation, could be sim-
ply expressed as
LˆabΨb,k = γabc(k1,k2) 〈ψb,k1ψc,k2|ΨΛ〉 , (32)
where k < Λ, i.e. Ψ(k) ∈ ΨΛ. We would like to empha-
size again that this is the solution to the PDF equation
(31), so its PDF P(ΨΛ) will be identical to the original
system (30). Since the large-scale modes ΨΛ themselves
could simply be taken out of the conditional average, one
naturally separates the quadratic mode coupling terms
into two groups
LˆabΨb,k(η) =
[
γabc(k1,k2)Ψb,k1(η)Ψc,k2(η)
]
ΛΛ
+ Ca(k,ΨΛ; η), (33)
where the first term (γΨΨ)ΛΛ denotes that the amplitude
of wavenumbers k1 and k2 are both less than Λ. The
extra contribution Ca(k,ΨΛ; η), i.e. the counterterm (or
effective terms), is explicitly expressed as the conditional
average of small-small (hard-hard) and large-small (soft-
hard) coupling
Ca(k,ΨΛ; η) =
∫
Λ˜Λ˜,ΛΛ˜,Λ˜Λ
dk12 γabc(k1,k2)
× 〈ψb,k1ψc,k2|ΨΛ; η〉 . (34)
Here, the integration is taken over the Fourier region
where at least one of k1, k2 is greater than Λ. Similar to
equation (23), the formal solution of Ψa(k, η) could then
be expressed as the linear propagation of source terms at
the right hand side of equation (33)
Ψa,k(η) = gab(η)φb(k) +
∫ η
0
ds gab(η − s)
× [γbcd(k1,k2)ψc,k1(s)ψd,k2(s)]ΛΛ
+
∫ η
0
ds gab(η − s)Cb(k,ΨΛ; s). (35)
To simply the expression, sometimes we will denote the
last term, i.e. the linear evolved counter term, as
Sa(k, η) =
∫ η
0
ds gab(η − s)Cb(k, s). (36)
From the effective theory point of view, as long as
one could accurately fit or estimate the value of Ca(k, η),
the entire statistical information, including all orders of
polyspectra of ΨΛ would be recovered precisely, given
that the large-scale mode coupling [γψψ]ΛΛ is much eas-
ier to calculate. Mathematically, to calculate the term
Ca(k,ΨΛ), one has to integrate over the joint probability
density function of all relevant variables Γ = {ΨΛ,ΨΛ˜},
since by definition, the conditional average is expressed
as
〈ψb,k1ψc,k2|ΨΛ〉P(ΨΛ) =
∫
DΨΛ˜ (ψb,k1ψc,k2)P(Γ),
(37)
where DΨΛ˜ is the volume element of the ΨΛ˜ space. In
general, this would produce a non-linear function of all
large-scale modes inΨΛ, which means that a full descrip-
tion of the effective dynamics of mode ψk would require
some non-local (in Fourier space) effective terms that is
related to ψk′ where k
′ 6= k. Without any explicit cal-
culation, this could be seen from the Taylor expansion
that
Ca(k,ΨΛ) = ∂Ca,k
∂Ψb,k
Ψb,k +
1
2!
∂2Ca,k
∂Ψb,k1∂Ψc,k2
Ψb,k1Ψc,k2
+
1
3!
∂3Ca,k
∂Ψb,k1∂Ψc,k2∂Ψd,k3
Ψb,k1Ψc,k2Ψd,k3
+ · · · (38)
where k,k1, · · · ,kn ∈ ΨΛ, and we have assumed
〈Ψa(k)〉 = 0. An effective approach is then related to
any efforts that try to obtain these effective coefficients
∂nC/∂Ψ1 · · ·∂Ψn as accurate as possible.
Although we have to seek the help of numerical sim-
ulation eventually, one still gain valuable insight by
some analytic calculations. From the definition equa-
tion (37), we first notice that a Gaussian P(Γ) will not
produce any non-trivial result. However, by applying the
so-called Gram-Charlier expansion of the non-Gaussian
PDF P(ΨΛ) and P(Γ), we would be able to perturba-
tively calculate the conditional average. In general, this
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FIG. 2. Tree order bispectra that will be used for perturbative
calculation of the effective counter-terms Ca(k,ΨΛ). Solid
lines denote soft modes q < Λ, and long-dashed lines indicate
hard modes, i.e. q > Λ, while short-dashed lines could be
either hard or soft mode. A circle with a cross inside denotes
the initial power spectrum.
expansion could be written as [40–43]
P(Γ) = PG(Γ)
1 +∑
n≥3
1
n!
〈Γn〉GC ⊗T Hn(Γ)
 ,(39)
where ⊗T denotes the inner produce of two tensors, PG
is the Gaussian part of P , and the Hermite tensor Hn
is defined as Hn(Γ) = (−1)nP−1G (Γ)∂nPG(Γ)/∂nΓ. The
conditional average could then be expressed in terms of
Gram-Charlier coefficients 〈Γn〉GC which then related to
the cumulants of various modes, i.e. the polyspectra here.
Since by construction, our effective solution recovers
the statistics of the real system, it would be interesting
to examine whether this is also true at the perturbative
level. Naively, since the formalism applies regardless of
the initial condition, one would expect this will be the
case. In the rest of the section, we will expand these
counter-terms to the one-loop order, i.e. up to the bispec-
tra in equation (39). To proceed, however, one first no-
tices that the condition average would be different for the
hard-hard (Λ˜Λ˜) and soft-hard (ΛΛ˜, Λ˜Λ) couplings. While
equation (37) would apply for hard-hard coupling, the
soft-hard modes would be simplified to
〈ψb,k1ψc,k2 |ΨΛ〉 = 〈ψb,k1 |ΨΛ〉Ψc,k2 . (40)
The perturbative formula for calculating the conditional
average is presented in Appendix A.
B. Perturbation Theory
Equation (38) expands the Ca(k,ΨΛ, η) as a function
of Ψa(k, η) at some later time η. Following the spirit
of standard perturbation theory, we would also like to
expand Ca(k, η) in terms of initial field φa so that
Ca(k,ΨΛ; η) =
∑
n
C(n)a (k,ΨΛ; η). (41)
As will be seen in this section, it suffices to calculate one-
loop counter-terms with the help of tree-level bispectra,
which include three different contributions
BTbcd(q,k − q,−k) = BT (I)bcd +BT (II)bcd +BT (III)bcd . (42)
In the standard formula, they are defined as
B
T (I)
bcd (q,k− q,−k) = 2
∫ η
0
ds gcα(η − s)γαβγ(−q,k)[
gβδ(s)gbτ (η)P
0
δτ (q)
][
gγλ(s)
gdǫ(η)P
0
λǫ(k)
]
,
B
T (II)
bcd (q,k− q,−k) = BT (I)cbd (k− q,q,−k),
B
T (III)
bcd (q,k− q,−k) = BT (I)cdb (k− q,−k,q). (43)
The diagrams of these three contributions are shown in
FIG. (2). In the rest of the paper, we will always assume
k (q) denotes the wavenumber of some soft (hard) mode.
1. Hard-hard Coupling
The hard-hard coupling involves the ensemble aver-
age of two random small-scale modes, conditional on
large-scale modes, i.e. 〈ψb,k1ψc,k2|ΨΛ〉. Denoting x1,2
as modes ψb,k1 or ψc,k2 respectively, and Y = ΨΛ, the
Gaussian part of this average equals
〈x1x2|Y 〉G = ξx1x2 + ξx1Yα ξx2Yβ
[(
ξY
)−1
αγ
(
ξY
)−1
βδ
YδYδ
− (ξY )−1
αβ
]
, (44)
where ξx1x2 is the correlation function between x1 and x2,
and ξx1Yα the correlation between x1 and α-th element of
Y . Similarly, ξYαβ is the correlation between α-th and β-
th elements of Y , and
(
ξY
)−1
αβ
is the inverse. Since by the
definition of Cα(k,ΨΛ, η) (equation 34), k1+k2 = k 6= 0,
the first term vanishes because of the statistical transla-
tional invariance. Similarly, the second contribution is
also zero since x1,2 and modes in Y belong to different
scales. The next leading order, which we present its full
formula in equation (A4), has only one non-vanishing
contribution
〈x1x2|Y 〉 = ξx1x2Yα
(
ξY
)−1
αβ
Yβ , (45)
where ξx1x2Yα = 〈x1x2Yα〉c is the bispectra of x1, x2 and
Yα.
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FIG. 3. Schematics that demonstrate the Feynman rules for constructing the evolved hard-hard effective terms SΛ˜Λ˜,a(k,ΨΛ, η)
at the one-loop order. Specifically, equation (34) and (46) indicates that one only need to connect the symmetric perturbative
kernel γabc(q,k−q) together with conditional average terms, which in one-loop order is the tree-level bispectra B
T (I,II,III) and
the inverse power spectrum P−1de (k). The dashed-lines denote the hard modes, while solid lines represent soft modes. The
numerical factor 1/2 in front of the last diagram is caused by releasing the causal relation s2 ≤ s1 assumed initially. From
the diagram representation of these two contributions, we could already see that they would recover the hard-hard part of the
one-loop power spectrum exactly simply by taking the average with some linear solution ψ(1)(k, η), .
Therefore, to the first order, the hard-hard-bispectra
parts of the effective coefficients CB
Λ˜Λ˜,a
(k, η) is expressed
as an integral of the bispectrum with the kernel γabc,
CB
Λ˜Λ˜,a
(k, η) =
∫
Λ˜Λ˜
dq γabc(q,k− q)Bbcd(q,k− q,−k; η)
×P−1de (k, η)Ψe(k, η), (46)
where the integral is over the region where both q and
|k − q| are greater than Λ, and all the quantities here
are evaluated at time η. Here the bispectrum B(q,k −
q,−k) should be fully non-linear, as well as the power
spectra Pde(k, s) and its inverse. This would alleviate the
problem of singular IC since even at some early stage, a
tiny amount of nonlinearity would be able to render the
P−1(k, s) mathematically well-defined.
At the lowest order, we can take the tree-level bispec-
trum BT ∝ P 2lin, where Plin is the linear power spectrum,
and this is already sufficient to produce the one-loop or-
der of C(1)a (k,ΨΛ, η). Substituting the equation (43) back
into equation (46), we then have three separate contribu-
tions. Since the kernel γabc(q,k − q) is symmetric with
respect to q and k− q, the contribution from BT (I) and
BT (II) would be identical. Therefore, the effective coeffi-
cient reads
CBT (I+II)
Λ˜Λ˜,a
(k, η) = 4
∫
Λ˜Λ˜
dq γabc(q,k− q)
∫ s
0
ds gcα(η − s)
× γαβγ(−q,k)
[
gβδ(s)gbτ (η)P
0
δτ (q)
]
× Ψγ(k, s2). (47)
Here we have already applied the identity that
δKγτ = gαβ(s)P
0
βγ(k)P
−1
αδ (k, s)gδτ (s)
= gαβ(s)P
0
βµ(k)gµν(s)g
−1
νγ (s)P
−1
αδ (k, s)gδτ (s),(48)
assuming Pαδ(k, s) is not singular, and we have only kept
the linear part of its inversion P−1lin (k). One could fur-
ther write down the time-evolved coefficient SBT
Λ˜Λ˜,a
(k, η),
whose Feynman diagram is presented in FIG. (3). Par-
ticularly, in the same figure, we demonstrate the gen-
eral rule for constructing these ‘counter-terms’, which is
simply paring the symmetric PT kernel γabc(q,k − q)
together with various contribution from the conditional
average terms, i.e. BT (I,II) and P−1linΨ here.
From the diagram, it is obvious that one would recover
the one-loop power spectrum P 13(k) with the contribu-
tion from SBT (I+II)
Λ˜Λ˜,a
(k, η)
P
(13)
Λ˜Λ˜,ab
(k, η) = 2
〈
SBT (I+II)
Λ˜Λ˜,a
(k, η)Ψ
(1)
b (−k, η)
〉
= 6P 0(k)
∫
Λ˜Λ˜
dq F (3)a (k,q,−q; η)P 0(q).
(49)
Again, here we are only integrating over the Fourier re-
gion q > Λ and |k − q| > Λ, which corresponds to the
region q > Λ and µ < (k2 + q2 − Λ2)/(2kq), where µ
is the cosine of the angle between k and q. This does
seem a bit odd in SPT formula since there is only one
integral in equation (49), and k−q does not even appear
in the definition of F (3), but the meaning is clear from
the time-evolved representation like equation (47).
9Equation (49) helps us to derive a much simpler expres-
sion for SBT (I+II)
Λ˜Λ˜,a
(k, η) with the kernel of the standard
perturbation theory
SBT (I+II)
Λ˜Λ˜,a
(k, η) = 3
∫
Λ˜Λ˜
dq F (3)ac (k,q,−q; η)
× P 0(q)φc(k), (50)
where F (3)ac (k,q,−q) = F (3)acde(k,q,−q)udue. This fur-
ther suggests that the effective coefficient should be
CBT (I+II)
Λ˜Λ˜,a
(k, s) = 6
∫
Λ˜Λ˜
dq F (3)ab (k,q,−q; s)P 0(q)φb(k)
= 6
∫
Λ˜Λ˜
dq F (3)a (k,q,−q; s)P 0(q)δ0(k).
(51)
Furthermore, we then substitute the last BT (III) into
the equation (46), the coefficient reads
CBT (III)
Λ˜Λ˜,a
(k, η) = 2
∫
Λ˜Λ˜
dq γabc(q,k − q)
∫ η
0
ds gdα(η − s)
× γαβγ(q − k,−q)
[
gβδ(s)gcτ (η)
×P 0δτ (|k − q|)
][
gγλ(s)gbǫ(η)P
0
λǫ(q)
]
× P−1de (k, s)Ψe(k, s) (52)
Unlike equation (47), we are not able to simplify the ex-
pression by canceling the power spectrum with its in-
verse, i.e. equation (48), as P−1(k) does not immedi-
ately connect to any other P (k). Rather, the cancelation
would only be achieved by taking the average with an-
other linear field Ψ(1)(k, η). We would show that this
contribution would be identical to the hard-hard part of
the P22 term
P
(22)
Λ˜Λ˜,ab
(k, η) = 2
〈
SBT (III)
Λ˜Λ˜,a
(k, η)Ψ
(1)
b (−k, η)
〉
=
1
2
× 4
∫ η
0
ds1 gam(η − s1)
∫
Λ˜Λ˜
dq
×γmnc(q,k − q)
∫ η
0
ds2 gdα(s1 − s2)
×γαβγ(q− k,−q)
[
gγλ(s)gnǫ(η)P
0
λǫ(q)
]
×
[
gβδ(s)gcτ (η)P
0
δτ (|k− q|)
]
gbd(η − s1)
= 2
∫
Λ˜Λ˜
dq F (2)a (k,q; η)F (2)b (−k,−q; η)
× P 0(q)P 0(|k− q|). (53)
The numerical factor 1/2 raises from the fact that the
time integral in equation (52) is limited by causal con-
straint s2 ≤ s1, which could also be seen from the dia-
gram representation in FIG. (3). Since there is no dif-
ference in deriving this term compared to the one con-
tributing to P 13, in this sense, unlike other effective ap-
proaches, we interpret this counter term as deterministic
instead of stochastic in our formalism. We will explain
in more detail in section VA.
2. Soft-hard Coupling
From equation (40) and (A3), the only non-vanishing
contribution of soft-hard coupling that is proportional to
the bispectrum is a quadratic term
〈x1|Y 〉 = 1
2
ξx1Y Yαβ
(
ξY
)−1
αλ
(
ξY
)−1
βτ
YλYτ . (54)
Denoting x1 as one component of ψ(q) and x2 for
ψ(k − q) where q > Λ and |k − q| < Λ, the only rel-
evant bispectrum will be B(q,k−q,−k). Therefore, the
effective coefficient in this case could then be expressed
as
CBT
2ΛΛ˜,a
(k, η) = 4× 1
2
∫
ΛΛ˜
dq γabc(q,k − q)BTbcd(q,
k− q,−k; η)P−1ce (|k− q|; η)P−1df (k; η)
×Ψe(q − k; η)Ψf (k; η)Ψg(k− q; η).(55)
Besides the numerical factor 1/2 from equation (54), a
factor of 2 raises from the two symmetric Fourier region
ΛΛ˜ and Λ˜Λ; and the other factor of 2 comes from the
fact that equation (54) have two cross contributions when
summing over Yλ and Yτ .
Similarly, we could substitute the tree-level bispectrum
(equation 43), and obtain the one-loop order CBT
2ΛΛ˜,a
(k, η).
For BT (I), we have
CBT (I)
2ΛΛ˜,a
(k, η) = 4
∫
ΛΛ˜
dq γabc(q,k− q)
∫ η
0
ds gdα(η − s)
× γαβγ(−q,k)
[
gβδ(s)gbτ (η)P
0
δτ (q)
]
×P−1df (|k− q|; η)Ψc(k− q, η)Ψf (q− k, η)
×Ψγ(k, s). (56)
This equation corresponds to the left-bottom diagram in
FIG. (4). Clearly, it is non-local in Fourier space, as the
coefficient for Fourier mode k also depends on the mode
k − q, where q > Λ. To better understand this term,
we have to study the corresponding contribution to the
power spectrum, i.e.
〈
SBT (I)
2ΛΛ˜,a
(k)Ψ
(1)
b (−k)
〉
. From the
diagram, the only possible way is to connect k−q mode
with q− k mode, which we highlight in the figure. And
it is clearly that this would produce the soft-hard part
of P13(k), where the integration is over the hard-mode
P (q).
For the bispectrum BT (II), one similarly write down
the effective term as
CBT (II)
2ΛΛ˜,a
(k, η) = 4
∫
ΛΛ˜
dq γabc(q,k − q)
∫ η
0
ds gbα(η − s)
× γαβγ(q − k,k)Ψc(k− q; η)Ψβ(q− k; s)
× Ψγ(k; s), (57)
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FIG. 4. The soft-hard part of the effective terms up to one-loop order. Unlike the hard-hard coupling, these contributions are
all non-local in Fourier space, which means the effective terms for the evolution of Fourier mode k not only depends on mode k
but also k−q. For these non-local diagrams, one could see that the first two diagrams at the bottom would form the soft-hard
version of P13(k), and the third one would form P22(k) contribution. The ellipses highlight the pairs that would eventually be
connected together when taking the ensemble average with another linear field Ψ(k).
which is presented as the middle-bottom diagram of
FIG. (4). When taking the ensemble average, Ψ(k− q)
will connect with Ψ(q−k), therefore this would also con-
tribute to the P13(k), where the integration is over the
soft mode P (|k − q|). Finally, the last term could be
expressed as
CBT (III)
2ΛΛ˜,a
(k, η) = 4
∫
ΛΛ˜
dq γabc(q,k− q)
∫ η
0
ds gbα(η − s)
× γαβγ(q− k,−q)
[
gγλ(s)gbǫ(η)P
0
λǫ(q)
]
× P−1eg (k; η)Ψβ(q− k; s)Ψc(k− q; η)
× Ψg(k; η). (58)
From the figure, one could see this contribution will
contribute to P22,ΛΛ˜(k). In Table I, we listed all ef-
fective coefficients and their corresponding contribution
in the standard perturbation theory. Evidently, this
demonstrates that the effective solution is simply a re-
organization of the standard perturbative calculation at
one-loop level. It also indicates that the Fourier non-
locality of these effective terms is crucial to the full re-
covery of the statistical information.
3. The Singular Initial Condition
So far, we have assumed that the power spectrum of
large-scale modes Pab(k, η) is always invertible. At lin-
ear order, this essentially requires that both the initial
power spectrum P 0ab(k) and linear propagator gab(η) are
non-singular. While the latter could be achieved without
discarding the decaying mode, the initial power spectrum
P 0ab(k), however, would not be invertible unless assum-
ing a non-zero cross-correlation as suggested in equation
(29). This initial condition has led us to a formalism
that is very familiar in the context standard perturba-
tion theory, and it is reasonable to expect that our for-
mula is still mathematically well-defined most of time
3, since P−1ab (k, η) appeared in the equations is always
non-linearly evolved to η, even though the non-linearity
could be tiny. However, for perturbative discussion, there
are some effective terms that explicitly depend on the
P−1lin,ab(k, η), e.g. CB
T (III)
a (k, η), we will discuss various
possible choices in this subsection.
One straightforward solution is to simply consider only
one dynamical variable, either δ(k) or θ(k). Since the
nonlinear mode coupling of θ(k) does not involve δ field,
and its modification resemble the non-ideal fluid dynam-
ics, one might prefer to study the statistically equiva-
lent solution of the set of large scale velocity divergence
ΘΛ = {Θ(k), k < Λ}, i.e.
∂ηθ(k) + (g − 1)θ(k)− g〈δ(k)|ΘΛ〉
= β(k1,k2)〈θ(k1)θ(k2)|ΘΛ〉.(59)
Hence, besides the effective mode coupling term, one also
needs to evaluate the conditional average 〈δ(k)|ΘΛ〉. At
the linear order, 〈δ(k)|ΘΛ〉 = Θ(k). At the one-loop or-
der, equation (54) guarantees the result is well-defined
since (ξY )−1 would be simply 1/Pθθ(k). By expressing
these terms as some non-linear function of ΘΛ, this is
essentially equivalent to the approach adopted by the
3 probably except for a brief moment right after the initial epoch.
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PSPT1−loop(k) Effective Terms (ET)
P13,ΛΛ(k), P22,ΛΛ(k) no ET
P13,Λ˜Λ˜(k) C
BT (I)
Λ˜Λ˜,a
(k) , C
BT (II)
Λ˜Λ˜,a
(k)
P22,Λ˜Λ˜(k) C
BT (III)
Λ˜Λ˜,a
(k)
P13,ΛΛ˜(k) hard-integral C
BT (I)
2ΛΛ˜,a
(k,k− q,q− k)
P13,ΛΛ˜(k) soft-integral C
BT (II)
2ΛΛ˜,a
(k,k− q,q− k)
P22,ΛΛ˜(k) C
BT (III)
2ΛΛ˜,a
(k,k− q,q− k)
TABLE I. Table of effective counter-terms and their corre-
sponding contributions to the one-loop standard perturbation
calculation. For non-local terms, we have explicitly denoted
their dependence on the extra Fourier modes. Clearly, the
effective approach is simply a re-organization of SPT at this
level, and it is critical to include all these non-local terms for
the complete recovery of SPT.
sliced-time perturbation theory [37, 38], although the
cut-off scale Λ was set to ∞ there. Since we are more in-
terested in the density perturbation in practice, this then
leads us to another layer of nonlinearity to recover δ(k)
and complicates the problem [37]. Instead, one might
just consider the effective continuity equation, i.e.
∂ηδ(k)− 〈θ(k)|∆Λ〉 = α(k1,k2)〈θ(k1)δ(k2)|∆Λ〉,
(60)
where ∆Λ = {∆(k), k < Λ}. Similarly, one could then
try to express conditional average as a nonlinear func-
tion of large-scale density perturbation without worrying
about the P−1ab (k).
Both equations (59) and (60) suggest to only consider
the well-defined part of the PDF. Since our non-singular
initial condition only requires a non-trivial cross correla-
tion (i.e. equation 29), it further suggests that we might
still be able to keep our two-component formalism and
derive a reasonable expression by concentrating on the
PDF of δ and θ separately. Consequently, our goal is
then to look for the practically feasible effective terms
Ca(k,ΨΛ, η) that ensure the conservation of P(∆Λ) and
P(ΘΛ) together. Particularly, for the term SB
T (III)
Λ˜Λ˜,a
, i.e.
the one related to the P22,ab(k), it would be safe to ex-
press it as
SBT (III)
Λ˜Λ˜,a
(k, η) =
1
Pa(k; η)
∫
Λ˜Λ˜
dq F (2)a (k − q,q; η)
×F (2)b (−k+ q,−q; η)P 0(q)
×P 0(|k− q|)φb(k), (61)
where b is the index for forming the power spectrum
Pab(k). Unlike equation (50), the appearance of the sepa-
rate index b indicates it to be unphysical, since this term
somehow ‘know’ which field we are going to correlate with
in advance. In practice, however, if we neglect the cross
power spectrum Pδθ, and assume only the fastest grow-
ing mode, this ambiguity could be eliminated. This cor-
responds to express the effective term as
CBT (III)
Λ˜Λ˜,a
(k, η) =
2 e3ηφa(k)
P 0a (k)
∫
Λ˜Λ˜
dq F (2)a (k− q,q)
× F (2)a (−k+ q,−q)P 0(q)P 0(|k− q|)
(no summation), (62)
where we have temporarily suspended the Einstein sum-
mation rule. Therefore, as long as we are only interested
in the auto-correlation of δ and θ, it is guaranteed that
we will always have mathematically well-defined effective
terms.
C. The Effective Theory
While it is very interesting and enlightening to study
the mapping between our formalism and standard calcu-
lation at the perturbation level, it is much more appeal-
ing to further explore this formula as an effective theory
of the large-scale structure, since in principle it provides
all necessary UV information to recover the statistics.
Specifically, if we were able to calibrate the effective co-
efficients Ca(k,ΨΛ; η) (or Sa(k,ΨΛ; η) ) from either nu-
merical simulation or observations, we then obtain an
effective theory of the large-scale structure which would
reproduce the exact statistical evolution by construction
in the context of no shell-crossing 4.
1. Effective Coefficients
As an effective theory, we already noticed that this
formalism is intrinsically non-local in Fourier space. In
the discrete limit where the number of large-scale modes
are finite, one eventually has a set of coupled differential
equations
LˆΨk0 = γ[ΨΛΨΛ]k0 +
∑
m≥1
∂mC[ΨΛ · · ·ΨΛ]k0
· · · · · · · · ·
LˆΨkn = γ[ΨΛΨΛ]kn +
∑
m≥1
∂mC[ΨΛ · · ·ΨΛ]kn , (63)
for Fourier modes ΨΛ = {Ψk0 , · · · ,Ψkn}, and we have
adopted the short-handed notation where the element of
∂mC denotes
∂mCab1···bm =
1
m!
∂mCa
∂Ψb1,k1 · · · ∂Ψbm,km
(64)
and [· · · ]kn denotes all possible couplings where the sum
of all k modes equals kn. Unlike the EFT of LSS, since
4 Of course, this statement would be exact once we include the
contribution from shell-crossing in section V.
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FIG. 5. Diagrams for effective coefficients Sa(k,Λ), which could be expressed as integral over higher-order correlators, e.g.
bispectrum, trispectrum etc., with the kernel γabc. Similar to previous figures, the solid line represents the linear growth of
large-scale mode ΨΛ, while the dashed line corresponds to small-scale modes ΨΛ˜. The grey ellipse symbolize complicated non-
linear interactions among various modes. Ideally, these interactions could be measured and carefully calibrated with simulation,
which then leads to an effective theory of large-scale structure. In the upper row, we illustrate the hard-hard coupling and
show the hard-soft interaction at the second row.
we started from the equal time PDF, these terms are
temporally local by definition, i.e. all C(m)’s appeared in
the equation of motion (63) are only functions of η at
given epoch.
In FIG. (5), we illustrate the first several non-
perturbative diagrams representing the time-evolved ef-
fective terms Sa(k,ΨΛ; η). Notice that two diagrams in
the first column are a nonlinear generalization of the one-
loop effective terms we have discussed. For example, the
first hard-hard diagram consists of equation (46) with
nonlinear bispectrum Bnl(q,k − q,−k), but it also in-
cludes similar integrals with five or more points polyspec-
tra. For hard-hard coupling, the linear effective term
(with regard to the number of soft modes) in general de-
pends on k,
C(1)
Λ˜Λ˜,a
(k) = ∂1CΛ˜Λ˜,ab(k)Ψb(k) = c2s(k)k2Ψa(k), (65)
where ∂1C is defined in equation (64), and we have also
defined a scale dependent sound speed c2s(k) in the last
equality. This corresponds to the first diagram in Fig.
(5), all other diagrams depend explicitly on large-scale
modes other than k. Specifically, the number of external
large-scale lags starts from three for the soft-hard cou-
plings (second row), this then raises the questions about
the number of effective terms needed even at the lowest
order.
At the one-loop order, however, it is sufficient to con-
sider only the linear effective term, i.e. equation (65),
even including the soft-hard coupling. This is because
the power spectra constructed from these terms (sec-
ond row in FIG. 4) will be paired with a linear mode
Ψb(−k), i.e.
〈
SBT (I,II,III)
2ΛΛ˜,a
(k)Ψb(−k)
〉
, and with the as-
sumption of Gaussian initial condition, the only way is
to pair modes φk−q with φq−k, as highlighted by ellipses
in FIG. (4). These effective terms SBT (I,II,III)
2ΛΛ˜,a
(k) would
then contribute to various soft-hard integral of P13 and
P22. Consequently, their effects could all be represented
by some k-dependent factor multiplied by linear mode,
as highlighted by square region in the upper panel of
FIG. (6).
Particularly, for coefficient SBT (I,II)UV,a (k), where UV =
{Λ˜Λ˜, 2ΛΛ˜} denotes both hard-hard and soft-hard cou-
plings, its ensemble average with Ψb(−k) give the full
UV integral of the Pδ,13(k), so the effective sound speed
from this contribution could be expressed as
k2c2δ,13,UV (k) = k
2
∫
UV
2πq2Plin(q) dqdµ
21 (k2 + q2)
2 − 4k2q2µ2
×
[
−21k4µ2 + 2k2q2 (38µ4 − 22µ2 + 5)
+q4
(
28µ4 − 59µ2 + 10)]. (66)
Explicit calculation demonstrates that c2δ,13 only mildly
depends on k, so at the lowest order, it scales with k2,
consistent with the EFT argument.
On the other hand, we have already shown that the ef-
fective term SBT (III)UV,a (k) contributes to the power spectra
related to P22(k), which is usually considered as stochas-
tic in literatures of EFT. In our framework, however, it
could be represented by term
〈
SBT (III)UV,a (k)Ψb(−k)
〉
. As
already discussed, unlike c213,UV (k) term, SB
T (III)
UV,a (k) is
proportional to inverse linear power spectra to recover
the P22(k) power spectrum. Consequently, the relevant
13
〈
SBT (I)
2ΛΛ˜,a
(k)Ψ
(1)
b (−k)
〉
=
〈
SBT (I)
2ΛΛ˜,a
(k)SBT (II)
2ΛΛ˜,b
(−k)
〉
= −kq
k− q
q− k
k
−q
−k
k
q
k
k− q
−q
−q
FIG. 6. Examples of 1PR (upper) and 1PI (lower) power spec-
tra diagrams constructed from the hard-soft counter-terms
CB
T
2ΛΛ˜,a
(k). At one-loop order, it could be described by single
parameters, i.e. c2 term shown light box in the first diagram.
For higher-orders, this is not true any more. These non-local
contributions would play an important role in constructing
various SPT diagrams.
effective coefficient could be expressed as
k4c2δ,22,UV = k
4
∫
UV
2πdqdµ
(7kµ+ 3q − 10qµ2)2
98(k2 + q2 − 2kqµ)2
× Plin(q)Plin(|k− q|)
Plin(k)
, (67)
which scales with k4, so following equation (65), we have
some scale dependent expansion of the linear effective
term
C(1)UV,a(k) =
(
c21,ak
2 + c22,ak
4 + · · · )Ψa(k). (68)
For higher-loop orders, however, this linear expansion
will not be enough, and one has to go back to the original
non-local definition of SBT
2ΛΛ˜,a
(k). In the lower panel of
FIG. (6), we illustrate an example of such diagram. Un-
like the one-loop order (e.g. the one in the upper panel),
this so-called one particle irreducible (1PI) contribution
will not be represented by a linear effective term as equa-
tion (65). Therefore, in order to have sufficient freedom
to fully describe all UV scale effects, it is necessary to in-
clude all non-local terms. Finally, we also notice that at
higher-order, these effective contributions are not a sim-
ple re-organization of the SPT diagrams. For example,〈
SBT (III)UV,a (k)SB
T (III)
UV,b (−k)
〉
includes an P−1ab (k) that will
not be cancelled by any initial Pab(k). We will defer the
study of these higher loop contributions in the future.
2. Λ-dependence
In the framework of effective field theory, it is critical
to introduce the concept of regularization and renormal-
ization. In our formalism, both large-scale coupling as
well as effective contributions explicitly depend on the
cutoff scale Λ. However, assuming we are interested in
a subset of large-scale modes, say ΨΓ ∈ ΨΛ, which does
not really depend on Λ as long as Γ is small. Likewise,
the evolution of the joint PDF of ΨΓ should not depend
on Λ, because marginalizing over ΨΓ˜ would be the same
as marginalizing over ΨΛ˜ first then over ΨΓ˜/ΨΛ˜, which
is the complement set of ΨΛ˜ with respect to ΨΓ˜. So,
P (ΨΓ) =
∫
DΨΓ˜ P(Ψall)
=
∫
DΨΛ˜
∫
D (ΨΛ˜/ΨΓ˜) P(Ψall). (69)
This guarantees that our statistical effective dynamics
of ΨΓ would not depend on the cutoff scale Λ either.
Therefore, similar to the effective field theory, all our
effective coefficients are composed of Λ-dependent and Λ-
independent parts. The former appears simply to cancel
out the Λ-dependence of the theory, leaving only the Λ-
independent part.
3. Cumulants vs. Gradients Expansion
A clear distinction between the formula we have de-
rived so far and the usual effective theory is the param-
eters on which the series has been expanded. The EFT
works in the real space, and attempts to expand as the
number of local gradient operators∇ (or the power of k in
Fourier space), the Edgeworth series we used to estimate
the conditional average (equation 34) is an expansion of
the degree of the non-Gaussianity, i.e. the cumulants of
the field. While there certainly exists a mapping between
these two approaches like what we did in equation (68),
especially for those hard-hard coupling terms, we might
benefit from performing both approaches.
Undoubtedly, ∇ (or k) expansion is beneficial in prac-
tice as it has a better control over the convergence of
the perturbation calculation at certain k scale. But it
might also conceal any existing internal structures among
those counter-terms, making itself vulnerable to the cri-
tique of overfitting. In this regard, the cumulants expan-
sion would serve as a self-calibration process, since these
terms are simply some integral of high order statistics.
In principle, for a given scale Λ, one would be able
to measure these coefficients directly from the simula-
tion, since by definition they are simply some integral of
polyspectra. For example, with the measurement of non-
linear bispectra (equation 46), we would be able to obtain
a better knowledge on the first diagram in FIG. (5).
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V. THE ORBIT CROSSING
The most appealing potential of the effective approach
is the ability to deal with the dynamics after the orbit
crossing, where the standard fluid description failed to
describe. In section III, we have already written down
the formal non-closed equations of motion. Naively, fol-
lowing the same procedure in last section, and assuming
we are only interested in the large-scale density and veloc-
ity perturbation, i.e. ΨΛ, the effective trajectory should
simply be expressed as
LˆabΨb,k = γabc(k1,k2) 〈ψb,k1ψc,k2 |ΨΛ〉+ γωaib(k1,k2)
×〈ωi,k1ψb,k2 |ΨΛ〉+ γω
2
aij(k1,k2)
×〈ωi,k1ωj,k2 |ΨΛ〉+ 〈πa,k|ΨΛ〉 . (70)
Therefore, the extra information from shell-crossing
would be fully characterized by various conditional aver-
age terms of vorticity and velocity dispersion. However,
this is based on the assumption that our PDF evolution
equation is still deterministic and described by equation
(6). At this point, it is not clear to what extent such
statement would be correct. Therefore, in this section,
we would first like to clarify the concept of stochasticity
adopted here, and then try to extend our formalism in
order to incorporate such potentially existing contribu-
tion.
A. Deterministic vs. Stochastic Process
In this subsection, we would like to re-examine the ki-
netic equation derived in section II. Before proceeding,
one first notices that there isn’t any assumption regard-
ing the property of the dynamical system being made
until equation (4). Now consider that after the shell-
crossing, we could modify the original fluid dynamics as
some stochastic process, which besides the usual deter-
ministic source term, is driven by an additional stochastic
force ∆F . To some extent, this is a legitimate assump-
tion as we are trying to capture any statistical influence
of microscopic degree of freedoms we have neglected. To
be more mathematically rigorous, we consider the PDF
evolution after a short time interval ∆η since a general
stochastic process is not necessarily differentiable, so the
PDF increment is
∆P(ΨΛ; η) = P(ΨΛ; η +∆η)− P(ΨΛ; η). (71)
Besides the deterministic source term χ, we assume that
there is an extra stochastic force F , so that after ∆η
∆ψ = ψ(η +∆η)−ψ(η)
= χ(η)∆η +∆F +O(∆η2). (72)
From the definition of the PDF (equation 3), one could
Taylor-expand the PDF in terms of ∆ψ
∆P = −
∑
i
∂Ψ(i)
〈
∆ψ(i)Pf
〉
+
1
2
∑
ij
∂2
Ψ(i)Ψ(j)〈
∆ψ(i)∆ψ(j)Pf
〉
+O (∆ψ3) . (73)
Notice that unlike equation (4), we have kept the seconds
order term in ∆ψ. Inserting equation (72) and taking the
limit ∆η → 0,
∂ηP = lim
∆η→0
∆P
∆η
= −
∑
i
∂Ψ(i)
〈
χ(i)Pf
〉
+
1
2
∑
ij
∂2
Ψ(i)Ψ(j)
[〈
∆F (i)∆F (j)
〉
P
]
+ · · · ,(74)
where we have further assumed that the force increment
is statistically independent with zero mean 〈∆F 〉 = 0 so
that the term 〈χ∆FPf 〉 vanishes. For Markovian pro-
cess, the variance of ∆F is linear in ∆η〈
∆F (i)(η)∆F (j)(η)
〉
= C(ij)(η)∆η. (75)
This then leads to the Fokker-Planck equation
∂ηP(ΨΛ) = −
∑
i
∂Ψ(i)
[〈
χ(i)
∣∣∣ΨΛ〉P(ΨΛ)]
+
1
2
∑
ij
∂2
Ψ(i)Ψ(j)
[
C(ij)P(ΨΛ)
]
. (76)
For general stochastic process, the PDF evolution could
then be further expanded with the so-called Kramers-
Moyal expansion. Therefore, from kinetic point of view,
there is no intrinsic differences between stochastic and
deterministic contributions as both of them gradually
change the PDF, except that the time evolution equa-
tion of PDF differs. Thus, in this paper, we will regard
any contribution that could modify the underlying equa-
tion of the PDF evolution from its linear form (equation
6) as stochastic. On the other hand, the solutions to these
equations do differ, since we will not be able to use the
method of characteristic. Rather, the effective dyamics
of equation (76) will become the Langevin equation
∂ηΨ
(i) =
〈
χ(i)
∣∣∣ΨΛ〉+ F (i). (77)
With this definition, the variation around the mean
stress tensor would not be regarded as stochastic, which
is different from the standard view of the effective field
theory. Actually, as already been seen, at least formally,
we were able to recovers the P22(k) contribution, which is
usually regarded as stochastic. For orbit-crossing terms,
like vorticity ωi and velocity dispersion πa, most of their
effects should also be able to extracted by deterministic
contributions via the conditional average (equation 70).
In practice, the necessity of including any stochastic con-
tribution could be justified from the comparison to the
simulation.
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B. Effective Theory Beyond the Orbit Crossing
In the standard theory of the structure formation, a
thin sheet of collisionless cold dark matter in the phase
space would eventually meet each other and starts to
experience the so-called orbit-crossing (or shell-crossing).
After the orbit crossing, the initially potential field would
generate rotational degree of freedom, which could be
seem by simply summing over different streams, i.e. [44,
45]
ωi =
1
ρ
∑
s
[(
∇xρs − ∇xρ
ρ
)
× us
]
, (78)
assuming the vorticity of each stream vanishes, where the
subscript s denotes the corresponding quantity of each
individual stream. On the other hand, one would also
generate the velocity dispersion πa via equation (14).
As shown in equation (16), once ωi and πa are gener-
ated, even without introducing any stochastic contribu-
tion, one would expect their feed back on the density and
divergence field.
Consequently, from the perspective of the effective the-
ory, one only need to supplement the appropriate infor-
mation of ωi and πa, namely their correlations with re-
spect to the large scale modesΨΛ. In fact, it is not a new
idea to include some contributions to describe the effect
of shell-crossing on the matter power spectrum. For ex-
ample, [46] demonstrated that at the leading order, the
dominant effect comes from πθ. Assuming the density
contrast
ψa(k, η) = ψdust,a(k, η) +
∫ η
0
gab(η − η′)πa(k, η′), (79)
they showed that the correction to the power spectra at
the leading order would be [46]
Paa(k, η) = Pdust,aa(k, η) +
Paπθ (k, η)
(n/2− 1)(n/2 + 3/2) ,(80)
where n is defined as the growth index of πθ, i.e. πθ ≈
Dn/2. From the direct measurement of the simula-
tion, this would cause 1% correction to Pθθ(Pδδ) around
k ≈ 0.1h/Mpc (0.2h/Mpc). It is not difficult to notice
the consistency with our effective approach at the this or-
der, since with Gaussian assumption, the related effective
term reads (equation A2)
Cπθ (k; η) = 〈πθ,k|ΨΛ; η〉
= Pπθa(k, η)P
−1
ab (k, η)Ψb(k, η). (81)
Clearly, one would recover equation (80) after correlating
the time-evolved term Sπθ (k) with Ψd(k). It would be
very interesting to check the non-Gaussian correlation
between πa(k) and ψa, which we will defer to investigate
in the future. On the other hand, the correction from the
vorticity is much more complicated as it involves more
interaction kernels. However, as shown in [46], the effect
is much smaller, as the fraction error is roughly 0.002
around k ≈ 0.1h/Mpc.
In conclusion, from our perspective, as long as we
assume the orbit-crossing does not introduce any non-
negligible stochastic noise, one could fully account their
effects by studying the the cross correlation between
large-scale density (velocity) modes with vorticity and
πa.
VI. CONCLUSION AND DISCUSSION
In this paper, we formulated an effective theory of the
large-scale density and velocity fluctuation, where the
small scale influence is captured by the averaged non-
linear coupling conditional on large-scale modes.
◦ We showed that such effective dynamics is the char-
acteristic solution to the kinetic equation of the
PDF evolution. Therefore by construction, it would
reproduce the probability distribution P(ΨΛ, η),
given correct effective terms.
◦ Naturally, these conditional averages could be ex-
panded in the number of external large-scale
modes, and we have showed that non-local terms
are necessary for the complete recovery the statis-
tics. To estimate these effective terms, we applied
the Gram-Charlier expansion, and demonstrated
the agreement with SPT at one-loop order.
◦ As an effective theory, our formalism looks quite simi-
lar to the EFT of LSS at the linear order (in exter-
nal fields), i.e. equation (65) and (68), except that
higher order k dependence would also be captured
by terms like equation (46). The distinction is due
to different expansion series, i.e. cumulants expan-
sion in our formula versus the gradient expansion
of EFT.
◦ The effective dynamics could be generalized to include
the effects from orbit crossing. Particularly, we de-
fine a stochastic effective terms as the one would
change the underlying PDF evolution equation.
Besides the orbital-crossing terms, eventually, one might
be able to perform a direct integral over some highly
nonlinear model of the full joint PDF,
〈ψb,k1ψc,k2 |ΨΛ〉nlPnl(ΨΛ) =
∫
DΨΛ˜ (ψb,k1ψc,k2)Pnl(Γ),
(82)
so that our formalism could then extend to highly non-
linear regime.
Generally, this framework could also be applied to
many other dynamical systems. For example, one in-
teresting application would be the statistical evolution
of biased tracers. Consider a smoothed field of both
the number density fluctuation δt and the peculiar ve-
locity ut of a particular type of tracer, denoted as ψt,
we would like to understand the statistics of the large-
scale modes of this field, i.e. ψt,Λ. Following the same
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procedure, one could write down the kinetic equation of
P(Ψt,Λ, η), and study its effective solution. However, un-
like the dark matter field, we are less certain about the
fluid description of the biased tracer. For example, the
number density δt does not necessarily conserve. Rather,
due to merger, fragmentation and galaxy formation etc.,
one should expect an extra source term jt for the con-
tinuity equation (13). So the effective dynamics would
have a contribution like 〈jt|Ψt,Λ〉.
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Appendix A: Conditional Expectation of Mode Coupling
We have to estimate the conditional expectation of the form 〈x1|Y 〉 and 〈x1x2|Y 〉, where Y . By definition, this
would be expressed as
〈x1 · · ·xn|Y 〉P(Y ) =
∫
dX (x1 · · ·xn) P(Γ), (A1)
where P(Γ) = P(X,Y ). For Gaussian variables, we have
〈x1|Y 〉G = ξx1Yα
(
ξY
)−1
αβ
Yβ
〈x1x2|Y 〉G = ξx1x2 + ξx1Yα ξx2Yβ
[(
ξY
)−1
αγ
(
ξY
)−1
βδ
YδYδ −
(
ξY
)−1
αβ
]
(A2)
Using the cumulants expansion theorem, we could further expand to the weakly non-Gaussian field
〈x1|Y 〉 ≈ 〈x1|Y 〉G + 1
2
P−1G (Y )
(
∂2YαβPG(Y )
)[
ξx1Y Yαβ −
(
∂Yγ 〈x1|Y 〉G
)]
= 〈x1|Y 〉G + 1
2
[
ξx1Y Yαβ − ξY Y Yαβγ ξx1Yκ
(
ξY
)−1
κγ
] [(
ξY
)−1
αλ
(
ξY
)−1
βτ
YλYτ −
(
ξY
)−1
αβ
]
(A3)
On the other hand, we have
〈x1x2|Y 〉 ≈ 〈x1x2|Y 〉G
[
1 +
1
3!
ξYαβγP−1G (Y )
(
∂3YαβγPG(Y )
)]− 1
3!
P−1G (Y )
∫
dX(x1x2)ξ
Γ
αβγ
(
∂3ΓαβγPG(Γ)
)
= 〈x1x2|Y 〉G + ξx1x2Yα
(
ξY
)−1
αβ
Yβ − 1
2
[
ξx1Y Yαβ ξ
x2Y
γ + ξ
x2Y Y
αβ ξ
x1Y
γ
][(
ξY
)−1
γδ
(
ξY
)−1
αγ
(
ξY
)−1
βτ
×YδYγYτ −
((
ξY
)−1
αγ
(
ξY
)−1
βδ
+
(
ξY
)−1
βγ
(
ξY
)−1
αδ
+
(
ξY
)−1
αβ
(
ξY
)−1
γδ
)
Yδ
]
. (A4)
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