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Some consequences of the classification of ("mite simple groups William M. Kantor' This paper surveys some recent results obtained by assuming CSG: Every ("mite nonabelian simple group is either an alternating group, a Chevalley group, or one of the 26 sporadic groups.
My aim IS to avoid well-known consequences of CSG, such as the Schreier conjecture. I will also avoid some of the topics mentioned by Feit or Fried at the 1979 Santa Cruz group theory conference [17, 20) . Many of the applications of CSG mentioned here involve permutation groups; in part, this reflects my own bias. All that can be described in a brief, non-technical manner amounts to the tip of the iceberg of at least two major projects.
(A) Let G be a classical group over GF(q), where q > 11 and (6, q 1) contains very clear indications that there will be a rapidly expanding collection of "purely" group theoretic applications of CSG. In [2) it is shown that, for any finite group G, there is a solvable subgroup S and an element g of G such that G = (S,sg). In [1) it is shown that, if G is a 
* (A) If K is a finitely generated eztenaion of a global field and L is
• An algebraic number field or an algebraic function field in one variable over a finite field. (15] ). It seems ridiculous to have proved this using CSG. There should be a character-theoretic proof. On the other hand, the special case of (A) in which K is a global field is actually "equivalent" to (B) [15, 39) . Almost all subsequent examples also concern a permutation group G on a set X. If x e X then G is the stabilizer of x.
a nontrivial e",tension of K, then B(L/K) is infinite.
x Frequently, G will be primitive on X; that is, G will be transitive on X and G will be a maximal x subgroup of G. In this situation, it is sometimes possi ble to reduce to the case of more or less simple groups, using the following result.
O'Nan 8, 3j . Assume that G is primitive on X, and that the subgroup N generated by all the minimal normal subgroups of G 
The original statement of the above theorem omitted possibility (iii); see
The first application of this result is a fairly simply one. Example '1. Assume that G is primitive on X, and has rank 3 (i.e., G has exactly 3 orbits on X x X). The following are the only cases left to classify: G has a normal exceptional Chevalley subgroup over a field of 10 18 moderately small site (no more than (1.8) ); or G has a regular normal elementary abelian subgroup. (In the latter case, the problem seems to be to find a suitably nice prime divisor of [G [.) x Let N be as in the O'Nan-Scott Theorem, and assume that N is nonabelian. The remaining situations were dealt with in an entirely different manner. If 1 ;6 g E G, it is easy to show that there is a G -orbit on X -{x} of x G Gr size :0; Ig I, and then that IG:Gxl :0; Ig I (see [5] ). In each case, g is chosen so that Ig G I is minimized. On the other hand, a lower bound on IXI ~ IG:G I can also be obtained. When G is symmetric or alternating, x such a lower bound has been known for about a century, and sufficed for the result [5] . When G is a classical group, new lower bounds had to be found [30] .
Example 9 [8] . IGI < n C log log n. This is proved using the O'Nan-Scott Theorem, eSG, and the aforementioned lower bounds on IXI. The constant c is less than 10.
Stronger bounds on IGI are obtained in [4] , on the assumption that the composition factors of G are somewhat restricted.
Example 10 [9] . For almoBt all n, if G i8 a primititJe 8ubgroup of
More precisely, let E be the set of all n such that there is a primitive
(Here, lI'{x) is the number of primes p :0; x. The first term corresponds to integers n of the form n ~ p or p + 1; the second term corresponds to the 2 k cases n = k or (2)') The proof uses the O'Nan-Scott Theorem, eSG, and Example 8. Example 12 [38) . There is a constant c such that the number of 2 isomorphi8m claS8es of groups of order n is c(log n} les8 than n 2 . The proof uses the following consequence of CSG: the number of simple groups of order n is small (that number never exceeds 2).
Example 13. There should be many nontrivial applications of CSG to combinatorial questions. For example, no fillite group is yet known not to be capable of acting on a finite projective plane. Nevertheless, some results in this diredion are obtained in [27, 47) .
Technical applications of CSG in coding theory are found in [21, 22) .
In [6) , CSG was used to determine all graphs such that any isomorphism between induced subgraphs on at most 4 vertices is the restriction of an automorphism of the whole graph. On the other hand, it is not known whether a Sylow p-subgroup of G can be found in polynomial time --even if G is assumed to be solvable.
(However, if G is simple and p is a prime dividing IGI tben a Sylow p-subgroup of G can be found in polynomial time [32J. The proof uses eSG.) \Vbether centralizers of elements of G can be found in polynomial time is even harder; it may be relevant to the very difficult P "" NP problem of theoretical computer science.
It must be emphasized that the above results are of a theoretical, not practical nature. The polynomial restriction is quite different from the criteria for speed used in the computer construction and study of finite groups. Those criteria depend on probabilistic arguments, whereas (A) and (B) are concerned with absolute success in all situations. The difference can be seen using Cannon's Santa Cruz paper [11] . 
