We study a heavy piston that separates finitely many ideal gas particles moving inside a one-dimensional gas chamber. Using averaging techniques, we prove precise rates of convergence of the actual motions of the piston to its averaged behavior. The convergence is uniform over all initial conditions in a compact set. The results extend earlier work by Sinai and Neishtadt, who determined that the averaged behavior is periodic oscillation. In addition, we investigate the piston system when the particle interactions have been smoothed. The convergence to the averaged behavior again takes place uniformly, both over initial conditions and over the amount of smoothing.
Introduction
Consider the following simple model of a piston separating two gas chambers: A piston of mass M ≫ 1 divides a cylindrical chamber in R 3 into two halves. The piston is parallel to the two ends of the chamber and can only move in the normal direction. On either side of the piston there are a finite number of gas particles of unit mass. All of the gas particles are point particles that interact with the walls of the chamber and with the piston via elastic collisions. The interactions of the gas particles with the piston and the ends of the chamber are completely specified by their motions along the normal axis of the chamber. Thus, this system projects onto a system inside the unit interval consisting of a massive point particle, the piston, which interacts with the gas particles on either side of it. These gas particles make elastic collisions with the walls at the ends of the chamber and with the piston, but they do not interact with each other: They form an ideal gas.
This simple model is useful for investigating the adiabatic piston problem [2] . This wellknown problem from physics concerns an adiabatic piston, i.e. one with no internal degrees of freedom, that separates two gas chambers. Initially, the piston is fixed in place, and the gas in each chamber is in a separate thermal equilibrium. At some time, the piston is no longer externally constrained and is free to move. One hopes for an ergodic theorem to show that eventually the system will come to a full thermal equilibrium, where each gas has the same pressure and temperature. If one existed, then the final pressure and temperature could be predicted using thermodynamics. However, whether the system will evolve to thermal equilibrium and the interim behavior of the piston are mechanical problems that are not yet explicitly resolved [7] . We do not give a full investigation of these issues here, but we wish to emphasize that they cannot be addressed by thermodynamics alone. The interested reader should see some papers [3, 10] and the references therein for details about recent progress in this area.
Gruber et al. [8, 9, 10] have extensively studied the simple model above using the Boltzmann equation, the Liouville equation, and numerical simulations. Making various assumptions, they observed that the system evolves in at least two stages. First, the system relaxes deterministically and adiabatically toward mechanical equilibrium, where the pressures on either side of the piston are equal. In the second, much longer, stage, the piston drifts stochastically in the direction of the hotter gas, and the temperatures of the gases equilibrate. Because of the piston's stochastic fluctuations, heat is allowed to flow between the gases, and in this sense the piston is no longer adiabatic. It should be emphasized that the behavior of the piston depends strongly on the ratios n i /M, where n 1 and n 2 are the number of gas particles on either side of the piston. In the thermodynamic limit M, n 1 , n 2 → ∞ while n 1 /M and n 2 /M are held fixed, Gruber et al. [9] concluded that in the first stage above, the piston performs damped oscillatory motion, where the damping is strong if n 1 /M, n 2 /M > 1, and weak if n 1 /M, n 2 /M < 1. Using kinetic theory, Crosignani et al. [5] had already derived similar equations describing this damped oscillatory motion for the adiabatic piston.
Sinai [17] also investigated the simple model, but with averaging techniques that examine the limit where M → ∞ while the total energy of the system is bounded and n 1 and n 2 are fixed. He determined that the averaged behavior of the piston is periodic oscillation, with the piston moving inside an effective potential well whose shape depends on the initial position of the piston and the initial energies of the gases. Neishtadt and Sinai [15] pointed out that a classical averaging theorem due to Anosov, proved for smooth systems, can be extended to this case. Their insight allows us to conclude that if we examine the actual motions of the piston with respect to the slow time τ = t/M 1/2 as M → ∞, then in probability (with respect to Riemannian volume) most initial conditions give rise to orbits whose actual motion is accurately described by the averaged behavior for τ ∈ [0, 1].
This paper proves that the actual motions do not deviate by more than O(M −1/2 ) from the averaged behavior for τ ∈ [0, 1], i.e. for t ∈ [0, M 1/2 ]. Furthermore, the size of the deviations is bounded, independent of the initial conditions.
We also investigate the behavior of the system when the interactions of the gas particles with the walls and the piston have been smoothed, so that Anosov's theorem applies directly. Let δ ≥ 0 be a parameter of smoothing, so that δ = 0 corresponds to the hard core setting The piston system with n 1 = 3 and n 2 = 4. Note that the gas particles do not interact with each other, but only with the piston and the walls.
above. Then the averaged behavior of the piston is still a periodic oscillation, which depends smoothly on δ. We show that the deviations of the actual motions of the piston from the averaged behavior are again not more than O(M −1/2 ) on the time scale M 1/2 . The size of the deviations is bounded uniformly, both over initial conditions and over the amount of smoothing.
Statement of results

The hard core piston problem
Consider the system of n 1 + n 2 + 1 point particles moving inside the unit interval indicated in Figure 1 . One distinguished particle, the piston, has position X and mass M. To the left of the piston there are n 1 > 0 particles with positions x 1,j and masses m 1,j , 1 ≤ j ≤ n 1 , and to the right there are n 2 > 0 particles with positions x 2,j and masses m 2,j , 1 ≤ j ≤ n 2 . These gas particles do not interact with each other, but they interact with the piston and with walls located at the end points of the unit interval via elastic collisions. We denote the velocities by dX/dt = V and dx i,j /dt = v i,j . There is a method for transforming this system into a billiard system consisting of a point particle moving inside an (n 1 +n 2 +1)-dimensional polytope [4] , but we will not use this in what follows.
We are interested in the dynamics of this system when the numbers and masses of the gas particles are fixed, the total energy is bounded, and the mass of the piston tends to infinity. When M = ∞, the piston remains at rest, and each gas particle performs periodic motion. More interesting are the motions of the system when M is very large but finite. Because the total energy of the system is bounded, MV 2 /2 ≤ cnst, and so V = O(M −1/2 ). Set ε = M −1/2 , and let W = V /ε, so that dX/dt = εW with W = O(1). When ε = 0, the system has n 1 +n 2 +2 independent first integrals (conserved quantities), which we take to be X, W , and s i,j = |v i,j |, the speeds of the gas particles. We refer to these variables as the slow variables because they should change slowly with time when ε is small, and we denote them by h = (X, W,
denote the dynamics of these variables in time for a fixed value of ε, where z represents the dependence on the initial condition in phase space. We usually suppress the initial condition in our notation. Think of h ε (·) as a random variable which, given an initial condition in the 2(n 1 + n 2 + 1)-dimensional phase space, produces a piecewise continuous path in R n 1 +n 2 +2 . These paths are the projection of the actual motions in our phase space onto a lower dimensional space. The goal of averaging is to find a vector field on R n 1 +n 2 +2 whose orbits approximate h ε (t).
The averaged equation
Sinai [17] 
as the averaged equation (with respect to the slow time τ = εt) for the slow variables. We provide a heuristic derivation in Section 3.2. Sinai solved this equation as follows:
Hence
and so (X, W ) behave as if they were the coordinates of a Hamiltonian system describing a particle undergoing periodic motion inside a potential well. If we let E i = n i j=1 m i,j s 2 i,j /2 be the kinetic energy of the gas particles on one side of the piston, the effective Hamiltonian may be expressed as
Hence, the solutions to the averaged equation are periodic for all initial conditions under consideration.
Main result in the hard core setting
The solutions of the averaged equation approximate the motions of the slow variables, h ε (t), on a time scale O(1/ε) as ε → 0. Precisely, leth(τ, z) =h(τ ) be the solution of
Again, think ofh(·) as being a random variable that takes an initial condition in our phase space and produces a path in R n 1 +n 2 +2 .
Next, fix a compact set V ⊂ R n 1 +n 2 +2 such that h ∈ V ⇒ X ⊂⊂ (0, 1), W ⊂⊂ R, and s i,j ⊂⊂ (0, ∞) for each i and j.
1 For the remainder of this discussion we will restrict our attention to the dynamics of the system while the slow variables remain in the set V. To this end, we define the stopping time 
Note that the stopping time does not unduly restrict the result. Given any c such that h = c ⇒ X ∈ (0, 1), s i,j ∈ (0, ∞), then by an appropriate choice of the compact set V we may ensure that, for all ε sufficiently small and all initial conditions in our phase space with h ε (0) = c, T ε ≥ T . We do this by choosing V ∋ c such that the distance between ∂V and the periodic orbith(τ ) withh(0) = c is positive. Call this distance d. Then T ε can only occur before T if h ε (τ /ε) has deviated by at least d fromh(τ ) for some τ ∈ [0, T ). Since the size of the deviations tends to zero uniformly with ε, this is impossible for all small ε.
The soft core piston problem
In this section, we consider the same system of one piston and gas particles inside the unit interval considered in Section 2.1, but now the interactions of the gas particles with the walls and with the piston are smooth. Let κ : R → R be a C 2 function satisfying
Let δ > 0 be a parameter of smoothing, and set κ δ (x) = κ(x/δ). Then consider the Hamiltonian system obtained by having the gas particles interact with the piston and the walls via the potential When ε = 0, the Hamiltonian system admits n 1 + n 2 + 2 independent first integrals, which we choose this time as h = (X, W, E 1,j , E 2,j ). While discussing the soft core dynamics we use the energies E i,j rather than the variables s i,j = 2E i,j /m i,j , which we used for the hard core dynamics, for convenience.
For comparison with the hard core results, we formally consider the dynamics described by setting δ = 0 to be the hard core dynamics described in Section 2.1. This is reasonable because we will only consider gas particle energies below the barrier height κ(0). Then for any ε, δ ≥ 0, h δ ε (t) denotes the actual time evolution of the slow variables. While discussing the soft core dynamics we often use δ as a superscript to specify the dynamics for a certain value of δ. We usually suppress the dependence on δ, unless it is needed for clarity.
Main result in the soft core setting
We have already seen that when δ = 0, there is an appropriate averaged vector fieldH 0 whose solutions approximate the actual motions of the slow variables, h 0 ε (t). We will show that when δ > 0, there is also an appropriate averaged vector fieldH δ whose solutions still approximate the actual motions of the slow variables, h δ ε (t). We delay the derivation ofH δ until Section 5.1.
Fix a compact set V ⊂ R n 1 +n 2 +2 such that h ∈ V ⇒ X ⊂⊂ (0, 1), W ⊂⊂ R, and E i,j ⊂⊂ (0, κ(0)) for each i and j. For each ε, δ ≥ 0 we define the functionsh δ (·) and T δ ε on our phase space by lettingh δ (τ ) be the solution of
and
Theorem 2.2. There exists δ 0 > 0 such that the averaged vector fieldH
As in Section 2.1, for any fixed c there exists a suitable choice of the compact set V such that for all sufficiently small ε and δ, T 
Applications and generalizations
Relationship between the hard core and the soft core piston It is not a priori clear that we can compare the motions of the slow variables on the time scale 1/ε for δ > 0 versus δ = 0, i.e. compare the motions of the soft core piston with the motions of the hard core piston on a relatively long time scale. It is impossible to compare the motions of the fast-moving gas particles on this time scale as ε → 0. As we see in Section 5, the frequency with which a gas particle hits the piston changes by an amount O(δ) when we smooth the interaction. Thus, on the time scale 1/ε, the number of collisions is altered by roughly O(δ/ε), and this number diverges if δ is held fixed while ε → 0.
Similarly, one might expect that it is impossible to compare the motions of the soft and hard core pistons as ε → 0 without letting δ → 0 with ε. However, from Gronwall's Inequality it follows that ifh
. From the triangle inequality and Theorems 2.1 and 2.2 we obtain the following corollary, which allows us to compare the motions of the hard core and the soft core piston.
This shows that, provided the slow variables have the same initial conditions,
Thus the motions of the slow variables converge on the time scale 1/ε as ε, δ → 0, and it is immaterial in which order we let these parameters tend to zero.
The adiabatic piston problem
We comment on what Theorem 2.1 says about the adiabatic piston problem. The initial conditions of the adiabatic piston problem require that W (0) = 0. Although our system is so simple that a proper thermodynamical pressure is not defined, we can define the pressure of a gas to be the average force received from the gas particles by the piston when it is held fixed, i.e.
= 2E 1 /X and P 2 = 2E 2 /(1 − X). Then if P 1 (0) > P 2 (0), the initial condition for our averaged equation (1) has the motion of the piston starting at the left turning point of a periodic orbit determined by the effective potential well. Up to errors not much bigger than M −1/2 , we see the piston oscillate periodically on the time scale M 1/2 . If P 1 (0) < P 2 (0), the motion of the piston starts at a right turning point. However, if P 1 (0) = P 2 (0), then the motion of the piston starts at the bottom of the effective potential well. In this case of mechanical equilibrium,h(τ ) =h(0), and we conclude that, up to errors not much bigger than M −1/2 , we see no motion of the piston on the time scale M 1/2 . A much longer time scale is required to see if the temperatures equilibrate.
Generalizations
There are several other ways this work could be generalized. For example, one could replace the walls at 0 and 1 by heat baths, so that whenever a gas particle reaches a heat bath, it is absorbed, and another gas particle is emitted with its velocity chosen independently and randomly according to some distribution. Similarly, the walls could be replaced by a forcing mechanism (much like the bumpers in a pinball machine) that changes a colliding gas particle's kinetic energy.
A simple generalization of Theorem 2.1, proved by similar techniques, follows. The system consists of N − 1 pistons, that is, heavy point particles, located inside the unit interval at positions X 1 < X 2 < . . . < X N −1 . Walls are located at X 0 ≡ 0 and X N ≡ 1, and the piston at position X i has mass M i . Then the pistons divide the unit interval into N chambers. Inside the i th chamber, there are n i ≥ 1 gas particles whose locations and masses will be denoted by x i,j and m i,j , respectively, where 1 ≤ j ≤ n i . All of the particles are point particles, and the gas particles interact with the pistons and with the walls via elastic collisions. However, the gas particles do not directly interact with each other. We scale the piston masses as M i =M i /ε 2 withM i constant, define W i by dX i /dt = εW i , and let E i be the kinetic energy of the gas particles in the i th chamber. Then we can find an appropriate averaged equation whose solutions have the pistons moving like an N-dimensional particle inside a potential well with an effective Hamiltonian
If we write the slow variables as h = (X i , W i , |v i,j |) and fix a compact set V such that
, then the convergence of the actual motions of the slow variables to the averaged solutions is exactly the same as the convergence given in Theorem 2.1.
Preparatory material
Before the proofs of our main results, we present some averaging results, as well as a heuristic derivation of the averaged equation for the hard core piston. This material provides background for our work and establishes some notation.
The averaging framework
In this section, consider a family of ordinary differential equations
on a smooth, finite-dimensional Riemannian manifold M, which depends on the real parameter ε ∈ [0, ε 0 ]. Assume
• Regularity: the functions Z and ∂Z/∂ε are both
We denote the flow generated by Z(·, ε) by z ε (t, z) = z ε (t). We will usually suppress the dependence on the initial condition z = z ε (0, z). Think of z ε (·) as being a random variable whose domain is the space of initial conditions for the differential equation (5) and whose range is the space of continuous paths (depending on the parameter t) in M.
• Existence of smooth integrals: z 0 (t) has m independent C 2 first integrals h = (h 1 , . . . , h m ).
Then h is conserved by z 0 (t), and at every point the linear operator ∂h/∂z has full rank. It follows from the implicit function theorem that each level set M c = {h = c} is a smooth submanifold of co-dimension m, which is invariant under z 0 (t). Further, assume that there exists an open ball U ⊂ R m satisfying:
• Compactness: ∀c ∈ U, M c is compact.
• Preservation of smooth measures: ∀c ∈ U, z 0 (t)| Mc preserves a smooth measure µ c that varies smoothly with c, i.e. there exists a C 1 function f : M → R >0 such that f | Mc is the density of µ c with respect to the restriction of Riemannian volume.
Set h ε (t) = h(z ε (t)). Since dh 0 /dt ≡ 0, Hadamard's Lemma allows us to write
h.
Here L denotes the Lie derivative. Define the averaged vector fieldH bȳ
ThenH is C 1 . Fix a compact set V ⊂ U, and leth(τ ) be the solution of
We only consider the dynamics in a compact subset of phase space, so for initial conditions z ∈ h −1 U, define the stopping time T ε = inf{τ ≥ 0 :h(τ ) / ∈ V or h ε (τ /ε) / ∈ V}. Heuristically, think of the phase space M as being a fiber bundle whose base is the open set U and whose fibers are the compact sets M h . See Figure 2 . Then the vector field Z(·, 0) is perpendicular to the base, so its orbits z 0 (t) flow only along the fibers. Now when 0 < ε ≪ 1, the vector field Z(·, ε) acquires a component of size O(ε) along the base, and so its orbits z ε (t) have a small drift along the base, which we can follow by observing the evolution of h ε (t). Because of this, we refer to h as consisting of the slow variables. Other variables, used to complete h to a parameterization of (a piece of) phase space, are called fast variables. Note that h ε (t) depends on all the dimensions of phase space, and so it is not the flow of a vector field on the m-dimensional space U. However, because the motion along each fiber is relatively fast compared to the motion across fibers, we hope to be able to average over the fast motions and obtain a vector field on U that gives a good description of h ε (t) over a relatively long time interval, independent of where the solution z ε (t) started on M hε(0) . Because our averaged vector field, as defined by Equation (6), only accounts for deviations of size O(ε), we cannot expect this time interval to be longer than size O(1/ε). In terms of the slow time τ = εt, this length becomes O(1). In other words, the goal of the first-order averaging method described above should be to show that, in some sense, sup 0≤τ ≤1∧Tε h ε (τ /ε) −h(τ ) → 0 as ε → 0. This is often referred to as the averaging principle.
A schematic of the phase space M.
Some averaging results
So far, we are in a general averaging setting. Frequently, one also assumes that the invariant submanifolds, M h , are tori, and that there exists a choice of coordinates z = (h, ϕ) on M in which the differential equation (5) takes the form
Then if ϕ ∈ S 1 and the differential equation for the fast variable is regular, i.e. Φ(h, ϕ, 0) is bounded away from zero for h ∈ U,
See for example Chapter 5 in [16] or Chapter 3 in [13] . When the differential equation for the fast variable is not regular, or when there is more than one fast variable, the typical averaging result becomes much weaker than the uniform convergence above. For example, consider the case when ϕ ∈ T n , n > 1, and the unperturbed motion is quasi-periodic, i.e. Φ(h, ϕ, 0) = Ω(h). Also assume that H ∈ C n+2 and that Ω is nonvanishing and satisfies a nondegeneracy condition on U (for example, Ω : U → T n is a submersion). Let P denote Riemannian volume on M. Neishtadt [13, 14] showed that in this situation, for each fixed δ > 0,
and that this result is optimal. Thus, the averaged equation only describes the actual motions of the slow variables in probability on the time scale 1/ε as ε → 0.
Neishtadt's result was motivated by a general averaging theorem for smooth systems due to Anosov. This theorem requires none of the additional assumptions in the averaging results above. Under the conditions of regularity, existence of smooth integrals, compactness, and preservation of smooth measures, as well as
• Ergodicity: for Lebesgue almost every c ∈ U, (z 0 (·), µ c ) is ergodic, Anosov [1, 13] showed that sup 0≤τ ≤1∧Tε h ε (τ /ε) −h(τ ) → 0 in probability (w.r.t. Riemannian volume) as ε → 0.
If we consider h ε (·) andh(·) to be random variables, this is a version of the weak law of large numbers. In general, we can do no better: There is no general strong law in this setting. There exists an example due to Neishtadt (which comes from the equations for the motion of a pendulum with linear drag being driven by a constant torque) where for no initial condition in a positive measure set do we have convergence of h ε (t) toh(εt) on the time scale 1/ε as ε → 0 [12] . Here, the phase space is R × S 1 , and the unperturbed motion is (uniquely) ergodic on all but one fiber.
In 2004, Kifer [11] gave necessary and sufficient conditions for the averaging principle to hold in an averaged sense with respect to initial conditions. He also showed explicitly that his conditions are met in the setting of Anosov's theorem. A recent, relatively simple proof of the version of Anosov's theorem stated above is due to Dolgopyat [6] .
Heuristic derivation of the averaged equation for the hard core piston
We present here a heuristic derivation of Sinai's averaged equation (1) that is found in [6] . First, we examine interparticle collisions when ε > 0. When a particle on the left, say the one at position x 1,j , collides with the piston, s 1,j and W instantaneously change according to the laws of elastic collisions:
If the speed of the left gas particle is bounded away from zero, and W = M 1/2 V is also bounded, it follows that for all ε sufficiently small, any collision will have v − 1,j > 0 and v + 1,j < 0. In this case, when we translate Equation (7) into our new coordinates, we find that
so that
The situation is analogous when particles on the right collide with the piston. For all ε sufficiently small, s 2,j and W instantaneously change by
We defer discussing the rare events in which multiple gas particles collide with the piston simultaneously, although we will see that they can be handled appropriately. Let ∆t be a length of time long enough such that the piston experiences many collisions with the gas particles, but short enough such that the slow variables change very little, in this time interval. From each collision with the particle at position x 1,j , W changes by an amount +2εm 1,j s 1,j + O(ε 2 ), and the frequency of these collisions is approximately
. Arguing similarly for collisions with the other particles, we guess that
Note that not only does the position of the piston change slowly in time, but its velocity also changes slowly, i.e. the piston has inertia. With τ = εt as the slow time, a reasonable guess for the averaged equation for W is
Similar arguments for the other slow variables lead to the averaged equation (1).
4 Proof of the main result for the hard core piston 4.1 Proof of Theorem 2.1 with only one gas particle on each side
We specialize to the case when there is only one gas particle on either side of the piston, i.e. we assume that n 1 = n 2 = 1. We then denote x 1,1 by x 1 , m 2,2 by m 2 , etc. This allows the proof's major ideas to be clearly expressed, without substantially limiting their applicability. At the end of this section, we outline the simple generalizations needed to make the proof apply in the general case.
A choice of coordinates on the phase space for a three particle system
As part of our proof, we choose a set of coordinates on our six-dimensional phase space such that, in these coordinates, the ε = 0 dynamics are smooth. Complete the slow variables h = (X, W, s 1 , s 2 ) to a full set of coordinates by adding the coordinates ϕ i ∈ [0, 1]/ 0 ∼ 1 = S 1 , i = 1, 2, defined as follows:
When ε = 0, these coordinates are simply the angle variable portion of action-angle coordinates for an integrable Hamiltonian system. They are defined such that collisions occur between the piston and the gas particles precisely when ϕ 1 or ϕ 2 = 1/2. Then z = (h, ϕ 1 , ϕ 2 ) represents a choice of coordinates on our phase space, which is homeomorphic to (a subset of R 4 ) × T 2 . We abuse notation and also let h(z) represent the projection onto the first four coordinates of z.
Now we describe the dynamics of our system in these coordinates. When ϕ 1 , ϕ 2 = 1/2,
Hence between interparticle collisions, the dynamics are smooth and are described by
When ϕ 1 reaches 1/2, while ϕ 2 = 1/2, the coordinates X, s 2 , ϕ 1 , and ϕ 2 are instantaneously unchanged, while s 1 and W instantaneously jump, as described by Equation (8) . It is curious that s 
The situation is analogous when ϕ 2 reaches 1/2, while ϕ 1 = 1/2. Then W and s 2 are instantaneously transformed by a linear transformation
We also account for the possibility of all three particles colliding simultaneously. There is no completely satisfactory way to do this, as the dynamics have an essential singularity near {ϕ 1 = ϕ 2 = 1/2}. Furthermore, such three particle collisions occur with probability zero with respect to the invariant measure discussed below. However, the two 3 × 3 matrices
have a commutator of size O(ε 2 ). We will see that this small of an error will make no difference to us as ε → 0, and so when ϕ 1 = ϕ 2 = 1/2, we pretend that the left particle collides with the piston instantaneously before the right particle does. Precisely, we transform the variables s 1 , W, and s 2 by
We find that
The above rules define a flow on the phase space, which we denote by z ε (t). We denote its components by X ε (t), W ε (t), s 1,ε (t), etc. When ε > 0, the flow is not continuous, and for definiteness we take z ε (t) to be left continuous in t.
Because our system comes from a Hamiltonian system, it preserves Liouville measure. In our coordinates, this measure has a density proportional to X(1 − X). That this measure is preserved also follows from the fact that the ordinary differential equation (9) preserves this measure, and the matrices A 1,ε , A 2,ε have determinant 1. Also note that the set {ϕ 1 = ϕ 2 = 1/2} has co-dimension two, and so t z ε (t){ϕ 1 = ϕ 2 = 1/2} has co-dimension one, which shows that only a measure zero set of initial conditions will give rise to three particle collisions.
Argument for uniform convergence
Step 1: Reduction using Gronwall's Inequality. Define H(z) by
Here we make use of Dirac delta functions. All integrals involving these delta functions may be replaced by sums. We explicitly deal with any ambiguities arising from collisions occurring at the limits of integration.
where any ambiguity about changes due to collisions occurring precisely at times 0 and t is absorbed in the O(ε) term.
Proof. There are four components to verify. The first component requires that
. This is trivially true because X ε (t) − X ε (0) = ε t 0 W ε (s)ds. The second component states that
Let r k and q j be the times in (0, t) such that ϕ 1,ε (r k ) = 1/2 and ϕ 2,ε (q j ) = 1/2, respectively. Then
Observe that there exists ω > 0 such that for all sufficiently small ε and all h ∈ V, 1/ω < dϕ i dt < ω. Thus the number of collisions in a time interval grows no faster than linearly in the length of that time interval. Because t ≤ T /ε, it follows that
and Equation (10) is verified. Note that because V is compact, there is uniformity over all initial conditions in the size of the O(ε) terms above. The third and fourth components are handled similarly.
Next,h(τ ) satisfies the integral equation
Define e ε (τ ) = ε τ /ε 0 H(z ε (s)) −H(h ε (s))ds. It follows from Gronwall's Inequality that
Gronwall's Inequality is usually stated for continuous paths, but the standard proof (found in [16] ) still works for paths that are merely integrable, and h (τ ) − h ε (τ /ε) is piecewise smooth.
Step 2: A splitting according to particles. Now
and so, in order to show that sup 0≤τ ≤T ∧Tε |e ε (τ )| = O(ε), it suffices to show that
as well as two analogous claims about terms involving ϕ 2,ε . Thus we have effectively separated the effects of the different gas particles, so that we can deal with each particle separately. We will only show that sup 0≤τ ≤T ∧Tε
. The other three terms can be handled similarly.
Step 3: A sequence of times adapted for ergodization. Ergodization refers to the convergence along an orbit of a function's time average to its space average. Because of the splitting according to particles above, one can easily check that
, even when z 0 (·) restricted to the invariant tori M h 0 is not ergodic. In this step, for each initial condition z ε (0) in our phase space, we define a sequence of times t k,ε inductively as follows: t 0,ε = inf{t ≥ 0 : ϕ 1,ε (t) = 0}, t k+1,ε = inf{t > t k,ε : ϕ 1,ε (t) = 0}. This sequence is chosen because δ ϕ 1,0 (s)=1/2 is "ergodizd" as time passes from t k,0 to t k+1,0 . If ε is sufficiently small and t k+1,ε ≤ (T ∧ T ε )/ε, then the spacings between these times are uniformly of order 1, i.e. 1/ω < t k+1,ε − t k,ε < ω. Thus,
Step 4: Control of individual terms by comparison with solutions along fibers. The sum in Equation (12) has no more than O(1/ε) terms, and so it suffices to show that each term is no larger than O(ε). We can accomplish this by comparing the motions of z ε (t) for t k,ε ≤ t ≤ t k+1,ε with the solution of the ε = 0 version of Equation (9) that, at time t k,ε , is located at z ε (t k,ε ). Since each term in the sum has the same form, without loss of generality we will only examine the first term and suppose that t 0,ε = 0, i.e. that ϕ 1,ε (0) = 0.
Proof. To check that sup
. Furthermore, the other slow variables change by O(ε) at collisions, while the number of collisions in the time interval [0,
Using what we know about the divergence of the slow variables,
. We conclude that
From Equations (11) and (12), we see that sup 0≤τ ≤T ∧Tε h ε (τ /ε) −h(τ ) = O(ε), independent of the initial condition in h −1 V.
Extension to multiple gas particles
When n 1 , n 2 > 1, only minor modifications are necessary to generalize the proof above. We start by extending the slow variables h to a full set of coordinates on phase space by defining the angle variables
, and z = (h, ϕ 1,j , ϕ 2,j ) represents a choice of coordinates on our phase space, which is homeomorphic to (a subset of R n 1 +n 2 +2 )× T n 1 +n 2 . In these coordinates, the dynamical system yields a discontinuous flow z ε (t) on phase space. The flow preserves Liouville measure, which in our coordinates has a density proportional to X n 1 (1 −X) n 2 . As is Section 4.1, one can show that the measure of initial conditions leading to multiple particle collisions is zero.
Next, define H(z) by
. From here, the rest of the proof follows the same arguments made in Section 4.1.
Proof of the main result for the soft core piston
For the remainder of this work, we consider the family of Hamiltonian systems introduced in Section 2.2, which are parameterized by ε, δ ≥ 0. For simplicity, we specialize to n 1 = n 2 = 1. As in Section 4, the generalization to n 1 , n 2 > 1 is not difficult. The Hamiltonian dynamics are given by the following ordinary differential equation:
Recalling the particle energies defined by Equation (3), we find that
For the compact set V introduced in Section 2.2, fix a small positive number E and an open set U ⊂ R 4 such that V ⊂ U and h ∈ U ⇒ X ∈ (E, 1 − E), W ⊂⊂ R, and E < E 1 , E 2 < κ(0) − E. We only consider the dynamics for 0 < δ < E/2 and h ∈ U.
Define
Then the energies 
Furthermore,
The proof of this lemma is mostly computational, and so we delay it until Section 6. Note especially that the periods can be suitably defined such that their regularity extends to δ = 0.
In this section, and in Section 6 below, we adopt the following convention on the use of the O notation. All use of the O notation will explicitly contain the dependence on ε and δ as ε, δ → 0. For example, if a function f (h, ε, δ) = O(ε), then there exists δ ′ , ε ′ > 0 such that sup 0<ε≤ε ′ , 0<δ≤δ ′ , h∈V |f (h, ε, δ)/ε| < ∞.
so that a(E 1 , δ) is a turning point for the left gas particle. Then a = δκ 
′ (y) < 0 for y > 0, and (κ −1 ) ′ (y) → −∞ as y → 0 + . Because we only consider energies E i ∈ (E, κ(0) − E), it follows that a(E i , δ) is a C 2 function for the domains of interest.
Derivation of the averaged equation
As we previously pointed out, for each fixed δ, Anosov's Theorem applies directly to the family of ordinary differential equations in Equation (13), provided that δ is sufficiently small. The invariant fibers M h of the ε = 0 flow are tori described by a fixed value of the four slow variables and {(X, W,
If we use (x 1 , x 2 ) as local coordinates on M h , which is valid except when v 1 or v 2 = 0, the invariant measure µ h of the unperturbed flow has the density
The restricted flow is ergodic for almost every h. See Corollary 6.1 in Section 6. Now
Similarly,
It follows that the averaged vector field is
where from Lemma 5.1 we see thatH
.H 0 (h) agrees with the averaged vector field for the hard core system from Equation (1), once we account for the change of coordinates E i = m i s 2 i /2. Remark 5.1. An argument due to Neishtadt and Sinai [15] shows that the solutions to the averaged equation (4) are periodic. This argument also shows that, as in the case δ = 0, the limiting dynamics of (X, W ) are effectively Hamiltonian, with the shape of the Hamiltonian depending on δ, X(0), and the initial energies of the gas particles. The argument depends heavily on the observation that the phase integrals
are adiabatic invariants, i.e. they are integrals of the solutions to the averaged equation. Thus the four-dimensional phase space of the averaged equation is foliated by invariant twodimensional submanifolds, and one can think of the effective Hamiltonians for the piston as living on these submanifolds.
Proof of Theorem 2.2
The following arguments are motivated by our proof in Section 4, although the details are more involved as we show that the rate of convergence is independent of all small δ.
A choice of coordinates on phase space
We wish to describe the dynamics in a coordinate system inspired by the one used in Section 4.1. For each fixed δ ∈ (0, δ 0 ], this change of coordinates will be C 1 in all variables on the domain of interest. However, it is an exercise in analysis to show this, and so we delay the proofs of the following two lemmas until Section 6.
We introduce the angular coordinates ϕ i ∈ [0, 1]/ 0 ∼ 1 = S 1 defined by
Then z = (h, ϕ 1 , ϕ 2 ) is a choice of coordinates on h −1 U. As before, we will abuse notation and let h(z) denote the projection onto the first four coordinates of z.
There is a fixed value of δ 0 in the statement of Theorem 2.2. However, for the purposes of our proof, it will be convenient to progressively choose δ 0 smaller when needed. At the end of the proof, we will have only shrunk δ 0 a finite number of times, and this final value will satisfies the requirements of the theorem. Our first requirement on δ 0 is that it is smaller than E/2. Lemma 5.2. If δ 0 > 0 is sufficiently small, then for each δ ∈ (0, δ 0 ] the ordinary differential equation (13) in the coordinates z takes the form
where
Recall that, by our conventions, the O(ε) terms in Equation (16) have a size that can be bounded independent of all δ sufficiently small. Denote the flow determined by Z δ (·, ε) by z δ ε (t), and its components by
In particular, H δ (z, ε) = H δ (z, 0). Before proceeding, we need one final technical lemma.
Argument for uniform convergence
We start by proving the following lemma, which essentially says that an orbit z δ ε (t) only spends a fraction O(δ) of its time in a region of phase space where
Proof. Without loss of generality, T ′ = 0. From Lemmas 5.1 and 5.2 it follows that if we choose δ 0 sufficiently small, then there exists ω > 0 such that for all sufficiently small ε and all δ ∈ (0, δ 0 ], h ∈ V ⇒ 1/ω < dϕ δ i,ε dt < ω. Define the set B = [1/2 − Kδ, 1/2 + Kδ], where K comes from Lemma 5.3. Then we find a crude bound on
This yields
Similarly, From Lemma 5.5 we find that
But when
and so
Hence,
as desired.
Appendix to Section 5
Proof of Lemma 5.1:
Proof. For 0 < δ < E/2,
We only consider the claims about T 1 , and for convenience we take m 1 = 2. Then
.
Notice that (κ −1 ) ′ (u) diverges as u → 0 + , while (E − u) −1/2 diverges as u → E − , but both functions are still integrable on [0, E]. It follows that F (E) is well defined. Then it suffices to show that
A standard application of the Dominated Convergence Theorem allows us to differentiate inside the integral and conclude that
To examine F 2 , we make the substitution v = E − u to find that
Using the fact that (κ −1 ) ′ ∈ C 1 ([E/2, κ(0)]) and the Dominated Convergence Theorem, we find that F 2 is differentiable, with
Another application of the Dominated Convergence Theorem shows that F ′ 2 is continuous, and so F 2 ∈ C 1 ([E, κ(0) − E]). Thus
has the desired regularity. For future reference, we note that Proof. The flow is ergodic whenever the periods T 1 and T 2 are irrationally related. Fix δ sufficiently small such that
1 + O(δ) < 0. Next, consider X, W , and E 2 fixed, so that T 2 is constant. Because T 1 ∈ C 1 , it follows that, as we let E 1 vary,
/ ∈ Q for almost every E 1 . The result follows from Fubini's Theorem.
Proof of Lemma 5.2:
Proof. For the duration of this proof, we consider the dynamics for a small, fixed value of δ > 0, which we generally suppress in our notation. For convenience, we take m 1 = 2.
Let ψ denote the map taking (X, W, x 1 , v 1 , x 2 , v 2 ) to (X, W, E 1 , E 2 , ϕ 1 , ϕ 2 ). We claim that ψ is a C 1 change of coordinates on the domain of interest. Since E 1 = v 2 1 +κ δ (x 1 )+κ δ (X −x 1 ), E 1 is a C 2 function of x 1 , v 1 , and X. A similar statement holds for E 2 . The angular coordinates ϕ i (x i , v i , X) are defined by Equation (14) . We only consider ϕ 1 , as the statements for ϕ 2 are similar. Then ϕ 1 (x 1 , v 1 , X) is clearly C 1 whenever x 1 = a, X − a. The apparent difficulties in regularity at the turning points are only a result of how the definition of ϕ 1 is presented in Equation (14) . Recall that the angle variables are actually defined by integrating the elapsed time along orbits, and our previous definition expressed ϕ 1 in a manner which emphasized the dependence on x 1 . In fact, whenever |v 1 | < √ E 1 ,
Here E 1 is implicitly considered to be a function of x 1 , v 1 , and X. One can verify that Dψ is non-degenerate on the domain of interest, and so ψ is indeed a C 1 change of coordinates.
Next observe that dϕ 1,0 /dt = 1/T 1 , so Hadamard's Lemma implies that dϕ 1,ε /dt = 1/T 1 + O(εf (δ)). It remains to show that, in fact, we may take f (δ) = 1. It is easy to verify this whenever x 1 ≤ X − δ because dE 1 /dt = 0 there. We only perform the more difficult verification when x 1 > X − δ.
When x 1 > X − δ, |v 1 | < √ E 1 and E 1 = v 2 1 + κ δ (X − x 1 ). From Equation (21) we find that ϕ 1 = 1 2 + 2δ T 1 (X, E 1 , δ)
To find dϕ 1 /dt, we consider ϕ 1 as a function of v 1 , X, and E 1 , so that
Then, using Equations (20) and (22), we compute
Using that κ
, we find that
But here 1/2 − ϕ 1 is O(δ). See the proof of Lemma 5.3 below. Thus the claims about dϕ 1 /dt will be proven, provided we can uniformly bound
Note that the apparent divergence of the integral as |v 1 | → √ E 1 is entirely due to the fact that our expression for ϕ 1 from Equation (22) 
