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Abstract
In an article [J. Math. Phys. 53, 072701 (2012)] X. Sun and J. Duan presented Fokker-Planck
equations for nonlinear stochastic differential equations with non-Gaussian Le´vy processes. In this
comment we show a serious drawback in the derivation of their main result. In the proof of Theorem
1 in the aforementioned paper, a false assumption that each infinitely differentiable function with
compact support is equal to its Taylor series, is used. We prove that although the derivation is
incorrect, the result remains valid only if we add certain additional assumptions.
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1
X. Sun and J. Duan analyzed in [1] the following Itoˆ stochastic differential equation:
dXt = f(Xt, t)dt+ σ(Xt−, t)dLt, Xs = x, (1)
where Lt is a Le´vy process with Le´vy triplet (b, A, ν), f - drift and σ - noise intensity. Under
the assumption that f and σ satisfy Lipschitz and growth conditions the authors proved the
following theorem:
Theorem 1 [1]: The Fokker-Planck equation for the Itoˆ SDE (1) is
∂p(y, t; x, s)
∂t
= −
∂
∂y
(ρ(y, t)p(y, t; x, s)) +
1
2
A
∂2
∂y2
(σ2(y, t)p(y, t; x, s))
+
∫
R\{0}
[ ∞∑
k=1
(−z)k
k!
∂k
∂yk
(σk(y, t)p(y, t; x, s)) + I(−1,1)(z)z
∂
∂y
(σ(y, t)p(y, t; x, s))
]
ν(dz),
(2)
where ρ(x, t) = f(x, t) + bσ(x, t) and I(−1,1)(x) is the indicator function of the set (−1, 1).
However, there is a serious error in the derivation of this result, which makes the whole proof
wrong. X. Sun and J. Duan used the Taylor expansion to obtain in Eq. (30) in [1] that
φ(x+ yσ(x, t)) = φ(x) +
∞∑
k=1
yk
k!
σk(x, t)
∂k
∂xk
φ(x) (3)
for φ(x) ∈ C∞0 (R) - the space of smooth functions with compact supports. The problem
with this equation is that the only f ∈ C∞0 (R) which is equal to its Taylor series is the
constant function f ≡ 0 - see Corollary 1.2.5 in [2]. This error has serious consequences in
the further reasoning in [1]. In the proof it was necessary to find an adjoint operator of the
following operator (Eq. (27) in [1])
A2tφ(x) =
∫
R\{0}
[
φ(x+ yσ(x, t))− φ(x)− I(−1,1)(y)yσ(x, t)
∂
∂x
φ(x)
]
ν(dy), (4)
where φ(x) ∈ C∞0 (R). X. Sun and J. Duan in Eq. (32) in [1] claimed that the operator A2t
can be represented as
A2tφ(x) =
∫
R\{0}
[ ∞∑
k=1
yk
k!
σk(x, t)
∂k
∂xk
φ(x)− I(−1,1)(y)yσ(x, t)
∂
∂x
φ(x)
]
ν(dy) (5)
However, this is not always true. Below we present a counterexample. Let us take ν = δ1 -
Dirac delta concentrated at z = 1. This Le´vy measure corresponds to Poisson process L(t)
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with the rate λ = 1 (see [3]). We also take σ(x, t) = −x which obviously satisfies Lipschitz
and growth conditions. Then Eq. (4) gives us
A2tφ(x) = φ(0)− φ(x), (6)
whereas Eq. (5) now has the form
A2tφ(x) =
∞∑
k=1
(−x)k
k!
∂k
∂xk
φ(x). (7)
These two forms are not equivalent. For instance, if we set φ(x) = exp
(
− 1
1−x2
)
1(−1,1)(x)
which satisfies φ ∈ C∞0 (R) then A2tφ(x) given by the second form vanishes outside the
interval (−1, 1), whereas the first one does not.
One can try to correct this error by changing the space of the test functions. Instead of
C∞0 (R) one can take analytic functions which, together with all their derivatives, decay fast
enough at infinity. For instance one can take the functions of the form φ(x) = exp
(
− (x−a)
2
b
)
,
where a ∈ R and b ∈ R+. For these functions one can use their Taylor expansions. However,
it is still necessary to justify one of the transformations in Eq. (34) in [1]:
∫
R
[ ∞∑
k=1
zk
k!
σk(y, t)
∂k
∂yk
φ(y)− I(−1,1)(z)zσ(y, t)
∂
∂y
φ(y)
]
p(y, t; x, s)dy
=
∫
R
[ ∞∑
k=1
(−z)k
k!
∂k
∂yk
(σk(y, t)p(y, t; x, s)) + I(−1,1)(z)z
∂
∂y
(σ(y, t)p(y, t; x, s))
]
φ(y)dy
(8)
for all z ∈ R \ {0}. We have
∫
R
[ ∞∑
k=1
zk
k!
σk(y, t)
∂k
∂yk
φ(y)− I(−1,1)(z)zσ(y, t)
∂
∂y
φ(y)
]
p(y, t; x, s)dy
=
∞∑
k=1
∫
R
[
zk
k!
σk(y, t)
∂k
∂yk
φ(y)− I(−1,1)(z)zσ(y, t)
∂
∂y
φ(y)
]
p(y, t; x, s)dy
=
∞∑
k=1
∫
R
[
(−z)k
k!
∂k
∂yk
(σk(y, t)p(y, t; x, s)) + I(−1,1)(z)z
∂
∂y
(σ(y, t)p(y, t; x, s))
]
φ(y)dy.
(9)
Now, we want to interchange the integral with the sum, but this is not always possible. The
series
∞∑
k=1
(−z)k
k!
∂k
∂yk
(σk(y, t)p(y, t; x, s)) (10)
can diverge. One way of dealing with this problem is to add an assumption to Theorem 1
that the interchange of the integral and the sum in Eq. (9) is allowed. Another possible
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solution is to assume that σ(x, t) = σ(t) and p(y, t; x, s) satisfies
∣∣∣ ∂k∂yk p(y, t; x, s)
∣∣∣ < MCk
where M > 0 and C > 0. In such situation the interchange of operators is possible based
on the Dominated convergence theorem, see for example [4].
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