We illustrate the description of correlated subsystems by studying the simple two-body Hydrogen atom.
Introduction
Independent particle models often provide a good starting point to describe the physics of many-particle systems. In these models, the individual particles behave as independent particles that move in a potential field which accounts for the interaction with the other particles in an average sense. However, depending on the systems and the properties that are studied, the results of the independent particle calculations are not always sufficiently accurate. In that case it is necessary to correct for the fact that the single particle motion depends on the positions of the other particles, rather than on some average density. Consequently, in a system of interacting particles, the probability of finding two particles with given positions or momenta is not simply the product of the single particle probabilities: we say that the particles are 'correlated'.
In a more general context, the problem can be formulated as the description of interacting subsystems (the single particle in the many-particle system being the example of the subsystem). A convenient theoretical framework to deal with this problem in quantum mechanics is provided by the density matrix theory [1] - [2] , which is almost as old as quantum mechanics itself [3] . The ever-present interest in density-matrix theory [4] - [5] , in spite of its long history, is justified by the power of its description and the importance of its applications. In this article, we briefly review some important aspects of density matrix theory and we illustrate its use for describing correlations of interacting subsystems by studying the simple, exactly solvable system of the Hydrogen atom.
Subsystems and Quantum Correlations
The quantum mechanical states of a system are represented by vectors in a Hilbert space H, in general of infinite dimension. If the system is in a state |Ψ , the outcome of the measurement of an observable quantity A has expectation value A equal to
where we use a hatte, 'Â', to distinguish the operator from the observable. If the vectors |w i are orthonormal and span the Hilbert space H, we can use the completeness relation, 1 = m |w m w m |, to write the expectation value as
In matrix notation the mn-matrix element of theÂ-operator, A mn , in the |w -basis is equal to A mn = w m |A|w n . Introducing the density matrix ρ = |Ψ Ψ| with matrix elements ρ nm = w n |Ψ Ψ|w m , we find that the expectation value of Eq.(2) can be written as
which is the trace of the product of the A and ρ-matrices, A = T r(Aρ).
Often, when probing a system, only part if the total system is subjected to a measurement. For example, in a typical scattering experiment only the scattered particle is detected. The target system is left behind in a final state that could be different from its initial state, but this state is not observed directly. It is then natural to divide the total system into the target system and the single particle system of the scatterer.
Mathematically, such partitioning of the system into subsystems means factorizing the Hilbert space H into the tensor product of the corresponding subspaces, H = H u ⊗ H v . If the H u and H v -spaces are spanned respectively by the basis of |u i and |v j -vectors, then H is spanned by the product states, |w n = |u i |v j .
Accordingly, the state of the system |Ψ can be expanded as
The reduced density matrix of a subsystem is defined as the trace of the full density matrix ρ over the 'other'
subspace. For example,
We can understand the trace as a sum j over the probabilities for the v-subsystem to be in any possible |v jstate. For example, in the scattering experiment where only the state of the detected particle is determined, the final state of the target (v)-system is not measured, and one has to sum over the probabilities of finding the target in all possible |v l -states.
If the hamiltonian of the system can be separated into terms, each of which acts on either the u or on the v-subspace, but not on both, then the projections on the u and v-spaces of an arbitrary state evolve independently in time and the u and v subsystems are said to be non-interacting. In that case, a product of eigenstates of the u and v-hamiltonians is an eigenstate of the full hamiltonian, |Ψ = |u |v . For such a product state, the density matrix ρ = |Ψ Ψ|, factorizes,
and the subsystems are said to be uncorrelated. If, on the other hand, the u and v systems interact, the eigenstate |Ψ of the hamiltonian cannot be written as a u − v product : it is an 'entangled' state [6] . The density matrix of an entangled state does not factorize and appears as a series of u and v-products: the subsystems are correlated. The number of terms gives some indication of the departure from the uncorrelated density matrix, but as the number of terms depends on the choice of basis in the u and v-spaces, this is not a good measure of correlation or entanglement.
We wish to obtain a sensible measure of correlation and to that purpose we shall 'fix the basis' by working with the eigenvectors of the reduced density matrices. If the state is not entangled, |Ψ = |u |v , ρ u and ρ v each have one eigenvector of non-zero eigenvalue, |u for ρ u and |v for ρ v , and the numerical value of the eigenvalues is equal to 1, λ = 1. If, on the other hand, the subsystems are correlated, then ρ u and ρ v have a spectrum of eigenvalues. Interestingly, as we prove below, the eigenvalues of the ρ u and ρ v -operators are the same. To see that, we assume that the ρ u -matrix in the |u i basis, is diagonalized by the unitary
The ρ u -matrix elements are given by Eq. (5), ρ
, so that Eq. (7) can be written as
Multiplying Eq.(8) by d * il ′ , and summing over i, we obtain 
where
It follows that ρ u and ρ v have the same eigenvalues λ. Expanding |Ψ in the eigenvectors |u λ of ρ u and |v λ of ρ v ,|Ψ = λ c λ |u λ |v λ , the reduced density matrices take on the form
which is diagonal and shows that the λ-eigenvalues are equal to λ = |c λ | 2 . These eigenvalues are the probabilities of finding the state |Ψ in the |u λ |v λ -state. If we can assign 'positions' to the |u λ -vectors, then the function that maps the |u λ -positions onto the |c λ | 2 -probabilities can be interpreted as a probability distribution. For uncorrelated subsystems, the distribution has a vanishing 'width' or standard deviation.
It is then reasonable to use the standard deviation as a measure of the correlation. While this discussion is rather vague, we shall see in the next sections that the reduced density matrix eigenfunctions for homogeneous single particle systems are plane wave states of wave vector k, u k (r) ∼ exp(ik·r). The momentum observable p is related to the wave vector k by p =hk, and assigning k as 'position' to |u k , the distribution function of eigenvalues is proportional to the momentum distribution of the particle. Following the above recipe, the standard deviation of the momentum distribution becomes the measure of correlation. This result agrees with physical intuition. Uncorrelated particles have a well-defined momentum, corresponding to a momentum distribution that is a delta function (zero standard deviation). Correlation with other particles, in contrast, 'broadens' the momentum distribution and the wider the distribution, the more correlation is experienced by the particle.
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For the sake of illustration, we apply the density matrix description to the ultimate example of an uncorrelated system: the single particle system. In the coordinate representation, which corresponds to the choice of the eigenfunctions |r of the coordinate operator as basis, r|Ψ = Ψ(r), the density matrix is given by
The density matrix contains the same information as Ψ and we can calculate all matrix elements from it.
For instance, the momentum expectation value p of the particle is
In the remaining part of the paper, we shall be concerned with homogeneous systems. By definition, these systems are translationally invariant, meaning that translation by an arbitrary vector R leaves the matrix element of an oservable unaltered: A(r + R, r ′ + R) = A(r, r ′ ). As a consequence, all matrix elements only depend on relative positions, specifically, ρ(r, r ′ ) = ρ(r − r ′ ). The Fourier transformρ of ρ(r − r ′ ),
plays a dual role in the density matrix description of homogeneous systems: (1) it is proportional to the momentum distribution of the system, and (2) it is the eigenvalue of the density matrix. We shall now prove both assertions.
Consider the expectation value p of the momentum. Inserting Equation (14), we obtain that
where we have assumed that the particle is confined to a region in space of volume Ω, d 3 r = Ω. Substituting p =hk in the integration of Eq.(15), we find that To see thatρ(k) is the eigenvalue of the density matrix, we invert the Fourier transform of Eq.(14),
where we have represented the relative position, r − r ′ by z. We can perform the integration over z by integrating over r ′ , while keeping r fixed,
Multiplying the right-and left-hand sides of Eq.(18) by the normalized plane wave state exp
we find
which we recognize as the eigenvalue equation of the density matrix (Eq. (7)) in coordinate representation.
From Eq.(19), it follows that the eigenvectors of the density matrix are the plane wave states of momentum k and that the corresponding eigenvalues are equal toρ(k).
In fact, the above remarks are of limited use in the treatment of single particle systems. This is so because the only single particle state that gives a homogeneous system, is a plane wave. Indeed, a state that is a simple superposition of two plane waves,
hence a superposition of plane waves describes an inhomogeneous system. The Fourier transform of an arbitrary wavefunction is a superposition of plane waves and thus corresponds to an inhomogenous system, except in the special case that only one plane wave component is present. Therefore, if the single particle system is to be homogeneous, the particle has to be in a plane wave state, Ψ(r) = exp(ik 1 · r)/ √ Ω. For this state,ρ (k) = (2π) which corresponds to an infinitely 'narrow' distribution (zero standard deviation) of density matrix eigenvalues. Similarly, the momentum distribution function of the system is infinitely narrow
where p 1 =hk 1 , and we used that δ(
In accordance to the measure of correlation proposed in the previous section, we conclude that the system is uncorrelated, as a particle in a single particle system should be.
Hydrogen Atom
We now apply the density matrix formalism to a system that can display correlation: two-body hydrogen atom. The hydrogen atom consists of an electron and a proton, interacting by means of the Coulomb potential. The hamiltonian of the electron-proton system iŝ
wherep and r denote the momentum and position operators in coordinate space, and the e and p -subscripts indicate the electron and the proton.
In fact, the hydrogen atom can be treated as two uncorrelated subsystems. Transforming to relative, r = r p −r e , and center-of-mass coordinates, R = (m e r e +m p r p )/M , where M is the total mass, M = m e +m p , the hamiltonian separates into a center-of-mass term which takes on the form of a free-particle hamiltonian, 
is an eigenstate. According to the definitions introduced in section 2, the internal and center-of-mass subsystems for the state (23) are not correlated. If the hydrogen atom is in its atomic ground state, the internal wavefunction, φ int , is equal to
8 where a 0 is the Bohr-radius, a 0 =h 2 mre 2 .
Partitioning the hydrogen atom differently into electron and proton subsystems gives an entangled state:
The reduced density matrix for the electron system can be obtained by taking the trace over the proton basis set of coordinate eigenfunctions:
where we introduce the electron density matrix ρ int for electrons in atoms at rest (P = 0).
It is interesting to note that the electron subsystem of the hydrogen atom is homogeneous. To prove that, it is sufficient to show that ρ int depends on r e and r 
which depends solely on r e − r ′ e . Consequently, the reduced electron density matrix (26) only depends on the relative position, indicating a homogeneous subsystem. This might appear surprising: we do not think usually of the electron in hydrogen as a homogeneous system. However, the reduced density matrix describes the observation of hydrogenic electrons in the assumption that the proton is 'invisible'. Furthermore Eq. (25) describes a hydrogen of fixed momentum (e.g. a beam of hydrogen atoms of well-defined velocity) so that the center-of-mass position of the atom is undetermined. It is then equally likely to observe the electron in any position, and the electron subsystem is homogeneous.
Consequently, as discussed in the previous section, the Fourier-transform of the density-matrix plays a central role. The density-matrix ρ int of a 1s-electron in a hydrogen atom at rest (P = 0 in Eq.(26)), has a simple analytical Fourier-transform,ρ
The Fourier transformρ for an electron in an atom of arbitrary momentum P is a translation in k-space of ρ int . To show that, we insert the inverse Fourier transform ofρ in the expression for the density matrix (26),
The substitution, k = k ′ + meP Mh , then leads to the Fourier-transform:
from which it follows thatρ
Thus, compared toρ int ,ρ is displaced in k-space by meP Mh . Similarly, the momentum distribution
, is related to the electron momentum distribution f int (p) for atoms at rest, by means of a simple displacement in momentum space: Since f and f int are equal up to a translation in momentum space, their widths, or standard deviations, are equal. In the center-of-mass frame, p = 0, so that the standard deviation ∆p = p 2 − ( p ) 2 is equal to
Thus, although the electron subsystem is homogeneous, as a consequence of the electron-proton correlation, a measurement of the electron momentum can yield a finite range of values. In accordance with the Heisenberg uncertainty principle (the correlations confine the electron in the center-of-mass frame to a region of size ∼ a 0 ) the size of this region in momentum space, or more precisely, the standard deviation ∆p of the momentum distribution, is equalh a0 . In the context of describing correlating systems, ∆p is a measure of the strength of the correlation: the stronger the electron and proton are correlated, the higher the value of a 0 and the larger the region in momentum space (∆p) over which the electron momentum is 'spread out'.
