We consider the problem of strongly-convex online optimization in presence of adversarial delays [1]; in a T -iteration online game, the feedback of the player's query at time t is arbitrarily delayed by an adversary for d t rounds and delivered before the game ends, at iteration t + d t − 1. Specifically for online-gradient-descent algorithm we show it has a simple regret bound of O 
Introduction
Online learning [4] [5] [6] often is modelled as a T -round two-player game, a learner and an environment * : at iteration t the learner chooses an action x t ∈ K, where K is a compact set, e.g the unit 1 -ball in the Euclidian space or a collection of n experts. Before the decision of the next round, the learner receives a feedback f t from the environment and we incur the loss of t = f t (x t ). While the total cost incurred in this online game is T t=1 t , the goal is to minimize the difference between cumulative online cost, and the best single offline action: R(T ) = T t=1 f t (x t ) − min x∈K T t=1 f t (x). The aforementioned quantity R(T ) is usually referred to as the regret of the learner over this T -round game and it is a key definition in the study of online learning games.
There is large body of theoretical work for quantifying upper/lower bounds of this statistic. For example for a large class of settings this problem has shown to have the regret bound of R(T ) = Θ
examples are hedge [7] , follow-the-perturbed-leader [8] . See the existing comprehensive literature reviews for a complete list [4] [5] [6] .
One of the setting which happens in some real scenarios and has enjoyed much attention is when the cost functions are strongly convex. One important example is the well-studied Support Vector Machine (SVM) model which has strongly convex (but non-smooth) objective function [9] . Although the (offline) convex optimization literature has been around for several decades [10] [11] [12] [13] there is a relatively recent momentum on studying stronger results using more structural assumptions like strong-convexity (see for example [14] [15] [16] [17] [18] ). In the context of online convex optimization Hazan et al. [2] presented first O (log T ) regret bound for online strongly-convex optimization; later Hazan and Kale [17] showed the tightness of this bound by providing a lower bound.
In the standard online learning model the player is assumed to receive feedback before making the decision for the next iteration. Unfortunately this assumption can be unrealistic and limiting in some applications. An example is online advertising: the goal of the learner is to maximize the number of clicks on the ads served to the users. In this model the feedback is whether the user has decided to click or ignore the ad. In reality there can be a significant delay between the time an ad is being displayed to the user and the feedback received, while this shouldn't stop the advertising system from prediction.
Another important scenario involving delay is when the problem is distributed over a network. In this scenario the asynchronicity of the processors and other non-deterministic issues about the network connections naturally introduce delays in the process. This problem has long been studied in the (offline) optimization community (e.g. the seminal work of Bertsekas and Tsitskilis [12] ). Recht et al. [19] go past the issue of delays by studying a special case of this problem where the feedbacks are almost orthogonal in the strong-convexity setting. Similarly Langford et al. [3] , Duchi et al. [20] and McMahan and Streeter [21] analyzed distributed variants of adaptive gradient descent [22] under distributional assumptions on the delay (e.g. bounded expected delay); more recent developments can be found in [23] [24] [25] [26] [27] [28] .
There are several approaches for tackling delays in online learning. A simple approach adopted by several works with small variations (e.g. [29] [30] [31] ) is using undelayed algorithms for the delayed problem. The approach incrementally distributes the queries and their corresponding feedback into disjoint undelayed subsequences among multiple independent (undelayed) learning algorithms. Each round is delegated to a single instance of the learner from a pool of learners; the instance will wait for the feedback of the query before rejoining the pool. If there is no available learner, a new instance will be created. Quanrud and Khashabi [1] introduced the notion of adversarial delays for online convex optimization (i.e. no distributional assumptions for delays) and provided a combinatorial analysis to get an upper-bound of O T t=1 d t on regret for online-gradient-descent [32] , follow-theperturbed-leader [8] and online-mirror-descent [11] . Around the same time Joulani et al. [33] found the same regret upper-bound for follow-the-regularized-leader by extending ideas from McMahan and Streeter [21] . There are also analysis of delays in online learning with partial feedback (multi-armed bandits) which are not directly relevant to this work; we refer the interested reader to [31, 34] .
We draw inspiration from the recent works [1, 33] and analyze the online-gradient-descent under extra assumption that the loss functions are strongly-convex. As a result of this extra assumption we get a strictly sharper upper-bound O T t=1 log(1 + dt t ) for this problem compared to that of [1, 33] . Just like the setting in Joulani et al. [33] and Quanrud and Khashabi [1] feedbacks are not time-stamped, i.e. they do not contain the index of the round the loss function corresponds to. This rules out any issues related to synchronization which might come up in real applications. While time-stamping was required by the pooling strategies of Weinberger and Ordentlich [29] and Joulani et al. [31] in order to return the feedback to the appropriate learner. In this work we do not provide any general lower-bound for our result, however for some special cases we point out the known lower-bounds and show its tightness in these scenarios.
Paper organization. In the next section we provide the introductory definitions and background necessary for the main problem. Section 3 contains the main results, along with the proof of main claims. Section 4 contains special cases along with intuitions and comparison to existing results; we conclude in Section 5.
Definitions
Basic notation. We establish the basic notation that we use throughout this work. As in the introduction let K ⊂ R n be a bounded compact convex subset of R n . Also let f t : K → R be the real-valued loss function at time t ∈ [T ] {1, 2, . . . , T }. The (possibly empty) set of subgradients of f at x ∈ K is denoted by ∂f (x). If the function f is differentiable at x then ∂f (x) has only one element denoted by ∇f | x . Let d t ∈ N be the delay at round t ∈ [T ], The feedback from round t is received at the end of round t + d t − 1, and can be used in round t + d t . In the standard setting with no delays, d t = 1 for all t ∈ [T ]. For each round t, let F t = {u ∈ [T ] : u + d u − 1 = t} be the set of rounds whose feedback appears at the end of round t. In the non-delayed settings we have F t = {t} for each t.
Convexity and strong convexity.
For convex function f but not necessarily differentiable, the subgradient of f at x is any vector that can replace ∇f | x in equation (1) . The function f is strongly convex with modulus σ with respect to a norm · if the function f (x) − (σ/2) x 2 is also convex. There are many equivalent properties for a function to be strongly convex; see, for example, [13, Section 2.1.3] or [35, Section 3.5]. In particular, for any two points x, y ∈ K and subgradient ∇f | x ∈ ∂f (x), we have
Projection to a convex set. One important step in standard gradient-based algorithms is projection to the convex set K. Define π K to denote the map taking a point x ∈ R n to its closest point in the convex set K with respect to the Euclidian norm.
The following lemma will be useful. Lemma 2.1. Let K be a compact convex subset in R n and x ∈ R n a point, and let x = π K (x). Then
Online gradient descent. In online convex optimization, the input domain K is convex, and each cost function f t is convex. For this setting Zinkevich's algorithm online-gradient-descent [32] is as follows: The first point, x 1 , is picked in K arbitrarily. After picking the tth point x t , online-gradient-descent computes the gradient ∇f t | xt of the loss function at x t , and chooses x t+1 = π K (x t − η∇f t | xt ) in the subsequent round, for some parameter η ∈ R + . Here, π K is the projection that maps a point x to its nearest point in K. Zinkevich showed that, assuming the Euclidean diameter of K and the Euclidean norm of all the gradients ∇f t | x are bounded, onlinegradient-descent has an optimal regret bound of O √ T . Later Hazan and Kale [2] showed that by extra strong-convexity assumption on the loss function f t one can get regret bound of O (log T ).
Main results
Following the setting of Hazan and Kale [2] we assume we are dealing with strongly convex loss functions. Also the feedbacks are delayed; hence at each round t we might receive more than one feedback. Following the natural common generalization [1, 33] we apply the gradients the moment they are delivered. That is, we update x t+1 = x t − s∈Ft η t ∇f s | xs for some parameter η t > 0, and then choose (t + 1)th point by projection x t+1 = π K (x t+1 ).
Theorem 3.1. Let K be a compact convex set with diameter 1, let f 1 , . . . , f T be strongly-convex functions with modulus σ over K with ∇f t | x 2 ≤ L for all x ∈ K and t ∈ [T ]. In the presence of adversarial delays d 1 , . . . , d T chosen arbitrarily in the span of T rounds (i.e. t + d t ≤ T ) onlinegradient-descent selects points x 1 , . . . , x T ∈ K such that for all y ∈ K,
where η t is chosen as
There are a few interesting points in this regret bound: first, the delayed component is additive to base regret. This is compatible with Theorem 1 of Joulani et al. [33] . In addition, the effect of delays are normalized by round iteration: dt t ; hence delays in the earlier rounds are more detrimental. Also note existence of |F t | in η t 's denominator is fine since whenever |F t | = 0, no update is done.
In Section 4 we show how this result encompasses and generalizes several of the existing known results in the literature, including the celebrated logarithmic regret O (log T
Before proving the claim in Theorem 3.1 we provide the necessary lemmas. The first lemma models a raw upper-bound on the regret function (4). The first two terms of the upper-bound are the standard terms in the undelayed problem, while the final term corresponds to delays. This lemma resulted from minor modifications in the proof of Theorem 2.1 of [1] ; for completeness we include the proof with the details. Lemma 3.2. Given the setting in Theorem 3.1 the regret function can be upper-bounded as following:
where
σT and x t,s is the partially updated version of x t using the instances before s and delivered at time t defined as F t,s {r ∈ F t : r < s}: x t,s x t − r∈Ft,s η t ∇f r | xr .
Proof. Let y = arg min x∈K (f 1 (x) + · · · + f T (x)) be the best point in hindsight at the end of T rounds. Fix t ∈ [T ] and consider the distance between x t+1 and y. By Lemma 2.1, we know that x t+1 − y 2 ≤ x t+1 − y 2 , where x t+1 = x t − s∈Ft η t ∇f s | xs .
We split the sum of gradients applied in a single round and consider them one by one. Suppose F t is nonempty, and fix s = max F t to be the last index in F t . By Lemma 2.1, we have,
Repeatedly unrolling the first term in this fashion gives
For each s ∈ F t , by strong-convexity of f , we have,
By assumption, we also have ∇f s | xs 2 ≤ L for each s ∈ F t . With respect to the distance between x t+1 and y, this gives,
Solving this inequality for the regret terms
Now taking the sum of inequalities over all rounds t ∈ [T ], and re-ordering the elements we would get the desired result,
The next lemma contains the upper-bound for the delay terms which is a key component of our result. Proof. Using Cauchy-Schwarz inequality we get rid of the dot product,
It is easier to compare each x t,s with its older version x t rather that its later form x s . Hence adding and subtracting x t inside x s − x t,s 2 and using the Lemma 2.1,
Also we simplify x s − x t 2 based on the distance of the consecutive points,
Putting these inequalities together we would get,
Now we sum this expression over time to get the regret term,
The rest of the proof continues by making combinatorial arguments for counting and bounding each of the terms in the right-handside of the previous inequality.
We simplify the first term in equation 5. Consider the scenario in which |F t | feedbacks are received at time t, as shown in the following figure:
As we defined earlier F t,s is the subset of F t initiated before s. If s is the first element of F t , |F t,s | = 0; similarly if s is the final element of F t , |F t,s | = |F t | − 1. Therefore the summation s∈Ft |F t,s | can simplified as
. Therefore,
. The rest of the first term can be simplified as follows.
where the last equality is true since s + d s = t holds for any s ∈ F t (hence dropping |F t | when writting in terms of s).
The second term is also simplified as follows, 
Here we give the proof of the main theorem. We put the result of Lemma 3.3 into Lemma 3.2 and follow the standard steps for bounding the undelayed problem [2] .
Proof of Theorem 3.1. The delay term is bounded by 2L 
Next we bound the summation in the second term of equation 4. Note that any for t ∈ [T ] that
σt , given the choice of η t (Theorem 3.1); hence,
Combining these with result of Lemma 3.2 would give the desired.
Discussion
We briefly study several of the interesting special cases of our result. As mentioned earlier we do not have a general lower-bound for our result; however for some of the special cases the lower-bounds are known. In what follows wherever possible we point out the lower-bounds as well. For simplicity we drop constants and the big-O notation when using equation (3) for the rest of this section. 
This bound is proved to be tight by Hazan et al. [17] .
Constant delays. Suppose each delay d t is bounded by some fixed value τ . The actual game is played forT rounds and τ extra rounds until all feedbacks are received (hence in overall T =T + τ rounds). The regret is upper-bounded by:
This matches the O (τ log(T )) bound of Langford et al. [3, Theorem 4] . Also this is compatible with the black-box analysis of delayed learning [29] [30] [31] which gives O (τ log(T /τ )) regret bound.
Stochastic delays. Suppose the delays are sampled i.i.d. from some a distribution g(d) with mean
Then by applying Taylor expansion we can write:
which is again O (τ log(T /τ )) regret bound; hence only an assumption on the expected value of delays is enough to find closed-form regret bounds.
All feedbacks received in the final round. Since all the feedbacks are received in the very last round, in this scenario the online learner essentially learns nothing. Hence the regret is Θ (T ) (upper and lower bound). Plugging d t = T − t into Theorem 3.1:
which is compatible with what we expected. In the last step we used Sterling's approximation.
First k feedbacks received in the final round. This special case is interesting since in a sense, it interpolates between two special cases: undelayed setting (k = 0 and R(T ) = Θ (log T )) and all-delayed setting (k = T and R(T ) = Θ (T )). Rewriting the regret bound of Theorem 3.1:
This suggests that only for k = o T log T the regret bound is sublinear (i.e. learning is possible), otherwise regret growth is linear with T .
Toy Experiment
Doing a thorough experiment to verify our result is not trivial. On the other hand special cases like constants delays or stochastic delays with (fixed expected) are not very interesting as they are well-studied. In order to get empirical intuition about our theoretical results and partially verify it, we simulate the special "first k feedbacks received in the final round". Specifically we study the scenario in which first k feedbacks are received in the final round. We choose f t as following:
f t (x) = x − 0.5 2 t = even x + 0.5 2 t = odd. Figure 1 shows the regret growth as a function of number of rounds. Each graphs correspond a different value of k with its corresponding k shown on top of each graph. For ks close to T the growth is almost linear with T , while for smaller k's it is almost logarithmic. The red line corresponds to k = T log T ≈ 145, almost where the transition between linear and logarithmic regret happens, as expected according to our theoretical analysis.
Conclusion
Along the line of recent efforts for finding general distribution free bounds for delayed online learning [33, 1] we provided a simple and intuitive regret bound for stochastic-gradient-descent. As a sanity check in special cases we showed that the bound matches the existing known results and it matches the known lower bounds.
Finding a general lower-bound remains an open problem for future work.
