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FORMAL EXPANSIONS IN STOCHASTIC MODEL FOR
WAVE TURBULENCE 1: KINETIC LIMIT
ANDREY DYMOV AND SERGEI KUKSIN
Abstract. We consider the damped/driver (modified) cubic NLS equa-
tion on a large torus with a properly scaled forcing and dissipation, and
decompose its solutions to formal series in the amplitude. We study the
second order truncation of this series and prove that when the amplitude
goes to zero and the torus’ size goes to infinity the energy spectrum of the
truncated solutions becomes close to a solution of the damped/driven
wave kinetic equation. Next we discuss higher order truncations of the
series.
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1. Introduction
1.1. The setting. The wave turbulence (WT) was developed in 1960’s as
a heuristic tool to study small-amplitude oscillations in nonlinear Hamil-
tonian PDEs and Hamiltonian systems on lattices. We start with recalling
basic concepts of the theory, using the cubic non-linear Schro¨dinger equation
(NLS) as an example.
1
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Classical setting. Consider the cubic NLS equation
(1.1)
∂
∂t
u+ i∆u− iν ∣u∣2u = 0 , ∆ = (2π)−2 d∑
j=1
(∂2/∂x2j) , x ∈ TdL = Rd/(LZd) ,
where d ≥ 2, L ≥ 1 and ν ∈ (0, 1/2]. Denote by H the space L2(TdL;C),
given the L2–norm with respect to the normalised Lebesgue measure:
∥u∥2 = ∥u∥2
L2(TdL) = ⟨u, u⟩ , ⟨u, v⟩ = L−dR∫TdL uv¯ dx .
The NLS equation is a hamiltonian system in H with two integrals of motion
– the Hamiltonian and ∥u∥2. The equation with the Hamiltonian ν∥u∥2 is
∂
∂t
u− iν∥u∥2u = 0 and its flow commutes with that of NLS. We modify the
NLS equation by subtracting ν∥u∥2 from its Hamiltonian, thus arriving at
the equation
(1.2)
∂
∂t
u + i∆u − iν (∣u∣2 − ∥u∥2)u = 0, x ∈ TdL.
This modification is used by mathematicians, working with hamiltonian
PDEs, since it keeps the main features of the original equation, reducing
some non-crucial technicalities. It is also used by physicists, studying WT;
e.g. see [19], pp. 89-90, where the cubic NLS equation is reduced to a form
which is exactly eq. (1.2), written in the interaction representation (1.11).1
Below we work with eq. (1.2) and write its solutions as u(t, x) ∈ C or as
u(t) ∈ H.
Let us pass to the slow time τ = νt and re-write the equation as
(1.3) u˙ + iν
−1
∆u − i (∣u∣2 − ∥u∥2)u = 0 , u˙ = (∂/∂τ)u(τ, x), x ∈ TdL .
The objective of WT is to study solutions of (1.3) when
(1.4) ν → 0 and L→∞.
We will write the Fourier series for u(x) as
(1.5) u(x) = L−d/2∑
s∈ZdL
vse
2πis⋅x
, Z
d
L = L
−1
Z
d
,
where
(1.6) vs = uˆ(s) = L−d/2 ∫
T
d
L
u(x)e−2πis⋅x dx .
The components vs form a vector v = (vs, s ∈ ZdL). Given such a v we will
denote the sum in (1.5) as Fv(x) or as Fvs(x). That is,
u(x) = (Fvs)(x) = (Fv)(x) .
1Note in addition that if u(t, x) satisfies eq. (1.2), then u′ = eitν∥u∥2u is a solution of
(1.1).
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Then ∥u∥2 = ⨊s∣vs∣2, where for a complex sequence (ws, s ∈ ZdL) we denote
⨊
s∈ZdL
ws = L
−d∑
s∈ZdL
ws
(this equals to the integral over R
d
of ws, extended to a function, constant
on the cells of the mesh in R
d
, formed by the cubes of size L
−1
, centered in
points of Z
d
L). By h we will denote the Hilbert space h = L2(ZdL), given the
norm ∥w∥2 =⨊∣ws∣2 .
Abusing a bit notation we denote by the same symbol the norms in the
spaces H and h. This is justified by the fact that the Fourier transform
(1.6) defines an isometry
H → h, u(x)↦ (vs = uˆ(s)) ,
whose inverse is F .
Equations (1.1), (1.3) and other NLS equations on the torus T
d
L with
fixed L are intensively studied by mathematicians, e.g. see the book [2]
and references in it. The limit ν → 0 with L fixed was rigorously treated
in a number of publications, e.g. see [9]. The only mathematical work,
addressing the limit (1.4), is paper [7]. There d = 2 and the limit (1.4) is
taken in a specific regime, when L →∞ much slower than ν
−1
. The elegant
description of the limit, obtained in that paper, is far from the prediction of
WT, and rather should be regarded as a kind of averaging.
From other hand, there are plenty of physical works on equations (1.1)
and (1.3) under the limit (1.4); many references may be found in [22, 19, 20].
These papers contain some different (but consistent) approaches to the limit.
Non of them was ever rigorously justified, despite the strong interest in the
mathematical community to the questions, addressed by these works.
Zakharov-L’vov setting. When studying eq. (1.3), members of the WT
community talk about “pumping the energy to low modes and dissipating
it in high modes”. To make this rigorous, Zakharov-L’vov [21] (also see [3],
Section 1.2) suggested to consider the NLS equation, dumped by a (hyper)
viscosity and driven by a random force:
u˙ + iν
−1
∆u + (−∆ + 1)r∗u = iρ (∣u∣2 − ∥u∥2)u + η˙ω(τ, x), r∗ > 0,
η
ω(τ, x) = L−d/2∑
s∈ZdL
b(s)βωs (τ)e2πis⋅x = F(b(s)βωs (τ))(x).(1.7)
Here ρ > 0 is an additional constant, needed later, {βs(τ), s ∈ ZdL} are stan-
dard independent complex Wiener processes 2 and b is a positive Schwartz
function on R
d
⊃ Z
d
L. Solutions u(τ) of (1.7) are random processes in the
space H. If r∗ ≫ 1, then eq. (1.7) is well posed and mixing. So there is a
measure µν,L in the space H (the stationary measure of the equation) such
2 i.e. βs = β
1
s + iβ
2
s , where {βjs , s ∈ ZdL, j = 1, 2} are standard independent real Wiener
processes.
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that for any “good” functional F on H and any solution u(τ) ∈ H of (1.7)
we have the convergence E(F (u(τ))→ ∫ F (v)µν,L(dv) when τ →∞, see in
[17].
Applying the Ito formula to a solution u of (1.7) and denoting B =
⨊sb(s)2 we arrive at the balance of energy for the solutions:
(1.8) E∥u(τ)∥2 + 2E∫ τ
0
∥(−∆ + 1)r∗u(s)∥2 ds = E∥u(0)∥2 + 2Bτ .
The quantity E∥u(τ)∥2 – the “averaged energy per volume” of a solution u
– should be of order one, see [22, 19, 20]. This well agree with (1.8) since
there B ∼ ∫ b2 dx ∼ 1 as L→∞. We immediately get from (1.8) that
(1.9) E∥u(τ)∥2 ≤ B + (E∥u(0)∥2 −B)e−2τ ,
uniformly in ν and L.
Using (1.5) and the relations
û1u2(s) = L−d/2∑
s1
uˆ1(s1)uˆ2(s− s1), ̂¯u(s) = ¯ˆu−s,
we write eq. (1.7) as
(1.10)
v˙s − iν
−1∣s∣2vs + γsvs = iρL−d∑s1∑s2δ′123s vs1vs2 v¯s3 + b(s)β˙s , s ∈ ZdL ,
where γs = (1+ ∣s∣2)r∗ and
δ
′12
3s = { 1, if s1 + s2 = s3 + s and {s1, s2} ≠ {s3, s} ,0, otherwise.
Note that if {s1, s2} ∩ {s3, s4} ≠ ∅, then δ′1234 = 0. In view of the factor δ′123s ,
in the double sum in (1.10) the index s3 is a function of s1, s2, s.
Now using the interaction representation
(1.11) vs = exp(iν−1τ ∣s∣2) as , s ∈ ZdL ,
we re–write eq. (1.10) as
a˙s + γsas = iρYs(a, ν−1τ) + b(s)β˙s , s ∈ ZdL ,
Ys(a, t) = L−d∑s1∑s2δ′123s as1as2 a¯s3eitω123s .(1.12)
Here {βs} is an another set of standard independent complex Wiener pro-
cesses, and
(1.13) ω
12
3s = ∣s1∣2 + ∣s2∣2 − ∣s3∣2 − ∣s∣2 = 2(s1 − s) ⋅ (s− s2)
(the second equality holds since s3 = s1+s2−s in accordance with the factor
δ
′12
3s ).
The energy spectrum of a solution u(τ) of eq. (1.7) is the function
Z
d
L ∋ s ↦ Ns(τ) = Ns(τ ; ν, L) = E∣vs(τ)∣2 = E∣as(τ)∣2.
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The Lukkarinen–Spohn result. Equation (1.7) under the limit (1.4) describes
WT in the NLS equation with added stochasticity. Another way to ran-
domise the NLS–based models of WT, more popular in the community, is
by assuming that the initial data u(0, x) is a random variable in a suitable
function space. A problem of this kind was rigorously treated in [18], where
to achieve a progress the authors had to replace the space–domain T
d
L by
the discrete torus Z
d/(LZd), to modify the discrete Laplacian on Zd/(LZd)
to a suitable operator, diagonal in the Fourier basis, and to assume that the
distribution of the initial data u(0, x) is given by the Gibbs measure of the
equation. See [6] for a related result.
1.2. The results. Traditionally in the center of attention of the WT com-
munity is the limiting behaviour of the energy spectrum Ns, as well as of
correlations of solutions as(τ) and vs(τ) under the limit (1.4). Exact mean-
ing of the latter is unclear since no relation between the small parameters
ν and L
−1
is postulated by the theory. In [17, 9] it was proved that for
ρ and L fixed, eq. (1.12) has a limit as ν → 0, called the limit of discrete
turbulence, see [12, 19] and Appendix 12. Next it was demonstrated in [16]
on the physical level of rigour that if we scale ρ as ε˜
√
L, ε˜ ≪ 1, then the
iterated limit L → ∞ leads to a kinetic equation for the energy spectrum.
Attempts to justify rigorously this heuristic result so far failed. Instead in
this work we specify the limit (1.4) as follows:
ν → 0 and L ≥ ν
−2−ǫ
for some ǫ > 0
or first L→∞ and next ν → 0
(1.14)
(the second option formally corresponds to the first one with ǫ = ∞). Ac-
cordingly everywhere in the introduction we assume that
(1.15) L ≥ ν
−2−ǫ
≥ 1, ǫ > 0.
Let us supplement equation (1.7)=(1.12) with the initial condition
(1.16) u(−T ) = 0,
for some 0 < T ≤ +∞, and in the spirit of WT decompose a solution of
(1.12), (1.16) to formal series in ρ:
(1.17) a = a
(0)
+ ρa
(1)
+ . . . .
Substituting the series in the equation we get that a
(0)
satisfies the linear
equation
a˙
(0)
s + γsa
(0)
s = b(s)β˙s , s ∈ ZdL ,
so this is the Gaussian process
(1.18) a
(0)
s (τ) = b(s)∫ τ
−T
e
−γs(τ−l)dβs(l),
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while a
(1)
satisfies
a˙
(1)
s (τ) + γsa(1)s (τ) = iYs(a(0)(τ), ν−1τ), τ > −T ,
so
(1.19) a
(1)
s (τ) = iL−d ∫ τ
−T
∑
1,2
e
−γs(τ−l)δ′123s (a(0)s1 a(0)s2 a¯(0)s3 )(l)eiν−1lω123s dl
is a Wiener chaos of third order (see [11]). Similar for n ≥ 1,
a
(n)
s (τ) = iL−d ∫ τ
−T
× ∑
n1+n2+n3=n−1
∑
1,2
e
−γs(τ−l)δ′123s (a(n1)s1 a(n2)s2 a¯(n3)s3 )(l)eiν−1lω123s dl,(1.20)
is a Wiener chaos of order 2n + 1.
Quasisolutions. It is traditional in WT to retain the quadratic in ρ part of
the decomposition (1.17) and analyse it, postulating that it well approxi-
mates small amplitude solutions. Thus motivated we start our analysis with
the quadratic truncations of the series (1.17), which we call the quasisolu-
tions and denote A(τ). So
A(τ) = (As(τ), s ∈ ZdL), As(τ) = a(0)s (τ) + ρa(1)s (τ) + ρ2a(2)s (τ) ,
where a
(0)
, a
(1)
and a
(2)
were defined above. The energy spectrum of a
quasisolution A(τ) is
ns(τ) = E∣As(τ)∣2, s ∈ ZdL,
where
(1.21) ns = n
(0)
s + ρn
(1)
s + ρ
2
n
(2)
s + ρ
3
n
(3)
s + ρ
4
n
(4)
s , s ∈ Z
d
L,
with
(1.22) n
(k)
s = ∑
k1+k2=k, k1,k2≤2
Ea
(k1)
s a¯
(k2)
s , 0 ≤ k ≤ 4.
In particular, n
(0)
s = E∣a(0)s ∣2 and we easily derive from (1.18) that
(1.23) n
(0)
s (τ) = E∣a(0)s (τ)∣2 = B(s)(1 − e−2γs(T+τ)), B(s) = b(s)2γs .
So n
(0)
s extends to a Schwartz function of s ∈ R
d
, uniformly in τ ≥ −T . Also
it is not hard to see that n
(1)
s = 0, see in Section 2. The coefficients n
(k)
s
with k ≥ 2 are more complicated.
The processes a
(r)
s (τ) and the functions n(r)s (τ), r ≥ 0, depend on ν and
L. When it will be needed to indicate this dependence, we will write them
as a
(r)
s (τ) = a(r)s (τ ; ν, L), etc. The dependence of the objects on T will not
be indicated.
It was explained on the heuristic and half–heuristic level in many physical
works concerning various models of WT that the term ρ
2
n
(2)(τ) is the crucial
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non-trivial component of the energy spectrum, and the terms ρ
3
n
(3)(τ) and
ρ
4
n
(4)(τ) make its small perturbation. Our results justify this insight on
the energy spectra of quasisolutions. Firstly we consider n
(2)
s = E∣a(1)s ∣2 +
2REa
(2)
s a¯
(0)
s . The two terms on the right are similar. Consider the first one,
E∣a(1)s ∣2. The theorem below describes its asymptotic behaviour under the
limit (1.14), where for simplicity we assume that T =∞.
We set B(s1, s2, s3) ∶= B(s1)B(s2)B(s3) and denote by C#(s) various
functions of s which decay as ∣s∣ → ∞ faster than any negative degree of∣s∣. To indicate that a function C#(s) depends on a parameter a we write
it as C
#(s; a).
The constants C,C1 etc and the functions C
#(s), C#(s; a) never
depend on ν, L, ρ and ε (defined below), and on the times T, τ,
(1.24)
unless the dependence is indicated.
Theorem A. Let in (1.16) T =∞. Then for any τ and any s ∈ Z
d
L,»»»»»»E∣a(1)s (τ)∣2 − πνγs ∫Σs B(s1, s2, s1 + s2 − s)√∣s1 − s∣2 + ∣s2 − s∣2 ds1ds2∣Σs »»»»»»
≤ (ν2 + L−2ν−2)C#(s).(1.25)
Here Σs is the quadric {(s1, s2) ∶ (s1 − s) ⋅ (s2 − s) = 0} and ds1ds2∣Σs is
the volume element on it, corresponding to the Euclidean structure on R
2d
.
If d = 2, then the term C
#(s)ν2 in the r.h.s. of (1.25) should be replaced
by C
#(s;ℵ) ν2−ℵ, where ℵ is arbitrary positive number.
See Theorems 3.1, 3.3 and Corollary 3.4. Due to (1.13), Σs = {(s1, s2, s3) ∶
s1 + s2 = s3 + s and ω
12
3s = 0}. This quadric is the set of resonances for
eq. (1.12).
Denote Fs(s1, s2) ∶= (s1 − s) ⋅ (s2 − s) = −12ω123s . Then ∣∂Fs∣ equals
the divisor of the integrand in (1.25). So the integral in (1.25) is exactly
what physicists call the integral of B over the delta-function of Fs and denote∫ Bδ(Fs), see [22], p. 67. For rigorous mathematical treatment of this object
see [8], Section III.1.3, or [13], pp. 36-37. As δ(Fs) = δ(− 12 ω123s) = −2δ(ω123s),
where s3 ∶= s1+ s2 − s, then neglecting the minus-sign (as physicists do) we
may write (1.25) as
(1.26) E∣a(1)s ∣2 = ν 2πγs ∫ B(s1, s2, s3) δ(ω123s)δ123s ds1ds2ds3
(since ∫ . . . δ123s ds1ds2ds3 = ∫ ⋅ ⋅ ⋅ ∣s3=s1+s2−s ds1ds2).
Theorem A and its variations play important role in our work since the
terms, quadratic in a
(1)
and in its increments, as well as those linear in a
(0)
and in a
(2)
and in their increments play a leading role in the analysis of the
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energy spectrum ns(τ), and it turns out that their asymptotic behaviour
under the limit (1.14) is described by integrals, similar to (1.25). These
results imply that n
(2)
s ∼ ν. The terms n
(3)
s and n
(4)
s and their variations
which appear in our analysis are smaller:
(1.27) ∣n(3)s ∣, ∣n(4)s ∣ ≤ C#(s)ν2.
If d = 2 the estimate for n
(3)
s is slightly weaker: ∣n(3)s ∣ ≤ C#(s)ν2 ln ν−1.
These results may be obtained by annoying but rather straightforward anal-
ysis of certain integrals with oscillating exponents, based on results from
Sections 5 and 10, but instead we get them from a much deeper result,
presented below in Theorem D.
Since equation (1.12) for the processes as(τ) fast oscillates in time, then
the task to describe the behaviour of as(τ) under the limit (1.4) (rather
the behaviour of the squared amplitudes ∣as(τ)∣2) has obvious similarities
with the problem, treated by the Bogolyubov–Krylov averaging (see in [1]).
Accordingly it is natural to try to study the required limiting behaviour
following the suit of the Bogolyubov–Krylov theory. That is, by considering
the increments ns(τ + θ)− ns(τ) with ν ≪ θ≪ 1 and passing firstly to the
limit as ν → 0 and next – to the limit θ → 0. That insight was exploited
heuristically in many works on WT (e.g. see [19], Section 7), while in [17, 9]
it was rigorously applied to pass to the limit of discrete turbulence ν → 0
with L and ρ fixed. In this work we also argue as it is customary in the
classical averaging and analyse the increments ns(τ + θ) − ns(τ), using the
asymptotical results like Theorem A and estimates like (1.27). This analysis
shows that due to the important role, played by the integrals like (1.25), the
leading nonlinear contribution to the increment is described by the cubic
wave kinetic integral operator K, which sends a function y(s), s ∈ Rd, to
the function
Ks(y(⋅)) = 2πγs ∫
Σs
ds1 ds2 ∣Σs y1y2y3ys√∣s1 − s∣2 + ∣s2 − s∣2 ( 1γsys + 1γ3y3 − 1γ1y1 − 1γ2y2) ,
where ys = y(s) and for j = 1, 2, 3 we set yj = y(sj) with s3 = s1 + s2 − s,
and γj are defined similarly. Using the notation, evoked in (1.26), Ks(y(⋅))
may be written as
4πγs ∫ y1y2y3ys ( 1γsys + 1γ3y3 − 1γ1y1 − 1γ2y2) δ(ω123s) δ123s ds1ds2ds3.
If r∗ = 0, then γs ≡ 1 and this integral coincides with the kinetic integral,
used to describe WT for the 4–waves interaction, see [22], p. 71 and [19],
p. 91.
The operatorK is defined in terms of the measure µs=
ds1 ds2(∣s1−s∣2+∣s2−s∣2)1/2 ∣Σs
and our study of the operator is based on the following useful disintegration
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of µ0 (the measure µs with s = 0), obtained in Theorem 3.6:
µ0(ds1, ds2) = ∣s1∣−1ds1 ds⊥
1
s2,
where for a non-zero vector s1 we denote by ds⊥
1
s the Lebesgue measure
on the hyper–space s
⊥
1 = {s ∶ s ⋅ s1 = 0}. Based on this disintegration,
in Section 4 we prove the result below, where for r ∈ R we denote by
Cr(Rd) the space of continuous complex functions on Rd with finite norm∣f ∣r = supx ∣f(x)∣⟨x⟩r.
Theorem B. For any r > d such that r ≥ 2r∗ + d the operator K defines a
continuous 3–homogeneous mapping K ∶ Cr(Rd)→ Cr+1(Rd).
See Theorem 4.1. As we have explained above, in (1.21) n
(2)
s ∼ ν and∣n(3)s ∣, ∣n(4)s ∣ satisfy (1.27). This suggests that the right scaling for ρ is
ρ ∼ ν
−1/2
. Accordingly, we choose ρ to be of the form
(1.28) ρ = ν
−1/2
ε
1/2
, ε ∈ (0, 1]
(here ε should be regarded as a fixed small constant). Now consider the
damped/driven wave kinetic equation (WKE):
(1.29) m˙(τ, s) = −2γsm(τ, s) + εK(m(τ, ⋅))(s)+ 2b(s)2, m(−T ) = 0.
In Theorem 4.4 we easily derive from Theorem B that for small ε this
equation has a unique solution m. The latter can be written as m =
m
0(τ, s)+ εm1(τ, s), where m0,m1 ∼ 1, m0 is a solution of the linear equa-
tion (1.29) ∣ε=0 and equals n(0). Analysing the increments ns(τ + θ)−ns(τ)
using the results, discussed above, in Section 5 we show that they have the
same form as the increments of solutions for eq. (1.29), see Theorem 5.2.
Next in Section 7, arguing by analogy with the classical averaging theory,
we get the stated below main result of this work (see Theorem 7.3 and
Corollary 7.4). We recall the agreements (1.15) and (1.24).
Theorem C. The energy spectrum ns(τ) = ns(τ ; ν, L) of the quasisolution
As(τ) of (1.12), (1.16) extends to a Schwartz function of s ∈ Rd and is
close to the solution m(τ, s) of WKE. Namely, for any r there exists εr > 0
such that for 0 < ε ≤ εr we have∣n⋅(τ) −m(τ, ⋅)∣r ≤ Crε2 ∀ τ ≥ −T,
if 0 < ν ≤ νε(r) for a suitable νε(r) > 0. Moreover, the limit ns(τ ; ν,∞) of
ns(τ ; ν, L) as L →∞ exists and also, for any r, satisfies the estimate above
if 0 < ν ≤ νε(r).
For ε = 0 eq. (1.29) has the unique steady state m
0
, m
0
s = b
2
s/γs, which is
asymptotically stable. By the inverse function theorem, for ε < ε
′
r (ε′r > 0),
eq. (1.29) has a unique steady statem
ε
, close tom
0
. It also is asymptotically
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stable. Jointly with Theorem C this result describes the asymptotic in time
behaviour of the energy spectrum ns:
(1.30) ∣n(τ) −mε∣r ≤ ∣mε∣re−τ−T + Crε2, ∀ τ ≥ −T.
See in Section 7.
Due to Theorem A and some modifications of this result, the iterated limit
limν→0 limL→∞ ν
−1
n
(2)
s (τ ; ν, L) exists and is non-zero. It is hard to doubt
that a similar iterated limit also exists for ν
−2
n
(4)
s (cf. estimate (1.27)).
Then, in view of (1.27) for n
(3)
s , under the scaling (1.28) exists the limit
ns(τ ; 0,∞) = limν→0 limL→∞ ns(τ ; ν, L). If so, then ns(τ ; 0,∞) also satisfies
the assertion of Theorem C and obeys the time–asymptotic (1.30).
In the original fast time t = ν
−1
τ eq. (1.7) with ρ = ν
−1/2
ε
1/2
and
λ ∶=
√
νε reeds
(1.31) ut + i∆u − iλ(∣u∣2 − ∥u∥2)u = −ν(−∆ + 1)r∗u + √ν η˙ω(t, x),
where ∥u(t)∥ ∼ 1 as ν → 0 and L →∞ due to the balance of energy (1.8).
We have seen that for quasisolutions of (1.31) the kinetic limit exists if λ
scales as
√
ν, and the time, needed to arrive at the kinetic regime is t ∼ λ
−2
.
Note that the time–scale (size of the nonlinearity)
−2
coincides with that
usually considered in WT, see in [22, 19, 18].
Theorems A–C are proved in Sections 2–7 and Sections 9–11, where Sec-
tions 9–11 contain a demonstration of Theorem A as well as of some lemmas,
needed to prove Theorems B, C in Sections 2–7.
Section 8 presents the results of our second paper [5] on formal expansions
(1.17) in series in ρ. There we decompose the spectrum Ns(τ) in formal
series,
(1.32) Ns(τ) = n0s(τ) + ρn1s(τ) + ρ2n2s(τ) + . . . .
where n
0
s = n
(0)
s and for k ≥ 1 n
k
s is given by the formulas (1.22) with the
restriction k1, k2 ≤ 2 being dropped, i.e. n
k
s = ∑k1+k2=k Ea(k1)s a¯(k2)s , so njs
equals n
(j)
s for j ≤ 2, but not for j = 3, 4. Still the estimates (1.27) remain
true for n
3
s and n
4
s. The bounds on n
0
s, . . . , n
4
s suggest that ∣nks ∣ ≲ νk/2. The
results of Section 8 put some light on this assumption. Namely, it is proved
there that n
k
s(τ) may be written as a finite sum ∑Fk Iks (Fk) of integrals
I
k
s (Fk), naturally parametrised by a certain class of Feynman diagrams Fk.
These integrals are such that:
Theorem D . For each k,
a) every integral I
k
s (Fk) satisfies
(1.33) ∣Iks (Fk)∣ ≤ C#(s; k)max(ν⌈k/2⌉, νd),
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if L is so big that L
−2
ν
−2
≤ max(ν⌈k/2⌉, νd). If d = 2 and k = 3 then the
maximum in the r.h.s. above should be multiplied by ln ν
−1
.
b) estimate (1.33) is sharp in the sense that if k > 2d, then for some
diagrams Fk we have
(1.34) ∣Iks (Fk)∣ ∼ C#(s; k)νd ≫ C#(s; k)ν⌈k/2⌉.
Theorem D is a new result on the integrals with fast oscillating quadratic
exponents (see the integral in (8.8)). We hope that the theorem and its vari-
ations (cf. the last section of [5]) will find applications outside the framework
of WT.
As n
k
s is a finite sum of integrals I
k
s (Fk), it also obeys (1.33). Since d ≥ 2,
then (1.33) implies estimate (1.27), needed to prove Theorem C. Also, by
(1.33)
(1.35) ∣nks∣ ≲ νk/2 if k ≤ 2d.
Validity of inequality ∣nks∣ ≲ νk/2 for k > 2d is a delicate issue. Assertion
(1.34) implies that the inequality does not hold for all summands, forming
n
k
, but still it may hold for n
k
s = ∑Fk Iks (Fk) due to some cancellations.
And indeed, we prove that the cancellations do happen in the sub-sum over
a certain subclass F
B
k of diagrams Fk which give rise to the biggest integrals
I
k
s (Fk). Namely, for any Fk ∈ FBk we have (1.34) but ∣∑Fk∈FBk Iks (Fk)∣ ≤
C
#(s; k)νk−1 ≤ C#(s; k)νk/2. This does not imply the validity of (1.35) for
all k, which remains an open problem:
Problem 1.1. Prove that for any k ∈ N
(1.36) ∣nks(τ)∣ ≤ C#(s; k)νk/2 ∀ s, ∀τ ≥ −T,
if L is sufficiently big in terms of ν
−1
.
If the conjecture (1.36) is correct, then under the scaling (1.28), for any
M ≥ 2 the order M truncation of the series (1.32), namely Ns,M(τ) =
∑0≤k≤M ρknks(τ), also meets the assertion of Theorem C, i.e. satisfies the
WKE with the accuracy ε
2
. It is unclear for us if Ns,M satisfies the equation
with better accuracy, i.e. if it better approximates a solution of (1.29) than
ns(τ). On the contrary, if (1.36) fails in the sense that for some k we have
(1.37) ∥nk⋅ ∥ ∼ Cνk′ with k′ < k/2,
then under the scaling (1.28) the sum (1.32) is not a formal series in
√
ε,
uniformly in ν and L.
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1.3. Conclusions. • If in eq. (1.7) ρ is chosen to be ρ = ν
−1/2
ε
1/2
with
0 < ε ≤ 1, then the energy spectra ns(τ) of quasisolutions for the equation
(i.e. of quadratic in ρ truncations of solutions u, decomposed in formal
series in ρ) under the limit (1.14) satisfy the damped/driven wave kinetic
equation (1.29) with accuracy ε
2
. If we write the NLS equation which we
study, using the original fast time t in the form (1.31), then the kinetic limit
exists if there λ ∼
√
ν, and the time, needed to arrive at the kinetic regime
is t ∼ λ
−2
.
• If (1.36) is true, then the energy spectra of higher order truncations for
decompositions of solutions for (1.7) in series in ρ also satisfy (1.29) with
the same accuracy ε
2
. On the contrary, if (1.36) fails in the sense that for
some k we have (1.37), then (1.32) is not a formal series in
√
ε, uniformly in
ν and L.
• Similar, if the energy spectrum Ns(τ) = E∣vs∣2 admits the second order
truncated Taylor decomposition in ρ of the form
Ns(τ) = n(0)s + ρ2n(2)s +O(ρ3ν3/2),
then under the scaling (1.28) and the limit (1.14) the spectrum Ns(τ) sat-
isfies the WKE (1.29) with accuracy ε
3/2
. Unfortunately we see no way to
prove or disprove the relation above. At this point we recall that various
NLS equations appear in physics as models for small oscillations in physical
media, obtained by neglecting in the exact equations the terms of higher
order of smallness. So it does not seems impossible that the kinetic limit
holds for the energy spectra of the second order jets in ρ of solutions v(τ)
(which we call quasisolutions), but not for the solutions themselves since the
former are closer to the physical reality.
• To prove our results we have developed some new analytic and combi-
natoric techniques. We believe that they apply to other models of WT, and
may give there stronger and “more final” results. To verify this belief is our
next goal.
1.4. Notation. By R
n
+ and R
n
− we denote, respectively, the sets [0,∞)n and(−∞, 0]n. For a vector v we denote by ∣v∣ its Euclidean norm and by v ⋅ u
its Euclidean scalar product with a vector u. We write ⟨v⟩ = (1 + ∣v∣2)1/2.
For a real number x, ⌈x⌉ stands for the smallest integer ≥ x. We denote by
χd(ν) the constant
(1.38) χd(ν) = { 1, d ≥ 3 ,ln ν−1, d = 2 .
The exponent ℵd is zero if d ≥ 3 and is any positive number if d = 2. For an
integral I = ∫
RN
f(z) dz and a domain M ⊂ RN , open or closed, we write⟨I,M⟩ = ∫
M
f(z) dz. Similar we write ⟨∣I∣,M⟩ = ∫
M
∣f(z)∣ dz.
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We denote ⨊s1,...,sk∈ZdL ∶= L−kd∑s1,...,sk∈ZdL . Following the tradition of
WT, we often abbreviate vsj , asj , γsj , . . . to vj , aj , γj , . . ., and abbreviate
the sums ∑s1,...,sk∈ZdL and ⨊s1,...,sk∈ZdL to ∑1,...,k and ⨊1,...,k.
By C
#
, C
#
1 , . . . we denote various positive functions such that at infinity
their norms decay faster than the norms of their arguments in any negative
degree. That is,
(1.39) ∣C#(x)∣ ≤ CN⟨x⟩−N ∀x ,
for every N , with a suitable constants CN ≥ 0. By C
#(x; a) we denote
a function C
#
a as above, depending on a parameter a. Below we discuss
properties of the functions C
#
in more detail.
Functions C
#
. Any Schwartz function f(x), x ∈ Rn, may be written
as C
#(x). If L ∶ Rn → Rn is a linear isomorphism, then the function
g(y) = C#(Ly) may be written as C#1 (y). Next, for any C#(x, y), where(x, y) ∈ Rd1+d2 , d1, d2 ≥ 1, there exist C#1 (x) and C#2 (y) such that∣C#(x, y)∣ ≤ C#1 (x)C#2 (y).
Indeed, consider C
#
0 (t) = sup∣(x,y)∣≥t ∣C#(x, y)∣, t ≥ 0. This is a non-
increasing function, satisfying (1.39). Then
∣C#(x, y)∣ ≤√C#0 ( 1√2(∣x∣ + ∣y∣))√C#0 ( 1√2(∣x∣ + ∣y∣)) ≤ C#1 (x)C#2 (y) ,
where C
#
1,2(z) = √C#0 ( 1√2 ∣z∣). Finally, if ∣f(x, y)∣ ≤ C#1 (x)C#2 (y), then,
obviously, f may be written as C
#(x, y).
Acknowledgments. AD was supported by RFBR according to the research
project 18-31-20031, and SK – by the grant ANR-17-CE40-0006 and the
grant 18-11-00032 of Russian Science Foundation. We thank Johannes Sjo¨s-
trand for discussion.
2. Formal decomposition of solutions in series in ρ.
The cubic nonlinearity Y in (1.12) defines the 3-linear over real numbers
mapping (u, v, w) ↦ Y(u, v, w; ν−1τ), where
Ys(u, v, w; ν−1τ) = L−d ∑
s1,s2
δ
′12
3s us1vs2w¯s3e
iν
−1
τω
12
3s .
Often it will be better to use its symmetrisation
(2.1)
Y
sym
s (u, v, w; ν−1τ) = L−d3 ∑
s1,s2
δ
′12
3s (us1vs2w¯s3+vs1ws2 u¯s3+ws1us2 v¯s3) eiν−1τω123s .
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Clearly Y
sym(v, v, v) = Y(v). Besides,
Ys(v0 + δv1 + δ2v2) = Ys(v0) + 3δ Ysyms (v0, v0, v1)
+ 3δ
2(Ysyms (v0, v1, v1) + Ysyms (v0, v0, v2)) +O(δ3).
Let us consider the a–equation (1.12), supplemented with the initial con-
dition (1.16), and write its solutions as formal series (1.17):
a = a
(0)
+ ρa
(1)
+ . . . .
We recall that a
(0)
and a
(1)
are given by expressions (1.18) and (1.19), while
the general term a
(n)
, n ≥ 1, is given by (1.20). The process a
(n)(τ) is a
Wiener chaos of order 2n + 1.
Correlations of the processes a
(n)
s (τ) are important for what follows. By
(1.18), for any τ1, τ2,
Ea
(0)
s (τ1)a(0)s′ (τ2) ≡ Ea¯(0)s (τ1)a¯(0)s′ (τ2) ≡ 0,
Ea
(0)
s (τ1)a¯(0)s′ (τ2) = δss′ b(s)2γs (e−γs∣τ1−τ2∣ − e−γs(2T+τ1+τ2)).(2.2)
Indeed, the first relations are obvious. To prove the last me may assume
that −T ≤ τ1 ≤ τ2. Then the l.h.s. vanishes if s ≠ s
′
, while for s = s
′
it
equals
b(s)2E(∫ τ1
−T
e
−γs(τ1−l1)dβs(l1))(∫ τ1
−T
e
−γs(τ2−l2)dβ¯s(l2)+∫ τ2
τ1
e
−γs(τ2−l2)dβ¯s(l2)).
The expectation of the second term vanishes, and that of the first equals
2 b(s)2 ∫ τ1
−T
e
−γs(τ1−l+τ2−l)dl, which is the r.h.s. of (2.2) (recall that dβ ⋅ dβ¯ =
2dt).
For the process a
(1)
we have
Lemma 2.1. For any τ1, τ2 and s
′
, s
′′
we have
i) Ea
(1)
s′
(τ1)a(1)s′′ (τ2) = 0;
ii) Ea
(1)
s′
(τ1)a¯(1)s′′ (τ2) = 0 if s′ ≠ s′′;
iii) Ea
(1)
s′
(τ1)a(0)s′′ (τ2) = Ea(1)s′ (τ1)a¯(0)s′′ (τ2) = 0.
Proof. Let us verify ii). Due to (1.19), the expectation we examine is a sum
over s1, s2 and s
′
1, s
′
2 of integrals of functions
E(δ′123s′ (a(0)1 a(0)2 a¯(0)3 )(l) δ′1′2′3′s′′ (a¯(0)1′ a¯(0)2′ a(0)3′ )(l′)),
multiplied by some density-functions. Since each a
(0)
j is a Gaussian process,
then Wick’s theorem applies. By (2.2) and due to the the factor δ
′12
3s , a
(0)
1
must be coupled with a¯
(0)
1′
or with a¯
(0)
2′
, a
(0)
2 – with a¯
(0)
2′
or a¯
(0)
1′
, and a¯
(0)
3
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with a
(0)
3′
. So s
′
= s1 + s2 − s3 = s
′
1 + s
′
2 − s
′
3 = s
′′
and ii) follows. The proof
of i) and iii) is similar. 
By a similar argument it can be shown that Ea
(m)
s′
a
(n)
s′′
= 0 for any m,n
and s
′
, s
′′
, and Ea
(m)
s′
a¯
(n)
s′′
= 0 for any m,n and s
′
≠ s
′′
. We do not prove and
do not use this.
2.1. Second moments Ea
(1)
s (τ)a¯(1)s (τ). In the center of attention of WT
are the limiting, as L → ∞, ν → 0, correlations of solutions as(τ) (and
vs(τ)). Accordingly we should analyse limiting correlations of the processes
a
(n)
s (τ). To give an idea what we should expect there, let us consider cor-
relations of the process a
(1)
s (τ). The tools, needed for this analysis, will be
systematically used later.
We have
E∣a(1)s (τ)∣2 = L−2d ∫ τ
−T
dl1 ∫
τ
−T
dl2e
γs(l1+l2−2τ)
×∑
1,2
∑
1′,2′
E(δ′123s δ′1′2′3′s (a(0)1 a(0)2 a¯(0)3 )(l1)(a¯(0)1′ a¯(0)2′ a(0)3′ )(l2)eiν−1(l1ω123s−l2ω1′2′3′s )).
By the Wick theorem
∑
s
1
′ ,s
2
′
E(δ′123s (a(0)1 a(0)2 a¯(0)3 )(l) δ′1′2′3′s (a¯(0)1′ a¯(0)2′ a(0)3′ )(l′)) = 2 3∏
j=1
Ea
(0)
j (l)a¯(0)j (l′),
where we used that Ea¯
(0)
j (l)a(0)j (l′) = Ea(0)j (l)a¯(0)j (l′). Then, recalling the
notation ⨊ introduced in Section 1.4, by (2.2) we get
E∣a(1)s (τ)∣2 = 2⨊1,2δ′123s ∫ τ
−T
dl1 ∫
τ
−T
dl2B123
×
3
∏
j=1
(e−γj ∣l1−l2∣ − e−γj(2T+l1+l2))eγs(l1+l2−2τ)+iν−1ω123s (l1−l2) ,
where we denoted
(2.3) B123 = B1B2B3, Br = b(sr)2/γsr for r = 1, 2, 3.
To simplify the computations, we first assume that T = ∞. It is not
difficult to see that in this case a
(1)(τ) is a stationary process, so E∣a(1)s (τ)∣2
does not depend on τ and equals Σs, where
Σs = 2⨊1,2δ′123s ∫
0
−∞
dl1 ∫
0
−∞
dl2B123e
−∣l1−l2∣(γ1+γ2+γ3)+γs(l1+l2)+iν−1ω123s(l1−l2) .
(2.4)
Since for a, b > 0, c ∈ R we have
(2.5) ∫ 0
−∞
dl1 ∫
0
−∞
dl2e
−a∣l1−l2∣+b(l1+l2)+ic(l1−l2)
=
a + b
b((a + b)2 + c2) ,
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then
Σs =
2ν
2
γs
⨊
1,2
δ
′12
3s B123
γ1 + γ2 + γ3 + γs(ω123s)2 + ν2(γ1 + γ2 + γ3 + γs)2 .(2.6)
For the reason of equality (2.6), below we call expressions like those in
the r.h.s. of (2.4) “sums”, meaning that they become sums after the explicit
integrating over dlj .
3. Limiting behaviour of second moments.
In this section we study the asymptotic behaviour of the sum Σs (see
(2.4)=(2.6)) as L→∞ and ν → 0, assuming that L≫ ν
−1
≫ 1. The latter
inequality will be specified later.
3.1. Approximation of the sums Σs by the integrals Is. Let us natu-
rally extend γs = ⟨s⟩2r∗, s ∈ ZdL, to a function on Rd and denote
γ1 + γ2 + γ3 + γs =∶ Γ(s1, s2, s3, s), sj, s ∈ Rd.
We also extend Bs, s ∈ Z
d
L, to the function
B(s) = b(s)2/γs, s ∈ Rd,
and extend B123 to B(s1, s2, s3) ∶= B(s1)B(s2)B(s3), sj ∈ Rd. Recalling
(1.13) we see that
(3.1) Σs naturally extends to a function on R
d
∋ s,
both in the form (2.4) and (2.6). Doing that we should understand the factor
δ
′12
3s as the rule “substitute s3 = s1 + s2 − s ”. In this case in (2.4) and (2.6)
the indices s1, s2 belong to Z
d
L, while s and s3 are vectors in R
d
. Here and
in similar situations below we will keep denoting the extended functions by
the same letters.
Considering (2.6) with s ∈ R
d
we may replace there the sum ⨊1,2 by the
integral over R
d
×R
d
, thus getting the function Is, defined as
Is =
ν
2
2γs
∫
R
d×Rd
ds1 ds2
B(s1, s2, s3)Γ(s1, s2, s3, s)((s1 − s) ⋅ (s2 − s))2 + (12 νΓ(s1, s2, s3, s))2
=∶ ν
2 ∫
R
d×Rd
ds1 ds2
Fs(s1, s2)((s1 − s) ⋅ (s2 − s))2 + (12 νΓ(s1, s2, s3, s))2 ,
(3.2)
where s3 ∶= s1 + s2 − s and
(3.3) Fs(s1, s2) = Γ(s1, s2, s3, s)B(s1, s2, s3)/2γs.
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The function Fs is a positive Schwartz function on R
3d
. Reverting the trans-
formation, used to get (2.6) from (2.4) we find that
Is = 2∫
Rd×Rd
ds1ds2 ∫
0
−T
dl1 ∫
0
−T
dl2B(s1, s2, s3)
× e
−∣l1−l2∣(γ1+γ2+γ3)+γs(l1+l2)+iν−1ω123s (l1−l2) , s3 = s1 + s2 − s.
(3.4)
Our goal in this section is to estimate the difference between the sum Σs
and the integral Is, while in the next section we will study asymptotical
behaviour of the latter as ν → 0. We consider a bit more general sums since
we will need this in [5].
We will study sums with the summation index (s1, . . . , sk) =∶ z ∈ ZkdL ,
k ≥ 1, and integrals with the integrating variable z = (s1, . . . , zk) ∈ Rkd. Let
c
j
= (cj0, . . . , cjk) ∈ R(k+1)d, 1 ≤ j ≤ p, be fixed vectors, where p ≥ 0 and if
p = 0, then the set of vectors c
j
is empty. We denote c
j
= (cj1, . . . , cjk) ∈ Rdk,
assume that c
j
≠ 0 for all j, and for s ∈ R
d
consider the union Ds of p affine
hyperspaces in R
kd
,
(3.5) Ds = ∪
p
j=1D
j
s, D
j
s = {z = (s1, . . . sk) ∈ Rkd ∶ cj0 ⋅ s+ cj ⋅ z = 0}.
Consider the sum/integral
Ss = ∫
Rm
⨊
z∈Z
kd
L \DsGs(z, θ; ν) dθ, m ∈ N ∪ {0}, s ∈ Rd,
(ifm = 0, then integral over R
m
is absent), whereG⋅ is a measurable function
of (z, θ, ν) ∈ Rkd × Rm × (0, 1], C2– smooth in z and satisfying
(3.6) ∣∂αz Gs(z, θ; ν)∣ ≤ ν−∣α∣C#(s)C#(z)C#(θ) if 0 ≤ ∣α∣ ≤ 2,
for all values of the arguments. Our goal is to compare Ss with the integral
Js = ∫
Rm
∫
Rkd
Gs(z, θ; ν) dzdθ, s ∈ Rd.
Theorem 3.1. Under the assumption (3.6),
(3.7) ∣Ss − Js∣ ≤ C#(s)ν−2L−2, s ∈ Rd.
Theorem 3.1 applies to the sum Σs where, due to the factor δ
′
, we take
the summation over s1, s2 ≠ s.
Proof. Denote by Sˆs the sum Ss, where Ds is replaced by the empty set.
Firstly we claim that
(3.8) ∣Ss − Sˆs∣ ≤ C#(s)L−d ≤ C#(s)L−2,
where in the last inequality we used that d ≥ 2. Indeed, due to (3.6) with
α = 0, ∣Ss−Sˆs∣ ≤ C#(s)L−kd∑pj=1∑z∈Djs C#(z), and the claim follows from
the fact that the affine subspaces D
j
s have dimension L
k(d−1)
.
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Now we consider a mesh in R
d
, formed by cubes of size L
−1
, centred at
the points of the lattice Z
d
L. For any l ∈ Z
d
L denote by m(l) the cell of the
mesh with the centre in l, and consider the measurable mapping
Π ∶ R
d
↦ Z
d
L , Π(x) = { l, if x ∈ interior of m(l), l ∈ ZdL ,
0, if x ∈ ∂m(l′) for some l′ ∈ ZdL.
Let Π
k
= Π × . . . × Π, where the product is taken k times. Then
Sˆs = ∫
Rm
∫
Rkd
Gs(z, θ; ν) ◦ (Πk × id) dzdθ.
Setting G
∆
s = Gs −Gs ◦ (Πk × id), we see that
Js − Sˆs = ∫
R
m
∫
R
kd
G
∆
s (z, θ; ν) dzdθ +O(C#(s)L−d).
For any l = (l1, . . . , lk) ∈ ZdkL let us denote m(l) = m(l1) × . . . × m(lk),
restrict G
∆
s to the cell m(l) and write it as
G
∆
s (z, θ) = ∂zGs(l, θ) ⋅ (z − l) + Ts(z, θ), z ∈m(l).
Here ∣Ts(z, θ)∣ ≤ CL−2 supξ∈m(l) ∣∂2ξGs(ξ, θ)∣ for z ∈m(l). Then»»»»»»∫m(l)G∆s (z, θ)dz»»»»»» ≤ L−kdL−2ν−2C#(s)C#(l)C#(θ),
and accordingly
∣Js − Sˆs∣ ≤ ν−2L−2C#(s)∫
R
m
∫
R
kd
C
#(z)C#(θ) dzdθ
+O(C#(s)L−d) ≤ C#1 (s)ν−2L−2(3.9)
since d ≥ 2. The theorem is proved. 
Remark 3.2. Theorem 3.1 remains true for d = 1 if we replace (3.7) by the
weaker estimate∣Ss − Js∣ ≤ C#(s)(ν−2L−2 + L−1), s ∈ Rd.
Indeed, in the proof of the theorem relation d ≥ 2 was used only to get
the second inequality in (3.8) and to bound in (3.9) the term C
#(s)L−d by
C
#(s)ν−2L−2.
3.2. Limiting behaviour of the integrals Is. Here we study the integral
Is, written in the form (3.2), when ν → 0. With the notation Γs(s1, s2) =
Γ(s1, s2, s3, s)/2 where, as usual, s3 = s1+s2−s, the integral takes the form
Is = ν
2 ∫
R2d
ds1 ds2
Fs(s1, s2)((s1 − s) ⋅ (s2 − s))2 + (νΓs(s1, s2))2 .(3.10)
We study its asymptotical behaviour when ν → 0 in an abstract setting and
do not use the explicit forms of the functions Fs and Γs. Instead we assume
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that they are C
2
–smooth and C
3
–smooth functions correspondingly satisfy-
ing certain restrictions on their behaviour at infinity. Namely, it suffices to
assume that
(3.11) ∣∂αs1,s2,sFs(s1, s2)∣ ≤ C#1 (s, s1, s2) ∀ s1, s2, s ∈ Rd, ∀ ∣α∣ ≤ 2,
and, for some real number r1 ≥ 0 and K > 0,
(3.12) ∣Γs(s1, s2)∣ ≥ K−1, ∣∂αs1,s2,sΓs(s1, s2)∣ ≤ K⟨(s1, s2, s)⟩r1−∣α∣
for all s1, s2, s and all ∣α∣ ≤ 3. Function Fs from (3.3) satisfies (3.11), while
function Γs = Γ(s1, s2, s1 + s2 − s, s) satisfies (3.12) with r1 = r∗, as well as
the functions Γs = ⟨s⟩2r∗ and Γs = ⟨si⟩2r∗ for i = 1, 2, 3, where s3 = s1+s2−s.
In the theorem below we denote by
s
Σ the quadric
(3.13)
s
Σ = {(s1, s2) ∶ ω123s = 0}.
The latter has a singularity at the point (s, s), and we denote by sΣ∗ its
smooth part
s
Σ∗ =
s
Σ \ {(s, s)}.
Theorem 3.3. As ν → 0, the integral Is, s ∈ R
d
, may be written as
(3.14) Is = νI
0
s + ν
2
I
∆
s ,
(3.15) I
0
s = π∫
sΣ∗
Fs(s1, s2)√∣s − s1∣2 + ∣s − s2∣2 Γs(s1, s2) ds1 ds2 ∣sΣ∗ .
Here ds1ds2∣sΣ∗ is the volume element on sΣ∗, induced from R2d, and the
integral for I
0
s converges absolutely. The functions I
0
s and I
∆
s satisfy the
estimates
(3.16) ∣I0s ∣ ≤ C#1 (s) , ∣I∆s ∣ ≤ C#(s;ℵd) ν−ℵd ,
where ℵd = 0 if d ≥ 3, while for d = 2, ℵd is any positive number.
The theorem is proved in Section 9. If Fs and Γs do not depend on s,
then the theorem holds under related (but milder) restrictions on F and Γ,
and in that case ∣I∆s ∣ ≤ Cχd(ν), where χd is defined in (1.38), see [14].
Theorem 3.3 implies that
(3.17) ∣Is∣ ≤ νC#(s).
In Appendix 12.3 we show that this inequality may be obtained easier and
under weaker restrictions on the functions Fs and Γs. This observation is
important since later in the text we use various generalisations of inequality
(3.17) in situations, where analogies of the asymptotic expansion (3.14) are
not known for us.
Applying Theorems 3.1 and 3.3 to the sum E∣a(1)s (τ)∣2 = Σs in (2.6) and
recalling that Σs was extended to a function on R
d
, we get
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Corollary 3.4. Assume T =∞. Then for s ∈ R
d
and L > 1 > ν,»»»»»»E∣a(1)s (τ)∣2 − ν πγs ∫sΣ∗ B(s1, s2, s1 + s2 − s)√∣s1 − s∣2 + ∣s2 − s∣2 ds1ds2∣sΣ∗ »»»»»»
≤ C
#(s;ℵd)(L−2ν−2 + ν2−ℵd).
It is convenient to pass in (3.15) from the variables (s1, s2, s) to
(3.18) (x, y, s) = (s1 − s, s2 − s, s), (x, y) =∶ z.
Then the quadric
s
Σ becomes
(3.19) Σ = {z ∶ x ⋅ y = 0} ⊂ Rdx × Rdy = R2dz .
The locus of Σ is the point (0, 0), and the regular part is Σ∗ = {(x, y) ≠ 0 ∶
x ⋅ y = 0}. Now we write the integral I0s as
(3.20) ∫
Σ∗
f(z)∣z∣−1 dz ∣Σ∗ ,
where f = πFs/Γs.
Integrals of the form (3.20) are important for what follows. In next section
we discuss some their properties.
3.3. Integrals (3.20). Let us extend the measure ∣z∣−1 dz ∣Σ∗ to a measure
µ
Σ
on Σ, where µ
Σ({0}) = 0, and next extend µΣ to a Borel measure
on R
2d
, supported by Σ, keeping for the latter the same name. Then the
integrals (3.20) may be written as ∫
Σ∗
f(z)µΣ(dz), or as ∫
Σ
f(z)µΣ(dz), or
as ∫
R
2d f(z)µΣ(dz)
For any real number r let Cr(R2d) be the space of continuous complex
functions on R
2d
with the finite norm
(3.21) ∣f ∣r = sup
z
∣f(z)∣⟨z⟩r.
Proposition 3.5. Integral (3.20) as a function of f defines a continuous
linear functional on the space Cr(R2d) if r > 2d − 2.
The proposition is proved in Section 9.9. To study further the measure
µ
Σ
we consider the projection
(3.22) Π ∶ Σ∗ → R
d
x, z = (x, y) ↦ x.
It defines a fibering of Σ∗, where the fiber Π
−1
0 = {0}×{Rdy\{0}} is singular,
while for any non-zero x the fiber Π
−1
x equals {x} × x⊥, where x⊥ is the
orthogonal complement to x in R
d
y. So the restriction of Π to the domain
Σ
x
= Σ \ ({0} × Rdy) is a smooth euclidean vector bundle over Rd \ {0}.
Let us us abbreviate to µ the volume element dz ∣Σ∗ . Since the measure
µ
Σ ∣Σ∗ is absolutely continuous with respect to µ, then µΣ(Σ∗\Σx) = µ(Σ∗\
Σ
x) = 0; so to calculate the integrals (3.20) it suffices to know the restriction
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of µ
Σ
to Σ
x
. The result below shows how to disintegrate the measures µ ∣Σx
and µ
Σ ∣Σx with respect to Π, and allows to integrate explicitly over them.
Theorem 3.6. The measures µ ∣Σx and µΣ ∣Σx disintegrate as follows:
(3.23) µ(dz) = ∣x∣−1dx∣z∣ dx⊥y,
(3.24) µ
Σ(dz) = ∣x∣−1dx dx⊥y,
where dx⊥y is the volume element on the space x
⊥
(the orthogonal comple-
ment to x in R
d
y).
We recall that equality (3.23) means that for any continuous function f
on Σ
x
with compact support
(3.25) ∫
Σx
f(z)µ(dz) = ∫
R
d\{0} ∣x∣−1dx∫x⊥ f(z) ∣z∣ dx⊥y.
Proof. It suffices to verify (3.25) for all continuous functions f , supported
by a compact set K, for any K ⋐ (Rd \ {0}) × Rd. For x′ ∈ Rd \ {0} and
m ∈ N we denote r
′
= ∣x′∣ > 0 and set Ux′ = {x ∶ ∣x − x′∣ < 12r′} and
U
m
= {y ∶ ∣y∣ < m}. Since any K as above can be covered by a finite system
of domains Ux′ × U
m
, it suffices to prove (3.25) for any set Ux′ × U
m
=∶ U
and any f ∈ C0(U), where C0(U) is the space of continuous compactly
supported functions on U .
Now we construct explicitly a trivialisation of the linear bundle Π over
Ux′ . To do this we fix in R
d
a coordinate system such that
(3.26) x1 ≥ κ > 0 for any x = (x1, x2, . . . , xd) =∶ (x1, x¯) ∈ Ux′ .
We denote Q = Π
−1
Ux′ ⊂ Σ
x
and construct a linear in η¯ coordinate mapping
Φ ∶ Ux′ × R
d−1
→ Q of the form
Φ(x, η¯) = (x,Φx(η¯)), Φx(η¯) = (ϕ(x, η¯), η¯).
The function ϕ should be such that Φx(η¯) ∈ x⊥. That is, it should satisfy
x ⋅ Φx(η¯) = x1ϕ + x¯ ⋅ η¯ = 0. From here we find that ϕ = − x¯⋅η¯x1 . Thus
obtained mapping Φx is linear in η¯, and the image of Φ is the set Q. In the
coordinates (x, η¯) ∈ Ux′ ×Rd−1 the hypersurface Σx is embedded in R2d as a
graph of the function ϕ(x, η¯). Accordingly in these coordinates the volume
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element µ on Σ
x
reeds µ = p¯(x, η¯)dx dη¯, where 3
p¯(x, η¯) = (1+ ∣∂ϕ(x, η¯)∣2)1/2 = (1+ x−21 ((x−11 x¯ ⋅ η¯)2 + ∣η¯∣2 + ∣x¯∣2))1/2.
So
∫
U⊂Q
f(z)µ(dz) = ∫
Ux′
(∫
R
d−1
f(x,Φx(η¯)) p¯(x, η¯) dη¯)dx.
Passing from the variable η¯ to y = Φx(η¯) ∈ x⊥ we write the measure
p¯(x, η¯)dη¯ as p(z)dx⊥y with
(3.27) p(z) = p(x, y) = p¯(x,Φ−1x y)∣detΦx∣−1.
Then
(3.28) ∫
U
f(z)µ(dz) = ∫
Ux′
(∫
Um∩x⊥
f(z)p(z)dx⊥y)dx.
The smooth function p in the integral above is defined on U∩Σ
x
in a unique
way and does not depend on the trivialisation of Π over Ux′ , used to obtain
it. Indeed, if p1(z) is another smooth function on U ∩ Σx such that (3.28)
holds with p ∶= p1, then
∫ dx∫
x⊥
f(z)(p(z) − p1(z))dx⊥y = 0 ∀ f ∈ C0(U),
which obviously implies that p = p1. To establish (3.25) it remains to verify
that in (3.28)
(3.29) p(x∗, y∗) = ∣x∗∣−1∣z∗∣ ∀ z∗ = (x∗, y∗) ∈ U ∩ Σx.
To prove this equality let us choose in R
d
euclidean coordinates with the
first basis vector e1 = x∗/r∗, r∗ = ∣x∗∣ ≥ 12r′. In these coordinates condition
(3.26) holds, x∗ = (r∗, 0) and Φx∗ = id. Then
p¯(x∗,Φ−1x∗ y∗) = p¯(x∗, y∗) = r−1∗ (r2∗ + ∣y∗∣2)1/2 = ∣x∗∣−1∣z∗∣,
and (3.29) follows since det Φx∗ = 1. This proves (3.23). Relation (3.24)
follows from (3.23) and the definition of the measure µ
Σ
. 
Considering the projection (x, y) ↦ y instead of (3.22) we see that the
measure µ
Σ
, restricted to the domain Σ
y
= {(x, y) ∈ Σ ∶ y ≠ 0}, disintegrates
as
(3.30) µ
Σ ∣Σy= dy ∣y∣−1dy⊥x, y ∈ Rd \ {0}.
3Indeed, denoting ξ = (x, η¯) we see that the first fundamental form Iξ of Σx is given
by I
ξ
ij = (δi,j + θiθj), where θ = ∂ξϕ ∈ R2d−1. So for X ∈ R2d−1,
I
ξ(X,X) =∑X2j +∑
i,j
XiθiXjθj =∑X2j + (X ⋅ θ)2.
Choosing in R
2d−1
a coordinate system with the first basis vector θ/∣θ∣ we find that
I
ξ(X,X) = X21(1 + ∣θ∣2) +∑j≥2 X2j . So detIξ = 1 + ∣∂ξϕ∣2, which implies the formula for
the density p¯.
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Example 3.7. Let us calculate the µ
Σ
–volumes of the balls B
2d
R = {∣z∣ ≤ R}.
Denoting by An (by Vn) the area of the unit sphere (the volume of the unit
ball) in R
n
, we have
µ
Σ(B2dR ) =∫∣x∣≤R 1∣x∣∫∣y∣≤√R2−∣x∣2 1 dy = AdVd−1∫ R0 rd−2(R2 − r2)(d−1)/2dr.
If d = 3 this equals A3V2
1
4
R
4
= π
2
R
4
. If d = 2, this equals A2V1 ∫R0
√
R2 − r2dr
= π
2
R
2
.
4. Wave kinetic integrals and equations
4.1. Wave kinetic integrals. For a complex function v(s), s ∈ Rd, and
s1, s2, s3, s4 ∈ R
d
with s4 = s, satisfying s1 + s2 = s3 + s4, we denote
vj = v(sj), j = 1, 2, 3, 4. In this section we study the wave kinetic integral(Kv)(s), defined as follows:
(4.1)(Kv)(s) = 2πγ4 ∫
sΣ∗
ds1 ds2 ∣sΣ∗ v1v2v3v4√∣s1 − s∣2 + ∣s2 − s∣2 ( 1γ4v4 + 1γ3v3 − 1γ1v1 − 1γ2v2) ,
where
s
Σ∗ is the quadric (3.13) minus the point (s, s), s4 = s and s3 should
be expressed via s1, s2 and s as s3 = s1 + s2 − s. Passing to the variable
z = (x, y) = (s1 − s, s2 − s) we write K as an integral over Σ∗ with respect
to the measure µ
Σ
= ∣z∣−1dΣ∗ (see (3.20) and Proposition 3.5):
(Kv)(s) = 2π ∫
Σ∗
dµ
Σ(z)(v1v2v3 + γ4γ3 v1v2v4
−
γ4
γ2
v1v3v4 −
γ4
γ1
v2v3v4)(z) =∶ K4(s) +K3(s) +K2(s) +K1(s),
(4.2)
where now v1, v2, v3 should be written as functions of z and s4 = s (note the
minus–signs for K2 and K1)
Now evoking Theorem 3.6 we will show that the wave kinetic integral K
defines 1-smoothing continuous operators in the complex spaces Cr(Rd) (see
(3.21)) with r not too small. We recall that γs = ⟨s⟩2r∗, r∗ > 0.
Theorem 4.1. If v ∈ Cr(Rd), where
(4.3) r ≥ 2r∗ + d.
then K(v) ∈ Cr+1(Rd) and
(4.4) ∣K(v)∣r+1 ≤ Cr∣v∣3r ,
where Cr is an absolute constant.
24 ANDREY DYMOV AND SERGEI KUKSIN
That is, the kinetic integral defines a continuous complex–homogeneous
mapping of third degree K ∶ Cr(Rd)→ Cr+1(Rd), provided that (4.3) holds.
We will derive the theorem’s assertion from an auxiliary lemma, stated below
and proved later in Section 11.1.
For l = 1, . . . , 4 let Jl(u1, u2, u3, u4) be the complex poly-linear operator
of the third order, which does not depend on u
l
and sends the quadruple of
complex functions (u1(s), . . . , u4(s)), s ∈ Rd, to the function Ul(s), equal
to the integral which defines Kl(s) without the factor 2π (see (4.2)), where
we substitute
(4.5) v1 ∶= u
1(x+s), v2 ∶= u2(y+s), v3 ∶= u3(x+y+s), v4 ∶= u4(s),
in accordance to the relation between the coordinates (s1, s2, s3, s4) and(x, y). That is,
(4.6) Jl(u1, u2, u3, u4)(s) = ∫
Σ∗
dµ
Σ(z)γ4γl ∏
1≤i≤4
i≠l
u
j
, l = 1, . . . , 4,
where u
1
. . . , u
4
depend on the argument z = (x, y) as in (4.5). Then for
l = 1, . . . , 4
(4.7) (Klv)(s) = 2πσlJl(v, v, v, v)(s),
where σ1, σ2 ∶= −1 and σ3, σ4 ∶= 1. Theorem 4.1 is an easy consequence of
the following assertion:
Lemma 4.2. Let u
1
, . . . , u
4
∈ Cr(Rd), where r satisfies (4.3). Then for
s ∈ R
d
and 1 ≤ l ≤ 4 the integral, defining Jl(u1, u2, u3, u4)(s) =∶ Jl(s)
converges absolutely and satisfies
(4.8) ∣Jl∣r+1 ≤ Cr∏
j≠l
∣uj∣r.
The lemma in proved in Section 11.1. To derive from it Theorem 4.1
we note that if the four functions Jl(s) are proved to be continuous, then
the theorem’s assertion would follow from (4.7) and (4.8). To establish the
continuity of – say – function J4, we note that for any d-vector ξ, J4(s+ ξ)
equals J4(u1ξ , . . . , u4ξ)(s), where ujξ(η) = uj(η + ξ). So∣J4(s) − J4(s + ξ)∣ ≤ ∫
Σ∗
dµ
Σ(z)∣u1u2u3 − u1ξu2ξu3ξ∣.
If ∣ξ∣ ≤ 1, then ∣ujξ∣r ≤ 2r∣uj∣r for each j, and by (4.8) the integral in the
r.h.s. is bounded uniformly in ∣ξ∣ ≤ 1. Since the integrand converges to 0
with ξ for each z, then ∣J4(s)− J4(s + ξ)∣→ 0 as ξ → 0 by Fatou’s lemma.
So J4 is a continuous function. For the same reason all other functions Jj
are continuous, and we have completed the derivation of Theorem 4.1 from
the lemma.
The representation (4.7) together with (4.8) imply an estimate for incre-
ments of Kl:
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Corollary 4.3. If v
1
, v
2
∈ Cr(Rd) are such that ∣v1∣r, ∣v2∣r ≤ R, where r
satisfies (4.3), then
(4.9) ∣Kl(v1) −Kl(v2)∣r+1 ≤ CrR2∣v1 − v2∣r, l = 1, . . . , 4.
4.2. Wave kinetic equations. Now we pass to the main topic of this sec-
tion – the wave kinetic equation:
(4.10) u˙(τ, s) = −Lu + εK(u) + f(τ, s), s ∈ Rd,
(4.11) u(0, s) = u0(s),
where 0 < ε ≤ 1, K(u)(τ, s) = K(u(τ, ⋅))(s) is the wave kinetic integral
(4.1) and L is the linear operator
(4.12) (Lu)(s) = 2γsu(s), s ∈ Rd.
This operator defines in the spaces Cr semigroups of contractions:
(4.13) ∥ exp(−tL)∥Cr(Rd),Cr(Rd) ≤ exp(−2t), ∀ t ≥ 0, ∀ r.
We denote by Xr the space of continuous curves u ∶ [0,∞) → Cr(Rd), given
the uniform norm ∥u∥r = supt≥0 ∣u(t)∣r.
Theorem 4.4. If r satisfies (4.3), then
1) for any u0 ∈ Cr(Rd), f ∈ Xr and any ε the problem (4.10), (4.11) has
at most one solution.
2)If
(4.14) ∣u0∣r ≤ C∗, ∥f∥r ≤ C∗
for some constant C∗, then there exist positive constants ε∗ = ε∗(C∗, r)
and R = R(C∗, r) such that if 0 < ε ≤ ε∗, then the problem (4.10), (4.11)
has a unique solution u ∈ Xr, and ∥u∥r ≤ R. Moreover, if (u01, f1) and(u02, f2) are two sets of initial data, satisfying (4.14), and u1, u2 are the
corresponding solutions, then
(4.15) ∥u1 − u2∥r ≤ C(r)(∣u01 − u02∣r + ∥f1 − f2∥r).
The first assertion is obvious in view of the contraction property (4.13),
since the mapping K is locally Lipschitz by Corollary 4.3, cf. the proof of
Proposition 4.6 below. The second result follows elementary from Theorem
4.1. Details are given in Section 11.2.
Let u
0(τ, s) solves (4.10), (4.11) with ε ∶= 0. Writing the solution u,
constructed in Theorem 4.4, as u
0
+εv we get for v the equation v˙ = −Lv+
K(u0 + v), v(0) = 0. So ∥v∥r ≤ C(C∗, r) and Corollary 4.3 implies that
K(u0 + εv) = K(u0) +O(ε). Accordingly, v = u1 +O(ε), where
u˙
1
= −Lu
1
+K(u0), u1(0) = 0.
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We have seen that the solution u(τ, s), built in Theorem 4.4, may be written
as
(4.16) u(τ, s) = u0(τ, s) + εu1(τ, s) +O(ε2),
where u
0
and u
1
are defined above.
Let us denote ε(f) = ε∗(∥f∥2r∗+d).
Corollary 4.5. Let u0 = 0, f ∈ Xr ∀ r and 0 ≤ ε ≤ ε(f). Then the problem
(4.10), (4.11) has a unique solution u such that u ∈ Xr ∀ r. Its norms ∥u∥r
are bounded by constants, depending only on r and ∥f∥r.
Proof. By the theorem the problem has a unique solution u ∈ Xr. By
Corollary 4.3,K(u) ∈ Xr+1 and we get from the equation that also u ∈ Xr+1.
Iterating this argument we see that u ∈ ∩Xr. The second assertion follows
from the theorem. 
Now let in (4.10)
f(τ, s) = fs ∈ Cr, r ≥ 2r∗ + d
(so f does not depend on τ). For ε = 0 the only steady state of (4.10), i.e.
a solution of the equation −Lu + f = 0, is u
0
= L
−1
f ; it is asymptotically
stable. By the inverse function theorem, there exists ε
′
r such that for 0 <
ε ≤ ε
′
r equation (4.10) has a unique steady state u
ε
, close to u
0
, −Lu
ε
+
εK(uε) + f = 0, and ∣uε − u0∣r ≤ Cε.
Proposition 4.6. Let f be as above and(4.14) holds for some C∗. Let also
r ≥ 2r∗ + d, ε ≤ ε∗(C∗, r) and u(τ) be a solution of (4.10), (4.11). Then
there exists ε
′
= ε
′(r, C∗) such that if 0 < ε ≤ min(ε∗, ε′), then
(4.17) ∣u(τ) − uε∣r ≤ ∣u0 − uε∣re−τ for τ ≥ 0.
Proof. Since ∣u0∣r ≤ ∣f ∣r ≤ C∗, then me may assume that ∣uε∣r ≤ 2C∗ since
ε is sufficiently small. Let us make an apriori assumption that ∣u(τ)∣r ≤ 4C∗
for all τ ≥ 0, and denote w(τ) = u(τ) − uε. Then
w(τ) = e−Lτw(0) + ε∫ τ
0
e
−L(τ−s)(K(u(τ)) −K(uε))dτ,
where w(0) = u0−uε, so ∣w(0)∣r ≤ 3C∗. In view of Corollary 4.3 and (4.13)
we derive from here that∣w(τ)∣r ≤ e−2τ ∣w(0)∣r + εC(4C∗)2 ∫ τ
0
e
−2(τ−s)∣w(s)∣rds.
This relation and Gronwall’s lemma, applied to the the function e
2s∣w(s)∣r,
implies that ∣w(τ)∣r ≤ ∣w(0)∣re−τ(2−εC(4C∗)2).
Choosing ε so small that εC(4C∗)2) ≤ 1 we see that the inequality above
justifies the apriori assumption on the solution u and proves the proposition.

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5. Quasisolutions
In this section we start to study quasisolutions A(τ) = A(τ ; ν, L) of
eq. (1.12), which are second order truncations of series (1.17):
(5.1) A(τ) = (As(τ), s ∈ ZdL), As(τ) = a(0)s (τ) + ρa(1)s (τ) + ρ2a(2)s (τ) .
Our main goal is to examine the energy spectrum of A,
ns(τ) = ns(τ ; ν, L) = E∣As(τ)∣2, s ∈ ZdL,
when L is large and ν is small and to show that ns(τ) approximately satisfies
the wave kinetic equation (WKE) (1.29). The energy spectrum ns is a
polynomial in ρ of degree four,
(5.2) ns = n
(0)
s + ρn
(1)
s + ρ
2
n
(2)
s + ρ
3
n
(3)
s + ρ
4
n
(4)
s , s ∈ Z
d
L,
where the terms n
(k)
s (τ) = n(k)s (τ ; ν, L) are defined in (1.22). The term n(0)s
is given by (1.23) while by Lemma 2.1,
(5.3) n
(1)
s = 2REa¯
(0)
s a
(1)
s = 0.
Writing explicitly n
(i)
s with 2 ≤ i ≤ 4, we find that
(5.4) n
(2)
s = E(∣a(1)s ∣2 + 2Ra¯(0)s a(2)s ), n(3)s = 2REa¯(1)s a(2)s , n(4)s = E∣a(2)s ∣2.
We decompose
ns = n
≤2
s + n
≥3
s ,
where
n
≤2
s = n
(0)
s + ρ
2
n
(2)
s and n
≥3
s = ρ
3
n
(3)
s + ρ
4
n
(4)
s .
Let us extend n
(0)
s to the Schwartz function on s ∈ R
d
given by (1.23).
Iterating formula (1.20) we write a
(n)
s (τ), n ∈ N, as an iterative integral of
polynomials of a
(0)
s′
(τ ′), s′ ∈ ZdL, τ ′ ≤ τ . Since each a(0)s′ (τ ′) is a Gaussian
random variable (1.18), the Wick formula applies to every term Ea
(k1)
s a¯
(k2)
s
and we see that
for any 0 ≤ k1, k2 ≤ 2 and any ν, L the second moment Ea
(k1)
s a¯
(k2)
s
naturally extends to a Schwartz function of s ∈ R
d
,
(5.5)
cf. (3.1).
The function n
(0)
s is of order one, and n
(1)
s ≡ 0 by (5.3). Consider the func-
tion R
d
∋ s ↦ n
(2)
s (τ). It is made by two terms (see (5.4)). By Corollary 3.4
the first may be written as
E∣a(1)s (τ ; ν, L)∣2 = νΦ1(s, τ) +O(ν2−ℵd)C#(s;ℵd) if L ≥ ν−2,
where Φ1 is a Schwartz function of s, independent from L and ν. This
relation was proved for T = ∞, but it remains true for any finite T due
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to a similar argument. Similarly if L ≥ ν
−2
, then ER(a¯(0)s a(2)s (τ ; ν, L)) =
νΦ2(s, τ) +O(ν2−ℵd)C#(s;ℵd), so
(5.6) n
(2)
s (τ ; ν, L) = νΦ(s, τ)+O(ν2−ℵd)C#(s;ℵd) if L ≥ ν−2,
where s ↦ Φ(s, τ) is a Schwartz function (we are not giving a complete
proof of (5.6) since this relation is used only for motivation and discussion).
To understand the limiting behaviour of n
(3)
s and n
(4)
s we will use another
result, proved in [5], where a
(i)
s (τ) denote the terms of the series (1.17).
Recall that the function χd is defined in (1.38).
Theorem 5.1. For any k1, k2 ≥ 0 and k ∶= k1 + k2, we have
(5.7) ∣Ea(k1)s (τ1)a¯(k2)s (τ2)∣ ≤ C#(s; k)(ν−2L−2 +max(ν⌈k/2⌉, νd)χkd(ν))
for any s ∈ R
d
, uniformly in τ1, τ2 ≥ −T , where χ
k
d(ν) = χd(ν) if k = 3 and
χ
k
d(ν) ≡ 1 otherwise.
Note that for k ≤ 2 the theorem’s assertion follows from the preceding
discussion since d ≥ 2 (and recall that for k = 1 the l.h.s. of (5.7) vanishes).
A short direct proof of (5.7) with k1 = k2 = 1 and T = ∞ is given in
Addendum 12.3. In Section 8 we discuss a strategy of the theorem’s proof
for any k, given in [5]. By Theorem 5.1,
(5.8) ∣n(3)s ∣ ≤ C#(s)ν2χd(ν), ∣n(4)s ∣ ≤ C#(s)ν2 if L ≥ ν−2.
Choosing the parameter ρ in the form (1.28), we will examine the energy
spectrum ns under the limit (1.14). Due to the discussion above, under this
limit
n
(0)
s ≡ B(s)(1 − e−2γs(T+τ)), ρn(1)s ≡ 0, ρ2n(2)s → εΦ(s, τ), ρ3n(3)s → 0.
Concerning the term ρ
4
n
(4)
s , our results do not allow to find its asymptotic
under the limit, but only imply that ∣ρ4n(4)s ∣ ≤ ε2C#(s). Accordingly our
goal is to examine the energy spectrum ns under the limit (1.14) and the
scaling (1.28) with precision ε
2
C
#(s), regarding the constant ε ≤ 1 (which
measures the size of solutions for (1.7) under the proper scaling) as a fixed
small parameter.
5.1. Increments of the energy spectra n
≤2
s and the reminder n
≥3
s .
We will show that the process n
≤2
s approximately satisfies the WKE (1.29),
while the reminder n
≥3
s is small. This will imply that ns(τ) is an approximate
solution of the WKE. We always assume (1.28) and that L ≥ 1, 0 < ν ≤ 1/2.
Now for u ∈ Cr(Rd), where r satisfies the assumption (4.3), and for τ ∈(0, 1], we consider the kinetic integral Kτ(u) = ((Kτu)(s), s ∈ Rd):
(5.9) K
τ(u) = ∫ τ
0
e
−tL
K(u) dt,
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where the operator K = K1 + ⋅ ⋅ ⋅ +K4 is defined in Section 4 and the linear
operator L is introduced in (4.12). That is,
(Kτu)(s) = 1 − e−2γsτ
2γs
(Ku)(s) = 1 − e−2γsτ
2γs
4
∑
j=1
(Kju)(s).
The result below is the main step in establishing the wave kinetic limit.
There, using (5.5), we regard n
≤2
s (τ) as a Schwartz function of s ∈ Rd.
Theorem 5.2. For any 0 < τ ≤ 1 we have
n
≤2(τ) = e−τLn≤2(0) + 2∫ τ
0
e
−tL
b
2
dt + εK
τ (n≤2(0)) +R,(5.10)
where the reminder R(τ, s) satisfies
(5.11) ∣R(τ)∣r ≤ Cr,ℵd ε(ν1−ℵd + ν−3L−2 + τ2 + ετ) , ∀r, τ,
and ℵd is defined as in Theorem 3.3.
Since for any τ
′
≥ −T the process τ → (As(τ ′ + τ), s ∈ ZdL), is a quasiso-
lution of the problem (1.12), (1.16) with T ∶= T +τ
′
and βs(τ) ∶= βs(τ +τ ′),
then the theorem applies to study the increments of n
≤2
from τ
′
to τ
′
+τ , for
any τ
′
≥ −T . That is, (5.10) remains true if we replace n
≤2(0) by n≤2(τ ′)
and n
≤2(τ) by n≤2(τ ′ + τ).
Proof of Theorem 5.2 is given in Section 5.2.
We also need an estimate on the reminder n
≥3
s . It is a part of the assertion
below, which is an immediate consequence of (5.8) since n
(0)
s ∼ C
#(s) and
n
(1)
s ≡ 0:
Proposition 5.3. If L ≥ ν
−2
, then for k = 0, 1, 2, 4 we have
(5.12) ∣n(k)s (τ)∣ ≤ C#(s)ν⌈k/2⌉,
uniformly in τ ≥ −T . So
(5.13) ∣n≤2s (τ)∣ ≤ C#(s).
If ν(χd(ν))2 ≤ ε, then
(5.14) ∣n≥3s (τ)∣ ≤ C#(s)ε2.
In accordance with (1.14) we will study the energy spectrum ns(τ) under
the two limiting regimes: L≫ ν
−1
when ν → 0; or first L →∞ and then
ν → 0. To treat the latter we will need the following result.
Proposition 5.4. For any ν ∈ 0, 1/2], τ1, τ2 ≥ −T , k1, k2 ≥ 0 and s ∈ Rd
the moment Ea
(k1)
s (τ1; ν, L)a¯(k2)s (τ2; ν, L) admits a finite limit as L → ∞.
The limit is a Schwartz function of s.
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In particular, this result implies that any n
(k)
s (τ ; ν, L) converges, as L →
∞, to a Schwartz function n
(k)
s (τ ; ν,∞) of s ∈ Rd. The proposition can
be obtained directly by iterating the Duhamel formula (1.20) and using
Theorem 3.1 to replace the corresponding sum by an L–independent integral
(cf. Section 3.1, where the moments with k1 = k2 = 1 are approximated by
integrals Is). We do not give here a proof since it follows from a stronger
result in [5], discussed in Section 8 (see there (8.6) and (8.8)).
5.2. Proof of Theorem 5.2. It is convenient to decompose the processes
a
(i)
s (τ), τ ≥ 0, as
(5.15) a
(i)
s (τ) = c(i)s (τ) +∆a(i)s (τ), i = 0, 1, 2, s ∈ ZdL,
where
c
(i)
s (τ) = e−γsτa(i)s (0)
and ∆a
(i)
s is defined via (5.15). That is, c⋅(τ) ∶= c(0)⋅ (τ)+ρc(1)⋅ (τ)+ρ2c(2)⋅ (τ)
with τ ≥ 0 is a solution of the linear equation (1.12)ρ=0,b(s)≡0, equal A⋅(0)
at τ = 0, and ∆a⋅(τ) equals A⋅(τ) − c⋅(τ). By (5.5), for 0 ≤ i, j ≤ 2 the
functions
Ec
(i)
s c¯
(j)
s , Ec
(i)
s ∆a¯
(j)
s , E∆a
(i)
s ∆a¯
(j)
s
naturally extend to Schwartz functions of s ∈ R
d
.
(5.16)
Due to (5.3) and (5.4),
e
−2γsτn
≤2
s (0) = E∣c(0)s (τ)∣2+ρ2E(∣c(1)s (τ)∣2+2Rc¯(0)s (τ)c(2)s (τ)), ∀ s ∈ Rd.
Also,
n
≤2
s (τ) − e−2γsτn≤2s (0) = E(∣a(0)s (τ)∣2 − ∣c(0)s (τ)∣2
+ ρ
2(∣a(1)s (τ)∣2 − ∣c(1)s (τ)∣2 + 2R(a(2)s a¯(0)s (τ) − c(2)s c¯(0)s (τ))).(5.17)
Writing explicitly processes ∆a
(i)
s (τ), s ∈ ZdL, we find
∆a
(0)
s (τ) = b(s)∫ τ
0
e
−γs(τ−l) dβs(l),
∆a
(1)
s (τ) = i∫ τ
0
e
−γs(τ−l)Ys(a(0), ν−1l) dl,
∆a
(2)
s (τ) = i∫ τ
0
e
−γs(τ−l)3Ysyms (a(0), a(0), a(1); ν−1l) dl,
(5.18)
where we recall that Y
sym
s is defined in (2.1). Let us note that to get ex-
plicit formulas for c
(i)
s (τ), i = 0, 1, 2, it suffices to replace in the r.h.s.’s of
the relations in (5.18) the range of integrating from [0, τ] to [−T, 0]. For
example, c
(0)
s (τ) = e−γs(τ)a(0)s (0) = b(s) ∫ 0−T e−γs(τ−l) dβs(l).
Using that Ec
(i)
s ∆a¯
(0)
s = Ec
(i)
s E∆a¯
(0)
s = 0 for any i and s, we obtain
(5.19) E(a(2)s a¯(0)s (τ) − c(2)s c¯(0)s (τ)) = E∆a(2)s a¯(0)s (τ),
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and ∣a(1)s (τ)∣2 − ∣c(1)s (τ)∣2 = ∣∆a(1)s (τ)∣2 + 2R∆a(1)s c¯(1)s (τ),∣a(0)s (τ)∣2 − ∣c(0)s (τ)∣2 = ∣∆a(0)s (τ)∣2.(5.20)
Then, inserting (5.19) and (5.20) into (5.17), we find
(5.21) n
≤2
s (τ) − e−2γsτn≤2s (0) = E∣∆a(0)s (τ)∣2 + ρ2Qs(τ), s ∈ Rd,
where
(5.22) Qs(τ) ∶= E∣∆a(1)s (τ)∣2 + 2RE(∆a(1)s (τ)c¯(1)s (τ) +∆a(2)s (τ)a¯(0)s (τ)),
and we recall (5.16). Since
E∣∆a(0)s (τ)∣2 = b(s)2γs (1− e−2γsτ) = 2∫ τ0 e−tLb2(s) dt,
then
(5.23) n
≤2(τ) − e−tLn≤2(0) = 2∫ τ
0
e
−tL
b
2
dt + ρ
2
Q(τ),
for n
≤2
= (n≤2s , s ∈ Rd). So the desired formula (5.10) is an immediate
consequence of the assertion below:
Proposition 5.5. We have
(5.24) ρ
2
Qs(τ) = εKτ(n≤2(0))(s) +R(τ, s), s ∈ Rd,
where the reminder R is as in Theorem 5.2.
Proof. Below we abbreviate n
(0)
s (0) to n(0)s .
Since ρ
2
ν = ε, then we should show that for any r,
(5.25) ∣Q(τ) − νKτ(n≤2(0))∣
r
≤ Cr,ℵd(ν2−ℵd + ν−2L−2 + ντ2 + εντ).
To this end, iterating formula (1.20), we will express the processes ∆a
(2)
s ,
∆a
(1)
s and c
(1)
k , entering the definition (5.22) of Qs, through the processes
a
(0)
k . Then, applying the Wick formula, we will see that Qs depends on the
quasisolution As only through the correlations of the form Ea
(0)
k (l)a¯(0)k (l′).
We will show that the main input to Qs comes from those terms which
depend only on the correlations with the times l, l
′
satisfying 0 ≤ l, l
′
≤ τ .
Then, approximating these correlations by their values at l = l
′
= 0, we
will see that Qs(τ) is close a sum Zs from Proposition 5.6 below, which
depends only on τ and the energy spectrum n
(0)
k (0) = E∣a(0)k (0)∣2. Next we
will approximate the sum Zs by its asymptotic as ν → 0 and L→∞, which
is given by the kinetic integral νK
τ(n(0)). Finally, replacing νKτ(n(0)(0))
with νK
τ(n≤2(0)) and estimating the difference of the two kinetic integrals
we will get (5.25).
We will derive (5.25) from the following result:
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Proposition 5.6. We have
(5.26) ∣Qs(τ) − Zs∣ ≤ C#(s)(ν2χd(ν)+ ν−2L−2 + ντ2), s ∈ Rd,
where
Zs ∶= 2⨊1,2δ′123s (Z4n(0)1 n(0)2 n(0)3 +Z3n(0)1 n(0)2 n(0)s
−2Z
1
n
(0)
2 n
(0)
3 n
(0)
s ) =∶ 2S1s + 2S2s − 4S3s ,(5.27)
and the terms Z
i
= Z
i(s1, s2, s3, s) have the following form:
(5.28) Z
4
=
∣eiν−1ω123sτ − e−γsτ ∣2
γ2s + (ν−1ω123s)2 , Zj = 2 1 − e
−γsτ
γ2j + (ν−1ω123s)2 for j = 1, 2, 3.
The proposition is proved in the next section.
To deduce the desired estimate (5.25) from (5.26) we, as usual, will ap-
proximate the sums S
j
s (j = 1, 2, 3) in (5.27) by their asymptotic as ν → 0
and L→∞:
The sum S
1
s . It has the form (10.2) with Fs(s1, s2) = n(0)s1 n(0)s2 n(0)s1+s2−s. So
by (10.4) and Theorem 10.2,
(5.29)
»»»»»»S1s − ν 1 − e−2γsτ4γs (K4n(0))(s)»»»»»» ≤ C#(s;ℵd)(ν2−ℵd + ν−2L−2)
for all s ∈ R
d
, where we recall that the integral K4 is defined in (4.2).
The sum S
2
s . Let us set Fs(s1, s2) ∶= n(0)s1 n(0)s2 n(0)s and Γs(s1, s2) = γ3/2.
Then the sum takes the form
S
2
s =
1− e
−γsτ
2
ν
2⨊
s1,s2
δ
′12
3s
Fs(s1, s2)(νΓs)2 + (ω123s/2)2 .
Applying Theorems 3.1 and 3.3 we get
(5.30)
»»»»»»S2s − ν 1 − e−γsτ2γs (K3n(0))(s)»»»»»» ≤ C#(s;ℵd)(ν2−ℵd + ν−2L−2).
The sum S
3
s . Let us note that the function Z
1
equals to Z
3
, if we there
replace γ3 by γ1. Then, arguing as above, we get»»»»»» − S3s − ν 1 − e−γsτ2γs (K1n(0))(s)»»»»»» ≤ C#(s;ℵd)(ν2−ℵd + ν−2L−2).(5.31)
Using the symmetry of the integral K1 with respect to the transformation(s1, s2)↦ (s2, s1) in its integrand, we see that K1(n(0)) = K2(n(0)).
Now let us consider Kjn
(0)
=∶ η, where j is 1 or 3. By (1.23) and
Lemma 4.2, ∣η∣r ≤ Cr for all r. Denote
ξs = (1− e−γsτγs − 1− e−2γsτ2γs )ηs , s ∈ ZdL.
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Then
(5.32) ∣ξ∣r ≤ 2τ2∣η∣r+2r∗ ≤ 2τ2Cr
(a proof of the first inequality is given few lines below). This estimate allows
to replace in (5.30) and (5.31) 1−e
−γsτ
2γs
Kjn
(0)
by 1−e
−2γsτ
4γs
Kjn
(0)
. So recalling
the definition of K
τ
in (5.9), combining (5.29), (5.30), (5.31) and using that
K1 = K2, we get
(5.33) ∣Zs − ν(Kτn(0))(s)∣ ≤ C#(s;ℵd)(ν2−ℵd + ν−2L−2) + C1r τ2ν.
Finally, since by Proposition 5.3 together with (5.3) ∣n≤2s (τ) − n(0)s (τ)∣ =
ρ
2∣n(2)s (τ)∣ ≤ C#(s)ε, then ∣Kτ(n≤2(0)) −Kτ(n(0)(0))∣r+1 ≤ Crετ in view
of Corollary 4.3 and (5.9). This inequality jointly with estimates (5.33) and
(5.26) imply the desired relation (5.25).
Proof of (5.32). Noting that 1−e
−γsτ
γs
−
1−e
−2γsτ
2γs
=
(1−e−γsτ )2
2γs
=∶ ms, we set
m
1
s = { ms, γsτ ≤ 1 ,0, otherwise ,
and define m
2
s = ms −m
1
s. Then m
1
s ≤ γsτ
2/2. So ∣m1ξ∣r ≤ τ2∣ξ∣r+2r∗/2.
Now consider m
2
ξ. Since m
2
s ≤ 1/2γs and m2s = 0 if ⟨s⟩ ≤ τ−1/2r∗ , then∣m2ξ∣r ≤ sup∣s∣≥τ−1/(2r∗)⟨s⟩r∣m2sξs∣ ≤ ∣ξ∣r+2r∗ sup∣s∣≥τ−1/(2r∗)⟨s⟩−4r∗ = ∣ξ∣r+2r∗τ2.
The obtained estimates on ∣m1ξ∣r and ∣m2ξ∣r imply (5.32).

6. Proof of Proposition 5.6.
It remains to prove Proposition 5.6. The proof is somewhat cumbersome
since we have to consider a number of different terms and different cases.
During the proof we will often skip the upper index (0), so by writing a and
as we will mean a
(0)
and a
(0)
s .
We recall that Qs is given by formula (5.22) and first consider the term
E∆a
(2)
s (τ)a¯s(τ). Inserting the identity a(1)(l) = c(1)(l) +∆a(1)(l) into for-
mula (5.18) for ∆a
(2)
s , we obtain
E∆a
(2)
s (τ)a¯s(τ) = Ns + Ñs,
where
(6.1) Ns ∶= iE(a¯s(τ)∫ τ
0
e
−γs(τ−l)3Ysyms (a, a,∆a(1); ν−1l) dl)
and
Ñs ∶= iE(a¯s(τ)∫ τ
0
e
−γs(τ−l)3Ysyms (a, a, c(1); ν−1l) dl).
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Thus,
(6.2) Qs = E∣∆a(1)s (τ)∣2 + 2RNs + 2RE∆a(1)s (τ)c¯(1)s (τ)+ 2RÑs, s ∈ Rd.
So we have to analyse the four terms in the r.h.s. above.
6.1. The first term of Qs. First we will show that the term E∣∆a(1)s (τ)∣2
can be approximated by the first sum 2S1 from (5.27). Indeed, due to (5.18),
we have
(6.3) E∣∆a(1)s (τ)∣2 = E∫ τ
0
dl∫ τ
0
dl
′
e
−γs(2τ−l−l′)Ys(a, ν−1l)Ys(a, ν−1l′).
Writing the functions Ys explicitly and applying the Wick formula, in view
of (2.2) we find
E∣∆a(1)s (τ)∣2 = 2⨊1,2δ′123s ∫ τ0 dl∫ τ0 dl′ e−γs(2τ−l−l′)+iν−1ω123s (l−l′)
Ea1(l)a¯1(l′)Ea2(l)a¯2(l′)Ea¯3(l)a3(l′).(6.4)
Computing the time integrals of the exponent above, we obtain
∫ τ
0
dl∫ τ
0
dl
′
e
−γs(2τ−l−l′)+iν−1ω123s(l−l′)
= Z
4
,
where Z
4
is defined in (5.28). Together with the sum in (6.4) we consider a
sum obtained from the latter, without factor 2, by replacing the processes
ak(l), ak(l′) by their value at zero ak(0):
⨊
1,2
δ
′12
3s Z
4
E∣a1(0)∣2E∣a2(0)∣2E∣a3(0)∣2 =⨊1,2δ′123s Z4 n(0)1 n(0)2 n(0)3 = S1s .
Our goal in this section is to show that
(6.5) ∣E∣∆a(1)s (τ)∣2 − 2S1s ∣ ≤ C#(s)(ν−2L−2 + τ2ν).
Due to (6.4) and (2.2), E∣∆a(1)s ∣2 equals
2⨊
1,2
δ
′12
3s ∫
τ
0
dl∫ τ
0
dl
′
e
−γs(2τ−l−l′)+iν−1ω123s(l−l′)B123h123(l, l′),
where B123 is defined in (2.3) and h123(l, l′) =∏3j=1 (e−γj ∣l−l′∣−e−γj(2T+l+l′)).
Let f123 denotes the increment of the function h123, that is
h123(l, l′) = h123(0, 0) + f123(l, l′).
It is straightforward to see that
(6.6) ∣∂αs1,s2,s3f123(l, l′)∣ ≤ C∣α∣⟨(s1, s2, s3)⟩m∣α∣ τ ∀∣α∣ ≥ 0,
for appropriate constants Ck,mk > 0, uniformly in 0 ≤ l, l
′
≤ τ . Since
n
(0)
1 n
(0)
2 n
(0)
3 = B123h123(0, 0), we see that E∣∆a(1)s ∣2 = 2(S1s + S∆s ) with
S
∆
s =⨊1,2δ′123s ∫
τ
0
dl∫ τ
0
dl
′
e
−γs(2τ−l−l′)+iν−1ω123s(l−l′)B123f123(l, l′).
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Now in the expression above we replace ⨊1,2 by ∫ ds1 ds2 and denote the
obtained integral by I
∆
s ,
I
∆
s = ∫
τ
0
dl∫ τ
0
dl
′ ∫
R2d
ds1 ds2 e
−γs(2τ−l−l′)+iν−1ω123s(l−l′)
B(s1, s2, s3)f(s1, s2, s3; l, l′), s3 = s1 + s2 − s.(6.7)
Here B(s1, s2, s3) and f(s1, s2, s3; l, l′) denote the functions B123 and f123
naturally extended from (ZdL)3 to (Rd)3. Since B(s1, s2, s1 + s2 − s) is a
Schwartz function of s, s1, s2 and the function f satisfies (6.6), then Theo-
rem 3.1 applies and we find
(6.8) ∣S∆s − I∆s ∣ ≤ C#(s)ν−2L−2.
To establish (6.5) it remains to prove that ∣I∆s ∣ ≤ C#(s)τ2ν. To do that we
divide the external integral (over dldl
′
) in (6.7) to two integrals:
Integral over ∣l − l′∣ ≤ ν. In view of (6.6) with α = 0, in this case the
internal integral (over ds1ds2) is bounded by C
#(s)τ , so I∆s is bounded by
C
#
1 (s)τ2ν.
Integral over ∣l− l′∣ ≥ ν. Since ω123s = 2(s1 − s) ⋅ (s− s2) is a non-degenerate
quadratic form, for any l, l
′
from the considered domain the integral over
ds1ds2 in (6.7) has the form (12.2) with ν ∶= ν∣l − l′∣−1 ≤ 1 and n = 2d.
In view of (6.6), estimate (12.4) implies that this integral is bounded by
C
#(s)τνd∣l − l′∣−d. So
∣I∆s ∣ ≤ C#(s)τνd ∫ τ
0
dl∫ τ
0
dl
′ ∣l − l′∣−dχ∣l−l′∣≥ν
≤ C
#
1 (s)τ2νd ∫ τ
ν
x
−d
dx ≤ C
#
2 (s)τ2ν.
We saw that ∣I∆s ∣ ≤ C#(s)τ2ν. This relation and (6.8) imply (6.5).
6.2. The second term of Qs. To study the term 2RNs we use the same
strategy as above. Namely, expressing in (6.1) the function 3Y
sym
s via Ys,
we write Ns as Ns = N
1
s + 2N
2
s , s ∈ R
d
, where
N
1
s = iE(a¯s(τ)∫ τ
0
e
−γs(τ−l)Ys(a, a,∆a(1); ν−1l) dl),
N
2
s = iE(a¯s(τ)∫ τ
0
e
−γs(τ−l)Ys(∆a(1), a, a; ν−1l) dl).
We will show that the terms 2RN
1
s and 4RN
2
s can be approximated by the
second and the third sums from (5.27). Let us start with the term N
1
s :
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writing explicitly the function Ys and then ∆a¯
(1)
3 we get
N
1
s = i L
−d∑
1,2
δ
′12
3s ∫
τ
0
dl e
−γs(τ−l)+iν−1ω123s l
E(a1(l)a2(l)∆a¯(1)3 (l)a¯s(τ))
= L
−2d∑
1,2
∑
1′,2′
δ
′12
3s δ
′1
′
2
′
3′3 ∫
τ
0
dl ∫ l
0
dl
′
e
−γs(τ−l)+iν−1ω123s le−γ3(l−l′)−iν−1ω1′2′3′3 l′
(6.9)
× E(a1(l)a2(l)a¯1′(l′)a¯2′(l′)a3′(l′)a¯s(τ)).
By the Wick formula, we need to take the summation only over s1′ , s2′ , s3′
satisfying s1′ = s1, s2′ = s2, s3′ = s or s1′ = s2, s2′ = s1, s3′ = s. Since in the
both cases we get δ
′1
′
2
′
3′3 = δ
′12
3s and ω
1
′
2
′
3′3 = ω
12
3s , we find
N
1
s = 2⨊1,2δ′123s ∫
τ
0
dl ∫ l
0
dl
′
e
−γs(τ−l)−γ3(l−l′)+iν−1ω123s(l−l′)(6.10)
× Ea1(l)a¯1(l′)Ea2(l)a¯2(l′)Eas(l′)a¯s(τ).
Replacing in (6.10) the processes a
(0)
k (l), a(0)k (l′) and a(0)k (τ) by their value
at zero, we get instead of N
1
s the sum
Nˆ
1
s ∶= 2⨊1,2δ′123s T12 n
(0)
1 n
(0)
2 n
(0)
s ,
where T12 denotes the integral
(6.11) T12 ∶= ∫
τ
0
dl ∫ l
0
dl
′
e
−γs(τ−l)−γ3(l−l′)+iν−1ω123s(l−l′).
Arguing as in Section 6.1 we find
(6.12) ∣N1s − Nˆ1s ∣ ≤ C#(s)(ν−2L−2 + τ2ν).
The term 2RNˆ
1
s is not equal to the second sum from (5.27) yet. To extract
the latter from the former we write the integral over dl
′
in (6.11) as ∫ l
0
=
∫ l
−∞
− ∫ 0
−∞
. We get T12 = T12 + T
r
12, where
T12 = e
−γsτ ∫ τ
0
dl e
l(γs−γ3+iν−1ω123s) ∫ l
−∞
dl
′
e
l
′(γ3−iν−1ω123s)
=
1 − e
−γsτ(γ3 − iν−1ω123s)γs
and
T
r
12 = −∫
τ
0
dl ∫ 0
−∞
dl
′
e
−γs(τ−l)−γ3(l−l′)+iν−1ω123s(l−l′).
Computing the real part of T12, we find that
(6.13) 2RT12 = 2
1 − e
−γsτ
γ23 + (ν−1ω123s)2 = Z3,
where Z
3
is defined in (5.28). On the other hand,
(6.14)
»»»»»»Nˆ1s − 2⨊1,2δ′123s T12 n(0)1 n(0)2 n(0)s »»»»»» = 2 »»»»»»⨊1,2δ′123s T r12 n(0)1 n(0)2 n(0)s »»»»»»
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equals to
2
»»»»»»⨊1,2δ′123s ∫ τ0 dl ∫ 0−∞ dl′ el′+iν−1ω123s(l−l′)Fs(s1, s2, l, l′, θ)»»»»»»
with Fs = e
−γs(τ−l)−γ3l+(γ3−1)l′ n(0)1 n(0)2 n(0)s . Since by (1.23) n(0)r = n(0)r (0) is
a Schwartz function of r ∈ R
d
and γ3−1 ≥ 0, then Theorem 10.3 applies and
implies that the l.h.s. of (6.14) is bounded by C
#(s)(ν2χd(ν) + ν−2L−2).
So due to (6.12) and (6.13) we arrive at the relation
(6.15)»»»»»»2RN1s − 2⨊1,2δ′123s Z3 n(0)1 n(0)2 n(0)s »»»»»» ≤ C#(s)(ν2χd(ν) + ν−2L−2 + τ2ν).
Finally, we study the term N
2
s by literally repeating the argument we
have applied to N
1
s . We find that
N
2
s = i L
−d∑
1,2
δ
′12
3s ∫
τ
0
dl e
−γs(τ−l)+iν−1ω123s l
E∆(a(1)1 (l)a2(l)a¯3(l)a¯s(τ))
= −L
−2d∑
1,2
∑
1′,2′
δ
′12
3s δ
′1
′
2
′
3′1 ∫
τ
0
dl ∫ l
0
dl
′
e
−γs(τ−l)+iν−1ω123s le−γ1(l−l′)+iν−1ω1′2′3′1 l′
(6.16)
× E(a1′(l′)a2′(l′)a¯3′(l′)a2(l)a¯3(l)a¯s(τ)).
By the Wick formula we should take summation either under the condition
s1′ = s3, s2′ = s, s3′ = s2 or s1′ = s, s2′ = s3, s3′ = s2. Since in both cases
δ
′1
′
2
′
3′1 = δ
′12
3s and ω
1
′
2
′
3′1 = −ω
12
3s , then
N
2
s = −2⨊1,2δ′123s ∫
τ
0
dl ∫ l
0
dl
′
e
−γs(τ−l)−γ1(l−l′)+iν−1ω123s(l−l′)
× Ea2(l)a¯2(l′)Ea3(l′)a¯3(l)Eas(l′)a¯s(τ).(6.17)
We set
M12 ∶= ∫
τ
0
dl ∫ l
0
dl
′
e
−γs(τ−l)−γ1(l−l′)+iν−1ω123s (l−l′)
and write ∫ l
0
= ∫ l
−∞
− ∫ 0
−∞
, so that M12 =M12 +M
r
12, where
M12 = e
−γsτ ∫ τ
0
dle
l(γs−γ1+iν−1ω123s) ∫ l
0
dl
′
e
l
′(γ1−iν−1ω123s )
=
1 − e
−γsτ
γs(γ1 − iν−1ω123s)
and
M
r
12 = −∫
τ
0
dl ∫ 0
−∞
dl
′
e
−γs(τ−l)−γ1(l−l′)+iν−1ω123s (l−l′).
Arguing as when studying N
1
s , we replace in (6.17) the processes a
(0)
k (l),
a
(0)
k (l′) and a(0)k (τ) by their value at zero a(0)k (0). Next, using Theorem 10.3
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we show that the input to the resulting sum of the term corresponding to
M
r
12 is small, and note that 2RM12 = Z
1
. Thus, similarly to (6.15),»»»»»»4RN2s + 4⨊1,2δ′123s Z1 n(0)2 n(0)3 n(0)s »»»»»» ≤ C#(s)(ν2χd(ν) + ν−2L−2 + τ2ν).
6.3. The last two terms of Qs. In Sections 6.1 and 6.2 we have seen that
the first two terms of Qs approximate the sum Zs. So to get assertion of
the proposition it remains to show that
(6.18) ∣E∆a(1)s (τ)c¯(1)s (τ)∣, ∣Ñs∣ ≤ C#(s)(ν2χd(ν)+ ν−2L−2).
We have
E∆a
(1)
s c¯
(1)
s (τ) = E∫ τ
0
e
−γs(τ−l)Ys(a, ν−1l) dl∫ 0
−T
e
−γs(τ−l′)Ys(a, ν−1l′) dl′.
This expression coincides with (6.3) in which the integral ∫ τ
0
dl
′
is replaced by
∫ 0
−T
dl
′
. Then, E∆a
(1)
s c¯
(1)
s (τ) has the form (6.4) where the same replacement
is done. Since the correlations Eaj(l)a¯j(l′) are given by (2.2), Theorem 10.3
applies (with Fs of the form Fs = χ{l′≥−T }Gs, for an appropriate Gs) and we
get the first inequality from (6.18).
Expressing the function Y
sym
s through Ys, for the term Ñs we find Ñs =
Ñ
1
s + 2Ñ
2
s , where
Ñ
1
s = iE(a¯s(τ)∫ τ
0
e
−γs(τ−l)Ys(a, a, c(1); ν−1l) dl)
and
Ñ
2
s = iE(a¯s(τ)∫ τ
0
e
−γs(τ−l)Ys(c(1), a, a; ν−1l) dl).
Expressing c
(1)
through a
(0)
, we see that the terms Ñ
1
s and Ñ
2
s have the
forms (6.9) and (6.16) correspondingly, where the integral ∫ l
0
dl
′
is replaced
by ∫ 0
−T
dl
′
. Then the second inequality from (6.18) again follows from The-
orem 10.3. 
7. Energy spectra of quasisolutions and wave kinetic equation.
Everywhere in this section in addition to (1.28) we assume that
(7.1) L ≥ ν
−2−ǫ
, ǫ > 0.
Let us consider equation (4.10) with f(s) = 2b(s)2:
(7.2) z˙(τ, s) = −Lz + εK(z) + 2b(s)2, s ∈ Rd, z(−T ) = 0.
Denoting ε(b) = ε∗(2∥b2(s)∥2r∗+d) > 0, where ε∗ is the constant from The-
orem 4.4, we get from Corollary 4.5 that for 0 ≤ ε ≤ ε(b) the solution z of
(7.2) exists, is unique and z(τ) ∈ Cr for each r and τ , so that
(7.3) ∣z(τ)∣r ≤ Cr, ∀r,
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uniformly in τ . Our goal is to compare n
≤2
s (τ) (extended to a function on[−T,∞)×Rd) with z in the spaces Cr(Rd), and we recall that, due to (5.13),
(7.4) ∣n≤2(τ)∣r ≤ Cr ∀r,
uniformly in ν, L, τ . The constants Cr below vary from formula to formula
and we often skip the dependence on r writing simply C.
Since both curves n
≤2
and z vanish at −T , then their difference w = n
≤2
−z
also does. Let us estimate the increments of w.
Proposition 7.1. If ρ, ν, L satisfy (1.28), (7.1), r ≥ 2r∗ + d and ε ≤ C
−1
1r ≤
ε(b), then
(7.5) ∣w(τ ′ + τ)∣r ≤ (1 − τ/2)∣w(τ ′)∣r + C2rτW ∀τ ′ ≥ −T, 0 ≤ τ ≤ 1/2,
where W = ε(τ + ε + τ−1ν1−ℵd + τ−1ν−3L−2) and ℵd is defined as in The-
orem 3.3.The constants C1r, C2r do not depend on τ, τ
′
, T and ν, L, ε, but
C2r depends on ℵd.
Proof. The calculation below does not depend on τ
′
≥ −T and to simplify
presentation we take τ
′
= 0. Then
z(τ) = e−τLz(0) + 2∫ τ
0
e
−tL
b
2
dt + ε∫ τ
0
e
−(τ−t)L
K(z(t)) dt.
From here and (5.9), (5.10) we have
w(τ) = e−τLw(0) + ε∆ +R,(7.6)
where ∆ = [Kτ(n≤2(0)) − ∫ τ
0
e
−(τ−t)L
K(z(t)) dt] . Now we will estimate ∆.
It is made by the sum of four terms
∫ τ
0
e
−tL
Kj(n≤2(0)) dt − ∫ τ
0
e
−(τ−t)L
Kj(z(t)) dt, 1 ≤ j ≤ 4.
Their estimating is very similar. Consider, for example, the term with j = 1
and write it as
∫ τ
0
e
−(τ−t)L(K1(n≤2(0)) −K1(z(0))) dt
+ ∫ τ
0
e
−(τ−t)L(K1(z(0)) −K1(z(t)))dt =∶ ∆1 +∆2.
In view of Corollary 4.3 and (4.13), ∣∆1∣r ≤ Cτ ∣w(0)∣r, where C depends
on the norms ∣n≤2(0)∣r and ∣z(0)∣r. By (7.4) and (7.3) the two norms are
bounded by constants, so the constant C = Cr is absolute. Consider ∆
2
.
From (7.3) and the equation on z we have that ∣z˙∣r ≤ Cr, so ∣z(0)− z(τ)∣r ≤
Crτ . Hence, by Corollary 4.3 and (4.13), ∣∆2∣r ≤ Crτ2.
We have seen that
(7.7) ∣∆∣r ≤ C ′1rτ(τ + ∣w(0)∣r).
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Since 0 ≤ τ ≤ 1/2, then by (4.13) we have ∣e−τLw(0)∣r ≤ (1− τ)∣w(0)∣r. So
using the bound (5.11) for ∣R∣r, by (7.6) we get∣w(τ)∣r ≤ (1 − τ)∣w(0)∣r + C ′1rετ ∣w(0)∣r + C2rτW
withW as in the proposition. This relation implies the assertion with C
−1
1r =
min((2C ′1r)−1, ε(b)). 
Denote w˜(τ) = e−τLw(0). Then d
dτ
w˜(τ) = −Lw˜(τ), so ∣w˜(τ)−w(0)∣r ≤
∫ τ
0
∣Lw̃(t)∣r dt ≤ Cτ, where in the latter inequality we used (7.3) and (7.4).
Note also that, due to (5.11), ∣R∣r ≤ Cτ provided that (7.1) holds and
ν
1−ℵd
≤ C1τ . These relations, equality (7.6) and estimate (7.7) on the term
∆ imply
Corollary 7.2. Assume that ν
1−ℵd
≤ Cτ for some constant C > 0. Then,
under the assumptions of Proposition 7.1,
(7.8) ∣w(τ ′ + τ) − w(τ ′)∣r ≤ Cr,ℵdτ, ∀ τ ′ ≥ −T.
Now we state and prove the main result of our work. Let us set
εr = C
−1
1 max(r,2r∗+d),
where C1r is the constant from Proposition 7.1. We recall that the energy
spectrum ns(τ) = ns(τ ; ν, L) of a quasisolution A(τ) naturally extends to a
Schwartz function of s, see (5.5).
Theorem 7.3. Let ν and L satisfy (7.1), let A(τ) be the quasisolution (5.1),
corresponding to ρ
2
= εν
−1
, let ns(τ) = E∣As(τ)∣2 be its energy spectrum and
z(τ, s) be the (unique) solution of (7.2). Then for any r and for 0 < ε ≤ εr
there exists νε(r) > 0 such that for ν ≤ νε(r) we have
(7.9) ∣n(τ) − z(τ)∣r ≤ Crε2 ∀ τ ≥ −T, ∀ r.
The constant Cr does not depend on τ and T .
Note that n(τ) has the form (5.2), where n(1) = 0 and the first nontrivial
term ρ
2
n
(2)
is of order ε, which is much bigger than the r.h.s. of (7.9) if
ε≪ 1.
Proof. Since ∣ ⋅ ∣r′ ≤ ∣ ⋅ ∣r for r′ ≤ r, then estimate (7.9) for r ≤ 2r∗ + d
follows from (7.9) with r = 2r∗ + d. Assume now that r ≥ 2r∗ + d. Since
w(t) = n≤2(t) − z(t), then in view of (5.14) it suffices to establish that
(7.10) ∣w(τ ′)∣r ≤ Cε2 ∀ τ ′ ≥ −T
(we assume νε ≪ 1). Let us fix some ℵd ≪ 1 and any time-step τ , satisfying
(7.11) C0ε
−1
ν
1−ℵd
≤ τ ≤ C
−1
0 ε
2
,
for a sufficiently large constant C0 > 0. We claim that
(7.12) ∣w(−T + nτ)∣r ≤ 4C2rε2 ∀n ∈ N,
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where C2r = C2r,ℵd is the constant from Proposition 7.1. Indeed, for n = 0
the relation is obvious. Let 1 ≤ n
∗
≤∞ be the minimal n for which (7.12)
fails (if n
∗
=∞, then (7.12) holds for all n). If n
∗
<∞, then for n
′
= n
∗
−1
(7.12) is true. Besides, by (7.8) and (7.11)∣w(−T + n′τ)∣r ≥ 3C2rε2.
But in view of (7.11) we have 3C2rε
2
≥ 2C2rW , where W is defined in
Proposition 7.1, so the relation above implies ∣w(−T + n′τ)∣r ≥ 2C2rW .
Now (7.5) implies that ∣w(−T +n∗τ)∣r ≤ ∣w(−T +n′τ)∣r, which contradicts
to the choice of n
∗
. This proves (7.12).
Since for any τ
′
> −T we can find n such that τ
′
∈ [−T+nτ,−T+(n+1)τ],
then (7.10) follows from (7.12) and (7.8). 
By Proposition 5.4, when L →∞ and ν stays fixed, the energy spectrum
ns(τ ; ν, L) admits a limit ns(τ ; ν,∞). Since estimate (7.9) is uniform in
ν, L, we immediately get
Corollary 7.4. For 0 < ε ≤ εr, ρ = ε
1/2
ν
−1/2
and ν ≤ νε(r) (νε(r) as
in Theorem 7.3), the limiting energy spectrum ns(τ ; ν,∞) satisfies estimate
(7.9).
Jointly with Proposition 4.6, Theorem 7.3 implies exponential conver-
gence of n(τ) to an equilibrium, modulo ε2:
Corollary 7.5. For r ≥ 2r∗ + d there exists ε
′
= ε
′(r, ∣b2∣r) such that if
0 < ε ≤ min(ε′, C−11r ), then eq. (7.2) has a unique steady state zε, close to
z
0
= 2L
−1
b
2
, and∣n(τ) − zε∣r ≤ e−τ−T ∣zε∣r + Crε2, ∀τ ≥ −T.
By (4.16), the solution z of (7.2) may be written as z = z
0
+ εz
1
+O(ε2),
where
z˙
0
= −Lz
0
+ 2b(s)2, z0(−T ) = 0,
z˙
1
= −Lz
1
+K(z0), z1(−T ) = 0.
From the first equation we see that z
0
s = n
(0)
s (see (1.23)), and from the
second – that
z
1(τ) = ∫ τ
−T
e
−(τ−l)L
K(n(0)s (l)) dl.
Since n(τ) = n(0)(τ) + ε(ν−1n(2)(τ)) +O(ε2), then (7.9) implies that
(7.13) n
(2)(τ) = ν ∫ τ
−T
e
−(τ−l)L
K(n(0)s (l)) dl +O(νε),
where ∣O(νε)∣r ≤ νεCr for every r. Other way round, now, after the exact
form of the operator K in (7.2) is established, the validity of the presentation
(7.13) (obtained by some direct calculation), jointly with estimate (5.14)
would imply Theorem 7.3.
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8. Energy spectra of solutions (1.17)
Results of Sections 5 and 7 concerning the quasisolutions suggest a natural
question if they extend to higher order truncations of the complete decom-
position (1.17) in series in ρ. In this section we discuss the corresponding
positive and negative results, obtained in [5]. For a complex number z we
denote by z
∗
either z or z¯.
Firstly let us return to Section 2. Iterating the Duhamel integral in the
r.h.s. of (1.20) and expressing there iteratively a
(nj)(l) with 1 ≤ nj < n via
integrals (1.20) with n ∶= nj, we will eventually represent each a
(n)
s (l0) as a
sum of iterated integrals of the form
(8.1) Js(T ) = Js(l0;n,T ) = ∫ . . .∫ dl1 . . . dlnL−nd ∑
s1,...,s3n
(. . . ).
The zone of integrating in l = (l1, . . . , ln) is a convex polyhedron in the
cube [−T, l0]n, and the summation is taken over the vectors (s1, . . . , s3n) ∈(ZdL)3n subject to certain linear relations which follow from the factor δ′123s in
the definition (1.12) of Ys. The summand in brackets in (8.1) is a monomial
of exponents e
−γs′ (lk−lj), e±iν−1ωs
′
1
s
′
2
s′
3
s′
4 and the processes (a(0)
s′′
)∗(lr), which has
degree 2n + 1 with respect to the processes. Each integral Js(l0;n,T ) cor-
responds to an oriented rooted tree T from a class Γ(n) of trees with the
root at a
(n)
s , with random variables (a(0)s′′ )∗(lr) at its leaves and with vertices
labelled by (a(n′)
s′
)∗(l′r) (1 ≤ n′ < n). To any vertex (a(n′)s′ )∗(l′r) enters one
edge of the tree and three edges outgo from it to the vertices or leaves, cor-
responding to some three specific terms (a(n1))∗, (a(n2))∗, (a(n2))∗ in the
decomposition (1.20) of (a(n′)
s′
)∗(l′r). So
(8.2) a
(n)
s (l0) = ∑
T ∈Γ(n)Js(l0;n,T ).
Now let us consider the formal series (1.32) for the energy spectrum Ns(τ)
of a solution a(τ), written as the formal series (1.17). There n0s ∼ 1, n1s = 0
and n
2
s are the same as n
(0)
s , n
(1)
s and n
(2)
s in the decomposition (5.2) of
quasisolutions, but n
3
s and n
4
s are different. This small ambiguity should not
cause a problem, and we will see below that the new n
3
s and n
4
s still meet
the estimates (5.12). Let us consider any n
k
s(τ). It equals
(8.3) n
k
s(τ) = E ∑
k1+k2=k
a
(k1)
s (τ)a¯(k2)s (τ).
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We analyse each expectation Ea
(k1)
s a¯
(k2)
s separately. Due to (8.2),
(8.4) Ea
(k1)
s (τ)a¯(k2)s (τ) = ∑
T1∈Γ(k1),T2∈Γ(k2)EJs(τ ; k1,T1)Js(τ ; k2,T2),
with
(8.5) EJs(τ ; k1,T1)Js(τ ; k2,T2) = ∫ . . .∫ dl1 . . . dlnL−kd ∑
s1,...,s3k
E(. . . ),
where k = k1 + k2 and under the expectation sign stands a product of
the terms in the brackets in the presentations (8.1) for Js(τ ; k1,T1) and
Js(τ ; k2,T2).
Since a
(0)
s (l) are Gaussian random variables whose correlations are given
by (2.2), then by the Wick formula (see [11]) each expectation (8.5) is a finite
sum over different Wick pairing between the conjugated and non-conjugated
variables a
(0)
s′
(l′r) and a¯(0)s′′ (l′′r) such that s′ = s′′, labelling the leaves of T1∪T2.
So the summands in (8.5) can be parametrised by Feynman diagrams F from
a class F(k1, k2) of diagrams, obtained from the union T1 ∪ T 2 of various
trees T1 ∈ Γ(k1) and T2 ∈ Γ(k2) by all paring of leaves in T1∪T 2. We denote
the summands, forming the r.h.s. of (8.5), by Is(F), where F ∈ F(k1, k2),
and accordingly write (8.4) as
(8.6) Ea
(k1)
s (τ)a¯(k2)s (τ) = ∑
F∈F(k1,k2) Is(F), Is(F) = Is(τ ; k1, k2,F).
Then, (8.3) takes the form
(8.7) ns(τ) = ∑
k1+k2=k
∑
F∈F(k1,k2) Is(F).
See [5] for a detailed explanation of the formulas (8.1)–(8.7).
Resolving all the restrictions on the indices s1, . . . , s3k in (8.5) which follow
from the rules, used to construct the trees and the diagrams, we find that
among those indices exactly k are independent. Suitably parametrizing
them by vectors z1, . . . , zk ∈ Z
d
L we write the sum in (8.5) as ⨊z1,...,zk∈ZdL .
Approximating the latter by an integral over R
kd
using Theorem 3.1, we get
for integrals Is(F) with F ∈ F(k1, k2) an explicit formula:
(8.8)
Is(F) = ∫
R
k
dl ∫
R
kd
dz FF(τ, s, l, z)eiν−1∑ki,j=1 αFij(li−lj)zi⋅zj +O(L−2ν−2),
where k = k1 + k2, z = (z1, . . . , zk), the function FF is smooth in z and fast
decays in z and l, while α
F
= (αFij) is a skew-symmetric matrix without
zero lines and rows. Its rank is ≥ 2 and for any k it may be equal to 2.
In particular, (8.6) together with (8.8) implies Proposition 5.4 since the
integrals in (8.8) are independent from L and are Schwartz functions of s.
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Now let us go back to the series (1.32). We know that n
0
s ∼ 1, n
1
s = 0 and
n
2
s ∼ C
#(s)ν. By a direct (but long) calculation, similar to that in Appen-
dix 12.3, it is possible to verify that ∣n3s∣ ≤ C#(s)ν2χd(ν) ≤ C#(s)ν3/2 and∣n4s∣ ≤ C#(s)ν2. This suggests to assume that
(8.9) ∣nks∣ ≤ C#(s; k)νk/2 for any k.
If this is the case, then under the ”kinetic” scaling ρ = ν
−1/2
ε
1/2
the series
(1.32) becomes a formal series in
√
ε, uniformly in ν and L, and its truncation
of any order m ≥ 2 in ρ still is O(ε2)–close to the solution z(τ) of the wave
kinetic equation (7.2). On the contrary, if this is not the case in the sense
that ∥nk⋅ ∥ ≥ Ckνk′ with k′ < k/2 for some k, then (1.32) even is not a formal
series, uniformly in ν, L under the kinetic scaling above.
Analysing formula (8.8), we obtain Theorem 5.1. By (8.3) the theorem
implies
Theorem 8.1. For each k,
(8.10) ∣nks∣ ≤ C#(s; k)max(ν⌈k/2⌉, νd)χkd(ν),
provided that L is so big that C
#(s; k)L−2ν−2, is smaller than the r.h.s. of
(8.10).
See Theorem 1.1 in [5]. Below in this section we always assume that L is
as big as it is required in the theorem. The theorem implies estimate (8.9)
only for k ≤ 2d. In particular, for k ≤ 4 since d ≥ 2.
To get estimate (8.10), we establish it for each integral Is(F) separately.
Our next result shows that estimate (8.9) can not be obtained by improving
(8.10) for every integral Is(F), since inequality (8.10) is sharp for some of
the integrals.
Let F
B(k) be the set of Feynman diagrams in ∪k1+k2=kF(k1, k2) for which
the matrix α
F
from (8.8) satisfies α
F
ij = 0 if i ≠ p and if j ≠ p (so, only the
p-th line and column of the matrix α
F
are non-zero). This set is not empty.
Proposition 8.2. If k > 2d, then for any F ∈ F
B(k) the corresponding
integrals Is(F) satisfy Is(F) ∼ C#(s; k)νd.
Proposition 8.2 shows that the estimate (8.9) can be true for k > 2d only
if in the sum (8.7) the large terms cancel each other. And indeed, we observe
strong cancellations among the integrals from the set F
B(k):
Proposition 8.3. For any k, ∣∑F∈FB(k) Is(F)∣ ≤ C#(s; k)νk−1.
Since for k ≥ 2 we have ν
k−1
≤ ν
k/2
, the estimate in the proposition
agrees with (8.9). In the proofs of Propositions 8.2 and 8.3 we use special
structure of the set F
B(k) and we do not have similar results for a larger
set of diagrams, nevertheless we find it plausible that (8.9) is true. Namely,
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that the decomposition of integrals Is(F) in asymptotic sum in ν is such
that a few main order terms of the decomposition of the sum (8.7) vanish
due to a cancellation, so that (8.9) holds (see Problem 1.1). We understand
the mechanism of this cancellations, but do not know if it goes till the order
ν
k/2
.
9. Proof of Theorem 3.3
9.1. Vicinity of the point (s, s). Off the quadric sΣ the integral Is is small
– of order ν
2
– and the main task is to examine it in the vicinity of
s
Σ. First
we will study Is near the locus (s, s), and next – near the smooth part sΣ∗.
Passing to the variables (x, y, s) = (z, s) (see (3.18)) we write Fs and
Γs as Fs(z) and Γs(z). The functions still satisfy (3.11) and (3.12) with(s1, s2) replaced by (x, y) since the map (s1, s2, s) ↦ (x, y, s) is a linear
isomorphism.
Consider the domain
(9.1) Kδ = {∣x∣ ≤ δ, ∣y∣ ≤ δ} ⊂ Rd × Rd, 0 < δ ≤ 1 ,
and the integral ⟨Is,Kδ⟩ (see Notation):
(9.2) ⟨Is,Kδ⟩ = ν2 ∫
Kδ
Fs(z) dz(x ⋅ y)2 + (νΓs(z))2 .
Obviously, everywhere in Kδ, ∣Fs(z)∣ ≤ C#(s) and Γs(z) ≥ K−1. So
⟨Is,Kδ⟩ ≤ ν2C#(s)∫
Kδ
dz(x ⋅ y)2 + (νK−1)2 =∶ ν2C#(s)I˜s(ν, δ) .
Denoting νK
−1
= ε we write I˜s(ν, δ) as
I˜s(ν, δ) = ∫∣x∣≤δ Js(x) dx , Js(x) = ∫∣y∣≤δ dy(x ⋅ y)2 + ε2 .
Now let us introduce in the space of y–vectors an orthogonal coordinate
system (y1, . . . , yd) with the first basis vector e1 = x/r, where r = ∣x∣. Since
the volume of the layer, lying in the ball {∣y∣ ≤ δ} above an infinitesimal
segment [y1, y1 + dy1] is ≤ Cdδd−1dy1 and since (x ⋅ y) = ry1, then
Js(x) ≤ Cdr−2 ∫ δ
0
dy1
δ
d−1
y1
2 + (ε/r)2 = Cdδd−1 tan−1(rδ/ε)rε ≤ π2Cd δd−1rε .
So
I˜s(ν, δ) = ∫∣x∣≤δ Js(x)dx ≤ Cd δ
d−1
ε ∫
δ
0
r
d−2
dr ≤ Cdδ
2d−2
ε
−1
= CdKδ
2d−2
ν
−1
.
Thus we have proved
Lemma 9.1. Integral (9.2) is bounded by νC1
#(s)δ2d−2 .
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Now we pass to the global study of integral Is, written similar to (9.2) as
(9.3) Is = ν
2 ∫
R
2d
Fs(z) dz(x ⋅ y)2 + (νΓs(z))2 .
9.2. The manifold Σ∗ and its vicinity. We denote by Σ the quadric
Σ = {z = (x, y) ∶ x ⋅ y = 0} and Σ∗ = Σ \ (0, 0). The set Σ∗ is a smooth
manifold of dimension 2d − 1. Let ξ ∈ R
2d−1
be a local coordinate on Σ∗
with the coordinate mapping ξ ↦ zξ = (xξ, yξ) ∈ Σ∗. Abusing notation we
write ∣ξ∣ = ∣(xξ, yξ)∣. The vector N(ξ) = (yξ, xξ) is a normal to Σ∗ at ξ of
length ∣ξ∣, and ⟨N(ξ), (xξ, yξ)⟩ = 2xξ ⋅ yξ = 0 .
For any 0 < R1 < R2 we denote
S
R1
= {z ∈ R2d ∶ ∣z∣ = R1} , ΣR1 = Σ ∩ SR1 ,
S
R2
R1
= {z ∶ R1 < ∣z∣ < R2} , ΣR2R1 = Σ ∩ SR2R1 ,(9.4)
and for t > 0 denote by Dt the dilation operator
Dt ∶ R
2d
→ R
2d
, z ↦ tz .
It preserves Σ∗, and we write Dtξ = tξ for ξ ∈ Σ∗ .
The following lemma, specifying the geometry of Σ∗ and its vicinity, is
proved in [14]:
Lemma 9.2. 1) There exists θ
∗
0 > 0 such that for any 0 < θ0 ≤ θ
∗
0 a suitable
neighbourhood Σ
v
= Σ
v(θ0) of Σ∗ in R2d \{0} may be uniquely parametrised
as
(9.5) Σ
v
= {π(ξ, θ), ξ ∈ Σ∗, ∣θ∣ < θ0} ,
where
(9.6) π(ξ, θ) = (xξ, yξ) + θNξ = (xξ, yξ) + θ(yξ, xξ).
2) For any vector π ∶= π(ξ, θ) ∈ Σv its length equals
(9.7) ∣π∣ = ∣ξ∣√1 + θ2.
The distance from π to Σ equals ∣ξ∣∣θ∣, and the shortest path from π to Σ
is the segment S ∶= {π(ξ, tθ) ∶ 0 ≤ t ≤ 1}.
3) If z = (x, y) ∈ SR is such that dist(z,Σ) ≤ 1
2
Rθ0, then z = π(ξ, θ) ∈ Σv,
where ∣ξ∣ ≤ R ≤ ∣ξ∣√1 + θ20.
4) If (x, y) = π(ξ, θ) ∈ Σv, then
(9.8) x ⋅ y = ∣ξ∣2θ.
5) If (x, y) ∈ SR ∩ (Σv)c, then ∣x ⋅ y∣ ≥ c∣θ0∣2R2 for some c > 0.
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The coordinates (9.5) are known as the normal coordinates, and their
existence follows easily from the implicit function theorem. The assertion 1)
is a bit more precise than the general result since it specifies the width of
the neighbourhood Σ
v
.
Let as fix any 0 < θ0 ≤ θ
∗
0 , and consider the manifold Σ
v(θ0). Below
we provide it with additional structures and during the corresponding con-
structions decrease θ
∗
0 , if needed. Consider the set Σ
1
(see (9.4)). It equals
Σ
1
= {(x, y) ∶ x ⋅ y = 0, ∣x∣2 + ∣y∣2 = 1} ,
and is a smooth compact submanifold of R
2d
of codimension 2. Let us cover
it by some finite system of charts N1, . . . ,Nn˜, Nj = {ηj = (ηj1, . . . , ηj2d−2)}.
Denote by m(dη) the volume element on Σ1, induced from R2d, and denote
the coordinate maps as Nj ∋ η
j
→ (xηj , yηj) ∈ Σ1. We will write points of
Σ
1
both as η and (xη, yη).
The mapping
Σ
1
× R
+
→ Σ∗, (η, t)→ Dt(xη, yη) ∈ Σt,
is 1-1, and is a local diffeomorphism; so this is a global diffeomorphism.
Accordingly we can cover Σ∗ by the n˜ charts Nj ×R+, with the coordinate
maps (ηj , t) ↦ Dt(xηj , yηj), ηj ∈ Nj, t > 0 . In these coordinates the
volume element on Σ
t
is t
2d−2
m(dη). Since ∂/∂t ∈ Tη,tΣ∗ is a vector of unit
length, perpendicular to Σ
t
, then the volume element on Σ∗ is
(9.9) dΣ∗ = t
2d−2
m(dη) dt .
The coordinates (η, t, θ) with η ∈ Nj, t > 0, ∣θ∣ < θ0, where 1 ≤ j ≤ n˜,
make coordinate systems on Σ
v
. Since the vectors ∂/∂t and t−1∂/∂θ form
an orthonormal base of the orthogonal complement in R
2d
to T(η,t,θ=0)Σt,
then in the domain Σ
v
the volume element dz = dx dy may be written as
(9.10) dz = t
2d−1
µ(η, t, θ)m(dη)dt dθ , µ(η, t, 0) = 1 .
The transformation Dr ∶ (η, t, θ) ↦ (η, rt, θ), r > 0, multiplies the form in
the l.h.s. by r
2d
, preserves dη and dθ, and multiplies dt by r. Hence, µ does
not depend on t, and we have got
Lemma 9.3. The coordinates (ηj , t, θ), where ηj ∈ Nj, t > 0, ∣θ∣ < θ0 , and
1 ≤ j ≤ n˜, define on Σ
v
coordinate systems, jointly covering Σ
v
. In these
coordinates the dilations Dr, r > 0, reed as Dr ∶ (η, t, θ) ↦ (η, rt, θ) , and
the volume element has the form (9.10), where µ does not depend on t.
Consider the mapping
Π ∶ Σ
v
→ Σ∗, z = π(ξ, θ)↦ ξ.
By Lemma 9.2.2), ∣z∣ ≤ ∣Π(z)∣ ≤ 2∣z∣.
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For 0 < R1 < R2 we will denote (Σv)R2R1 = Σv ∩ (π−1ΣR2R1) . In coordinates(ηj, t, θ) this domain is {(ηj , t, θ) ∶ R1 < t < R2, ∣θ∣ < θ0}.
Let us consider functions Γ and F in the variables (η, t, θ). Consider
first Γs(z) with z = π(ξ, θ) ∈ Σv. Since π(ξ, θ) = zξ + θNξ, then ∂kΓs(z)∂θk =
d
k
zΓs(z)(N(ξ), . . . , N(ξ)). As ∣N(ξ)∣ = ∣ξ∣ ≤ ∣z∣, then by (3.12),
(9.11) ∣ Γs∣ ≥ K−1, »»»»»» ∂k∂θkΓs»»»»»» ≤ C1K⟨(z, s)⟩r1−k∣Nξ∣k ≤ C2K⟨(z, s)⟩r1 ,
for k ≤ 3. Similar, since F satisfies (3.11), then for z = π(η, t, θ) we have
(9.12) Fs(η, t, θ) ∈ C2 and ∣ ∂k
∂θk
Fs∣ ≤ C#(t, s) , k ≤ 2.
9.3. Integral over the complement to a neighbourhood of Σ. On
R+ × R
d
let us define the function
Θ = Θ(t, s) = ⟨(t, s)⟩−r1 ≤ 1,
and consider a neighbourhood of Σ:
Σ
nbh(θ0) = {π(ξ, θ) ∶ ∣θ∣ ≤ θ0m} ⊂ Σv(θ0), θ0m = θ0Θ(t, s).
Consider the integral over its complement, Υ
m
s (θ0) = ⟨∣Is∣,R2d \Σnbh(θ0)⟩.
Choosing b = 1
2(d−1) and using the polar coordinates in R2d, we have
Υ
m
s (θ0) ≤ ⟨∣Is∣, {∣z∣ ≤ νb}⟩
+ν
2
Cd ∫
∞
νb
dr r
2d−1 ∫
S2d−1\Σnbh(θ0)
∣Fs(z)∣ dS2d−1(x ⋅ y)2 + (νΓs(z)2 ,
where dS2d−1 is the normalised Lebesgue measure on S
2d−1
. By item 5) of
Lemma 9.2 with θ0 replaced by θ0Θ(t, s), the divisor of the integrand is
≥ C
−2
r
4
θ
4
0Θ
4
. Due to this, (9.12) and Lemma 9.1 the r.h.s. is bounded by
C
#
1 (s)νδ2b(d−1) + ν2C#(s)∫ ∞
νb
C
#(r)r2d−5 dr ≤ C#1 (s)ν2χd(ν)
(we recall the notation (1.38)). So
(9.13) Υ
m
s (θ0) ≤ C#(s)ν2χd(ν) .
9.4. Integral over the vicinity of Σ. Let Σ
vm
s be a neighbourhood of Σ∗
such that
(9.14) Σ
nbh(1
2
θ0) ⊂ Σvms ⊂ Σnbh(2θ0) .
Then in view of (9.13)∣⟨Is,Σnbh(2θ0)⟩ − ⟨Is,Σvms ⟩∣ ≤ ⟨∣Is∣,R2n \ Σnbh(12θ0)⟩
= Υ
m
s ( θ02 ) ≤ C#1 (s)ν2χd(ν) .
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In view of this estimate and (9.13),
(9.15)
»»»»»⟨Is,R2d⟩ − ⟨Is,Σvms ⟩»»»»» ≤ C#1 (s)ν2χd(ν) .
So to prove the theorem it suffices to calculate integrals ⟨Is,Σvms ⟩ over any
domains Σ
vm
s as in (9.14). Below we will do this for domains Σ
vm
s of the
form
Σ
vm
s = {(η, t, θ) ∶ −θ−(t, s) < θ < θ+(t, s)},
with suitably defined functions θ
±
0 (t, s) ∈ [12Θ0, 2Θ0].
We estimate the integrals ⟨Is,Σvms (θ0)⟩ in 4 steps.
9.5. Step 1: Disintegration of Is. For any 0 < R1 < R2 we define do-
mains (Σnbh(θ0))R2R1 = Σnbh(θ0) ∩ (π−1ΣR2R1) and using (9.10) write integral⟨Is, (Σnbh(θ0))R2R1⟩ as
ν
2 ∫
Σ1
m(dη)∫ R2
R1
dt t
2d−1 ∫ θ0m
−θ0m
dθ
Fs(η, t, θ)µ(η, θ)(x ⋅ y)2 + (νΓs(η, t, θ))2
= ν
2 ∫
Σ1
m(dη)∫ R2
R1
Js(η, t)t2d−1dt
(cf. (9.3)), where by (9.8)
Js(η, t) = ∫ θ0m
−θ0m
dθ
Fs(η, t, θ)µ(η, θ)
t4θ2 + (νΓs(η, t, θ))2 .
To study Js let us write Γs as
Γs(η, t, θ) = hη,t,s(θ)Γs(η, t, 0) .
The function hη,t,s(θ) =∶ h(θ) is C3–smooth and in view of (9.11) satisfies
(9.16) h(0) = 1, »»»»»» ∂k∂θkh(θ)»»»»»» ≤ CΘ−1 ∀ 1 ≤ k ≤ 3,
for all η, t, θ, s. Denoting ε = νt
−2
Γs(η, t, 0), we write Js as
(9.17) Js = t
−4 ∫ θ0m
−θ0m
Fs(η, t, θ)µ(η, θ)h−2(θ) dθ
θ2h−2(θ) + ε2 .
9.6. Step 2: Definition of domains Σ
vm
s . On the segment J = [−θ0m, θ0m] ⊂[−θ0, θ0] consider function h and the function
f = fη,t,s ∶ J ∋ θ ↦ ζ = θ/h(θ) ,
By (9.16), 2
3
≤ h ≤ 3
2
on J , if θ0 is small enough. From here and (9.16), for
θ ∈ J we have 1
2
≤ f
′(θ) ≤ 2 (if θ0 is small), and
(9.18)
»»»»»»»»»∂
k
f
∂θk
»»»»»»»»» ≤ CΘ−(k−1)(t, s) ∀ 1 ≤ k ≤ 3.
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So f defines a C
3
–diffeomorphism of J on f(J), 1
2
J ⊂ f(J) ⊂ 2J , such that
f
′(0) = 1 and f−1 also satisfies estimates (9.18) (with a modified constant
C).
Let us set ζ
+
= f(θ0Θ) and ζ− = −f(−θ0Θ). Then 2−1θ0Θ ≤ ζ± ≤ 2θ0Θ,
and passing in integral (9.17) from variable θ to ζ we find that
Js = t
−4 ∫ ζ
+
−ζ−
Fs(η, t, θ)µ(η, θ)h−2(θ)(f−1(ζ))′ dζ
ζ2 + ε2
.
Denoting the nominator of the integrand as Φs(η, t, ζ) and using (9.12) we
see that this is a C
2
–smooth function, satisfying
∣ ∂k
∂θk
Φs∣ ≤ C#(t, s) ∀ ∣k∣ ≤ 2 .
Moreover, since h(0) = 1 and (f−1(0))′ = f ′(0) = 1, then in view of (9.10)
we have that
(9.19) Φs(η, t, 0) = Fs(η, t, 0) .
Now denote
ζ0 = min(ζ+, ζ−) ∈ [12θ0Θ, 2θ0Θ],
set
θ
−
0 (η, t, s) = −f−1η,t,s(−ζ0), θ+0 (η, t, s) = f−1η,t,s(ζ0),
and use these functions θ
±
0 to define the domains Σ
vm
s . Then
(9.20) ⟨Is, (Σvms )R2R1⟩ = ν2 ∫
Σ1
m(dη)∫ R2
R1
J
m
s (η, t)t2d−1dt ,
where
J
m
s (η, t) = ∫ θ+0
−θ−
0
dθ
Fs(η, t, θ)µ(η, θ)
t4θ2 + (νΓs(η, t, θ))2
= t
−4 ∫ ζ0
−ζ0
Fs(η, t, θ)µ(η, θ)h−2(θ)(f−1(ζ))′ dζ
ζ2 + ε2
.
9.7. Step 3: Calculating integrals ⟨Is,Σvms ⟩. Clearly,
(9.21) ∣Jms ∣ ≤ C#(t, s)
t4
∫ ζ0
−ζ0
dζ
ζ2 + ε2
≤
C
#
1 (t, s)θ0Θ
ν2Γ2s
(η, t, 0) ≤ ν−2C#(t, s)
(here and below the constants may depend on θ0). So if α > 0, then
(9.22) ⟨∣Is∣, (Σvms )∞ν−α⟩ ≤ ν−2ν2C#(s)∫ ∞
ν−α
t
2d−1
C
#(t)dt ≤ C#α (s)ν2.
Similar, if ∣s∣ ≥ ν−β, β > 0, then
(9.23) ⟨∣Is∣, (Σvms )∞0 ⟩ ≤ C#(s)∫ ∞
0
t
2d−1
C
#(t)dt ≤ C#β (s)ν2.
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To estimate J
m
s (η, t) for t and s not very large, let us consider the integral
J
0m
s , obtained from J
m
s by frosening Φs at ζ = 0:
J
0m
s = t
−4 ∫ ζ0
−ζ0
Φs(η, t, 0) d ζ
ζ2 + ε2
= 2t
−4
Fs(η, t, 0)ε−1 tan−1 ζ0ε
(we use (9.19)). As 0 < π
2
− tan
−1 1
ε¯
< ε¯ for 0 < ε¯ ≤ 1
2
, then
(9.24) 0 < πν
−1
t
−2(Fs/Γs) ∣θ=0 −J0ms < 2ζ0 t−4Fs(η, t, 0) ,
if νt
−2
Γs(η, t, 0) ≤ 12ζ0, which holds if
(9.25) ν ≤ Ct
2
Θ
2(t, s),
in view of (9.11). Now we estimate the difference between J
m
s and J
0m
s . We
have: (Jms − J0ms )(η, t) = t−4 ∫ ζ0
−ζ0
Φs(η, t, ζ) −Φs(η, t, 0)
ζ2 + ε2
dζ .
Since Φs is a smooth function and its C
2
–norm is bounded by C
#
k (t, s), then
Φs(η, t, ζ) − Φs(η, t, 0) = As(η, t)ζ +Bs(η, t, ζ)ζ2 ,
where ∣As∣, ∣Bs∣ ≤ C#(t, s). From here
∣Jms − J0ms ∣ ≤ C#1 (t, s)t−4 ∫ ζ0
0
ζ
2
dζ
ζ2 + ε2
≤ C
#(t, s)t−4.
Denote
(9.26) Js(η, t) = πt−2(Fs/Γs)(η, t, 0).
Then, jointly with (9.24), the last estimate tell us that
(9.27) ∣Jms − ν−1Js(η, t)∣ ≤ C#(t, s)t−4 if (9.25) holds.
9.8. Step 4: End of the proof. Let us write ⟨Is,Σvms ⟩ as⟨Is, (Σvms )νb0 ⟩ + ⟨Is, (Σvms )ν−aνb ⟩+ ⟨Is, (Σvms )∞ν−a⟩.
We will analyse the three terms, choosing properly positive constants a, b.
1. By (9.22), »»»»»»⟨Is, (Σvms )∞ν−a⟩»»»»»» ≤ C#a (s)ν2.
Similar,»»»»»»ν ∫Σ1 m(dη)∫ ∞ν−a dt t2d−1Js(η, t)»»»»»» ≤ C#(s)ν ∫ ∞ν−a t2d−1C#(t) dt ≤ C#a (s)ν2.
2. By Lemma 9.1 with δ = ν
b
,
⟨∣Is∣, (Σvms )νb0 ⟩ ≤ ⟨∣Is∣, {∣z∣ ≤ νb}⟩ ≤ C#(s)ν1+2b(d−1).
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Besides,
ν ∫
Σ1
m(dη)∫ νb
0
dt t
2d−1
Js(η, t) ≤ νC#(s)∫ νb
0
t
2d−3
dt = C
#
1 (s)ν1+2b(d−1) .
3. Now consider
(9.28) Xs ∶=
»»»»»»⟨Is, (Σvms )ν−aνb ⟩ − ν ∫Σ1 m(dη)∫ ν
−a
νb
dt t
2d−1
Js(η, t)»»»»»» .
We claim that
(9.29) Xs ≤ ν
2
χd(ν)C#(s),
where χd(ν) was defined in (1.38). Indeed, if ∣s∣ ≥ ν−a, then by (9.23)
the modulus of the first term in the r.h.s. of (9.28) is ≤ C
#
a (s)ν2. The
second term also satisfies this estimate with some other C
#
a (s). So (9.29)
is established if ∣s∣ ≥ ν−a. By a similar (and even easier) argument the
claimed estimate holds if ν1 ≤ ν ≤ 1 for some fixed constant ν1 > 0.
Note that Xs ≤ X
1
s +X
2
s , where X
1
s is obtained from Xs by replacing ν
−a
by 1, and X
2
s – by replacing ν
b
by 1. Let ν
b
≤ t ≤ 1 and ν ≤ ν1, ∣s∣ ≤ ν−a.
Then the r.h.s. of (9.25) is
≥ Y ∶= Cν
2b(1 + ν−2a)−r1 .
If
(9.30) 2b + 2ar1 < 1,
then Y ≥ ν if ν ≤ ν1 and ν1 > 0 is small enough. Then assumption (9.25)
holds, and by (9.27)
X
1
s ≤ν
2(2θ0)−1 ∫
Σ1
m(dη)∫ 1
νb
dt t
2d−1
C
#(t, s)Θ(s, t)−1t−4
≤ ν
2
C
#(s)∫ 1
νb
dt t
2d−5
≤ C
#
1 (s)ν2χd(ν) .
So X
1
s satisfies (9.29).
If 1 ≤ t ≤ ν
−a
, then the r.h.s. of (9.25) is ≥ C(2ν−2a)−r1 . So if (9.30)
holds, then assumption (9.25) is fulfilled and X
2
s also meets (9.29).
4. In the same time, in view of (9.26), for any −∞ ≤ A < B ≤∞ we have
»»»»»»ν ∫Σ1 m(dη)∫ ν
A
νB
dt t
2d−1
Js(η, t)»»»»»» ≤ ν ∫ ν
A
νB
dt t
2d−1−2
C
#(t, s) ≤ C#1 (s)ν,
(9.31)
since d ≥ 2.
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Now we get from 1-4 that»»»»»»⟨Is,Σvms ⟩− ν ∫Σ1 m(dη)∫ ∞0 dt t2d−1Js(η, t)»»»»»»
≤
»»»»»»⟨Is, (Σvms )∞ν−a⟩»»»»»» + ν ∫Σ1 m(dη)∫ ∞ν−a dt t2d−1∣Js(η, t)∣
+
»»»»»»⟨Is, (Σvms )ν−aνb ⟩ − ν ∫Σ1 m(dη)∫ ν
−a
νb
dt t
2d−1
Js(η, t)»»»»»»
+ (∣⟨Is, (Σvms )νb0 ⟩∣ + ν ∫
Σ1
m(dη)∫ νb
0
dt t
2d−1∣Js(η, t)∣)
≤ C
#(s)(ν2 + ν2χd(ν) + ν1+2b(d−1)) =∶ Y,
(9.32)
if condition (9.30) holds for some a, b > 0. If d ≥ 3, we choose 2b = 1
d−1
< 1.
Then (9.30) holds for some a > 0, and Y ≤ C
#(s)ν2. If d = 2, then
ν
1+2b(d−1)
= ν
1+2b
. We choose 2b = 1 − ℵ, ℵ > 0. Then again (9.30) holds
for some a(ℵ) > 0, so Y ≤ C#
ℵ
(s)ν2−ℵ.
By (9.31) the improper integral ∫
Σ1
m(dη) ∫∞
0
dt t
2d−1
Js converges abso-
lutely and is bounded by C
#
1 (s). In view of (9.9) and (9.26) it may be
written as
ν ∫
Σ1
m(dη)∫ ∞
0
dt t
2d−1
Js(η, t) = πν ∫
Σ∗
Fs(z)
Γs(z)√∣x∣2 + ∣y∣2 dz ∣Σ∗ .
This result jointly with the estimates (9.32), (9.13) and (9.15) imply the
assertion of Theorem 3.3. 
9.9. Proof of Proposition 3.5. Denoting by B
R
r the spherical layer {r ≤∣z∣ ≤ R}, in view of (9.9) for R ≥ 0 we have
∫
BR+1R
µ
Σ(dz) ≤ C ∫ R+1
R
t
2d−3
dt ≤ C1(R + 1)2d−3.
So for any function f ∈ Cm(R2d) with m > 2d−2 the integral ∫ f(z)µΣ(dz)
is bounded by
∣f ∣m ∞∑
R=0
∫
BR+1R
⟨z⟩−m µΣ(dz) ≤ C2∣f ∣m ∞∑
R=0
(R + 1)2d−3⟨R⟩m = C3∣f ∣m.
This proves the proposition.
10. Oscillating sums under the limit (1.14)
10.1. Correlations between increments of a
(1)
s . Correlations between
the increments of a
(1)
s and some similar quantities, treated in Section 6 lead
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to sums of the following form:
Σ
0
s(τ) =⨊1,2Fs(s1, s2)δ′123s ∫ τ0 ∫ τ0 dθ1 dθ2e−γs((τ−θ1)+(τ−θ2))+iν−1ω123s(θ1−θ2),
(10.1)
where s ∈ R
d
and τ ∈ (0, 1] is a parameter. Our goal is to study their
asymptotical behaviour as ν → 0, L →∞, uniformly in τ . In (10.1) Fs is a
C
2
–function on R
2d
, satisfying (3.11) (for example, Fs may be the function,
defined in (3.3)). Integrating over dθ1 dθ2 we find that
(10.2) Σ
0
s(τ) =⨊1,2Fs(s1, s2)δ′123s ∣eiν
−1
ω
12
3sτ − e
−γsτ ∣2
γ2s + (ν−1ω123s)2 .
Note that the nominator in the fraction above equals
(10.3) ∣eiν−1ω123sτ − e−γsτ ∣2 = 1+ e−2γsτ − 2e−γsτ cos(ν−1τω123s).
We wish to study the asymptotical behaviour of the sum Σ
0
s as ν → 0, L→
∞ and, as before, will do this by comparing (10.1) with the integral
I
0
s = ∫ ∫ ds1 ds2 ∫
τ
0
∫ τ
0
dθ1 dθ2Ms(s1, s2; θ1, θ2),
where
Ms = Fs(s1, s2)e−γs((τ−θ1)+(τ−θ2))+iν−1ω123s(θ1−θ2), s3 = s1 + s2 − s3.
By Theorem 3.1,
(10.4) ∣I0s − Σ0s∣ ≤ C#(s)ν−2L−2.
So if L≫ ν
−1
, then to calculate the asymptotical behaviour of Σ
0
s it suffices
to calculate that of I
0
s . Integrating over dθ1 dθ2 in the expression for I
0
s
we obtain (10.2) with ⨊j replaced by ∫ dsj. In view of (10.3) we get that
I
0
s = ν
2
I
0,1
s + ν
2
I
0,2
s , where
I
0,1
s = (1+ e−2γsτ)∫ ∫ ds1 ds2 Fs(s1, s2)
ν2γ2s + (ω123s)2 ,
I
0,2
s = −2e
−γsτ ∫ ∫ ds1 ds2 Fs(s1, s2) cos(ν−1τω123s)
ν2γ2s + (ω123s)2 .
(10.5)
Consider first I
0,1
s . Applying Theorem 3.3 with Γs = γs/4, we find
(10.6)
I
0,1
s =
1+ e
−2γsτ
2γs
πν
−1 ∫
sΣ∗
Fs(z)∣(s − s1, s − s2)∣ dz ∣sΣ∗ +O(1)ν−ℵdC#(s;ℵd),
where z = (s1, s2).
It remains to study the asymptotical behaviour of I
0,2
s . It is described by
the following result, proved in Section 10.3 (also see [15]):
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Lemma 10.1. For any s ∈ R
d
and τ ∈ (0, 1],
(10.7)
»»»»»»I0,2s + γ−1s ν−1e−2γsτπ∫sΣ∗ Fs(z)∣(s − s1, s − s2)∣ dz ∣sΣ∗ »»»»»» ≤ C#(s)χd(ν).
Relations (10.6) and (10.7) imply the main result of this section:
Theorem 10.2. For any s ∈ R
d
and τ ∈ (0, 1],
»»»»»»»»»I0s − 1− e
−2γsτ
2γs
νπ∫
sΣ∗
Fs(z)∣(s − s1, s − s2)∣ dz ∣sΣ∗
»»»»»»»»» ≤ C#(s;ℵd)ν2−ℵd .
(10.8)
Jointly with (10.4) this gives an asymptotic for the sum Σ
0
s.
10.2. Correlations between solutions and their increments. In this
section we analyse sums similar to (10.1) in which the integral ∫ τ
0
dθ2 is
replaced by the integral ∫ 0
−∞
dθ2. Sums of such form arise in Section 6,
when studying the correlation
E∆a
(1)
s (τ)c¯(1)s (τ) = e−γsτE(a(1)s (τ) − e−γsτa(1)s (0))a(1)s (0)
and similar quantities. We will show that the considered sums are negligible.
The reason for this is that for ω
12
3s ≠ 0 the ”fast” frequency ν
−1
ω
12
3s(θ1 − θ2)
is of the size ≲ 1 only if ∣θ1∣, ∣θ2∣ ≲ ν, so the Lebesgue measure of such
resonant vectors (θ1, θ2) is only of order ν2 (if τ ∼ 1). That is why such
sums are much smaller that those of the form (10.1), where the measure of
the resonant vectors (θ1, θ2) is of order ν ≫ ν2.
We consider the sum
Ss(τ) =⨊1,2δ′123s ∫ τ0 dl∫ 0−∞ dl′ eγl′eiν−1(l−l′)ω123sFs(s1, s2, l, l′, τ), s ∈ Rd,
where γ > 0 and Fs is a measurable function, C
2
–smooth in s1, s2, such that
(10.9) ∣∂αs1,s2Fs∣ ≤ C#(s)C#(s1)C#(s2) ∀ 0 ≤ ∣α∣ ≤ d + 1,
uniformly in l
′
≤ 0, 0 ≤ τ ≤ 1, 0 ≤ l ≤ τ .
Theorem 10.3. Let 0 ≤ τ ≤ 1. Then under the assumption (10.9) the sum
Ss meets the estimate∣Ss(τ)∣ ≤ C#(s)(ν2χd(ν) + ν−2L−2),
where C
#(s) depends only on d, γ and the function C#(s) from (10.9).
Note that since we assume no smoothness in l
′
for function Fs, then the
theorem also applies to the sums
S
T
s (τ) =⨊1,2δ′123s ∫ τ
0
dl∫ 0
−T
dl
′
e
γl
′
e
iν
−1(l−l′)ω123sFs
since we may extend Fs by zero for l
′
< −T and regard S
T
s as the sum Ss.
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Proof. It is convenient to change the variable θ = −l
′
, so that the sum Ss
takes the form
Ss(τ) =⨊1,2δ′123s ∫ ∞
0
dθ∫ τ
0
dl e
−γθ
e
iν
−1(l+θ)ω123sFs(s1, s2, θ, l, τ).
As usual, to estimate Ss we first approximate it by the integral
Is(τ) = ∫ ∞
0
dθ∫ τ
0
dl ∫ ∫ ds1ds2 e−γθeiν
−1(l+θ)ω123sFs.
Applying Theorem 3.1 we get that
(10.10) ∣Is(τ) − Ss(τ)∣ ≤ C#(s)ν−2L−2.
To estimate Is we write it as a sum of integrals over the domains {ν−1(l+
θ) ≥ 1} = {l ≥ ν − θ} and {ν−1(l + θ) ≤ 1} = {0 ≤ l ≤ ν − θ}.
Integral over {l ≥ ν − θ}. Let us denote this integral I1s , and for any fixed
θ ≥ 0 and l ≥ ν − θ consider the internal integral over ds1 ds2:
I
1
s (l, θ) = e−γθ ∫ ∫ ds1ds2 eiν−1(l+θ)ω123sFs.
Since ω
12
3s = 2(s1 − s) ⋅ (s − s2) is a non-degenerate quadratic form and
ν
−1(l + θ) ≥ 1 on the zone of integrating, then the integral I1s (l, θ) has the
form (12.2) with ν ∶= ν(l + θ)−1, ϕ = Fs and n = 2d. So by (12.4), (12.5)
and (10.9), ∣I1s (l, θ)∣ ≤ C#(s)νd(l + θ)−de−γθ,
where C
#(s) is as in the theorem. Accordingly,
∣I1s ∣ ≤ A∫ ∞
0
dθe
−γθ ∫ τ
0
dl (l + θ)−dχ{l≥ν−θ}, A = C#(s)νd.
We split the integrating zone {θ ≥ 0, 0 ≤ l ≤ τ, l ≥ ν − θ} to the part
where θ ≥ ν and its complement, and accordingly split the integral above as
I
1,1
s + I
1,2
s , where
I
1,1
s = A∫
∞
ν
dθe
−γθ ∫ τ
0
dl (l + θ)−d,
I
1,2
s = A∫
ν
(ν−τ)∨0 dθe−γθ ∫
τ
ν−θ
dl (l + θ)−d.
Consider first I
1,1
s . Computing the internal integral and replacing τ by ∞
we find
I
1,1
s ≤ CA∫
∞
ν
e
−γθ
θd−1
dθ ≤
C1A
νd−2
χd(ν) = C#1 (s)ν2χd(ν).
Now consider I
1,2
s . Replacing in the external integral (ν − τ) ∨ 0 by 0 and
in the internal one τ by ∞ we find
I
1,2
s ≤ CA∫
ν
0
dθ ν
−d+1
= C
#
1 (s)ν2.
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Integral over {0 ≤ l ≤ ν − θ}. Denoting this integral as I2s , we find
∣I2s ∣ ≤ ∫ ν
0
dθ ∫ (ν−θ)∧τ
0
dl ∫ ∫ ds1ds2 ∣Fs∣ ≤ C#(s)ν2,
since ∫ ∫ ds1ds2 ∣Fs∣ ≤ C#(s) and the area of integration over dθdl is bounded
by ν
2
.
We have seen that ∣Is∣ ≤ C#(s)ν2χd(ν). This and (10.10) jointly imply
the assertion of the theorem. 
10.3. Proof of Lemma 10.1. Let us denote ν
′
=
1
2
νγs. If ν
′
> 1, then∣s∣ ≥ Cν−1/2r∗ , so taking into account assumption (3.11) we see that the
both summands in the l.h.s. of (10.7) are bounded by C
#(s) and the result
follows. So we may assume that ν
′
≤ 1.
Let us write I
0,2
s as
(10.11) I
0,2
s = −
1
2
e
−γsτ ∫ ∫ ds1 ds2 Fs(s1, s2) cos(ν−1τω123s)
ν ′
2
+ (ω123s/2)2 .
We will examine the integrals ⟨I0,2s ,K2r⟩, r ≪ 1, ⟨I0,2s ,Σv⟩ and ⟨I0,2s ,R2d \
Σ
v⟩ (see Notation, (9.1) and Lemma 9.2), and will derive the lemma from
this analysis. The constants below do not depend on τ, s and ν
′
.
Let us re-write ⟨I0,2s ,Σv⟩, using the variables (x, y) = z. Disregarding for
a moment the pre-factor −1
2
e
−γsτ we examine the integral
Js = ∫
R2d
dz
Fs(z) cos λx ⋅ y(x ⋅ y)2 + ν ′ 2 , λ = ν ′ −1τγs.
Step 1. An upper bound for ⟨Js, K2r⟩, where r≪ 1, (see (9.1)) immediately
follows from Lemma 9.1:
(10.12) ⟨∣Js∣,K2r ⟩ ≤ C#(s)ν ′ −1r2d−2.
Step 2. Integral over Σ
v
. Passing to the variables (η, t, θ) (see Lemma 9.3)
and using (9.8) we disintegrate ⟨Js, (Σv)∞r ⟩ =∶ Jrs as follows:
J
r
s = ∫
Σ1
m(dη)∫ ∞
r
dt t
2d−1 ∫ θ0
−θ0
dθ
Fs(η, t, θ)µ(η, θ) cos(λx ⋅ y)(t2θ)2 + ν ′ 2
= ∫
Σ1
m(dη)∫ ∞
r
dt t
2d−1
Υs(η, t) ,(10.13)
where
Υs(η, t) = t−4 ∫ θ0
−θ0
Fs(η, t, θ)µ(η, θ) cos(λt2θ) dθ
θ2 + ε2
, ε = ν
′
t
−2
.
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To estimate Υs, consider first the integral Υ
0
s, obtained from Υs by frozen-
ing Fsµ at θ = 0. Since µ(η, 0) = 1, then Υ0s equals
2t
−4
Fs(η, t, 0)∫ θ0
0
cos(λt2θ) d θ
θ2 + ε2
= 2ν
′ −1
t
−2
Fs(η, t, 0)∫ θ0/ε
0
cos(γsτw) dw
w2 + 1
.
Consider the integral
2∫ θ0/ε
0
cos(γsτw) dw
w2 + 1
= 2∫ ∞
0
cos(γsτw) dw
w2 + 1
−2∫ ∞
θ0/ε
cos(γsτw) dw
w2 + 1
=∶ I1−I2 .
Since
2∫ ∞
0
cos(ξw) dw
w2 + 1
= ∫ ∞
−∞
e
iξw
dw
w2 + 1
= πe
−∣ξ∣
,
then I1 = πe
−γsτ . For I2 we have an obvious estimate ∣I2∣ ≤ 2ε/θ0 =
C1ν
′
t
−2
. So
Υ
0
s(η, t) = ν ′ −1πt−2Fs(η, t, 0)(e−γsτ +∆t) , ∣∆t∣ ≤ Cν ′ t−2 .(10.14)
Now we estimate the difference between Υs and Υ
0
s. Writing (Fsµ)(η, t, θ)−(Fsµ)(η, t, 0) as A(η, t)θ+B(η, tθ)θ2, where ∣A∣, ∣B∣ ≤ CN⟨t⟩−N for any N ,
we have
Υs −Υ
0
s = t
−4 ∫ θ0
−θ0
(Aθ +Bθ2) cos(λt2θ) dθ
θ2 + ε2
.
Since the first integrand is odd in θ, then its integral vanishes, and
∣Υs −Υ0s∣ ≤ C⟨t⟩−N t−4 ∫ θ0
−θ0
θ
2
dθ
θ2 + ε2
≤ 2C⟨t⟩−N t−4θ0 .
So by (10.14)∣Υs(η, t) − ν ′ −1πt−2Fs(η, t, 0)e−γsτ ∣
≤ C⟨t⟩−N(t−4 + ν ′ −1t−2 ν ′ t−2) = 2C⟨t⟩−N t−4 .(10.15)
So
J
r
s = ∫
Σ1
m(dη)∫ ∞
r
dt t
2d−1[ν ′ −1πt−2e−γsτFs(η, t, 0) +O(⟨t⟩−N t−4)]
= ∫
Σ1
m(dη)∫ ∞
r
dt (ν ′ −1πe−γsτ t2d−3Fs(η, t, 0) +O(∫ ∞
r
dt t
2d−5⟨t⟩−N)).
Choosing N ≥ 2d − 3 we achieve that ∫∞
r
dt t
2d−5⟨t⟩−N ≤ C. Noting that
∣ν ′ −1πe−γsτ ∫
Σ1
m(dη)∫ r
0
dt t
2d−3
Fs(η, t, 0)∣ ≤ C#(s)ν ′ −1r2d−2,
we arrive at the inequality
∣Jrs − ν ′ −1πe−γsτ ∫
Σ1
m(dη)∫ ∞
0
dt t
2d−2(t−1Fs(η, t, 0))∣
≤ C
#(s)(ν ′ −1r2d−2 + 1).(10.16)
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Here in view of (9.9)
(10.17) ∫
Σ1
m(dη)∫ ∞
0
dt t
2d−2(t−1Fs(η, t, 0)) = ∫
Σ∗
Fs(z)∣z∣−1.
Since (Σv)r0 ⊂ K2r by Lemma 9.2.3, where θ0 is assumed to be sufficiently
small, then by (10.12),
(10.18) ∣Jrs − ⟨Js,Σv⟩∣ ≤ C#(s)ν ′ −1r2d−2.
Step 3. Final asymptotic. Consider the integral over the complement to Σ
v
:
∣⟨Js,R2d \ Σv⟩∣ ≤ ⟨∣Js∣, {∣z∣ ≤ r}⟩+ Cd ∫ ∞
r
dt t
2d−1 ∫
St\Σv
∣Fs(z)∣ dSt
ω2/4+ ν ′ 2 .
By item 3) of Lemma 9.2, ∣ω∣ ≥ Ct2 in St \ Σv. Jointly with (10.12) it
implies that
(10.19)∣⟨Js,R2d\Σv⟩∣ ≤ C#(s)ν ′ −1r2d−2+C#(s)∫ ∞
r
t
2d−1
t
−4⟨t⟩−N dt ≤ C#1 (s)χd(r).
Finally by (10.18), (10.19) and (10.17) with r =
√
ν, we have»»»»»»»»Js − ν ′ −1e−γsτπ ∫Σ∗ Fs(z)∣z∣−1
»»»»»»»» ≤ C#(s)χd(ν).
That is,
»»»»»I0,2s + γ−1s ν−1e−2γsτπ ∫Σ∗ Fs(z)∣z∣−1»»»»» ≤ C#(s)χd(ν), and the lemma
is proved.
11. Wave kinetic integrals and equations: proofs
11.1. Proof of Lemma 4.2. To prove the lemma we may assume that∣u1∣r = ⋅ ⋅ ⋅ = ∣u4∣r = 1.
Consider first the integral J4. By the above,∣J4(s)∣ ≤ ∫
Σ∗
dµ
Σ(z)⟨x + s⟩−r⟨y + s⟩−r⟨x + y + s⟩−r =∶ J4(s), z = (x, y).
We should verify that
(11.1) J4(s) ≤ C⟨s⟩−r−1 ∀ s ∈ Rd.
If ∣s∣ ≤ 2, then it is not hard to check that⟨x + s⟩⟨y + s⟩⟨x+ y + s⟩ ≥ C−1⟨z⟩2
for a suitable constant C independent from s. Then the integrand for J4(s)
is bounded by C1⟨z⟩−2r, so by (4.3) and Proposition 3.5 J4(s) ≤ C if ∣s∣ ≤ 2.
This proves (11.1) if ∣s∣ ≤ 2, and it remains to consider the case when
R ∶= ∣s∣ ≥ 2.
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Assuming that a vector s as above is fixed, let us consider the sets
O1 = {ξ ∈ Rd ∶ ∣ξ∣ ≤ 910R}, O2 = {ξ ∶ 910 ≤ ∣ξ∣ ≤ 1110R},
O3 = {ξ ∶ ∣ξ∣ ≥ 1110R}, O12 = O1 ∪O2, O23 = O2 ∪O3,
and define
Σ
i,j
= Σ∗ ∩ (Oi ×Oj), Σ12,j = Σ∗ ∩ (O12 ×Oj), etc.
Next we denote by J
i,j
4 (s) the part of the integral in (4.6) which comes from
the integrating over Σ
i,j
:
J
i,j
4 (s) = ∫
Σi,j
dµ
Σ(z)(u1(x + s)u2(y + s)u3(x + y + s)),
and define similar integrals J
12,j
4 (s), etc. Then J4(s) = ∑i,j∈{1,2,3} J i,j4 (s)
and ∣J i,j4 (s)∣ ≤ J i,j4 (s), where
J
i,j
4 (s) = ∫
Σi,j
dµ
Σ(z)⟨x + s⟩−r⟨y + s⟩−r⟨x + y + s⟩−r.
Clearly
(11.2) J
i,j
4 (s) = J j,i4 (s) ∀ (i, j),
and J
12,j
4 (s) = J 1,j4 (s) + J 2,j4 (s), etc. To verify (11.1) it remains to check
that
(11.3) J
i,j
4 (s) ≤ CR−r−1 ∀ (i, j),
when R = ∣s∣ ≥ 2. Applying Theorem 3.6 we find that
(11.4) J
i,j
4 (s) = ∫
Oi
dx ∣x∣−1⟨x + s⟩−r∫
x⊥∩Oj
dx⊥y ⟨y + s⟩−r⟨x + y + s⟩−r.
By sx (by sy) we will denote the projection of s on the space x
⊥
(on y
⊥
),
and by sˆ, xˆ, yˆ – the vectors s/R,x/R, y/R; so ∣s∣ = 1.
We will estimate the r.h.s. of (11.4) for each set {i, j} ⊂ {1, 2, 3}, using a
number of elementary inequalities, related to the domains Oj :
(11.5) ⟨y + s⟩ ≥ ∣y + s∣ ≥ 1
10
R ∀ y ∈ O13,
(11.6) ⟨y + s⟩ ≥ ∣y + s∣ ≥ 1
11
∣y∣ ∀ y ∈ O3,
(11.7) ⟨x + y + s⟩ ≥ C−1(∣x∣ + ∣y∣) ∀ z ∈ (O23 ×O23) ∩ Σ,
(11.8) ⟨x + y + s⟩ ≥ C−1∣y∣ ∀ z ∈ (Rd ×O3) ∩ Σ.
Proof of (11.7) and (11.8) uses that ∣x+y∣ ≥ (∣x∣+∣y∣)/√2 and ∣x+y∣ ≥ ∣y∣
for x, y ∈ Σ. We will also use the four integral inequalities below, where
χˆl = χˆl(R) equals 1 if l ≠ 0 and equals lnR if l = 0:
(11.9) ∫
R
d
⟨y + ξ⟩−pdy ≤ C ∀ ξ ∈ Rd if p > d,
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(11.10) ∫∣y∣≤2⟨R(y + ξ)⟩−rˆdy ≤ Cχˆd−rˆRmax(−d,−rˆ) if ∣ξ∣ ≤ 3,
(11.11) ∫∣x∣≤ 11
10
R
∣x∣−1⟨x+ s⟩−rˆdx ≤ Cχˆd−rˆRmax(−1,d−1−rˆ),
(11.12) ∫∣x∣≥ 9
10
R
∣x∣A⟨x+ s⟩−rˆdx ≤ Cχˆd−rˆRmax(A,A+d−rˆ)
if A < rˆ − d. We will use these relations with d ∶= d or d ∶= d − 1. The first
two inequalities are obvious. To prove (11.11) note that there the integral
equals
R
d−1 ∫∣y∣≤ 11
10
∣y∣−1⟨R(y + sˆ)⟩−rˆdy, sˆ = s/R.
By (11.10) this integral (with the pre-factor), taken over the ball {∣y + sˆ∣ ≤
1/10} is ≤ Cχˆd−rˆRmax(−1,d−1−rˆ), while the integral over the ball’s comple-
ment is ≤ CR
d−1−rˆ
. It implies (11.11). Proof of (11.12) is similar.
Estimating the integral J
23,23
4 (s). By (11.4) and (11.7) the integral is
bounded by
C ∫∣x∣≥ 9
10
R
dx ∣x∣−1⟨x + s⟩−r ∫∣y∣≥ 9
10
R
dx⊥y ⟨y + s⟩−r(∣x∣ + ∣y∣)−r.
Since ⟨y + s⟩ ≥ ⟨y + sx⟩, the internal integral is less than
CR
−r ∫∣y∣≥ 9
10
R
dx⊥y ⟨y + sx⟩−r ≤ C1R−r,
where we used (11.9) with d ∶= d − 1 and (4.3). So
J
23,23
4 (s) ≤ CR−r ∫∣x∣≥ 9
10
R
dx ∣x∣−1⟨x + s⟩−r ≤ R−r−1
by (11.12). This implies (11.3) if i, j ∈ {2, 3}.
Estimating the integral J
12,13
4 (s). By (11.4) and (11.5),
J
12,13
4 (s) ≤ CR−r ∫∣x∣≤ 11
10
R
dx ∣x∣−1⟨x + s⟩−r ∫ dx⊥y ⟨x + y + s⟩−r.
Since ⟨x + y + s⟩ ≥ ⟨y + sx⟩, by (11.9) with d ∶= d − 1 the internal integral
is bounded by a constant. So in view of (11.11) J
12,13
4 (s) ≤ CR−r−1. This
implies (11.3) if i ∈ {1, 2}, j ∈ {1, 3}.
Evoking the symmetry (11.2) we see that we have checked (11.3) for all(i, j), and thus have proved (4.8) for l = 4.
Now let us consider the integral J3(s),
J3(s) = γsu4(s)∫
Σ∗
dµ
Σ(z) 1γ3u1(x+ s)u2(y + s), γ3 = γs3 = ⟨x+ y+ s⟩2r∗,
62 ANDREY DYMOV AND SERGEI KUKSIN
where ∣uj∣r = 1 for each j. Then∣J3(s)∣ ≤ γs⟨s⟩−r ∫
Σ∗
dµ
Σ(z) 1γ3 ⟨x+ s⟩−r⟨y + s⟩−r =∶ J3(s).
As before, we start with the case ∣s∣ ≤ 2. Then J3(s) is bounded by
C ∫
Σ∗
dµ
Σ(z)⟨x + s⟩−r⟨y + s⟩−r = C ∫ dx ∣x∣−1⟨x + s⟩−r∫
x⊥
dx⊥y ⟨y + s⟩−r.
Applying (11.9) to the internal and external integrals, using (4.3) and inte-
grability of ∣x∣−1 over a neighbourhood of 0 ∈ Rd, we see that ∣J3(s)∣ ≤ C,
which implies ∣J3(s)∣ ≤ C⟨s⟩−r−1 for ∣s∣ ≤ 2.
Now we pass to the case ∣s∣ ≥ 2. We define the integrals J i,j3 (s) etc.
similar to the above. Then ∣J3(s)∣ ≤ ∑i,j J i,j3 (s), the integrals J i,j3 (s) are
symmetric in i, j, and J
i,j
3 (s) equals
γs⟨s⟩r∫Oi dx ∣x∣−1⟨x + s⟩−r∫x⊥∩Oj dx⊥y ⟨y + s⟩−r⟨x+ y + s⟩−2r∗.
Literally repeating the argument, used to estimate the integrals J
i,j
4 , we find
that J
23,23
3 (s) ≤ CR−r−1. Using (11.8) we easily get that J 1,33 (s) ≤ CR−r−1.
In view of (11.5) integral J
12,1
3 (s) is bounded by
CR
2r∗−2r ∫∣x∣≤ 11
10
R
dx ∣x∣−1⟨x + s⟩−r ∫∣y∣≤ 9
10
R
dx⊥y ⟨x+ y + s⟩−2r∗.
The internal integral is
R
d−1 ∫∣z∣≤9/10 dy⊥z⟨R(z + xˆ + sˆ)⟩−2r∗ ≤ Cχˆd−1−2r∗Rmax(0,d−1−2r∗)
by (11.10), where xˆ = x/R and sˆ = s/R. So,
J
12,1
3 (s) ≤ Cχˆd−1−2r∗Rmax(2r∗−2r,d−1−2r) ∫∣x∣≤ 11
10
R
dx ∣x∣−1⟨x + s⟩−r.
Then, using (11.11) and (4.3) we derive that J
12,1
3 (s) ≤ CR−r−1.
This proves (4.8) for l = 3.
The integrals J1 and J2 are very similar and we only consider J1:
J1(s) = γsu4(s)∫
Σ∗
dµ
Σ(z) 1γ1u2(y + s)u3(x + y + s), γ1 = ⟨x + s⟩2r∗.
Assume first ∣s∣ ≤ 2. Using the disintegration of the measure dµΣ(z) in the
form (3.30) we get
∣J1(s)∣ ≤ C ∫ dy ∣y∣−1⟨y + s⟩−r∫
y⊥
dy⊥x ⟨x + y + s⟩−r.
Since ⟨x + y + s⟩−r ≥ ⟨x + sy⟩, then using (11.9) and (4.3) we see that∣J1(s)∣ ≤ C for ∣s∣ ≤ 2.
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Now let ∣s∣ ≥ 2. As before, ∣J i,j1 (s)∣ is bounded by J i,j1 (s), where
(11.13)
J
i,j
1 (s) = γs⟨s⟩r∫Oi dx ∣x∣−1⟨x+ s⟩−2r∗∫x⊥∩Oj dx⊥y ⟨y + s⟩−r⟨x + y + s⟩−r.
Integral J
i,j
1 (s) is not symmetric in i, j, so apart from (11.13) we have to
use another form of J
i,j
1 (s) which follows from (3.30):
(11.14)
J
i,j
1 (s) = γs⟨s⟩r∫Oj dy ∣y∣−1⟨y + s⟩−r∫y⊥∩Oi dy⊥x ⟨x+ s⟩−2r∗⟨x + y + s⟩−r.
From (11.14) and (11.7) we find that J
23,23
1 (s) is bounded by
cR
2r∗−r∫∣y∣≥ 9
10
R
dy ∣y∣−1⟨y + s⟩−r∫∣x∣≥ 9
10
R
dy⊥x ⟨x + s⟩−2r∗(∣x∣ + ∣y∣)−r.
The internal integral is less than
R
d−1−r ∫∣z∣≥ 9
10
dy⊥z ⟨R(z + sˆ)⟩−2r∗(∣z∣ + ∣yˆ∣)−r, yˆ = y/R, sˆ = s/R.
Since ∣yˆ∣ ≥ 9/10, then in view of (11.10) the integral over the ball {∣z+ sˆ∣ ≤
1/10} is bounded by
(11.15) CR
d−1−r ∫∣z∣≤2⟨R(z + sˆ)⟩−2r∗dy⊥z ≤ Cχˆd−1−2r∗Rmax(−r,d−1−r−2r∗).
The integral over the complement to the ball is less than
R
d−1−r−2r∗ ∫∣z∣≥9/10, ∣z+sˆ∣≥1/10 dy⊥z ∣z + sˆ∣−2r∗(∣z∣ + ∣yˆ∣)−r ≤ CRd−1−r−2r∗ .
So the internal integral for J
23,23
1 (s) is bounded by the r.h.s. of (11.15) with
a modified constant C. Using (11.12) and (4.3) we find that
J
23,23
1 (s) ≤ Cχˆd−1−2r∗(R2r∗−r−1−r +R2r∗−r−1+d−1−r−2r∗) ≤ CR−r−1.
Similar using (11.5) and (11.9) we see that
J
1,123
1 (s) ≤ CR−r∫
Rd
dy ∣y∣−1⟨y + s⟩−r∫∣x∣≤ 9
10
R
dy⊥x ⟨x + y + s⟩−r
≤ C1R
−r ∫
Rd
dy ∣y∣−1⟨y + s⟩−r.
In view of (11.11)+(11.12) with A = −1 and assumption (4.3) this is bounded
by CR
−r−1
.
It remains to estimate J
3,1
1 (s) and J 2,11 (s). We start with the former:
J
3,1
1 (s) = γs⟨s⟩r∫O1 dy ∣y∣−1⟨y + s⟩−r∫y⊥∩O3 dy⊥x ⟨x + s⟩−2r∗⟨x+ y + s⟩−r.
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In view of (11.8) and (11.10) the integral in the r.h.s. is bounded by CR
−r−1
.
Now consider the latter:
J
2,1
1 (s) = γs⟨s⟩r∫O1 dy ∣y∣−1⟨y + s⟩−r∫y⊥∩O2 dy⊥x ⟨x + s⟩−2r∗⟨x+ y + s⟩−r.
Denoting ξ = x + sy we wee that the internal integral is bounded by
C ∫
y⊥
dy⊥ξ ⟨ξ⟩−2r∗−r ≤ C1,
so
J
2,1
1 (s) ≤ CR2r∗−2r ∫
O1
dy ∣y∣−1 ≤ C1R2r∗−2r+d−1,
where we used (11.5) and (4.3).
Thus the lemma’s assertion also holds for l = 1, 2, and Lemma 4.2 is
proved.
11.2. Proof of Theorem 4.4. Let us denote by {St, t ≥ 0} the semigroup of
the linear equation, i.e. St = e
−tL
. Obviously, ∣St∣Cr ,Cr ≤ e−2t. The solution
u
0(t, x) of the linear problem (4.10)ε=0, (4.11) is given by the Duhamel
integral
u
0(t) = A(u0, f)(t) ∶= Stu0 + ∫ t
0
St−sf(s) ds,
so
(11.16) ∥u0∥r = ∥A(u0, f)∥r ≤ ∣u0∣r + 12∥f∥r.
A solution u for the problem (4.10), (4.11) is a fixed point of the operator
u↦ A(u0, f + εK(u)) =∶ B(u).
Assuming (4.14) and using (4.4) we see from (11.16) that
∥B(u)∥r ≤ 32C∗ + ε2CKr ∥u∥3r ,
where C
K
r is the constant from (4.4). So the operator B preserves the ball
BR = {u ∈ Xr,∥u∥r ≤ R}, R = 32C∗ + 1,
if ε≪ 1. Using Corollary 4.3 we see that the operator B defines a contrac-
tion of the ball BR if ε ≪ 1. Accordingly eq. (4.10) has a unique solution
u ∈ BR.
Finally, if (u01, f1) and (u02, f2) are two sets of initial data, satisfying
(4.14), and u
1
, u
2
are the corresponding solutions, then
∥u1 − u2∥r ≤ ∣u01 − u02∣r + 12∥f1 − f2∥r + 32εCKr R2∥u1 − u2∥r
for all t ≥ 0, so
∥u1 − u2∥r ≤ (1− 32εCKr R2)−1(∣u01 − u02∣r + 12∥f1 − f2∥r).
This implies (4.15) if ε≪ 1 and the theorem is proved.
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12. Addenda
12.1. Discrete turbulence. In order to study the double limit (1.4) it is
natural to examine first the limit ν → 0 (with L and ρ fixed), known as
the limit of discrete turbulence, see [19]. To do this consider the following
effective equation:
(12.1) a˙s + γsas = iρL
−d∑
s1
∑
s2
δ
′12
3s δ(ω)as1as2 a¯s3 + b(s)β˙s , s ∈ ZdL ,
where δ(ω) is the delta-function of ω = ω123s (equal 1 if ω123s = 0 and equal 0
otherwise). The following result is proven in [17, 9].
Theorem 12.1. If r∗ is sufficiently big in terms of d, then eq. (12.1) is
well posed and mixing. When L and ρ are fixed and ν → 0, then
i) solutions of (1.12) converge in distribution, on time intervals of order 1,
to solutions of (12.1) with the same initial data at τ = 0;
ii) the unique stationary measure µν,L of (1.12) weakly converges to the
unique stationary measure of eq. (12.1).
12.2. Estimates for integrals with fast oscillating exponents, given
by quadratic forms. Let ϕ be a complex L1–function on R
n
such that its
Fourier transform ϕˆ ∈ L1(Rn), where in this appendix we define ϕˆ(ξ) as
∫ e−ix⋅ξϕ(x) dx. Let Q be a symmetric non-degenerate real n × n-matrix.
Consider the integral
(12.2) I(ν) = ∫
Rn
e
iν
−1⟨Qx,x⟩/2
ϕ¯(x) dx, 0 < ν ≤ 1.
The Fourier transform of the function e
iν
−1⟨Qx,x⟩/2
=∶ F0 is
Fˆ0 = (2πν)n/2ζ ∣detQ∣−1/2 e−iν⟨Q−1ξ,ξ⟩/2,
where ζ is some complex number of unit norm (see [4, 10]). Formally ap-
plying Parseval’s identity we get
(12.3)
I(ν) = (2π)−n ∫ Fˆ0 ¯ˆϕdξ = ( ν2π )n/2ζ ∣detQ∣−1/2 ∫
R
n
e
−iν⟨Q−1ξ,ξ⟩/2
ϕˆ(ξ) dξ.
To justify the validity of (12.3) in out situation, we approximate F0 by
functions
Fε = e
iν
−1⟨(Qx+iεI),x⟩/2
, ε > 0.
These are Schwartz functions whose Fourier transforms
Fˆε = (2πν)n/2(det iQ − εI)−1/2 e−iν⟨(Q+iεI)−1ξ,ξ⟩/2
converge to Fˆ0(ξ) for each ξ, as ε→ 0 (see [4, 10]). For every ε > 0 Parseval’s
identity holds for F0 replaced Fε. Passing there to the limit as ε → 0 using
Lebesgue’s theorem we recover (12.3). So
(12.4) ∣I(ν)∣ ≤ ( ν
2π
)n/2∣detQ∣−1/2∣ϕˆ∣L1 .
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We recall that
(12.5) ∣ϕˆ∣L1 ≤ Cm∥u∥Hm(Rn) for any m > n/2.
12.3. Direct proof of estimate (3.17). In this appendix we estimate di-
rectly integral Is in (3.4) with T = ∞ (indirectly this integral in the form
(3.2) was estimated in (3.17) via Theorem 3.3). Setting x =
√
2(s1 − s)
and y =
√
2(s2 − s), in view of (1.13) we get ω123s = −x ⋅ y. Then, denoting
z = (x, y), we obtain
(12.6) Is = ∫
R
2d
dz ∫
R
2
−
dl Fs(l, z)eiν−1x⋅y(l2−l1), l = (l1, l2),
where Fs(l, z) is the function
2B(s1, s2, s3)e−∣l1−l2∣(γ1+γ2+γ3)+γs(l1+l2), s3 = s1 + s2 − s,
written in the coordinates l, z. Since B is a Schwartz function and γs ≥ 1,
for l ∈ R
2
− the function Fs satisfies the estimate
(12.7) ∣∂zαFs(l, z)∣ ≤ C#α (s)C#α (z)e(l1+l2), ∀α.
Let N be the subset of R
2
− = {l = (l1, l2)} where ∣l1 − l2∣ ≥ ν, and N c be
its complement. Then, bounding the complex exponent in (12.6) by one, we
find
(12.8) ∣⟨Is,N c⟩∣ ≤ C#(s)ν.
To estimate the term ⟨Is,N ⟩, we apply (12.4) to the integral over dz in
(12.6):
∣⟨Is,N ⟩∣ ≤ 1(2π)d ∫N ν
d∣l1 − l2∣d ∣Fˆs(l, ⋅)∣L1 dl ≤ C#(s)νd∫N e
(l1+l2)∣l1 − l2∣d dl,
where in the last inequality we used (12.7) and the definition of the set N .
Since d ≥ 2, this implies ∣⟨Is,N ⟩∣ ≤ C#1 (s)νd/νd−1 = C#1 (s)ν. Combining
the obtained inequality with (12.8), we get the desired estimate (3.17).
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