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La degradación del suelo a nivel mundial ha venido empeorando y ahora es cŕıtica (Scholes
et al., 2018), poniendo en riesgo el bienestar de 3200 millones de personas (IPBES, 2018).
El manejo no sostenible de las tierras de cultivo y pastoreo es el factor que más influencia
tiene sobre la degradación del suelo.
En Colombia la degradación del suelo por efecto de la erosión se ve intensificada por la topo-
graf́ıa de alta montaña donde se establecen algunas explotaciones agŕıcolas (Manrique et al.,
2000). Este es el caso del cultivo de caña panelera, que tiene su principal zona productora
en el páıs, en la denominada Hoya del Ŕıo Suárez (HRS) (localizada en la cordillera oriental
entre los departamentos de Boyacá y Santander) (Osorio, 2007). Esta región tiene las ca-
racteŕısticas de relieve antes mencionada, lo que unido a labores de labranza como corte y
quema de rastrojo y arado con azadón que la hace propensa a la erosión (Garćıa et al., 2007).
La identificación de zonas susceptibles a este problema es de gran importancia en aras de
formular planes de manejo que lo mitiguen. De acuerdo con Scholes et al. (2018) implementar
acciones para combatir la degradación del suelo puede transformar la vida de millones de
personas.
Este estudio se desarrolló con el objetivo de contribuir en la detección de zonas susceptibles
a erosión en la HRS. Para ello se emplearon análisis geoestad́ısticos (Waller y Gotway, 2004)
de cada una de las propiedades del suelo consideradas, de ejes factoriales (obtenidos a través
de un análisis de componentes principales (Anderson, 2003)) y de un ı́ndice de erodabilidad
(Ramı́rez et al., 2009).
Se cubrió un área de 45.000 hectáreas. Espećıficamente fueron analizados datos registrados
en 935 sitios distribuidos a lo largo de toda la zona de interés (CORPOICA, 2016).
Los mapas generados indican que las áreas al sur de San Benito (en el departamento de
Santander) y la parte oriental de los municipios de San José de Pare y Chitaraque (ambos
en el departamento de Boyacá) son las más propensas a la erosión. Aśı mismo permiten
establecer que las regiones más estables se encuentran en Santander hacia el sur de Chipatá
y oriente de San Benito.
x
En las zonas susceptibles a erosión (identificadas a través de los mapas construidos) deben
proponerse estrategias para el manejo del suelo que permitan detener e incluso revertir su
degradación y que hagan del cultivo de caña una práctica rentable y responsable con el am-
biente.
Palabras clave: componentes principales, erodabilidad, interpolación y predic-
ción espacial, zonificación.
Abstract
Soil degradation worldwide is increasing and is now critical (Scholes et al., 2018), putting
at risk the welfare of 3.2 billion people (IPBES, 2018). The unsustainable management of
farmland and grazing land is the most influential factor in soil degradation.
In Colombia, soil degradation caused by erosion is intensified by the high mountain topo-
graphy where some farms are established (Manrique et al., 2000). This is the case of the
sugarcane crop, which has its main production area in the so called Hoya del Ŕıo Suárez
(HRS) (located in the eastern ranges between the departments of Boyacá and Santander of
Colombia) (Osorio, 2007). This region has the topography characteristics mentioned above,
which together with tillage tasks such as cutting and burning of stubble and plowing with
hoe makes it prone to erosion (Garćıa et al., 2007).
The identification of susceptible zones with this problem is of great importance to formulate
management plans that mitigate the problem. According to Scholes et al. (2018), implemen-
ting actions to combat soil degradation can transform the lives of millions of people.
This study was developed with the aim of contributing to the detection of zones suscepti-
bilities to erosion in the HRS. For this purpose, geostatistical analyses of each of the soil
properties considered were used (Waller y Gotway, 2004), factorial axes (obtained through
an analysis of principal components (Anderson, 2003)) and an index of erodability (Ramı́rez
et al., 2009).
xi
An area of 45 hectares was covered. The data recorded in 935 sites distributed throughout
the area of interest were analyzed (CORPOICA, 2016).
The maps generated indicate that the areas south of San Benito (in the department of San-
tander) and the eastern part of the municipalities of San José de Pare and Chitaraque (both
in the department of Boyacá) are the most prone to erosion. They also allow establishing
that the most stable regions are located in Santander towards the south of Chipatá and east
of San Benito.
In susceptible zones to erosion (identified through built in maps), strategies for soil manage-
ment should be put in place to stop and even reverse their degradation and make sugarcane
crop a profitable and responsible practice with the environment.
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dieron las variables. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3-2. Esquema de muestreo. Los puntos rojos corresponden a los lugares de me-
dición en cada uno de los municipios. . . . . . . . . . . . . . . . . . . . . . 38
5-1. Diagramas de caja y bigotes (datos estandarizados) de las variables porcen-
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continua). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Lista de Figuras xvii
5-13. Distribución espacial para el porcentaje de arenas (A). Mapas construidos
con los métodos del inverso de la distancia (izquierda) y kriging ordinario
(derecha). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5-14. Distribución espacial para el diámetro medio ponderado (DMP ). Mapas
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de arenas (A) (izquierda) y diámetro medio ponderado (DMP )(derecha). . 58
5-19. Distribución espacial de varianzas de la predicción del kriging de la densidad
aparente (DA) (izquierda) y real (DR) (derecha). . . . . . . . . . . . . . . 59
5-20. Distribución espacial de varianzas de la predicción del kriging de la capacidad
de retención de agua diaponible (CRAD). . . . . . . . . . . . . . . . . . . 59
5-21. Diagrama de caja y bigotes de los dos primeros componentes principales,
generados a partir de información medida en la HRS en 2016. . . . . . . . 62
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porcentaje de arenas (A), diámetro medio ponderado (DMP ), densidad apa-
rente (DA), densidad real (DR) y capacidad de retención de agua disponible
(CRAD). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5-1. Medidas de localización y variabilidad de las variables porcentaje de arenas
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1 Introducción
El suelo es fundamental en la agricultura porque provee de agua y nutrientes a los cultivos
(Silva y Correa, 2009). Este interviene en los ciclos del agua, carbono, nitrógeno, fósforo
y otros elementos (Ferreras et al., 2015). Su pérdida (debida a procesos naturales o des-
encadenada como consecuencia de sobre-explotación del medio) pone en riesgo el bienestar
de aproximadamente el 40 % de la humanidad (Scholes et al., 2018). Entre otros aspectos
causa la extinción de algunas especies, influye sobre el cambio climático y genera emigración
(IPBES, 2018). El manejo no sostenible de tierras de cultivo y pastoreo puede propiciar
detrimento de diversidad biológica, inseguridad alimentaria y carencia de agua y enerǵıa
(Scholes et al., 2018). La industrialización, la globalización y el crecimiento demográfico han
expandido la frontera agŕıcola, induciendo el deterioro de las propiedades f́ısicas, qúımicas y
biológicas del suelo (Novillo et al., 2018).(Bravo et al., 2011)
Un tipo de degradación del suelo es la erosión, definida como el desgaste de la capa su-
perficial de la corteza terrestre por acción del agua y/o el viento (Burbano y Silva, 2010).
Esta conlleva la carencia de nutrientes, materia orgánica y humedad (Montenegro y Ma-
lagón, 1990). La disminución tolerable de suelo está alrededor de 11 toneladas por hectárea
(Johnson, 1987). En zonas donde las tasas de erosión son naturalmente altas, por ejemplo
en áreas montañosas de gran precipitación (Peláez, 2003), se supera ampliamente este valor
de referencia (Morgan, 1986). Todo esto en ocasiones redunda en pobreza, en desarraigo de
la tierra e incluso en violencia (León, 2001).
En Colombia las cifras sobre pérdida del suelo por erosión oscilan entre 17.000 y 20.000
hectáreas por año (Montenegro y Malagón, 1990). Estos son sin duda valores considerables
que generan alerta. Como en otros campos de la ciencia, la identificación temprana del pro-
blema es esencial para su mitigación y/o solución. Por ello, la detección de zonas propensas
a la erosión (erodabilidad) se ha convertido en un campo de investigación muy relevante.
Generalmente para este fin se emplean técnicas experimentales (de campo y laboratorio)
basadas en la medición de propiedades f́ısicas del suelo (Montenegro y Malagón, 1990) o
en el cálculo de ı́ndices de erodabilidad (Ramı́rez et al., 2009). Las muestras de suelo son
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tomadas en muchos sitios de la región de interés. Usando su georreferenciación y empleando
técnicas de interpolación y/o predicción (inverso de la distancia y Kriging), posteriormente
se pueden generar mapas que permiten establecer aquellas zonas más propensas a erosión.
Por ejemplo Addis y Klik (2015) y Ayoubi y Alizadeh (2005) emplean técnicas Kriging para
modelar la distribución espacial de la susceptibilidad a la erosión en regiones de Etioṕıa e
Irán, respectivamente.
En la literatura se han referenciado muchos estudios sobre erosión y su relación con las pro-
piedades f́ısicas y qúımicas del suelo (Villatoro et al., 2008; Mousavi et al., 2017; Henŕıquez
et al., 2005; Moreno, 2011). Colombia no ha sido ajeno a este esfuerzo. Entre otros, en es-
te contexto, se pueden citar los trabajos de Bravo et al. (2011), Jaramillo et al. (2011) y
Vásquez et al. (2010). No obstante cabe resaltar que en el medio local, usualmente, no se ha
considerado la variación espacial de las propiedades, particularmente en las regiones agŕıco-
las más susceptibles (zonas de montaña).
Dado que la erosión generalmente obedece a la interacción de varias propiedades, en oca-
siones se acude para su estudio al empleo de herramientas estad́ısticas multivariadas (por
ejemplo análisis componentes principales) que permiten detectar el grado en el que estas, de
manera conjunta, influyen sobre el fenómeno (Ghaemi et al., 2014; Kooch et al., 2008).
El cultivo para la producción de panela es la segunda agroindustria más importante de
Colombia después del café (Ahumada, 2015). La zona de la Hoya del Rı́o Suárez (HRS),
localizada en la cordillera oriental entre los departamentos de Boyacá y Santander (Osorio,
2007), es la de mayor preponderancia para dicho cultivo. En la región, la plantas de caña
se establecen en zonas de alta pendiente (catalogadas como media y altas) con inclinaciones
entre el 10 % y el 40 %, que hacen los suelos propensos a la erosión (Manrique et al., 2000).
Dicha situación se acentúa con las labores de labranza como corte y quema de rastrojo, uso
de azadón, arado con bueyes y maquinaria (Garćıa et al., 2007). La detección de las zonas
propensas a la erosión en esta región resulta de suma importancia para establecer planes de
manejo sostenible del suelo y del cultivo.
Los estudios sobre zonificación de la erosión en Colombia son limitados. A un nivel de resolu-
ción alto (todo el territorio colombiano) el Instituto de Hidroloǵıa, Meteoroloǵıa y Estudios
Ambientales (IDEAM) llevó a cabo una zonificación de acuerdo a la susceptibilidad de de-
gradación por erosión. Para ello tomaron como insumos imágenes de satélite y encuestas
puntuales (IDEAM, 2015). En la HRS se han realizado varios estudios encaminados a la
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fertilización y al mejoramiento de las variedades de caña (Rodŕıguez y Gottret, 1998), pero
sin tener en cuenta la variabilidad espacial de las propiedades del suelo.
Teniendo en cuenta lo anterior, en este trabajo se hace un estudio detallado de la suscepti-
bilidad a la erosión en la HRS. Este puede ser tomado por las instituciones estatales como
insumo para la elaboración de planes de manejo espećıficos para la región. Particularmente
se usan mediciones de variables f́ısicas del suelo en distintos puntos del área para establecer
cuáles son las regiones que requieren planes de manejo focalizados.
Se plantean en el trabajo tres estrategias de modelación para identificar, de acuerdo a los
valores de las variables f́ısicas del suelo, las zonas de la región susceptibles a erosión. Inicial-
mente se construyen mapas de distribución espacial de cada una de las variables. Posterior-
mente, para identificar el efecto conjunto de las propiedades del suelo sobre la erosión se hace
un análisis de variabilidad espacial de ejes factoriales (calculados a partir de un análisis de
componentes principales). Finalmente, se calcula un ı́ndice de erodabilidad (propuesto por
Ramı́rez et al. (2009)) y se obtiene nuevamente un mapa de distribución espacial. A partir
del estudio global de los mapas calculados por los tres caminos, se identifican las zonas más
propensas a erosión dentro de la región.
El documento está organizado de la siguiente manera: En el caṕıtulo 2 se presenta un marco
teórico en el que se definen conceptos relacionados con el suelo y sus caracteŕısticas f́ısicas
(las que intervienen en la susceptibilidad a la erosión). También se hace en este mismo una
revisión de los métodos estad́ısticos usados en el análisis. En el caṕıtulo 3 se describe el área
de estudio y la información disponible para el análisis. En el caṕıtulo 4 se detalla la metodo-
loǵıa de trabajo. Posteriormente, en el caṕıtulo 5 se resaltan los resultados más relevantes.
Al final del trabajo se dan conclusiones y recomendaciones prácticas.
2 Marco teórico
En este caṕıtulo se presentan inicialmente las definiciones relacionadas con el estudio del
suelo. Posteriormente, se revisa el concepto de erosión y como esta afecta la estabilidad de
los suelos. Finalmente, se muestran las metodoloǵıas estad́ısticas empleadas para dar cum-
plimiento a los objetivos propuestos en el trabajo.
2.1. El suelo y su importancia
La información y conceptos presentados en esta sección son tomados de Burbano y Silva
(2010), Montenegro y Malagón (1990), Hillel (1998), Buol et al. (1974), López (2005) y
Ramı́rez (1997).
A través de la historia se han escrito numerosas definiciones del suelo. Algunos autores sim-
plemente mencionan que es el resultado de las condiciones climáticas y de los organismos
vivos sobre un material geológico original a lo largo del tiempo. Otros, utilizando nuevos
argumentos, lo describen como un cuerpo natural involucrado en interacciones dinámicas
con la atmósfera y con los estratos que están por debajo, que influye en el clima y en el ciclo
hidrológico del planeta y que sirve como medio de crecimiento para una variada comunidad
de seres vivientes. Además, desempeña un papel ambiental preponderante a manera de reac-
tor bio-f́ısico-qúımico que descompone materiales de desecho y recicla dentro de él nutrientes
con el fin de generar continuidad de la vida en la tierra.
¿Cuáles son los factores que intervienen en la formación del suelo?. La literatura menciona
que los organismos, el clima, el material parental, el relieve y el tiempo son importantes
como agentes modificadores de la superficie terrestre.
Los organismos, macroorganismos, mesoorganismos y microorganismos, de origen vegetal o
animal, afectan al suelo qúımica y f́ısicamente, aportando elementos orgánicos que liberan
los nutrientes necesarios para favorecer la fertilidad de los terrenos. Las plantas constituyen
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la principal fuente de materia orgánica (MO), además la vegetación posee un papel clave en
la formación del suelo, por su capacidad de meteorización de la roca (ĺıquenes, ráıces, etc.).
Los animales excavadores trituran y mezclan el material, lo que influye sobre la estructu-
ración, la permeabilidad y la aireación. Los vertebrados y algunos invertebrados, como los
artrópodos, son responsables de la bioturbación del suelo. Los invertebrados no artrópodos
colaboran en la alteración de la MO y la mezcla con los minerales de la superficie.
El clima es considerado como el factor ambiental más activo y de mayor influencia en la evo-
lución de los suelos. Se destaca la precipitación, la temperatura, los vientos y los fenómenos
de evapotranspiración. Estos factores influyen sobre el pH, el contenido de MO, la formación
de horizontes del suelo, la actividad microbiológica, entre muchos otros.
Por otra parte, el material parental es donde se deriva el suelo. Es el producto de la alteración
de las rocas o sedimentos no consolidados, de cualquier procedencia y composición. El clima
y los organismos actúan sobre este material generando un tipo de suelo determinado. De este
proceso se da origen a las propiedades f́ısicas como color, textura, profundidad, estructura,
densidad, porosidad, entre otras y las caracteŕısticas qúımicas (pH, capacidad de intercambio
catiónico y salinidad).
El relieve que se relaciona con las formas del terreno y la pendiente, afecta la acumulación o
acarreo de materiales por gravedad que determinan la profundidad del suelo, concentración
de sales, erosión y la diferenciación de horizontes. Los relieves abruptos favorecen la degra-
dación, originando suelos poco profundos y condicionan aspectos como el drenaje y procesos
geomorfológicos. En los valles, por el contrario se favorece el desarrollo de la capa arable.
Respecto a la edad los suelos se clasifican como jóvenes, maduros y altamente evolucionados.
Los más antiguos son los que muestran un alto desarrollo en profundidad del perfil y ma-
yor diversificación de horizontes. La velocidad de formación de este recurso va desde 0,001
mm/año hasta 1 mm/año. Un cent́ımetro de capa arable tarda cientos de años en formarse
y puede perderse por arrastre con solo una lluvia o viento fuerte.
El suelo es un sistema polifásico (tres fases), heterogéneo (diversas sustancias minerales
y orgánicas), particulado (compuesto de part́ıculas de diversa forma y tamaño), disperso
(los componentes son separables) y poroso (permite el paso del aire y los solutos) en el
cual ocurren interacciones interfásicas, dando lugar a procesos y fenómenos tales como la
cohesión-adhesión, agregación-dispersión, sorción-desorción, expansión-contracción, tensión
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superficial, retención y flujo h́ıdrico, intercambio iónico y gaseoso, entre otros aspectos.
El sistema polifásico mencionado anteriormente se refiere a que f́ısicamente el suelo es un
medio poroso que está conformado por tres fases. La primera es la sólida que constituye el
esqueleto o la matriz del suelo. La segunda es la ĺıquida compuesta por el agua que contiene
sustancias disueltas (solución) que ocupa una parte o todos los espacios porosos entre las
part́ıculas sólidas y por último la gaseosa o de vapor que es la atmósfera que se establece
en aquellos lugares que se encuentran vaćıos, es decir, los poros que no son llenados por el
agua.
En terminos de volumen, la fase sólida es aproximadamente el 50 % del total, mientras que la
gaseosa y ĺıquida se reparten por igual el resto del espacio disponible. Esta es una proporción
idealizada en un terreno cultivado para que pueda ofrecer un medio adecuado al crecimiento
de las plantas. De acuerdo con la dinámica de los factores y procesos formadores se origina
un suelo con propiedades f́ısicas, qúımicas y biológicas particulares.
La fase sólida proviene de la descomposición de las rocas y de los residuos vegetales, es rela-
tivamente estable en cuanto a su constitución y organización. Dicha estabilidad suele servir
para la caracterización y está organizada por un conjunto de part́ıculas minerales y orgánicas
cuya disposición permite una cantidad determinada de poros. La fracción mineral que pro-
cede de la meteorización de la roca madre por acción de agentes climáticos se compone por
elementos de varios tamaños como son la arena, el limo y la arcilla, que ocupan el 45 % del
volumen total. El ordenamiento de estas fracciones posibilita la existencia de una proporción
variable de espacio poroso. La mayoŕıa de las propiedades f́ısicas de un suelo depende de la
distribución de dimensiones de sus componentes y la composición mineralógica que influye
en la retención y suministro de nutrientes.
La MO ocupa el 5 % del volumen total e incluyen residuos vegetales y animales en descom-
posición como también organismos en vida activa. Los terrenos de cultivo contienen entre
el 2 y el 10 % de MO que interviene en las propiedades f́ısicas, qúımicas y biológicas del
suelo. La MO se descompone por la acción de los microrganismos hasta transformarse en
humus que da el color oscuro a los suelos e influye en la estructura, aireación y capacidad
de retención de agua y nutrientes.
La disposición y acomodación de las part́ıculas de la fase sólida, define una serie de carac-
teŕısticas f́ısicas, como estructura, porosidad, permeabilidad y densidad. Por tanto, esta fase
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es la fuente de la mayoŕıa de los nutrientes vegetales, es el almacén del agua requerida por
las plantas y determina la eficiencia del suelo al desempeñar las funciones que permiten el
desarrollo de la vida vegetal.
2.2. Propiedades f́ısicas del suelo
Las definiciones a continuación son tomadas de Burbano y Silva (2010), Garćıa (2013), Luna
(2006), Montenegro y Malagón (1990) y Rucks et al. (2004).
El comportamiento mecánico de la fase sólida determina a su vez las propiedades f́ısicas
del suelo, las cuales en asociación con las caracteŕısticas qúımicas generan la habilidad para
producir cosechas.
Las caracteŕısticas f́ısicas son en gran parte responsables del buen desarrollo de las plantas,
pero pocas veces se les tiene en cuenta. Estas propiedades y algunas de ellas asociadas con
la estructura, han sido llamadas, la clave de la productividad del suelo sin desconocer la
estrecha relación entre las varaibles qúımicas y f́ısicas.
Las propiedades f́ısicas del suelo (textura, estructura, consistencia, densidad, porosidad, entre
otras), inciden de manera considerable sobre el crecimiento de las plantas y la disponibili-
dad de nutrientes, ya que determinan la rigidez, la facilidad de penetración de las ráıces, la
aireación, capacidad de drenaje, almacenamiento de agua, la plasticidad y la retención de
elementos nutricionales. Estos aspectos son fundamentales para la sostenibilidad y activida-
des asociadas al manejo agŕıcola.
Es necesario resaltar que el arreglo de la fase sólida, la naturaleza y distribución por tamaño
de agregados y del espacio poroso entre sus part́ıculas constituyentes (estructura), es deter-
minante en el desarrollo de las propiedades f́ısicas y de la fertilidad del suelo.
A continuación, se explican algunas caracteŕısticas f́ısicas:
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2.2.1. Textura del suelo
Las definiciones a continuación son consideradas de Giménez (2004), Burbano y Silva (2010)
y Montenegro y Malagón (1990).
La textura hace referencia a la composición granulométrica de la fracción inorgánica del
suelo que se expresa en porcentaje. Se define como la proporción relativa en que se encuen-
tran en una masa de suelo, varios grupos de part́ıculas individuales de diámetro menor a 2
mm. Por su tamaño, los componentes del suelo se clasifican como arena, limo y arcilla. La
porción de arena tiene diámetros de 2 a 0,05 mm, las de limo entre 0,05 y 0,002 mm, y las
de arcilla son menores de 0,002 mm. Los sistemas referentes de clasificación de acuerdo con
sus tamaños son propuestos por el Departamento de Agricultura de Norteamérica (USDA)
y por la Sociedad Internacional de Ciencia del Suelo (ISSS) (Tabla 2-1).
Las arenas, constituyen la fracción gruesa del suelo que le imprime menor capacidad de al-
macenamiento de humedad, drenaje alto, baja retención de nutrientes, excesiva aireación,
susceptibilidad al encostramiento superficial, facilidad de laboreo mecánico y son faćılmente
arrastradas por el agua y el viento. Los limos tienen mejor dinamismo qúımico e hidrodinámi-
co que las arenas, pero inferior que las arcillas. Los territorios ricos en limos presentan buenas
condiciones en términos generales para la actividad agropecuaria. Están asociados con zonas
de valles y son fácilmente erosionables. La arcilla es la part́ıcula más activa f́ısica, qúımica e
hidrodinámica de los suelos. Los terrenos con este componente tienden a presentar drenaje
deficiente, dificultad en la preparación de la capa arable, mayor encharcamiento en la super-
ficie, retención de agua, nutrientes, contenido de MO y resistencia a la erosión.
La textura es uno de los atributos más estables del suelo, aunque puede ser modificada por
la remoción de horizontes superficiales por laboreo y el desarrollo de una nueva superficie
diferente por la acumulación de materiales acarreados por el viento o el agua de riego. La
fracción textural se expresa en porcentaje.
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Tabla 2-1: Sistemas de clasificación de part́ıculas según su tamaño propues-
tos por el Departamento de Agricultura de Norteamérica (USDA)
y la Sociedad Internacional de Ciencia del Suelo (ISSS). Fuente
(Giménez, 2004)
USDA ISSS
Fracción Diámetros (mm) Fracción Diámetros (mm)
Arena muy gruesa 2,00-1,00 Arena 2,00-0,20
Arena gruesa 1,00-0,50 Arena fina 0,20-0,02
Arena media 0,50-0,25 Limo 0,02-0,002
Arena fina 0,25-0,10 Arcilla < 0,002




Los conceptos sobre esta propiedad f́ısica son tomados de Kohnke (1968), Narro (2004), Bur-
bano y Silva (2010) y Montenegro y Malagón (1990).
Las part́ıculas orgánicas y minerales que conforman el suelo no se encuentran aisladas unas
de otras, sino que forman agregados que constituyen la estructura. El agregado (terrón) se
forma teniendo en cuenta la fuerza mecánica producida por el movimiento de las ráıces,
animales, prácticas agŕıcolas, que producen un acercamiento entre los componentes del suelo
o también por la acción de un agente cementante como la materia orgánica y las arcillas.
La estructura es considerada como una de las principales propiedades, ya que el arreglo que
presente la fase sólida está determinando el espacio que queda disponible en las fases ĺıqui-
da y gaseosa. Los poros permiten el movimiento de gases y ĺıquidos, ofreciendo un entorno
favorable a la actividad de los microorganismos y facilitando el crecimiento radicular de las
plantas. La resistencia que los componentes del suelo hacen para no ser destruidos se conoce
como estabilidad estructural. Esto se define en la capacidad de los elementos en conservar
su forma cuando se humedecen. Depende de la disposición de las part́ıculas y de la adhesión
de las mismas en la formación estructuras mayores. Se usa en la valoración de la estructura
del suelo y se evalúa estableciendo el grado de agregación, la firmeza de los agregados y
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la naturaleza de poros vaćıos. Estas caracteŕısticas cambian con las labores agŕıcolas y los
diferentes sistemas de cultivo. Además, es una propiedad fundamental en la conservación de
la estructura y del suelo mismo. Algunos se deterioran frente a la acción del agua lluvia o
de la escorrent́ıa, mientras otros muestran rigidez.
Existen diversos métodos para medir el grado de estabilidad de los agregados al agua, siendo
el más utilizado el método de Yoder. Consiste en colocar una serie de tamices1 en un aparato
con agitación vertical. A partir del porcentaje de componentes acumulados en cada tamiz
se obtiene el ı́ndice de agregación, que corresponde al diámetro medio ponderado (DMP ).
A continuación, se presenta la clasificación del DMP de acuerdo con Gómez y Osorio (2016):
Tabla 2-2: Clasificación de diámetro medio ponderado (DMP ) en
miĺımetros (mm).






2.2.3. Densidad real y aparente
La descripción de estas dos propiedades se realiza tomando como referencia a Burbano y
Silva (2010), Giménez (2004), Lal y Shukla (2004), Montenegro y Malagón (1990) y Narro
(2004).
La densidad es la relación entre la masa y el volumen del suelo y puede referirse a la densidad
total del terreno (densidad aparente) o de las part́ıculas (densidad real).
La densidad real de las part́ıculas (DR) se define como la relación entre la masa total de los
sólidos y el volumen de los mismos, sin incluir el espacio poroso. Las unidades de expresión
son gramos sobre cent́ımetros cúbicos (g/cm3). La DR permite calcular la porosidad total
del suelo, y también se utiliza para evaluar la concentración de los sólidos en suspensión,
1Malla metálica constituida por barras tejidas y que dejan un espacio entre śı por donde se hace
pasar el suelo previamente triturado.
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determinar la velocidad de sedimentación de los componentes en ĺıquidos o gases, realizar
cálculos de erosión y en la predicción de pérdida y conservación de terrenos. Cuando no se
presentan cantidades considerables de MO, fluctúa entre 2,5 y 2,6 g/cm3 y alcanza en sue-
los arcillosos o arenosos con poca MO un valor de 2,65 g/cm3. En regiones con abundante
contenido de hierro sobrepasa el 2,7 g/cm3.
La densidad aparente del suelo (DA), es la relación entre la masa de los sólidos y el volumen
total que éstos ocupan, es decir, se incluye el espacio existente de las part́ıculas sólidas. Es
la caracteŕıstica que reviste gran importancia desde varios puntos de vista. En primer lugar
permite calcular la porosidad y transformar la humedad gravimétrica2 en volumétrica3. Se
utiliza como parámetro en la clasificación de suelos orgánicos y derivados de cenizas volcáni-
cas, en la determinación de la capa arable y en riegos se establece la lámina de agua. Al igual
de la DR es también afectada por la MO, los valores más bajos se obtienen en suelos con
alto contenido orgánico (< a 1 g/cm3), ya que a medida que disminuye la MO se alcanza
por lo general un mayor valor de DR.
2.2.4. Capacidad de retención de agua disponible
La bibliograf́ıa usada en esta sección es tomada de Burbano y Silva (2010), Montenegro y
Malagón (1990), Narro (2004) y Valero (1999).
La capacidad de retención de agua disponible (CRAD) es una de las caracteŕısticas que está
relacionada con la cantidad de agua disponible para el crecimiento de las plantas. Afecta
especialmente las reacciones f́ısicas y qúımicas que suceden en el suelo.
La CRAD se define como la cantidad de agua en un perfil del suelo que puede teóricamente
extraerse por la planta, después de que el terreno drena libremente por gravedad. Se define
como la diferencia entre la capacidad de campo (CC) y el punto de marchitez permanente
(Pmp). Se expresa como:
CRAD = CC − Pmp, (2-1)
donde, la CC es la capacidad de campo ( %), la cual se determina mediante el contenido de
humedad del suelo entre 0,1 y 0,3 bares y la Pmp es el punto de marchitamiento permanente
2Relación entre la masa del agua y la seca de los sólidos del suelo
3Relación entre el volumen de agua y el total del suelo
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( %) (contenido de humedad a 15 bares).
El término CC fue introducido por Veihmeyer y Hendrickson (1931), y se define como la
cantidad máxima de agua que un terreno puede retener o almacenar, bajo condiciones de
humedecimiento total seguido de drenaje libre o gravitacional (Figura 2-1). Generalmente
se determina en laboratorio, sometiendo una muestra de suelo inalterada a una enerǵıa de
retención entre 0,10 y 0,33 bares. El concepto de Pmp fue propuesto por Briggs y Shantz
(1911). Es el estado particular en que el agua es retenida por el suelo con fuerza superior a
la succión de las plantas (próximo a 15 atmósferas) donde ellas pueden satisfacer algunas de
sus necesidades h́ıdricas, pero no todas. La CRAD se interpreta según la tabla (2-3).
Figura 2-1: Gráfico de clases de agua en el suelo (Burbano y Silva, 2010).
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Tabla 2-3: Rangos para interpretar la CRAD, propuesta por
Montenegro y Malagón (1990)
Contenido de humedad % Interpretación
Menor de 5 Muy baja
5 a 15 Baja
15 a 25 Media
25 a 35 Alta
Mayor a 35 Muy alta
2.2.5. Erodabilidad
Las siguientes definiciones son tomadas de Alarcón y Reyes (2013) y Montenegro y Malagón
(1990).
El término erodabilidad fue sugerido por Cook (1937) para indicar la susceptibilidad de un
suelo, en particular, a ser erosionado. Puede ser calculado mediante condiciones de pérdi-
da de suelo en campo (parcelas de escorrent́ıa), pero este método es costoso y requiere de
peŕıodos grandes de tiempo. Por ello, existe la tendencia a analizar muestras en laboratorio
y calcular una medida cuantitativa de la erodabilidad basada en propiedades f́ısicas de los
terrenos. Simuladores de lluvia y algunos modelos matemáticos se han implementado como
una alternativa en el estudio y determinación de la erosión.
Por medio de un modelo matemático basado en la aplicación de los procesos que intervienen
en la erosión, Wischmeier y Smith (1978) desarrollaron la ecuación USLE (Universal Soil
Loss Equation), considerando la erodabilidad (K) que permite conocer la susceptibilidad de
los suelos al desprendimiento de macroagregados, microagregados y part́ıculas, por efecto de
los agentes erosivos.
Un modelo de regresión múltiple (2-2) desarrollado por Ramı́rez et al. (2009), incorpora
tres variables f́ısicas del suelo (contenido de arenas, diámetro medio ponderado y densidad
aparente), para estimar la erodabilidad de un terreno.
K = −0,0007 + 0,0001A–0,0025DMP + 0,0045DA, (2-2)
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donde, K es el ı́ndice de erodabilidad. A es el contenido de arenas en %. DMP es el diámetro
medio ponderado en miĺımetros (mm). DA es la densidad aparente en g/cm3.
Los valores de K, se pueden clasificar de acuerdo con el rango propuesto por Ramı́rez et al.
(2009), desde natural (baja susceptibilidad a erosión) hasta extremadamente severo (muy
propenso a erosión) (Tabla 2-4).
Tabla 2-4: Clasificación de erodabilidad, propuesta por Ramı́rez et al.
(2009)
ERODABILIDAD (K) CLASIFICACIÓN
Menor de 0,01 Natural
0,01 a 0,02 Muy bajo
0,02 a 0,04 Bajo
0,04 a 0,06 Moderado
0,06 a 0,08 Alto
0,08 a 0,10 Muy alto
0,10 a 0,15 Severo
Mayor de 0,15 Extremadamente severo
2.3. Erosión del suelo
Las definiciones mostradas en esta sección son tomadas de Duque y Escobar (2002), Hin-
capié y Ramirez (2013), Prado y da Vega (1992), Montenegro y Malagón (1990) y Scholes
et al. (2018).
La erosión es la remoción y el transporte de part́ıculas superficiales por acción del viento
(erosión eólica) y el agua (erosión h́ıdrica). Ambas adquieren enerǵıa cuando se presentan en
forma de precipitación, escorrent́ıa y de vientos, que al estar en contacto con el suelo vencen
la resistencia del mismo generando la erosión.
A nivel mundial la pérdida de suelo agŕıcola por efectos de la erosión se estima entre 6 y 7
millones de toneladas por año. En 2014 más de 1500 millones de hectáreas de ecosistemas
naturales hab́ıan sido convertidas en territorios de cultivo. Menos del 25 % de la superficie
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terrestre ha escapado de los impactos sustanciales de la actividad humana. Estimaciones
del Intergovernmental Science-Policy Platform on Biodiversity and Ecosystem Services IP-
BES (2018) calculan que en el 2050 el porcentaje se habrá reducido a menos del 10 %. Las
tierras dedicadas a agricultura y pastoreo en la actualidad cubren más de un tercio de la Tie-
rra, con desmonte reciente de hábitats nativos que incluye bosques, pastizales y humedales,
concentrados en algunos de los ecosistemas ricos en especies animales y vegetales del plane-
ta. Además, la creciente demanda de alimentos y biocombustibles probablemente llevará al
aumento continuo de aportes qúımicos y de nutrientes y a un cambio hacia los sistemas in-
dustrializados de producción de ganado. En Colombia no hay cifras actuales que demuestren
la magnitud del problema, reportes afirman que alrededor de 2,3 millones de hectáreas han
dejado de ser aptas para la explotación agŕıcola debido a este fenómeno.
La erosión puede ser natural, ocurre lentamente sin la intervención del hombre y se intensifi-
ca con las actividades humanas en la agricultura y la construcción. Son múltiples los agentes
que favorecen e incrementan la degradación en los suelos, como el grado de inclinación, la
longitud de la pendiente (topograf́ıa), el clima, factores del suelo y vegetación presente. Los
territorios arenosos y limosos son más susceptibles a erosionarse que los arcillosos y aquellos
con alto porcentaje de MO.
Los procesos anteriormente descritos implican el detrimento de suelo en mayor o menor
proporción. Los efectos que puede causar son variados, entre ellos la disminución de la pro-
ductividad debido a la pérdida de MO, de nutrientes o a la compactación en la zona de ráıces,
lo que reduce la infiltración y aumenta la escorrent́ıa. El creciente disturbio de las cuencas
hidrográficas, la tala y el sobrepastoreo son, quizá, las principales causas de las inundaciones
que en la actualidad son consideradas como desastres naturales. Los sedimentos sepultan
tierras productivas y destruyen cosechas y al acumularse en los lechos de los ŕıos reducen su
caudal, la posibilidad de navegación y la vida útil de las represas. Además, la salinización
de los regiones irrigadas, el uso de plaguicidas, la falta de rotación de cultivos y el exceso de
mecanización agotan progresivamente los terrenos.
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2.4. Métodos estad́ısticos
En esta sección inicialmente se hace una presentación general de métodos de interpolación
y predicción. Luego se muestran los estad́ısticos que se usan para comparar resultados de
validación cruzada y los elementos básicos del análisis de componentes principales.
2.4.1. Interpolación determińıstica
Los conceptos de esta subsección son tomados de Waller y Gotway (2004), Bivand et al.
(2013), Hengl (2007) y Soto y López (2005).
Bosque (1992), define la interpolación como “un procedimiento que permite calcular el valor
de una variable en una posición del espacio (punto no muestral, con un valor estimado conoci-
do) conociendo los valores de esa variable en otras posiciones del espacio (puntos muestrales,
con valores reales)”.
La interpolación determińıstica se basa en métodos que usan una función predefinida para
hacer las predicciones. El ejemplo más común es el de interpolación del inverso de la distancia






donde, Ẑ(s0) es la predicción en el sitio (s0) de interés, λi es el peso o ponderación de
la variable Z(si) en un sitio cercano si. El predictor (interpolador) es insesgado, es decir
E(Ẑ(s0)) = E(Z(s0)) si
∑n
i=1 λi = 1. En términos matriciales el predictor es dado por
Ẑ(s0) = λ
TZ,
donde, λT = (λ1, ..., λn) y Z = (Z(s1), ..., Zn)
T .
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con di0 = ||si − s0||, dj0 = ||sj − s0||, si = (xi, yi), sj = (xj , yi), s0 = (x0, y0), (xi, yi)
i = 1, ..., n, son las coordenadas de ubicación geográfica.
Una vez calculadas las interpolaciones en varios puntos se pueden representar graficamente
mediante mapas de isoĺıneas. Estas son ĺıneas que unen puntos de igual valor. Una revisión
detallada sobre la construcción de mapas de isoĺıneas se da en Soto y López (2005).
Los interpoladores DIP son populares en muchas disciplinas ya que son relativamente sim-
ples conceptualmente y son de bajo costo computacional. Sin embargo, las superficies ma-
peadas tienden a tener picos planos y valles de fondo plano que dan un patrón de ojo de
buey, producido por contornos concéntricos alrededor de puntos de datos que pueden restar
valor a la interpretación visual del mapa. Además, dado que no existe un modelo estad́ıstico
subyacente, no es fácil medir la incertidumbre asociada con el valor interpolado.
2.4.2. Predicción espacial usando geoestad́ıstica
Los conceptos mencionados a continuación son tomados en su mayoŕıa de Schabenberger y
Gotway (2005) y Bowman y Azzalini (1997).
Aunque interpolación y predicción son términos usados indistintamente, hay diferencias en-
tre estos. Cuando se hace predicción se asume que hay una medida de la incertidumbre que
acarrea esta misma. Al usar interpolación (por ejemplo, con el método del inverso de la
distancia) solo se obtiene un valor en el sitio de interés, pero se desconoce la variabilidad
asociada al método, es decir este es un método determińıstico. En un contexto más general
pueden emplearse métodos de predicción espacial, por ejemplo, usando técnicas kriging, con
las que además de la predicción se puede obtener una estimación de la varianza de predicción
(consecuentemente del error estándar de predicción). Estas herramientas son enmarcadas en
un campo de los procesos estocásticos y de la estad́ıstica espacial denominado geoestad́ıstica.
Un análisis geoestad́ıstico conlleva generalmente tres etapas. Estudio de la estacionariedad,
evaluación de correlación espacial e isotroṕıa y predicción kriging. A continuación, se dan
los elementos básicos de cada una de estas.
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Estacionariedad
Un campo aleatorio {Z(s) : s ∈ D ⊂ Rd}, se denomina estacionario fuerte si la distribu-
ción espacial es invariante bajo la traslación de las coordenadas. Existen dos conceptos de
estacionariedad de importancia:
1. Estacionariedad de segundo orden: un campo aleatorio definido en un dominio D con-
tenido en Rd es estacionario de segundo orden si:
• E[Z(s)] = µ.
• V [Z(s)] = σ2
• COV [Z(s), Z(s+ h)] = C(h)
La función C(h) se denomina función de covariancia del proceso espacial y juega un
papel importante en el modelamiento estad́ıstico de datos espaciales.
2. Estacionariedad Débil o Intŕınseca: el proceso es estacionario débil si se cumple:
• E[Z(s)] = µ
• V [Z(s)− Z(s+ h)] = 2γ(h),
es decir, si la media es constante y la varianza de los incrementos depende solo de la
distancia h. La función 2γ(h) se denomina variograma y γ(h) se llama semivariograma.
Puede demostrarse que C(h) = σ2 − γ(h).
Estudio de tendencia espacial
Usualmente, para estudiar la tendencia de una variable aleatoria con respecto a la latitud o
longitud, se hacen gráficos de regresión simple. También pueden usarse técnicas no paramétri-
cas que no están sujetas al supuesto de linealidad. A continuación, se presentan conceptos
básicos de regresión no paramétrica tomados de Wasserman (2007) y Zamora (2010).
La regresión no paramétrica a diferencia de la lineal tiene como objeto central estimar la
función de regresión y no los coeficientes de regresión. Proporciona un procedimiento versátil
para estudiar la relación entre dos variables. Suponga un conjunto de n pares de datos (xi,
yi). Se plantea la ecuación:
yi = m(xi) + εi, i = 1, ..., n, (2-4)
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donde, y es la variable respuesta aleatoria, m(x) una función desconocida y ε1, ..., εn variables
aleatorias independientes con E(εi) = 0 y V (εi) = σ
2, es decir asume homocedasticidad.
Se pueden distinguir dos tipos de modelos de regresión atendiendo a los supuestos que se
establecen sobre la función de regresión m:
El modelo de regresión paramétrica que asume la función de regresión tiene forma
predeterminada.
El modelo de regresión no paramétrico supone hipótesis de suavidad en cuanto a con-
tinuidad y diferenciabilidad sobre la función de regresión m y no asume ninguna forma
predefinida.
Uno de los métodos de regresión no paramétrica más usados es la regresión Kernel (núcleo).
Los estimadores usados son medias ponderadas de las observaciones yi. Se definen como





donde whi denota una sucesión de pesos que pueden depender del vector completo x, h es el
parámetro de suavizado o ancho de banda. Dependiendo de la función peso se tienen distintos











donde, K(·) = 1hK(
·
h). La función K se denomina Kernel y determina que peso se asigna a
cada observación dependiendo de su distancia a x. K es una función de densidad simétrica
que cumple:








Algunas funciones Kernel usadas en la práctica son:
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Uniforme: K(x) = 12I(x)









1 si |x| ≤ 1
0 si |x| > 1,
Para profundizar en lo referente a K y a regresión no paramétrica se pueden revisar los
caṕıtulos 4 y 5 de Wasserman (2007), caṕıtulo 4 de Eubank (1999) y caṕıtulo 2 de Wand y
Jones (1994).
Contraste de ausencia de efectos
Las definiciones presentadas a continuación se toman de Bowman y Azzalini (1997) y Deli-
cado (2008).
Suponga el modelo de regresión no paramétrico homocedástico,
yi = m(xi) + εi, i = 1, ..., n,
La hipótesis nula de ausencia de efectos se plantea como:
H0 : m(x) es constante e igual a µy = E(y),
H1 : m(x) no es constante.
El estad́ıstico de contraste es:
F =
(SCR0 − SCR1)/(gl0 − gl1)
SCR1/gl1
,
donde, las sumas de cuadrados de los residuos (SCR) y los correspondientes grados de




(yi − ȳ)2, y gl0 = n− 1,





con m̂(x) un estimador no paramétrico de m(x), que tiene gl1 grados de libertad efectivos
(gl1 = Traza((I − S)T (I − S)), con S como la matriz de suavizado). La tabulación de la
distribución de F bajo la hipótesis nula se hace como un test de permutaciones. Bajo H0,
cualquier permutación de y1, . . . , yn es igualmente probable para x1, . . . , xn fijo. Se realiza el
siguiente proceso:
1. Se permuta y1, . . . , yn aleatoriamente y obtiene yi1, . . . , yin. Se construye la muestra
permutada (xj , yij), j = 1, . . . , n..
2. Se calcula el valor del estad́ıstico F en la muestra permutada (Fp).
3. Se repiten B veces los pasos 1 y 2: F 1p , . . . , F
B
p .
4. Se compara el valor de F observado en la muestra original (Fob), con F
1
p , . . . , F
B
p , y se




En el ı́tem 2 se estima la función de regresión para cada muestra permutada. Si se repre-
sentan las B funciones estimadas simultáneamente se obtiene una banda de referencia del
modelo sin efectos, que permite contrastar gráficamente de forma aproximada la hipótesis
nula de ausencia de efectos. Si la función estimada en la muestra original sale fuera de la
banda de referencia, se rechaza la hipótesis nula.
Correlación espacial
La siguiente etapa en el desarrollo de un análisis geoestad́ıstico es la determinación de la
dependencia espacial. Para identificarla se pueden usar diferentes funciones (semivariograma,
covariograma y el correlograma). La más utilizada es el semivariograma. Las definiciones
mostradas a continuación son tomadas de Schabenberger y Gotway (2005) y Waller y Gotway
(2004).
El semivariograma se define como:
1
2
V ar[Z(s)− Z(s+ h)] = γ(h). (2-8)
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donde, N(h) es el número de parejas que se encuentran separadas por la distancia h, Z(si) es
la magnitud de la variable en un sitio (si), Z(sj) es otro valor muestral separado del anterior
por una distancia h. Los parámetros de un semivariograma son el efecto pepita τ̂2, la meseta
σ̂2 y el rango φ̂. Se representan en el gráfico (2-2).
Figura 2-2: Representación de un semivariograma t́ıpico acotado, con parámetros: pepita
τ̂2, meseta σ̂2 y rango φ̂ (Waller y Gotway, 2004).
Isotroṕıa y Anisotroṕıa
Cressie (1993), describe una clase de proceso anisotrópico como aquel en el que la depen-
dencia espacial es una función tanto de la magnitud como de la dirección, es decir, que hay
diferencias entre los semivariogramas (2-9), en distintas direcciones (Oliver y Webster, 2015).
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El estudio de anisotroṕıa de un proceso espacial se puede realizar a través de la construcción
de semivariogramas direccionales (diferentes ángulos θ). Si el semivariograma en los diferentes
θ es similar, se puede decir que el proceso es isotrópico. En la práctica se pueden elegir cuatro
direcciones principales a 0, 45, 90 y 135 grados (Figura 2-4)
Figura 2-3: Representación de regiones de tolerancia a distancias h1 y h2 a un ángulo de
dirección θ (Waller y Gotway, 2004).
Figura 2-4: Semivariogramas a diferentes ángulos de dirección θ (0, 45, 90 y 135 grados),
usando datos de contenido de materia orgánica en el suelo de una parcela de
20 x 20 metros (Gallardo, 2006).
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Modelos teóricos de semivarianza
Para describir el comportamiento del semivariograma experimental (ecuación 2-9), se uti-
lizan modelos teóricos que generalizan la correlación espacial. Estos se pueden dividir en
no acotados (lineal, logaŕıtmico, potencial) y acotados (esférico, exponencial, Gaussiano).
Los del segundo grupo garantizan que la covarianza de los incrementos es finita, y son am-
pliamente usados en la práctica. Las expresiones de los modelos esférico y exponencial son

















, 0 < h ≤ φ
τ2 + σ2, h > φ,
(2-10)
donde, τ2 ≥ 0, σ2 ≥ 0, φ > 0. El semivariograma esférico se puede aproximar por una
recta cerca del origen (Figura 2-5). El parámetro τ2 mide el efecto pepita, σ2 es parte




0, h = 0
τ2 + σ2[1− e−
h
φ ], h > 0,
(2-11)
donde, τ2 ≥ 0, σ2 ≥ 0, φ > 0. El semivariograma exponencial (dependiendo de los
parámetros)se eleva más lentamente desde el origen que el esférico (Figura 2-5). τ2 es
el efecto pepita y σ2 es parte de la meseta (τ2+σ2 es la meseta). Este modelo se acerca
a la meseta asintóticamente, por lo que el rango no es φ, ya que γ(φ) 6= τ2 + σ2.
Warrick (2002) especifica los parámetros de los semivariogramas de la siguiente forma. El τ2
es una medida de la cantidad de varianza debida a errores en el muestreo, la medición y otras
fuentes de varianza no explicadas. La suma de los parámetros τ2 + σ2 es teóricamente igual
a la varianza de la población muestreada a grandes distancias de separación si los datos no
tienen tendencia. Si el τ2 es aproximadamente igual a la varianza de la muestra, indica que
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la propiedad muestreada tiene muy poca estructura espacial o vaŕıa aleatoriamente. El φ en
los modelos lineales y esféricos corresponde a la distancia en que las variables son espacial-
mente independientes. Cressie (1993) menciona que los parámetros anteriormente descritos
pueden ser estimados por una combinación de momentos y regresión no lineal o por máxima
verosimilitud.
Figura 2-5: Modelo de semivariograma esférico (izquierda) y exponencial (derecha) (Waller
y Gotway, 2004).
Para establecer la proporción de la variabilidad explicada por el modelo teórico de semiva-
rianza, se puede calcular el coeficiente de determinación R2 (Weisberg, 2014):
R2 = 1− SCE
SCT
, (2-12)
donde, SCE es la suma de cuadrados del error y SCT es la suma de cuadrados totales del
modelo usado. Montgomery et al. (2006) indica que a mayor valor de R2 el modelo presenta
un mejor ajuste.
Predicción Espacial por Kriging
A diferencia de la interpolación determińıstica (sección 2.4.1) se asume un modelo estad́ısti-
co. Los predictores tienen errores estándar que cuantifican la incertidumbre asociada con los
datos predichos. Los siguientes conceptos son tomados de Waller y Gotway (2004) y Warrick
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La predicción espacial kriging, fue desarrollada para la industria minera por Matheron (1963)
y se implementó por primera vez en esa industria por Krige (1966). Se usó en la ciencia del
suelo por Burgess y Webster (1980) en Europa y en los Estados Unidos por Vauclin et al.
(1982).
El uso de esta metodoloǵıa se ha extendido y existen diferentes tipos de kriging, que difieren
según las suposiciones subyacentes y los objetivos anaĺıticos. A continuación, se hace men-
ción de los dos tipos más comunes (Waller y Gotway, 2004):
1.) Kriging ordinario.
Sea Z(·) estacionario (ver página 19) con semivarianza γ(h). Dado el vector Z =
[Z(s1), ..., Z(sN )], se desea predecir Z(·) en una ubicación no observada (s0), s0 ∈ D.





Los pesos λi se obtienen de tal manera que el predictor (2-13) sea insesgado y de mı́nima
varianza, en otras palabras que sea el mejor predictor lineal insesgado (MPLI). El
predictor es insesgado si
E[ẐKO(s0)] = E[Z(s0)] = µ.
Para cumplir esta restricción se debe cumplir que
∑N
i=1 λi = 1 (ver Waller y Gotway
(2004)). El predictor (2-13) es de mı́nima varianza si E[Ẑ(s0)− Z(s0)]2 es mı́nima.
A continuación se deduce el sistema de ecuaciones que permite estimar los parámetros
λi del predictor (2-13) .
Debe minimizarse E[Ẑ(s0) − Z(s0)]2 sujeto a la restricción
∑N
i=1 λi = 1, es decir, la
función objetivo es:
































λiλjγ(si − sj) + 2
N∑
i=1







Al minimizar (2-15), se tiene un sistema conocido como ecuaciones del kriging ordinario,
N∑
j=1
λjγ(si − sj) +m = γ(s0 − si), i = 1, ..., N.
N∑
j=1
λi = 1. (2-16)
Resolviendo las ecuaciones para λ1, ..., λN y m (multiplicador de Lagrange), se obtienen
los pesos del predictor kriging ordinario. Se puede escribir el sistema de ecuaciones (2-












γ(s1 − s1) ... γ(s1 − sN ) 1
γ(s2 − s1) ... γ(s2 − sN ) 1
. . . .
. . . .
. . . .
γ(sN − s1) ... γ(sN − sN ) 1








γ(s0 − sN )
1

donde, γ(si − sj) = γ̂(h), h = ‖si − sj‖ y γ(si − s0) = γ̂(h), h = ‖si − s0‖.
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λiλjγ(si − sj). (2-17)
2.) Kriging universal.





A diferencia del caso anterior, se considera que el proceso no es estacionario y puede
ajustarse el modelo de regresión:
Z(s) = X(s)β + ε, (2-19)
donde, Z(s) = [Z(s1), Z(s2), ..., Z(sN )]
′ corresponde a la variable en las ubicaciones
s1, ..., sN , β = (β0, β1, ..., βp−1)
′ es el vector de parámetros de regresión y X(s) es una
matriz de covariables:
Cuando se asume un modelo de regresión lineal (2-19), el semivariograma es 1/2V [ε(si)−
ε(sj)] = γ(si − sj),∀i, j. El predictor lineal es de la forma Ẑ(s0) =
∑N
i=1 λiZ(si).
Para obtener las estimaciones de λi se minimiza la varianza del error de predicción



























λiε(si)− x′(s0)β − ε(s0)
]2












λiλj [ε(si)− ε(sj)]2 /2 + 2
N∑
i=1




















Matricialmente el sistema de ecuaciones del kriging universal en función de coordenadas













γ(s1 − s1) . . . γ(s1 − sN ) x1 y1 1
. . . . .
. . . . .
. . . . .
γ(sN − s1) . . . γ(sN − sN ) xN yN 1
1 . . . 1 0 0 0
x1 . . . xN 0 0 0












donde, γ(si − sj) = γ̂(h), h = ‖si − sj‖ y γ(si − s0) = γ̂(h), h = ‖si − s0‖.













Warrick (2002) expresa que los métodos de kriging son superiores al determińıstico
cuando hay dependencia espacial. Se pueden utilizar técnicas como la validación cruza-
da para calcular algunos estad́ısticos que permiten comparar los métodos de predicción.
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Para profundizar en el tema de predicción espacial por kriging se recomiendan los caṕıtulos
3 de Cressie (1993) y 5 de Schabenberger y Gotway (2005).
2.4.3. Diagnóstico de predicción e interpolación
A continuación, se contextualizará sobre el concepto de validación cruzada y algunos es-
tad́ısticos de comparación (James et al., 2013).
La validación cruzada es una técnica que consiste en excluir la observación de uno de los
n puntos muestrales y usando los (n − 1) valores restantes y el método de interpolación o
predicción considerados, se predice el valor de la variable de estudio en la ubicación del punto
que se excluyó. Si el modelo elegido es apropiado, la diferencia entre los valores observados
y predichos debe ser pequeña. Este procedimiento se realiza en forma secuencial con cada
uno de los puntos muestrales y aśı se obtiene un conjunto de n errores de predicción.
Supongase que se ha observado el valor del proceso Z(s) sobre un conjunto de localizaciones
s1, ..., sn. Sea Ẑ(si) el valor predicho y σ̂ el error estándar de la predicción para la locali-
zación si obtenida a partir de las observaciones s1, ..., si+1, ..., sn. El valor predicho a partir
de la validación cruzada es Ẑ[i](si) y σ̂[i](si) la predicción para la desviación estándar en la
localización si.
Los estad́ısticos usados para comparar los resultados de la predicción o interpolación son:


















Coeficiente de determinación (R2).












2.4.4. Geoestad́ıstica multivariada a través de análisis de
componentes principales.
Una forma de hacer geoestad́ıstica multivariada es usar análisis de componentes principales
como reducción de variables en la fase inicial y posteriormente utilizar la teoŕıa geoestad́ısti-
ca vista en la sección (2.4.2). Las referencias consideradas para describir esta sección son
tomadas de Aldás y Jiménez (2017), Pla (1986) y Srivastava (2002).
El análisis de componentes principales (ACP ) es uno de los métodos más difundidos, que
permite la caracterización de un conjunto de datos multivariados. Los objetivos de un ACP
son: generar nuevas variables (combinaciones lineales) que puedan expresar la información
contenida en el conjunto original de datos, reducir la dimensionalidad del problema de estu-
dio y eliminar, cuando sea posible, algunas de las variables originales si estás aportan poca
información.
El ACP genera nuevas variables que se denominan componentes principales (CP ), que
tienen algunas caracteŕısticas estad́ısticas deseables:
Los CP no están correlacionados y si, además, se supone multinormalidad son inde-
pendientes.
Cada CP sintetiza la máxima variabilidad residual contenida en los datos.
A continuación, se presenta el método para obtener el primer componente principal.
Obtención de la primera componente
Se considera una muestra de tamaño n, con p variables (X1, X2, . . . , Xp) y las observaciones
están expresadas en desviaciones respecto a la media (centradas).
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La primera componente, se expresa como la combinación lineal de las variables originales:
Z1i = u11X1i + u12X2i + ...+ u1pXpi (2-25)











X11 X21 ... Xp1
X12 X22 ... Xp2
. . . .
. . . .
. . . .










o en notación matricial compacta:
z1 = Xu1 (2-26)
La primera componente se obtiene de forma que su varianza sea máxima, sujeta a la res-
tricción de que la suma de los pesos (u1j) al cuadrado sea igual a 1. La varianza del primer























Sea V la matriz de covarianza:
V ar(Z1) = u
′
1V u1 (2-28)





1u1 = 1 (2-29)
Incorporando la restricción (2-29) se forma el lagrangiano:
L = u′1V u1 − λ(u1u1 − 1) (2-30)
Para maximizar el valor del lagrangiano se deriva respecto a u1 y se iguala a 0:
∂L
∂u1
= 2V u1 − 2λu1 = 0 (2-31)
34 2 Marco teórico
es decir:
(V − λI)u1 = 0 (2-32)
Al resolver la ecuación |V − λI| = 0, se obtienen p autovalores. Si se toma la ráız carac-
teŕıstica mayor (λ1), se halla el autovector asociado a la misma u1, aplicando la regla de
normalización dada (2-29). El vector de ponderaciones que se aplica a las variables iniciales
para obtener la primera componente principal es el autovector asociado al mayor autovalor
de la matriz V
Para determinar los componentes restantes, se puede expresar la ecuación (2-26) en forma
genérica como:
zh = Xuh (2-33)
Con u′huh = 1, se imponen otras restricciones:
u′hu1 = u
′
hu2 = ... = u
′
huh−1 = 0 (2-34)
Las p componentes principales que se pueden calcular son una combinación lineal de las va-
riables originales, en la que los coeficientes de ponderación son los correspondientes vectores
caracteŕısticos asociados a la matriz V .
Varianzas de las componentes
La varianza de la componente h-ésima coincide con su autovalor, es decir:
V ar(Zh) = u
′
hV uh = λh (2-35)
La suma de la variabilidad de las variables originales es igual a la traza de la matriz V . Se







Correlación entre las componentes principales y las variables originales
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La covarianza muestral entre Xj y Zh es:








X11 ... Xli ... X1n
. . . . .
. . . . .
. . . . .
Xj1 ... Xji ... Xjn
. . . . .
. . . . .
. . . . .
Xp1 ... Xpi ... Xpn

(2-38)
La covarianza (2-37) puede expresarse como:




′V uh = δ
′λhuh = λhδ
′uh = λhuhj (2-39)
















Una vez obtenidos los CP se puede usar un análisis geoestad́ıstico con ellos, para interpretar
de manera simultánea la variación espacial de las caracteŕısticas consideradas. Para profun-
dizar en el tema de análisis de componentes principales se sugiere el caṕıtulo 11 de Srivastava
(2002) y Anderson (2003).
3 Área de estudio e información
disponible
En este caṕıtulo en primer lugar, se presenta la descripción del área de estudio tomando
como referencia lo mencionado por Insuasty et al. (2003), Osorio (2007) y Rodŕıguez et al.
(2004). Posteriormente, se explica la procedencia de los datos utilizados en el análisis.
3.1. Hoya del Ŕıo Suárez (HRS)
La HRS está ubicada en la cuenca media del ŕıo del mismo nombre, en alturas comprendidas
entre los 1200 y 1900 metros sobre el nivel del mar. La región tiene un brillo solar anual entre
1900 a 2000 horas equivalentes a una luminosidad de 5,7 horas/d́ıa, temperaturas medias
entre los 18 y los 23 grados cent́ıgrados, con variaciones de temperatura entre el d́ıa y la
noche que pueden estar entre los 10 y 12 grados, la temperatura máxima absoluta puede
llegar hasta los 28,6 grados cent́ıgrados y la mı́nima absoluta hasta los 8,8 grados. La pre-
cipitación vaŕıa entre los 1200 a los 2700 miĺımetros al año, los cuales están repartidos en
dos peŕıodos lluviosos, donde el primero se da desde mediados de marzo a finales de junio y
el segundo, desde finales de agosto a finales de diciembre, que representan 221 d́ıas con una
buena distribución de lluvias. La humedad relativa del ambiente vaŕıa entre 65 y 85 %.
Esta zona incluye los municipios de Chitaraque, Moniquirá, Togǘı, San José de Pare, Santa-
na en el departamento de Boyacá y Barbosa, Chipatá, Güepsa, San Benito, Suaita y Vélez
en el departamento de Santander (Figura 3-1). La topograf́ıa es de montaña ondulada y
quebrada, con pendientes catalogadas de medianas a altas.
Históricamente en la HRS el cultivo de la caña panelera se inició en el año de 1939, donde
los campesinos derivaban su sustento de las ventas de panela elaborada de manera rustica
en viejos trapiches. En la actualidad es la actividad más importante que se desarrolla en
la región junto con el cultivo y procesamiento de la guayaba. Las explotaciones son de ta-
maño mediano catalogadas como tecnificadas de forma empresarial, debido a la presencia
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de diferentes agremiaciones o asociaciones que han contribuido al desarrollo de la región con
diferentes aportes en tecnoloǵıa. Estas caracteŕısticas unidas a las condiciones geográficas
y ambientales hacen que sea reconocida a nivel nacional como el mayor productor con un
rendimiento medio de 120 toneladas de caña por hectárea (Rodŕıguez et al., 2004).
Figura 3-1: Derecha. El recuadro rojo enmarca la zona de estudio en Colombia. Izquierda.
Municipios en color naranja son los sitios de los departamentos de Santander
(Barbosa, Chipatá, Güepsa, San Benito, Suaita, Vélez) y Boyacá (Chitaraque,
Moniquirá, San José de Pare, Santana y Togǘı) donde se midieron las variables.
3.2. Base de datos
Para realizar los análisis se parte de la información recopilada por Corpoica (Agrosavia)
en el proyecto “Recomendaciones técnicas preliminares de manejo de suelos en ladera para
el sistema de producción de caña panelera en la HRS”, el cual pertenece al macroproyec-
to “Generación de recomendaciones agronómicas y nuevas tecnoloǵıas en la producción de
panela en Colombia”(CORPOICA, 2016). Los datos se tomaron a una profundidad de 20
cent́ımetros, siguiendo la forma de una de rejilla rectangular, con una separación entre pun-
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tos de muestreo de 700 metros, tanto a lo largo como a lo ancho; es decir, un punto de
muestreo cada 49 hectáreas. Se midieron en total 932 puntos georreferenciados abarcando
más de 40000 hectáreas (Figura 3-2). Los puntos de la rejilla se ubicaron en el terreno con
un navegador Garmin Etrex 30 (Garmin, 2011).
Se tomaron 5 variables f́ısicas, las cuales están directamente relacionadas con la erodabilidad
de los suelos. El porcentaje de arenas (A), diámetro medio ponderado (DMP ), capacidad de
retención de agua disponible (CRAD), densidad aparente (DA) y real (DR), estas variables
se definieron en la sección (2.2).
Figura 3-2: Esquema de muestreo. Los puntos rojos corresponden a los lugares de medición
en cada uno de los municipios.
4 Metodoloǵıa
En este caṕıtulo se detallan los diferentes métodos utilizados para establecer zonas de eroda-
bilidad, que se comparan para decidir el mejor, de acuerdo con consideraciones estad́ısticas
(ajuste, sencillez) y comportamientos de las variables desde el punto de vista agronómico
(limitantes del suelo para la producción agŕıcola).
En principio, se define la forma en que se manejaron las variables a espacializar, en se-
gundo lugar, se menciona como se realizan las interpolaciones y predicciones planteadas.
Finalmente se hace la evaluación de las alternativas resultantes. Los análisis y gráficos pa-
ra las delimitaciones de áreas se realizaron con el software estad́ıstico R (R Core Team, 2016).
4.1. Definición del método de manejo de las variables
Se plantearon tres formas de análisis de la base de datos (sección 3.2) referente a propiedades
f́ısicas del suelo: por variables individuales, conjuntas (selección de componentes principales
del análisis multivariado) y el cálculo del ı́ndice de erodabilidad (K), cuyas definiciones se
encuentran en las secciónes (2.4.4 y 2.2.5).
4.1.1. Análisis individual de las variables
Se analiza de forma independiente cada una de las variables seleccionadas (A, DMP , DA,
DR, CRAD). Al final se selecciona la variable que mejor describe la erodabilidad. Las
unidades empleadas fueron para A ( %), DMP (mm), DA (g/cm3), DR (g/cm3) y CRAD
( %).
4.1.2. Análisis conjunto por componentes principales
Se estudia en conjunto las variables seleccionadas, para determinar si es conveniente resu-
mirlas en uno o dos componentes principales, que se constituyen en nuevas variables que se
puedan espacializar. Las caracteŕısticas A, DMP , DA, DR, CRAD se cruzan por pares para
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determinar los coeficientes de la correlación lineal de Pearson, usando la función cor.test de
la libreŕıa stats (R Core Team, 2016). Los componentes principales revisados en la sección
(2.4.4) se generaron con la función princomp de la libreŕıa stats (R Core Team, 2016). La
selección del número de componentes se determinó teniendo en cuenta que el porcentaje de
varianza explicada fuera mayor al 60 %.
4.1.3. Analisis del ı́ndice de erodabilidad K
Se trabaja el modelo de regresión propuesto por Ramı́rez et al. (2009), para estimar el valor
de K, en donde se tiene en cuenta el contenido de A, DMP y DA. La formula para calcular
K se encuentra en la sección (2.2.5).
En cada caso se realizaron de manera previa estudios descriptivos. Se calcularon medidas
de tendencia central (media y mediana) y variabilidad (varianza y coeficiente de variación).
Para examinar la distribución de los datos e identificar valores extremos, se construyeron
diagramas de cajas y bigotes (mediante la función boxplot de la libreŕıa gstat (Pebesma,
2004)).
4.2. Evaluación de los métodos de interpolación y
predicción espacial
Con las formas de manejo de las variables establecidos en la sección anterior (4.1), se procede
a predecir los valores de las variables en sitios no muestreados. Se emplearon los métodos de
interpolación y predicción descritos en las secciones (2.4.1 y 2.4.2).
4.2.1. Establecimiento de la rejilla para interpolación y predicción
Se usó una rejilla rectangular de 150 metros de largo por 80 metros de ancho generando 3850
puntos. Cada punto representa un área de 1,2 hectáreas.
4.2.2. Interpolación determińıstica
Se utilizó el método del inverso de la distancia dado en la sección (2-3). Las predicciones se
realizaron mediante la función idw de la libreŕıa gstat (Pebesma, 2004). Se aplicó con las
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variables definidas en la sección (4.1).
4.2.3. Predicción estocástica
Las etapas del análisis geoestad́ıstico descritas en la sección (2.4.2) utilizadas en el desarrollo
de este estudio se detallan a continuación:
Evaluación de la estacionariedad y correlación espacial de las variables
En primer lugar, se observa si hay tendencia espacial de las variables en la zona evaluada. La
estacionariedad de las variables con respecto a su localización geográfica en cada zonificación
se realizó con la función sm.regression de la libreŕıa sm (Bowman y Azzalini, 2014). Con
este método se crea la estimación de un modelo de regresión no paramétrico Kernel (2-4)
y un gráfico de dispersión en dos dimensiones, con ejes Y (variable evaluada), X (latitud o
longitud) y una banda de confianza de no efecto de la superficie de regresión estimada (Bow-
man y Azzalini, 2014) (sección 2.4.2). Para evaluar la anisotroṕıa de los procesos espaciales
estudiados (sección 2.4.2), se construyeron para cada variable semivariogramas direccionales
en 4 orientaciones 0, 45, 90 y 135 grados, usando la función variog4 de la libreŕıa geoR
(Ribeiro y Diggle, 2016).
Luego se construyeron los semivariogramas para las variables. Se calculó el semivariograma
experimental descrito en la sección (2.4.2) con cada variable, utilizando la función variogram
de la libreŕıa gstat (Pebesma, 2004) y se ajustó un modelo teórico (2-10, 2-11), a través de la
función fit.variogram de la libreŕıa gstat (Pebesma, 2004). También, se estimó el estad́ıstico
de ajuste (2-12), para seleccionar el mejor modelo.
Predicción por Kriging
Si el resultado del análisis indica que el proceso estudiado es estacionario se usa predicción
por kriging ordinario o universal si hay tendencia. Para esto se emplea la función krige de la
libreŕıa gstat (Pebesma, 2004) para los predictores de kriging ordinario y kriging universal
presentados en las secciones (2-13 y 2-18), con sus respectivas varianzas revisadas en la
sección (2-17).
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4.3. Evaluación de las alternativas resultantes
Con las interpolaciones y predicciones de las variables de estudio definidas en la sección
(3.2), se grafican los mapas para las diferentes zonificaciones y por último se comparan para
seleccionar la mejor alternativa utilizando los criterios revisados en la sección (2.4.3).
4.3.1. Zonificación para las variables resultantes
Usando los valores estimados por los métodos de interpolación y predicción se elaboran los
mapas de isoĺıneas usando la función spplot de la libreŕıa sp (Pebesma y Bivand, 2005) para
cada método de análisis planteado en la sección (4.1). La variable utilizada para zonificar
se dividió en categoŕıas para representar en el mapa zonas susceptibles al deterioro de la
calidad del suelo si no se realizan prácticas adecuadas de conservación. Dichas categoŕıas
están representadas con diferentes colores y los valores correspondientes se muestran en la
tabla (4-1).
Tabla 4-1: Valores para definir condiciones favorables y susceptibles de las
variables porcentaje de arenas (A), diámetro medio ponderado
(DMP ), densidad aparente (DA), densidad real (DR) y capa-
cidad de retención de agua disponible (CRAD).
Variables Condiciones favorables Condiciones limitantes
del suelo del suelo
A ( %) < 50 > 50
DMP (mm) > 0,5 < 0,5
DA (g/cm3) < 1,4 > 1,4
DR (g/cm3) < 2,6 > 2,6
CRAD ( %) > 5 < 5
Información de la tabla fue adaptada de Torres et al. (2017); Gómez y Osorio (2016); Ans-
chau et al. (2009); Buckman y Brady (1966); Montenegro y Malagón (1990).
Luego, se graficaron los valores estimados usando la función spplot de la libreŕıa sp (Pebesma
y Bivand, 2005).
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4.3.2. Selección final de métodos de zonificación
Para determinar cuál de los esquemas describe mejor la erodabilidad de los suelos y que
método de interpolación o predicción es el más adecuado, se utilizó la validación cruzada
revisada en la sección (2.4.3). Para esto se empleó la función krige.cv de la libreŕıa gstat
(Pebesma, 2004). Los estad́ısticos de comparación (2-22, 2-23 y 2-24), se calcularon con la
función criterio.cv de la libreŕıa geospt (Melo et al., 2012).
5 Resultados y discusión
Los resultados descriptivos y el análisis geoestad́ıstico se presentan en tres secciones. En
primer lugar, con el estudio individual de las caracteŕısticas f́ısicas de suelo (sección 3.2).
En segunda instancia a través del comportamiento conjunto de las variables en la zona de
interés. Por último, usando el ı́ndice de erodabilidad (K) revisado en la sección (2.2.5).
5.1. Análisis individual de las variables
Las medidas de tendencia central y variabilidad para cada una de las caracteŕısticas del suelo
evaluadas (A, DMP , DA, DR y CRAD) se presentan en la tabla (5-1) y figura (5-1). Los
valores del cuartil superior de A, DA y DR son semejantes a las categoŕıas establecidas de
las condiciones de susceptibilidad al deterioro de los territorios (Tabla 4-1). Esto sugiere que
las observaciones localizadas arriba de este cuartil representan lugares con riesgo a degrada-
ción. Estos se establecen en diferentes sitios en la HRS. El contenido alto de A se encuentra
principalmente en los municipios de Santana, San José de Pare, Togǘı y Chitaraque en el
departamento de Boyacá. En cuanto a DA se ubican en los municipios de Chipatá y San
Benito (departamento de Santander). Mientras que la DR se manifiestan en los dos depar-
tamentos sin una agrupación en particular.
Los valores medios de las variables A, DMP , DA, DR y CRAD son acordes a los reporta-
dos en estudios puntuales realizados en los municipios de Santana y Güepsa (Rueda et al.,
2015; Ahumada, 2015). En cuanto a variabilidad A y CRAD presentan los mayores registros
(CV > 35 %), que pueden atribuirse a la diversidad de relieves y suelos que tiene la región
(IGAC, 2003, 2005). Esta variación, refleja como el contenido de arenas afecta la capacidad
de retención de agua (Montenegro y Malagón, 1990) y cuando alguna de estas propiedades
es heterogénea, la otra tiende a presentar el mismo comportamiento. Se reportan CV bajos
en otras investigaciones referentes a caracteŕısticas f́ısicas (Vásquez et al., 2010), pero las
distancias de los muestreos en estos estudios fueron menores (< 700 metros) comparados
con los de este trabajo.
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La DA y el DMP tienen variación moderada (CV entre 16 - 35 %), mientras que la DR
fue más baja (CV menor a 15 %). Las dos primeras propiedades mencionadas pueden ser
alteradas por el manejo que se realiza en las fincas, puesto que la intervención de los suelos
en el establecimiento de los cultivos hace que en la mayor parte del territorio se implemen-
ten prácticas de labranza, como son la arada y los continuos pases de rastrillo, que dejan
el terreno bien mullido (condiciones favorables en el desarrollo de las plantas) para que la
caña alcance su crecimiento óptimo (Manrique et al., 2000), y aśı mismo, uniformizan las
caracteŕısticas en cuanto a DA y DMP . Finalmente, la DR es una propiedad inherente al
material que conforma al suelo siendo los valores descritos en la tabla (5-1) acordes a otros
trabajos (Monroy et al., 2017).
Tabla 5-1: Medidas de localización y variabilidad de las variables porcentaje de arenas (A),
diámetro medio ponderado (DMP ), densidad aparente (DA), densidad real (DR) y
capacidad de retención de agua disponible (CRAD). Calculados con datos obtenidos
en la HRS en 2016.
MEDIDA A ( %) DMP (mm) DA (g/cm3) DR (g/cm3) %CRAD
Media 38,1 2,6 1,1 2,4 4,6
Mediana 37,6 2,5 1,1 2,5 4,1
Mı́nimo 1,6 0,5 0,5 1,7 0,1
Máximo 87,6 5,2 1,7 2,9 24,4
Cuartil inferior 27,6 1,9 0,9 2,4 3,1
Cuartil superior 46,8 3,2 1,2 2,5 5,4
Desviación estándar 13,8 0,8 0,2 0,1 2,7
Coeficiente de variación CV 36,3 31,0 18,0 5,1 59,6
Las observaciones at́ıpicas (Figura 5-1) que pueden indicar riesgo a erosión son las de mayor
valor de A, DA y DR. Los contenidos altos de A se ubicaron en los municipios de Chitaraque,
Moniquirá, San José de Pare, Santana y Togǘı en el departamento de Boyacá, mientras que
la DA se observó en el municipio de Chipatá (departamento de Santander). Para la DR se
distribuyeron en los departamentos de Boyacá (municipios de Santana, Togǘı) y Santander
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(municipios de Chipatá, Güepsa, San Benito y Vélez). Estos datos no se agrupan en áreas
especificas lo que puede ser un indicio de pequeñas zonas ya degradadas.
Figura 5-1: Diagramas de caja y bigotes (datos estandarizados) de las variables porcentaje
de arenas (A), diámetro medio ponderado (DMP ), densidad aparente (DA),
densidad real (DR) y capacidad de retención de agua disponible (CRAD).
Calculados con datos obtenidos en la HRS en 2016.
Los gráficos de regresión no paramétrica y las correspondientes bandas de confianza para la
hipótesis de no efecto definidos en las sección (2.4.2) calculados con la información de las
variables A, DMP , DR y CRAD son dadas en las figuras (5-2 a 5-6). Estos indican que
en general no hay tendencia espacial en la media. Un comportamiento similar se reporta en
otros estudios (Ceddia et al., 2009; Jaramillo et al., 2011). Una excepción es DA, donde las
curvas de regresión salen de las bandas de confianza (Figura 5-4). En este caso se presenta
una tendencia respecto a la longitud. Un análisis detallado en la variación de las coorde-
nadas revela que las magnitudes más grandes de DA corresponden a sitios ubicados en los
municipios de Barbosa, Güepsa y Chipatá, que se deben a la intensidad de las prácticas
de preparación de los terrenos que se implementan en esas zonas. La labranza produce la
alteración de la condición estructural del terreno, mejorando temporalmente la aireación,
aunque al realizarlo reiteradamente se agrupan nuevamente las part́ıculas por la acción de
lluvias, riego y tráfico de maquinaria agŕıcola incrementando aśı la DA por compactación
(Montenegro y Malagón, 1990).
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Figura 5-2: Gráfico de dispersión de valores de porcentaje de arenas (A) respecto a coorde-
nadas planas (puntos negros). Curva de regresión ajustada por métodos Kernel
(ĺınea continua negra). Banda de confianza de no efecto (banda azul). Datos
tomados en la HRS en 2016.
Figura 5-3: Gráfico de dispersión de valores de diámetro medio ponderado (DMP ) respecto
a coordenadas planas (puntos negros). Curva de regresión ajustada por métodos
Kernel (ĺınea continua negra). Banda de confianza de no efecto (banda azul).
Datos tomados en la HRS en 2016.
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Figura 5-4: Gráfico de dispersión de valores de densidad aparente (DA) respecto a coorde-
nadas planas (puntos negros). Curva de regresión ajustada por métodos Kernel
(ĺınea continua negra). Banda de confianza de no efecto (banda azul). Datos
tomados en la HRS en 2016.
Figura 5-5: Gráfico de dispersión de valores de densidad real (DR) respecto a coordenadas
planas (puntos negros). Curva de regresión ajustada por métodos Kernel (ĺınea
continua negra). Banda de confianza de no efecto (banda azul). Datos tomados
en la HRS en 2016.
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Figura 5-6: Gráfico de dispersión de valores de porcentaje de capacidad de retención de
agua disponible (CRAD) respecto a coordenadas planas (puntos negros). Curva
de regresión ajustada por métodos Kernel (ĺınea continua negra). Banda de
confianza de no efecto (banda azul). Datos tomados en la HRS en 2016.
En lo referente al estudio de anisotroṕıa, las figuras (5-7) a (5-9) muestran que para distan-
cias cercanas al origen (menores a 10 kilómetros) los semivariogramas son similares. Indican
por consiguiente que las propiedades evaluadas no presentan variación considerable en su
estructura de correlación. Este patrón también se registró en Ceddia et al. (2009). En gene-
ral los gráficos anteriormente mencionados sugieren que hay estacionariedad en los procesos
estudiados. Es común que bajo estacionariedad los semivariogramas direccionales tengan di-
ferencias en distancias grandes, puesto que hay un número pequeño de parejas de sitios para
hacer la estimación (Warrick, 2002).
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Figura 5-7: Semivariogramas direccionales (0, 45, 90 y 135 grados), para los procesos de
porcentaje de arenas (izquierda) y diámetro medio ponderado (derecha).
Figura 5-8: Semivariogramas direccionales (0, 45, 90 y 135 grados), para el proceso de
densidad aparente (izquierda) y densidad real (derecha).
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Figura 5-9: Semivariogramas direccionales (0, 45, 90 y 135 grados), para la capacidad de
retención de agua disponible .
Los modelos ajustados a los semivariogramas experimentales (Figuras 5-10 a 5-12) tienen
en todos los casos valores de τ̂2 altos (por encima del 50 % del valor de la meseta), lo que
sugiere que hay errores de medición (variabilidad instrumental) o que la distancia de mues-
treo (700 m) no permite estimar bien este parámetro (no hay observaciones del variograma
experimental a distancias menores de 700 m, lo que dificulta su estimación cerca al origen).
Los rangos (φ̂) en general menores a 5000 m, que indican baja o media dependencia espa-
cial, teniendo en cuenta que hay puntos muestreados separados por distancias superiores a
20 kilómetros. Los modelos teóricos considerados en la sección (2.4.2) que mejor se ajustaron
son el esférico (DMP y CRAD) y el exponencial (A, DA y DR). Un resultado similar es
encontrado por Vásquez et al. (2010), Bravo et al. (2011) y Maestre y de Andreu (2018).
En estos estudios se reportaron valores mayores para φ̂, lo que posiblemente podŕıa estar
asociado a que consideraron un enmallado más denso (distancias inferiores a 30 m). Tenien-
do en cuenta los resultados del estudio de tendencia (Figuras 5-2 a 5-6) se decidió emplear
predicción kriging ordinario en todos los casos, salvo en la DA, en el que se usó kriging
universal.
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Figura 5-10: Semivariogramas experimentales (puntos negros) calculados con datos mues-
trales y ajuste de un modelo exponencial (τ̂2 = 108,88, σ̂2 = 81,64 y
φ̂ = 2639,03) y uno esférico (τ̂2 = 0,34, σ̂2 = 0,31 y φ̂ = 1922,91) para las
variables porcentaje de arenas (A) (izquierda) y diámetro medio ponderado
(DMP ) (derecha), respectivamente.
Figura 5-11: Semivariogramas experimentales (puntos negros) calculados con datos mues-
trales y ajuste de modelos exponenciales (τ̂2 = 0,021, σ̂2 = 0,007 y φ̂ =
2818,13) y (τ̂2 = 0,011, σ̂2 = 0,005 y φ̂ = 1637,79) para las variables de
densidad aparente (DA) (izquierda) y real (DR) (derecha), respectivamente.
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Figura 5-12: Semivariograma experimental (puntos negros) calculados con datos muestrales
y ajuste de modelo esférico (τ̂2 = 5,55, σ̂2 = 1,98 y φ̂ = 4638,14) para la
variable capacidad de retención de agua disponible (CRAD) (ĺınea continua).
Usando los métodos de interpolación y predicción espacial descritos en las secciones (2.4.1
y 2.4.2) se elaboraron mapas de isoĺıneas (Figuras 5-13 a 5-17). Cabe resaltar que el uso
de los métodos geoestad́ısticos permite obtener en este caso mayor definición de las áreas y
además posibilita la evaluación de la incertidumbre en las predicciones (Figuras 5-18 a 5-20).
De acuerdo con los mapas de predicción (Figuras 5-13 a 5-17), se puede establecer que los
menores valores de A (< 30 %), se presentan en los municipios de Chipatá y el norte de San
Benito (Figura 5-13). Por el contrario, se observa una mayor concentración de A en el norte
de Togǘı, sur de Santana, oriente de San José de Pare y occidente de Chitaraque (Figura
5-13). El alto contenido de A disminuye la atracción de las part́ıculas del suelo que son
fácilmente dispersadas por el impacto de las lluvias destruyendo los agregados, favoreciendo
aśı el transporte de estos por las aguas de escorrent́ıa (Rivera et al., 2010). Además, los
contenidos de arena superiores al 50 % (Tabla 4-1) pueden representar limitaciones en la
retención de humedad, incrementos en los riesgos de lixiviación de agroqúımicos y menor
almacenamiento de agua disponible para los cultivos (Torres et al., 2017). Esto indica que
las zonas con las condiciones anteriormente mencionadas tienen más riesgo de susceptibilidad
a la erosión.
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Figura 5-13: Distribución espacial para el porcentaje de arenas (A). Mapas construidos
con los métodos del inverso de la distancia (izquierda) y kriging ordinario
(derecha).
Con respecto al DMP , los mapas de predicción (Figura 5-14) revelan que las zonas aledañas
a Togǘı, San José de Pare, Santana y Chitaraque (departamento de Boyacá), son modera-
damente estables (Tabla 2-2), mientras que haćıa el departamento de Santander el nivel de
estabilidad del suelo es mayor. En general en la zona de estudio no se presenta una condición
limitante (Tabla 4-1) para el desarrollo de la caña panelera en cuanto a firmeza estructural
del suelo.
Las condiciones ideales de DA para el desarrollo de la caña están entre 1,1 y 1,2 gr/cm3
(Anschau et al., 2009). Se observa (Figura 5-15) que en los municipios de Chipatá, Güepsa
y sur de San Benito, se encuentran valores por encima del rango ideal. Esta propiedad tiene
una relación directa con la erodabilidad (K), puesto que entre más grande sea el valor de
DA, mayor será el K de los suelos (Rivera et al., 2010) y por tanto, constituye un indicativo
de que las zonas anteriormente mencionadas puedan tener riesgo considerable de erosión con
respecto al resto del territorio de la HRS.
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Figura 5-14: Distribución espacial para el diámetro medio ponderado (DMP ). Mapas cons-
truidos con los métodos del inverso de la distancia (izquierda) y kriging ordi-
nario (derecha).
Figura 5-15: Distribución espacial para la densidad aparente (DA). Mapas construidos
con los métodos del inverso de la distancia (izquierda) y kriging universal
(derecha).
56 5 Resultados y discusión
Para la DR (Figura 5-16) se pueden identificar valores mayores a 2,3 gr/cm3 similar a lo
reportado por IGAC (2005). Los territorios con menor DR se encuentran en los municipios
de Barbosa, Chitaraque, San José de Pare, Suaita y Togǘı. En estos lugares los rendimien-
tos de caña panelera son superiores a 11 toneladas por hectárea (cifras de Agronet, 2015),
posiblemente porque las zonas con menos DR tienen mayor contenido de materia orgánica
(MO), una propiedad fundamental en el cultivo (Lal y Shukla, 2004) como se revisó en la
sección (2.1). Por el contrario, no se identifican áreas con niveles de DR que presenten alto
riesgo de susceptibilidad a degradación en suelos.
En relación a CRAD, se encontraron valores inferiores al 15 % en la zona de estudio (Figura
5-17). Esto sugiere que hay baja o muy baja capacidad de almacenamiento de agua dispo-
nible para las plantas (Tabla 2-3). Los resultados coinciden con los reportados por IGAC
(2005). El cultivo de caña puede verse afectado en el crecimiento vegetativo y además, a una
menor CRAD el suelo es más susceptible al proceso erosivo (Montenegro y Malagón, 1990).
Figura 5-16: Distribución espacial para la densidad real (DR). Mapas construidos con los
métodos del inverso de la distancia (izquierda) y kriging ordinario (derecha).
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Figura 5-17: Distribución espacial de la capacidad de retención de agua disponible
(CRAD). Mapas construidos con los métodos del inverso de la distancia (iz-
quierda) y kriging ordinario (derecha).
En general, al observar las diferentes zonificaciones realizadas (Figuras 5-13 a 5-17), se pue-
de establecer que los municipios de Chipatá, Güepsa, sur de San Benito y norte de San José
de Pare, son territorios de la HRS susceptibles a erosionarse, puesto que hay valores altos de
DA, DR y bajos contenidos de CRAD. Un estudio realizado por CORPOBOYACÁ (2014),
determinó que el municipio de Chipatá presenta un inadecuado manejo de los residuos pro-
ducidos por los trapiches paneleros y vertientes de agua altamente contaminadas que afectan
la calidad de los suelos. En Güepsa y San Benito se evidencia el deterioro de la capa arable
por el aumento de las construcciones de viviendas. También se registran quemas de terrenos
con fines agŕıcolas e invasión de las reservas forestales en el municipio de Güepsa. Las áreas
referenciadas anteriormente se pueden visualizar en mayor medida con las delimitaciones
usando la DA y el DMP (Figuras 5-14 y 5-15), siendo estas las que pueden representar la
erodabilidad en la HRS con la metodoloǵıa de análisis individual de las variables.
Las predicciones en todos los casos tienen mejores resultados de validación cruzada com-
parados con las interpolaciones realizadas (Tabla 5-2). Además, los mapas de las varianzas
(generados con los métodos de predicción) sugieren que la incertidumbre es homogénea en
gran parte del área de estudio (Figuras 5-18 a 5-20), mostrando solo en el contorno de la
HRS mayor variabilidad, debido al menor número de sitios de muestreo realizado en estas
áreas.
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Tabla 5-2: Estad́ısticos de validación cruzada (Error medio de predicción EMP , ráız del error
cuadrado medio de predicción RECM y coeficiente de determinación R2) de los
análisis de predicción (Kriging ordinario KO y universal KU) e interpolación
(inverso de la distancia DIP ), realizados con las variables porcentaje de arenas
(A), diámetro medio ponderado (DMP ), densidad aparente (DA), densidad real
(DR) y capacidad de retención de agua disponible (CRAD).
VARIABLE EMP RECM R2
ARENAS (DIP ) −0,14 11,94 25,5
ARENAS (KO) −0,01 11,75 29,7
DMP (DIP ) −0,01 0,77 0,9
DMP (KO) 0,01 0,77 1,1
DA (DIP ) −0,01 0,16 34,8
DA (KU) −0,01 0,16 36,1
DR (DIP ) 0,01 0,12 10,3
DR (KO) 0,01 0,12 11,3
CRAD (DIP ) −0,01 2,56 12,6
CRAD (KO) −0,01 2,55 13,4
Figura 5-18: Distribución espacial de varianzas de la predicción del kriging del porcetaje
de arenas (A) (izquierda) y diámetro medio ponderado (DMP )(derecha).
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Figura 5-19: Distribución espacial de varianzas de la predicción del kriging de la densidad
aparente (DA) (izquierda) y real (DR) (derecha).
Figura 5-20: Distribución espacial de varianzas de la predicción del kriging de la capacidad
de retención de agua diaponible (CRAD).
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5.2. Análisis conjunto por componentes principales
Los coeficientes de correlación son en general significativos (valor p < 0,05) indicando que
hay relación entre las variables. Dos excepciones a este patrón son las debidas a la relación
entre DMP y DA y entre DMP y CRAD (Tabla 5-3). Lo anterior indica que es facti-
ble hacer un estudio conjunto del comportamiento espacial de las variables estudiadas en
aras de identificar las zonas susceptibles a erosión. Cabe aclarar que la significancia de los
coeficientes de correlación debe interpretarse con precaución, puesto que las variables son
autocorrelacionadas.
Entre A y CRAD y entre DA y DR hay correlación positiva (directa). En todos los otros
casos la asociación (cuando es significativa) es inversa (Tabla 5-3). La relación de A y CRAD
no establece una clara dependencia, pero el estudio de Vargas et al. (2015) muestra que A
tiene un v́ınculo opuesto con el contenido de agua por la dinámica de la humedad con los
componentes del suelo, como la distribución de A, porosidad y MO (Burbano y Silva, 2010).
La correlación de DA y DR es considerable (> 0,5 ), indicando que sitios con valores altos de
DA tienen DR elevados. Los resultados de Salamanca y Sadeghian (2006) son acordes a los
de este trabajo presentando coeficientes de correlación mayores a 0,5 en las caracteŕısticas
antes mencionadas.
La relación inversa entre DA y CRAD es esperable, pues según Blanco (2009) a menor valor
de DA (alta porosidad) mayor capacidad de retención de agua en el suelo. Un resultado
semejante al anterior es reportado en Varón et al. (2014). Algo similar ocurre con la relación
entre DA y A, ya que a mayor contenido de arena, hay más espacio poroso y por consiguiente
menor valor de DA. Además, al aumentar el contenido de A la estabilidad de los terrenos
(DMP ) se disminuye, como lo muestra la correlación negativa entre estas caracteŕısticas
(Tabla 5-3). Resultados parecidos se reportan en Novillo et al. (2018) y Vargas et al. (2015).
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Tabla 5-3: Coeficientes de correlación de Pearson (valor-p), calculados con la informa-
ción de las variables f́ısicas del suelo; arenas (A), diámetro medio ponderado
(DMP ), densidad aparente (DA), densidad real (DR) y capacidad de retención
de agua disponible (CRAD), medidas en la HRS en 2016.
Coeficiente correlación A DMP DA DR CRAD
A 1
DMP −0,119 ∗ ∗∗ 1
DA −0,322 ∗ ∗∗ −0,051 1
DR −0,312 ∗ ∗∗ −0,107 ∗ ∗ 0,522 ∗ ∗∗ 1
CRAD 0,136 ∗ ∗∗ 0,035 −0,417 ∗ ∗∗ −0,282 ∗ ∗∗ 1
Significancia ∗ ∗ ∗ < 0,001 ∗∗ < 0,01 ∗ < 0,05
A partir de la matriz de correlación (Tabla 5-3) y de acuerdo a lo descrito en la sección
(2.4.4) se redujo el conjunto de variables mediante un ACP . Los resultados de valores y
vectores propios son dados en las tablas (5-4) y (5-5). El primer componente principal
(CP1) explica el 40,5 % de la variabilidad y está asociado a A, DMP y CRAD en sentido
directo y a DA y DR en sentido inverso. El componente principal dos (CP2) representa el
21,7 % de varianza y hace referencia a DMP en sentido directo y A en sentido inverso. El
primer componente hace referencia a la humedad del suelo (CRAD), mientras que el segundo
tiene relación con la estabilidad del suelo (DMP ). Los otros componentes principales aportan
poco individualmente, por lo cual no son considerados en la explicación.
Tabla 5-4: Valores propios y porcentajes de varianza explicados por los componen-
tes principales generados con la información de cuatro variables f́ısicas
del suelo, medidas en la HRS en 2016.
COMPONENTE VALOR PROPIO % VARIANZA % ACUMULADO
1 2,027 40,56 40,56
2 1,084 21,69 62,25
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Tabla 5-5: Vectores propios de los dos primeros componentes
principales.






Con los ejes factoriales generados se llevó a cabo un análisis exploratorio y se obtuvieron
mapas de distribución espacial. En la figura (5-21) se identifica la presencia de varias obser-
vaciones at́ıpicas, la mayoŕıa de ellas correspondientes a valores muy altos del CP1. Estos
corresponden a puntos de muestreo en los municipios de Chitaraque, San José de Pare, San-
tana y Togüi, que presentan riesgo bajo de erosión (es decir valores bajos de DA, DR y
CRAD). Los dos valores at́ıpicos negativos en el CP2 están asociados también a sitios de
baja susceptibilidad a la erosión. Estos fueron obtenidos en Chipatá.
El dato at́ıpico negativo en el CP1 corresponde al municipio de Chipatá. El dato at́ıpico
positivo en el CP2 es un punto del muestreo ubicado en el municipio de San José de Pare.
En ambos hay condiciones que favorecen la erosión (menor estabilidad del suelo y mayor A).
Figura 5-21: Diagrama de caja y bigotes de los dos primeros componentes principales,
generados a partir de información medida en la HRS en 2016.
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Los modelos de regresión no paramétricos de los dos primeros componentes principales res-
pecto a las coordenadas de ubicación espacial son presentados en las figuras (5-22) y (5-23).
Las curvas ajustadas en ambos casos (Figuras 5-22 y 5-23) están ligeramente por fuera de
las bandas de confianza de no efecto, lo cuál muestra que no hay una clara tendencia espa-
cial y que por lo tanto puede asumirse el supuesto de estacionariedad para llevar a cabo el
análisis geoestad́ıstico de estos dos factores.
Figura 5-22: Gráfico de dispersión de valores “scores”del componente principal uno, res-
pecto a coordenadas planas (puntos negros). Curva de regresión ajustada por
métodos Kernel (ĺınea continua negra). Banda de confianza de no efecto (ban-
da azul). Datos tomados en HRS en 2016.
Figura 5-23: Gráfico de dispersión de valores “scores”del componente principal dos, res-
pecto a coordenadas planas (puntos negros). Curva de regresión ajustada por
métodos Kernel (ĺınea continua negra). Banda de confianza de no efecto (ban-
da azul). Datos tomados en la HRS en 2016.
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Como en el caso del análisis individual, el estudio de los variogramas direccionales (Figura
5-24) y el ajuste de los modelos al semivariograma omnidireccional (Figura 5-25), indica que
por un lado es razonable considerar que las variables son isotrópicas y por el otro muestra
que hay poca dependencia espacial (valores altos de τ̂2 y pequeños de φ̂ en ambos casos).
Figura 5-24: Semivariogramas direccionales (0, 45, 90 y 135 grados), para los componentes
principales uno (izquierda) y dos (derecha).
Figura 5-25: Semivariogramas experimentales (puntos negros) calculados con datos mues-
trales y ajuste de modelos esférico (τ̂2 = 1,30, σ̂2 = 0,31 y φ̂ = 6308,48) y
exponencial (τ̂2 = 0,51, σ̂2 = 0,56 y φ̂ = 837,02) para las variables compo-
nente principal uno (izquierda) y dos (derecha), respectivamente.
5.2 Análisis conjunto por componentes principales 65
Los mapas de distribución espacial con la información de los dos primeros componentes
principales se muestran en las figuras (5-26) y (5-27). De acuerdo con los resultados del
CP1 parecen encontrarse dos regiones. Una con alta susceptibilidad en el norte de la HRS
(municipios de Chipatá, Barbosa, Vélez, Güepsa, San Benito y parte de San José de Pare
y Santana) que tienen valores negativos (es decir, hay valores altos de DA, DR y bajos
CRAD), lo que desde el punto de vista práctico indica que estas son propensas a la ero-
sión, ya que al aumentar la DA se incrementa la compactación, la porosidad disminuye y se
afectan las condiciones de retención de humedad que limitan el crecimiento de las ráıces de
las plantas (Salamanca y Sadeghian, 2006). La otra región con valores positivos (bajos DA,
DR y altos CRAD) sugieren menor susceptibilidad en los municipios de Chitaraque, Togüi
y parte de San José de Pare y Santana. Estas zonas se caracterizan por ser moderadamente
estables a muy estables (IGAC, 2005).
El mapa de CP2 (Figura 5-27) ayuda a delimitar mejor las regiones susceptibles. Los valores
más negativos (que tienen altos contenidos de A y menor DMP ) se ubican al sur de San
Benito y en la parte oriental de los municipios de San José de Pare y Chitaraque. Estas
zonas son propensas a degradarse por que al tener alto A y baja estabilidad se favorece el
desprendimiento de los agregados de los terrenos (Rivera et al., 2010). Por el contrario, en el
sur de Chipatá y oriente de San Benito tienen valores positivos, es decir valores por debajo
del promedio en A y alto DMP , lo que indica que alĺı hay menor riesgo de erosión.
Los resultados descritos anteriormente a través de la interpretación de los gráficos (5-26
y 5-27) son completamente coherentes con los reportados en el análisis individual de las
caracteŕısticas f́ısicas en la sección (5.1). Las predicciones usando la información de los com-
ponentes principales tienen mejores valores de validación cruzada comparados con las in-
terpolaciones realizadas (Tabla 5-6). Además, los mapas de las varianzas (generados con
los métodos de predicción) para los dos componentes, sugieren que la incertidumbre es ho-
mogénea en gran parte del área de estudio (Figura 5-28), mostrando solo en el contorno de
la HRS mayor variabilidad, debido al menor número de sitios de muestreo realizado en estas
áreas.
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Figura 5-26: Distribución espacial del primer componente principal. Mapas construidos
con los métodos del inverso de la distancia (izquierda) y kriging ordinario
(derecha).
Figura 5-27: Distribución espacial del segundo componente principal. Mapas construidos
con los métodos del inverso de la distancia (izquierda) y kriging universal
(derecha).
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Tabla 5-6: Estad́ısticos de validación cruzada (Error medio de predicción EMP , ráız del error
cuadrado medio de predicción RECM y coeficiente de determinación R2) de los análi-
sis de predicción (Kriging ordinario KO y universal KU) e interpolación (inverso de
la distancia DIP ), realizados con los componentes principales uno y dos.
VARIABLE EMP RECM R2
COMPONENTE 1 (DIP ) −0,005 1,216 27,1
COMPONENTE 1 (KU) −0,001 1,203 28,5
COMPONENTE 2 (DIP ) 0,003 0,976 12,9
COMPONENTE 2 (KO) −0,001 0,966 14,2
Figura 5-28: Distribución espacial de varianzas de la predicción del kriging del primer (iz-
quierda) y segundo componente principal (derecha).
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5.3. Análisis del ı́ndice de erodabilidad (K)
Los valores del ı́ndice K son en todos los casos menores a 0,01 y no hay observaciones at́ıpicas
(Tabla 5-7 y Figura 5-29). Esto indica que la región se clasifica con erodabilidad natural
(Tabla 2-4). Lo anterior sugiere que en el área de interés hay alta resistencia a la erosión.
No obstante algunos autores han reportado lo contrario (IGAC, 2003, 2005; IDEAM, 2015).
En este sentido, cabe resaltar que es posible que el modelo utilizado en la estimación de K
(Ramı́rez et al., 2009) no se ajuste a las condiciones de la HRS (aunque este mismo haya sido
evaluado en relieves similares). Otros métodos para estimar K son más precisos (Piscitelli
et al., 2010) y pueden dar valores más altos de K pero requieren información adicional no
disponible en este trabajo.
Los gráficos de regresión no paramétrica y las correspondientes bandas de confianza para la
hipótesis de no efecto definidos en las sección (2.4.2), calculados con la información de K
se presentan en la figura (5-30). Estos indican que no hay tendencia espacial, puesto que
las curvas de regresión se mantienen en gran medida dentro de las bandas de confianza. De
acuerdo con esto, el ı́ndice K en esta región puede considerarse como un proceso estacionario.
Tabla 5-7: Medidas de localización y variabilidad de la va-
riable ı́ndice de erodabilidad (K). Calculados con
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Figura 5-29: Diagrama de caja y bigotes del ı́ndice de erodabilidad (K), generados a partir
de información medida en la HRS en 2016.
Figura 5-30: Gráfico de dispersión de los valores de erodabilidad (puntos negros), respecto a
coordenadas planas (puntos negros). Curva de regresión ajustada por métodos
Kernel (ĺınea continua negra). Banda de confianza de no efecto (banda azul).
Datos tomados en la HRS en 2016.
70 5 Resultados y discusión
Los semivariogramas direccionales tienen un patrón similar (Figura 5-31) lo que sugiere
isotroṕıa. El semivariograma omnidireccional y en particular el modelo ajustado a este (Fi-
gura 5-31), indica que hay poca dependencia espacial (φ̂ = 609,23). Este comportamiento
difiere del reportado por Addis y Klik (2015) quien encontró una alta dependencia espacial
para esta variable en una zona de Etioṕıa (en ese caso se usó un modelo Gaussiano y K fue
calculado con la metodoloǵıa de Wischmeier et al. (1971)).
Figura 5-31: Semivariogramas direccionales (0, 45, 90 y 135 grados) (izquierda), y experi-
mental (puntos negros) calculados con datos muestrales con ajuste de modelo
teórico exponencial (τ̂2 = 2,1e− 06, σ̂2 = 4,8e− 06 y φ̂ = 609,23) (derecha),
para el ı́ndice de erodabilidad (K).
Los mapas de distribución espacial del ı́ndice K se muestran en la figura (5-32). Estos su-
gieren que en general los valores de K son bajos y que hay muchas micro zonas, es decir que
dentro del mismo municipio pueden darse diversas condiciones de riesgo a erodabilidad. Este
patrón difiere al reportado en otros estudios, donde se establecen grandes zonas claramente
definidas (Ayoubi y Alizadeh, 2005; Addis y Klik, 2015).
Al igual que los análisis individuales y el conjunto, las predicciones de K tienen mejores
resultados de validación cruzada comparados con las interpolaciones realizadas (Tabla 5-8).
Además, el mapa de las varianzas de predicción (Figura 5-33) como en los casos anteriores,
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sugiere que la incertidumbre es homogénea en gran parte del área de estudio.
La zonificación realizada con el ı́ndice K no determina regiones de susceptibilidad a erosión.
Caso contrario se observa en el análisis individual de variables que genera zonas amplias,
mientras que el estudio conjunto delimita áreas de menor extensión en los cuales se faci-
lita dirigir planes orientados a la prevención de la degradación en la HRS. Con el fin de
seleccionar y diseñar los métodos de manejo más eficaces para el control del deterioro de
la capa arable, es fundamental comprender los factores que fijan estas condiciones (Robins
y Burgoa, 2016). Por tal motivo, el siguiente paso después de establecer los territorios de
riesgo, es reconocer en campo que situaciones determinan en mayor medida la afectación al
suelo.
Figura 5-32: Distribución espacial para el ı́ndice de erodabilidad (K). Mapas construidos
con los métodos del inverso de la distancia (izquierda) y kriging ordinario
(derecha).
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Tabla 5-8: Estad́ısticos de validación cruzada (Error medio de predicción EMP , ráız del error
cuadrado medio de predicción RECM y coeficiente de determinación R2) de los
análisis de predicción (Kriging ordinarioKO) e interpolación (inverso de la distancia
DIP ), realizados con el ı́ndice de erodabilidad (K).
VARIABLE EMP RECM R2
ERODABILIDAD DIP −0,0001 0,0025 0,9150
ERODABILIDAD KO −0,0001 0,0024 0,9771
Figura 5-33: Distribución espacial de varianzas de la predicción de kriging ordinario del
ı́ndice de erodabilidad (K).
6 Conclusiones
En la Hoya del Ŕıo Suárez se identificaron las áreas al sur de San Benito (en el departamento
de Santander) y la parte oriental de los municipios de San José de Pare y Chitaraque (ambos
en el departamento de Boyacá) como los más susceptibles a erosión. Esto se debe a la menor
estabilidad estructural y altos contenidos de arena que presentan los suelos de las regiones
mencionadas. Estas condiciones favorecen el desprendimiento de los agregados del terreno y
su eventual degradación.
Las regiones colindantes entre los municipios de Chitaraque con Santana y Togǘı (depar-
tamento de Boyacá) son áreas de menor susceptibilidad a la erosión. Estos sitios presentan
valores bajos de densidad aparente y real con mayor retención de humedad. Además, los
suelos de los territorios referidos anteriormente se caracterizan por ser estables.
De acuerdo con los resultados de las metodoloǵıas de predicción consideradas en el análisis
(en especial el uso de técnicas geoestad́ısticas) se evidenció que contribuyen a la explicación
de zonas susceptibles a erosión en la región y son herramientas útiles en la predicción y
posterior interpretación del comportamiento de la f́ısica del suelo.
El análisis espacial de los componentes principales generados, a partir de las variables del
suelo, permitió obtener una mejor caracterización de la susceptibilidad a la erosión, que los
establecidos por medio del estudio individual de cada una de ellas y a través del ı́ndice de
erodabilidad. Lo anterior sugiere que el uso combinado de técnicas multivariadas y métodos
de análisis espacial puede facilitar la descripción del patrón de variación de las propiedades
f́ısicas del suelo.
7 Recomendaciones
Para futuros estudios seŕıa conveniente considerar las propiedades qúımicas del suelo como
el porcentaje de materia orgánica, pH, entre otras, ya que son indicadores de fertilidad y
estabilidad de las zonas de cultivo.
Se sugiere que al realizar el análisis espacial de las variables f́ısicas, los puntos de muestreo
se ubiquen a una menor distancia teniendo en cuenta la alta heterogeneidad de los terrenos.
En la actualidad el páıs no cuenta con programas dedicados a la prevención y manejo de los
suelos en la HRS. Se hace necesario por lo tanto continuar con estudios que visualicen la
amenaza de la erosión en los terrenos, y el uso de herramientas estad́ısticas es fundamental
en la predicción y modelación de estos fenomenos.
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Moreno, M. (2011). Variabilidad espacial de las propiedades f́ısicas, qúımicas y biológicas
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