"Model on Demand" (MOD) simulation of the temperature dynamics in a simulated Rapid Thermal Processing (RTP) reactor is compared against various types of global models (ARX, semiphysical, combined semiphysical with neural net). The identification data is generated from a m-level pseudo-random sequence input whose parameters are specified systematically using a priori information readily available to the engineer. The MOD estimator outperforms the ARX model and two semi-physical models, while matching the performance of a combined semi-physical with neural net model. This makes MOD estimation an appealing alternative to global methods because of its reduced engineering effort and simplified a priori knowledge regarding model structure.
Introduction
As advanced control methods rely more and more on nonlinear models for prediction, engineers are challenged to make efficient use of available a priori knowledge to develop useful models. Traditional treatments of the nonlinear identification problem usually involve global methods, such as neural networks, radial basis networks, wavelets, and other kinds of nonlinear parametric models. These models compress all available information into a compact model. However, when dealing with large sets of data, this approach becomes ' To whom all correspondence should be addressed. phone:
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daniel.riveraQasu.edu less attractive to deal with because of the difficulties in specifying model structure, and the complexity of the associated optimization problem (which is usually highly nonconvex).
Inspired by ideals from local modeling and database systems technology, the Model-on-Demand (MOD) estimator takes a conceptually different point-of-view .
In MOD estimation all observations are stored on a database, and the models are built "on demand" as the actual need arises. Local models such as the Model on Demand predictor use only small portions of data, relevant to the region of interest, to determine a model as needed. The variance/bias tradeoff inherent to all modeling is optimized locally by adapting the number of data and their relative weighting. The MOD approach enhances local modeling and provides the potential for performance rivaling that of global methods (such as neural networks) while involving less complex a priori knowledge from the user and providing more reliable numerical computations.
Rapid thermal processing (RTP) reactors are playing an increasingly important role in the semiconductor processing industries by offering wafer fabrication operations such as annealing, oxidation and chemical vapor deposition in succession, without having to move the wafer between reactors. These reactors operate over a wide range of temperatures, from 673 to 1573 K, over which the properties of the wafer and the process capability of the reactor vary significantly, (Reid and Sitaram, [ll] 
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The parameters Q and p define the desired range for high and low frequency excitation. p (normally equal to 3,4, or 5 ) specifies low frequency information corresponding to the 95% settling time, 98% settling time, and 99% settling time, respectively of the open-loop plant. cy determines the high frequency content in the signal and is defined on the basis of how much faster the intended closed-loop speed of response will be relative to open-loop. Typical values chosen for Q and are 2, and 3, respectively. However, as the plant of interest or operating region becomes more nonlinear, the frequency range of the input signal may not be as important as the shape of the input signal, as noted by Pearson and Ogunnaike [7] . Q and the number of levels may be used to adjust the shape of the signal.
The number of levels m should be at least one greater than the nonlinearity order in the candidate model. The size of the Galois field q must support the required suppression of harmonics. Harmonics can be suppressed in multiples of 2 (q 2 3), 2 and 3 (q 2 7) , attempts to estimate a value 9 based on a local neighborhood of the regressor space cp(t) (Stenman [12] ).
The regressor vector is of the form
where no, n b , and n k denote the number of previous ( 5 ) outputs, inputs, and delays in the model.
A local estimate fj can be obtained from the solution of the weighted regression problem
The number of elements in one cycle of the input signal is determined by
where e(.) is a scalar-valued and positive norm funcTcyc = Ncyc * T,, specifies the signal duration for one cycle. If signal duration represents a significant constraint in the input design problem, then the multiples of harmonics to be suppressed and the frequency range of the signal may have to be compromised in order to reduce the length of the signal.
Finally, it is important to choose a "plant-friendly" amplitude for the signal. Since an m-level PRS signals can switch from minimum to maximum values in one switching time, the acceptable amplitude span must be selected to avoid actuator restrictions, product quality constraints, move size restrictions, and so forth. Consider a SISO process with nonlinear ARX structure, i.e.,
Y(k)
where m ( -) is an unknown nonlinear mapping and e ( k ) is an error term modeled as i.i.d. random variables with zero mean and variance a;. The MOD predictor Each local regression problem produces a single prediction $(t) corresponding to the current regression vector cp(t). To obtain predictions at other locations in the regressor space, the weights change and new optimization problems have to be solved. This is in contrast to the global modeling approach where the model is fitted to data only once and then discarded.
The bandwidth h controls the neighborhood size and has a critical impact on the resulting estimate since it governs a trade-off between the bias and variance errors of the estimate. Traditional bandwidth selectors produce a single global bandwidth; in MOD estimation, bandwidth is computed adaptively at each prediction. While various measures are available for this purpose [13], the method used in this paper is the Akaike's Final Prediction Error (FPE). Of particular importance in semiconductor processing is the temperature/time profile repeatability and the ability to achieve high rates of temperature increase and decrease, while maintaining temperature uniformity across the diameter of the wafer. Increases of as little as 2 K / s in the ramp rate or cool down can reduce the cost of ownership significantly, (Reid and Sitaram  [ll] ). Estimates for acceptable tolerance of temperature control variability for semiconductor processing range from f 1 2 K to *3 K, (Ray [lo] ).
Honeywell Technology Center has developed a simplified model of a RTP wafer reactor, (Christoffel et al. [3] ). The reactor consists of five halogen/tungsten lamps placed concentrically on the floor of the reactor. Above the lamps is a quartz window. The wafer to be processed is positioned above the quartz window. The reacting gases are pumped into the reactor through the gas showerhead in the top of the reactor. data for estimation, we chose to excite the plant between 5% and 99% of the lamp power, allowing an output range of temperature between 723K and 1469K.
We chose an cy = 2 and / 3 = 6. The dominant time constant range of the RTP simulation was between 7 and 33 seconds. Following the design procedure in Section 2, a 13-level signal, GF(13), was generated with n, = 2 shift registers, a switching time TSw of 9 seconds and suppression of harmonics h of multiple of 2. This signal had a length of 1512 seconds. For more details and possible variations on the design, see Braun et al. [2] .
The validation data was independently designed, based on temperature ramp rates and processing times normally experienced with this reactor, (Christoffel [3] ).
The validation data exhibits ramp rates from 27.8 K l s to 71.7 K / s and processing times from 20 s to 120 s. The semi-physical structure of Equation 12 , was also fit to the estimation data to determine how well the "truth-model" structure would fit with the presence of noise. The reduced semi-physical (RSP) structure of Equation 13 was obtained by the assumption that the temperature dependence of the wafer was controlled more by the ability of heat to transfer into the wafer, rather than the energy generated by the lamp. The lower order nonlinearities were eliminated altogether. To combine the reduced semi-physical structure with a neural network, a feedforward net with 4 hidden neurons and a total of 24 additional parameters was added. We chose to use a sigmoidal basis function a(.). The resulting structure is as follows. A regressor vector of na = 1, n b = 7, and n k = 1 was found to provide the best fit. The fits for all of the models are presented in Table 1 . These fits can be viewed in Figures 6 and 7 . The use of the MOD predictor pro-1000 vides a fit as good as a combined semiphysical/neural network model. The neural network portion required considerable computational effort to determine an initial parameter set and to train the network. While it is desirable to use feasible initial parameters, our software was limited to choosing a set of initial parameters randomly, evaluating each for fit and choosing the best one. The reduced semiphysical model requires engineering effort to choose and evaluate possible regres sors. The MOD simulation does not require the significant effort up front, but utilizes system resources for each prediction.
Conclusions
We have shown how a priori knowledge can be used to efficiently design an input signal and determine simple, but viable candidate models from physical insight for nonlinear plants. It has been demonstrated on the RTP case study that the simulation based on the MOD estimator rivals that of the combined semiphysical/neural network approach. However, the MOD estimator achieves this level of performance by using less sophisticated structural information.
