where K denotes a stiffness matrix, u and p denote a nodal displacement vector and a nodal external force vector, respectively. In the stochastic problem, we assume that Young's modulus has uncertainty and its covariance function is given. Then the stiffness matrix K has uncertainty associated with the uncertainty of Young's modulus. Assume that Young's modulus is given in the form of Karhunen-Loeve expansion as in Eq.(1), then correspondingly stiffness matrix K is expressed in the form as (7) Here Ki denotes a stiffness matrix to be obtained by using Galerkin's method when Young's modulus is given as in Eq.(1). When i = 0, ƒÄ0= 1 and K0 is built from the mean value of Young's modulus E0(x). Since Eq.
(1) gives the stiffness as a linear summation of kernel functions, Eq. (7) is also given as a linear summation of corresponding stiffness matrices. The external force p can be also assumed to have uncertainty and it will be similarly treated. The solution vector u is written in the form of polynomial chaos expansion as Eq. (4). We substitute Eqs.(4) and (7) in Eq.(6) and aim to obtain the optimal approximation in the finitely truncated homogeneous chaos on which displacement u is expanded. This can be achieved by projecting the equation to each of the basis of the homogeneous chaos, that is, polynomial chaos. This procedure yields (j = 0, 1, , Npc), gives the solution of our problem.
SSFEM for Log-Normal Uncertainty
Let us introduce the formulation of SSFEM analysis for a stochastic problem with a log-normal uncertainty.
Karhunen-Loeve Expansion with Log-Normal Random Variables
In ordinary SSFEM, Karhunen-Loeve expansion plays an important role in consideration of spatial correlation of uncertain parameters in SSFEM. It is also the case with SSFEM for a log-normal uncertainty.
We can avail the same kernel functions of Karhunen-Loeve expansion to consider the log-normal stochastic process. Taking into consideration two equalities (11) 
This representation gives the optimal approximation of the stochastic process in the sense of the second moment. Note that, in order to generate a stochastic process which provides the approximation in terms of higher order moments or probability density function, we need to adopt appropriate random variables in Eq.(16). This issue is not discussed here. 
where pk's are identical with those given in Eq. (10) 
where Lnm(x) denotes Laguerre polynomials and it can be evaluated as (22) More description about the derivation of Eq.(21) is provided in Appendix A.
The formulation presented above is equivalent to the case where a stochastic parameter with a log-normal distribution is expanded by polynomial chaos to infinity and therefore it ensures the higher accuracy than that presented in the reference.10) Extension of the above presented scheme to a multivariate case (two or more stochastic variables are involved) is straightforward, but such cases are not considered in this paper.
Numerical Examples
For the purpose of validation of usability, we apply the proposed scheme to a two-dimensional elastostatic problem where Young's modulus is assumed to have uncertainty. Firstly, accuracy of the proposed SSFEM is discussed based on the comparison of computation results obtained by the proposed method and by Monte Carlo Simulation (MCS). Then, influence of the distribution of the are referred to as SSFEM(HC=2) and SSFEM(HC=4), respectively. Since NKL = 1, we have Npc = 2 in SS-FEM(HC=2) and Npc = 4 in SSFEM(HC=4).
MCS was conducted with 50,000 realizations, which we verified is enough to capture the stochastic characteristics of the solution with an accuracy sufficient for our current purpose. In MCS, realization of the stiffness distribution is generated by substituting the random variables in Eq.(16). Pdf of displacements at (-0.5, -0.1) and (-0.1, -0.2) are plotted in Fig. 4 . The results by SSFEM(HC=2) present a good approximation of the results by MCS, but the displacement at which pdf has its peak is different for SSFEM(HC=2) and MCS. Approximation accuracy is improved in the results by SSFEM(HC=4), which show good agreement with those by MCS. These results illustrate the performance of SSFEM in the problems with log-normal uncertainties.
Let us also mention to the comparison of CPU time required for these computations. MCS with 50,000 realizations takes more than 50,000 seconds in CPU time on Athlon 1700+, while SSFEM takes no more than a few seconds on the same CPU. It clearly illustrates superiority of the proposed scheme over MCS in terms of the computational efficiency. Influence of the distribution of random parameters are more clearly observed in the comparison of pdf of displacements. Since a log-normal distribution is bounded, stiffness of this problem is always larger than a certain value. Thcrcfore in the log-normal uncertainty problem, displacement is also bounded and it never exceeds a value obtained for the smallest value of stiffness. In the Gaussian uncertainty problem, on the other hand, displacement should distribute over a wide range. Such difference is clearly observed in the pdf of displacements shown in Fig. 6 which plots pdf of x-and y-directional displacements at (-0.1, -0.2) in these two problems.
These comparisons intelligibly illustrate that difference of stochastic characteristics of the problem can lead to significant difference of the stochastic behavior of the solutions. Poor modeling of stochastic problems can lead to a considerably inaccurate interpretation of results. The difference is clearly observable in the comparison of pdf, but may not be obvious in the comparison of mean values or variances, which are of main interest in numerous conventional stochastic finite element methods. These results would stress the importance of methodologies such as a spectral stochastic finite element method. Fig. 4 Pdf of the displacements obtained by SSFEM and MCS. Karhunen-Loeve expansion is truncated at the first order.
Conclusion
We have presented a practical scheme to apply a spectral The scheme is also utilized to study the effect of the dif-ference of probability distribution of the fluctuation. Two problems are considered assuming different distributions for the fluctuation of Young's modulus. A Gaussian distribution is assumed in one case and it was analyzed by a conventional SSFEM. In the other case, a log-normal distribution is adopted and this case was treated by the proposed formulation. Although the same standard deviation is assumed for the fluctuation of Young's modulus in the two cases, probability characteristics of the solutions exhibit significant difference in the variances and the probability density functions. This indicates importance of appropriate modeling of stochastic problems. Now with a help of the proposed scheme, we can consider a log-normal distribution as an available option. It would be of great help when considered are more realistic and practical problems than those treated in this paper. 
