Advanced optimization algorithms such as Newton method and AdaGrad benefit from second order derivative or second order statistics to achieve better descent directions and faster convergence rates. At their heart, such algorithms need to compute the inverse or inverse square root of a matrix whose size is quadratic of the dimensionality of the search space. For high dimensional search spaces, the matrix inversion or inversion of square root becomes overwhelming which in turn demands for approximate methods. In this work, we propose a new matrix approximation method which divides a matrix into blocks and represents each block by one or two numbers. The method allows efficient computation of matrix inverse and inverse square root. We apply our method to AdaGrad in training deep neural networks. Experiments show encouraging results compared to the diagonal approximation.
Introduction
Gradient-based optimization algorithms usually have the following update form,
where θ ∈ R d is the model parameters, η is a learning rate, G is a d × d non-singular matrix and f (·) is the loss function. If G is the identity matrix, (1) is the gradient descent method.
In practice, gradient descent often converges slowly and its performance depends critically on how f (θ) is parameterized. That is, if one chooses θ = g(ξ), then the behavior of θ ← θ − η∇ θ f (θ) can be significantly different from that of ξ ← ξ − η∇ ξ f (g(ξ)). (see an example in § 2).
1 Australian National University 2 Data61, CSIRO 3 Google DeepMind. Correspondence to: Yao Lu <yaolubrain@gmail.com>.
1
To accelerate gradient descent and deal better with the parameterization issue, one can resort to second order optimization methods, in which the second order derivative (Hessian) of f (·) or second order statistics of gradients is incorporated in G. In the Newton method, G is chosen as the Hessian matrix of f (·) according to
The Newton method approximates the loss function locally by a quadratic function, in which the Hessian matrix measures the curvature of the loss function. This in turn yields better descent directions than the ones obtained by solely considering the gradient directions. In fact, under mild conditions, the Newton method converges to a local minimum at a quadratic rate while gradient descent has a linear convergence rate (Nocedal & Wright, 2006) . Besides, the Newton method is invariant to affine re-parameterization (see the derivation in Appendix).
The concept of natural gradient (Amari, 1998) provides another perspective by conditioning gradient step on the KLdivergence variations induced by the model output distribution. That is, any given step in the natural gradient method produces an equal amount of variation in terms of the KLdivergence. It is shown that the method of natural gradient is invariant to the parameterization of the model (Pascanu & Bengio, 2014) . Approximating the KL-divergence variations by its second order Taylor series, one arrives at a form that looks like the Newton method, albeit with G becoming the Fisher information matrix
where p(x|θ) is the probabilistic model we try to optimize. It has been shown that the Fisher information matrix can be viewed as an approximated Hessian matrix (Martens, 2014) . Various studies suggest that natural gradient can have a better convergence rate than that of the gradient descent method (e.g., blind signal separation (Amari et al., 1996) , reinforcement learning (Peters & Schaal, 2008) and variational inference (Honkela et al., 2010) For stochastic optimization, the AdaGrad algorithm (Duchi et al., 2011) incorporates the previously computed gradients to guide its current descent direction. In AdaGrad, G is the matrix square root of an outer product matrix of gradient vectors
where g τ = ∇ θ f τ (θ τ ) is the gradient estimated from a mini-batch of data at step τ and t is the current step. The relationship between the matrix t τ =1 g τ g τ and the Hessian matrix is discussed in (Hazan et al., 2007) .
Despite their intriguing properties and fast convergence rates, the aforementioned second order optimization methods become overwhelming for high-dimensional θ. This is because construction and inversion of G have a time complexity of O(d 3 ). As such, various studies resort to approximation techniques when it comes to high-dimensional problems.
A simple, yet effective approximation is the diagonal approximation, where one only keeps the diagonal elements of G. A classic method is the Levenberg-Marquardt algorithm (Levenberg, 1944; Marquardt, 1963) which uses the diagonal approximation of the Hessian matrix. Its stochastic version for training neural networks is proposed in (Becker & LeCun, 1988) . The diagonal approximation of AdaGrad and its variants such as AdaDelta (Zeiler, 2012) , RMSprop (Tieleman & Hinton, 2012) and Adam (Kingma & Ba, 2015) have seen increasing popularity in training neural networks recently.
The diagonal approximation of G amounts to setting an individual learning rate for each parameter. This balances the scale of parameters and often accelerates the convergence. Nevertheless, one wonders whether disregarding the correlation between the parameters, as captured by the off-diagonal elements of G, has negative effects on the convergence speed. We will show that the answer to this question is a firm yes. A simple example is given in §2. Experiments in §7 also show the benefits of capturing off-diagonal elements of G.
As such, in this paper we propose a new matrix approximation technique. The main idea is to split G into smaller blocks and approximate each block by one or two numbers. This, in return, will enable us to approximate the inverse of G by inverting small matrices, drastically reducing the time complexity while benefiting from the off-diagonal elements of G. We incorporate our method into AdaGrad for training deep neural networks and empirically observe that the resulting algorithm outperforms AdaGrad with diagonal approximation in terms of the convergence speed. 
Parameter Dependency
To show how the dependency of parameters affects the speed of gradient descent, consider a simple quadratic minimization problem
where
The eigenvalues of Q are λ 1 = 1.8 and λ 2 = 0.2. The minimum is obtained at θ = 0. We note that the scale of θ 1 equals that of θ 2 . However, the gradient of θ 1 depends on the value of θ 2 and vice versa as
The gradient descent method, even with the optimal step size for each iteration, converges with a rate of (
with such a parameterization. However, with eigendecomposition UΛU = Q and reparameterization with
The gradient of ξ 1 is not dependent on ξ 2 anymore and vice versa. As a result, gradient descent with the optimal step size converges to the minimum solution in only one iteration (see Figure 1 for an illustration).
The take home message from this textbook example is that algorithms that exploit the dependency between the parameters can prevail over the ones that totally ignore such information.
Block Mean Approximation
We need the following definitions before introducing our proposed block mean approximation (BMA).
Notation. M ij denotes the (i, j)-th block of the matrix M. M ij mn denotes the (m, n)-th element of the matrix M ij .
Definition 1. For a diagonal matrix
its diagonal expansion matrix with partition vector s = (
where eachΛ ii is a diagonal matrix of size s i × s i with fixed diagonal elements of λ i .
Definition 2. For a matrix
its full expansion matrix with partition vector s = (
where each blockB ij is a matrix of constant value b ij and has s i number of rows.
The above definitions are illustrated in Figure 2 . Definition 3. The block mean approximation of a matrix M with the partition vector s is
whereΛ andB are the diagonal and full expansion matrices with partition vector s, respectively.
The block mean approximation, as illustrated in Figure 3 , allows one to efficiently store a big matrix as only Λ, B and a partition vector s need to be kept. Given a square matrix, its optimal block mean approximation under Frobenius norm is given by the following.
Proposition 1. The optimal block mean approximation of M with the partition vector s according to the Frobenius norm
is given by
Proposition 1 can be understood as follows. According to (34) and (35) The power of block mean approximation lies in the ease of computing its inverse and inverse square root matrices, as shown by the following theorems. All the proofs are relegated to the Appendix.
Theorem 1. For the positive definite matrixΛ +B, wherē Λ andB are the diagonal and full expansion of Λ and B with respect to the partition vector s,
whereD is the full expansion matrix with partition vector s of
where S = diag(s).
Theorem 2. For the positive definite matrixΛ +B, wherē Λ andB are the diagonal and full expansion of Λ and B with respect to the partition vector s,
The importance of the above theorems can be understood by noting that inverting
BMA for Neural Networks
As block mean approximation divides a matrix into L × L blocks, a natural question to ask is how much prior knowledge is needed to determine such a block structure? In training neural networks, we recommend to group the parameters in each layer (or even each unit) into a block such that G with block mean approximation represents the scale and dependency between layers (or units). This comes naturally as the output and gradient of each layer often depends on one another.
There are several work that use heuristics to set an individual learning rate for layers of a deep network (Singh et al., 2015; You et al., 2017; Abu-El-Haija, 2017) . Nevertheless, even with such heuristics, the dependency between parameters is ignored. In contrast, the BMA gives a principled way to set learning rates per layers in a deep network while capturing the dependency between layers.
In Figure 4 , we compute the empirical Fisher information matrix E x∼pdata [
] for a convolutional neural network (described in Table 1 ) and compare BMA with different block partitions. Even for the finest approximation in Figure 4 , only 45 × 45 matrices need to be constructed and inverted. 
Related Work
There are several generic matrix approximation techniques which have been applied to second order optimization methods. Aside from the diagonal approximation, block diagonal approximation has been applied to AdaGrad (Duchi et al., 2011) and the Gauss-Newton method (Botev et al., 2017) . Low rank approximation has been applied to natural gradient (Le Roux et al., 2008) and AdaGrad (Krummenacher et al., 2016) . Kronecker approximation (Martens & Grosse, 2015; Grosse & Martens, 2016) , sparse approximation (Grosse & Salakhutdinov, 2015) and quasi-diagonal approximation (Ollivier, 2015) have been applied to natural gradient.
We stress that the block mean approximation takes into account all the elements of G, while the diagonal and block diagonal approximations neglect most of the elements of G. Furthermore, the block mean approximation does not force any low-rank assumption, which cannot be guaranteed in general. For example, when G = σI for σ > 0, G has the singular values all equal to σ and thus does not have a low-rank structure. The other advantage of the BMA is its ease of implementation. The approximate matrix G does not need to be constructed explicitly in general. This is shown in § 6.
AdaGrad with BMA
For unconstrained stochastic optimization problems, the full version of AdaGrad (Duchi et al., 2011) has the following update rule,
t and H t = t τ =1 g τ g τ . We approximate the gradient outer product matrix in the following form
where Z t = diag(z t ) is a diagonal matrix and F t is a positive definite matrix. As AdaGrad requires the computation of H To derive the algorithm, we first define the following notations. √ g denotes elementwise square root of g. g + a denotes each element of g is added by scalar a.
Diagonal Approximation
If we set z t with elements
and F t = I, H t is reduced to diagonal approximation.
Block Mean Approximation
In order to capture the off-diagonal elements of H, we approximate F t with the block mean approximation proposed in §3. We set z t as in (23) and seek
With the block mean approximation, (22) can be interpreted as follows: Z t gives an individual learning rate of each parameter and F t captures the dependency between the groups of parameters.
To realize block mean approximation, we partition the parameters into L groups. z ← √ r +
10:
for i = 1 to L do 11:
:
end for 14:
Compute D according to (27) 16:
for i = 1 to L do 18:
end for 20:
θ ← θ − ηg 22: end for
. Define u t and v t with
respectively. Let
t , we chooseΛ andB to be the expansion matrices of Λ and B
where the division is elementwise. Based on Theorem 2, the inverse square root is I +D whereD is the expansion matrix of
The inverse square root in (27) can be computed as follows. Let RVR be the eigendecomposition of a matrix, then its inverse square root is RV 
Experiments
We evaluate AdaGrad-BMA in training convolutional neural networks, against the full version of AdaGrad (AdaGradfull) and AdaGrad with diagonal approximation (AdaGraddiag). For AdaGrad-BMA, we group the weights and the bias parameters separately for each layer. For a model of l convolution or fully connected layers, we partition G into L × L blocks with BMA where L = 2l.
The experiments are done on two standard datasets MNIST and CIFAR-10. We use two simple models: small and large, as described in Table 1 and 2. We choose the architecture of the small model to ensure that AdaGrad-full is applicable. For the large model, AdaGrad-full is too computationally expensive to use. Each convolution layer has kernel size 3 × 3, stride 1 and zero-padding 1. Each convolution layer is followed by a hyperbolic tangent activation function. The number of parameters of each model is listed in Table 3 . As MNIST and CIFAR-10 have different input image size, the fully connected layer in each model has different size of inputs, therefore resulting in different number of parameters.
For each algorithm on each dataset, we tried learning rates η ∈ {1, 10 −1 , 10 −2 , 10 −3 , 10 −4 } and report the best performance achieved by the algorithm on the dataset.
The results are shown in Figure 5 , from which we can see AdaGrad-BMA outperforms AdaGrad-diag and achieves similar speed of convergence to AdaGrad-full. The comparison of runtime of each iteration on MNIST is shown in Table 4 . Although AdaGrad-BMA has longer runtime than AdaGrad-diag for each iteration, in practice one can update G −1 for every several steps to amortize the cost.
The code for the experiments is included in the supplementary materials. 
Test Error
AdaGrad-diag AdaGrad-BMA (h) CIFAR-10, large model Figure 5 . Performance of AdaGrad and its approximations on two standard datasets.
Discussions
In this paper, we propose a new matrix approximation method which allows efficient storage and computation of matrix inverse and inverse square root. The method is applied to AdaGrad and achieves promising results.
In the numerical linear algebra literature, there are two work relevant but different from ours. (Chow & Saad, 1997) proposed an approximate inverse technique which generates sparse solutions for block partitioned matrices. However, in our method the exact inverse of the block mean approximation matrix can be computed, as proved in Theorem 1 and 2. Our method does not assume sparse solutions either. (Guillaume et al., 2003) proposed an approximate inverse technique which incorporates block constant structure in the preconditioning matrix. This is different from ours as in our method the block constant structure is incorporated the approximated matrix and its inverse and the analytic solution of the inverse is explicitly given.
Second order optimization methods for training neural networks have many theoretical appeals, as discussed in this paper and reviewed in (Shepherd, 2012; Martens, 2016) . We hope our method makes one more step towards their practical implementation. Proposition 1. The optimal block mean approximation of M with the partition vector s according to the Frobenius norm
Proof.
, the off-diagonal elements of M ii are minimized under the Frobenius norm. And since
ii are also minimized.
Theorem 1. For positive definite matrixΛ +B, whereΛ is the diagonal expansion matrix of Λ andB is the full expansion matrix of B, both of which have the same partition vector s,
Proof. First we prove (Λ +B)(Λ −1 +D) = I.
(39) follows from the Kailath variant of Woodbury identity.
(40) follows from ΛS = SΛ since S and Λ are both diagonal. Multiply both sides of (41) by Λ + BS, after some manipulation, we have
SinceΛ,B andD are the expansion matrices with partition vector s of Λ, B and D, respectively, we have equivalentlȳ
Second, we prove (Λ −1 +D)(Λ +B) = I.
Therefore
Lemma 1. For positive definite matrixΛ +B, whereΛ is the diagonal expansion matrix of Λ andB is the full expansion matrix of B, both of which have the same partition vector s, (Λ +B) 
where S = diag(s). 
Expanding the square, 
