We study non-linear surjective mappings on subsets of M n (F), which preserve the zeros of some fixed polynomials in noncommuting variables.
Introduction
The theory of transformations preserving different properties and invariants dates back to the works by Frobenius, [21] , Schur, [34] , and Dieudonné, [19] , and is an intensively developing part of algebra nowadays. A characterization of maps preserving zeros of polynomials plays a central role in this area. The most known results of this type were devoted to the characterization of linear maps on matrix algebras, preserving the following polynomials: p(x) = x k , which correspond to nilpotent matrices, see [8] ,
The authors of [14] have conjectured that if the size of matrices, n, is big enough comparing with the number of variables, k, and Φ is linear and bijective, then Φ is a sum of a scalar multiple of Jordan homomorphism and a transformation that maps into the center of algebra.
The present paper is devoted to the solution of the above mentioned problem for certain sufficiently large classes of polynomials of a general type. Several remarks are in order. Firstly, our results are non-linear in nature, we even do not assume additivity of a transformation under consideration in advance. Secondly, the transformation is not necessary required to be invertible and we only assume that it is surjective. In addition we found some conditions which replace the surjectivity assumption and also provide the examples showing that the assumptions on the transformations, we have posed, are indispensable. Moreover, the developed technique is characteristic free and allows us to work without restrictions on the number of variables of a polynomial. This is done by the exclusion of polynomials which do not provide sufficient restrictions on the transformation to be classified. For example, this is the case with polynomial identities of M n (F). Say, the polynomial p(x 1 , . . . , x 2n ) := σ∈S 2n sign(σ)x σ(1) · · · x σ(2n) is an identity on M n (F) by the famous Amitsur-Levitzki's theorem, see [2] . This polynomial vanishes on the whole matrix algebra and therefore it gives no condition on Φ. Therefore we divide our considerations in two parts. Firstly we consider the generic case, where the sum of coefficients of a multilinear polynomial p is non-zero, and thus p can not be an identity in M n (F). Then we investigate the derogatory case, where the sum of coefficients of p is zero and polynomial identities may appear.
Throughout, n ≥ 3 will be an integer and M n (F) will be the algebra of n × n-matrices over an arbitrary field F. Let E ij be its standard basis. Let GL n (F) ⊂ M n (F) denote the group of invertible matrices, with identity Id. Let I 1 ⊆ M n (F) be the set of all rank-one idempotents. Given a field homomorphism ϕ : F → F (i.e., an additive and multiplicative function on F), we let X ϕ be a matrix, obtained from X by applying ϕ entry-wise. In addition, let X tr be the transposed matrix of X. Matrices P, Q ∈ M n (F) are called orthogonal to each other if P Q = QP = 0.
Lastly, let S k be the set of all permutations of the set {1, . . . , k}. The set of all such k-tuples will be denoted by S p ⊆ M n (F) × · · · × M n (F). Our paper is organized as follows.
In Section 2 we study the mappings between certain matrix subspaces, including the map from the whole matrix algebra to itself, which strongly preserve zeros of homogeneous multilinear polynomials with nonzero sum of coefficients.
In Section 3 we study the transformations that map zeros of a homogeneous multilinear polynomials of arbitrary many variables with zero sum of coefficients to zeros of another such polynomial. To avoid the obstructions which come from the polynomial identities of matrix algebra, it is necessary to restrict the set of permutations. The general problem is then reduced to the already well-studied commutativity preservers, see [33, 20, 9, 30, 6] for their characterization. We remark that some ideas that we are using in this section came from our recent paper [1] .
Section 4 contains a number of examples showing that our assumption are indispensable without posing some additional conditions on Φ or on p(x 1 , . . . , x k ).
Polynomials with non-vanishing sums of coefficients
In the present section we investigate surjective mappings on certain matrix subspaces, in particular on the whole matrix space, that strongly preserve zeros of a polynomial with non-vanishing sum of coefficients.
We also refer to Chan, Li, and Sze [13] , where the zeros of a polynomial p(x, y) := xy were considered, and, similarly to our results below, the nice structure was obtained solely on matrices of rank-one. We will show in the last section that in a way our results cannot be further improved, without imposing additional hypothesis, say additivity of Φ.
However, if Φ strongly preserves the zeros of a polynomial with at least three variables, then we were able to deduce a structural result holding for all matrices from the defining set of Φ.
We now list the main results of the present section. Let D 1 ⊆ M n (F) and D 2 ⊆ M n (F) be subsets that contain all matrices of rank-one and all idempotents of rank n−1. Also in this section we assume that a homogeneous multilinear polynomial
The most general form of the main result of this section is the following: When char F = 2, and the dimension of matrices is n ≥ 4, and the polynomial has at least three variables we have a nice structural result holding for all matrices from the defining set D 1 of Φ. In particular, for all matrices if D 1 = M n (F). We merely add scalar matrices to conclusions (i) and (ii) of Theorem 2.1:
Under the assumptions of Theorem 2.1, assume further char F = 2, and n ≥ 4, and k ≥ 3. Then,
The situation is completely different when k = 2, see Example 4.3 below. However, if p(x, y) := xy + yx is a polynomial of Jordan multiplication we can still get the characterization for some special matrices A ∈ D 1 . Corollary 2.4. Under the assumptions of Theorem 2.1, assume further p(x, y) := xy + yx and char F = 2. Then, the conclusions (i) and (ii) also hold for diagonalizable A ∈ D 1 , with the spectrum, Sp(A) = {λ, −λ}.
Moreover, we may remove the surjectively assumption from the Theorem 2.1, at least for some polynomials: 
is invertible. Then, the conclusions (i) and (ii) remain valid, with the exception that a field homomorphism ϕ : F → F might be nonsurjective.
The proof of Theorem 2.1
We first rewrite p. Namely, its coefficients satisfy
and since the left-hand side is nonzero, so must be at least one of the summands on the right. Say, 0 = σ(ı 0 )=1 α σ . By dividing p we may assume
Moreover, we may also assume ı 0 = 1. Otherwise we would regard the polynomial p
, . . . , x τ (k) ) for permutation τ := (1, ı 0 ). Obviously, Φ would still strongly preserve the zeros of p ′ . We can now rewrite p into the form
where σ(1)=1 α σ = 1, and where ξ :
In the sequel, we will always use the equivalent form (2) of polynomial p.
It will be beneficial for our further considerations to associate with each matrix A the two sets: Ω •A and Ω A•A , defined via the polynomial p by
in the last equation, X is at the  0 position. Note that
and Ω A•A are both vector subspaces of M n (F). Moreover, we can rewrite the condition X ∈ Ω •A , respectively, X ∈ Ω A•A , as
respectively,
In particular, Ω •A equals the null space of the elementary operator
We proceed with a series of lemmas. The first lemma allows us to compute the spectrum of elementary operators, in particular, of the operators T •A and T A•A . We present the easy proof for the sake of convenience. Lemma 2.6. Let F be an arbitrary field. Let L ∈ M m (F) and M ∈ M n (F) be matrices with Sp(L) = {λ} and Sp(M) = {µ}. Then, the spectrum of elementary operator 
tr , as well asL t−k are both upper-triangular matrices, with µ k , respectively, λ t−k on the diagonal. Hence, their tensor product remains upper-triangular, with
This number is, hence, the only eigenvalue of T L,M .
We remark that over the field of complex numbers this fact follows from the results of Lumer and Rosenblum [29] and Curto [18] , where it was proven in a different way for linear operators on Hilbert spaces, possibly infinite dimensional. We also remark that in the case T •A = A k−1 X + XA k−1 a short proof of the corresponding result for Hilbert spaces is presented by Bhatia and Rosenthal in [7, p. 2] and some further properties of the spectrum can be found in [18] , some additional properties of T •A are investigated by Chuai and Tian in [17] .
Lemma 2.7. Let µ, ν, µ ′ , ν ′ ∈ F be scalars, and let 1 + µ + ν = 0. If
Proof. Postmultiply the equation P X + µ P XP + νXP = 0 with P and subtract. We derive P X = P XP . Likewise P XP = XP , from the second equation. Using P X = P XP = XP again in the first equation, we get (1 + µ + ν)P XP = 0, so XP = P XP = P X = 0. Proof. We prove only the nontrivial implication. Indeed, substituting X := E ii we have
. . , n. Premultiply with idempotent E ii , and compare the two equations. We get
We may sum-up these n equations to get 0 = A Id +(αA Id +β k Id A) 
Proof. Pick a similarity S such that N 1 = SE 12 S −1 . Then, the rank-one idempotents P 3 := SE 33 S −1 , . . . , P n := SE nn S −1 , and
for i = 3, . . . , (n + 1). Using the equivalent expressions (5)- (6), we can easily rewrite this into 
where X • • P := XP +βP XP +β k P X, and where
By Lemma 2.7, the above equations imply orthogonality between the nilpotent (S −1 ) ϕ N 2 S ϕ and idempotents E 33 , . . . , E nn , (E n2 + E nn ). More precisely, the first (n − 2) equalities give that (S −1 ) ϕ N 2 S ϕ can be nonzero only in the upper-left 2 × 2 block, while the last one further yields ( 
Proof. Similar to Lemma 2.10.
We next characterize scalar multiples of rank-one idempotents in terms of Ω •A ∩ Ω A•A , i.e., in terms of the zeros of polynomial p. This is a chief Lemma in the proof of Theorem 2.1. 
Proof. Obviously, the listed three possibilities are exclusive. It, hence, remains to see that at least one of them does occur. We will rely on the fact that X ∈ Ω •A ∩ Ω A•A is equivalent to Eq. (5) and Eq. (6), simultaneously. Now, with the help of similarity we may assume A = C n 1 (λ 1 ) ⊕ · · · ⊕ C nr (λ r ) is already in its Jordan block-diagonal form, where λ 1 , . . . , λ r are pairwise distinct eigenvalues of A, and an n i × n i matrix C n i (λ i ) is a sum of all Jordan blocks that correspond to eigenvalue λ i . We may decompose X = X ij 1≤i,j,≤r accordingly. Then,
. . , n, are also block-diagonal, so the (i, j)-th block of Eqs. (5)- (6) read
In view of Lemma 2.6 we consequently introduce two polynomials
as well as its counterpart
and proceed in five steps:
Step 1. Assume first that for no pair (
In this case, we note that the left-hand sides of each of the Eqs. (7)-(8) define an elementary operator. Therefore, Lemma 2.6, with L := C n i (λ i ) and M := C n j (λ j ) implies that their spectra are equal to {p •A (λ i , λ j )}, and {p A•A (λ i , λ j )}, respectively. At least one does not contain zero, and therefore, the corresponding elementary operator is invertible. The corresponding equation, on the other hand, implies that X ij = 0. Hence, all blocks of X are zero. This clearly demonstrates Ω •A ∩ Ω A•A = {0}, and we have condition (i) satisfied.
Step 2.
Here we consider the matrix X with all, but the (1, 2)-th, blocks zero. Then, by Eq. (7), all blocks of p(X, A, . . . , A), but the (1, 2)-th, are also zero. On the other hand, its (1, 2) block equals to
Now, write C n 1 (λ 1 ) = λ 1 Id n 1 +N 1 and C n 2 (λ 2 ) = λ 2 Id n 2 +N 2 , for some upper-triangular nilpotents N 1 , N 2 . Next, consider an n 1 × n 2 matrixX 12 , with all entries, but the upper-right one, equal to zero. It is easy to see that X 12 N 2 = 0 = N 1X12 , which in turn, implies that the right side of the above equation simplifies intoX 12 λ
Consequently, if a blockmatrix X ∈ M n (F) has its (1, 2)-th block equal toX 12 while the other blocks are zero then it is a rank-one nilpotent, and p(X, A, . . . , A) = 0. Similarly, by Eq. (8), we also infer p(A, . . . , A, X  0 , A, . . . , A) = 0. Therefore, such X ∈ Ω •A ∩ Ω A•A , which guaranties the condition (ii).
Step 3. Suppose we are not under the conditions of Step 2. We, thus, consider the case
We now consider two options, regarding the dimension of the corresponding block C n i (λ i ) = C n i (0).
Step 4. Suppose λ i = 0 and the corresponding block C n i (λ i ) has dimension n i ≥ 2. For simplicity, assume i = 1, so λ 1 = 0. Now, the first block of p(X, A, . . . , A) equals
Similarly, we can also show that E 1n 1 ∈ Ω A•A and we are in the condition (ii) again.
Step 5. Finally, suppose we are not under the conditions of Step 2 and there exists i such that λ i = 0 with the corresponding block C n i (λ i ) = C n i (0) of dimension n i = 1. Again, for simplicity i = 1, so that A = 0 ⊕ C,
It is straightforward to see that
Retaining the block structure of X, the Eqs. (7)- (8) simplify for the blocks in the first row/column into
. . , r, and since ξ  0 k = 0, we get X 1j = 0 = X j1 whenever j ≥ 2.
Consider also the block X st for s, t ≥ 2. Now, if s = t, it is impossible to have simultaneously p •A (λ s , λ t ) = 0 = p A•A (λ s , λ t ), by conditions of Step 2. This remains true if s = t ≥ 2, for otherwise p •A (λ s , λ s ) = 0, which would wrongly imply λ s = 0. Then, however, we may copy the arguments from
Step 1 to deduce X st = 0. Therefore, the only possible nonzero block of X is X 11 , and so X = αE 11 for some scalar α. Therefore, Ω •A ∩ Ω A•A = FE 11 . This gives the case (iii) with P = E 11 .
Recall that I 1 is the set of rank-one idempotents in M n (F).
Corollary 2.13. Let conditions of Theorem 2.1 be satisfied. Then
(ii) If Φ(X) ∈ I 1 then X = αY for certain α ∈ F \ {0} and Y ∈ I 1 .
Proof.
Step 1. Pick a rank-one idempotent P . Then, A := Id −P is an idempotent of rank (n−1). Thus, A ∈ D 1 . The direct calculations show that
consists precisely of those matrices X which satisfy
By Lemma 2.7, X is orthogonal to idempotent A = Id −P . Hence, X = λP , and so,
Step 2. Since Φ preserves zeros of p, the first step implies Φ(P )
either is equal to a scalar multiple of an idempotent or contains a rank-one nilpotent. We assume erroneously the later, i.e., that there exists a rank-one nilpotent
. By the surjectivity of Φ it follows that Y = Φ(X) for some X ∈ D 1 . Since Φ preserves zeros of p strongly we have
By Corollary 2.9, X = 0. On the other hand, Y 2 = 0 since Y is a nilpotent of rank-one. Hence, p(Y, . . . , Y ) = 0, so also 0 = p(X, . . . , X) = (1 + ξ)X k . This is clearly a contradiction since X ∈ FP . Hence,
for some rank-one idempotent Q. This proves (i).
Step 3. Conversely, if Φ(X) is an idempotent of rank-one, then F Φ(X) = Ω •B ∩Ω B•B for B := Id −Φ(X) ∈ D 2 . Since Φ is surjective and preserves zeros of p strongly, we can prove that X ∈ F P for some rank-one idempotent P in a similar way, as in the proof of Item (i). We are ready now to prove the main result.
Proof of Theorem 2.1. We proceed in several steps.
Step 1. The transformationΦ preserves orthogonality among rank-one idempotents.
Indeed, suppose P, Q are two orthogonal rank-one idempotents. Then Q ∈ Ω •P ∩ Ω P •P . Therefore,Φ(Q) ∈ Ω •Φ(P ) ∩ ΩΦ (P )•Φ(P ) , so that XΦ(P ) + βΦ(P )XΦ(P ) + β kΦ (P )X = 0 =Φ(P )X +βΦ(P )XΦ(P ) +β 1 XΦ(P ) for X :=Φ(Q). The orthogonality between X =Φ(Q) andΦ(P ) now follows from Lemma 2.7.
Step 2. Let us show thatΦ is injective transformation on the set of rank-one idempotents.
We assume erroneously thatΦ(P 1 ) =Φ(P 2
Indeed, we choose any nonzero y with f On the other hand, if f 1 , f 2 are independent, we can similarly find Q with p(P 1 , Q, . . . , Q) = 0, but p(P 2 , Q, . . . , Q) = 0. As before, this leads to a contradiction. Indeed,Φ(P 1 ) =Φ(P 2 ).
Step 3. Now we can characterize the action ofΦ on the set of rank-one idempotents.
Injective mappings on rank-one idempotents, which preserve orthogonality are classified inŠemrl [33, Theorem 2.3] (this result is stated only for F = C, but it was already remarked by the author that the proofs are valid for any algebraically closed field ). It follows that there exists a field homomorphism ϕ : F → F, and invertible matrix T such that eitherΦ(P ) = T P ϕ T
−1
for every rank-one idempotent P , or elseΦ(P ) = T (P ϕ ) tr T −1 for every rankone idempotent P .
Step 4. Field homomorphism ϕ is surjective. It suffices to see that the restriction ofΦ on the set of rank-one idempotents,Φ| I 1 : I 1 → I 1 , is surjective. Let us take any F ∈ I 1 . By Remark 2.14, I
1 ⊆ ImΦ, thus F =Φ(X) for certain X ∈ D 1 . Corollary 2.13 shows that X = λP for some P ∈ I 1 . Now, choose pairwise orthogonal P 2 , . . . , P n ∈ I 1 that are also orthogonal to P . Clearly, (λP )
. As in Step 1 we derive that F =Φ(λP ) is orthogonal toΦ(P 2 ), . . . ,Φ(P n ). On the other hand, however,Φ(P ),Φ(P 2 ), . . . ,Φ(P n ) are n pairwise orthogonal rank-one idempotents as well. This is possible only whenΦ(P ) = F , and the result follows.
Step 5. The conclusion of Theorem 2.1 is valid for all non-nilpotent rank-one matrices.
Similar to Step 4 it can be shown thatΦ(λP ) ∈ FΦ(P ) for any P ∈ I 1 , i.e., there exists a transformation δ ′ :
Step 6.Φ preserves the set of rank-one nilpotents.
To see this, we choose any rank-one nilpotent N. Using similarity, we may assume N = E 12 . Then, we can find n − 2 pairwise orthogonal rankone idempotents E 33 , . . . , E nn that are also orthogonal to N. Clearly,
Using similarity in the image space, we may assumeΦ(E ii ) = E ii . Thus, we haveΦ(N) ∈ Ω •E ii ∩ Ω E ii •E ii for i = 3, . . . , n. As in Step 1 we derive that idempotents E ii are orthogonal onΦ(N) for i = 3, . . . , n. Consequently,Φ(N) could be nonzero only at the upper left 2 × 2 block. On the other hand, p(N, . . . , N) = (1 + ξ)N k = 0. Thus also 0 = 1/(1 + ξ)p(Φ(N), . . . ,Φ(N)), i.e.,Φ(N) k = 0. Hence,Φ(N) is a nonzero nilpotent and all its non-zero elements are concentrated in the 2 × 2 upper-left block. ThusΦ(N) is a nilpotent of rank-one.
Step 7. The end of the proof. Finally, consider the redefinedΦ :
(A)T . By Step 3 either Φ(P ) ≡ P ϕ for rank-one idempotents P , or elseΦ(P ) ≡ (P ϕ ) tr for rank-one idempotents P . Hence, applying Lemma 2.10 (respectively, Lemma 2.11) to rank-one nilpotents N 1 := N and N 2 :=Φ(N) we obtainΦ(N) = δ
Obviously, this holds for any rank-one nilpotent N.
Proof of Corollaries
It will be beneficial to regard F n as the space of matrices of dimension nby-1, i.e., column vectors. Thus, any rank-one matrix A ∈ M n (F) can be written as A = xf tr for suitably chosen x, f ∈ F n . Its trace then equals Tr A = f tr x. Now, to prove Corollary 2.3, we will rely on the folowing result due to Brešar andŠemrl [12, Thm. 2.4], which we state slightly changed, recasting it into our framework: Lemma 2.15. Let F be an infinite field with char F = 2, and let R 1 , R 2 , R 3 ∈ M n (F) be three matrices. Then (i) implies (ii) below.
(i) The vectors R 1 u, R 2 u, and R 3 u are linearly dependent for every u ∈ F n .
(ii) Either R 1 , R 2 , R 3 are linearly dependent, or there exist v, w, z ∈ F n such that Im R i ⊆ Lin F {v, w, z} for i = 1, 2, 3, or there exists a rank-
With its help, the following generalization of Lemma 2.10 can be proven:
Lemma 2.16. Let n ≥ 4 be an integer, let A, B ∈ M n (F) be nonzero matrices, let ϕ : F → F be a nonzero field homomorphism, and let α, β ∈ F.
Assume that the following condition (i) is satisfied:
(i) NAP + αP AN = 0 ⇐⇒ 0 = N ϕ BP ϕ + βP ϕ BN ϕ holds for every rankone idempotent P and every rank-one matrix N with P N = 0 = NP .
Then there exists γ, µ ∈ F such that B = γA ϕ + µ Id.
Proof. Pick any nonzero vector x ∈ F n and assume erroneously that the vector b := Bx ϕ ∈ Lin F {A ϕ x ϕ , x ϕ }. Denote a := Ax, and let f 1 , . . . , f l be a basis of {a, x} ⊥ := {f ∈ F n ; f tr a = 0 = f tr x} (here, l = n − 2 or n − 1 if x and a are linear independent or not, correspondingly). Since the rank of a matrix equals the maximal size of its nonzero minors, the vectors f ϕ 1 , . . . , f ϕ l are also linearly independent. Hence, they form a basis of {a
tr b = 0 for at least one j. Consequently, there exists f = f j such that f tr x = 0 = f tr Ax, and (f ϕ ) tr Bx ϕ = 0.
Since n > 2 we can find y such that x ∈ Lin F {y, Ay}.
Indeed, write F n = Lin F {x} ⊕ M. If Ker(A| M ) = 0, then any nonzero y ∈ Ker(A| M ) satisfies Eq. (9) . Assume now that Ker(A| M ) = 0 and x ∈ Lin F {y, Ay} for each y ∈ M. Then A| M y = λ y x + µ y y. Since x / ∈ M, we could deduce that λ y is a linear functional, on the space M with dim M ≥ 2. Hence, λ y = 0 for at least one nonzero y = y 0 ∈ M. For this y 0 we have Ay 0 = µ y 0 y 0 and then Lin F {y 0 , Ay 0 } = Fy 0 . However, x / ∈ Fy 0 ⊂ M -a contradiction. Now, by (9), we may choose a vector g with g tr y = 0 = g tr Ay, but g tr x = 1. Then, P := xg tr is an idempotent of rank-one, and N := yf tr is a matrix of rank-one, and we have P N = 0 = NP . Moreover, NAP +αP AN = (f tr Ax) yg tr + α(g tr Ay) xf tr = 0 + α · 0 = 0. Consequently, the condition (i) implies
However, the first summand on the right is nonzero. Hence, the right side is nonzero, since y ϕ (g ϕ ) tr and x ϕ (f ϕ ) tr are linearly independent matrices (namely, (g ϕ ) tr x ϕ = 1, while (f ϕ ) tr x ϕ = 0). This contradiction establishes that
By Eq. (10), the vectors Bx ϕ , x ϕ , A ϕ x ϕ are always F-linearly dependent. Let us show that even more is true: indeed the matrices B, Id, A ϕ are locally linearly dependent, i.e., for any z ∈ F n the vectors Bz, z, A ϕ z are linearly dependent. To demonstrate this, we consider a matrix Ξ(z) := [Bz, z, A ϕ z] with three columns. By Eq. (10), if z = x ϕ for a certain x ∈ F n , then all its 3-by-3 minors must vanish.
Consider any such minor. It is a polynomial q(z 1 , . . . , z n ) ∈ F[z 1 , . . . , z n ], where z = [z 1 , . . . , z n ] tr . By Eq. (10) this polynomial vanishes identically whenever the variables take the values from a subfield O := ϕ(F) ⊆ F, i.e., for any values α 1 , . . . , α n ∈ O it holds that q(α 1 , . . . , α n ) = 0. Now, being algebraically closed, F and hence also O = ϕ(F) have infinitely many elements. It is easy to see then that then, q is a zero polynomial. For the sake of completeness we sketch the proof here. We will write q in the form q(z 1 , . . . , z n ) = a n (z 1 , . . . , z n−1 )z n n + · · · + a 1 (z 1 , . . . , z n−1 )z n + a 0 (z 1 , . . . , z n−1 ).
By the assumptions, this vanishes whenever z 1 , . . . , z n ∈ O. Now, at each fixed z 1 , . . . , z n−1 ∈ O, this is a polynomial in only one variable, z n . However, it is zero for infinitely many values of z n ∈ O. Hence, x → q(z 1 , . . . , z n−1 , x) is a zero polynomial for each fixed (z 1 , . . . , z n−1 ) ∈ O n−1 . That is, all its coefficients, a i (z 1 , . . . , z n−1 ) are zero for any (z 1 , . . . , z n−1 ) ∈ O n−1 . It remains to show that a i (z 1 , . . . , z n−1 ) are identically zero, not only for any choice of z 1 , . . . , z n−1 ∈ O, but also for any choice of z 1 , . . . , z n−1 ∈ F. Now, we may repeat the aforesaid procedure with each a i (z 1 , . . . , z n−1 ): Write it as
and argue as before to deduce that b j (z 1 , . . . , z n−2 ) vanishes for any choice of z 1 , . . . , z n−2 ∈ O. Continuing in this way we obtain at the end certain polynomials c l (z 1 ) ∈ F[z 1 ] which are zero for any value z 1 ∈ O. It follows that c l (z 1 ) is zero for infinitely many values of z 1 , i.e., that c l (z 1 ) is a zero polynomial. By the backward induction, we get that all coefficients a i (z 1 , . . . , z n−1 ) are zero, i.e., that q is indeed a zero polynomial.
Therefore, q(z 1 , . . . , z n ) = 0 holds for any z 1 , . . . , z n ∈ F. We repeat this with all 3-by-3 minors to deduce that rk Ξ(z) ≤ 2 for any z ∈ F n , as claimed.
Consequently, (R 1 , R 2 , R 3 ) := (B, Id, A ϕ ) are locally linearly dependent. We can now invoke Brešar andŠemrl's theorem, see Lemma 2.15 in this text. Since R 2 = Id and dim(Im(Id)) = n 3, the only three possibilities left to consider are (a)
for some rank-one idempotent Q. Under (a), B must also be a scalar, in view of Eq. 
) Hence, w, u are independent, so we can choose h with h tr u = 0 and h tr w := 1. Lastly, choose nonzero s ∈ {h} ⊥ . We now form N 1 := sv tr and P 1 := wh tr . By its choice, w ∈ {v, v A } ⊥ so it follows P 1 N 1 = 0 = N 1 P 1 , and P 
This contradiction finally establishes linear dependence between v ϕ A and v B .
Proof of Corollary 2.3. Obviously, Φ satisfies the hypothesis of Theorem 2.1, hence also its conclusion. That is, (i) and (ii) hold for rank-one matrices. Now, we may replace Φ by a mapping X → 1 γ(X) T −1 Φ(X)T to achieve that either Φ(X) ≡ X ϕ holds for all rank-one matrices, or else Φ(X) ≡ (X ϕ ) tr holds for all rank-one matrices. It remains to see that, modulo scalar multiplication and scalar addition, same holds for A ∈ D 1 of rank ≥ 2.
Assume first Φ(X) ≡ X ϕ for all X of rank-one, and let A ∈ D 1 be of rank ≥ 2. Now, by definition, our polynomials satisfy σ(1)=1 α σ = 1. Note that 1 =
so at least one summand on the right is nonzero. Say, τ :=
Having found j ′ 0 , we next pick any rank-one idempotent P , and any rank-one matrix N with P N = 0 = NP . Consider now p(N, P, . . . , P, A j ′ 0 , P, . . . , P ) with matrix A at the position j ′ 0 . An easy argument reveals that
Similarly, the value of p(Φ(N), Φ(P ), . . . ,
Assume lastly Φ(X) ≡ (X ϕ ) tr for all X of rank-one. Pick rank-one N, P , with P 2 = P and P N = 0 = NP . Also, pick any A ∈ D 1 and let B := Φ(A). We deduce, similarly as before, that
Choose (N, A, P ) := (E 22 , E 12 , E 11 ). Then, P N = 0 = NP and B := Φ(A) = (E ϕ 12 ) tr = E 21 . On one hand, this gives NAP + αP AN = α E 12 , and, on the other, (
Consequently, the equivalence (11) reads 0 = αE 12 ⇐⇒ 0 = E 21 , and so α = 0.
We may now rewrite equivalence (11) into
The right side is further equivalent to 0 = N ϕ B tr
Proof of Corollary 2.4. Assumption char F = 2 ensures p(x, y) := xy + yx is a polynomial with nonvanishing sum of coefficients. Since both mappings X → X ϕ and X → X tr preserve the zeros of p(x, y), we may replace Φ by a mapping X →
to achieve that Φ leaves fixed all rank-one matrices. It remains to see that Φ(A) = γ(A)A holds also for diagonalizable matrices A with the spectrum {λ, −λ}. In view of Corollary 2.9 we may assume further A = 0.
Using a similarity S, we may write A = S λ Id n 1 ⊕(−λ) Id n 2 S −1 . It is easy to see that
where K, L are arbitrary matrices of an appropriate size. Now, since Φ fixes rankone matrices, we have, by the defining equation (1), XΦ(A) + Φ(A)X = 0 at least for each rank-one
Obviously, the set Ω Φ(A) of all matrices X with XΦ(A) + Φ(A)X = 0 is a vector subspace of M n (F), so actually
We now write Φ(A) = S [ U V W Z ] S −1 , and solve the identity
Straightforward calculations give V = 0 = W , and
Proof of Corollary 2.5. We first prove that Φ maps rank-one idempotents into scalar multiples of rank-one idempotents, and preserves their orthogonality. Indeed, let P 1 , . . . , P n be the set of n pairwise orthogonal rank-one idempotents. Clearly then, p(P i , P j , . . . , P j ) = 0 = p(P j , P i , P j , . . . , P j ) = · · · = p(P j , . . . , P j , P i ) for all i = j. This implies a similar set of equations on their Φ-images A i := Φ(P i ) and A j := Φ(P j ). We write them explicitly: 
These may be regarded as a system of k homogeneous linear equations in 'variables' A 
Moreover, p(P i , . . . , P i ) = (1 + ξ)P
We can now follow the arguments from [13, Lemma 2.2] of Chan, Li, and Sze: Firstly, we claim that rk (A i ) = 1 for any i. Suppose on a contrary that, say, rk (A 1 ) ≥ 2. Then, dim Ker(A 1 ) < n − 1 and we deduce from (12) 
Thus, Φ maps orthogonal idempotents of rank-one into scalar multiples of orthogonal idempotents of rank-one. We now redefine Φ as in Remark 2.14. The rest -with the sole exception of Step 4 -follows directly the proof of Theorem 2.1.
3
Polynomials with vanishing sums of coefficients (i) There exists t ∈ {1, . . . , k} such that each σ ∈ Ξ fixes the first t − 1 elements, but σ(t) = t (note that t < k, otherwise, σ would have to be identical permutation).
(ii) There exist integers w, u, v ∈ {1, . . . , k}, u < v, such that σ(w) = v and σ(w + 1) = u for each σ ∈ Ξ.
Note that in particular, σ(w + 1) < σ(w) for each σ ∈ Ξ.
Example 3.2. We give two examples of admissible sets which are the most visualizing on one hand and which show that there are many admissible sets among the subsets of S k on the other hand.
• Ξ := {σ} is admissible subset whenever σ is nonidentical.
• An admissible subset is also the subset of all permutations from S k that swap 1 and 2 (take t := 1 =: w, u := 1, v := 2 in Definition 3.1).
It is not hard to see that the cardinality of an admissible set, with t = 1, i.e., which fixes no initial elements, is either (k − 2)! or (k − 2)! − (k − 3)!, depending on choosing w and u, v.
The main result of the present section is the following theorem. In contrast to the Theorem 2.1 we do not assume that F is algebraically closed, and Φ is a strong preserver in this section. Theorem 3.3. Let F be an arbitrary field with more than 2 elements, let n ≥ 3, k ≥ 2 be integers, and let Ξ ⊂ S k be a fixed admissible subset of permutations. Suppose that two given homogeneous multilinear polynomials The corollary below shows that the injectivity assumption on Φ can be substituted by the requirement that Φ maps the zeros of p 1 into the zeros of p 2 strongly. 
Here, γ ∈ F, φ : F → F is a ring automorphism, and f : M n (F) → F an additive function; see Brešar [9] , Petek [30] , and Beidar and Lin [6] .
We refer to the works byŠemrl [33] and Fošner [20] for a bijective, possibly non-additive mappings, that strongly preserve commutativity. At least on the subset of M n (C), consisting of those matrices whose Jordan structure has only the cells of dimension at most two, they are of the form 
The proof of Theorem 3.3
The proof will be given in a series of Lemmas.
We first recall some known results about rational forms for matrices over an arbitrary field F. 
If f (x) = x + a 0 is of degree one we let C(f ) := −a 0 be the 1-by-1 matrix, i.e., a scalar.
The following lemma is straightforward and well-known:
Lemma 3.10. The polynomial f is a characteristic polynomial of its companion matrix C(f ). Definition 3.12. The matrix C(A) described in Theorem 3.11 is called a primary rational form of A.
In all statements till the end of this section we assume that conditions of Theorem 3.3 are satisfied. Proof. Pick a similarity P ∈ GL n (F) such that P −1 Φ(ξ Id)P equals the primary rational form C(Φ(ξ Id)) of Theorem 3.11. Now, if the claim is false, at least one block of C(Φ(ξ Id)) is a nonzero nilpotent. For simplicity, assume it is the first (i.e.: the most upper-left) one. Therefore, it equals Eq. (14), with zeros on the last column. Then, with E := P E 11 P −1 , Φ(ξ Id) E = P E 21 P −1 , and E Φ(ξ Id) = 0.
By surjectivity, E = Φ(F ) and Id = Φ(J) for some F, J ∈ M n (F). Pick an integer t ∈ {1, . . . , k} from the Definition 3.1 of admissible sequence. Note that t < σ(t) ≤ k for each σ ∈ Ξ. Consider now the following matrix k-tuple
which lies in S p 1 , since each σ fixes the indices {1, . . . , t − 1}, and α σ = 1. By the assumptions, Φ(S p 1 ) ⊆ S p 2 , and we have
where g σ := σ(t) − t > 0. However, the matrix E is idempotent, so E k−t = E = E gσ , and it follows from (15) that the left hand side of the equality (16) is equal to Φ(ξ Id) E = P E 21 P −1 , while the right hand side is equal to 0, a contradiction.
Lemma 3.14. Suppose F = Z 2 . Then, there exists a nonzero scalar ξ such that Φ(ξ Id) ∈ GL n (F).
Proof. Since Φ is injective and the cardinality |F\{0}| ≥ 2, there exists at least one nonzero scalar ξ such that Φ(ξ Id) = 0. As in the proof of Lemma 3.13, let t be fixed by Definition 3.1 let g σ := σ(t) − t > 0, and let J := Φ −1 (Id) ∈ M n (F). Here, we consider the following matrix k-tuple:
Again, this k-tuple is in S p 1 for an arbitrary matrix X. By the assumptions, Φ(S p 1 ) ⊆ S p 2 , and we have
Let us assume that Φ(ξ Id) is singular. Recall Φ(ξ Id) = 0, so by Lemma 3.13, the primary rational form, C(Φ(ξ Id)), contains at least one zero block and at least one non-zero block. For simplicity, assume the first one is zero, i.e., C(Φ(ξ Id)) = 0 ⊕ C, where C = 0 is a sum of all, but the first, blocks. By Lemma 3.13,
k−t has a nonzero row, i.e., there exists p,
g E 1p = 0 for all g ∈ N\{0}, in particular for each g := g σ . Now, consider P ∈ GL n (F) such that Φ(ξ Id) = P C(Φ(ξ Id))P −1 , and choose a matrix X with Φ(X) = P E 1p P −1 . For such X, the left hand side of (17) is nonzero while the right hand side is zero, a contradiction. Proof. Without loss of generality we assume that ξ = 1 in Lemma 3.14, i.e., that Φ(Id) ∈ GL n (F) -otherwise, the bijection Φ(ξ · ) would be considered instead of Φ. By the definition of admissible sequence, there exists an integer w such that u ≡ σ(w + 1) < σ(w) ≡ v ∀ σ ∈ Ξ, we fix the smallest such index w. Consider the following matrix k-tuple:
where s = v − u − 1 ≥ 0. Note that by the definition of admissible sequence u and v are independent of σ and thus the right hand side is equal w−v+1 (20) whenever XY = Y X. We first claim that Φ(Id) s is a scalar matrix. Assume on the contrary, and consider two cases:
Case 1: The primary rational form C(Φ(Id) s ) = P −1 Φ(Id) s P contains a block of dimension ≥ 2. Again, for the sake of simplicity, we assume this is the first block. Therefore, the (1, 1)-entry of C(Φ(Id) s ) is zero. We would then let X = Y be such that Φ(X) = P E 11 P −1 = Φ(Y ). This contradicts (20) , since the left hand side would be P E 11 P −1 , while the right would be zero. 
whenever XY = Y X. Pick any distinct indices i, j ∈ {1, . . . , n}. Since n ≥ 3, there exists another one, k ∈ {1, . . . , n}\{i, j}. Now, by the surjectivity, we may choose X = Y such that Φ(X) = Φ(Y ) = E ik + E kj , which gives Φ(X)Φ(Y ) = (E ik + E kj ) 2 = E ij = Φ(Y )Φ(X). We can likewise find X = Y such that Φ(X)Φ(Y ) = E 
Concluding remarks and examples
This section mainly contains counterexamples to show that our results cannot be further improved without imposing additional hypothesis.
The following example shows that the inverse implication does not hold in Theorem 3.3, namely there are commutativity preserving mappings that do not preserve zeros of a fixed polynomial.
Example 4.1. Let Φ(A) = A+a 12 Id for all A = [a ij ] ∈ M n (F). We consider the polynomial p(x, y, z) := xyz − yxz. Then the triple (x := E 11 , y = z := E 12 ) is a zero of this polynomial, but its image (E 11 , Id +E 12 , Id +E 12 ) is not a zero of this polynomial.
There exist (even linear!) transformation Φ which strongly preserve commutativity, but have a nonzero kernel. Example 4.3. Namely, consider p(x, y) := xy+yx. Pick any A ∈ Θ := {A ∈ M n (F); 0 ∈ Sp(A) + Sp(A)}. Then, by Sylvester-Rosenblum Theorem (cf. the proof of Lemma 2.6), the elementary operator X → XA + AX is invertible, so p(X, A) = 0 if and only if X = 0. Hence, the restriction of Φ to the subset Θ has no structure at all, i.e., Φ| Θ may arbitrarily permute the elements of Θ, yet it still strongly preserves the zeros of p(x, y). We remark that Θ is a rather large subset: when F = C it is nonempty and open in M n (C), by continuity of the eigenvalues. The direct computations show that the matrices A, B are zeros of p but their conjugated matrices A ϕ , B ϕ are not.
The characterization of Lemma 2.12 is no longer valid if
Finally, the transposition transformation may not preserve zeros of p for some p.
Example 4.6. Let us consider the polynomial p = xy and the matrices A = E 11 , B = E 21 . Then p(A, B) = 0, however p(A tr , B tr ) = E 11 E 12 = E 12 = 0.
