Abstract Computational fl uid dynamics (CFD) has brought a step change in the fi eld of fl ow analysis, particularly in the areas of fl uid dynamics and heat transfer, which are intertwined. It has carved a niche in applications where, a decade back, experimentation was the only way forward. This article covers the benchmarking of convective heat transfer cases through the use of CFD software. The cases investigated are common cases of heat transfer involving free convection and one case involving forced convection. The results from CFD analysis are compared with the regressions available for each test case. The two sets of data coincide well, with a percentage difference as low as 0.4%. Information on setting up CFD analysis accurately, particularly for solving problems of natural convection, is also included.
Notation

Introduction
Computational fl uid dynamics (CFD) over the last two decades has been of the most rapidly developing areas in engineering. Today, CFD plays a pivotal role in industry by providing robust solutions to fl ow and heat transfer problems. The technology has found its way into a range of sectors -automotive, aerospace, power generation, environmental, HVAC (heating, ventilation and air-conditioning) and chemical engineering. The popularity of CFD can be attributed to the increase in computational power, which has grown exponentially in the last two decades, thus reducing the processing cost. As a consequence, several general-purpose commercial CFD codes have evolved that can be utilized in the fi elds mentioned above. However, the software must be set up correctly to yield appropriate results. It should also be noted that CFD is a numerical solution and therefore care should be exercised in problem defi nition, as incorrect set-up can easily lead to false results or divergence. Problems in natural convection, of even the simplest form, pose a challenge, due to the intricate nature of the fl ow. Good regressions are available only for a few elementary cases. In this article, an attempt is made to investigate natural convection problems using CFD. The results obtained were strikingly close to the results obtained through regression, although actual experimental analysis results would have a greater difference because of the radiation losses, which were neglected in all solved cases.
When setting up a CFD problem for free convection, it is imperative to model density as a variable. The differences in density result in buoyant forces, which are responsible for the motion of the fl uid. Although all the basic fl uid properties (density, viscosity, thermal conductivity and specifi c heat) are temperature
International Journal of Mechanical Engineering Education 36/2 dependent, in the current study it is only density that has been modelled as a variable. When working with regressions, average values for thermo-physical properties at fi lm temperature are used for calculations. The usage of average values is a reasonable assumption, as the results obtained from them are close to actual values. Therefore, CFD modelling was also done using average constant values for viscosity, thermal conductivity and specifi c heat. If all these properties were coupled to temperature, the solution would become computationally expensive.
Governing equations
To solve any fl ow fi eld, the pressure and velocity variables are evaluated by solving continuity and momentum equations. In the case of heat transfer, temperature is an added variable that needs to be taken into consideration, and so the energy equation in such cases is additionally solved. Software based on a fi nite volume approach utilizes the general transport equation, which reduces the programming effort, as it can be converted into a continuity, momentum or energy equation by changing a single variable (see below). The general transport equation in its integral form [1] is given in equation 1, which is utilized by fi nite volume solvers:
The general transport equation can be converted into a continuity, momentum (x, y) or energy equation by replacing the variable f with the values given in Table 1 .
The Boussinesq model
In solving natural convection fl ows, faster convergence is achieved if a Boussinesq model is used. The Boussinesq model assumes constant density in all solved equations, except for the buoyancy term in the momentum equation. The density may be represented by a linear function of temperature for small temperature differences and the change in density is related to the thermal expansivity, b [1] :
If b is approximated by: 
In the above expression, density change is linked to temperature change. This would change the momentum equation to:
Note that the Boussinesq approximation can be used if it meets the following criterion:
where T o is the operating temperature, or the general temperature of the fl uid in the computational domain. This indicates that the approximation can be used only if the temperature variation is not high.
Mesh size
The accuracy of the results obtained from CFD analysis is strongly dependent on the mesh confi guration. The mesh size near the boundary is critical, even at low fl ow speeds. The mesh should be able to resolve both the thermal and the velocity boundary layers. Zhai and Chen [2] have given a detailed explanation of the fi rst 'cell centroid' distance from the boundary for accurate results. When using CFD software based on the fi nite volume method for analysing natural convection, it is important that the distance of the cell centroid adjacent to the boundary is less than the boundary layer thickness, as higher values lead to larger errors. Thus, to construct the mesh, one needs to know the thickness of the boundary layer in advance. Guidance can be sought from existing analytical solutions for this thickness and thereby to estimate the mesh size. For example, in the case of a free stream velocity, the grid adjacent to the wall for laminar fl ow should obey equation 7.
Equation 7 has been derived from the Blasius solution for fl ow over a fl at plate [1] . Similarly, for the case of natural convection over a vertical wall, the analytical solution shows [3] : 
If the size of the fi rst cell centroid is such that it lies inside the boundary layer, then the error for convective heat transfer is of the order O(D 2 ) [2] . For the case of natural convection, the calculation error due to the size of the grid is of the order O(D) [2] , where D denotes the normal distance of the fi rst cell centroid from the heated surface, as shown in Fig. 1 . Once the mesh has met this criterion, any further reduction would not register a notable improvement in the results.
Mesh quality
Alongside mesh size, it is equally important that the shape of the cells is not distorted. For a rectangular or quad mesh, the cells should be ideally square in shape (i.e. all interior angles right angles). This may not always be possible, especially in the case of curved geometries. Similarly, for a triangular mesh -which is usually employed for curved geometries -the cell shape should be as close to an equilateral triangle as possible.
It is also important to understand that the higher the number of cells, the greater is the numerical error. Therefore the total cell count should be kept as low as possible. This can be achieved increasing the cell size in regions of lower gradients. The increase in cell size should not be abrupt, but gradual. An increase with a cell size ratio of 1.1 has been suggested [1] .
Domain size
The size of the computational domain for unbounded fl ows is an important parameter and requires a trade-off: the bigger the domain size, the higher the cell count, and the more computation power is required. Also, if the domain size is kept too small, it will not be able to catch the fl ow phenomenon completely and will give false results; the computational domain should be kept large enough so that the effects of the geometry on the fl ow fi eld are not felt at the domain boundaries.
Some authors, such as Baskaran and Kashef [4] , suggest that the size of domain can be a multiple of the characteristic height of the fl ow obstacle in an unbounded fl ow fi eld. Hu and Wang [5] have estimated the probable error in calculation with the change in size of domain. There are no explicit rules dictating the size of the computational domain; however, results are affected signifi cantly if the extent of the D Fig. 1 The distance of the fi rst cell centroid from the heated surface.
International Journal of Mechanical Engineering Education 36/2 domain is not appropriate. As a general rule of thumb, 5 hydraulic diameters (HDs) of the geometry are kept upstream and up to 8 HDs downstream within the domain (in case of forced external fl ows). If the domain is over-sized, then calculations are performed on regions which are unaffected by the fl ow and as a result the computational effort and time increase unnecessarily.
CFD software environment
For the purpose of the CFD analysis, the popular commercial code Fluent ® was used. Geometry creation and meshing (pre-processing) were done using Gambit ® from Fluent Inc. For external fl ow cases, the mesh is kept coarse in regions more distant from the object under study and fi ner in the regions surrounding it. Where a fi ner mesh is diffi cult to generate, the 'grid adaption' feature of the software can be utilized. By running a preliminary analysis, the regions of high temperature and velocity gradients are identifi ed. The existing cells in these regions are marked and subsequently refi ned using that feature (see Fig. 2 ). This refi nement is carried on until the problem becomes grid independent. The term grid independence implies that any further refi nement of the mesh would not have any infl uence over the results.
For convective heat transfer, Fluent estimates the heat transfer coeffi cient as [1] :
In laminar fl ows, the fl uid side heat transfer at walls is computed using Fourier's law applied at the walls. Fluent uses its discrete form:
where n is the local coordinate normal to the wall. All the cases solved were considered steady-state and two-dimensional, with unit length considered in the depth axis unless stated otherwise. The criteria for residual values for velocities and momentum were reduced to three orders of magnitude (10
) and for energy up to six orders of magnitude (10 −6 ). This is the minimum criterion for getting quantitative results when using a segregated solver. If higherorder schemes are used for discretizing density, momentum or energy, then the convergence criterion for residuals should be even lower [1] .
The PRESTO (pressure staggering option) scheme in Fluent was used for pressure interpolation. Verstag and Malalasekra [6] have given a detailed account of the staggered pressure grid method. PRESTO is recommended for problems with strong body forces, such as gravity forces and pressure gradients, as in high Rayleigh number convection. 'Body force weighted' is another option for pressure discretization provided by Fluent that could be used in cases of high Rayleigh natural convection or highly swirling fl ows [1] .
For density, momentum and pressure discretization, the QUICK (quadratic upstream interpolation for convective kinetics) scheme was used. This gives thirdorder accuracy results when used with quadrilateral meshes [1] . The fl ow in all cases solved was considered incompressible, as M << 1. Therefore a strong relationship between the density and pressure did not exist. The segregated solver in such cases proves to be more robust and fl exible than the coupled solver.
The 'pressure outlet' boundary condition was used to defi ne the domain boundaries in cases of unbounded subsonic fl ows. This boundary condition requires the specifi cation of static pressure at the outlet boundary, which was set to 0. Where there are large temperature differences inside the domain, density can also be modelled using the ideal gas law. When this option is used, Fluent calculates the density as:
For both the incompressible ideal gas law (IIGL) and the Boussinesq density model, the specifi cation of an operating density signifi cantly improves the convergence rate. It was noted that the IIGL yields results closer to the regressions for higher temperature differences, while the Boussinesq model tends to over-estimate these.
To avoid complexity, only laminar fl ow was considered in all cases. The Rayleigh number (Ra) evaluated in cases of pure unbounded natural convection was less than 10 8 , which suggests buoyancy-induced laminar fl ow. The transition to turbulence has been said to occur over the range of 10 8 < Ra < 10 10 [1] .
Case studies
Flat plate
The most basic example of forced convective fl ow is fl ow over a convective fl at plate (see Fig. 3 ), which can be related to numerous practical fl ow situations. The
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The average Nusselt number is given as [7] :
Re Pr Pr .
Test case
Air is considered at a temperature of 26° C fl owing over a fl at plate of length 2.3 m × 0.2 m at a velocity of 4 m/s. The plate has a uniform surface temperature of 44° C. The fi lm temperature is 308.15 K (35° C), and the properties of air at that temperature are listed in Table 2 .
Domain size and mesh
A structured quad (rectangular element) mesh was used. The initial domain shape was a square of dimensions 6.9 m × 6.9 m, which covered 1 HD upstream of the plate and 3 HD perpendicular to the plate. Later, the domain size was reduced to 3.3 m × 3 m (see Fig. 4 ). This was done on a trial-and-error basis to speed up the solution time and to reduce the number of cells that were inactive (unaffected by the plate) in the solution. The size of the fi rst cell adjacent to the plate is critical, as it should be inside the boundary layer. The cell size throughout the domain was kept at 10 mm × 10 mm, apart from at the boundaries, where the mesh was refi ned to a cell size of 1.25 mm × 1.25 mm. Using equation 1 it can be noticed that a cell size of 10 mm × 10 mm
. , but a cell size of 1.25 mm × 1.25 mm gives D = 0.4, which satisfi es the criteria for adequate mesh size set out as equation 7.
Results and validation
The results from the regression calculations are shown in Table 3 . It can be seen that they differ very little from the CFD results (by only 0.6% for Q). A graph of the velocity along the vertical distance from the plate surface at 1 m from the leading edge has been plotted in Fig. 5 . It can be noticed that the thickness of the velocity boundary layer is less than 0.02 m. The contours of velocity and temperature are shown in Figs 6 and 7, respectively, in which both velocity and thermal boundary layers are evident.
Cylinder Natural convection around a two-dimensional cylinder has been extensively investigated both numerically and experimentally. Applications in areas such as heat Test case A cylinder of diameter 70 mm is considered, with an outer temperature of the pipe maintained at 100° C. The pipe is exposed to an ambient temperature of 25° C. The fi lm temperature is 335.5 K (62.5° C), and the properties of air at that temperature are shown in Table 4 .
Domain size and mesh
The domain was initially modelled considering the complete cylinder (full circle). However, fl uctuations in the residual resulted, because of the undulation of the plume generated by hot air that rose from the cylinder, and made it diffi cult to obtain a fully converged steady-state solution. This problem was alleviated by assuming symmetrical conditions about the vertical axis and modelling only half of the domain.
The cell size throughout the domain was kept at 5 mm × 5 mm, apart from the cylinder boundaries, where it was refi ned using the grid adaptation feature to a size of 0.125 mm × 0.465 mm. Chouikh et al. [9] describe the behaviour of the thickness of the thermal boundary layer with changes in Rayleigh number. At Ra = 10 4 the boundary layer thickness is approximately equal to the cylinder radius. At Ra ≥ 10 5 the majority of the fl ow comes from the side instead of the bottom, but the trend is reversed for smaller Rayleigh numbers. Kitamura et al. [10] report separation and transition when the turbulence is beyond Ra = 2.1 × 10 9 , so the assumption of laminar fl ow is valid.
Results and validation
The values of heat transfer coeffi cient from the regression and CFD are shown in Table 5 . The percentage differences between the regression and the CFD values were over 7%. This is large compared with what was achieved for the fl at plat, which can be attributed to the curved nature of the geometry for the cylinder case. The velocity in the y-direction is plotted along the imaginary surface A-A (as shown in Fig. 11 below) in Fig. 8 . A boundary layer thickness of about 10 mm can be noticed. The results for the velocity and thermal boundary layers over the cylinder from CFD are shown in Figs 9 and 10 , respectively. The mesh generated for this case is depicted in Fig. 11 .
Vertical channel
Natural convection in a vertical channel has been a widely investigated subject. Applications in electronic cooling, solar energy collectors and nuclear engineering indicate its importance. Bar-Cohen and Rohsenow [11] 
Where C 1 and C 2 are constants, having values of 576 and 2.87 for symmetric isothermal plates, S c is the channel width and L c its length. 
Test case
Two fi ns each 1 m long, separated by a distance of 30 mm, are kept at a temperature of 75° C. The ambient air temperature is 16° C. The fi lm temperature is 318.5 K (45.5° C), and the properties of air at that temperature are shown in Table 6 .
Domain size and mesh
In order to set up an adequate mesh, it is important to know the thickness of the boundary layer. A crude estimate of the boundary layer thickness is given by [12]:
where Ra is based on the length of the channel. As the geometry is regular (i.e. not curved), a quad mesh was used. Since the size of the modelled domain was small, the mesh size throughout the domain was 1 mm × 1 mm. Using equation 8, we get d t = 0.019 m. Therefore the mesh was fi ne enough to resolve the boundary layer. However, a further reduction of mesh was carried out near the boundaries, where the cell size was reduced to 0.25 mm × 0.25 mm. This resulted in a difference of only 0.17% in the value of convective heart transfer. 
Results and validation
The results for convective heat transfer using the Bar-Cohen and Rohsenow regression and CFD are shown in Table 7 . The percentage difference in regression and CFD values is remarkably low, at under 0.5%. Fig. 12 shows the contours of velocity in the vertical channel. Vertical cavity Natural fl ow in cavities is a topic that has attracted a tremendous amount of interest and is widely used for comparison of numerical codes. Its popularity can be attributed to numerous applications of diverse nature: solar collectors, doubleglazed windows, solidifi cation in castings and electronic packaging are just a few examples.
In the case of a two-dimensional vertical cavity, the critical value of the Rayleigh number at which transition to turbulence occurs is 2 × 10 4 , as described by Yin et al. [13] . For most vertical cavity cases solved using CFD, the value of the Rayleigh number was found to be less than this critical value, and therefore fl uid was modelled as laminar.
Several regressions are available covering a range of Rayleigh numbers and geometrical aspect ratios (cavity thickness to cavity length). The current study considered only vertical cavity cases with an aspect ratio above 50. MacGregor and Emery [14] 
Test cases Four cases were solved for the vertical cavity. The details are shown in Table 8 . Note that three different geometries for the vertical cavity were tested. The mean temperature in all four cases was 10° C (283 K) and the properties of air at that temperature are listed in Table 9 .
Domain size and mesh
An estimate of the non-dimensional boundary layer thickness by Gill [15] is shown in equation 18: 
Unlike previous cases, the air cavity is a closed domain problem; therefore the size of the domain is fi xed. The cell size was kept at 1 mm × 1 mm, apart from at the boundaries, where a size of 0.25 mm × 0.25 mm was maintained. Convergence in the case of closed domain convection problems such as the vertical cavity considered here is not readily achieved. As the density is variable, the solver does not have the mass of enclosed fl uid beforehand. In such cases, the fl ow can be modelled in the following ways [1] :
• A transient calculation is initially performed. In this approach, the initial density is computed from the initial pressure and temperature, so the initial mass is known. As the solution progresses over time, this mass will be properly conserved. If the temperature differences in the domain are large, this approach must be followed.
• A steady-state calculation using the Boussinesq model is performed. In this approach, a constant density has to be specifi ed, so the mass is properly specifi ed. This approach is valid only if the temperature differences in the domain are small; if not, the transient approach must be used.
Results and validation
The results were compared with the convective heat transfer coeffi cient values for various cavity confi gurations listed in reference [7] , which were obtained by experimentation (Table 10 ). Comparing these with the CFD results in Table 10 , it was noticed that the results were an exact match in case A. The biggest difference was only 3.4%, in case D. The results of the velocity contours from the CFD analysis are shown in Fig. 13 .
Vertical plate
Natural convection from a vertical plate is an interesting convection study with numerous applications. The most practical situation is that of heat loss from the wall of a room or building. As the buoyant fl ow is assisted with this geometry confi guration, the heat loss in this case is the greater than it is for an inclined or horizontal surface.
The thermal boundary layer can be evaluated using equation 8, and a rough estimate of the thickness of the velocity boundary layer can be estimated using the Pr. . .
Test case A vertical wall of length 1 m at 350 K is exposed to an ambient temperature of 300 K. The heat loss from this plate is to be determined. The properties of air at the fi lm temperature of 325 K are given in Table 11 .
Domain size and mesh
The domain was rectangular, with dimensions 1 m × 0.5 m. One side of this domain represented the vertical wall, at higher temperature. The cell size was kept at 1 mm 
Results and validation
The results for convective heat transfer using the Churchill and Chu regression and CFD are shown in Table 12 . Again, the percentage difference between the regression and CFD values is remarkably low (2.6%). The 'bell shape' profi le of the natural convection velocity in a vertical wall, reaching a maximum and dropping again to stagnation, is shown in Fig. 15 . 
Conclusion
CFD is an effective tool not only for visualization but for getting quantitative results for natural convection problems. Setting up the problem accurately in the CFD software is critical, however. The major parameters determining the accuracy of the solution are grid resolution or mesh size, domain extent, choice of density models, discretization schemes and convergence criteria. Each of these parameters has been discussed in detail. Cases for convective fl ow over a fl at plate, cylinder, vertical channel, vertical cavity and vertical plate were solved using CFD. The results obtained were compared with the results obtained by regression. For the case of fl ow over a fl at plate and a vertical channel, very close results were found: the percentage difference with the regression values was only 0.4%. In the case of the horizontal cylinder, the difference was greater, up to 7.3%, because of the curved nature of the geometry. Close results for the vertical cavity (a difference of under 3%) were also observed. It can therefore be ascertained that CFD is an effective tool for solving natural convection problems. It provides deeper insight to the fl ow and heat transfer phenomena and gives results for numerous points in the domain, information that is not available through regression or experimentation.
Recommendations
The accurate set-up of any problem in CFD software requires a preliminary assessment of many parameters. These include the dimensionless Reynolds, Rayleigh and Prandtl numbers, as well as the boundary layer thickness and temperature variation over the domain. Flow speed should also be noted, as it will dictate the compressibility effects in case of a compressible fl uid. The problem to be assessed should also be categorized as two or three dimensional, based on the fl ow fi eld and the geometry in consideration. Once the mentioned parameters have been reviewed, the mesh and domain size can be estimated. The criterion for mesh size is linked mainly to the boundary layer thickness, formulae for which have been set out above. It should be noted, however, that CFD is not a stand-alone application, due to it numerical engine and high probability of inaccurate defi nition of the problem. The value of experimentation can never be undermined, because of its certainty. CFD, however, has helped signifi cantly in reducing the number of experiments and thus has added robustness to the analysis of fl ow problems, which otherwise require huge amounts of time and money. Students are encouraged to solve problems relating to natural convection from sources such as textbooks, results for which are known beforehand. Once they achieve a converged solution that matches or is close to the answer, they can then check the same problem or geometry for several 'what if' scenarios, which will enable them to have a better understanding of convective heat transfer and fl uid fl ow behaviour.
