Abstract. We consider an interacting system of one-dimensional structures modelling fibers with fiber-fiber interaction in a fiber lay-down process. The resulting microscopic system is investigated by looking at different asymptotic limits of the corresponding stochastic model. Equations arising from mean-field and diffusion limits are considered. Furthermore, numerical methods for the stochastic system and its mean-field counterpart are discussed. A numerical comparison of solutions corresponding to the different scales (microscopic, mesoscopic and macroscopic) is included.
1. Introduction. One-dimensional structures appear in various context of industrial applications. They are used, for example, in the modelling of polymers in suspensions, composite materials, nanostructures, fiber dynamics in turbulent flows and, in particular, fiber lay-down in technical processes of non-woven materials. Furthermore, such structures have been modelled on different levels of description involving different scales. Besides microscopic models, mesoscopic kinetic or Fokker-Planck equations have been widely used for a statistical description of the fiber or polymer distributions. We refer to [1, 2] and [18, 21] for concrete examples in the industry. In this article, we consider non-woven materials, which are webs of long flexible fibers. Production processes and models corresponding to the lay-down of such fibers have been intensively investigated. See [4] and the above cited references.
In the above mentioned investigations, the one-dimensional structures (fibers) under consideration were assumed to be mutually independent, which clearly does not represent reality. Therefore, the present work aims at including fiber-fiber interaction, thereby describing the size of each fiber and, simultaneously, the absence of intersection among fibers. This is achieved by simply including the interaction of structures into a well investigated model described in non-woven production processes. Taking into account the interaction of the structures on the microscopic level leads to coupled systems of stochastic differential equations. Its statistical description should also take into account the interactions and will consequently no longer be based on the classical Fokker-Planck model.
The new model makes use of a microscopic systems of retarded stochastic differential equations, and its mesoscopic description is obtained via formal mean-field procedures. The mean-field limit is described by a McKean-Vlasov type equation with a delay term. We perform an analytical investigation of the mean field limit, as well as a numerical comparison of microscopic, mean field and macroscopic equations. The analysis of the limit is based on the work in [5, 12, 15, 16, 17, 25, 31] . For numerical methods for mean-field type equations we refer to [2, 26, 27, 30] .
The paper is organized as follows: starting from a model for independent fibers, we present in Section 2 a new model for interacting fibers, which takes into account the finite size of the fibers and prevents intersection of the fibers. The model is based on a system of retarded stochastic differential equations with suitable interaction potentials. Section 3 describes the mean-field equation and a discussion of its stationary solutions. The core of this section is devoted to the proof of the mean-field limit for the corresponding deterministic system, i.e., the rigorous derivation of the mean-field equation from the system of retarded deterministic equations. Section 4 contains the diffusion limit of the kinetic equation, while Section 5 contains a description of the numerical methods used for the microscopic and mean-field equations. The numerical results include an investigation and comparison of stationary states, as well as a convergence analysis of solutions to equilibrium for both the microscopic and mean-field equations. We finally conclude in Section 6.
2. Interacting isotropic fiber models. We begin by reviewing a basic, mutually independent fiber model for the lay-down process of fibers, described by a stochastic dynamical system in dimensions d ≥ 2 (cf. [4, 21, 24] 
with initial condition (x 0 , τ 0 ) ∈ M. Here, V : R d → R is the so-called coiling potential, A a nonnegative diffusion coefficient and W t the standard Brownian motion. We use a coordinate free formulation, where • denotes the Stratonovich integral. Note also that (I − τ ⊗ τ ) is the projector of R d onto the unit sphere S d−1 . We refer to [11] for related work. We equip our state space with the measure dx dν, where dx denotes the Lebesgue measure on R d and dν the normalized surface measure on S d−1 . Note that the dimensional scaling 1/(d − 1) is introduced for convenience, in order to achieve a stationary state which does not explicitly depend on the spatial dimension.
The fiber model above only describes the evolution of the center line of the fiber and does not capture the effects of the finite size of the fibers. Hence, self-intersection and intersection among fibers are not prevented in the model. A possibility to remedy this deficiency it to include hysteresis into the system, which enables the system to prevent self-intersection, and for multiple fibers, intersection among them. Considerations along this line of thought lead to the following interacting fiber model.
Consider N ∈ N fibers with position and velocity (x i , τ i ) ∈ M, for each i ∈ {1, . . . , N }. The interacting fiber model reads
with independent Brownian motions W i t . In comparison to the previous fiber model, we include a scaled, nonlocal (in time) interaction term
where U is an interaction potential, which is repulsive in our case, so as to avoid any contact among the fibers. Note that a 'non-retarded' version of this system would be similar to a model for swarming with roosting potential (cf. [7, 8] ). In addition to the interaction term, our new model includes a delay term, i.e., an integration with respect to time, to describe the fact that fibers interact with each other and with itself on the whole fiber length. The factor 1/N leads to the so called 'weak coupling scaling' (cf. [5, 25] ). Similiarly, the scaling 1/t is a normalization of the potential with respect to the time integration. Also note that the summation does not exclude i = j, which accounts for self-interaction of a fiber with itself.
There is some freedom in the choice of the interaction potential. As a simple example, one can use a mollifier type potential
where R is a nonnegative parameter representing the fiber radius and C > 0 is a fixed constant describing the strength of the interaction. Alternatively, a potential could be described by a smoothed version of Heaviside type potential
with Heaviside function Θ. A smooth version of such a potential may be given by
for some regularizing parameter k > 0. In Figure 2 .1 we compare the fiber curves for different noise amplitudes A. We use the coiling potential V (x) = 1 2 |x| 2 and the interaction potential U from (2.3), with k = 100, C = 10 and R = 0.4. Since the computation was done for a short amount of time, we neglect the scaling 1/t in front of the interaction part. We observe that the non-intersecting fiber curves are increasingly altered with increasing noise amplitude. Remark 1.
1. For U ≡ 0, one obtains a fully decoupled system for (x i , τ i ), and each fiber is described by the mutually independent model given in (2.1). 2. To consider inelastic interactions, one could include damping terms depending on the velocity in the interaction potential. This would lead to equations where a dissipative force is included in the interaction term. 3. As in the case without interaction, it is also possible to formulate a smooth version of the interacting fiber system. The basic idea is to replace the Brownian motion on the sphere by an Ornstein-Uhlenbeck process (cf. [22] ). Remark 2. It is also possible to include reference curves γ into the model, which describes, for example, the motion of a conveyor belt. This can be done in the following way. We denote with η i : R + → R d the actual fiber curves. Then (2.2) changes to A change of variables ξ i := η i t − γ describes the deviation of the fiber curves from the reference curve and thus, (2.4) may be written as
In this case the force due to the interaction potential depends on the relative fiber point position as well as on the difference γ t − γ s in the reference curve.
In the relevant case of non-wovens on a conveyor belt moving with constant speed, we consider d ∈ {2, 3} and a reference curve given by γ t = −v ref e 1 t. Here v ref = v belt /v prod is the ratio between the speed of the conveyor belt, v belt , and the speed of the production process, v prod , and e 1 denotes the direction of belt movement (cf. [21] ).
In the following, we formulate a slightly more general model than (2.2). Since, in reality, the fiber material is transported away by the belt, interaction will not take place for the full history of the fibers. Thus, it is reasonable to consider a cut-off with a cut-off size H > 0. Define
Then the interacting fiber model with cut-off is given by
(2.6)
In the limit H → 0, we obtain a non-retarded interacting particle model with constant speed, whereas, in the limit H → ∞, we obtain the interacting fiber model in (2.2).
3. Mean-field equation. The associated mean-field equation for the distribution function f = f (t, x, τ ) may be formally derived from the microscopic equations following the procedure described, for example, in [6, 17] . The equation reads
where ∇ τ is the gradient on S n−1 , and diffusion operator 
Looking for a solution independent of τ , we get
This leads to the integral equation 4) where the constant c is fixed by the normalization
The integral equation may be written in the equivalent fixed-point form
On the other hand, the stationary solution may also be characterised as the (unique) minimizer of the 'energy functional'
where the first term describes the internal energy (entropy), and the second describes the potential energy. In contrast to the case without interaction, the stationary solution has to be determined numerically. The rest of this section is devoted to a rigorous proof of the mean-field limit for the deterministic interacting fiber model
towards the Vlasov type equation
where S = S V + S U is as given in (3.2).
3.1. Mean-field limit of a retarded system. We consider a system of N ∈ N interacting particles with state
for each i ∈ {1, . . . , N }, where as above
where we use the notation x ∧ y = min{x, y}. As in (2.2) and (2.6), (3.8) is a retarded system of ordinary differential equations.
Denote by P r (R m ), r > 0, the set of Borel probability measures µ such that
For every probability measure µ ∈ P 1 (R m ), we set
Taking the empirical measure µ
Therefore, we may consider a mean-field equation given by
under the flow Z ∈ C(R + × R m ; R m ) generated by the mean-field equation, and {µ} t denotes the family of measures {µ s , s ∈ [0, t]} up to time t > 0.
We begin with an existence and uniqueness result for solutions of (3.10). Our results generalizes those given in [16] , which follows the general scheme introduced in [12] (cf. [5, 25] ). The proof relies on a slight modification of the proof in [16, Proposition 4.1] . For the sake of completeness, we include the proof in Appendix A.
Proposition 3.1. Let the assumptions on a and B above be satisfied. Then the mean-field equation (3.10) admits a unique global solution Z ∈ C(R + × R m ; R m ).
Remark 4. The family of measures {µ
provides a weak solution to the Vlasov equation
for all t > 0, and µ t (h) → µ 0 (h) for t → 0 + . Next, we show that solutions to the mean-field equation (3.10) depend continuously on the initial probability measures µ 0 ∈ P 1 (R m ). To do so, we need to measure the difference of two probability measures µ, ν ∈ P 1 (R m ). A convenient way is to use the Monge-Kantorovich-Rubinstein distance W 1 on P 1 (R m ) defined in [20] (cf. [32] ),
where Π(µ, ν) is the set of Borel probability measures on
. This distance is also called the Wasserstein distance.
, and Z j ∈ C(R + × R m ; R m ) be the corresponding solution to the mean-field equation (3.10) with initial conditions
then for every T > 0, the following stability estimate holds
, and define
Following the arguments in the proof of Proposition 3.1, we derive the estimate
We only show the estimate for the case H = ∞, i.e. h(t) = t. The general case H > 0 may be shown analogously. Similar to Proposition 3.1, by simple but tedious computations, we have
with g(t, s) = 1 + ln(t) − ln(s). Recursively, we obtain
Therefore, passing to the limit k → ∞ yields
with c = max{1, Lip(F )}. Since
where π t is the push forward measure of π 0 under the map (Z 
for any t ≥ 0, we have
Finally, optimizing in π 0 yields the required assertion.
Remark 5. For any N ∈ N, the family of empirical measures {µ
, where
is a weak solution to the Vlasov equation (3.11) by construction. Therefore, if we know that lim
, then the stability result given in Proposition 3.2 provides the convergence
3.2. Application to the retarded fiber equations. We now use the results above to show the mean-field limit of (3.6) towards (3.7). For this reason, we denote Z
Obviously, we are unable to directly apply the results developed above, since a and B do not satisfy the assumptions above. Consider B 2 for the moment. Tedious but simple computations yield
Hence, B is not globally Lipschitz. Fortunately, if we only consider B on the subset
Consequently, B is globally Lipschitz on M. Clearly, the same conclusion holds for a.
In order to ensure that Z i t ∈ M for all t ≥ 0, we observe that
Therefore, if we start with
for all other times t > 0, and we may apply our results obtained above to initial measures
we may consider the flow on M and the push forward µ t = Z t (·) # µ 0 ∈ P 1 (M), as soon as supp(µ 0 ) ⊂ M.
Large diffusion scaling.
In this section we formally investigate situations with large values for the noise amplitude on a diffusive time scale, i.e., we changẽ L = L andt = t (cf. [3, 19] ). Replacing the scaled operators in (3.1) and omitting the tilde lead to the scaled equation
We use a Hilbert expansion of the form f = f 0 + f 1 + . . . for (4.1). To order 1, we simply get f 0 = f 0 (x) = ρ(x). To order , one obtains
which, due to the Fredholm alternative, gives
Integrating (4.1) with respect to dν gives
Considering terms up to order , we obtain
Therefore, inserting f 1 and computing the integral over the tensor product yields
This equation is similar to an equation derived in [4, 19, 24] for the case without an interaction potential. The stationary equation reads
which leads again to the integral equation (1.1) as for the mean-field case.
Numerical Method and Results.
In this section we investigate the qualitative behavior of solutions corresponding to the interacting fiber model numerically. More specifically, we consider the case of isotropic fibers in three spatial dimensions.
Numerical methods.
We describe numerical solvers for the microscopic, mean-field and macroscopic equations, respectively. 
The Itô form of (2.6) is obtained in an analogous way. We consider an equidistant time grid given by 0 = t 0 < ... < t n with step size ∆t. We denote x i n := x i tn for the position of fiber i at time t n = n∆t. The time integration in (2.2) is approximated by
For (2.6) with H > 0, we set up a buffer to store the previous positions x i t . The buffer size is determined by n buf = h(t)/∆t. The time integration is then approximated by
Hence, the Euler-Maruyama iteration is given by
where R i n ∈ R 3 , for i = 1, ..., N , is a vector containing three normally distributed pseudorandom values. For (2.6), one has to replace the sum over all previous time steps (5.1) by the sum over the time step buffer (5.2). Typical simulations of the microscopic system include N ∼ 10 6 fibers, whose positions are used to obtain a histogram, which will be compared to the solution of the mean field equation described below. For such large values of N , the evaluation of the interaction term is quite costly. Several measures were taken to ensure reasonable computing time:
1. We did not sum up every time step in (5.1) and considered only everyñ-th time step. In that way, the results are not altered in a significant way, ifñ is not too large. 2. Furthermore, the Fortran code carrying out the microscopic simulations was parallelized using OpenMP. If a reasonable scaling of the computing time with the number of processors is to be achieved, the parts of the code running in parallel have to be as mutually independent as possible, in order to reduce the overhead in communication between parallel threads. 3. Therefore, we divided N into smaller groups of fibers, which then interact only within each group, thereby enabling a parallel computation with very little overhead. The histogram for the spatial density is then produced from the position data of all the groups.
Mean field equation.
The numerical methods used here are an advancement of the schemes used in [9, 27, 28] . We apply a second order Strang splitting [10] to (3.1) to obtain subproblems on spatial and velocity domain. We split the equation into the subequations
Equation (5.4) has to be solved only on the spatial domain R 3 , while (5.3) and (5.5) are to be solved on the velocity domain S 2 . Note however, that all the computation steps on one grid have to be carried out for every grid point on the other grid.
Firstly, we discuss the solution of (5.3) and (5.5) with a finite volume discretization of the velocity space based on a geodesic grid (cf. [27, 29] ). The geodesic grid consists of spherical triangles, which are represented with vertices and normals in R 3 , neighbor relations and correct distance and surface measures. In this way the geometry is included implicitly into the method. We denote by T i the i-th cell of the grid with cell midpoint τ i . The cell midpoint is chosen to be the intersecting point of the great circle arcs passing perpendicularly through the midpoints of the cell edges. |·| denotes a length or surface measure, T ij denotes the edge between cells T i and T j , τ ij denotes the edge midpoint, and e(τ ij ) denotes the outer normal vector of cell i at the edge midpoint τ ij . The distance from cell midpoint τ i to τ j is given by h ij , which is divided into the parts h 1 and h 2 . Due to the construction of the grid, the distance between cell midpoints does not vary that much, and h 1 , h 2 ∼ h ij /2, so all the cells have nearly the same size and shape. The reader is referred to Figure 5 .1 for a visualization of the grid structure and notations.
As for any finite volume scheme, the solution is obtained via cell averages
where dτ is the canonical surface measure on the sphere. We define
and integrate (5.3, 5.5) over the cells [t n , t n+1 ] × T i to obtain
Applying the midpoint rule on the cell edge and in time, one obtains the iteration
The overall order of the method depends on the approximation of f (t n+ 1 2 , x, τ ij ) and the normal flux ∇ τ f (t n+ 1 2 , x, τ ij ) · e(τ ij ). In this case, we choose
The approximation for f (t n+ 1 2 , x, τ ij ) is similar to the Lax-Wendroff numerical flux function, except that we evaluate F (x, τ ) · e(τ ) at the edge midpoint τ ij , and not at the cell midpoints τ i and τ j , since the grid structure only provides normal vectors at the cell interfaces. The value for ∇ τ f (t n+ 1 2 , x, τ ij ) · e(τ ij ) is obtained by a finite difference approximation on the connecting circle arc of the cell midpoints τ i and τ j , see [27] . Although the method is not a second order method, the numerical results are close to those of a second order method, see the discussion below and Figure 5 .2 for the convergence rates of the splitting scheme. Equation (5.4) is solved using a semi-Lagrangian method [23, 30] on an equidistant grid x ijk ∈ R 3 , i, j, k = 1, ..., n x with grid size ∆x. The characteristic curves γ(t) of (5.4) starting at grid point x ijk at time t n+1 are given by
The derivative of f with respect to time on a characteristic curve is given by
and it follows, that f is constant along the characteristic curve:
Since only the values of f at the grid points at time t n are known, we have to interpolate f (t n , γ(−∆t), τ ) from f (t n , x ijk , τ ). The order of the method depends on the order of the interpolation procedure, since the characteristic curves can be computed analytically in this case. An order higher than one will produce unphysical oscillations at discontinuities of the numerical solution, which has to be prevented. We use a Bezier interpolation [9] . We use the notations
ijk , x 3 ijk + ∆x] and define ξ = (ξ l ) l=1,2,3 as follows
Then the interpolated values on each cell are given by an interpolating polynomial of three space variables of the following form:
are the cubic Bernstein polynomials, and v λµν are the control values for the interpolation. This interpolant never leaves the convex hull of the control values. These values are chosen appropriately, such that the required interpolation order is preserved on smooth sections of the solution, and oscillations are prevented elsewhere. This can be done by computing an interpolating Newton polynomial of appropriate order, performing a change of basis to the Bernstein polynomials and then shifting control points back into the convex hull of the neighboring grid function values. See [9] for more information on this method
We note that semi-Lagrangian methods are not conservative in general. For linear advection, we get a conservative method using the Bezier interpolation procedure without slope limiting. In [26] , this is shown for a third order interpolating polynomial, which is identical to the Newton polynomial. Since we reproduce this polynomial in the Bernstein polynomial basis, the same computation can be done for the Bezier interpolation used here. However, the slope limiting procedure destroys mass conservation and we have to apply conservation techniques as described in [14, 23] .
Stationary equation.
The stationary equation (3.4) is solved via an iteration scheme. We use the fixed-point form (3.5) and the iterative scheme
e −(V +U ρn) dx .
As starting point ρ 0 we use the solution of the stationary equation without interaction, namely ρ 0 = Ce −V . The iteration is well-defined, i.e., ρ n is integrable and has integral one. In addition, ρ n is strictly positive for all n ∈ N.
For the implementation we have to approximate the convolution U ρ or ∇ x U ρ. This is done using the midpoint rule on each grid cell. One obtains
where x ijk are the grid points and ∆x is the (constant) grid size in each direction, as before. For the computation of the convolution, one has to compute the distance matrix (|x ijk − x λµν |), which consumes a lot of computing time and memory. One advantage over the solution of the microscopic system is, that the grid points are fixed in contrast to the fiber positions in the microscopic context. Therefore, the distance matrix may be precomputed. Furthermore, one can precompute for each grid point a list of neighbor points, which have a relevant effect on the computation for a given set of parameters and the purely repulsive potential (2.3). Only these points provide a relevant contribution to the interaction force.
The current implementation only considers interaction forces, which are higher than 0.1 percent of the maximal occurring force as relevant. A considerable amount of memory can be saved by applying this weak restriction. The time integration in (3.2) for h(t) = t does not increase the effort in the mean-field context, because it can be realized by just summing up the interaction forces from different time steps. For the case H ∈ (0, ∞), a time step buffer as in the microscopic context is used.
Numerical results.
We show numerical results for the microscopic model (2.6) and the mean-field equation (3.1) in three spatial dimensions. In particular, we investigate the convergence of the microscopic and mean-field solutions to the corresponding stationary state. The stationary states obtained from microscopic and mean-field computations are compared to the solution of (3.5). For a more detailed investigation of the convergence to equilibrium for different values of the delay H, we investigate the time decay of the distance to equilibrium for microscopic and meanfield equations and compare it to the one obtained for the case without interaction. Moreover, the sensitivity of the stationary solutions with respect to the parameters of the interaction model is investigated.
For all computations we consider the three dimensional case for (2.6). Unless otherwise stated, we choose the interaction potential given in (2.3) with k = 10, C = 10 and R = 1.4. The coiling potential V is chosen as V (x) = |x| 2 /2.
We are especially interested in the comparison of the numerical results for the mean-field equation and the microscopic stochastic model. For this comparison, we consider different noise coefficients A and a box-shaped initial condition for the meanfield equation given by
where τ 3 denotes the third component of the vector τ and C is a normalizing constant. The corresponding initial condition for the microscopic system can be obtained by randomly placing particles in the cube [−1, 1] 3 with initial velocities having the third component larger than zero. We start the investigation by studying order of convergence of the numerical method for the mean-field equation described above.
5.3.1.
Order of convergence of the numerical method for the mean-field equations without interaction. In this section we give a numerical investigation of the method for the mean field equation for the case without interaction. Although the method is not a second order method, owing to the geodesic grid, the numerical results show that the numerical order of convergence is of order two. Let n x be the number of spatial grid points in each direction and n k the number of cells on the sphere, h x and h k are the respective grid sizes. Note, that h k is the average grid size on the geodesic grid. The spatial step size was chosen to match h k . The following grid sizes were simulated: From this data, we obtain the convergence plot shown in Figure 5 .2. Figure 5 .3, we consider the stationary distributions obtained from the microscopic and mean-field equations for different values of the delay H. We show radial plots of the radially symmetric density function. The case without interaction is compared to the case with interaction, with delay given by H ∈ {0, 0.1, 0.5, ∞}. The grid resolutions simulated for the mean-field equations were n x = 40 points in each spatial direction with a grid size of h x = 0.205 for the cases without interaction and the cases H ∈ {0, ∞}. To slightly reduce the computing time, we used a smaller spatial resolution of n x = 35 and h x = 0.235 in the cases with H ∈ {0.1, 0.5}. In all cases, the sphere was discretized by 320 geodesic triangles, which led to an average cell midpoint distance of 0.175. These grid sizes where matched by the histograms generated from the microscopic fiber positions and velocities.
Stationary solution. In
To achieve smooth data, the total number of simulated fibers has to be chosen sufficiently large. In the case without interaction, the microscopic density is generated from 4.8 · 10
6 simulated fiber positions. For the cases with interaction, we computed 800 realizations of a system of 600 interacting fibres and generated the histogram from the fibre positions of all the realizations, which means that the histogram is based on 4.8 · 10 5 microscopic fiber positions. As mentioned earlier, the interaction computation in the microscopic context is quite costly. So, although the computing time for 4.8 · 10
6 fibres without interaction took only a couple of minutes, depending on how many processing cores we have at our disposal, it took up to several days of computing time for the case H = 0.5, which is the most expensive task here. Computing times for the mean-field solver lie in the range of 3 to 24 hours on the given hardware, which was an Intel XEON E5 2670 with 8 cores at 3.3GHz.
As expected, the stationary distribution does not change with different values of H. However the stationary distribution for the case with interaction is significantly wider than the distribution for the case without interaction. We note that the solu- tions obtained by the microscopic and by the mean-field equation are in very good agreement for the cases considered here.
5.3.3.
Convergence to equilibrium. In this subsection we invstigate the convergence to equilibrium in more detail. In Figures 5.4 and 5.5, we investigate the behaviour (in time) of the L 2 -norm of the distance to equilibrium for the spatial density ρ. Again, the case without interaction is compared to the case with interaction with cut-off given by H ∈ {0, 0.1, 0.5, ∞}. In Figure 5 The figures provide a strong indication that all cases with interaction converge to the same stationary distribution. We also observe the exponential decay to equilibrium for the case without interaction (cf. [13] for a theoretical exposition). Furthermore, the graph in green shows the case with a strongly retarded potential. The decay is no longer strictly monotone and it takes more time to achieve the stationary state, in comparison to the cases without significant delay. Figure 5 .6 displays a comparison between the decay to equilibrium for different values of A. As can be observed, the decay becomes slower and, in particular, less and less regular for smaller values of A. dist. to equilibrium mean field, A=0.5 5.3.4. Sensitivity of stationary solutions with respect to parameters in the interaction potential. Finally, we investigate the behavior of the stationary solution for different parameters in the interaction model. In particular, we expect a wider profile for larger radii, as well as for stronger interaction, i.e., C large. To numerically analyze the behavior for the different parameters, we consider the stationary equation in fixed-point form (3.5). We are interested in the change of the stationary solution for varying parameters R and C respectively.
In Figure 5 .7, the stationary solution is shown. First, we consider the case of varying radius R. We use the potential U from (2.3) and keep C and k fixed. As we can see in Figure 5 .7, the solution ρ is becoming less concentrated for increasing radius R. Second we vary C keeping R and k fixed obtaining similiar results as before.
6. Conclusion and outlook. In this work we extended existing models for describing the lay-down process of fibers during the production of non-wovens to a model, which captures the interaction between the fibers by using a system of retarded stochastic differential equations and their corresponding mean-field approximations. A theoretical investigation of the mean-field limit for the deterministic retarded system is included. The solutions of the (retarded) microscopic and mean-field approximations are numerically compared with each other. In particular, the stationary solutions and the decay to equilibrium is numerically investigated. Different types of interaction potentials are presented and the influence of different parameters in the interaction potential is investigated. Furthermore, a large diffusion scaling for the mean-field equations has been considered. Another interesting theoretical issue which has not been treated in the present work is the analytical investigation of the convergence of the retarded mean-field equation towards equilibrium.
Appendix A. Proof of Proposition 3.1. Here we give a proof of Proposition 3.1, compare [16] . We begin by writing the differential equation in its integral form (1 + ln(t) − ln(s)) E(s) ds, where we used integration by parts in the equality. With this estimate at hand, we construct a solution by the Picard iteration procedure, and show that the generated sequence converges. We, therefore, define the sequence (Z (k) ) k≥0 ⊂ B T recursively by Z (k+1) = T Z (k) for k ≥ 0, and denote
) t (z)|, g(t, s) = 1 + ln(t) − ln(s).
Applying the above estimate iteratively leads to Elementary computations of the term in the bracket gives
for any k ≥ 0. Since the series k≥0 c k (k + 1)t k k! = (1 + ct)e ct < +∞, summing up the terms E k (t) in k ≥ 0 yields k≥0 E k (t) ≤ sup 0≤t k ≤t E 0 (t k )(1 + Lip(F )t)e Lip(F )t < +∞,
and hence E k (t) → 0 pointwise in t > 0. Consequently, the Picard sequence (Z (k) ) k≥0 converges uniformly in B T to the solution of the integral equation (1.1). Since T was chosen arbitrarily, the solution may be extended to Z ∈ C(R + × R m ; R m ). Kµ σ (Z s (z)) dσ is continuous for all z ∈ R m . Consequently, t → Z t (z), t > 0, is continuously differentiable for all z ∈ R m , and satisfies the differential form (3.10).
