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PREFACE 
Motivated by successful applications of derivatives in various branches of science, 
the notion of derivation was introduced in rings and algebras. An additive mapping 
d : R —y R is called a derivation on a ring R if d{xy) = d{x)y + xd{y) holds for all 
x,y e R. For a fixed ae R the map /„ on R given by Ia{x) = ax-xa for all x e i? is a 
derivation which is said to be an iimer derivation determined by a. Many well-known 
algebraists hke Beidar, Bell, Bergen, Bresar, Herstein, Hvala, Jacobson, Kharchenko, 
Lanski, Lee, Martindale, Posner and Vukman etc. have done a lot of work in this area 
which has got tremendous applications in diverse part of Mathematics. A function 
fa,b '• R —> R is called a generalized iimer derivation if fa,b{x) = ax + xb for some 
fixed a,b G R. It is straightforward to see that if /„ 5 is a generahzed inner derivation, 
then for any x,y e R fa,b{xy) — fa,b{x)y + ^hiv) where I^ is an inner deriva,tion on 
R. Inspired by this observation the notion of generalized derivation was introduced 
by Bresar [30]. An additive mapping F : R —)• R is called a generalized derivation 
if there exists a derivation d : R —> R such that F{xy) = F[x)y + xd{y) holds for 
all X, y 6 R. Later, Hvala [53] presented an algebraic study of generahzed derivations 
in rings, and extended many results concerning derivations to generalized derivations. 
The present thesis is a part of the research work carried out by the author during 
the last five years concerning generalized derivations and its various generalizations 
mostly in the setting of prime and semiprime rings. This exposition consists of five 
chapters. Each chapter is subdivided into sections. The definitions, examples, results 
and remarks etc. have been specified with double decimal numbers. The first figure 
denotes the number of the chapter, second represents the section in the chapter and 
thud points out the nmnber of the definition, the example, or the remark as the case 
may be in particular chapter. For example. Theorem 3.2.4 refers to the fourth theorem 
appearing in the second section of the third chapter. 
Chapter 1 contams prehminary notions, basic definitions and some important 
known results which may be needed for the development of the subject in the sub-
sequent chapters. However, the basic knowledge of ring theory has been pre-assumed. 
m 
Chapter 2 deals with th(3 study of symmetric biderivations in rings. A mapping 
B : Rx R -^ R is said to be symmetric if B{x, y) = B{y, x) holds for all x, y ^ R. A 
mapping f : R —^ R defined by f{x) = B{x, x) is called the trace of B. It is obvious that 
in case B is symmetric which is also biadditive (i.e.; additive in both the arguments), 
the trace of B satisfies- the relation f(x + y) = f{x) + f{y) + 2B(x, y) for all x,y E R. 
Following Maksa [64], a symmetric biadditive mapping D : R x R -^ R is called a 
symmetric biderivation if D{xy, z) = D{x, z)y + xD{y, z) holds for all x, y,z E R. Let 
a, P be endomorphisms of R. A symmetric biadditive mapping G : Rx R -^ Ris said 
to be a symmetric generalized (a, /3)-biderivation if there exists a symmetric (a, /3)-
biderivation B : Rx R-^ R such that G{xy, z) — G{x, z)a{y) + (5{x)B{y, z) holds for 
all X,'(/, z G R. Moreover, a symmetric generalized (a, /3)-biderivation with B = 0 is 
called an a-left bimultiplier of R. In the initial part of Chapter 2, we prove that if [/ is a 
nonzero (a, T)-Lie ideal of a prime ring R of characteristic different from 2 and a, r, a are 
automorphisms of R and B : Rx R~^ Risa symmetric biadditive mapping with trace 
/ such that f{uv) = f{u)aiv) for all u,veU, then either f{U) = {0} or U C Z{R). 
In fact, this result extends Theorem 1.1 of [69]. The other results of this chapter ex-
tend Theorems 2.1-2.3 of [69]. Motivated by the definition of symmetric generalized 
(a, ,5)-biderivation in rings, we define symmetric generalized Jordan (a, /9)-biderivation 
as follows: a symmetric biadditive mapping J : Rx R-^ Ris called a symmetric gen-
erahzed Jordan (a, /?)-biderivation on R if there exists a symmetric (a, /5)-biderivation 
B : Rx R -)• R such that J(x^, z) = J{x, z)a{x) + P{x)B{x, z) holds for all x,z e R. 
Section 2.3 is devoted to the study of symmetric generalized (a, /3)-biderivations and 
a-left bimultipliers. In this section it is shown that every symmetric generalized (a, /?)-
biderivations on a square closed Lie ideal f/ of a prime ring R of characteristic different 
from 2 is an a-left bimultiplier of R. In fact, the results of this section generalize many 
theorems viz. [69, Theorem 3.1] and [69, Theorems 3.1-2.3] etc. Section 2.4 deals with 
the study of symmetric generahzed Jordan (a, /5)-biderivation in rings and finally it is 
proved that every synunetric generalized Jordan (a, /5)-biderivation on a square closed 
Lie ideal f/ of a prime ring R of characteristic different from 2 is a symmetric generahzed 
(a, jS)-biderivations on U. 
Chapter 3 is devoted to the study of rings satisfying certain differential iden-
tities. A mapping d : R —> R is called centraUzing on a subset 5 of i? if 
IV 
[d{x),x] G Z{R), the center of R, for all x G S and in the special case when 
[d{x),x] = 0 for all x E S, d is said to be commuting on S. The study of such 
mapping was initiated by E. C. Posner [70]. Over the last three decades, several 
authors have proved commutativity theorems for prime and semiprime rings ad-
mitting derivations which are centrahzing or commuting on some appropriate sub-
sets of R (see [26] for partial bibhography). In Sections 3.2 & 3.3, we investi-
gate commutativity of ring R which admits a generalized derivation F with asso-
ciated derivation d satisfying certain identities viz. (z) F{[x,y]) = 0, (ii) F{xoy) — 
0, (m) F(\x,y\) = [x,y], {iv) F{xoy) = {xoy), {v) F{x)x = xF{x), (m) [F{x),d{y)] = 
[x,yl, (vii) Fi[x,y]) = [d(.x),F(y)], (mn) Fix') = x\ {ix) F{[x,y]) = \F{x)M + 
[%),a;], (x) F{xoy) = F{x)oy-d{y)ox, (xi) F{[x,y])-[x,y] e Z{R), {xii) F{xay)-
(xoy) e Z{R), (xm) F{x')-x' G Z{R), {xiv) [F{x),d{y)]-[x,y] G Z{R), (xv) F{x)x-
xF{x) G Z{R), (xvi) F{[x,y]) - [d{x),F{y)] G Z{R) and (xvii) [F{x),y] - [x,F{y)] G 
Z(R) for all x,y e I, a nonzero ideal of R. Finally in Section 3.4 we generalize the 
results obtained by Bergen et al. [27] for generahzed derivation of a prime ring R in 
the setting of (cr, r)'Lie ideal of R. In fact, theorems of this chapter generalize many 
known results namely Theorems 3.1, 3.4, 3.8 & 3.10 of [9], Theorem 2 of [20], Theorem 
1 of [27] and the main theorem of [72]. 
The material of chapter 4 concerns with the study of various generalizations 
of Jordan derivation, a concept introduced by Herstein [49]. An additive mapping 
d : R —y R is said to be a Jordan derivation on R if (i(x^) = d{x)x + xd{x) holds 
for all x E R. A classical result due to Herstein states that every Jordan derivation 
on a prime ring R of characteristic different from two is a derivation. This result was 
further generalized by many authors (see [14], [33] and [34] where further references can 
be found). Inspired by the notion of generalized left derivation introduced in [7], we 
define the concept of generalized left (a,/5)''derivation (generalized Jordan left (a ,^)-
derivation) as follows: an additive mapping G : R —> R is said to be a generalized 
left (a,/3)-derivation (resp. generalized Jordan left (a, ;5)-derivation) if there exists a 
Jordan left (a,/3)-derivation S : R —> R such that G{xy) = a{x)G{y) + I3{y)5{x) 
(resp. G{x'^) = a{x)G{x) + f3{x)S{x)) holds for all x,y e R. Clearly, every general-
ized left (a, /5)-=derivation on i? is a generahzed Jordan left (a, /3)-derivation but the 
converse need not be true in general. In Section 4.2 it is shown that the converse is 
true ill tlie case when B. is 2-torsion free and has a commutator which is not a left 
zero divisor in R. Moreover, we also prove that if f/ is a square closed Lie ideal of a 
prime ring R of characteristic different from 2 and R admits a generalized left (a, a)-
derivation with associated Jordan left (a, a)-derivation 6 on t/, then either 6{U) = {0} 
or [/ C Z{R). In [25], Bell and Kappe proved that if /? is a semiprime ring and d a 
derivation of R which acts either as an endomorphism or as an anti-endomorphism of 
i?, then d = 0. In Section 4.3 we study generalized left (a, /?)-derivation which acts 
either as a homomorphism or as an anti-homomorphism on R. In fact, we prove that 
if R is a prime ring and G : R —> R a generalized left (a, /?)-derivation of R, with 
associated left (a, /3)-derivation 6 : R —)• R which acts as a homomorphism or as an 
anti-homomorphism on a nonzero ideal / of R, then '^ = 0 on i? or i? is commutative. 
Finally in Section 4.4, we prove the following result: let C/ be a square closed Lie ideal 
of a ring R and let a, /? be cndomorphisms of R such that a is one-one and onto. Sup-
pose that M is a 2'torsion free i^-bimodule such that mRx — {0} with m E M,x E R 
implies that either m=0 or x=0. If F ; i? —> M is an additive mapping satisfying 
F(u^) = F{u)a{u) + fi{u)d{v) for aRu EU, where d : R —> R is an associated (a, P)-
derivation, then F(uv) = F{u)a{v) + P{u)d{v) for all u,v E U. In fact, our result 
generalizes many well-known theorems viz. [12, Theorem 2.1], [14, Theorem 2.1], [15, 
Theorem], [18, Theorem], [32, Theorem 1] and [49, Theorem 3.3] etc. 
The last chapter of the thesis is devoted to the study of rings admitting in-
volutions. An additive mapping x i—y x* on a ring R satisfying (xy)* = y*x* 
and (.X*)* = X for all x,y G i? is called an involution on R. A ring equipped 
with an involution is called a *-ring or ring with involution. An additive map-
ping T : R —> R is called a left (resp. right) a:'*centralizer associated with a 
function a : R -^ R ii T{xy) = T{x)a{y*) (resp. T{xy) = a{x*)T{y)) holds for 
all x,y E R and T is called a left (resp. right) Jordan a-*centralizer if for all 
x e R, r(x2) = r(x)a(x*)(resp. T{x'^) = a(x*)T(x)). If T is both left and right 
Jordan a-*centralizer of R then it is called Jordan Q:-*centralizer of R. In Section 5.2 
it is shown that if i? is a 2-torsion free semiprime *-ring and a, /? are endomorphisms 
of R such that a is one-one and onto and R admits an additive mapping F : R =-)• R 
with associated (a, /?)'^derivation doiR such that F{xx*) = F{x)a{x*) + I3{x)d{x*) for 
all X e i?, then F{xy) = F{x)a(jj) + I3{x)d{y) for ail x,y e R. This result extends 
VI 
the main theorem obtained in [42], [68] & [80]. We continue the similar study further 
in Section 5.3 and prove that an additive mapping T on a 2-torsion free scmiprirne 
*-ring R satisfying 2T(xyx) = T{x)a{y*x*) + a{x*y*)T{x) for all x,y G i? and auto-
morphism a, is a Jordan a-*centralizer of R. It is easy to see that if T is a Jordan 
Q:'*centralizer of R, then T satisfies the relation 2T{x'^) = T{x)a{x*) + a{x*)T{x) for 
all X G R. However, the converse need not be true in general. In Section 5.4 we inves-
tigate the converse part of the above problem and prove that an additive mapping T 
on a 2-torsion free semiprime *'ring R satisfying 2T[x^) = T{x)a{x*) + a(x*)T{x) for 
all X G -R and automorphism a, is a Jordan Q;-*centralizer of R. 
At the end, an extensive bibliography of the existing literature related to the 
subject matter is included. 
Two papers of the author related to some portion of Chapter 3 have aheady been 
pubhshed in the Internat. J. Math. Game Theory and Algebra 18(1) (2008), 19-24 and 
Internat. J. Algebra 3(19) (2009), 935-944. Also one paper accepted for publication 
in the Indian J. Pure and Applied Math, includes the materials from Chapter 2. One 
more paper based on certain results from Chapter 4 is to appear in Southeast Asian 
Bull. Math. 
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CHAPTER-1 
PRELIMINARIES 
§ 1.1. Introduction 
The object of this chapter is to introduce some basic definitions, preliminary no-
tions and some fundamental results which we shall require for the development of the 
subject matter in the subsequent chapters. Of course, knowledge of some basic concepts 
such as groups, rings, ideals, fields and homomorphisms etc. have been preassumed. 
For most of the material included in this chapter, we refer to Beidar [21], Burton [38], 
Herstein [49], Kharchenko [59] and McCoy [67] etc. 
§ 1.2. Some related concepts in ring theory 
In the present section we shall give a brief exposition of some important termi-
nologies in ring theory. Throughout the thesis, unless otherwise mentioned, R will 
denote an associative ring having at least two elements. For the sake of convenience, 
the product a.b of any two elements a and b of i? will be denoted by ab. 
Definition 1.2.1 (Prime Ideal). An ideal P in a ring R is said to be a prime ideal if 
for any two ideals A and B of R, AB C P implies AC P oi B C P. 
Remark 1.2.1. If P is an ideal in a ring R, then the following conditions are equivalent: 
(i) P is a prime ideal of R. 
(a) If a, 6 e P such that aRb C P , then a e P or 6 e P . 
{Hi) If (a) and (6) are prmcipal ideals in R such that (a){b) C P, then aE P orbe P. 
{iv) If U and V are right (or left) ideals in R such that UV C P, then [/ C P or 
yep. 
Definition 1.2.2 (Prime Ring). A ring R is said to be prime ring if and only if the 
zero ideal of i? is a prime ideal in R. 
Remark 1.2.2. A ring Ris a. prime ring if and only if the following conditions hold: 
(i) If A and B are ideals in R such that AB ^ (0), then A = {Q) ox B = (0). 
{a) If a, 6 e R, aRb = (0), then a = 0 or 6 = 0. 
Definition 1.2.3 (Semiprime Ideal). An ideal Q in a ring R is said to be a 
semiprime ideal in R if for every ideal A of R, A'^ C. Q imphes ACQ. 
Remark 1.2.3. (i) A prime ideal is necessarily a semiprime ideal but the converse 
need not be true in general. 
(ii) The intersection of any set of semiprime ideals is semiprime. In the ring ^ of 
integers, ideal (2) fl (3)=(6) is semiprime which is not prime. 
Pefinition 1.2.4 (Semiprime ring). A ring R is called a semiprime ring if all its 
nonzero ideals have nonzero multipUcation i.e., for an ideal J, the equahty P — (0) 
implies / = (0). 
Remark 1.2.4. A ring R is semiprime if and only if for any nonzero element a ^ R 
there exists x E R, such that axa ^ 0. 
Definition 1.2.5 (Maximal Ideal). An ideal M in a ring R is said to be a maximal ideal 
oi R'li M ^ R and there exists no ideal U in R such that M C U C R. 
Example 1.2.1. Let R be the ring of integers and let U = (p), where p is prime. Then 
[/ is a maximal ideal of R. 
Definition 1.2.6 (Minimal Ideal). An ideal M in a ring R is called a minimal ideal 
oi Rii M ^ (0) and there exists no ideal U in R such that (0) cU C M. 
Example 1.2.2. Consider the ring D„ of all matrices of order n over a division ring 
D. Let k be an integer from the set {1,2,.. , n}, and let A{k) be the right ideal in D„ 
consisting of all those matrices of £)„ having only zeros in all rows except possibly the 
A;"* row. Then A{k) is a minimal right ideal in D,,,-
Remark 1.2.5. Every maximal ideal in a commutative ring R with identity is prime. 
However, the converse is not true in general. In the ring ^ of integers, the ideal (0) is 
prime but (0) ideal is not maximal, because (0) C (2) C Z. 
The existence of the identity is essential in R for the validity of the above remark. 
Example 1.2.3. The ideal (4) in £?, the ring of even integers is a maximal ideal but 
not prime as 2.2 G (4) but 2 ^ (4). 
Definition 1.2.7 (Characteristic of a ring). Let J? be a ring. If there exists a positive 
iuteger n such that nx = 0 for all x £ i?, then the smallest positive integer with this 
property is called the characteristic of the ring R and is denoted as char{R) •-= n. If 
no such positive integer exists, then R is said to be of characteristic zero. 
Exfunple 1.2 A. The ring of integers, rational numbers and real numbers are all stan-
dard examples of rings having characteristic zero. On the other hand let P{X) be 
the set of all subsets of a given non-empty set X. \i A,B G P{X)^ we define AB 
to be ^ n B and A-\- B is defined to be the symmetric difference of A and B i.e., 
AAB = {A\B)\J{B\A), then with respect to these addition and multiplication P{X) 
is a commutative ring with identity. Moreover, since 2A — AAA = ^ for every subset 
A C X, P{X) is a ring of characteristic 2. 
Remark 1.2.6. The characteristic of an integral domain is either zero or a prime. 
Definition 1.2.8 (Torsion free element). An element x G i?, is called n-torsion free if 
nx = 0 implies x = 0. 
If nx = 0 implies x = 0, for every x e R, WQ say that the ring R is n-torsion free. 
Definition 1.2.9 (Idempotent element). An element e in a ring R is called idempotent 
if e^ = e. 
Remark 1.2.7. For any idempotent e in a ring R, e + ex - exe and e + xe - exe for 
all X ^ R are also idempotent. 
Definition 1.2.10 (Boolean ring). A ring R is called a Boolean ring if all of its ele-
ments are idempotent i.e., x'^ = x for all x G R. 
Remark 1.2.8. Every Boolean ring is commutative and has characteristic 2. 
Definition 1.2.11 (Nilpotent element). An element x of a ring R is called nilpotent 
if x" = 0 for some positive integer n. 
Remark 1.2.9. {i) For any idempotent e in R, ex — exe and xe — exe are nilpotent 
inR. 
{a) Every nilpotent element is necessarily a divisor of zero. 
Remark i .2 . l0 . If i? is a prime ring with no nonzero nilpotent elements then R has 
no zero divisor. In fact, if ab = 0, then (6a) = {ba){ba) = b{ab)a = 0. By hypothesis 
ba = 0. However, if ab = 0, then {ab)x = 0. This imphes that a(bx) = 0 for all x G R, 
i.e., {bx)a = 0 for all x G i? and hence bRa = {0}. Since R is prime, either a = 0 or 
6 = 0 i.e., R has no zero divisors. 
Definition 1.2.12 (Centralizer of a set). Let 5 be a nonempty subset of R, then the 
centralizer CR{S) of S in R is defined by CR{S) ~ [X E R \ sx = xs for all s e S}. 
Definition 1.2.13 (Centre of a ring). The centre of a ring R is the set of all those 
elements of R which commute with each element of R and denoted as Z{R.) i.e., 
Z{R) = {xe R\ xr = rx for all r G R}. 
Remark 1.2.11. (i) Obviously a ring R is commutative if and only if Z{R) = R. 
(ii) It is evident that CR{R) = Z(R). 
Remark 1.2.12. The centre of a prime ring is free from zero divisors. 
Remark 1.2.13. The centre of a semiprime ring contains no nonzero nilpotent ele-
ment. 
Proof. Let x be a nonzero nilpotent element of R such that x € Z{R). Suppose that 
index of nilpotency is n. If n = 2, then x^r = 0 for all r G i? i.e., x{xr) — 0 gives 
xrx — 0. This implies that x = 0. If n > 2 then 2n — 2 > 0 and we have (x"""^)^ = 0 
i.e., {x""^)^r = 0 for all r e R. This implies x"~Vx"~^ = 0. Since R is semiprime, 
x"~^ = 0, a contradiction. 
Remark 1.2.14 ([48, Lemma 1.1.5]). Let i? be a semiprime ring and let / be a right 
ideal of R. Then Z{I) C Z{R). 
Proof. If a G Z^T) and x G i? then, since ax G / , a{a.x^ = {ax)a^ that is a{ax~xa) — 0. 
If r G i?, then a(a(xr) — (xr)a) = 0. However, a{xr) — {xr^a = {ax — xa)r-Vx{ar~Ta)\ 
thus we get axiar - ra) = 0 for all x, r G R. But this gives {ar - ra)R{ar — ra) = 0. 
Since R is semiprime, we conclude that ar — ra = 0 for all r £ R, hence a G Z{R). 
Definition 1.2.14 (Nilpotent ideal). An ideal yl of i? is called a nilpotent ideal if 
A" = (0) for some positive integer n. If every element of A is nilpotent, then A is said 
to be a nil ideal. 
Remark 1.2.15. Every nilpoteut ideal is necessarily a nil ideal but the converse need 
not be true in general. 
Example 1.2.5. Let I be the set of sequences in R whose n*'' term belongs to the 
principal ideal in Zpn generated by p. Then / is a nil ideal of R but not a nilpotent 
ideal. 
Definition 1.2.15 (Simple Ring). A ring R ^ (0) is said to be simple if R has no 
ideals other than (0) and R. 
Example 1.2.6. The matrix ring M2(^2) is a simple ring. 
Definition 1.2.16 (Annihilator). The right annihilator r/^(A) of a set A in /? is a 
totahty of all x G i?, such that Ax = 0. Accordingly the left annihilator IR(A) is a set 
of all X e R, such that xA = 0. The intersection AnnR{A) = rR{A) n IR{A) is called 
an annihilator of A in R. 
Remark 1.2.16. If / is an ideal of a semiprime ring R. Then AnnR{I) = r/i(/) = 
Definition 1.2.17. Given ahy associative ring R, using its operations one can intro-
duce two new operations in R as follows: 
(z) for all a;, y e R, the Lie product [x, y] = xy - yx. 
(M) for all x,y e R, the Jordan product xoy = xy + yx. 
Remark 1.2.17. For any x,y,z e R, the following identities are obvious: 
(i) [xy, z] = x[y, z] + [x, z]y 
{ii) [x,yz] = [x,y]z + y[x,z] 
(m) [I.x,y],2:]] + [[y,2;],2;]] + [[z,x],7/]] = 0 (Jacobi's Identity) 
(iv) xo{yz) = {xoy)z — y[x, z] = y{xoz) + [x, y]z 
{v) {xoy)z = x{yoz) — [x, z]y = {xoz)y + x[y, z] 
Definition 1.2.18 (Lie (resp. Jordan) Ideal). An additive subgroup U oi R is said to 
be a Lie (resp. Jordan) ideal of R if [U, R] C [/(resp. UoR C U). 
Example 1.2.7. Let R=ll^ J | a, 6, c, d e ^ 2 [• Then it can be easily seen that 
[/ = < I \ \a,b,c^ Z:2> is a Lie ideal of R and J = i I ^ j | a, 6 G .^2 f is 
a Jordan ideal of R. 
Remark 1.2.18. If [/ is commutative Lie ideal of a 2-torsion free semiprime ring R, 
then U C Z{R). 
In fact, if U is commutative, then a G U, x E R implies ax - xa E U so com-
mutes with a. Now, for x,y E R, a{a{xy) — {xy)a) = (^(xy) — {xy)a)a. Expanding 
a{xy) — {xy)a as {ax - xa)y + x{ay — ya) and using that a commutes with this, with 
ax — xa and with ay — ya yields 2(ax — xa)[ay — ya) = 0 for all x,y E R. Since 
2r = 0 forces r = 0, we obtain (ax — xa){ay — ya) = 0. In this putting y = a.r, we 
find that {ax — xa)R{ax — xa) = (0). Since R has no nilpotent ideals we conclude that 
ax — xa = 0 and so, a must be in the center of R. 
Definition 1.2.19 (Square closed Lie ideal). A Lie ideal f/ of i? is said to be a square 
closed Lie ideal of i? if it^  G C/ for all w G U. 
If t/ is a square closed Lie ideal of R then uv + vu = {u + vf — U^ — V^EU. Since 
UV-VUEU for all w, w G U, we find that 2uv E U for all u,v EU. 
Definition 1.2.20 ((a, T)-Lie ideal). Let U be an additive subgroup of R and 
a,T : R —> R be two mappings and we set [x,y]fj^r ~ ^(^iy) — T{y)x. Then U is 
called a (a, r)-right Lie ideal (resp. ((T,r)-left Lie ideal) of R if [U,R]a,T Q U (resp. 
[R, U\a^r QU). If t/" is both a (a, r)-right Lie ideal as well as {a, r)-left Lie ideal of R, 
then U is said to be (a, r)-Lie ideal of R. 
Example 1.2.8. Let iZ = | ( ^ ^ J | x,y,e ^ \ and ?7 = | ( ^ [j J | a; € x l . 
If we define the mappings a,T : R —> R such that o-1 . n ) "^  I n n ) ^^^ 
I X V \ I 0 V \ 
T I n / ( n n ' ^^^^^ U is a {a, T)-Lie ideal but not a Lie ideal of R. 
§ 1.3. Derivation and its generalizations 
Motivated by two basic properties of differential operators, the notion of derivation 
was introduced in rings as follows: 
Definition 1.3.1 (Derivation). A mapping d : R —> R is said to be a derivation of 
the ring R if it obeys the following properties: 
(i) d{x + y) = d{x) + d{y) for all x,y & R 
(ii) d{xy) = d{x)y + xd{y) for all x,y G R. 
Exampife 1.3.1. The most nattiral example of a nontrivial derivation is the usual 
differentiation on the ring F[x] of polynomials defined over a field F. 
Remark 1.3.1. A set of all derivations of the ring R is denoted by DerR. This set 
is closed relative to the commutator operation i.e., if di, ^2 are derivations of it!, then 
[di, 0^ 2] is also a derivation. Therefore, DerR is a Lie ring. 
Definition 1.3.2 (Jordan derivation). A mapping d : R —> R is said to be a 
Jordan derivation of the ring R if it obeys tiie following properties: 
(z) d{x + y) = d{x) + d{y) for all x,y e R 
(ii) d(x^) = d{x)x + xd(x) for all x E R. 
Remark 1.3.2. Every derivation on a ring R is a Jordan derivation but converse need 
not be true in general. 
Example 1.3.2. Let R he a. ring and a e R such that xax = 0 for all x e -R and 
xay '-f 0 for some y / x in R. Define a map d: R-^ Rhy d{x) — ax. Then it is very 
easy to see that d is a Jordan derivation on R. but not a derivation on R. 
Definition 1.3.3 (Inner Derivation). Let a be a fixed element of R. If we define a 
mapping d : R. —v R by d{x) = [x, a], for all x e R. Then it can be easily seen that d 
is a derivation of R. This derivation is called Inner derivation of R determined by a. 
Remark 1.3.3. It is obvious to see that every inner derivation on a ring Ris a, deriva-
tion. But converse need not be true in general. 
Example 1.3.3. Let i? = < , \ \ a,b,c,d & Z\ be a ring of 2 x 2 matrices 
over ^, the ring of integers. Define a mapping d: R-^ Ras follows: 
Then it can be verified that d is a derivation but not an inner derivation on R. 
Remark 1.3.4. If d is a derivation on R and r £ Z{R), then d{r) G Z{R). 
Definition 1.3.4 ((a,/3)-Derivation). Lei a,(3 : R —> Rbe two mapping. Then a 
mapping d: R —> Ris said to be an (a, /3) - derivation on R if it satisfies the following 
properties: 
(i) d{x + y) = d{x) + d{y) for all x,y E R 
(M) d{xy) = d[x)a[y) + (3{x)d{y) for all x,y E R. 
Example 1.3.4. Let i? = < I \ \ a,b,ce Zy. If we define the mappings 
d,a,P : R -^ R such that ^ ( Q c ) = ( 0 I! ) ' ^ ( 0 c ) = ( 0 S ) 
and /3 I Q / ( n o r '^^^'^ ^ i^  ^^ ('^' /?)-derivation of R. 
Definition 1.3,5 (Generalized Derivation). An additive mapping F ; R —> R is said 
to be generalized derivation of R if there exists a derivation d : R —> R such that 
F{xy) = F{x)y + xd{y) for all x,y ^ R. 
Remark 1.3.5. It can be easily seen that every derivation is a generalized derivation 
but the converse need not be true in general. 
Example 1.3.5. Let i? = < I j | a,b,ce ^2}- If we define the mappings 
F, d : R ^ R such that F (^  ^ c ) ^ ( 0 0 ) ^"^ ^ ( 0 c ) = ( 0 0 ) • 
Then F is a generalized derivation of R, with associated derivation d but not a deriva-
tion of R. 
Definition 1.3.6 (Left Derivation). An additive mapping d : R —y R. is called a 
left derivation of R if d{xy) = xd{y) + yd{x) for all x,y e R. 
Example 1.3.6. Let S be any ring. Next, let R 
Q a b 
0 0 c I |a,6,cG 5 
0 0 0 
0 a b\ / 0 a 0 
Define a map d : R —> R such that d | 0 0 c 
0 0 0 ; 
easily seen that (f is a left derivation of R. 
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= I 0 0 0 I . Then it can be 
0 0 0 
Definition 1.3.7 (Jordan Left Derivation). An additive mapping d : R —> R is called 
a Jordan left derivation of R if d(x'^) = 2xd{x) for all x ^ R. 
Remark 1.3.6. It is easy to see that every left derivation on a ring Ris a, Jordan left 
derivation. However, in general, a Jordan left derivation need not be a left derivation. 
Example 1.3.7. Let i? be a conunutative ring and let a e R such that xax = 0 for 
all X e /? but xay / 0, for some x and y, x^y. Define a map d : R —)• R as follows: 
d{x) = xa + ax. 
Then d is a Jordan left derivation but not a left derivation. 
§ 1.4. Some well-known results 
In this section we give some well-known results which will be used frequently in 
the subsequent chapters. 
Lemma 1.4.1 ([26, Theorem 3]). Let i2 be a semiprime ring and / a nonzero left ideal 
of R. If R admits a nonzero derivation d such that [x, d{x)] is central for all x G /, 
then R contains a nonzero central ideal. 
Lemma 1.4.2 ([22, Lemma 3.1]). Let i? be a 2-torsion free semiprime ring and L a 
left ideal of R. U a,b e R and axb + bxa = 0 for all x G L, then axb = bxa — 0 for all 
x e L. 
Lemma 1.4.3 ([70, Lemma 1]). Let d be a derivation of a prime ring R and a be an 
element of R. If ad{x) = 0 (or d{x)a = 0) for all x G i?, then either a = 0 or d is zero. 
Proof. Suppose ad{x) = 0 for all x G R. Replacing x by xy, we find that 
ad{xy) == 0 = ad{x)y + axd{y) = axd{y) 
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for all x,y e R. lid is not zero, that is, if d{y) ^ 0 for some y G /?, then the primeness 
of R yields that a = 0. 
Remark 1.4.1. Let h and ah be in the centre of a prime ring R. If h is not zero, then 
a e Z(R). 
Proof. 0 = [ab,r] = a[b,r] + [a,r]b = [a,r]b for all r e R. By Lemma 1.4.3, 6 = 0 or 
[o, r] = 0 for all r e R. Hence a must be in Z{R). 
Remark 1.4.2. Let / be a nonzero right ideal in a prime ring R. If i? admits a 
derivation d which is zero on / , then d is zero on R. 
Proof. If d{I) = 0, then 0 = d(/i2) = diI)R + Id{R) = Id{R). By Lemma 1.4.3, d 
must be zero on R since / is nonzero. 
Remark 1.4.3. Let i? be a prime ring. If R contains a non-zero central ideal (or 
contains a nonzero commutative ideal), then R is commutative. 
Proof. Let J be conunutative ideal of R. If a; G J, then Ix{J) = \x, J] = 0. Since J is 
commutative, by Remark 1.4.2, /^ = 0 on /2 and hence x e Z{R). Thus [x, i?] = 0 for 
every x G J. Hence /a(^) = 0 for all a G i? and again by Remark 1.4.2, /„ = 0 on i? 
and hence a G Z{R) for all a E R. Therefore R is commutative. 
Lemma 1.4.4 ([27, Lemma 4]). If i? is a prime ring and U a Lie ideal of R such that 
U 2 Z{R) and a,b £ R such that aUb = {0}, then a = 0 or 6 = 0. 
Lemma 1.4.5 ([50, Lemma 1]). Let Rhe a. 2-torsion free semiprime ring and f/ be a 
Lie ideal of R. Suppose that [U, U] 6 Z{R), then U Q Z{R). 
Lemma 1.4.6 ([63, Theorem 5]). Let i? be a prime ring and U he & Lie ideal of R. If 
rf is a nonzero derivation of R such that [x,<i(x)] € Z{R) for all x G (7, then U C Z{R). 
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Lemma 1.4.7 ([74, Lemma 1]). Lot Rhe a. 2-torsioii free semiprimo ring. Suppose 
that the identity axb + bxc = 0 holds for all x ^ R and some a,b,c £ R. In this case 
(a + c)x6 = 0 satisfied for all x G R. 
Posner's First Theorem: Let Rhe a, prime ring of characteristic different from 2 
and di, ^2 derivations of R such that the iterate did2 is also a derivation, then at least 
one of di, ^2 is zero. 
Posner's Second Theorem: Let Rhe a. prime ring and d a nonzero derivation of R 
such that [x, d{x)] e Z{R) for all x £ R, then R is commutative. 
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CHAPTER-2 
GENERALIZED BIDERIVATIONS IN RINGS 
§ 2.1. Introduction 
A mapping B : R x R -^ R is said to be symmetric if B(x,y) = B{y,x) holds 
for all x,y e R. A mapping f : R -^ R defined by f{x) = B{x^x) is called the 
trace of JB. It is obvious that in case B is a symmetric mapping which is also bi-
additive (i.e., additive in both the arguments), the trace of B satisfies the relation 
f{x + y) ~ f{x) + /(y) + 2B{x,y) for all x,y G R. Following Maksa [64], a sym-
metric biadditive mapping D : R x R -^ R is called a symmetric biderivation if 
D{xy, z) = D{x, z)y + xD(y, z) holds for all x,y,z e R. Obviously in this case also 
D{x,yz) = D{x,y)z + yD{x,z) holds for all x,y,z e R. Let a,/3 be endomorphisms 
of R. A symmetric biadditive mapping D : R x R -)- Ris called a symmetric {a, (5)-
biderivation if D{xy, z) = D(x, z)a{y) + P{x)D{y, z) holds for all x,y,z G R. In this 
case also D{x,yz) = D{x,y)a{z) + j3{y)D{x,z) holds for all x,y,z ^ R. A sym-
metric biadditive mapping G : R x R -^ R is said to be a sjmimetric generalized 
biderivation (resp. symmetric generalized Jordan biderivation) if there exists a sym-
metric biderivation B : R x R -^ R such that G(xy, z) = G(x, z)y -f xB{y, z) (resp. 
G{x'^,z) = G{x,z)x + xB{x,z) ) holds for all x,y,z € R. A symmetric biadditive 
mapping G : R x R ^^ R is said to be a symmetric generalized (a,/3)-biderivation 
(resp. symmetric generalized Jordan (a, /3)-biderivation) if there exists a symmetric 
(a,/^)-biderivation B : R x R ^ R such that G{xy,z) = G{x,z)a{y) + P{x)B{y,z) 
(resp. G{x'^,z) = G{x,z)a{x) + P{x)B{x,z)) holds for all x,y,z G R. Moreover, a 
symmetric generahzed [a, /3)-biderivation with B = 0 is called an a-left bimultiplier. 
In Section 2.2 we prove that if ?/ is a nonzero (a, r)-Lie ideal of a prime ring R of 
characteristic different from 2 and a,r,a are automorphisms of R and B : Rx R-^ R 
is a symmetric biadditive mapping with trace / such that / is a multipUcative a-left 
centralizer trace on U, then either /([ /) = {0} or [/ C Z{R). In fact, this result 
extends Theorem 1.1 of [69]. The other results of this section extend theorems 2.1-2.3 
of [69], 
Section 2.3 is devoted to the study of symmetric generahzed (a,/?)-biderivations 
and a-left bimultipliers. Besides proving many others results it is also shown that every 
symmetric generalized (a, /5)-biderivations on a square closed Lie ideal t/ of a prime 
ring R of characteristic different from 2 is an a-left bimultipher of R. 
Section 2.4 deals with the study of symmetric generalized Jordan (a,/?)-
biderivation in rings. The main result of this section states that every symmetric 
generalized Jordan (a, /3)-biderivation on a square closed Lie ideal f/ of a prime ring R 
of characteristic different from 2 is a symmetric generalized (a, /?)-biderivations on U. 
§ 2.2. Multiplicative a-left centralizer traces 
If / is the trace of a symmetric biadditive mapping B and a, /? are endomorphisms 
of i?, then / is said to be a multiplicative a-left (resp. a-right) centralizer trace on a 
nonempty subset 5" of i? if f{xy) = f{x)a{y) (resp. f{xy) = a{x)f{y)) holds for all 
x,y ^ S. If / is both a multiphcative a-left and an a-right centralizer trace on S, we 
say that / is a multiplicative a-centralizer trace on S. We call that / is a multiplica-
tive (a, /3)-derivation on S if f{xy) — f{x)a{y) + I3{x)f{y) holds for aH x,y E S, f is 
called a multiplicative (a,y5)- reverse derivation on 5 if f{xy) = a{y)f{x) -\- f{y)(5{x) 
holds for all x,y G S, f is called a multiplicative {a, (3)- left derivation on S if 
f{xy) = a{x)f{y) + j5{y)f{x) holds for all x,y e S and / is called a multiplicative 
(a, /?)- Lie derivation on S if f{[x, y]) ~ [f{x),a{y)] + [/5(x), /(y)] holds for aU x, y € S. 
A multiphcative (a, 7)-Lie derivation on 5 is called a multiplicative a-Lie derivation 
on S, where I is the identity mapping on R. 
We begin our discussion Avith the following theorem: 
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Theorem 2.2.1. Let i? be a prime ring such that char{R) ^ 2 and let a, r, a be auto-
morphisms of R. Let U hea nonzero (a, r)-Lie ideal of R. Suppose that B : RxR ^ R 
is a symmetric biadditive mapping with trace / such that / is a multiplicative a-left 
centralizer trace on U. Then either f(U) = {0} or U C Z(R). 
The foUowing lemmas are required to develop the proof of the above theorem which 
are essentially proved in [19] & [20] respectively. 
Lemma 2.2.1. Let Rhe a prime ring with char{R) / 2 and a,T be two automor-
phisms of R. If t/ is a nonzero {a, T)-right Lie ideal of R and a e R such that [U, a] = 0, 
then a G Z{R) or U C C{R)^^r-
Lemma 2.2.2. Let i? be a prime ring with char(R) ^ 2 and a,r be two automor-
phisms of R. If t/ is a nonzero (a, r)-left Lie ideal of R such that U C C{R)a^r, then 
U c Z{R). 
Proof of Theorem 2.2.1. We have 
f{uv) = f(u)a{v) for all u,veU. (2.2.1) 
Linearization on u yields 
f{uv -f wv) = {f{u) + f{w) -t- 2B(M, w)}a{v) for all w, u, ii; e [/ i.e., 
f{uv) + f{wv) + 2B{uv,wv) = f{u)a{v) + f{w)a{v) + 2B{u,w)a{v). (2.2.2) 
Since char{R) ^ 2, using (2.2.1) we get 
B{uv,wv) = B(u,w)a{v). (2.2.3) 
Taking -v instead of v in (2.2.3), we find that 
B{uv,wv) = —B{u,w)a{v). (2.2.4) 
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Combining (2.2.3) and (2.2.4), we get 
B{u, w)a{v) = 0 for all u,v,w e U, (2.2.5) 
and hence in particular we find that f{u)a{v) = 0, that is; 
a~\f(u))v = 0 iorallu,veU. (2.2.6) 
Replacing •;; by [^ jfJ^ T^ for a\\ v eU, r e R, we get a~^{f{u))[v,r]„^r = 0. Replacing 
r by rs in this relation, we find that Q:~^(/(u))r(r)[u, s]aj = 0, which further reduces 
to a^^{f{u))R[v,s]fr^r = {0}- Thus primeness of R forces that either a~^{f{u)) = 0 
for all It 6 C/ or [T;,S]„,^ = 0 for aU v e U, s e R. If a~^(/(u)) = 0 for all ueU, 
then we get f{U) = {0}. On the other hand if [v, s]^^r = 0 for all v eU, s e R, then 
U C C{R)^^r- Hence by Lemma 2.2.2, we find that U C Z{R). 
Corollary 2.2.1. Let R be a prime ring such that char{R) ^ 2 and a be an automor-
phism of R. Further, let / be a nonzero left ideal oiR. liB : RxR-^ R is a. synimetric 
biadditive mapping with trace / such that / is a multiphcative a-left centrahzer trace 
on / , then / ( / ) = {0}. 
Proof. We have 
f{uv) = f{u)a{v) for all M, y e / . (2.2.7) 
The arguments used in (2.2.1) to (2.2.6) are still vahd in the present situation and 
hence we get 
a''^{f{u))v = 0, for all w,i; G / . 
Since m a prime ring, the left annihilator of a nonzero left ideal is zero, a"^(/(u)) = 
0 for all u G / i.e., / ( / ) = {0}. 
Theorem 2.2.2. Let i? be a prime ring such that char{R) / 2 and let a,T be 
automorphisms of R. Let U be a nonzero {a, r)-Lie ideal of R. Suppose that B : 
Rx R^ Ris a symmetric biadditive mapping with trace / . 
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(z) If a is an automorphism of R and /? is an endomorpliism of R such that / acts 
as a multipUcative (a,/?)-derivation on C/, then either f{U) = {0} or U Q Z{R). 
[ii] If a is an endomorphism of 7? and /3 is an automorphism of R. such that / acts 
as a multiplicative (a,/3)-reverse derivation on f/, then either f{U) = {0} or 
U C Z{R). 
{in) If a is an endomorpliism of R and /? is an automorphism of R such that / acts as 
a multiplicative (a,/3)-left derivation on U, then either f{U) ~ {0} or {/ C Z(/?). 
{iv) If a, /? are endomorphisras of R and U <^ Z{R) such that / acts as a nmltipUcative 
a-Lie derivation on U, then f{U)CZ{R). 
Proof, (z) We have 
f{uv) = /(u)a{u) + /3{M)/(V) for aU w, u G t/. (2.2.8) 
A straight-forward linearization on u yields that 
f{uv) + /(«;w) + 2B(uv, wv) = f{u)a{v) + f{w)a{v) + 2B{u, w)a{v) 
+ Piu)fiv) + Piw)f{v). 
Now by application of (2.2.8), we obtain B{uv,wv) = B{u,w)a{v). Hence, in particu-
lar we find that f{uv) = f[u)a{v) and / is an a-left centralizer trace on U. Further, 
using Theorem 2.2.1, we obtain that either f{U) = {0} or U C Z{R). 
{ii) By hypothesis, we get 
f{uv) = a{v)f{u) + f{v)l5{u) for aU u, t; G U. (2.2.9) 
Now using the same technique as used in (i), we have 
f{uv) = a{v)f{u) for aU u, v G U. (2.2.10) 
Combining (2.2.9) and (2.2.10), we get f{v)(3{u) = 0. This further reduces to 
l3-\f{v))T{r)[u, s]„,r - 0 for all u, VEU, r.s^R, that is, l3'\f{v))R[u, s]^,,- = {0}. 
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Since P is an automorphism, primeness of R forces that either f{U) = {0} oiU C. Z{R). 
{Hi) We have 
f{uv) = a{u)f{v) + (5{v)f{u) for all M, v G [/. (2.2.11) 
Replacing u^w instead of u in (2.2.11), we get 
B{uv, wv) = P{v)B{u, w) for ah u,v,w e U. (2.2.12) 
Putting —V insteaxl oi v, we get 
B{uv,wv) = -(3{v)B{u, w) for aU u,v,w ^ U. (2.2.13) 
Combining (2.2.12) and (2.2.13), we find that P{v)B{u,w) = 0. Hence, in particular 
the last equation reduces to v(5~^{f{u)) = 0. This imphes that [v, s]^^r R /^~H/{^)) = 
{0} for all u,v E U, r,s £ R. Since R is prime and /? is an automorphism, we find 
that either /([/) = {0} or t/ C Z{R). 
(iv) We have 
f{[u,v]) - [f{u),a{v)] + [u, f{v)] for aRu^veU. (2.2.14) 
Linearization on u yields that 
f{[u,v]) + f{[w,v])+2B{[u,v], [w,v\) = [fiu),a{v)] 
+ ifiw), a(v)] + 2[Biu, w), a{v)] + [u, f{v)] + [w, /(v)]. 
Since char(R) ^ 2 and using (2.2.14), we find that 
B{\u,v\\w,v\) = \B{u,w\oi{v)\. (2.2.15) 
Now, replace w by M in (2.2.15), to get 
j{\uA) = \m.Oi{v)\. (2.2.16) 
Combining (2.2.14) and (2.2.16), we obtain [w,/(u)] = 0 for all u,v ^V. Hence by 
Lemma 2.2.1, we find that either j{v) 6 Z{R) oi U C C{R)a,r- UU C C{R)a,T then 
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by Lemma 2.2.2, we get U C Z{R). This is a contradiction. Hence we get the required 
result. 
Theorem 2.2.3. Let i? be a prime ring such that char{R) ^ 2 and let / a nonzero 
left ideal of R. Suppose that B : R x R -^ R'ls a symmetric biadditive mapping with 
trace / . 
(i) If a is an automorphism and (3 is an endomorphism of R such that / acts as a 
multiplicative (a, /3)-derivation on / , then / ( / ) = {0}. 
(n) If a is an automorphism and P is an endomorphism of R such that the right 
annihilator of / is zero and / acts as a multiplicative (a, /3)-left derivation on / , 
then / ( / ) = {0}. 
(iii) If a is an endomorphism and P is an automorphism of R such that / acts as a 
multiplicative (a,/3)-reverse derivation on / , then / ( J ) = {0}. 
Proof, (i) We have 
f{uv) = f{u)a{v) + p{u)f{v) for all u,v e 1. (2.2.17) 
Using the similar techniques as used in Theorem 2.2.2(i), we get 
f{uv) = fiu)a{v) for aU u, u G / . (2.2.18) 
Further, using similar arguments as used to find (2.2.6) from (2.2.1) in Theorem 2.2.1, 
we obtain a~^{f{u))v = 0 for a\[u,v e I. Since in a prime ring, the left annihilator of 
a nonzero left ideal is zero, a~^{f{u)) = 0 for all w G / . This gives that f{u) = 0 for 
all ue 1. 
{ii) We have 
f{uv) = a{u)f{v) + (3{v)f{u) for aU M, v G / . (2.2.19) 
Linearizing equation (2.2.19) on «, we obtain B{uv,wv) = P{v)B{u,w). Replacing w 
by u, in the last expression, we find that 
f{uv) = I3{v)f{u) for aU «, t; G / . (2.2.20) 
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Combining (2.2.19) and (2.2.20), we obtain a{u)f{v) = 0. This gives ua-^{f{v)) = 
0 for all u,v G / . Since the right annihilator of / is zero, we find that a~^{f{v)) — 
0 for all u G / and hence / ( / ) = {0}. 
(iii) We have 
f{uv) = a{v)f(u) + fiv)l3(u) for all u,v e I. (2.2.21) 
Linearizing equation (2.2.21) on u, we obtain 
B{uv, uw) = B{v, w)(5{u). (2.2.22) 
Putting —u instead of u in (2.2.22), we get 
B{uv, uw) = -B{v, w)p{u). (2.2.23) 
Combining (2.2.22) and (2.2.23), we obtain 
B{v, w)p{u) = 0, for all u,v,w e I. (2.2.24) 
In particular, the above relation yields that f{v)P{u) = 0. This can be written as 
/3~^{f{v))u = 0 for all u,v e I and hence /3~^(/(u)) = 0 for all v e I. This implies 
that / ( / ) = {0}. 
Theorem 2.2.4. Let Rhe a, 2-torsion free semiprime ring and a an endomorphism of 
R. Let / be a right ideal of R. Suppose that B : Rx R -^ Ris a, symmetric biadditive 
map with trace / such that / ( / ) C / and / acts as a multiphcative a-Lie derivation 
on I. Then / ( / ) C Z{R). 
Proof. We have 
/([u, v]) = [f{ul a{v)] + [n, /(t;)] for aU u, T; G / . (2.2.25) 
Using similar arguments as used to get (2.2.16) from (2.2.14) in the proof of Theorem 
2.2.2(w), we find that [u, f{v)] = 0 for all u, •?; 6 / . Since / ( / ) C / , we find that 
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f{v) e Z{I) for all u G / and by Remark 1.2.14, we get, the required result. 
Theorem 2.2.5. Let i? be a 2-torsion free semiprime ring and U a nonzero Lie ideal 
of R. Suppose that there exist symmetric biadditive mappings Si, B2 : R x R —> R 
such that [Bi{u, u), B2{v, v)] ± [u, v] e Z{R) for all u, v eU. Then U C Z{R). 
Proof. Let / i and /2 be the traces of Bi and B2 respectively. Then by our hypothesis, 
we have 
[fi{u), f2{v)] ± [u,v] G Z{R) for all u,veU. (2.2.26) 
Replacing uhy u + v in (2.2.26), we get 
[/i(u),/2(^)] + [Mv)j2{v)]+2[B,{u,v)j2{v)] ± [u,v] e Z{R) 
and hence in view of (2.2.26), we get 2[Bi{u,v), f2{v)\ G Z{R). Since R is 2-torsion 
free, we find that 
[5i(u, v), f2{y)] e Z{R) for aU u, V G U. (2.2.27) 
Linearizing u in (2.2.27) and comparing the relation so obtained with (2.2.26) and 
(2.2.27), we arrive at 
[/i(«),/2(^)] +2[/i(M),B2(u,t;)] +2[Bi(«,t;),S2(u,t;)] G Z{R). (2.2.28) 
Replacing —u for u in (2.2.28) and comparing the relation so obtained with (2.2.28), 
we get 2[ /I(M), f2{v)\ + 4[5I(M, V), B2(U, V)] G Z{R). This implies that 
[/i(w),/2(^)] + 2[BI(M,V),B2{U,V)] G Z{R) for all u.veU. (2.2.29) 
Now subtracting (2.2.26) from (2.2.29), we have 
2[Bi{% v), B2{u, v)] T K v] G Z{R) for aU «, u G U. (2.2.30) 
Now putting -u for u in (2.2.30), we find that 
2[Bi{u,v),B2{u,v)] ± [uM G Z{R) for aU w,u G U. (2.2.31) 
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Prom (2.2.30) and (2.2.31), we get 2[u,v] G Z{R) for all u,v e U. This gives that 
[u,v] € Z{R) for all w,-y e U. Now by using Lemma 1.4.5, we get the required result. 
As a consequence of Theorem 2.2.5, we get the following corollary: 
Corollary 2.2.2. Let Rhe a, 2-torsion free semiprime ring and U a nonzero Lie ideal 
of R. Suppose that there exist symmetric biadditive mappings Bi, B2 • R x R- —> R 
such that [Bi(u,u),B2{v,v)] ± [u,v]^0 for all u,veU. Then U C Z{R). 
Theorem 2.2.6. Let i? be a 2-torsion free semiprime ring and U a nonzero Lie ideal 
of R. Suppose that there exist symmetric biadditive mappings Bi, B2 • Rx R —> R 
such that [Bi(u, v), B2{u, v)] ± [u, v] e Z{R) for all -a, veU. Then U C ZiR). 
Proof. Let / i and /2 be the traces of Bi and B2 respectively. We have 
[Bi{u,v),B2{u,v)]±[u,v] e Z{R) for all u,veU. (2.2.32) 
Replacing uhy u + v in (2.2.32), we get 
[BI(M,V) + Mv), B2{u,v) + f2{^>)] ± [u,v] G Z{R). (2.2.33) 
Using (2.2.32) in (2.2.33), we have 
[Bi{u, v), f2{v)] + [/i(u), B2{u,v)] e Z{R) for all u,v ^U. (2.2.34) 
Now replacing vhy u-\-v m (2.2.34) and comparing the relation so obtained with the 
relation after taking —u for u in the obtained relation, we get 
[h{u\f2{v)\ + [h{v\f2{u)]+4{Bi{u,v\B2{u,v)] e Z{R). (2.2.35) 
Comparing (2.2.35) and (2.2.32), we obtain 
[fi{u),f2{v)] + [m,f2{u)] T ^u,v] e Z{R). (2.2.36) 
Putting 2M for u in (2.2.36) and using the fact that R is 2-torsion free, we find that 
\h{u)j2{v)] + [h{vlh{u)] T 2[uM € Z{R). (2.2.37) 
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From (2.2.36) and (2.2.37), we get 2\u,v\ G Z{R) for all u.v^U. Since R is 2-torsion 
free we get [u,v] G Z{R) for all u,v E U. Then by using Lemma 1.4.5, we get the 
required result. 
As a consequence of the above theorem, we get the following corollary: 
Corollary 2.2.3. Let i? be a 2-torsion free semiprime ring and U a nonzero Lie ideal 
of R. Suppose that there exist symmetric biadditive mappings Bi, B2 : Rx R. —> R 
such that [Bi{u,v),B^iu,v)] ± [w,u] = 0 for all u.veU. Then U C Z{R). 
Theorem 2.2.7. Let i? be a 2-torsion free semiprime ring and U a nonzero Lie ideal 
of R. Suppose that there exists a symmetric biadditive mapping B : Rx R —> R such 
that [B(u,u),v]± [u,v] G Z(R) for all u,veU. Then U C Z(R). 
Proof. Let / be the trace of B . Then by our hypothesis 
[f{u), v] ± [u, v] e Z{R) for all u,veU. (2.2.38) 
Linearizing u in (2.2.38), we get 
[f{u)M + [fiv),v] + nB{u,v),v] ± [u,v] e Z{R). 
Using (2.2.38), we get 2[B{u,v),v\ G Z{R) for all u,w G U. Since R is 2-torsion free, 
we have 
[B{u, v), v\ G Z{R) for all u,v ^ U. (2.2.39) 
Replacing vhy u + v'm (2.2.39), we find that 
[f{ulu] + [f{u)M + [B{u,v),u] + \B{u,v\v] G Z{R). 
Using (2.2.39), we get 
[f{u)A + [B{u,v\u] + [B{u,v)M e Z{R)- (2-2.40) 
Now using (2.2.39), we get 
[f{u\v\^Z{R). (2.2.41) 
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Combining (2.2.38) and (2.2.41), we find that [u,v] E Z{R] for all u,veU. Then by 
using Lemma 1.4.5, we get the required result. 
As a consequence of Theorem 2.2.7, we get the following corollary: 
Corollary 2.2.4. Let R be a 2-torsion free semiprime ring and U a nonzero Lie ideal 
of R. Suppose that there exists a symmetric biadditive mapping B : RxR —¥ R such 
that u - B{u,u) e Z{R) for all ueU. Then U C Z{R). 
We conclude this section with the following example which shows that Theorems 
2.2.5 and 2.2.6 are not true for arbitrary rings. 
Example 2.2.1. Let S be a ring. Next, let R be the ring of all 3 x 3 strictly up-
f / O a i , \ 1 
per triangular matrices over S and consider the Lie ideal C/=< 0 0 a \ a,b E S >. 
[ \ o o o l J 
Define maps Bi,B2 : R x R ^ Rhy Bi{x,y) — B2{x,y) = [x,y] for all x,y G R. 
Then it is straightforward to check that [Bi{u,u),B2{v,v)] ± [u,v] € Z{R) and 
[Bi{u,v),B2{u,v)] ± [u,v] e Z{R) for all u,veUhntU^ Z{R). 
§ 2.3. Syilimetric Generalized (a,/?)-bideriVations cind a-Left 
Bimultipliers 
Following Maksa [64], a symmetric biadditive mapping D : R x R~^ R is called 
a symmetric biderivation if D{xy,z) = D{x,z)y + xD{y,z) holds for aU x,y,z G R. 
Obviously in this case also D{x, yz) — D{x, y)z + yD{x, z) holds for aU x,y,z E R. A 
symmetric biadditive mapping D : RxR -^ R is called a symmetric {a,^)-biderivation 
if D{xy, z) = D(x, z)a{y) + P{x)D{y, z) holds for all x,y,z G R. In this case also 
D{x, yz) = D{x, y)a{z) + j3{y)D{x, z) holds for all x,y,z e R. A symmetric biadditive 
mapping G : Rx R-^ Ris said to be a symmetric generalized biderivation if there ex-
ists a symmetric biderivation B : RxR-^ R such that G{xy,z) = G(x,z)y + xB{y, z) 
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holds for all x,y,z ^ R. A symmetric biadditive mapping G : R x R -^ R is said 
to be a symmetric generalized (a, /?)-biderivation if there exists a symmetric (a, (3)-
biderivation B : Rx R ^ R such that G{xy, z) = G(x, z)a{y) + (5{x)B{y, z) holds for 
all x,y,z e R. Moreover, a symmetric generalized (a,/3)-biderivation with i? = 0 is 
called an a-left bimultipMer. The main result of the present section shows that every 
symmetric generalized (a, /?)-biderivation on a square closed Lie ideal of a prime ring 
R. of characteristic not equal to two is an a-left bimultiplier of R. 
To facilitate our discussion we need the following lemmas: 
Lemma 2.3.1 ([5, Theorem 3]). Let i? be a prime ring such that char{R) ^ 2. Suppose 
that / is the trace of a symmetric biderivation B : R x R ^ R. 
(i) If [/ is a nonzero Lie ideal of R such that f{U) = {0}, then either U C Z{R) or 
(ii) If [/ is a nonzero square closed Lie ideal of R such that f{U) C Z{R), then either 
U C Z{R) or / = 0. 
Lemma 2.3.2 ([27, Lemma 2]). Let R he a prime ring such that char{R) ^ 2. If 
U 2 Z{R) is a Lie ideal of R, then CR{U) = Z{R). 
Lemma 2.3.3 ([69, Lemma 4]). Let i? be a prime ring such that char(R) ^ 2 and let 
/ be a nonzero left ideal of R. Suppose that / is the trace of a symmetric biderivation 
B-.RxR-^R.li f{x) = 0 for all xQl, then B = 0. 
Theorem 2.3.1. Let i? be a prime ring such that char{R) ^ 2 and a,/3 be automor-
phisms of R and let [/ be a non-central square closed Lie ideal of R. Let G : Rx R -^ R 
be a symmetric generalized (a, ^ )-biderivation of R with associated symmetric {a,P)' 
biderivation B : Rx R-^ R. If [G{u,u), a{u)] = 0 for all u GU, then G is an a-left 
bimultipUer of R. 
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Proof. We have 
\G{ii, -u), a{u)\ = 0 for all ueU. (2.3.1) 
Linearizing (2.3.1) on u, we get 
[G(M,u),a[v)] + [G{v,v),a{u)] + 2{G{u,v),a{u)] + 2[G{u,v),a{v)] = 0 for all u,v^U. 
(2.3.2) 
Replacing u by - t i and adding the relation so obtained with (2.3.2), we get 
[G{u, u), a{v)\ + 2[G(w, v), a{u)\ = 0 for all M, t; G f/. (2.3.3) 
For any u,v eU,uv + vue U and uv ~ vu e U and hence 2MU e C/". Replace v by 2UM 
in (2.3.3), to get 2[G{u,u),a{vu)] + A[G{u,vu),a{u)] = 0. This imphes that 
2[G{u, u), a{v)]a{u) + 4{[G(M, V), a{u)]a{u) + P{v)[Biu, u), a{u)] 
+ [p{v),a{u)]B{u,u)} = 0. 
Now using (2.3.3), we get 
l3{v)[B{u,u),a{u)] + [P{v),a{u)]B{u,u) = 0 for all u,ve U. (2.3.4) 
Again replacing v by 2wv in (2.3.4) and using (2.3.4), we get [(3{w),a{u)]P{v)B{u,u) — 
0 for all u,v,w e U. This gives j3-\[j3{w),a{u)]) U p-\B(u,u)) = {0}. By Lemma 
1.4.4, for each ueU either [w,(3-'^{a(u))] = 0 or B{u,u) = 0. That is, a{u) e CR{U) 
or B{u, u) = 0. In the first case it follows by Lemma 2.3.2 that a{u) € Z{R) and hence 
u e Z{R). Thus if tx ^ Z(R), then B(u,u) = 0. Let u,v e U such that M € Z{R) 
and u ^ Z(i?). Hence u + v ^ Z{R) and w - t; 0 Z(/2). Thus B{u + v,u + v) = 0 
and B(w — v,u — v) = 0 . Adding the above two relations, we get 2B{u,u) = 0. Since 
char{R) ^ 2, we get 5(M, «) = 0. Thus for all u e U, B{u, M) = 0 and from Lemma 
2.3.1(i) either U C Z{R) or B{%u) = 0 for all u e R. Bnt U ^ Z{R), so B{u,u) = 0 
for all u e R. Therefore, G{uv,z) = G{u,z)a{v) for all u,v,z e R. Hence G is an 
a-left bimultiplier of R. This completes the proof 
Theorem 2.3.2. Let i? be a prime ring such that char{R) ^ 2 and a, (3 be automor-
phisms of R and let Uhea. non-central square closed Lie ideal oiR. Let G : RxR-^ R 
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be a symmetric generalized (a,/9)-biderivation of R with associated symmetric (Q;,/3)-
biderivation B : R x R ^ R. If G(u,v) = [a(w),a(i))] for all u,v e U, then G is an 
a-left bimultiplier of R. 
Proof. We have 
G{u, v) = [a{u), a{v)] for all u,veU. (2.3.5) 
Replacing 2uv for u in (2.3.5), we get 2G{uv,v) = 2[a{uv),a{v)]. i.e., 
2G(M, v)a{v) + 2l3{u)B{v, v) = 2a{u)\a{v), a{v)] + 2[a{u), a{v)]a{v). (2.3.6) 
Since char(R) ^ 2, using (2.3.5) in (2.3.6) we get Piu)B{v, v) = 0. i.e., up~\B{v, v)) = 
0. Replacing u by [u, r] in the last expression we find that [u,r]f3~^(B{v,v)) = 0. Now 
replacing r by rs, we get [u,r] s P''^{B{v,v)) = 0 for all u,v ^ U, for all r, s e i?, 
that is, [u,r] R (3~^{B{v,v)) = 0. Thus primeness of R forces that either [u,r] = 0 
or l5~\B{v,v)) = 0. If [w,r] = 0 for all r e i?, w e C/, then t/ C Z{R), 
a contradiction. On the other hand if P~^{B{v,v)) = 0 for all v ^ U, then 
B{v,v) = 0 for all v eU. From Lenuna 2.3.1(^), we find that B — 0 on R. Therefore, 
G{uv, z) = G{u, z)a{v) for all u,v,z £ R. Hence G is an a-left bimultipUer of R. 
Theorem 2.3.3. Let / be a nonzero left ideal of a prime ring R such that char{R) ^ 2 
and let a, /? be automorphisms of R. Suppose that G : RxR-^ R'lsa, symmetric gener-
ahzed (a, ^)-biderivation with associated symmetric (a, /?)-biderivation B : RxR-^ R. 
If G(u,v) — [a{u),a{v)] for all u,v £ I, then G is an a-left bimultiplier of R. 
Proof. We have 
G{u,v) = [a{u),a{v)] for all u,^; G / . 
In particular we find that G{u, it) = 0 for all u 6 / . Linearizing the last relation, we 
get 
G{u, v) = 0 for aU w, V E / , (2.3.7) 
and hence from our hypothesis [a{u),a{v)] = 0 for all u,v el. This implies that / is 
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commutative and hence R is commutative. Replacing u by uv in (2.3.7), we get 
G{u, v)a{v) + l3{u)B{v, v) = 0. (2.3.8) 
Combining (2.3.7) and (2.3.8), we get 
u(5-\B{v,v)) = 0 for all u,v(El. 
Since i? is a commutative prime ring, the right amiihilator of the left ideal / of /? is 
zero and hence B{v,v) = 0 for all v ^ I. Hence by Lemma 2.3.3, J5 = 0 on R and G 
is an Qf-left bimultipher of R. 
Theorem 2.3.4. Let i? be a non-commutative prime ring such that char{R) / 2 and 
a be an automorphism of R. Suppose that G : Rx R —y Risa. symmetric generalized 
(a, a)-biderivation and d be the trace of G. If [d[x), a{x)] e Z{R) and [/(x), a{x)] = 0 
for all X G R, where / is the trace of the associated symmetric {a, a)-biderivation. 
Then G is an a-left bimultiplier. 
Proof. We have 
[d{x), a{x)] e Z{R) for all x e R. (2.3.9) 
Linearizing this relation, we get 
[dix),aiy)] + [d{y),a{x)] + 2[G'(x,j/),a(x)] + 2[G'(x,y),a(y)] G ZiR). (2.3.10) 
Substituting -x for x in (2.3.10), we get 
[d{x),a{y)] - [d{y),aix)] + 2[G{x,y)Mx)] ~ 2[G(x,y),a(y)] e Z{R). (2.3.11) 
Prom (2.3.10) and (2.3.11), we get 
[dix),aiy)] + 2[G{x,y),a{x)] G Z{R) for a\lx,yeR. (2.3.12) 
Replacing y by x^ in (2.3.12), we find that 
2[d{x),a{x)]a{x) + 2[d{x),a{x)]a{x) + 2d{x)[f{x),a{x)] G Z{R). 
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Using the hypothesis, we get 4:[d{x),a{x)]a{x) G Z{R). Since char{R) ^ 2, we 
find that \d{x),a{x)\a{x) € Z(/?) i.e., [[(i(x),Q:(x)]a(x),r] ^ 0 for all .x,r e /?. 
This can be written as [d(x),Q:(x)][r,Q;(x)] = 0. Now replacing r by rd(x) we get 
[d(x),a(x)]i?[d(x),a(x)] = {0}. Then by the primeness of R, we have 
[rf(x), a(x)] = 0 for all x G i?. (2.3.13) 
Linearizing the above relation, we get 
[d(y), a{x)\ + K x ) , a(y)] + 2[G(x, y), a(x)] + 2[G(x, y\ a[y)\ = 0. (2.3.14) 
Replacing —x for x in (2.3.14) and adding the relation so obtained with (2.3.14), we 
get 
[d(x),a(y)] + 2[G(x,y),a(x)] = 0 for aU x,y e R. (2.3.15) 
Replacing y by yx in (2.3.15), we have 
a{y)[d{x),a{x)] + [d{x),a{y)]Q{x)+ 2[G{x,y),a{x)]a{x) 
+2[a{y), a{x)]f{x) + 2tt(y)[/(x), a(x)] = 0. 
Using (2.3.13) and (2.3.15) in the above relation, we arrive at 
2[a{y),a{x)]f{x) = 0 for aU x,y e R. 
Since char{R) ^ 2, we find that [a(y),a(x)]/(x) — 0 for all x,y & R. Now replacing y 
by zy, we get [0(2), a{x)]a{y) f (x) = 0 for aU x, y,z E R. Since a is an automorphism, 
we can write the last expression as [2, x]i?Q;~^(/(x)) = {0} for all x,y,z E R. Then by 
the primeness of R, for each fixed x G i? we find that either [2, x] = 0 or a~^(/(x)) = 0, 
that is, for each fixed x e R either x 6 2'(i?) or 5(x,x) = 0. Thus if x ^ Z{R), then 
B{x,x) = 0. Let x,y £ R such that x e Z{R) and y 0 Z(i?). Hence x + y ^ Z{R) 
and X - y ^ -^(i?). Therefore B{x + y,x + y) = 0 and B{x - y, x - y) = 0. Adding 
these two relations we find that 2B{x,x) = 0 and hence B{x,x) = 0. Thus for all 
X G i?, B{x, x) = 0. Hence G is an a-left bimultipher of R. 
30 
§ 2.4. Symmetric Generalized Jordan (a, ^ )-Biderivations 
Following [69], a symmetric biadditive mapping J : R x R -^ R is called a sym-
metric generalized Jordan biderivation on R if there exists a symmetric biderivation 
B : R X R -^ R such that J{x'^,z) = J{x,z)x + xB{x,z) holds for all a;, z G R. 
Motivated by the definition of symmetric generaUzed (a, /3)-biderivation in rings, we 
define symmetric generahzed Jordan (a,/3)-biderivation as follows: a symmetric bi-
additive mapping J : R x R ^ R is called a symmetric generalized Jordan {a,f3)-
biderivation on R if there exists a symmetric (a, /3)-biderivation B : Rx R-¥ R. such 
that J{x^, z) = J{x, z)a{x) + (5{x)B[x^ z) holds for all x, z G R. In the present section 
it is shown that every symmetric generalized Jordan (a, /3)-biderivation on a square 
closed Lie ideal (7 of a prime ring R with char{R) ^ 2 is a symmetric generalized 
(Q,/3)-biderivation on U. It is straightforward to see that every symmetric gener-
alized (a, /3)-biderivation on i? is a symmetric generalized Jordan {a, /?)-biderivation 
but the converse need not be true in general. Related to the converse part of this 
problem it is shown that in case of arbitrary ring every symmetric generalized Jor-
dan (a, /?)-biderivation on a square closed Lie ideal U oi Ris a symmetric generalized 
(a, /3)-biderivation if U has a conunutator which is not a right zero divisor. 
To faciUtate our discussion we begin with the following lemmas: 
Lemma 2.4.1. Let R he a prime ring such that char{R) ^ 2 and U he a non-
zero square closed Lie ideal of R. Suppose that a,/? are endomorphisms of R. If 
J : Rx R^ Ris a symmetric generaUzed Jordan (a, /?)-biderivation with associated 
symmetric («,/?)-biderivation B : R x R -^ R such that J{v?,w) = J{u,w)a(u) + 
P{u)B{u,w) holds for aU M,W G U, then for all u,v,w,teU 
{i) J{uv + vu, w) = J(u, iv)a{v) + J{v, w)a{u) + p{u)B{v, w) + l3[v)B{% w), 
[ii] J{uvu, w) = J{u, w)a{v)a{u) + l3{u)B{v, w)a{u) + f3{u)P{v)B{u, w), 
{in) J{uvt + tvu,w) = J{u,w)a{v)a{t) + J{t,w)a{v)a{u) + l3{u)B{v,w)a{t) 
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+ (3{t)B{v, w)a{u) + P{u)Piv)B{t, w) + p{t)P{v)D{u, w), 
(iv) {J{uv,w) — .J(u,w)a{x)) - P{u)B{v,w)}[a{u),a{v)] = 0. 
Proof.(i) We have 
J{u\ w) = J{u, w)a{u) + P{u)B{u, w). (2.4.1) 
Linearizing (2.4.1) on M, we get 
J{u^ + v'^ + UV + vu, w) = J{u, w)a{u) + J{u, w)a{v) + J{v, w)a{u) + J{v, w)a{v) 
+ Piu)B{u, w) + p{u)B{v, w) + Piv)B{u, w) + P{v)B{v, w). 
Using (2.4.1), the last relation reduces to 
J{uv + vu, w) = J{u, w)a{v) + J{v, w)a{u) + P{u)B{v, w) + P{v)B{u, w). 
(ii) Since uv + vu = (u + v)^ — u^ — v^, replacing uv + vu for v in part (z), we get 
J{u{uv + vu) + {uv + vu)u, w) = J{u, w)a{uv + vu) + J{uv + vu, w)a{u) 
+ p{u)B{uv + vu, w) + P{uv + vu)B(u, w) 
= J{u, w)a{u)a{v) + J(w, w)a{v)a{u) + {J{u, w)a{v) + J{v, w)a{u) 
+f3{u)B{v, w) +P{v)B{u, w)}a{u) +P{u){B{u, w)a{v)+P{u)B{v, w) 
+ B{v, w)a{u)+p{v)B{u, w)}+p{u)P{v)B{u, w)+P{v)P{u)B{u, w). 
On the other hand, 
J{u{uv + vu) + {uv + vu)u, w) = J{u'^v + vu^, w) + 2J{uvu, w) 
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= 2J{uvu, w) + J{u^, w)a{v) + J{v, w)a{u^) + P{u^)B{v, w) + p(v)B{u'^, w) 
= 2J{uvu, w) + J{u, w)a{u)a{v) + (3{u)B{u, w)a{v) + J{v, w)a{u^) 
+ (5{u^)B{v, w) + (3{v)B{u, w)a{u) + (3{v)(5{u)B{u, w). 
Compaxing the above two expressions for J[u{uv + vu) + {uv + vu)u, w), we get 
2J{uvu,w) = 2{J{u,w)a{v)a{u) + /3{u)B{v,w)a{u) + P{u)f3{v)B{u,w)}. 
Since char{R) / 2, we find that 
J{uvu, w) = J{u, w)a{v)a{u) + j3[u)B{v, w)a{u) + P{u)P{v)B{u, w). 
(Hi) From part (ii), we have 
J{uvu, w) = J{u, w)a{v)a{u) + P{u)B{v, w)a{u) + (3{u)(3{v)B{% w). (2.4.2) 
Replacing u hy u + t in (2.4.2), we get 
J{{u + t)v{u +1), w) = J(M, w)a{v)a{u) + J{u, w)a{v)a{t) + J{t, w)a{v)a{u) 
+ J{t, w)a{v)a{t) + l3(u)B(v, w)a(u) + p{u)B{v, w)a{t) 
+ l5{t)B{v, w)a{u) + l5{t)B{v, w)a{t) + l3{u)P{v)B{u, w) 
+ (3{u)p{v)B{t,w)+^{t)P{v)B{u,w)+l3{u)l3{v)B{t,w). 
On the other hand, 
J{{u + t)v(u 4-1), w) - J{uvu, w) + J{tvt, w) + J(uvt + tvu, w) 
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Comparing the above two expressions for J({u 4 t)v{u + t), w), we find that 
J{uvt + tvu, w) = J{u, w)a{v)a{t) + J{t, w)a{v)a{u) + (3{u)B{v^ w)a{t) 
+ P{t)B{v, w)a{u) + i3{u)(3{v)B{t, w) + P{t)l3{v)B{u, w). 
(iv) Since uv + vu and uv — vu both belong to U, 2uv E U for all u,v E U. Now 
replacing 2uv for t in part (iii), we get 
J{uv{2uv) + {2uv)vu,w) ~ 2{J{u,w)a{v)a{u)a{v) + J{uv,w)a{v)a{u) 
+ l3{u)B{v, w)a{u)a{v) + p{u)fi{v)B{v, w)a{u) 
+ p{u)l3{v)B{uv, w) + (3{u)(3{u'')B{u, w)}. 
On the other hand, 
J{uv{Auv) + {Auv)vu,w) = J{{2uvf,w) + AJ{uv'^u,w) 
= A{J[uv, w)a{u)a{y) -h P{u)l3{v)B{uv, w) + J{u, w)a{v'^)a{u) 
+ P{u){B{v, w)a{v) + ^iv)B{v, w)}a{u) + p{u)(3{v^)B(u, w)}. 
Comparing the above two expressions for J{uv{uv) + {uv)vu,'w), we get 
J(u, w)a{v)a{uv) + J{uv, w]a{v)a{u) + l3{u)B{v, w)a{u)a{v) 
— J{u, w)a{v)a{vu) - J{uv, w)a{u)a{v) — P{u)B{v, w)a{v)a{u) = 0. 
This imphes that 
{J{uv, w) - J{u, w)a{v) ~ P{u)B{v, w)}[a{u), a{v)] = 0. 
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This completes the proof of our lemma. 
For the purpose of this section we shall use the abbreviation J^"'''^  = J{uv, w) — 
J(u,w)a(v) — l3{u)B{v,w). We list few elementary properties of the symbol J.^'"^ as 
follows: 
(z) J^T'") = - Ji"'") 
{a) 4"'"+*) = 4,"'") + 4"'*) 
{in) 4"+^ '^*) = Jir-*) + 4,"'*) 
Lemma 2.4.2. Let i? be a prime ring such that char{R) / 2 and U he a non-zero 
square closed Lie ideal of R. Suppose that a,/3 are endomorphism of i?. U J : Rx R -^ 
i? is a symmetric generalized Jordan (a,/5)-biderivation with associated symmetric 
(a,/5)-biderivation B : R x R -^ R such that J{u^,w) — J{u,w)a{u) + P{u)B{u,w) 
holds for all u,weU. Then for all u,v,w,t e U; jj^'"^a{t)[a{u),a{v)] = 0. 
Proof. Consider 0 = {2uv)t{2vu) + (2vu)t{2uv). Then using Lemma 2.4.1 (ii), we 
find that for all ti; G (7, 
J{n,w) = J{{2uv)t{2vu) + {2vu)t{2uv),w) 
= J{u{Avtv)u + v{Autu)v, w) 
= J{u, w)a{Avtv)a{u) + P{u)B{4vtv, w)a{u) + P{u)^{Avtv)B{u, w) 
+ J{v, w)a{Autu)a{v) + P{v)B{Autu, w)a{v) + (i{v)l3{iutu)B{v, w) 
= 4{ J(M, w)a{v)a{t)a{v)a{u) + l3{u){B{v, w)a{tv) + P{v)B{t, w)a{v) 
+ /3{v)p{t)B{v, w)}a{u) + l3{u)P{vtv)B{u, w) + J{v, w)a{utu)a{v) 
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+ l3{v){D{u, w)a{tAi) + P{u)B{t, w)a{u) + p{u)(3{t)B{u, w)}a{v) 
+ P{v)P{utu)B{v,w)}. 
On the other hand, using Lemma 2.4.1 (in), we obtain 
J{n,w) = J{{2uv)t{2vu) + {2vu)t{2uv),w) 
= J{2uv,w)a{t)a{2vu) + J{2vu,w)a{t)a{2uv) + P{2uv)B{t,w)a{2vu) 
+ l3{2vu)B{t, w)a{2uv) + P{2uv)P{t)B{2vu, w) + l3{2vu)P{t)B{2uv, w) 
= 4{ J(MW, w)a{t)a{vu) + J{vu, w)a(t)a{uv) + (5{uv)B{t, w)a{vu) 
+ l3{vu)B{t, w)a{uv) + f5{uv)P{t)B{v, w)a{u) + p{uv)P{t)P{v)B{u, w) 
+ p{vu)P{t)B{u, w)a(t;) + P{vu)p{t)P{u)B{v, w)}. 
Comparing the above two expressions for J{Q,w), we have 
A{J(uv,w) — J{u,w)a{v) — P{u)B{v,w)}a{t)Q{v)a{u) 
+ A{J{vu,w) — J{v,w)a{u) — P{v)B{u,w)}a{t)a(u)a{v) = 0 
i.e., 4:{J^''"^a{t)a{v)a{u) + J^'^^a{t)a{u)a{v)} = 0. By using property (i) of the 
symbol J^"'^ ) and using the fact that char{R) ^ 2, we get J^''"^a(t)[a{u),a{v)] = 0 for 
all M, v,w,t G U. 
Theorem 2.4.1. Let i? be a prime ring such that char{R) ^ 2 and a,P be automor-
phisms of R and let J7 be a non-zero square closed Lie ideal of i?. li J : Rx R~^ Ris 
a symmetric generalized Jordan (a,/?)-biderivation with associated symmetric {a,p)-
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biderivatioii B : Rx R ^ R such that J{u^, w) — J{u, w)a{u) + P{u)B{u, w) holds for 
all u,w eU. Then J(uv, w) = J{u, w)a(v) + p{u)D{v, w) holds for all U,V,VJ E U. 
Proof. Suppose that U is commutative. Then by Lemma 2.4.1 {in), we find that 
J{uvt + tvu, w) = J{u, w)a{v)a{t) + J{t, w)a{v)a{u) + P{u)B{v, w)a{t) 
+ Pit)B{v, w)a{u) + p{u)Piv)Bit, w) + p{t)P{v)B{u, w) 
for all u, v,w,t e U. (2.4.3) 
Since U is commutative, using Lemma 2.4.1 (i), we obtain 
2J{uvt + tvu, w) = J{2{uvt + tuv), w) 
= J{{2uv)t + t(2uv),w) 
= 2{J{uv,w)a{t) + J{t, w)a{uv) + (3{uv)B{t, w) 
+ f3{t)B{v, w)a{u) + P{t)P{v)B[u, w)}. 
Since char{R) ^ 2, we find that 
J(uvt + tvu, w) — J{uv, w)oL{t) + J{t, w)a{uv) + l3{uv)B{t, w) 
+ (3{t)B{v, w)a{u) + l3{t)l3{v)B{u, w) 
for all u, V, w, t e U. (2.4.4) 
Comparing (2.4.3) and (2.4.4), we get 
[J{uv, w) — J{u, w)a{v) — /3{u)B{v, w)]a{t) = 0. 
This gives that J!^''"^a{t) = 0 i.e., a-^{j!^''"^)t = 0 for all u, v,w,t e U. Now replacing 
t by [t,r] for my r e R we get a-^{JJ;^'''^)[t,r] = 0. This yields that a-^JJ^'^^yt = 0 
for all r G i? i.e., a-H^T'"^)^* = {0} for all u,v,w,t € U. Thus the primeness of 
R implies that either JJ^^'"^ = 0 (or aU u,v,w e U or t = 0 for all t € f/. But since 
U ^{0}, we find that 74"'") = 0 for aU u,v,w € U and J is a sjanmetric generalized 
(a, /5)-biderivation on U. 
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On the other hand, suppose that U is non-commutative. By Lemma 2.4.2 we have 
J^''''^a{t)[a(u),a(v)] = 0 for all u,v,w,t e U. This imphes that a-^Ji'^'^'^plu^v] = 
{0}. Since U is non-central, by Lennna 1.4.4, for each fixed pair u,v ^ U either 
j(u,v) ^ Q Qj. j ^ ^ ^] =, 0 for all w G U. Now for u e U, let Ui = {v e U \ 4,"'"^ = 
0 for all w &U} and 1/2 = {v EU \ [u, v] = 0 } . Then Ui and U2 are additive subgroups 
of U such that their union is U and hence by Brauer's trick Ui = U 01 U2 = U i.e., 
J^"'"^ = 0 for all v,w EU or [u, v] = 0 for all v EU. Further using similar arguments as 
above we find that U = {u e U \ Ui = U} ov U = {u e U \ U2 = U}. Therefore, either 
J^ "'"'* = 0 for all u, v,w EU or [u, v] = 0 for all u,v EU. But asU is non-commutative, 
we find that J^"'") = 0 for all u,v,w G U i.e., J{uv,w) = J{u,w)a{v) + (5{u)B{v,w) 
for all u,v,w e U. Hence J is a symmetric generalized (a, /?)-biderivation on U. 
Corollary 2.4.1. Let R be a prime ring such that char{R) / 2 and a,/? be automor-
phisms of i?. U J : R X R -^ R'ls a symmetric generalized Jordan (a, /?)-biderivation 
on R then J is a symmetric generalized (a, /3)-biderivation on R. 
Theorem 2.4,2. Let i? be a ring such that char{R) ^ 2 and let Uhea non-zero square 
closed Lie ideal of R. Suppose that a, (3 are automorphisms of R and J : Rx R -^ R\s 
a symmetric generalized Jordan (a, /3)-biderivation with associated symmetric {a, /3)-
biderivation B : Rx R-^ R. liU has a commutator which is not a right zero divisor, 
then J is a symmetric generahzed {a, /?)-biderivation on U. 
Proof. By Lemma 2.4.1(iv), we find that 
4"'^)[a(M), a{v)] = 0 for all u,v,w e U. (2.4.5) 
Since a is an automorphism, we get from above 
a^\f^'''^)[u, v]=0 for all u,v,w ^ U. (2.4.6) 
Let a, 6 be fixed elements of U such that c[a, b] = 0. Tliis imphes that c = 0. Hence in 
view of (2.4.6), we get 0-^(4"'*)) = 0 i.e., 
4r''') for all w€U. (2.4.7) 
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Replacing uhy u + a in (2.4.6), we get 
a"'(4"'"^)Kw] + a-\jj;^'-"^)[u,v] = 0 for all u,v,wG U. (2.4.8) 
Again replace tJ by 6 in (2.4.8), to get 
a-^(4"'^^)[a,b] = 0 for all u.weU. 
Since [a, b] is not a right zero divisor, we have 
a~\j^'^^) = 0 for all u,weU. (2.4.9) 
Replacing v hy v + b m (2.4.8), we get 
a-^(JiT'") + j("-''))[a, v + b]+ a-\ji^'^^ + 4r'^))[«, v + b]^Q. 
Using (2.4.7), (2.4.8) and (2.4.9), we get 
a~'(4"'"^)kb] + a-^(Ji,"'^))K6] - 0 for all u,v,w e U. (2.4.10) 
Hence in particular, for w = a in (2.4.10), we find that 2a''^{JJ^''"^)[a,b] = 
0 for all v,w £ U. Since char{R) / 2, we get a-^(j4"'''))[a,6] - 0 for all ?;,'u; G [/. 
Since [a,b] is not a right zero divisor, we have a~^{J^'"^) = 0 for all v,w E U i.e., 
jM = 0 for &\[v,we U. (2.4.11) 
From (2.4.10) and (2.4.11), we get a-^{j!;^''"'^)[a,b] = 0 for all u,v,w £ U. This implies 
that a'^iJ^''"^) = 0 for aRu.v.weU and hence 4,"'") = 0 for all w, ?;, w G f/ i.e., J is 
a symmetric generalized (a, /3)-biderivation on [/. 
We close our discussion with the following example which demonstrates that the 
restrictions imposed on the hypotheses of the Theorem 2.4.1 are not superfluous. 
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Example 2.4.1. Let 5 be a ring with the property that u^ = 0 and vwv = 0 for all 
u,V,w G S. Next, let i? = H , j \ a,b e S>. Define maps J, B : R x R -^ R 
such that J{x,y) = [x,y] and B{x,ij) = 0 for all x^y & R. Then with U = R and 
a = (3 = I, the identity map on i2, it can be easily seen that J{x^,y) = J{x,y)x = 0 
for all x,y £ R, but J{xy,z) / J{x,z)y for some x, y,2 e /? i.e., J is a symmetric 
generalized Jordan biderivation but not symmetric generalized biderivation. 
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COMMUTATIVITY OF RINGS WITH GENERALIZED 
DERIVATIONS 
§ 3.1. Introduction 
Let R be ring and 5 be a nonempty subset of R. A mapping d : R —)• R is 
called commuting on S if [d{x),x] = 0 for all x G 5 and is called centralizing on S if 
[dl(x), x] e Z{R) for all x e S. The study of such mapping was initiated by E. C. Posner 
[70]. Over the last tliree decades, several authors have proved commutativity theorems 
for prime or semiprime rings admitting derivations which are centralizing or commut-
ing on some appropriate subsets of R (see [26] for partial bibliography). In Section 3.2 
we study the commutativity of semiprime ring R wliich admits a generalized deriva-
tion F with associated derivation d satisfying certain identities viz. (i) F{[x,y]) = 
0, (M) F{xoy) = 0, (in) F{[x,y]) = [x.y], (iv) F{xoy) = (xoy), (v) F{x)x = 
xF{x), (vi) [F{x),diy)] = [x,y], (m) F{[x,y]) = [rf(x),F(y)], (viii) F{x^) = 
x^, (ix) F{[x,y]) = [F{x),y] + [d{y),x] and (x) F{xoy) = F{x)oy - d{y)ox for all 
x, y € / , a nonzero ideal oi R. In fact, our results extend some known theorems for 
derivations to generalized derivations in rings viz. [4, Theorem 3.1], [4, Theorem 3.4], 
[4, Theorem 3.8], [4, Theorem 3.10], [9, Theorem 4.1] and [9, Theorem 4.2] etc. 
Section 3.3 is devoted to the study of commutativity of prime rings. In this 
section we study rather weaker conditions than those considered in Section 3.2. In 
fact, we investigate the commutativity of a prime ring R admitting a generalized 
derivation F with associated derivation d satisfying any one of the following prop-
erties: (z) F([x,y]) - [x,y] e Z(i?), (ii) F{xay) - [xay) € Z{R), (m) ^(x^) - x^ e 
Z{R), {iv) [F{x)Ay)] - \^M e Z{Rl iv) F{x)x-xF{x) e Z{R\ [vi] F([x,y]) -
[d[x),F{y)] e Z{R) and {vii) [F(x),y] - [x,F{y)] € Z{R) for all x,y e / , a nonzero 
ideal of R. 
Bergen et al. [27] proved that for a Lie ideal [/ of a prime ring R (i) if d{U) C Z{R), 
then U C Z{R), (ii) if d^U) = 0, then U C Z{R). Further, these results were ex-
tended for (a, r)-Lie ideals of a prime ring R (see for reference [8], [19], 20] and [72]). 
In Section 3.4 we generalize these results for generalized derivation of a prime ring R 
in the setting of (a, r)-Lie ideal of R. In fact, our theorems generalize many known 
results viz. [20, theorem 2], [27, Theorem 1] and [72, Theorem] etc. 
§ 3.2. Generalized Derivations of Semiprime Rings 
By a generahzed derivation on an algebra A one usually means a map of the 
form X M- ax + xb where a and b are fixed elements in A. We prefer to call such 
maps generalized inner derivations for the reason they present a generahzation of the 
concepts of inner derivations (i.e., the map of the form x >-> ax — xa). Now in a ring 
/? , let F be a generalized inner derivation given by F{x) = ax + xb. Notice that 
F{xy) — F{x)y + xlf,{y) where /*(?/) =yb —by is an inner derivation. This observation 
leads to the following definition, given in [33]; an additive mapping F : R —y R is 
called a generalized derivation if there exists a derivation d : R —> R such that 
F{xy) = F{x)y + xd{y) holds for all x,y e R. 
Famihar examples of generahzed derivations are derivations and generalized irmer 
derivations. Since the sum of two generalized derivations is a generalized derivation, 
every map of the form F(x) = cx + d{x), where c is fixed element of R and d a deriva-
tion of i?, is a generalized derivation and if R has 1, all generalized derivations have 
this form. 
Recently, many authors have studied commutativity of R satisfying certain 
differential identities. Now our purpose is to study the commutativity of semi-
prime ring which admits a generalized derivation F with associated derivation 
d satisfying any one of the properties: (z) F{[x,y]) = 0, {ii) F{xoy) = 
0, (m) F{[x,y\) = [x,y], {iv) F{xay) - {xay), {v) F{x)x = xF{x), {vi) [F{x),d{y)] = 
[x,y], {vii) F{[x,y]) = [d{xlF{y)], {viii) F{x^) = x\ {ix) [F{x),y] = 
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[x,F{y)i (x) F_(\x,y]) = [F{x),y] + [%),z] and (xi) F(xoy) = F{x)oy - d{y)ox 
for all X, y G / , a nonzero ideal of i?. In fact, our results extend some known theorems 
for derivations to generalized derivations in rings viz. [4, Theorem 3.1], [4, Theorem 
3.4], [4, Theorem 3.8], [4, Theorem 3.10], [9, Theorem 4.1] and [9, Theorem 4.2] etc. 
We begin our discussion with the following theorem. 
Theorem 3.2.1. Let i? be a semiprime ring and / be a nonzero ideal of R. Suppose 
that R admits a generahz,ed derivation F with associated nonzero derivation d. If 
F{[x,y\) = 0 for all x ,^ e / o r if F{xoy) = 0 for all x,y G I, then Rcontains a nonzero 
central ideal. 
Proof. Replacing y by yx in the relation F{[x,y]) — 0, we find that 0 = F{[x,yx]) = 
F{[x,y]x) = [x,y]d{x). This gives 
[y, x]d(x) = 0 for all x, y G / . (3.2.1) 
Replace y by yx in (3.2.1), to get 
[y, x]xd{x) = 0 for all x, y G / . (3.2.2) 
Now, multiplying (3.2.1) from right by x, we obtain 
[y, x]dix)x = 0 for all x, y G / . (3.2.3) 
From (3.2.2) and (3.2.3), we find that 
[y,x][(i(x),x] - 0 for aU x,y G / . (3.2.4) 
Again replace y by d{x)y m (3.2.4) and use (3.2.4) to get [d{x),x]y[d{x), x] = 0. For any 
reR, replacing y by yr we find that [d(x), x]yr[d(x), x] = 0 i.e.; [d(x), x]yi?[d(x), x]y = 
{0} and hence, again using the semiprimeness of R, we have [d{x),x]y = 0 for all 
x,yel. Now replace y by [r,x] to get [d{x),x][r,x] = 0. Again replacing r by rd{x) 
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we obtain [d{x),x]R[d{x),x] = {0} and hence the semiprimeness of R impUes that 
[d(x),x] = 0 for all x e I. Thus by Lemma 1.4.1, R contains a nonzero central ideal. 
Further, if R satisfies F{xoy) = 0, then we find that 
0 = F{xo{yx)) - F{{xoy)x) = F{xoy)x + {xoy)d{x) for all x,y e I. 
Now replace y by ry and use the above relation, to get [x,r]yd{x) = 0 for all x,y e I 
and r e R. This implies that [x, r]yxd{x) = 0 and [x, r]yd{x)x ~ 0. Combining of 
these two relations yields that [x,r]y[x,d{x)] = 0. Further, replace r by d{x), to get 
[x,d{x)]y[x,d{x)] = 0. Now application of similar arguments as used after (3.2.4) in 
the above theorem yields the required result. 
Theorem 3.2.2. Let i? be a semiprime ring and / be a nonzero ideal of R. Sup-
pose that R admits a generalized derivation F with associated nonzero derivation d. 
If F{[x,y]) = [x,y] for all x,y e I or if F{\x,y]) + [x,y] = 0 for all x,y ^ I, then R 
contains a nonzero central ideal. 
Proof. By the same arguments as used in the first paragraph of the proof of 
Theorem 3.2.1, we get the required result. 
Theorem 3.2.3. Let jR be a semiprime ring and / be a nonzero ideal of R. Sup-
pose that R admits a generahzed derivation F with associated nonzero derivation d. 
If F{xoy) — {xoy) for all x, y G / or if F{xoy) + (xoy) = 0 for all x, y G / , then R 
contains a nonzero central ideal. 
Proof. In view of the arguments given in the second paragraph of the proof of 
Theorem 3.2.1, proof is clear. 
The following is an immediate consequence of the above Theorem: 
Corollary 3.2.1. Let i? be a semiprime ring. Suppose that R admits a generalized 
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derivation F with associated nonzero derivation d. If F{xy) = xy for all x, y ^ I, then 
R contains a nonzero central ideal. 
Proof. If R satisfies F{xy) — xy for all x,y ^ I, then it also satisfies the property 
F{[x^y\) = [x, y] for all x,y G / and hence by Theorem 3.2.2, we get the required 
result. 
Remark 3.2.1. Similar results can be obtained in case if a semiprirne ring R satisfies 
any one of the properties F(xy) + xy = 0, F{xy) = yx and F{xy) + ?yx = 0 for aU 
x,y ^ I^ a nonzero ideal of R. 
We begin with the following theorem for semiprirne rings which extends some 
known results obtained in [29] and [70]. 
Theorem 3.2.4. Let Rhe a. semiprime ring and / be a nonzero ideal of R. Suppose 
that R admits generalized derivations F and G with associated derivation d and nonzero 
derivation g respectively. If F(x)x = xG{x) for all a; G / or if F{x)x + xG{x) = 0 for 
aU X G / , then R contains a nonzero central ideal. 
Proof. By hypothesis, we have 
F{x)x = xG{x) for all x G / . 
On hnearizing the above relation we find that 
F(x)y + F{y)x = xG{y) + yG{x) for aU x, y G / . (3.2.5) 
Replace x by xy in (3.2.5), to get 
F(x)y^ + xd(y)y + F{y)xy = xyG{y) + yG{x)y + yxg{y) for all x, y G / . (3.2.6) 
Right multiplication by y to the relation (3.2.5) yields that 
F{x)y^ + F{y)xy = xG{y)y + yG{x)y for aU x, ?/ G / . (3.2.7) 
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Combining (3.2.6) and (3.2.7), we obtain 
xd(y)y = yxg(y) + x[y, G(y)] for all x, y. G I. (3.2.8) 
Now, replacing x by rx in (3.2.8), we get 
rxd{y)y = yrxg{y) + rx[y, G{y)] for all x,y e I,r e R. (3.2.9) 
Left multiplying to (3.2.8) by r, we arrive at 
rxd{y)y = ryxg{y) + rx[y, G{y)] for all x,y e I,r e R. (3.2.10) 
Prom (3.2.9) and (3.2.10), we get [y,r]xg{y) = 0 and hence [y,g{y)]xg{y) = 
Oforal lx ,y G / . That is, I[y,g{y)]RI[y,g{y)] = {0} for all y G / . Then by the 
semiprimeness of R, we find that I[y,g{y)] = 0 for all y e / . This yields that 
[y>'''][y,9iy)] = O for all y e I and r e R. Now replacing r by g{y)r, we obtain 
[y,9{y)]R[y,9{y)] — {O} for all y G / . Again by the semiprimeness of R, we find that 
[y,g{y)] = 0 for all y G / . Hence by Lemma 1.4.1, we get the required result. 
Further, if F{x)x + xG{x) = 0 for all x G / , then using the same techniques as 
used above with necessary variations we get the required result. This completes the 
proof of our theorem. 
Remark 3.2.2. The above result is also true in the case if R admits generalized deriva-
tions F and G with associated nonzero derivation d and a derivation g respectively. 
Following is an immediate corollary of the above theorem. 
Corollary 3.2.2 ([4, Theorem 3.1]). Let i? be a semiprime ring. Let d and g be 
derivations of R such that at least one of them is nonzero. If d{x)x = xg{x) for all 
X £ Rj then R contains a nonzero central ideal. 
Proceeding on the same lines with necessary variations and taking G = F oi 
G = -F in Theorem 3.2.4, we get the following: 
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Corollary 3.2.3. Let i? be a semiprime ring and / be a nonzero ideal of R. Suppose 
that R admits a generalized derivation F with associated nonzero derivation d such 
that [F{x),x] •= 0 for all x G / or if F{x)ox — 0 for aU x G / . Then R contains a 
nonzero central ideal. 
Theorem 3.2.5. Let /? be a semiprime ring and / be a nonzero ideal of R. Suppose 
that R admits a generalized derivation F with associated nonzero derivation d such 
that F(x^) = x^ for all x G / or if F(x^) + x^ = 0 for all x € / . Then R contains a 
nonzero central ideal. 
Proof. We have 
F{x^) - x^ for all x e /. 
Replacing x by x + y in the above relation, we get 
F{x^ + y'^ + xy + yx) = x^ + y^ + xy + yx for all x,y e I. (3.2.11) 
Using the given hypothesis in (3.2.11), we obtain 
F(xy + yx) == xy + yx for all x, t/ G / . (3.2.12) 
This can be written as F(xoy) - xoy = 0 for all x, ?/ G / and hence by Theorem 3.2.3, 
we get the required result. 
Further, if F(x^) + x^ = 0 for all x E I, then we find that F{xoy) + [xoy) = 0 for 
all x,y e I and hence again in view of Theorem 3.2.3, we get the required result. 
Theorem 3.2.6. Let i? be a semiprime ring and / be a nonzero ideal of R. Suppose 
that R admits a generalized derivation F with associated nonzero derivation d such 
that [F{x),d{y)] - [x,y] for aU x,y G / or if [F(x),d(?/)] + [x,y] = 0 for all x,y G / . 
Then R contains a nonzero central ideal. 
Proof. We have 
[F(x),d(y)] = [x ,y] foraUx,yG/ . 
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Replacing x by xy and using the hypothesis, we arrive at 
F{x)[y,d{y)] + [x,d{y)]d{y) = 0 for all x.yel. (3.2.13) 
Now, further replacing x by yx in (3.2.13) and using (3.2.13) we find that 
d{y)x[y, d{y)] + [y, d(y)]xd(y) = 0 and hence by Lemma 1.4.2, we get d{y)x[y, d(y)] = 0 
for all x,y e I and hence [y,d{y)]x[y,d{y)] = 0 that is, {y,d{y)]I[y,d{y)] = {0} for all 
y G I. Thus using similar method as used in the proof of Theorem 3.2.4, we find that 
[y, d{y)] = 0 for all y G / . Now by the Lemma 1.4.1, we get the required result. 
In the event [F{x),d{y)] + [x,y] — 0 for all x,y e I, it is equally easy to establish 
that d{y)x[y, d{y)] + [y,d{y)]xd{y) = 0 for all x,y e I and therefore our proof is com-
plete. 
Theorem 3.2.7. Let Rhea 2-torsiou free serniprime ring and / be a nonzero ideal of 
R. Suppose that R admits a generalized derivation F with associated nonzero deriva-
tion d such that F{[x,y]) = [d{x),F{y)] for all x,yel ov'iiF{[x,y]) + [d{x), F{y)] = 0 
for all X, y G / . Then R contains a nonzero central ideal. 
Proof. We have 
F{[x,y]) = [d{xlF{y)] f o r a U x , y e / . 
Replacing y by xy and using the above relation, we find that 
d{x){x,y] = [d{x),x]F{y) + d{x)[d{x\y] for all x,yel. (3.2.14) 
Again replace y by yx in (3.2.14) and use (3.2.14), to get [d{x), x]yd{x)+d{x)y[d{x), x] = 
0 and hence by Lemma 1.4.2, we obtain that [d{x),x]yd{x) = 0 for all x,y G / . This 
yields that [d{x),x]I[d{x),x] = {0} for all x e I. Thus using similar approach as used 
in the proof of Theorem 3.2.4, we find that [<i(x),a;] = 0 for all x G / and by Lemma 
1.4.1, we get the required result. 
Also if we have F{[x,y\) + [d{x),F{y)] = 0 for all x,y G / , then it is easy to 
find that \d{x),x]yd{x)] + d{x)y[d{x),x] = 0 for all x,y G / and therefore our proof is 
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complete. 
Theorem 3.2.8. Let Rhe a semiprime ring and / be a nonzero ideal of R. Suppose 
that R admits generalized derivations G and F with associated nonzero derivations g 
and d respectively. If [F{x), y] = [x, G{y)] for all x, y € / or if [F(x), y] + [x, G(y)] = 0 
for all x,y ^ I, then R contains a nonzero central ideal. 
Proof. We have 
[F(x), y] = [x, G{y)] for all x, y G / . 
Replacing y by yx in the above expression, we obtain 
y[F{x),x] = [x,y]g{x) + y{x,g{x)\ for all x, t / € / . (3.2.15) 
Again replace y by zy in (3.2.15) and use (3.2.15), to get [x, z\yg{x) = 0 for all x,y,z e 
I. Replacing z by g{x)z, we get [x,g{x)]zR[x,g{x)]z = {0} for all x,z e I and hence 
by semiprimeness of R we find that [x,g{x)]z = 0 for all x,z e L This can be written 
as [x,g{x)]R,[x,g{x)] ~ {0} for all x e / and hence by semiprimeness of R we obtain 
[x,g{x)] = 0 for all x e / . Thus by Lemma 1.4.1, we get the required result. 
Further, if [F{x), y] + [x, G{y)] = 0 for all x,y E I, then using the same techniques 
as used above with necessary variations we get the required result. 
Proceeding on the same lines with necessary variations and taking G = i^ or 
G — —F in Theorem 3.2.8, one can prove the following theorem. 
Corollary 3.2.4. Let i? be a semiprime ring and / be a nonzero ideal of R. Suppose 
that R admits a generalized derivation F with associated nonzero derivation d such 
that [F(x), y] = [x, F[y)] for aU x, y G / or if [F{x),y\ + [x, F(y)] = 0 for all x, y € / . 
Then R contains a nonzero central ideal. 
Theorem 3.2.9. Let i? be a 2-torsion free semiprime ring and / be a nonzero ideal of 
R. Suppose that R admits a generalized derivation F with associated nonzero deriva-
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tion d such that F{[x,y]) = [F{x),y] + [d{y),x] for all x,?/ e / . Then R contains a 
nonzero central ideal. 
Proof. For all x,y E I, we have 
F{[x,y]) = [F{xly] + [diy),x]. (3.2.16) 
Replacing y by yx in (3.2.16) and using (3.2.16), we find that 
2[x,y]d{x) = y[F{x),x]+y[d{x),x] ioTaRx,yeI. (3.2.17) 
Now replace y by yz in (3.2.17) and use (3.2.17), to get 2[x, y]zd{x) = 0 for all a;, y, z e 
/ . Since R is 2-torsion free , we get [x,y]zd{x) = 0 for all x,y,z G / . Replacing y by 
d{x)y, we get 
[x, d{x)]yzd{x) = 0 for all x,y,ze I. (3.2.18) 
Replace 2; by zx in (3.2.18), to get 
[x, d{x)]yzxd{x) ~ 0 for all x,y,z ^ I. (3.2.19) 
Right multiplication of (3.2.18) by x gives 
[x, d{x)\yzd{x)x = 0 for all x,y,z e L (3.2.20) 
Combining (3.2.19) and (3.2.20), we get \x,d{x)\yz\x,d{x)] = 0 for all x, y, z 6 
/ . Replacing z by zr where r E R, the last expression can be written as 
[x,d{x)]yzRlx,d{x)]yz = {0} for all x,y,z E / . By semipfimeness of R we get 
[x,d{x)]yz = 0 for aU x,y,z G / . This implies that [x,d{x)]yR[x,d{x)]y — 
{0} for all X, y € / . Again by the semiprimeness of R, we find that [x, d{x)]y = 
0 for all X, t/ € / and hence using similar method as used in the proof of Theorem 
3.2.4, we find that [x,rf(a;)] = 0 for all x G / and again by Lemma 1.4.1, we get the 
required result. 
Theorem 3.2.10. Let J? be a 2-torsion free semiprime ring and / be a nonzero ideal of 
R. Suppose that R admits a generaUzed derivation F with associated nonzero deriva-
tion d such that F(xoy) = F{x)ay - d{y)ox for all x, y G / . Then R contains a nonzero 
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central ideal. 
Proof. We have 
F{xoy) = F{x)oy - d(y)ox for all x,ye I. (3.2.21) 
Replacing y by yx in (3.2.21) and using (3.2.21), we find that 
{xoy)d{x) = ~y[F{x),x] - y{d{x)ox) + [y,x]d{x) for all x,y e I. (3.2.22) 
Replace y by zy in (3.2.22) and use (3.2.22), to get 2[x,z]yd(x) = 0 for all x,y,z e I. 
Since R is 2-torsion free, we get [x, z]yd{x) = 0 for all x,y,z e I. Replacing z by d{x)z, 
we get [x, d{x)\zyd{x) = 0 for all x,y,z e I. Now by the same techniques as used in 
the Theorem 3.2.9, we get the required result. 
The following example shows that the above theorems are not true for arbitrary 
rings. 
Example 3.2.1. Let T be any ring and R = | j ^ ^ ) ^x^yeTy Fur-
ther, let / = I j ^ 1 I y G T I be an ideal of R. Define F : R ^ R hy 
F{x) — 2eiix — xe\\. Then it is easy to see that F is a generalized deriva-
tion with associated derivation d such that d{x) = e\\x — xew. It Ls straight 
forward to see that F satisfies the properties: {%) [F(x),a;] = 0, F{x)ox — 
0, (u) F\x,y\ = OorF(xoy) = 0, (m) \F{x\d{y)\ = [x,y], {iv) F{\x,y\) = 
\d{x\F{y\ (v) d{x)F{y) = xy, (m) Fix') = x\ [vii) [F(x),y] + [x,F(y)] = 
0, [viii) F{[x,y\) = [F{x)^y] + [d{y),x] and {ix) F{xoy) — F{x)oy — d(y)ox for all 
x,y E I. However, R contains no nonzero central ideal. 
§ 3.3. Generalized Derivations of Pr ime Rings 
It is well-known that a prime ring R is commutative if it contains a nonzero cen-
tral ideal. If we consider prime ring instead of semiprime in the theorems appearing 
in Section 3.2, then in all the cases we can find commutativity of prime ring R. In 
51 
:he present section we consider rather weaker conditions and explore commutativity of 
prime rings. 
We begin our discussion with the following lemma: 
Lemma 3.3.1. Let Rhe a, prime ring and / be a nonzero ideal of R. If [x,y] G Z(R) 
for all x,y G / or if xoy € Z{R) for all x,y ^ I, then R is commutative. 
Proof. Suppose [x,y] 6 Z{R) for all x,y ^ I. This implies that [r, [x,y]] = 0 for all 
r ^ R and x,y G I. Replace y by yx to get 
0 = [r, [x, yx]] = [r, [x, y]x] = [x, y][r, x] 
Again replacing r by ry we get [x, y]R[x, y] = {0} and the primeness of R yields that 
[x,y] = 0 for all x,y e / . Hence, / is commutative and therefore by Remark 1.4.3, R, 
is commutative. 
If xoy e Z{R) for all x,y E I, then [r,xo(yx)] = 0 for all x,y G I and r G R, 
i.e., (xo?/)[r, x] = 0. Now, replacing r by sr we find that {xoy)s[r,x] = 0 for all s, r e 
i? i.e., (xoy)R[r, x] = {0} for all r £ R. Thus for each x 6 / either xoy = 0 or [r, x] = 0. 
Let / i = {x e / I xoy = 0 for all y G / } , /2 = {x e / | [r, x] = 0 for all r G i?}. Then 
/i and /2 are additive subgroups of / whose union is / . But a group can not be union 
of two of its proper subgroups and hence either / = /i or / = /2, i.e., either xoy = 0 
for all X, y e / or [r, x] = 0 for all x € / , r G R. If xoy = 0, then replacing y by yr, we 
find that xo{yr) — {xoy)r — y[x, r] = 0 for all r G i? i.e., y[x, r] = 0. Again replacing 
r by sr, we get ysfx,r] = 0 for all r,s £ R i.e., yR[x,r] = {0}. Since / 7^  0, we find 
that [x, r] = 0 for all r G i? and in both the cases we find that / is central. Hence, R 
is commutative. 
Now we prove the following theorem. 
Theorem 3.3.1. Let J? be a prime ring and / be a nonzero ideal of R. Suppose that 
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R admits a generalized derivation F with associated derivation d such that d{Z{R)) ^ 
{0}. Further, suppose that R satisfies any one of the following conditions: 
{{} Fi[x, y]) - [x, y] e Z{R) for all .x, y e I, 
(ii) F{xoy) — (xoy) G Z{R) for all x, y G I., 
{in) F(x2) - x^ e Z{R) for all x e / , 
(iv) [F(x),d{y)] - [x,y] e Z{R) for all x,y G / , 
(•u) F(x)x - xF(x) G Z(i?) for all x 6 / , 
(m) F([x,y]) - [d{x),F{y)] G Z(/2) for all x,y G /, 
(m?.) [F{x),y\ - [x,F(y)] G Z[R) for aU x,7/ G / . 
Then R is commutative. 
Proof. Since d{Z{R)) ^ {0}, there exists c G -^(i?) such that d{c) / 0. Finrther since 
d is a derivation, d{c) G Z(/?). 
(z) Replacing y by yc in F{{x,y\) — [x, y] G Z{R), we find that 
F([x,?/c]) - [x,:(/c] = {F([x,y]) - [x,y]}c+ [x,y]d(c) G Z(i2). 
This implies that [x, y]d(c) G Z(/2). Since d(c) 7^  0 and i? is prime, we find that 
[x,y] G Z{R) for all x,y G I. Now by Lemma 3.3.1, R is commutative. 
(zi) Using the similar method as used above, we find that xoy G Z{R) for all x, y G / 
and hence R is commutative by Lemma 3.3.L 
{in) Linearizing F(x^) - x ^ G Z{R), we obtain F{xoy) - {xoy) G Z{R) for all x,y e I. 
Hence by (zi), we get the required result. 
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{iv) Replacing y by yc in [F{x\,d{y)] — [x,y] e Z{R), we find that 
{F{xld{y)c + yd{c)]-[x,y]c(E Z{R). 
On simplification, we get 
{[Fix), d(y)] - [x, y]}c + [F(.T), y]d(c) G Z(i?). (3.3.1) 
Using hypothesis in (3.3.1), we get [F{x),y]d{c) e Z{R). Since d{c) ^ 0, so [F(x),y] G 
Z(i?) for all x,y E I. Now replacing x by .xc, we get [F{x),y]c + [x,y]d{c) G ^(R) and 
hence [x,y]d{c) G ^(i?) for aU x,y E R. This gives [x,y] G 2'(i2) for all x,y G I and 
hence 7? is commutative. 
(v) Linearizing F{x)x — xF{x) G Z{R), we have 
F(x)y + F{y)x - xF{y) - yF{x) G Z{R). (3.3.2) 
Now replacing x by xc in (3.3.2), we find that 
{F{x)y + F{y)x - xF{y) - yF{x)}c + xyd{c) - yxd{c) G Z{R). (3.3.3) 
Using relation (3.3.2) in (3.3.3), we obtain xyd{c) — yxd{c) G Z{R). Since d{c) ^ 0, we 
find that [x,y] G Z{R) for all x,y E I and hence R is commutative. 
(m) Replacing y by cy in F([x,y]) - [d{x),F{y)] G Z(i?), we get 
F{c{x,y]) - [dixlcF{y) + d{c)y] G Z{R). 
On simpUfication, we find that 
c{Fi[x, y]) - Kx) , Fiy)]} + d(c){[x, y] - [d(x), y]} G Z(i?). 
Since d{c) / 0 and using hypothesis, we get [x,y] — [d(x),y] G Z(i?). Now replacing 
y by d(c)x, we obtain d{c)[d{x),x] G -^(i?). Since d(c) is nonzero and central, we find 
that [d{x),x] G Z{R) for all x G / and hence by Lemma 1.4.6, R is commutative. 
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(mz) Replacing x by xc in [F(x),y]) — [x, F(?/)] e 2'(i?), we find thaT'"'""'"^' 
{\F{xly\) - [x,F(y)]}c+ [x,y]rf(c) G Z(/2). 
Using the given condition and the fact that d{c) ^ 0, we get [x,y\ € Z{R) for all 
x,y E I and hence i? is commutative. 
Remark 3.3.1. The proof of the following result runs parallel as that of the above 
theorem. Therefore, we skip the details of the proof just to avoid repetition. 
Theorem 3.3.2. Let i? be a prime ring and / be a nonzero ideal of R. Suppose that 
R admits a generalized derivation F with associated derivation d such that d{Z{R)) ^ 
{0}. Further, suppose that R. satisfies any one of the following conditions: 
(i) F{[x,y]) + [x,y] e Z{R) for all x,yel, 
{a) F{xoy) + {xoy) E Z{R) for all x,yel, 
{Hi) F(x2) + x^ e Z{R) for aU x e / , 
(iv) [F(x),d(y)] + [x,y] e Z{R) for aU x,?/ G / , 
{v) F{x)x + xF{x) e Z{R) for all x € / , 
ivi) F([x,y]) + M(x),F(y)] G Z{R) for aUx,y G / , 
(mi) [F{x),y\ + [x, F{y)] G Z{R) for all x,y G / . 
Then R is commutativte. 
Theorem 3.3.3. Let i? be a prime ring with char{R) -^ 2 and 7 be a nonzero ideal 
of R. Suppose that R admits a generalized derivation F with associated derivation d 
such that d{Z{R)) ^ {0}. Further suppose that R satisfies any one of the following 
conditions: 
(i) F{[x,y]) - [F{x),y] - [%),x] G Z{R) for all x,y G 7, 
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(M) F{xaij) — F{x)oy + d{y)ox G Z{R) for all x,y e I. 
Then R is commutative. 
Proof. Since d{Z{R)) ^ {0}, there exists c e Z(7?) such that d{c) ^ 0. Further, since 
d is a derivation, d(c) G Z(/?). 
(i) Replacing y by yc in F([.x,?/]) - \F{x),y\ - [d(y),x] e Z(7?), we get 
F([x,y]c) - [F(x),y]c- Ky)c + yd(c),a;] G Z(/?). 
On simplification, we find that 
{F([x,y]) - [F(x),y] - Ky),x]}c + 2[x,y]d(c) G Z(i?). 
Using the given condition, the last expression reduces to 2[x,?/]c?(c) G Z{K). Since 
d(c) 7^  0 and char{R) ^ 2, we find that [x,y] G Z{IC) for all x,y ^ I and hence i? is 
commutative. 
(M) Replacing y by yc in F{xoy) - F{x)oy + d{y)ox G Z{R), we get 
F((xoy)c) - {F{x)ay)c + [d{y)c + yd{c))ox G Z(i?). 
On simplifying the later relation, we find that 
{F(xoy) - F{x)ay + d{y)ox}c + {xoy)d{c) + {yox)d{c) G Z(i2). 
Now using the hypdthesis, we get 2(xoy)d(c) G Z{R). Since d{c) ^ 0 and char{R) ^ 2, 
we get (xoy) G Z{R) for all x,y & I and hence i? is commutative. 
§ 3.4. Generalized Derivations and (a, r)-Lie ideals in Prime 
Rings 
Let d be a nonzero derivation of a prime ring R. Then for a Lie ideal U of R, 
Bergen et.al [27] proved the following : (i) if d{U) C Z{R), then U C Z{R), {ii) if 
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d?{U) = 0, then U C Z{R). Further, these results were extended to (a, r)-Lie ideals of 
R (cf. [8], [20], [72]). Now in the present section, our objective is to generaUze these 
results for generalized derivation of R in the setting of (cr, r)-Lie ideal of R. In fact, 
our theorems generalize many known results viz. [20, theorem 2], [27, Theorem 1] and 
[72, Theorem] etc. 
Throughout the present section F will denote a generahzed derivation of a ring 
with associated nonzero derivation d while c, r will denote automorphisms of R such 
that da = ad, dr = rd and C{R)a^T — {x ^ R\ xa{y) = T{y)x, for all y & R }. We 
shall use the following relations frequently without any specific mention: 
[xy, Z]a,r = x[y, z]a^r + [x, T{z)]y = x[y, a{z)] + [x, z\a^ry 
and 
[X,yz\aj = T(y)[x,z]^,T- + [x,y]a^r(T{z). 
We begin our discussion with the following: 
Rertiark 3.4.1. If F ; R —> i? is a generalized derivation with associated nonzero 
derivation d, then for all x,y E R, it can be easily seen that, 
F{[x,y]a,r) = F{xa{y) - T{y)x) 
= F{x)a{y) + xd{a{y)) - d{T{y))x - T{y)F{x) 
= [F{x),y]^^r + [x,d{y)]^^r 
The following lemmas are needed for developing the proofs of our results: 
Lemma 3.4.1 ([19, Lemma 2]). Let Rhe a. prime ring such that char{R) ^ 2 and 
let [/ be a nonzero {a, r)-right Lie ideal of R and a e R. If [U, al^^r € C{R)„^r, then 
a e Z{R) or [/ C C{R)a,r-
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Lemma 3.4.2 ([19, Corollary 2]). Let Rhe a. prime ring with char{R) ^ 2 and let U 
be a nonzero {a, r)- Lie ideal of R such that U 2 Z{R) and U ^ C{R)a,T- For a,b e R, 
if at/6 = {0}, then a = 0 or 6 = 0. 
Lemma 3.4.3 ([72, Lemma 1]). Let i? be a prime ring such that char{R) / 2 and let 
/7 be a nonzero {a, r)-left Lie ideal of R. If [/?., t/]^,^ C Z{R), then [/ C Z(i?). 
Now, we prove the following: 
Lemma 3.4.4. Let i? be a prime ring with char{R) ^ 2 and let U hea, nonzero (a, r ) -
Lie ideal of R and a e R such that [U, a]a,r = 0, then a G Z{R) or U C Z{R). 
Proof. Since C/ is a (cr, r ) - Lie ideal of i?, we have [[x, wj^ .r, a]a,T = 0 for all x G /?, w e 
[/. Now replace x by r(M)x, to get [r(u)[x, wjo.^ ,-, a]o-,T = 0 that is, [r(M), r(a)][x, M]CT,T = 0 
for all X G i?, w G t/. Again replacing .x by xy in the last expression, we get 
[T{u),T{a)\x[y,o{u)\ = 0 for all x, y G /?,-u G t/ i.e.; r([ti, a])i?[y, a(w)] = {0} for all 
u eU. Since R is prime, we find that either r{[u, a]) = 0 or u G Z{R). If r([«, a]) = 0, 
then [u, a] = 0 for all M G ^ and hence by Lemmas 2.2.1 & 2.2.2, we find that a G Z{R) 
or [/ C Z{R). 
Lemma 3.4.5. Let i2 be a prime ring with char{R) ^ 2 and t/ be a nonzero (a, r ) - Lie 
ideal of /?. If d : /? -> i? is a nonzero derivation such that d{U) = {0}, then U C Z{R) 
or i? is commutative. 
Proof. Since [/ is a (cr, r ) - Lie ideal of R, [u, X]O-,T ^ t^  for all x G /? and u £ U. By 
our hypothesis, we find that (i([M, xj^.r) = 0 for all x G i?,w G U. This can be written 
as [d{u),x](r,T + [u,d{x)]a,T — 0 ioi all z e R,u e U and hence our hypothesis yields 
that [u,d{x)]„^T = 0 for all x e R,u & U. Thus by Lemma 3.4.4, we find that either 
d{x) G Z{R) or f/ C Z{R). If d(x) G Z(i?) for all x G it!, then [d{x),x] = 0 for aU 
X E R. Then by Posner's se<;ond theorem, R is commutative. 
58 
Lemma 3.4.6. Let R be a prime ring with char{R) ^ 2 and f/ be a nonzero (cr, r ) - Lie 
ideal of R. If R admits a generalized derivation F with associated nonzero derivation 
d such that F(C/) = {0}, then U C Z{K) or i? is commutative. 
Proof. Since f/ is a (cr, r)- Lie ideal of R, [w, xjf^ r^ G t/ for all x G J?,w € t/. By our 
hypothesis, we find that F([n,x-]CT,T) = 0 for all x G K, M G t/. This can be written as 
[F(u),xjo^^T- + \u,d(a;)]o-,r = 0 for all x G R,u eU and hence by our hypothesis we find 
that [u, d{x)](^^r = 0 for all x G i?, w G U. Henceforth, using similar arguments as used 
in the proof of Lemma 3.4.5, we get the required result. 
The following lemma has its independent interest. It can be regarded as the gen-
eralization of Lemma 3 of [46]. 
Lemraia 3.4.7. Let R be a prime ring with char{R) / 2 and f/ be a nonzero {a, r ) - Lie 
ideal of R. If R admits a generalized derivation F with associated nonzero derivation 
d such that a e R, F(U)a = {0} (or aF{U) -= {0}) and U ^ Z(R), then a = 0 or i? is 
commutative. 
Proof. Since C/ is a (a, r)- Lie ideal of /?, [x, u]^^r G t/ for all x G i2, M G t/. Now 
replace x by T{U)X, to get T{u)[x,u]a,T G U. Hence by our hypothesis, we find that 
F(T(M)[X, ii]CT,r)a = 0 for all X G /?, u E. U. This yields that d{T{u))[x,u]„^r(i = 0 for 
all X G /? and ueU. Replacing x by xF{v), where v £U, we get 
d{T{u))[x,T{u)]F{v)a + d{r{u))x[F{v),u]^^ra = 0, 
for all X G R, u,v G U and hence by our hypotheses we find that 
rf(r(it))x[F(u),w]a,Ta = 0 for all x e R, u,v e U. Thus for each u e U, 
primeness of R forces that either d{T{u)) = 0 or [F{v),u]a,Ta = 0 that is, 
d{u) = 0 or [F{v),u]a,ra = 0. Define H = {u e U \ d{u) = 0} and 
K =^ {u e U \ [F{v),u]a^ra = 0 for all v G U}. Clearly, H and K are additive 
subgroups of U whose union is U. Hence by using Brauer's trick we find that K = U 
or H = U. Since d 7^  0, we have U = K. That is, [F{v),u]„^ra = 0 for all u,v eU. 
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Now, in view of our hypothesis this yields that F(v)a(u)a = Ofov aUu,v e U and hence 
a-\F{v))Ua''\a) = {0} for all v eU. Thus by applying Lemma 2.2.2 together with 
Lemma 3.4.2 we find that a-\F{v)) = 0 or a'^a) = 0. This imphes that F{U) = {0} 
or a = 0. If F{U) = {0}, then by Lemma 3.4.6, we get the required result. 
m Using similar arguments with necessary variations, we get the required result i 
caseifaF(C/) = {0}. 
Proposition 3.4.1. Let i? be a prime ring with char[R) / 2 and f/ be a nonzero 
(cr, r ) - Lie ideal of R. If R admits a generalized derivation F with associated nonzero 
derivation d such that F{^,R\) = {0}, then U C Z{R) or R is commutative. 
Proof. We have F([C/, R]) - {0}. This implies that F{[u, xy\) = 0 for all w e t/ and 
x,y £ R. This can be written as F{x[u, y] + [u, x]y) = 0 that is, 
d{x)[u,y] + xF{[u,y]) + F{[u, x])y + [u, x]d{y) = 0 for all x,?/ e i? and u G U. 
By hypothesis, we have 
d(x)[u,y] + [u,x]d(y) = 0 for all x,y E R and u^U. (3.4.1) 
Now replacing y by yum (3.4.1), we get 
d{x)[u,y]u + [u,x\d{y)u + [u,x]yd{u) — 0 for all x,y e R and u EU. 
Combining the above relation with (3-4.1), we get [u, x]yd(u) = 0 for all u G f/ x, y G R. 
This yields that [u, x]Rd{u) = {0}. Thus for each u EU either d{u) = 0 or [u, x] = 0. 
Now, let H =-{ueU \ d{u) = 0} and K = {ueU \ [u, x]=0 for aU x e R}. Then 
H and K are additive subgroups of R whose union is R. But a group cannot be the 
union of two of its proper subgroups. Hence, either H = Rox K — R. U H = R then 
by Lemma 3.4.5, R is commutative or f/ C Z{R). li K = R, then U C Z{R). This 
completes the proof of the proposition. 
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Theorem 3.4.1. Let R he a prime ring with char{R) / 2 and [/ be a nonzero 
{a, r)-right Lie ideal oi R. U F : R -^ R is a. generalized derivation with associated 
nonzero derivation d : R ^ R such that F{U) C C{R)a^r, then R is commutative or 
U C C{R).,r. 
Proof. Since [/ is a (<T,r)-right Lie ideal of R, [ii,x]„^r G U for all a; G i?, w G U. 
By our hypothesis, we have F([u,x]a,T) Q C{R)^^r that is, [F{[u,x\a^r),y\G,T = 0 for 
all x,y e R, u e U. Since F{U) C C{R)„^r, we have [F([/),x]^_^ = 0, and hence 
[[u,d(x)]„^r,y]<T,T = 0 for all x,y e R, u eU. This implies that [u,d{x)]^^r ^ C'(-R)<T,T--
Hence apphcation of Lemma 3.4.1 yields that d(x) G Z{R) or £/ C C{R)aj. If 
d(a:) G Z[R), then by Posner's second theorem, we get the required result. 
In view of Theorem 3.4.1 and Lemma 2.2.2, we get the following corollary. 
Corollary 3.4.1. Let jR be a prime ring such that char{R) / 2 and C/ be a nonzero 
(a, r)- Lie ideal of R. Suppose that F : R-^ Ris & generalized derivation with associ-
ated nonzero derivation d:R-^R. If F{U) C C{R)a,r, then U C Z{R). 
Theorem 3.4.2. Let i2 be a prime ring such that char{R) ^ 2 and U he a nonzero 
{a, T)-left Lie ideal of R. Suppose that F : R -^ R is a. generahzed derivation with 
associated nonzero derivation d : R -^ R. If F'^(U) = 0 and d{U) C Z(R), then 
U C Z(R) or R is commutative. 
Proof. Since U is a, (a,T)- left Lie ideal of R such that F^(T{U)[X, ujcr^r) = 0, for all 
X e R,ueU,'we find that F{d{T{u))[x,M]^_T- + T{U}F{[X,u]a,T)) = 0. This yields that 
d'^{T{u)){xM<r,r + 2d( r (M))F( [x , u] , , , ) + T{u)F^{[x,u]<r,r) = 0. 
By our assumption this reduces to 
2diT{u))F{[x,«],,.,) + d\T{u))[x, uUr = 0. (3.4.2) 
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Now replacing x by xa{u) in the above expression, we get 
1d{T{u))F{[x,u]„^Mu)) ^- (f{T{:a))[x,u]„^^a{u) = 0. 
After expansion we have 
2d{T{u))F{[x,u]a,r)(y{u) + d'{T{u))[xM<rM'^) + 2d{T{u))[x,u]a,rd{(T{u)) = 0. 
Since char{R) ^ 2, using equation (3.4.2), we get 
d(T{u))[x, u]a^rd{o-{u)) = 0 for all x e R, u e U. 
Since d{U) C Z{R) and R is prime, the above relation yields that either 
d{T{u))[x,u]a,T = 0 or d{a{u)) = 0. Since cr,r are automorphisms, d{U) C Z{R) 
and rfcr = ad, dr = rd, we obtain d{U) = 0 or [R, U]„^T- = 0. If d{U) = 0, then 
d{[x,u]a,r) = [d{u),x]a,r + [u, d{x)]a^r = 0 wliich givcs [u, d{x)]cr,T- = 0, and hence by 
Lemma 3.4.4, d{x) e Z{R) or U C Z{R). If d{x) e Z{R), then by Posner's second 
theorem, R is commutative. On the other hand if [R, U](,^r = 0, then by Lemma 3.4.6, 
U C Z{R). This completes the proof of the theorem. 
Theorem 3.4.3. Let Rhe a. prime ring such that char(R) ^ 2 and f/ be a nonzero 
(a, T)-left Lie ideal of R. Suppose F : R-^ Risa. generahzed derivation with associated 
nonzero derivation d:R-^R. If F{U) C Z{R) and d{U) Q Z{R), then U C Z{R) or 
R is commutative. 
Proof. We have 
F{[x, u]^,r) e Z{R) for all X G i? and M 6 [/. 
Replacing x by xF{v) in the above expression and using the fact that F(U) C Z{R), 
we find that F{[x,u]a^rF{v)) e Z{R) for all x G i? and u,v e U. This can be written 
as 
d{[x,uUr)Fiv) + [x,u]a,rF\v) E Z{R). 
Since F{U) C Z{R), we arrive at 
[a:,M]< ,^ri^ (^^ ) e -^ (jR) for all rr e i2 and M, t; e C/. 
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But F{U) C Z{R) implies that F^{U) C Z{R) and R is prime, we find that ei-
ther F^{v) = 0 or [x,u]^^r e Z{R). If F^{v) = 0 for aU v G U, then by using the 
Theorem 3.4.2 we get the required result. On the other hand if [x,u]a^r £ Z{R) for all 
X ^  R,u &U and by Lemma 3.4.3, thus result follows. 
Theorem 3.4.4. Let i? be a prime ring such that char{R) ^ 2 and U he a. nonzero 
{a, r)- Lie ideal of R. Suppose F : i? —> i? is a generalized derivation with associated 
nonzero derivation d:R^ R. If F^{U) C Z{R) and d{U) C Z{R), then U C Z{R) or 
i? is commutative. 
Proof. We have 
F'^([X, u]„^r) e Z(R) for allx e R and ?i G f/. 
The above expression implies that 
[F\x),uUr + 2[F{x),d{u)Ur + [x,d\u)]a,r G ZiR). (3.4.3) 
For all re, y G i?, we have 
F\xy) - FiF{xy)) = F(F(ar)?/ + x<?/)) = F'ix)y + 2F{x)d{y) + xd\y). 
Replacing x by xy in (3.4.3), we get 
[F''{x)y, u\a,r + 2[F{x)d{yl tt],,, + K ( y ) , ix],,, + 2[F{x)y, d{u%^r 
+ 2[a:%), d{u%,r + [a;?/, ^^(M)]^,^ G Z{R). 
= [F2(x), n],.,y + F2(a:)[?/, a{u)] + 2[F(a;), «],,,d(y) + 2F(x)[d(y), a(u)] + [x, «],,,cP(y) 
+ xK(y), a(«)] + 2[F(a;), d{u%,ry + 2F(x)[t/, a(rf(u))] + 2[x, d(M)],,,d(y) 
+ 2x[d(y), a(d(u))] + [x, d2(«)],,,y + x[y, a{^(u))] € Z(i?). (3.4.4) 
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Using (3.4.3) in (3.4.4), we find that 
F\x)[y, aiu)\ + 2[F(x),«].,.%) + 2F{xMyl a{u)] + [x, uUrd^y) 
+ x[cP{yla{u)] + 2F{x)[y,aid{u))]+2[x,d{u)l^Ay) + Hdiy),<r{d{u))] 
+ x[y,a{d\u))]eZ{R). 
Replacing y by a{u) in the above expression, we get 
F^x)[a{u),a{u)] + 2[F(x),u].,,a(d(u)) + 2F{x)ai[diu),u]) + [x ,u] , ,X^(«)) 
+ xa{[(f{u), u]) + 2F{x)a{[u, d{u)]) + 2[x, d(n)]<,,^a(d(M)) + 2xa{[d{u), d{u)]) 
-hxa([u,d:^{u)])eZ{R). 
The above expression further reduces to 
2[F{x),u]^^r(r{d{u)) + [x,u]^^r(T{d\u)) + 2[x,d{u)]^^r(ridiu))-e Z{R). 
Replace x by T{U)X in the above, to get 
2[T{u)F{x)+T{d{u))x, u]^^Md{u))+[T{u)x, w]<,,^a(d^(M))+2[r(w)x, d{u)]„^r(^{d{u)) G Z(R). 
This imphes that 
2T{u)[F{x),u]„^r(T{d{u)) + 2[r{u),T{u)]F(x)a{d{u)) + 2T{d{u))[x,u]^^r(r{d{u)) 
+ 2[T{d{u)),T{u)]xa{d{u)) + T{u)[x,u]„^r(^{d?{u)) + [T{u),T{u)]xa{d^{u)) 
+ 2r{u)[x,d{u)]^^r(^{d{u)) + 2[T{u),T{d{u))]xa{d{u)) e Z{R). 
Hence after simplification, we arrive at r(d(ii))[x,u](r,rO"(rf(w)) G Z(i?). Since 
d{U) C Z{R) and J? is prime, we obtain either r(d(M))[x,M]a,r G Z{R) or (j{d{v)) = 0 
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that is, either T{d{u))[x,u]f,^r ^ ^i^) or d{U) = 0. Further, using the fact that 
d{U) C Z{R) and R is prime, we find that either d{U) = 0 or [x, u]„^r e Z{R) for all 
u eU, X E R. If d{U) = 0, then by Leimna 3.4.5, R is commutative or U C. Z{R). On 
the other hand if [x, u]cr,T G Z{R) for all x G J? and u EU, application of Lemma 3.4.3 
yields the required result. 
The following example shows that the primeness is necessary in the hypotheses of 
the above theorem. 
Example 3.4.1. Let S be any ring. We consider -R = S ( o a,b E S> and 
1 I 0 0 b e S>. Define maps d : R —> R and a, T : R —> R as follows: 
I a b\ _ f 0 a\ a b\ _ a 0\ I a b\ _ f a a-b\ 
( ^ o o j " l ^ o o y ' ' ' \ ^ o o ; ^ l ^ o o j ' ^ l ^ o o j ~ [o o j " 
Then it can be easily seen that U is a (cr, r)-Lie ideal of R and for F =^ d, 
F^iU) C Z{R) and d{U) C Z{R), but neither U C Z{R) nor R is commutative. 
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GENERALIZED JORDAN (a,/?)-DERIVATIONS IN RINGS 
§ 4.1. Introduction 
During the last two decades, there has been ongoing interest concerning the re-
lationship between the left derivation and Jordan left derivation on a prime ring (see 
[6], [16], [35], [45], [55] and [76] for reference). Inspired by the definition of generalized 
derivation Asliraf et al. [7] introduced the concept of generahzed left derivation and 
generalized Jordan left derivation as follows: an additive mapping G : R —^ R is 
called a generalized left derivation (resp. generalized Jordan left derivation) if there 
exists a Jordan left derivation 6 : R —> R such that G{xy) = xG{y) + yS{x) (resp. 
G{x'^) = xG{x) + x5{x)) holds for all x,y e R. Motivated by the above definition we 
mtroduce the concept of generalized left [a, /9)-derivation and generalized Jordan left 
(Q,/?)-derivation as follows: an additive mapping G : R —> R is said to be a general-
ized left {a, /?)-derivation (resp. generalized Jordan left (a, /?)-derivation) if there exists 
a Jordan left (a,/?)-derivation 5 : R —> R such that G{xy) = a{x)G{y) + (5{y)6{x) 
(resp. G{x^) = a{x)G{x) + P{x)6[x)) holds for all x,y E R, where a, /3 are endo-
morphisms of R. Clearly, every generalized left {a, /3)-derivation on i? is a generahzed 
Jordan left (a, /?)-derivation but the converse need not be true in general. In Section 
4.2 it is shown that the converse is true in the case when the underlying ring R is 
2-torsion free and has a commutator which is not a left zero divisor in R. Moreover, 
we also prove that if f/ is a square closed Lie ideal of a prime ring R of characteristic 
different from 2 and 8 : R —y R \s & Jordan left (a, a)-derivation on R such that R 
admits an additive mapping G : R —> R satisfying G{uv) = a{u)G{v) + a{v)5{u) for 
all w, ?; e U, then either 5{U) = {0} or t/ C Z{R). 
In [25], Bell and Kappe initiated the study of derivation which acts as a ho-
momorphism or as an anti-homomorphism on a prime ring and proved that if R is 
a semipriine ring and d a derivation on R, which is either an endomorphism or an 
anti-endomorphism, then d = 0. Further, Aslu:af [6] extended this result for left 
(a,/?)-derivations in rings. In Section 4.3 we generalized this result for generahzed 
left (a, /5)-derivations in rings. In fact, we prove the following: let i? be a prime ring 
and / be a nonzero ideal of R and G : R —> R a generalized left (a, /?)-derivation of 
R with associated left {a, /?)-derivation 6 : R —> R. If G acts as a homomorphisin or 
as an anti-homomorphism on / , then 5 = 0 on R ox R is commutative. 
A famous result due to Herstein [49] states that every Jordan derivation on a 2-
torsion free prime ring is a derivation. This result was further generalized by many 
authors for prime and semiprime rings in the setting of Jordan {a, /?)-derivation, gen-
eralized Jordan (a,/3)-derivation (see [14], [33] and [34] where further references can 
be found). Very recently Asliraf et al. [14] extended the above result in the setting 
of non-commutative Lie ideal of a ring R. In fact, they proved that if t/ is a square 
closed non-commutative Lie ideal of a prime ring R of characteristic different from 2, 
then every generalized Jordan (a, /3)-derivation on i7 is a generalized (a, /?)-derivation 
on U. The notion of generalized {a, /9)-derivation can be extended as follows: let R 
be a ring and 5 be a subset of R and M be a 2-torsion free i?-bimodule. An additive 
mapping F : R —y M is said to be a generalized (a, i9)-derivation (resp. general-
ized Jordan (a, /?)-derivation) if there exists an (a, /?)-derivation d : R —> M such 
that F{xy) = F{x)a{y) + (5{x)d{y) (resp. F{x^) = F{x)a{x) -|- (3{x)d{x)) holds for all 
x,y & S. In the final section of this chapter we prove the following result: let U he a 
square closed Lie ideal of a ring R, and let a, /5 be endomorphisms of R such that a 
is one-one and onto and M be a 2-torsion free i?-bimodule. Suppose that mRx = {0} 
with m G M, x E R implies that either m=0 or x=0. li F : R —> M is a generahzed 
Jordan (a,/5)-derivation on U, then F is a generalized (a,/?)-derivation on U. In fact, 
our result generalizes many well-known theorems viz. [12, Theorem 2.1], [14, Theorem 
2.1], [15, Theorem], [18, Theorem], [32, Theorem 1] and [49, Theorem 3.3] etc. 
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§ 4.2. Generalized Jordan Left Derivations in Rings 
An additive mapping 6 : R —> R is said to be a left (a,/?)-derivation (resp. 
Jordan left (a,/9)-derivation) of i? if S{xy) = a{x)5{y) + (3{y)6{x) (resp. 5{x^) = 
a{x)6{x) + (i{x)5{x)) holds for all x, y e R. Of course, a left (/,/)-derivation (resp. 
Jordan left (/,/)-derivation), where / is the identity map on it!, is said to be a left 
derivation (resp. Jordan left derivation) of R. The study of left derivation was initiated 
by Bresar and Vukman in [35] where it was shown that if a prime ring of characteristic 
different from 2 and 3 admits a nonzero Jordan left derivation then it must be com-
mutative. 
Motivated by the definition of generalized left derivation in rings, the notion of 
generalized left (a,/?)-derivation can be introduced as follows: an additive mapping 
G : R —y R is said to be a generahzed left (a, ;5)-derivation (resp. generalized Jordan 
left (a, /?)-derivation) of R if there exists a Jordan left (a, /?)-derivation S : R —> R 
such that G{xy) = a{x)Giy) + l3{y)6{x) (resp. Gix'^) = a{x)Gix) + P{x)5{x)) holds for 
all X, y £ R. For the identity map / on R, every generalized left (/, /)-derivation (resp. 
generalized Jordan left (/, /)-derivation) is called generahzed left derivation (resp. gen-
eralized Jordan left derivation) of R (see [7] for reference). Note that the underlying 
d is said to be the associated Jordan left {a, /?)-derivation with G. In an attempt to 
generalize the result obtained by Bresar and Vukman [35], Ashraf [6] established that a 
2-torsion free prime ring R which admits a nonzero Jordan left (a, Q;)-derivation must 
be commutative. Further, as an apphcation of this result it was shown that under 
certain conditions on R every Jordan left (a, Q:)-derivation is a left (a, a)-derivation. 
In fact, the result which we refer to states as follows: 
Theorem 4.2.1 ([6, Theorem 3.3]). Let i? be a 2-torsion free ring and U he a, square 
closed Lie ideal of R. Suppose that a is an endomorphism of R and R has a com-
mutator which is not a zero divisor, li S : R —> R is an additive mapping satisfying 
5{v?) = 2a{u)8{u) for all ueU, then 8{uv) = a{u)5{v) + a{v)5{u) for all it, i; e t/. 
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It is obvious to see that every generalized left (a, /?)-derivatiori on a ring R is a. 
generalized Jordan left (a,/3)-derivation of R but the converse need not be true in 
general. 
Example 4.2.1. Let 5' be a ring such that square of each element in S is zero, but 
the product of some nonzero elements in S is nonzero. Next, let 
Define a map G : R —> R such that 
Then, we can find an associated Jordan left derivation S : R —> R such that 
It is straightforward to check that G is a generalized Jordan left derivation but 
not a generalized left derivation. 
In the present section our aim is to establish the conditions under which the con-
verse of the above statement is true. In fact, we shall prove the following result which 
extends Theorem 4.2.1. 
Theorem 4.2.2. Let Rhe a 2-torsion free ring and U he a square closed Lie ideal of 
R. Suppose that a is an automorphism of R and S : R —> i? is a Jordan left (a, a)-
derivation of R. Suppose further that U has a commutator which is not a left zero 
divisor. liG : R —> i? is an additive mapping satisfying G{u^) = a{u)G{u)+a{u)S{u) 
for all ueU, then G{uv) = a{u)G{v) + a{v)8{u) for all u,v eU. 
The proof of the following lemma runs exactly on the same lines as Lemma 2.3 of 
[11], we skip the details of the proof just to avoid repetition. 
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Lemma 4.2.1. Let Rhe a, 2-torsion free ring and U be a square closed Lie ideal of 
R. Suppose that a is an endoniorphism of R and 6 : R. —y R is an additive mapping 
satisfying S(u'^) ~ 2a(u)6{u) for all u G U. Then for aU u,v GU 
(i) a{[u,v])S{[u,v])'^0, 
(ii) a[u^v — 2uvu + vu^)5{v) = 0. 
Lemma 4.2.2. Let /? be a 2-torsion free ring and [/ be a square closed Lie ideal 
of R. Suppose that a is an endomorphism of R and S : R —> R is a, Jordan left 
(a, a;)-derivation of i?. Ii G : R —> R is an additive mapping satisfying G(M^) = 
a{u)G{u) + a{u)6{u) for sMu eU, then for all u,v,w eU 
(i) G{uv + vu) •= a{u)G{v) + a{v)G{u) + a{u)8{v) + a{v)6{u), 
(ii) G{uvu) = a{uv)G{u) + 2a{uv)5{u) + a{u^)S{v) - a{vu)S(u), 
{in) G{uvw+wvu) = a{uv)G{w)+a{wv)G{u)+2a{uv)6{w)+2a{wv)6{u)+a{uw)S{v) 
+ a{wu)5{v) — a{vu)6{w) — a{vw)5(u). 
Proof, (z) We have 
G{u^) = a{u)G{u) + a{u)6{u) for all ueU. (4.2.1) 
Linearizing (4.2.1) and using (4.2.1), we get the required result. 
[ii] Since uv + vu — {u + vY — u^ — u^, replacing v hy uv + vu in (i), we get 
G{u{uv + vu) + {uv + vu)u) = a{u)G{uv + vu) + a{uv + vu)G{u) . ^ 
+a{u)8{uv+ vu)+a{uv + vu)5{u). 
Since 5 is a Jordan left (a, a)-derivation, S{u'^) — 2a{u)6{u) and hence hnearizing this 
relation, we find that 5{uv + vu) = 2a{u)S{v) + 2a{v)5{u) for all w,i; E U. Then using 
relation (z) in (4.2.2), we find that 
G{u{uv + vu) + {uv + vu)u) = a{u'^)G{v) + 2a{uv)G{u)+a{vu)G{u) (423) 
+ia{uv)5{u) + 3a{u^)5{v) + a{vu)S{u). ^ ' ' ^ 
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On the other hand, 
G(u(uv + vu) + (uv + vu)u) = G(u^v + vu'^ + 2v,vu) 
= 2G{uvu) + G{u\ + vv?) 
= 2Giuvu) + a{u^)G{v) + a(t;)G(M2) + a{u^)6{v) 
+a{v)S{u^) 
= 2G{uvu) + a{u^)G{v) + a{vu)G(u) + a{vu)6{u) 
+a{u'^)S{v) + 2a{vu)S{u). 
(4.2.4) 
Comparing (4.2.3) and (4.2.4), we get the rcKjuired result. 
{in) Linearizing u in (u), we find that 
G{{u + 'w)v(u + w)) = a{uv)G{u) + a{uv)G{w) + a{wv)G{u) + a{wv)G{w) 
+2a(uv)6{u) + 2a(uv)S(w) + 2a{wv)6{u) 
+2a{wv)5{w) + a{u^)S{v) + a{uw)8{v) 
+a{wu)S{v) + a{uP)6(v) — a{vu)5{u) 
—a(vu)S{w) — a{vw)6{u) — a{vw)6{w). 
(4.2.5) 
On the other hand, 
G{{u + w)v{u + w)) = G(uvu) + G{wvw) + G{uvw + wvu) 
= a{uv)G{u) + 2a{uv)8{u) + a{u^)6{v) — a{vu)6{u) 
+a[wv)G{w) + 2a{wv)5{w) + a{w'^)5{v) — a{v'w)5{'w) 
+G{uvw + wvu). 
(4.2.6) 
Comparing (4.2.5) and (4.2.6), we get the required result. 
We are now well equipped to prove our theorem. 
Prbbf of Theorem 4.2.2. Replacing why uv - vu in part {Hi) of Lemma 4.2.2, we 
find that 
G(uv{uv - vu) + {uv - vu)vu) = a{uv)G{uv) - a{uv)G{vu) + a{[u, v])a{v)G{u) 
+a{[u, v])d{[u, v]) + a{uv)d{[u, v]) 
+2a([u, v])a{v)5{u) + a{u)a{[u, v])5{v) 
+Q;([M, v])a{u)5{v) - a{v)a{[u, v])6{u). 
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Using Lemma 4.2. l(i) in the above relation we have 
G{uv{uv — vu) + {uv — vu)vu) = a{uv)G{uv) — a{uv)G{vu) + a([u, v])a{v)G{u) 
+a{uv)d{[u, v]) + 2a{[u, v])a{v)6{u) 
+a{u)a{[u, v])S{v) + a{[u, v])a{u)S{v) 
—a{v)a{[u,v])5{u). 
(4.2.7) 
Since 
4:G{uv{uv - vu) + {uv - vu)vu) = G{{2uvy - (2un)^) 
= A{a{uv)G{uv) + a{uv)8{uv) 
—a{vu)G{vu) - a{vu)6{vu)} 
and R is 2-torsion free, the above relation yields that 
G{uv{uv — vu) + {uv — vu)vu) = a{uv)G{uv) + a{uv)6{uv) 
—a{vu)G{vu) — a{vu)S{vu). \ • • ) 
Comparing (4.2.7) and (4.2.8), we find that 
a{[v, u])G{vu) + a{[u, v])a{v)G{u) + a{[u, v])a{u)S{v) 
+2a{[u,v])a{v)S{u) - 2a{v)a{[u,v])S{u) + a{u)a{[u,v])6{v) 
+a{v)a{[u, v])S{u) + a{vu)5{uv) — a{uv)6{uv) — 0. (4.2.9) 
Since 8 : R —> Ris a, Jordan left (a, Q:)-derivation, in view of Theorem 4.2.1, 6 is a 
left (a, a)-derivation. Hence by using Lemma 4.2. 1(M) in (4.2.9) , we have 
0 = a(u)a{[u, v])S{v) + a{v)a([u, v])5{u) + a{vu)5{uv) - a{uv)5{uv) /x o -in\ 
== {u^v — 2uvu + vu^)5{v) — {v\ — 2vuv + uv'^)5{u) ^ ' ' ' 
and 
0 = 2a{\u,v\)a{v)8{u)-2a{v)a{^u,v\)h{u) (4 2 11) 
= 2{v'^u — 2vuv-\-uv^)b{u). ^ ' ' 
Now in view of (4.2.9), (4.2.10) and (4.2.11), we find that 
a([u,«])G(t;u) + a{^,v\)a{v)G{u) + a{^,v\)a{v)b{v) = 0. 
This impUes that a([«,u])(G(wf) - a{u)G{v) - a{v)8{u)) = 0 for all u,v eU. Now 
define a map H : U x U —> R such that H{u,v) = G{uv) - a{u)G{v) - a{v)S{u). 
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Since G and 5 both are additive, we find that H is additive in both the arguments. 
Hence the later relation can be written as a{[u,v])H{u,v) ~ 0 for all u,v ^ U. Since 
a is an automorphism, we find that 
[u,v]a~\H{u,v)) = 0 for all u,veU. (4.2.12) 
Now let a, b be fixed elements of U such that [a, b]c = 0 implies that c = 0. Then 
(4.2.12) yields that a-\H{a, b)) = 0, and hence 
H{a,b)=:0 (4.2.13). 
Replacing w by u + a in (4.2.12) and using (4.2.12), we get 
[u,v]a~\H{a,v)) + [a,v]a''\H{u,v)) = 0 for all u,veU. (4.2.14) 
Again replace u by 6 in (4.2.14), to get [a,b]a~^{H{u,b)) = 0. Since [a, 6] is not a left 
zero divisor, we have 
a-\H{u, b)) = 0 for all u^U. (4.2.15) 
Replacing vhyv + b'm (4.2.14) and usmg (4.2.13), (4.2.14) and (4.2.15), we get 
[a, b]a-\H{u, v)) + [u, b]a-\H{a, v)) = 0 for all u, v G U. (4.2.16) 
Substituting a for u in (4.2.16) and using the fact that R is 2-torsion free, we get 
[a,b]a''^{H{a,v)) — 0 and hence 
a-^(F(a,t;)) = 0. (4.2.17) 
Comparing (4.2.16) and (4.2.17), we have [a,6]Q;~^(//(«,u)) = 0 for all u,v e U and 
hence H{u, v) = 0 for all u,v eU. This completes the proof of om- theorem. 
Corollary 4.2.1. Let J? be a 2-torsion free ring. Suppose that a is an automorphism 
of R and R has a commutator which is not a left zero divisor, li 8 : R —> R \s a 
Jordan left (a, a)-derivation of R, then 5 is a left (a, Q;)-derivation of R. 
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Theorem 4.2.3. Let R he a prime ring such that char(R) / 2 and C/ be a square 
closed Lie ideal of R. Let a be an endoniorphism of R such that a is one-one and 
onto and 6 : R —> R is a Jordan left {a, tt)-derivation oi R. U G : R —> R is an 
additive mapping satisfying G{uv) = a{u)G{v) + a{v)6{u) for all u,v eU, then either 
6{U) = {0} or [/ C Z{R). 
Proof. Let us suppose that U ^ Z{R). We have 
G{uv) = a{u)G{v) + a{v)5{u) for all ueU. 
Replacing u by u^ in the above, we have 
G{u%) = a{u'^)G{u) + 2a{vu)5{u) for all UEU. (4.2.18) 
On the other hand, 
2G{uh) = G{u{2uv)) 
= 2{a(u'')G{v) + 2a{uv)S{xi)}. 
Since char{R) ^ 2, we get 
G{u\) = a{u'^)G{v) + 2a{uv)5{u). (4.2.19) 
Comparing (4.2.18) and (4.2.19), we get 2a{[u,v])8{u) = 0 for all u,v e U. Since 
char{R) ^ 2 and a is an automorphism, we get 
[u,v\a-\8{u)) = Q. 
Replacing i; by 2v'w in the above expression for any w ^ U, we find that 
[u,v]wa'^{5{u)) = 0 for all u,v,w 6 U. This impMes that [u,v]Ua~^{5{u)) — {0}. 
By Lemma 1.4.4, for each fixed u £U either [u, t;] = 0 or a''^{6{u)) = 0 for all v e U. 
Now we put A = {u G t/" I [u, ^ ] = 0 for any v eU} and B = {u eU \ a-^{6{u)) = 0}. 
Clearly A and 5 are additive subgroups of U whose union is U and hence by Brauer's 
trick either U = A or U = B. li U = A, then [u,v] = 0 for all u,v e U and hence 
by Remark 1.2.18, U C Z{R), a contradiction. Therefore a~^(5(M)) = 0 for all w € U. 
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Since a is automorphism, we have S{u) = 0 for all w G [/ i.e.,6{U) = {0}. 
Remark 4.2.1. The results of this section are still open for generalized Jordan left 
(a, /3)-derivations in rings. 
§ 4.3. Generalized Left (a,/^}-Derivations in Rings 
Let 5 be a nonempty subset of a ring R and d : R —> R a derivation of R. If 
d{xy) = d{x)d[y) (resp. d{xy) = d[y)d{x)) holds for all x,y E S, then d is said to 
acts as a homomorphism (resp. anti-homomorphism) on S. Recently, Bell and Kappe 
[25] proved that if il' is a nonzero right ideal of a prime ring R and d : R —> R a 
derivation of R such that d acts as a homomorphism or as an anti-homomorphism on 
K, then d = 0 on i?. This result was further extended for left {a, /?)-derivation in [6] 
and it was shown that ii d : R —> R is a left (Q!,/?)-derivation on a prime ring R 
which acts as a homomorphism or as an anti-homomorphism on an ideal / of R, then 
d = 0 on R. Now, in this section, we study generahzed left (a, /?)-derivations of a prime 
ring R with associated left (a,/?)-derivation 5 which acts as a homomorphism or as an 
anti-homomorphism on a nonzero ideal of R. 
Theotem 4.3,1. Let Rhe a, prime ring and / be a nonzero ideal of R. Let a,P be 
automorphisms of R and G : R —y R a generahzed left {a, /?)-derivation of R with 
associated left (Q;,/?)-derivation 6. 
(i) If G acts as a homomorphism on / , then either R is commutative or (5 = 0 on i?. 
{a) If G acts as an anti-homomorphism on / , then either R is commutative or 5 = 0 
on R. 
Proof. {%) We have 
G{uv) = G{u)G[v) = a{u)G{v) + p{v)6iu) for aU «, v G / . (4.3.1) 
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Using (4.3.1) wc have 
G{uvw) = G{u{vw)) = a{u)G{vw) + P{vw)S{u) for all u,v,w e I. (4.3.2) 
On the other hand, we find that 
G{uvw) = G{{uv)w) = G{uv)Giw) = a{u)G{v)Giw) + l3{v)6{u)G{w). (4.3.3) 
Combining (4.3.2) and (4.3.3) and using (4.3.1), we get 
P{vw)5iu) = p{v)S{u)G{w) for all u,v,w e I. (4.3.4) 
This implies that P{v){P{w)5{u) — 5{u)G{w)) = 0 for all u,v,w e / . This can be 
written as vP~'^{P{w)6{u) - S{u)G{w)) = 0 for all u,v,w G / . Now replacing v by vr 
for any r ^ R, we find that vRP^'^{P{w)6{u) - S{u)G{w)) == {0} for all u,v,w G / . 
Since / is nonzero and R is prime, the last expression gives that 
P{w)5{u) = 5{u)Giw) for all u,wel. (4.3.5) 
Replacing u by uv for any u G / in (4.3.5), we have 
p{w)a{u)6{v) + l3{w)P{v)5{u) = a{u)5{v)G{w) + (3{v)5{u)G{w). (4.3.6) 
Using (4.3.5) in (4.3.6), we find that 
[Piw),(3{v)]8{u) + [/3(u;),a{u)]5{v) = 0 for all u,v,w ^ I. (4.3.7) 
Hence in particular, we find that 
[/3(u), a{u)]S{v) = 0 for aU u, ?; G / . (4.3.8) 
Replacing u by ru in (4.3.8) for any r & R and using (4.3.8) in the relation so obtained, 
we get 
[I3{v), a{r)]a{u)6{v) = 0 for all u, u G / . 
The above relation impfies that a~^{[P{v),a{r)])ua~^{S{v)) ^ 0 for all %v e I and 
r e R. This can be rewritten as a~^([^(u),a(r)])/i?a'"^(<5(u)) = {0} for all ?; G / and 
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r £ R. Since R is prime and / is nonzero, we find trrtt'nnr rnHf^r'""! v G I either 
Q:"^([/?(7;),Q;(r)]) = 0 or a''^((5(t;)) = 0 for all r e /?,. Since a is automorphism, this 
gives that for each fixed v £ I either [P{v), a(r)] = 0 or S{v) = 0 for all r E R. Now if 
we put yl = {w e / I [/3{u), a(r)] = 0 for all r e R} and B = {v e I \ S{v) = 0}. Then 
clearly A and B are additive subgroups of / whose union is / . Hence either A = I 
or B — I. U A — I, we find that [p{v),r'] = 0 for any v e I and r' G R. Since /? is 
automorphism, this imphes that / is central and hence R is commutative. If B = I, 
then S{v) = 0 for all v G / . Thus for any r G -R, (5(r?;) = 0 i.e., P{v)S{r) = 0 or 
I/3-\S{r)) = {0}. Since / is nonzero, 6{r) = 0 i.e., S = 0 on R. 
(ii) We have 
G{uv) = G{v)G{u) = a{u)G{v) + p{v)5{u) for all u.vel. (4.3.8) 
Replacing v by uv in (4.3.8), we have 
G{u^v) = G{uv)G{u) = a{u)G{uv) + I3{uv)5{u) for all u.vel. (4.3.9) 
Using (4.3.8) in (4.3.9), we find that 
a{u)G{v)G{u) + l3{v)5{u)G[u) = a{u)G{uv) + p{uv)6{u). (4.3.10) 
Again using (4.3.8) in (4.3.10), we get 
p{uv)S{u) = p{v)8{u)G{u) for all u,vel. (4.3.11) 
Replacing v by rv for any r e i? in (4.3.11), we obtain that 
l3{u)f3{r)(3{v)S{u) = (3{r)p{v)8{u)G{u) for all M, ^ 6 / . (4.3.12) 
Multiplying (4.3.12) by /3(r) from the left, we have 
l3{r)f3{u)f3{v)S{u) = (3{r)f3{v)5{u)G{u). (4.3.13) 
Comparing (4.3.12) and (4.3.13), we obtain 
[(3{u),l3{r)]l3{v)5{u) = 0 for aU w, ^ e / , r G R. 
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The above relation can be rewritten as [u,r]ip~'^{6{u)) = {0} i.e., [u, r]IRP''^{S{u)) = 
{0} for all It e / and r e R. This implies that for each fixed u e I either [u, r]I = {0} 
or 5{u) = 0. Now using similar techniques as above, we get the required result. 
Remark 4.3.1. It is to remark that the above theorem is still open for the associated 
derivation S as Jordan left (a, /3)-derivation of R. 
§ 4.4. On Lie ideal and Generalized Jordan (a, /?)-Derivations 
in Rings 
A classical result due to Herstein [49] states that every Jordan derivation on a 
2-torsion free prime ring is a derivation. This result was further generalized by many 
authors for prime and semiprime rmgs in the setting of Jordan (a, /?)-derivation, gen-
erahzed Jordan derivation and generalized Jordan (a,/3)-derivation etc. (see [14], [33] 
and [34] where further references can be found). Recently, Ashraf and Wafa [12] in-
troduced the concept of generalized {a, ^)-derivation (resp. generalized Jordan (a, /3)-
derivation) as follows: let R, S be rings and a, /? be homomorphisms of S into R and 
let M be an i?-bimodule. An additive mapping F : S —> M is called a generalized 
(a,/?)-derivation (resp. generahzed Jordan (a,/3)-derivation) on a subset T of 5 if 
there exists an (a,/5)-derivation d : S —y M such that F{ab) = F{a)a{b) + I3{a)d(b) 
(resp. F(a^) = F(a)a(a) + f3(a)d(a)) holds for all a, 6 e T. In an attempt to gener-
ahze the above mentioned results, they obtained the following theorem: let S be an 
arbitrary ring and i? be a non-commutative ring and a ,^ be homomorphisms of S 
into R. Let M be a 2-torsion free R- bimodule. Suppose /? is onto and mRx = {0} 
with m e M and x ^ R, imphes m = 0 or x = 0. Then every generalized Jordan 
(a,/?)-derivation F : S —> M is a generahzed (a,/3)-derivation on S. Very recently 
Ashraf et al. [14] extended the above result in the setting of non-commutative Lie ideal 
of R. In fact, they proved that if f/ is a square closed and non-commutative Lie ideal 
of a 2-torsion free prime ring R mid F : R —> R is a.n additive mapping satisfying 
F(u^) = F{u)a{u) + P{u)d{u) for a)\u,veU where d:R —>Risan (a,/?)-derivation 
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on /?, then F(uv) = F(u)a(v) + /3(u)d(v) for all u,v eU. 
Now we shall continue our study in the similar direction and obtain rather a more 
general result which unify, extends and compliments several well-known theorems viz. 
[12, Theorem 2.1], [14, Theorem 2.1], [15, Theorem], [18, Theorem], [32, Theorem 1] 
and [49, Theorem 3.3] etc. 
Theorem 4.4.1. Let Rhe a ring and U he a square closed Lie ideal of R. Let a, P 
be endomorphisms of R such that a is one-one and onto and M be a 2-torsion free 
i?-bimodule. Suppose that niRx = {0} with m e M,x ^ R implies that either m=0 
or x=0. li F : R —y M is a generahzed Jordan (a, /3)-derivation on U^ then F is a 
generalized (a, /3)-derivation on U. 
li F : R —V M is a generalized Jordan (a, /3)-derivation with associated (a, /?)-
derivation d : R —> M, then following Herstein [49], we introduce the abbreviation 
x^ = F{xy) — F{x)a{y) — P(x)d(y). Since F, a,P and d are additive for any x,y,z G R, 
we have x^^^ = x^ + x^ and (x + yY = x^ + y^. 
Following lemma is required for developing the proof of the above theorem: 
Lemma 4.4.1. Let i? be a ring and U a square closed Lie ideal of R. Let a, (3 be 
endomorphisms of R and let M be a 2-torsion free i?-bimodule. li F : R —y M is a 
generahzed Jordan (a, /5)-derivation on U with associated (a, /3)-derivation d : R —y 
M, then for al\u,v,w £U 
(i) F{uv + vu) = F{u)a{v) + P{u)d{v) + F{v)a{u) + P{v)d{u), 
(a) F{uvu) = F{u)a{vu) + f3{uv)d{u) + P{u)d{v)a{u), 
{in) F{uvw + wvu) = F{u)a{vw) + F{w)a{vu) + P{uv)d{w) + (3{wv)d{u) 
+ P{u)d{v)a(w) + P{w)d{v)a{u), 
(iv) w"[»(«), a(t')] = 0, 
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(v) u'"a{w)[a{u),a(7})] =0. 
Proof. Linearizing F{u^), we obtain (z). Using the same approach as used in the 
proof of Lemma 2.4.1 we get (M). A Hnearization of [ii) gives [iii). Adopting 
the proof of Lemma 2.4.1 (iu) we obtain v"[a{u),a(y)\ = 0. Similarly by comput-
ing F{uv{2uv) + {2uv)vu)) in two ways, we get u^[a{u),a{v)] = 0. Finally, as in 
the proof of Lemma 2.4.2 compute F{{2uv)^i){2vu) + {2vu)w{2uv)) in two ways i.e., 
F{u{ivwv)u) + F{{v{4uwu)v) = F{{2uv)w{2vu)) + F{{2vu)w{2uv)) and use the fact 
that M is 2-torsion free, to get [v). 
Proof of Theorem 4.4.1. Suppose that U is commutative. By using Lemma 4.4.l(i), 
it can be easily seen that 
F{uvw + wvu) = F{{uv)'w + w{vu)) 
= F{uv)a{'w) + j3{uv)d{w) + F{w)a(vu) + P{w)d{uv) 
but since d{[u,v]) =0, for all u,v eU, the above expressions yield that 
F[uvw + wvu) = F{uv)a{w) + P{uv)d{w) + F{w)a{uv) 
+P{w)d{v)a{u) + f3{wv)d{u). 
Combining the later relation with Lemma 4.4.1(iii) and using the fact that [u,v] = 0, 
we obtain F{uv)a{w) — F{u)a{v)a{w) — P{u)d{v)a{w) = 0 that is, a~^{u")w = 0 for 
all u,v,'w G U. Now replace w by [w,r] for all r G i?, to get a~^{u^)[w,r] = 0. This 
yields that a'^{u")rw = 0 for all u,v,w E U and r e R i.e., a''^{vy)Rw = {0}. This 
imphes that «'' = 0 for all M, v e t/ or ty = 0 for all it; G t/. But since U ^ {0}, we find 
that u" = Q for all u,v eU. Hence F{uv) = F{u)a{v) + j3{u)d{v) for all u,v eU. 
On the other hand if 17 is non-commutative. By Lemma 4.4.1(1;) we have 
a~^{vy)Ulu,v\ = (0). Since U % Z{R), by Lenuna 1.4.4, we find that for each pair 
u,v eU, It'' = 0 or [u, v] = 0. Now, for each w G C/, we put Ui = {v eU \u" = 0} and 
U^ = {^v eU \ \u, u] = 0}. Clearly, both Ui and U2 are additive subgroups of U whose 
union is U. By Brauer's trick, we have either U = Ui or U = U2. By using similar 
procedure we can see that either U = {u e U \U = Ui} or U = {u e U \ U = U2} 
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that, is, either 7i" =^  0 for all u,v ^ U or [u,v] = 0_for all u,v e U. If u'' ^ 0, then 
[n, v] = 0 for all M, V G U, a. contradiction. This completes the proof of our theorem. 
Remark 4.4.1. If M is an /?-bimodule with the property that mRx = {0} with 
m e M and x e R imphes that m = 0 or x = 0, then by using similar arguments 
as used in Remark 5 of [34] we find that the ring R is prime. In fact if aRb = {0} 
for some a,b E i?, then for any non-zero m G M we have {rnRa)Rb ~ {0} and hence 
either a = 0 or 6 = 0. Moreover, if M is 2-torsion free, then R is also 2-torsion free. 
Indeed, if 2a = 0 for some a e R, then 2mRa = {0} for all m £ M. This yields 
that R is also 2-torsion free. Hence, in view of the above theorem we get the following 
corollary which improves the results obtained in [12, Theorem 2.1], [14,Theorem 2.1], 
[15,Theorem], [18,Theorem], [32, Theorem 1] and [49, Theorem 3.3] etc. 
Corbllary 4.4.1. Let Rhea, prime ring such that char{R) ^ 2 and U a square closed 
Lie ideal of R. Suppose a, /5 are endomorphisms of R such that a is one-one and onto. 
li F : R —)• i? is a generalized Jordan (a, /3)-derivation on U, then F is a generahzed 
(a, /3)-derivation on U. 
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CHAPTER-5 
GENERALIZED DERIVATIONS IN SEMIPRIME RINGS 
W I T H INVOLUTIONS 
§ 5.1. Introduction 
An additive mapping x i—)• x* on a ring R satisfying [xy)* = y*x* and (x*)* = x 
for all X, y G i? is called an involution on R. A ring equipped with an involution 
is called a *-ring or ring with involution. An additive mapping T : R —y R is 
called a left (resp. right) a-*centralizer associated with a function a : R —>• R 
if T{xy) = T{x)a{y*) (resp. T{xy) = a{x*)T{y)) holds for aU x,y e R and T 
is called a left (resp. right) Jordan a-*centralizer if for all x G /?, r(x^) = 
T[x)a{x*) (resp. T(x^) = a{x*)T{x)). If T is both left and right Jordan Q:-*centralizer 
of R then it is called Jordan a-*centralizer of R. Zalar [83] proved that any left (resp. 
right) Jordan centraMzer on a 2-torsion free semiprime ring is a left (resp. right) central-
izer. Molnar [68] extended the above result and established that an additive mapping 
T on a 2-torsion free prime ring R satisfying T{xyx) = T{x)yx for all x, y e i? is a 
left centralizer. Further, Vukman & Kosi-Ulbl [80] generalized this result for semi-
prime ring. In the year 2007, Daif and El-Sayiad [42] proved that if i? is a 2-torsion 
free semiprime *-ring and G : R —y i? is an additive mapping related with some 
derivation d of R, such that G{xx*) = G{x)x* + xd{x*) for all x G i?, then G is a 
generahzed Jordan derivation. In an attempt to generalize the above result, in Section 
5.2 we prove the following: let i? be a 2-torsion free semiprime *-ring. Suppose that 
a, (5 are endomorphisms of R such that a is one-one and onto. If there exists an ad-
ditive mapping F : R —> R with associated {a, ^)-derivation d : R —y R such that 
F(xx*) - F{x)a{x*)+(3{x)d{x*) holds for aUx € R, then F{xy) = F{x)a{y)+I3{x)d{y) 
for all X, y G R. 
The mam theorem of Vukman & Kosi-Ulbl [81, Theorem 1] was generahzed 
by Daif et al. [44, Theorem 2.1] as follows: an additive mapping T on a 2-
torsion free semiprime ring R with associated an endomorphism a on R satisfying 
2T{xyx) — T{x)a{yx) + a{xy)T{x) for all x, y e i? is a Jordan a-centralizer of R. In 
Section 5.3, we improve the above result in the setting of semiprime *-ring. In fact, 
we prove that an additive mapping 7" on a 2-torsion free semiprime *-ring R satisfying 
2T{xyx) = T{x)a{y*x*) + a{x*y*)T{x) for all x,y e R and automorphism a, is a Jor-
dan Q:-*centraUzer of R. 
It is easy to see that if T is a Jordan a-*centrahzer of R, then T satisfies the 
relation 2T{x^) = T{x)a{x*) + a{x*)T{x) for all x E R. However, the converse need 
not be true in general. In Se(;tion 5.4, we prove the converse part of the above problem 
and prove that an additive mapping T on a 2-torsion free semiprime *-ring R satisfy-
ing 2T{x^) = T{x)a{x*) + a{x*)T{x) for all x E R and automorphism a, is a Jordan 
a-*centralizer of R. 
§ 5.2. Generalized Derivations of Semiprime *-Rings 
It is obvious to see that every generalized (a,/9)-derivation on a ring is a gen-
eralized Jordan (a,/3)-derivation. But the converse need not be true in general (see 
[3, Example 3.1]). A number of authors have studied this problem in the setting of 
prime and semiprime rings (viz. [3], [12], [14], [15], [40], [60] and [73] where further 
references can be found). An additive mapping T : R —> R is called a left (resp. 
right) centralizer in case T{xy) = T{x)y (resp. T{xy) = xT{y)) holds for all x,y G R. 
An additive mapping T : R —> R is called a left (resp. right) Jordan centralizer 
in case T{x'^) = T{x)x (resp. r(a;2) = xT{x)) is fulfilled for all x e R. Zalar [83] 
proved that any left (resp. right) Jordan centralizer on a 2-torsion free semiprime ring 
is a left (resp. right) centralizer. Further, several authors have studied Jordan left 
(resp. right) centralizers in prime and semiprime rings during the last two decades (see 
[1], [3], [68], [74], [81] and [83] where further references can be foxmd). We have seen 
that every generalized (resp. generalized Jordan) derivation with associated derivation 
d = Q, covers the concept of left centralizer (resp. left Jordan centralizer) satisfies the 
properties F{xy) = F(x)y (resp. F{x'^) = F{x)x). 
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Recently, Ashraf et al. [14] proved that every generalized Jordan (a,/?)-derivation 
on a 2-torsion free non-commutative prime ring is a generalized (a, /?)-derivation. Fur-
ther, this result was extended for semiprime rings. Very recently, Daif and El-Sayiad 
[42] obtained the following result: let /? be a 2-torsion free semiprime *-ring and 
F : R —y R is an additive mapping associated with a derivation d : R —> R such 
that F{xx*) = F{x)x* + xd{x*) holds for all x E R. Then i^ is a generalized Jordan 
derivation. 
The main purpose of this section is to extend the above mentioned result for gen-
eralized Jordan [a, /3)-derivation. In fact, we prove the following; 
Theorem 5.2.1. Let R he a. 2-torsion free semiprime *-ring. Suppose that a, (3 
are endomorphisms of R such that a is one-one and onto. If there exists an ad-
ditive mapping F : R —> R with associated (a,/?)-derivation d of R such that 
F{xx*) = F{x)a{x*)+I3{x)d{x*) holds for all x e R, then F{xy) = F{x)a{y)+P{x)d{y) 
for all x,y £ R. 
In order to develop the proof of the above theorem we need the following two 
lemmas which are are essentially obtained in [3]: 
Lemma 5.2.1. Let i? be a 2-torsion free semiprime ring and a be an automorphism of 
R. li H : R —y R is an additive mapping such that i/(x^) = H{x)a{x) for all x G i?, 
then if is a left a-centrahzer. 
Lemma 5.2.2. Let jR be a 2-torsion free semiprime ring. Suppose that a, (3 are en-
domorphisms of R such that a is one-one and onto. U F : R —y R is a. generahzed 
Jordan (a, j9)-derivation on R, then F is a generalized {a, /?)-derivation on R. 
Now we prove the following: 
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Lemma 5.2.3. Let R be a 2-torsion free semiprime *-ring. Suppose that a is auto-
morphism of R. If there exists an element a £ R such that aa{x*) — aa{x) holds for 
all X e R, then a G Z{R). 
Proof. By hypothesis, we have aa{x*) = aa{x) for all x £ R. Replacing x by x*y, we 
obtain aa{[x,y]) = 0 for all x,y £ R. Replacing y by a''^(a) in the later relation we 
find that a[a{x), a] = 0 for all x G R. Again replacing x by yx, we find that 
aa{y)[a{x),a] = 0 for a\\ x,y e R. (5.2.1) 
Now, putting xy for y in (5.2.1), we get 
aa{x)a{y)[a{x),a] = 0 for all x,y £ R. (5.2.2) 
Left multiphcation by a{x) to the equation (5.2.1) yields that 
a{x)aa{y)[a{x), a] = 0 for all x,y £ R. (5.2.3) 
Combining (5.2.2) and (5.2.3), we have [a(x),a\a(y)[a(x),a] = 0 for all x,y £ R 
i.e., a~^{[a{x),a])Ra^^{[a{x),a]) = {0} Thus, the semiprimeness of R forces that 
[a{x), a] = 0 for all x G i? and hence a G Z{R). 
Proof of Theorem 5.2.1. Suppose that the associated (a, /3)-derivation d^O. Then, 
by the hypothesis, we have 
F{xx*) ^ F{x)a{x*) + p{x)d{x*) iox all x e R. (5.2.4) 
Replace x by x + y in (5.2.4), to get 
F{xy* + yx*) = F{x)a{y*) + F{y)a{x*) + I3{y)d{x*) 
+/3{x)d{y*) ioT all x,yeR. ^ ' ' ^ 
Replacing y by x* in (5.2.5), we obtain 
F{xx + x*x*) = F{x)a{x) + F{x*)a{x*) + Pix*)d{x*) 
+P{x)d{x) hi aRxeR. ^ ' ' ^ 
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This can be rewritten as 
S{x) + S{x*) = Q for allxeR. (5.2.7) 
where §{x) = F{x^) - F{x)a{x) - (3{x)d{x). 
Now, taking xy* + yx* for y in (5.2.5), we find that 
F{xiy* + y)x*) = ~S{x)a{y*) + F{x)a{{y + y*)x*) + (5{x)d{{y + y*)x*). (5.2.8) 
Replacing y by y — y* in (5.2.8), we get 
S{x)a{y) = 5{x)a{y*) for aU x, y G R. (5.2.9) 
In view of Lemma 5.2.3, the above expression imphes that 5{x) G Z{R) for all x E R. 
Further, replace y by y* in (5.2.5), to get 
F(:ry + y*x*) = F{x)aiy) + F{y*)a{x*) + p{y*)d{x*) 
+P{x)d{y) for 8.11 x,yeR. ^^ ^ 
Now, replacing y by xy in (5.2.10), we obtain 
F{x'y + y*x*') = F{x)a{xy) + F{y*x*)a{x*) + P{y*x*)d{x*) . 
+P{x)d{xy) for all x,y e R. (.o./.iij 
On the other hand, replacing x by x^ in (5.2.10), we find that 
F{x'y + y*x*') = F{x')a{y) + F{y*)a{x*') + /3(y*)dix*') 
+I3{x'')diy) for aU x, y G R. ^^ "^ ^ ^ 
Combining (5.2.11) and (5.2.12), we obtain 
6{x)a{y) + {F{y*)a{x*) - F{y*x*) + p{y*)d{x*))a{x*) = 0 for aU x, y G R. (5.2.13) 
In particular, the above relation reduces to 
6{x)a{x) - 6{x*)a{x*) = 0 for all x G R. (5.2.14) 
According to (5.2.7), one obtain 
S{x)a{x + X*) = 0 for all x G i?. (5.2.15) 
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Replacing y by x in (5.2.9), wc get 
5{x)a{x - X*) =- 0 for all x ^ R. (5.2.16) 
On combining last two equations, we find that 
5{x)a{x) = 0 for all x e R. (5.2.17) 
Since 8{x) G Z{R) for all x E R, the last equation implies that a{x)6{x) = 0 for all 
X E R. Linearization of (5.2.17) yields that 
6{x)a{y) + S{y)a{x) + A{x, y)a{x) + A{x, y)a{y) = 0 for all x,y e R, (5.2.18) 
where A{x,y) = F{xy + yx) - F{x)a{y) ~ F{y)a{x) - (5{x)d{y) - j3{y)d{x). Taking-x 
in place of x in the last expression, we get 
8{x)a{y) - 8{y)a{x) + A(x, y)a{x) - A{x, y)a{y) = 0 for aU x,y e R. (5.2.19) 
On adding (5.2.18) and (5.2.19) and using the fax^ t that R is 2-torsion free, we find 
that S{x)a{7j) + A{x, y)a{x) = 0 for all x,y E R. On right multiplication by 5{x) gives 
that S{x)a{jj)S{x) = 0 for all x, y E R. Since a is an automorphism of R, we have 
a''^{5{x))Ra^^{S(x)) = {0} for aW x E R. Semiprimeness of R imphes that 5(x) = 0 
i.e., F(x^) = F{x)a{x) + P{x)d{x) for aMx E R. Therefore, F is a generalized Jordan 
[a, /3)-derivation on R and in view of Lemma 5.2.2, F is a generahzed (a, /3)-derivation. 
On the other hand we assume that the associated {a, /?)-derivation d = 0. Then, 
we have F{xx*) = F{x)a{x*) for all x E R. Following similar proof as above, we find 
that F(x^) = F{x)a{x) for aUx E R i.e., F is a Jordan left a-centralizer on R. Thus, F 
is a left a-centralizer on R by Lemma 5.2.1. Hence, F is a generahzed (a, /?)-derivation 
for d = 0. This completes the proof of the theorem. 
The following example demonstrates that Theorem 5.2.1 is not true in the case of 
arbitrary rings. 
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Example 5.2.1. Let 5 be a commutative ring and consider the ring 
R=ll^^^]\a,b,ces\. Define maps F, * : R ^ R such that F(r ) = ( n !j ) 
and ''* = I n j for all r = I G i?. Then with a = (3 — I, the identity map 
on R and d — Q, the map F satisfies the condition F{xx*) = F{x)a{x*) + P{x)d{x*) 
for all X e /?, but F is not a generalized derivation on R. 
Corollary 5.2.1. Let i? be a 2-torsion free semiprime*-ring. If there exists an ad-
ditive mapping F : R —y R with associated derivation d oi R such that F{xx*) — 
F{x)x* + xd{x*) holds for all x G -R, then F{xy) = F{x)y + xd{y) for all x, y G R. 
Following are the immediate consequences of the above Corollary: 
Corollary 5.2.2 ([42, Theorem 2.1]). Let 72 be a 2-torsion free semiprime *-ring. If 
there exists an additive mapping F : R —y R with associated derivation d oi R such 
that F{xx*) = F{x)x* + xd{x*) holds for ail x e R, then F(x2) = F{x)x + xd{x) for 
ailx e R. 
Corollary 5.2.3 ([78, Theorem 1]). Let R he a 2-torsion free prime *-ring and let 
T : R —y R be an additive mapping such that T{xx*) = T{x)x* holds for all x e R. 
In this case T is a left centralizer. 
In [54], Jing and Lu proved that any generalized Jordan triple derivation on a 2-
torsion free prime rmg is a generalized derivation. Very recently, Vukman [73] extended 
the above mentioned result for 2-torsion free semiprime ring. Now om- objective is to 
generaUze the above result for generalized Jordan triple (a, /3)-derivation of a 2-torsion 
free semiprime *-ring. In fact we prove the following theorem: 
Theorem 5.2.2. Let Rhe a. 2-torsion free semiprime *-rmg. Suppose that a, 0 are 
endomorphisms of R such that a is one-one and onto. If there exists an addi-
tive mapping F : R —> R with associated (a, ^)-derivation d oi R such that 
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F{xy*x) = F{x)a{y*x) + l3{x)d{y*)a{x) + p{xy*)d(x) holds for all x,y G R, then 
F is a generalized (a, (3)- derivation. 
Proof. By the hypothesis, we have 
F{xy*x) = F{x)a{y*x) + (5{x)d{y*)a{x) + I3{xy*)d{x) for any x,y ^ R. (5.2.20) 
Linearizing (5.2.20) on x, we get 
F{{x + z)y*{x + z)) .= F{x)a[y*x) + F{x)a{y*z) + F{z)a{y*x) 
+F{z)a{y*z) + P{x)d{y*)a{x) + P{x)diy*)a{z) 
+P{z)d{y*)a{x) + (3{z)d{y*)a{z) + (3{xy*)d{x) (5.2.21) 
+P{xy*)d{z) + P[zy*)d{x) + (3{zy*)d{z) 
for all x, y, z G R. 
On the other hand, we obtain 
F{{x + z)y*{x + 2)) = F{xy*z + zy^x) + F(x)a(T/*x) + (3{x)d{y*)a{x) 
+8{xy*)d{x) + F{z)a{y*z) + (3{z)d{y*)a{z) (5.2.22) 
+/?(zy*)cJ(z) for allx,y, zGi? . 
Combining (5.2.21) and (5.2.22), we get 
F{xy*z + zy*x) = F{x)a{y*z) + F(z)a(j!/*3;) + /3(x)rf(|/*)a(z) 
^(i{z)d{y*)a{x) + P{xy*)d{z) (5.2.23) 
+^(z?/*)rf(a;) for all x,y,ze R. 
Replacing z by x^ in (5.2.23), we find that 
F{xy*x'^ + x^y*x) = F{x)a{y*x'^) + F{x'^)a{y*x) + (3{x)d{y*)a{x'^) 
+Pix'^)d{y*)a{x) + I3{xy*)d{x'^) (5.2.24) 
+I3{x^y*)d{x) for all x,y e R. 
Further, replacing x*y + yx* for y in (5.2.20), we get 
F{xy*x'^ + x V x ) = F{x)a{xy*x) + F(a;)a(t/*x2) + ^(x)d(x?/*)a(x) 
+P{x)d{y*x)a{x) + (5{x'^y*)d{x) (5.2.25) 
+/3(xi/*x)d(a;) for all x, y e i?. 
Combining the last two equations, we obtain 
F(x2)a(y*x) - F{x)a{x)a{y*x) - I3{x)d{x)a{y*x) = 0 for all x,y e R. (5.2.26) 
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Now, we put H{x) = F{x'^) - F{x)a{x) - P{x)d{x). Then, the equation (5.2.26) reduces 
to 
H{x)a{y*x) = 0 for all x, y G R. (5.2.27) 
Smce a is one-one and onto, (5.2.27) implies that 
a'\H{x))y*x = dioi a\]x,yeR. (5.2.28) 
Replacing y by y*x* in (5.2.28), we find that 
a"^ {H{x))xyx = 0 for all x,y e R. (5.2.29) 
Now, Replace y by a-\z)a~\H{x)) in (5.2.29), to get 
a'\H{x))xa~\z)a~\H{x))x = 0 for all x, z e R. (5.2.30) 
This impUes that H{x)a{x)zH{x)a{x) = 0 i.e.,H{x)a.{x)RH{x)a{x) = {()} for all 
.X G i?, and hence semiprimeness of R yields that 
F(x)a(x) - 0 for all x e R. (5.2.31) 
Linearize (5.2.31) to get 
H{x + y)a{x) + H{x + y)a{y) - 0 for all x,ye R. (5.2.32) 
It is easily observed that 
H{x + y) = {Fixy + yx)-F{x)a{y)~Fiy)a{x)-P{x)diy)-l3{y)d{x)} 
+{F{x') - F{x)a{x) - Pix)d{x)} + {F{y') - F{y)a{y) - P{y)d{y)} 
= (3{x, y) + H{x) + H{y) for all x,y e R. 
(5.2.33) 
where P{x,y) stands for F{xy + yx) - F{x)a{y) - F{y)a{x) ~ P{x)d{y) - (5{y)d{x). 
Thus, in view of (5.2.33) and (5.2.32), we have 
H{x)a{y) + /3(x,y)a{x) + H{y)a{x) + (5{x,y)a{y) = 0 for all x,y e R. (5.2.34) 
Again, replace x by -x in the last equation, to get 
H{x)a{y) + (3{x, y)a{x) ~ H{y)a{x) - /5(x, y)a{y) = 0 for aU x, y G R. (5.2.35) 
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Adding (5.2.34) and (5.2.35) and using the fact that R is 2-torsion free, we find that 
H{x)a{y) + /9(.x, y)a{x) = 0 for all x,y E R. (5.2.36) 
On right multiplication of equation (5.2.36) by H{x), we obtain 
H{x)a{y)H{x) + /?(x,y)a{x)H{x) = 0 for all x,y e R. (5.2.37) 
Now replacing y by y* in (5.2.28), we find that a{x)H{x)a{y)a{x)H{x) ~ 0. That is, 
a{x)H{x)Ra{x)H{x) = {0} for all x e R. (5.2.38) 
Thiis semiprimeness of R forces that 
a{x)H{x) - 0 for all x G R. (5.2.39) 
Combining (5.2.37) and (5.2.39), we have H{x)a{y)H{x) = 0 i.e.,H{x)RH(x) = {0} 
for all X e R, and hence H{x) = 0 i.e., F(x^) - F{x)a{x) - (3{x)d{x) = 0 for all x e R. 
Thus F is a generalized Jordan (a, /3)-derivation of R. Therefore by Lemma 5.2.2, we 
get the required result. 
If we take d = 0 in Theorem 5.2.2, then we get the following result. 
Corollary 5.2.4. Let i? be a 2-torsion free semiprime *-ring. Suppose that a is 
an automorphism of R. If there exists an additive mapping F : R •—y R such that 
F{xy*x) = F{x)a{y*x) for all x,y e R, then F{xy) = F{x)a{y) for all x, y G R. 
Corollary 5.2.5. Let i? be a 2-torsion free semiprime *-ring. Let F : R —> R be 
an additive mapping associated with a derivation d such that F{xy*x) — F{x)y*x + 
xd{y*)x + xy*d{x) holds for all x,y £ R. Then F is a generahzed derivation on R. 
§ 5.3. Jordan a-Centralizers of Semiprime *-Rings 
An additive mapping T : R —> R is called a left (resp. right) a-centralizer associ-
ated with a function a:R--^Rii T{xy) = T{x)a{y) (resp. T{xy) = a{x)T{y)) holds 
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for all x, y G R. If the ring R is equipped with an involution '*' i.e., Ris a *-ring, then 
T is called a left (resp. right) a-*centralizer associated with a function a : R —> R if 
T{xy) = T{x)a{y*) (resp. T{;xxj) = a{x*)T{y)) holds for all x,y e R; and T is called 
left (resp. right) Jordan a-*ceiitralizer associated with a function a : R —> R if 
T(x2) = T{x)a{x*) (resp. T{x'^) = a(x*)T(x)) holds for all x e R. If T is both left 
and right Jordan a-*centralizer of R, then T is said to be a Jordan Q;-*centralizer of 
R. Considerable work has been done on Jordan left (right) centrahzers in prime and 
semiprime rings during the last couple of decades (see [42], [43] and [44] where further 
references can be found). In this direction we prove the following: 
Theorem 5.3.1. Let Rhe a 2-torsion free semiprime *-ring and a be an endomor-
phism of R such that a is onto. Let T : R —y R be an additive mapping such that 
2T{xyx) = T{x)a{y*x*) + a{x*y*)T{x) holds for all x,y £ R. Then T is a Jordan 
Q:-*centralizer. 
Proof. We have 
2T{xyx) = T{x)a[y*x*) + a{x*y*)T{x). (5.3.1) 
Putting X + z for x in (5.3.1) and using (5.3.1), we get 
2T{xyz + zyx) = T{x)a{y*z*) + T[z)a{y*x*) + a{x*y*)T{z) + a{z*y*)T{x). (5.3.2) 
Putting x^ for z in (5.3.2), we have 
2T{xyx^ + x^yx) = T{x)a{y*x*') + T{x'^)a{y*x*) + a{x*y*)T{x'^) + a{x*^y*)T{x). 
(5.3.3) 
Replacing yhyxy + yxin (5.3.1), we get 
2T{xyx'^ + x V ) = T{x)a{xYx*) + T{x)a{y*x*') + a{x*^y*)T{x) + a{xYx*)T{x). 
(5.3.4) 
Comparing (5.3.3) and (5.3.4), we get 
(T(a;2) - T{x)a{x*))a{y*)a{x*) + a{x*)a{y*)iT{x'^) - a{x*)T{x)) = 0. 
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Replacing y by y* in the above relation, we find that 
(T(x^) - T{x)a{:x*))a{y)a{x*) + a{x*)a(y){T{x'^) - a{x*)T(x)) = 0. 
Now taking a = r(x2) - T{x)a{x*), b = a{x*), z = a{y), c = T(x-2) - a{x*)T{x) in 
the above relation, we get azb + bzc = 0 for all z £ R. Then by using Lemma 1.4.7, we 
get 
a{x*) - a{x*)T{x))a{y)a{x*) = 0. 
Now if A{x) = 2T(x^) — T{x)a{x*) — a{x*)T{x), then the above relation can be written 
as 
A{x)a{y)a{x*) = 0 for all x.yeR. (5.3.5) 
Replacing a{y) by a{x*)a{y)A{x) in the above relation, we find that 
A{x)a{x*)a{y)A{x)a(x*) = 0. 
Since a is onto and hence by the semiprimeness of R the above relation reduces to 
A{x)a{x*) = 0 for aU a; e R. (5.3.6) 
Further multiplying from left by a{x*) and from right by A{x) to (5.3.5), we find that 
a{x*)A{x)a{y)a{x*)A[x) = 0 for all x,?/ G i? and now the semiprimeness of R gives 
that 
a{x*)A{x) = 0 for all x e R. (5.3.7) 
Linearizing (5.3.6), we get A(x + y)a{x* + y*) = 0. This can be expanded as 
{A{x) + A{y) + B{x,y)}{a{x*) + a{y*)} = 0 where B{x,y) stands for 
2T{xy + yx) - T{x)a{y*) - T{y)a{x*) - a{x*)T{y) - a{y*)T{x). This yields that 
A{x)a{y*) + A{y)a{x*) + B{x, y)a{x*) + B{x, y)a{y*) = 0. (5.3.8) 
Replacing x by -x in (5.3.8) and comparing the relation so obtained with (5.3.8), we 
arrive at 
A{x)a{y*) + B{x,y)a{x*)=Q. 
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Right multiplication of the above relation by A{x) along with (5.3.7) gives 
A{x)a{y*)A{x) = 0. This implies that A{x)a{y)A{x) = 0. By the surjectivity of 
a and semiprimeness of R, it follows that A{x) = 0. We now have 
2r (x ' ) = T{x)a{x*) + a{x*)T{x). • (5.3.9) 
Now our objective is to show that 
[T{x), a{x*)] = 0 for all x e R. (5.3.10) 
Linearizing (5.3.9) and using (5.3.9), we get 
2T{xy + yx) = T{x)a{y*) + T{y)a{x*) + a{x*)T{y) + a{y*)T{x). (5.3.11) 
Replacing y by 2xyx and using the assumption of the theorem, we obtain 
AT{xyx^ + x'^yx) - 2T{x)a{x*y*x*) + T{x)a{y*x*'') + a{x*y*)T{x)a{x*) 
+ a{x*)T{x)a{y*x*) + a{x*'y*)T{x) + 2a{x*y*x*)T(x). (5.3.12) 
Comparing the equation (5.3.4) and (5.3.12), we get 
T{x)a{y*x*') + a{x*\*)T{x) - a{x*y*)T{x)a{x*) - a{x*)T{x)aiy*x*) = 0. (5.3.13) 
Replacing y by xy in the above relation, we get 
T{x)a{y*x*') + aix*'y*x*)T{x) ~ a(x*y*x*)T(x)a(x*) - a{x*)T{x)a{y*x*') = 0. 
(5.3.14) 
Right multipUcation of the (5.3.13) by a{x*) gives 
T{x)a{y*x*') + a{x*'y*)T{x)a{x*) - a{x*y*)T{x)a{x*') - a{x*)T{x)a{y*x*') = 0. 
(5.3.15) 
Subtracting (5.3.14) from (5.3.15), we arrive at a{x*^)a{y*)[T{x),a{x*)] -
a{x*)a{y*)[T{x),a{x*)]a{x*) = 0. Now replacing y by y*, the later relation reduces to 
a{x*')a{y)[Tix),a{x*)]-a{x*)aiy)[T{x)M^*)]a{x*) = 0. (5.3.16) 
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Replacing a{y) by T{x)a{y*) in (5.3.16), we find that 
a{x*')T{x)aiy*)[T{x),a{x*)] ~ a{x*)T{x)a{y*)[T{x),a{x*)]a{x*) = 0. (5.3.17) 
Left multiplication of (5.3.16) by T{x) gives 
T{x)a{x*')aiy*)[Tix),a{x*)] - T{x)aix*)a{y*)[T{x),a{x*)]aix*) = 0. (5.3.18) 
Subtracting (5.3.17) from (5.3.18), we arrive at [T{x),a{x*^)]a{y*)[T{x),a{x*)] -
[T{x),a{x*)]a{y*)[T{x),a{x*)]a{x*) = 0 and hence replacing y by y*, we find that 
[T{x\a{x*')]a{y)[T{xla{x*)] - [T{xla{x*)Hy)[Tix),a{x*)]a{x*) = 0. 
In the above relation if we take a = [T{x),a(x* )], b = [T(x),a(x*)], 
c = —[T(x),a{x*)]a{x*) and z = Q{y), then the above relation becomes azb + bzc — 0 
for all z ^ R. Hence again by Lemma 1.4.7, we get 
i[T{x),aix*')] - [T{x),aix*)]a{x*))a{y)[Tix),a{x*)] = 0. 
This is equivalent to a(x*)[T(x), a{x*)]a(y)[T(x),a(x*)] = 0 for all x,y e R. Replacing 
a{y) by a{y)a{x*) in the later relation, we find that 
a(x*)[r(x),a{x*)]a{y)a{x*)[T{x),a{x*)] = 0 for all x,y e R. 
Now by the surjectivity of a and the semiprimeness of R it follows that 
a{x*)[T{x),a{x*)] = 0 for all x G R. (5.3.19) 
Replacing y by yx in the relation (5.3.13), we obtain 
T{x)a{xYx*') + a{x*'y*)T{x) - a{x*'y*)T{x)a{x*) - a{x*)T{x)a{xYx*) = 0. 
(5.3.20) 
Left multiplication of (5.3.13) by a{x*) gives 
a{x*)T{x)a{y*x*") + a{x*'y*)T{x) - a{x*'y*)T{x)a{x*) - a{x*")T{x)a{y*x*) = 0. 
(5.3.21) 
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Subtracting (5.3.21) from (5.3.20), we arrive at 
[T{x),a{x*)]a{y*)a{x*') - a{x*)[T{x),a{x*)]a{y*)a{x*) = 0. 
Using (5.3.19), the above relation reduces to 
[r(x), a{x*)]a{y*)a{x*^) = 0 for all x,y e R. (5.3.22) 
Again replacing y by y*, we arrive at [T{x), a{x*)]a{y)a{x* ) = 0 for all x,y G R. Now 
replacing a{y) by a{y*)T{x), we find that 
[T{x), a{x*)}aiy*}Tix)aix*') = 0 for all x, y e R. (5.3.23) 
Right multiplication of (5.3.22) by T{x) gives 
[T{x), a{x*)]a{y*)a{x*^)T{x) = 0 for all x,y e R. (5.3.24) 
Subtracting (5.3.23) from (5.3.24), we obtain 
[T{x),a{x*)Hy*)[T{x)Mx*')]^0. 
The above relation can be rewritten by using the relation (5.3.19) as 
[T{x),aix*)]a{y*)[T{xla{x*)Hx*) = 0. 
Now replacing y by yx in the above relation we find that 
[T(x),a{x*)]a{x*)a{y*)[T{x),a{x*)]a{x*) = 0, and again replacing y by y* it follows 
that [T{x),a{x*)]a{x*)a{y)[T{x),a{x*)]a{x*) = 0. Now by the surjectivity of a and 
the semiprimeness of R it follows that 
[T{x), a{x*)]a{x*) = 0 for all x G i?. (5.3.25) 
Replacing a: by x + y in the relation (5.3.19) and then using (5.3.19) gives 
a{x*)[T{x),a{y*)] + a(x*)[T(y),a(x*)] + a{x*)[T{y),a{y*)] + a{y*)[T{x\a{x*)] 
+ a{y*)[T{x), a{y*)] + a{y*)[T{y), a{x*)] = 0. 
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Now replacing x by -x in the above relation and comparing relation so obtained with 
the above relation, we get 
a{x*)[T{x),a{y*)]+a{x*){T{y),a{x*)] + aiy*)[Tix),a{x*)] = 0. (5.3.26) 
Left multiplying the relation (5.3.26) by [T{x),a{x*)] and then using (5.3.25), we 
get [T(x),a(x*)]a(y*)[T{x),a{x*)] = 0 and hence replacing y by y* it follows that 
[T{x),(x{x*)]a{y)[T{x),a{x*)] = 0 for all x,y E R. Again by the surjectivity of the a 
and the semiprimeness of R it follows that 
[T(.T),a(x*)]=Oforall. 'cei?. 
Hence the relation (5.3.10) follows. Now combining (5.3.9) and (5.3.10), we get 
Tix^) = T{x)a{x*) for all x e R. 
and 
T{x^) = a{x*)T{x) for all x e R. 
This means that T is a left and a right Jordan Q!-*centraUzer. So T is a Jordan a-
*centralizer. 
Corollary 5.3.1. Let Rhe a 2-torsion free semiprime *-ring. Let T : R —y R be an 
additive mapping. Suppose that 2T{xyx) — T{x)y*x* + x*y*T{x) holds for all x,y e R. 
Then T is a Jordan *centralizer. 
§ 5.4. An Identity Related to Jordan a-*centralizers 
If the mapping T : R —> R is both left and right Jordan centralizer then T satis-
fies 2T{x^) = T{x)x + xT{x) for allx € R but the converse need be true in general i.e., 
an additive mapping T :R —> R satisfying 2T{x^) = T{x)x+xT{x) for aVLx^R need 
not be left and right Jordan centralizer. This problem was initiated by Joso Vukman 
[75] who proved that if a 2-torsion free semiprime ring R admits an additive mapping T 
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satisfying 2T{x^) = T{x)x + xT{x) for allx e R, then T is a left and right centrahzer. 
Now let Rhe a. ring equipped with an involution * and leiT : R. —> R be both 
left and right Jordan a-*centralizers associated with a function a : R —y R. Then 
obviously T satisfies 
2T{x^) = T{x)a{x*) + a(x*)T(x) 
for all x & R. Thus it is natural question to ask whether additive mapping which 
satisfies the above property is a left and right Jordan Q;-*centrahzer. This question 
leads to the following result which extends the study initiated by Vukman [75]. 
Theorem 5.4.1. Let i? be a 2-torsion free semiprime *-ring. Suppose that a 
is an automorphism oi R. U T : R —^ R is an additive mapping satisfying 
2T{x^) = T{x)a{x*) + a{x*)T{x) for aWxeR, then T is a Jordan a-*centralizer. 
Proof. We have 
2T(x^) = T{x)a{x*) + a{x*)T{x). (5.4.1) 
Linearizing (5.4.1), we find that 
2Tixy + yx) = T{x)a{y*) + a{x*)T[y) + T{y)a{x*) + a{y*)T{x). (5.4.2) 
Putting 2{xy + yx) for y in (5.4.2) and using (5.4.2), we get 
AT{x{xy + yx) + [xy + yx)x) = T{x)a{2x*y* + ?,y*x*) + a{?,x*y* + 2y*x*)T{x) 
+ a{x*)T{x)a{y*) + a{x*')T{y) + 2a{x*)T{y)a{x*) 
+ T{y)a{x*^) + a{y*)T{x)a{x*). (5.4.3) 
On the other hand, 
4T(x(xy + yx) + (xy + yx)x) = 4T{{x'^y + yx^) + 2xyx} = AT{x'^y + yx^) + 8T{xyx) 
Using (5.4.2), we get 
4r(x(xy + yx) + [xy + yx)x) = 2T{x')a{y*) + 2a{x*")T{y) + 2T{y)a{x*") 
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+ 2a(y*)T{x^) + 8T{xyx). 
Now using the hypothesis, we obtain 
AT{x{xy + yx) + [xy + yx)x) = T{x)a{x*y*) + a{y*x*)T{x) + a(x*)T{x)a{y*) 
+ a{y*)T{x)a{x*) + 2a{x*')T{y) f 2T{y)a{x*') + ^T{xyx). (5.4.4) 
By comparing (5.4.3) and (5.4.4), we arrive at 
ST{xyx) = T{x)a{x*y* + 3y*x*) + a{y*x* + Zx*y*)T{x) + 2a{x*)T{y)a{x*) 
-a{x*yr{y)-T{y)a{x*"). (5.4.5) 
Putting %xyx for y in (5.4.2) and using (5.4.5), we obtain 
l^T{x^yx + xyx^) = T{x)a{9x*y*x* + 3y*x*^) + a(9x*y*x* + 3x*Y)T{x) 
+a{x*)T{x)a{x*y*+?>y*x*)+a{y*x*-V2x*y*)T{x)a{x*)+a{x*'')T{y)a{x*) 
+aix*)T{y)a(x*^} - T{y)a{x'') - a{x*')T{y). (5.4.6) 
On the other hand, we obtain first using (5.4.5) and then after collecting some terms 
using (5.4.2) 
mT{x'^yx+xyx'^) = T{x)a{2x*'^y*+by*x*'^+Sx*y*x*)+a{2y*x*'^+hx*'^y*+SxY^lT{x) 
+ 2a{x*)T{x)a{y*x*) + 2a{x*y*)T{x)a{x*) + a{x*^)T{y)a{x*) 
+ a{x*)T{y)a{x*^) - a{x*^)T{x)a{y*) - a{y*)T{x)a{x*'^) 
- a{x*^)T{y) - T{y)a{x*^) for aU x, y G R. (5.4.7) 
By comparing (5.4.6) and (5.4.7), we obtain 
T{x)a{xYx* - 2y*x*^ - 2x*V) + a{xY^* - 2x*'y* - 2y*x*^)T{x)+ 
a{x*)T{x)a{xY + y*x*) + a{xY + y*x*)T{x)a{x*) + a{x*'')T{x)a{y*) 
+a{y*)T{x)a{x*^) for aU x, y G R. (5.4.8) 
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Replacing y by xy in (5.4.8), we find that 
T(x)a(x Yx*2 - 2y*x*^ - 2x*^y*x*) + a{x*y*x*^ - 2x*^y*x* - 2y*x*^)T{x)+ 
a{x*)T{x)a{xYx* + y*x*^) + a{x*y*x* + y*x*'^)T{x)a{x*) + a{x*'')T{x)a{y*x*) 
+aiy*x*)T{x)a{x*^) = 0 for all x,y e R. (5.4.9) 
Right multiphcation of (5.4.8) by a{x*), we get 
T{x)a{x*y*x*^ ~ 2y*x*^ - 2x*Yx*) + a{x*y*x* ~ 2x*'y* - 2y*x*^)T{x)a{x*)+ 
a{x;)T[x)a{x*y*x* + y*x*^) + a{x*y* + y*x*)T{x)a{x*'^) 
^a{x*'^)T{x)a{y*x*) + a{y*)T{x)a{x*^) = 0 for all x,y E R. (5.4.10) 
Subtracting (5.4.10) from (5.4.9), we obtain 
a{xYx*)Hx*), T(x)] + 2aix*Y)[T{x), aix*)} + 2aiy*x*^)[T{x), a{x*)] 
+a{x*y*)Hx*), T{x)]aix*)+a{y*x*)[a{x*), T{x)]a{x*)+a{y*)[a(x*), T(x)]a{x*^) = 0. 
After collecting the first term and the fourth term together this reduces to 
a{xY)[a{x*^),T{x)] + 2a{x*Y)[T{x),a{x*)] + 2a{y*x*^)[T{x),a{x*)] 
+a{y*x*)[a{x*),T{x)]a{x*) + a{y*)[a{x*),T{x)]a{x*^) = 0. (5.4.11) 
Furst replacing y by y* in the above relation and then putting T{x)a{y*) for a{y) in 
the relation so obtained, we arrive at 
a(x*)T'(x)a(T/*)[a(a;*2),r(x)]+2a(x*2)T(a;)a(?/*)[r(x),a(x*)]+2T(a;)a(t/*x*2)[r(^),a(x*)] 
+T{x)a{y*x*)[a{x*),T{x)]a{x*) + Tix)a{y*)[a{x%T{xMx*') = 0. (5.4.12) 
Left multiphcation of (5.4.11) by T{x), we get 
T{x)a{xYMx*\ T{x)] + 2T{x)a{x*'y*)[T{xl aix*)] + 2T{x)a{y*x*')[Tixl a{x*)] 
+T{x)a{y*x*)[a{x*),T{x)]a{x*) + T{x)a{y*)[a{x*),T{x)]a{x*^) = 0. (5.4.13) 
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Subtracting (5.4.13) from (5.4.12), we arrive at 
[T{x\a{x*)]a{y*)[T{x)M^^^)] -^ 2\T{x)M^*'')]a{y*)[T{xla{x*)] = 0. 
Replacing y by y* in the above relation we find that 
[T(x),a(x*)]a(y)[r(x),a(x*^)] - 2[T{x)Mx*')Hy)[T{x),cx{x*)\ = 0. (5.4.14) 
Now replacing a{y) by y and taking a = [T(x),a(.x*)], h = [T(x),a(x*^)], 
c = —2[T'(X),Q;(X*^)] in the relation (5.4.14), we get 
ayh -i- cy a = 0 for all y e R. (5.4.15) 
Putting in (5.4.15) y az for y , (where z = a{z) for any z G R), we obtain 
ay az b + cy az a = 0 iov aW z ^ y e R. (5.4.16) 
Left multiplication of (5.4.15) by ay , we get 
ay az 6 + ay 02 a = 0 for all z , y G i?. (5.4.17) 
Subtracting (5.4.17) from (5.4.16), we obtain 
{cy a — ay c)z a = 0 for all z , y G R. (5.4.18) 
Replacing z by z cy in (5.4.18), we obtain 
{ay c — q/)/; q/ a = 0 for all z , y E R. (5.4.19) 
Right multiplication of (5.4.18) by y c gives 
{cy a - ay c)z ay c = 0 ioT aR z , y G R. (5.4.20) 
Subtracting (5.4.19) from (5.4.20), we obtain {aye - cy a)z {ay c - cy'a) = 0 for all z 
and hence 
ay c = cy a for all y e R. (5.4.21) 
101 
From (5.4.15) and (5.4.21), we obtain ay {h + c) = 0 for all y G R. In other words, 
[T{x), a{x*)\a{y)[T{x),a{x*'')\ = 0 for all .x,y ^ R. (5.4.22) 
From the above relation one obtains easily 
{[T{xl a{x*)]a{x*) + a{x*)[T{xl a{x*)])a{y)[T{x), a{x*')] = 0. 
We therefore have [T{x),a{x*'^)]a{y)[T{x),a{x*'^)\ = 0 for all y ^ R. Hence the semi-
priineness of R further gives 
[r(x),a(.x*2)]=0 for all X Gil". (5.4.23) 
Linearizing (5.4.23), we get 
[T{x), a{y*^)] 4- [T{y), a{x*'')] + [T{xl a{x*y* + y*x*)] + [T{y\ a{xY + y*x*)] = 0. 
Putting in the above relation —x for x and comparing the relation so obtained with 
the above we obtain, since w(j have assumed that R is 2-torsion free, 
[r(x), a(x*y* + y*x*)] + \T{y),a{x*'')] = 0. (5.4.24) 
Replacing 2{xy + yx) for y and using (5.4.23), we obtain 
0 = 2[r(x), a{x*Y + 2/*^*' + '^x*y*x*)] + \T{x)a{y*) + a{x*)T{y) + T{y)a{x*) 
+ a{y*)T{x)M^*')] 
=.2a(x*2)[T(x),a(?/*)]+2[r(x),a(y*)]a(x*2)+4[r(x),a(x*?/V)]+r(x)[«(y*),a(x*2)] 
+ a(x*)[r(y),a(x*^)] + [T(y),a(x*2)]a(x*) + [a(y*),a(x*2)]T(x). 
Thus we have 
2a{x*^)\T{xl a[y*)] + 2[r(x), a{f)]a{x*^) + 4[T(x), a(x*y*x*)] + T(x)[a(y*), ^(x*^)] 
+[a(2/*), a(x*2)]T(x) + a(x*)[r(y), ^(x*^)] + [T{y)M^*^M^*) = 0. (5.4.25) 
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Hence in particular, we find that 
a{x*'')[T{x), a{x*)] + [r(x-), a{x*)]a{x*^) + 2[r{x), a{x*)a{x*^)] = 0. 
In view of (5.4.23), this reduces to 
a(a:*2)[T(.x), a(.x*)] + 3[r(x), a(x*)]Q{x*'') = 0. (5.4.26). 
According to the relation (5.4.23) we get [T{x),a{x*)]a{x*) + a{x*)lT{x),a{x*}] = 0. 
Hence using the later relation we find that a{x*'^){T{x),a{x*)] = [T{x),a(x*)]a{x*'^). 
Further, using this replacement in (5.4.26), we have 
[T{x), aix*)]a{x*^) = 0 for all x € R, (5.4.27) 
and similarly 
a(x*2) [T{x) ,a{x*)]=Q for all x e R. (5.4.28) 
We also have 
a{x*)[T{x), a{x*)]aix*) = 0 for all x e R. (5.4.29) 
From (5.4.24) we have [T{y), Q(.T*^)] = ~[T{x), a{x*y*+y*x*)] and combining this fact 
with (5.4.25), we arrive at 
0 = 2a(a:*2)[T(x),a(y*)]+2[r(x),a(y*)]Q(x*'^)+4[T(x),a(xY:^*)]+n^)[a(?/*),«(^*')] 
+ [a{y*),a{x*')]T{x) - a{x*)[T{x),a{xY+y*x*)] - [T{x),a{xY+y*x*)Hx*) 
= 2a{x*')[T{x), a{y*)] + 2[r(x), a{y*)Hx*') + i[T{x), a(x*)]a(j/*)a(x*) 
Ua{x*)[T{x), a{y*Mx*) + 4a{xY)[T{x), a{x*)] + T{x)[a{y*), ^(x*^)] 
+[a{y*la{x*')]T{x) - a(x*)[T(x),a(x*)]a(y*) - a(x*2)[T(x),a(y*)] 
-a(x*)[T(x),a(y*)]a(x*) - a(x*|/*)[T(x),a(x*)] - [T(x),a(x*)]a(yV) 
-a(x*)[T(x),a(y*)]a(x*) - \T{x\a{y^)\a{x*'') - a(y*)[T(x),Q(x*)]a(x*). 
We have therefore 
a(x*^)fr(x),a(y*)] + [r(x),a(y*)]a(x*2) ^ 3[T(x),a(x*)]a(yV) 
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+M-r^*y*Mx),a{x*)] + 2a{x*)[T{x),aiy*Mx*) + T{x)[aiy*),a{x*')] 
+Ky*),a(a;*2)]r(x)+a(x*)[r(x),a(x*)]a(t/*)-a(y*)[r(x),a(x*)]a(x*) = 0. (5.4.30) 
Replacing y by xy, we find that 
a(x*')[T{x),a{y*xn] + [T{x),a{y*x*)]a{x*')+ 3[T{x),aix*)]aiy*)a{x*') 
+3a{x*y*x*)[T{x),a{x*)] + 2a{x*)[T{x),a{y*x*)]a{x*)+ T{x)[a{y*x*),a{x*^)] 
+[aiy*x*), aix*')]Tix) + aix*)[T{x), aix*)]a{y*x*) - aiy*x*)[T(x), aix*}}aix*) =. 0. 
This can be written as 
a(x*2)[r(x),a(y*)]a(:r*) + a(x*V)[n^),«(:^*)] + [T(x),a(y*)]a(:r*3) 
+a(y*)[r(.x), aix*)]aix*'') + 3[T(x), aix*)]aiy*x*^) + 3a(x>*x*)[T(x), a(x*)] 
+2a(a;*)[T(.x), a{y*Mx*^) -I- 2a{xY)[T{x), a{x*)]a{x*) + r(x)[a(y*), a{x*^)]a{x*) 
+[a(y*),a(x*2)]a(x*)r(x)+a(x*)[r(x),a(x*)]a(y*x*)-a(?/V)[r(x),a(x*)]a(x*) = 0. 
In view of (5.4.27) and (5.4.29), the above relation reduces to 
«(x*2)[r(x),a(y*)]a(x*) + a(x*V)[r(x) , a(x*)] + [r(x), a{y*)]a{x*') 
+3[r(x), a{x*)]a{y*x*^) + 3a{xYx*)[T{x), a{x*)] + 2a{x*)[T{x), a(y*)]a(x*') 
+2a(x*y*)[T(x), a(x*)]a(x*) + T(x)[a(y*), a{x*^Mx*) + [a{y%a{x*'')]a{x*)T{x) 
+a{x*)[T{x), a{x*)]a{y*x*) = 0. (5.4.31) 
Right multiphcation of (5.4.30) by a{x*) gives 
a{x*')[T{x)My*M^*) + [T{x)MfM^*') + 3[r(x),a(x*)]a(y*x*^) 
+3a(x V)[r(a ; ) , a{x*)]a{x*) + 2a(x*)[r(x), a{y*)]a{x*') + T{x)[a{y*), a{x*')]a{x*) 
+[a{y*), a{x*^)]T{x)a{x*) + a(x*)[r(x), a{x*)Hy*x*) = 0. (5.4.32) 
Subtracting (5.4.32) from (5.4.31), we get 
a(x*V)[T(x),a(x*)]+3a(x*y*)[a(x*),[T(x),a(x*)]] + 2a(xV)[n^),«(^*)]«(^*) 
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Further, in view of (5.4.28), this yields 
2a{x*Y)[T{x),a{x*)] + 3a(a:*?/V)[r(x),a(x*)] - a{xY)[Tix),a{x*)]a{x*) = 0. 
In view of (5.4.23), the above relation yields that 
a{x*%*)[T{xla{x*)] + 2aix*y*x*)[T{x),aix*)] = 0. (5.4.33) 
In view of (5.4.23), (5.4.27), (5.4.28) and (5.4.29), the relation (5.4.11) reduces to 
a{x*Y)[T{x),a{x*)]=0. (5.4.34) 
Hence combining (5.4.33) and (5.4.34) and using the fact that R is 2-torsion free, 
we find that a(x*y*x*)[T{x),a{x*)] = 0 and hence by replacing y by y* we have 
a{x*yx*)[T{x),a{x*)] = 0. Now replacing a{y) by [T{x),a{x*)]a{y) in the later ex-
pression, we have 
a{x*)[Tix),a{x*)]a{y)a{x*)[T{x),a{x*)] = 0-
As a is an automorphism, the semiprimeness of R gives 
a{x*)[T{x), aix*)] = 0, (5.4.35) 
and hence in view of (5.4.23), we can write 
[T{x),a{x*)]a{x*) = 0. (5.4.36) 
Linearizing (5.4.35) and using (5.4.35), we get 
a(x*)[T(x), a ( / ) ] + a{x*)[T{y), a{x*)] + a{x*)[T{y), a{y*)] 
+a{y*)[T{x),a{x*)] + a{y*)[T{x), a{y*)] + a(y*)[r(y), a{x*)] = 0. 
Putting in the above relation -x for x and comparing the relation so obtained with 
the above we obtain, since we have assumed that R is 2-torsion free, 
a{y*)[T{x), a{x*)] + a{x*)[T{x\ a{y*)] + a{x*)[T{y), a{x*)] = 0. 
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Now, multiply the above relation by [T{x),a{x*)] from left and use (5.4.36), to get 
[T{x),a{x*)]a{y*)[T{x),a{x*)] = 0, whence it follows that 
[r(x),Q(x*)] = 0. (5.4.37) 
Combining (5.4.37) and (5.4.1), we get 
T{x^) = T{x)aix*) for all x e R, 
and 
r(x^) = aix*)T{x) for all x e i?. 
This means that T is a left and a right Jordan Q;-*centralizer. Thus the theorem is 
proved. 
Corollziry 5.4.2. Let Rhe a. 2-torsion free semiprime *-ring. Let T : R —> R be an 
additive mapping. Suppose that 2T{x^) = T{x)x* + x*T{x) holds for all x e R. Then 
r is a Jordan *centralizer. 
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