Theories often make predictions about the signs of the effects of economic shocks on observable variables, and thus imply inequality constraints on the parameters of a structural vector autoregression (SVAR). We introduce a new Bayesian procedure to evaluate the probabilities of such constraints, and, hence, to validate the theoretically implied economic shocks. We first estimate a SVAR, where the shocks are identified by statistical properties of the data, and subsequently label the statistically identified shocks based on their probabilities of satisfying given inequality constraints. In contrast to the related sign restriction approach that also makes use of theoretically implied inequality constraints, no restrictions are imposed. Hence, it is possible that only a subset or none of the theoretically implied shocks can be labeled. In the latter case, we conclude that the data do not lend support to the theory implying the signs of the effects in question. We illustrate the method by empirical applications to the crude oil market, and U.S. monetary policy.
Introduction
The structural vector autoregressive (SVAR) model is one of the prominent tools in empirical macroeconomics. While the reduced-form vector autoregression (VAR) is useful for describing the joint dynamics of a number of time series, it is only when some structure is imposed upon it that interesting economic questions apart from forecasting can be addressed. Typically structural VAR (SVAR) analysis involves tracing out the dynamic effects (impulse responses) of economic shocks on the variables included in the model, and these shocks are often identified by restricting their effects in various ways (for a comprehensive survey on SVAR models, see Kilian and Lütkepohl (2017) ). Recently, identification by sign restrictions, put forth by Faust (1998) , Canova and De Nicoló (2002) , and Uhlig (2005) , has become increasingly popular in the macroeconomic SVAR literature. Compared to most other approaches, sign restrictions only constraining the signs of the effects of (some of) the shocks to accord with economic theory or institutional knowledge, are less stringent, yet manage to convey economic intuition. Therefore, they have a great appeal in empirical research.
In this paper, we propose a formal procedure to identify economic shocks without actually imposing any restrictions on the parameters of the SVAR model, while still making use of the signs of the effects of shocks. These signs can be easily expressed in the form of inequality constraints on the parameters of the SVAR model. Our starting point is the SVAR model where, following Hyvärinen et al. (2010) , and Lanne et al. (2017) , unique identification is achieved by means of statistical properties of the data. The statistically identified structural shocks (errors) have no economic meaning as such, but for interpretation, they need to be labeled using external information. To that end, sign constraints have been used in the previous statistical identification literature (see, e.g., Herwartz and Lütkepohl (2014) , Lütkepohl and Netšunajev (2014) , and Lanne et al. (2017) ). The idea of this approach is to visually check whether the impulse responses implied by the uniquely identified SVAR model satisfy the constraints. If they are satisfied, the shocks can be labeled accordingly. Our procedure formalizes this approach by quantifying the likelihood of the inequality constraints. It also has the advantage that it uses all information from the joint (posterior) distribution of the estimator of the impulse responses, while the previous approach is based on their (pseudo) marginal sampling distributions. The latter approach is somewhat deficient and unreliable, akin to a joint hypothesis testing using the usual t statistics for testing the restrictions one at a time.
Our analysis is based on Bayesian inference that facilitates straightforward assessment of inequality constraints by posterior model probabilities (see, e.g., Koop (2003, 39) ). In particular, as shown in Section 3, each set of inequality constraints implies a different model, whose posterior probability can be interpreted as the probability of the constraints.
Hence they facilitate the identification of the shocks that are the likeliest to satisfy the constraints (i.e., are the likeliest to be the structural shocks of interest). It may also turn out that only a subset or none of the inequality constraints are in accordance with the data. The constraints deemed unlikely are "rejected", and it is concluded that they are not useful in identifying the economic shocks in question. In this case, an alternative set of constraints, potentially implied by a competing economic theory, could be entertained, or the subsequent analysis may concentrate only on the subset of the shocks that are identified.
A major difference between our approach and imposing sign restrictions is that the latter only achieves set identification (see, e.g., Baumeister and Hamilton (2015) ). Therefore, assessing the plausibility of given inequality constraints (sign restrictions) is not straightforward, whereas, due to point identification, our approach facilitates direct calculation of the posterior probability that the given inequality constraints are satisfied. Nevertheless, a few suggestions concerning the validation of sign restrictions have been put forth in the previous literature. Straub and Peersman (2006) used the proportion of discarded models as an indicator of how well the New Keynesian model that had generated the restrictions, fit the data. This indicator is, however, ambiguous because a high rejection rate may just as well indicate sharp identification (the set of acceptable models is small) or an inefficient sampler as lack of fit. Piffer (2015) formalized this approach, but his procedure seems difficult to generalize beyond the bivariate VAR model. Baumeister and Hamilton (2015) illustrated how the effect of the tightness of priors on the posteriors yields information on the plausibility of the sign restrictions. However, because only set identification is achieved, the posterior will still be driven by the priors. Furthermore, this approach is applicable only when the priors are explicitly spelled out, while, because of point identification, our approach does not even require the use of informative priors. Finally, Giacomini and Kitagawa (2014) suggested reporting the posterior probability of a non-empty identified set as a measure of posterior belief for the plausibility of the imposed sign restrictions. This probability is of course one, as long as the given sign restrictions are not impossible in posterior sense.
We illustrate our method by means of two empirical applications. One of them focuses on the identification of a monetary policy shock in Uhlig's (2005) SVAR model, while the other involves multiple shocks identified by inequality constraints in Kilian's (2009) model of the crude oil market. In Uhlig's model, we find two shocks that satisfy the inequality constraints involved in his sign restrictions. This possibility was also discussed by Uhlig (2005) , who was worried that a money demand shock might satisfy the same sign restrictions as the monetary policy shock. If this is the case, the conventional approach to sign restrictions yields a linear combination of the two shocks, while our approach, by construction, produces two separate shocks. Inspection of our impulse responses indeed lends support to this insight. As for Kilian's (2009) model, our procedure managed to successfully identify all three structural shocks with relatively high probability.
The rest of the paper is organized as follows. In Section 2, we describe the SVAR model and discuss its identification along the lines of Hyvärinen et al. (2010) and Lanne et al. (2017) . Section 3 introduces the procedure for computing the probabilities of the inequality constraints and finding the plausible economic shocks among all the statistically identified shocks. In Subsections 3.1 and 3.2, we propose stepwise procedures for the cases of a single and multiple identified economic shocks, respectively. Section 4 contains the two empirical applications discussed above. Section 5 concludes. Description of the Metropolis-withinGibbs algorithm used for the estimation of the posterior distribution of the parameters of our fully identified SVAR model is deferred to Appendix A, while in Appendix B, we discuss the computation of impulse responses and forecast error variance decompositions of the identified shocks.
Model
Consider the n-variate structural VAR(p) model
where y t is a vector of time series of interest, a is an intercept term, A 1 , . . . , A p are n × n coefficient matrices, and the matrix B summarizing the contemporaneous structural relations of the errors is assumed nonsingular. In order to facilitate identification of matrix B,
we assume that the error process ε t = (ε 1t , . . . , ε nt ) ′ consists of independent non-Gaussian components. Specifically, following Lanne et al. (2017) , we make the following assumption.
Assumption 1.
( (ii) The components of ε t = (ε 1t , . . . , ε nt ) are (mutually) independent and at most one of them has a Gaussian marginal distribution.
In the empirical applications in Section 4, we assume that each component of the error vector individually follows a t distribution. Because a t-distributed random variable converges to a Gaussian as the number of degrees of freedom approaches infinity, this is more general than the usual (implicit) normality assumption and affords more flexibility (see, for example, Koop (2003, p. 126 ) for a more detailed discussion).
If the process y t is stable, i.e.,
the SVAR(p) model (1) has a moving average representation
where µ is the unconditional expectation of y t , Ψ 0 is the identity matrix, and Ψ j , j = 1, 2, . . . , are obtained recursively as
. ., contains the impulse responses of the kth structural shock ε it , i = 1, . . . , n,
and it is these impulse responses that are the main object of interest in SVAR analysis. An integrated VAR(p) process does not satisfy the stability condition above, and hence, has no moving average representation. Nevertheless, the impulse responses are also in this case
given by the same recursion (see Lütkepohl (2005, Section 6.7) ). In the absence of cointegration, the model can alternatively be specified for the difference of y t . If the elements of y t are cointegrated, the relevant moving average representation is the multivariate version of Bevedige-Nelson decomposition of y t (see Lütkepohl 2005, Proposition 6 .1) instead of (3). For simplicity, we assume below that the stability condition (2) holds.
Under the non-Gaussianity and independence assumptions on the error term ε t above, matrix B is unique apart from permutation and scaling of its columns as shown in the following proposition adapted from Proposition 1 in Lanne et al. (2017) ; for a proof, see Lanne et al. (2017, Appendix A) .
Proposition 1. Assume that, in addition to (3), y t generated by the SVAR model (1) under the stationarity condition (2) and Assumption 1 has another moving average representation,
is a nonsingular n × n matrix, µ * is an n × 1 vector, 
Proposition 1 characterizes a class of observationally equivalent SVAR processes that differ only with respect to the ordering and scaling of the structural shocks in the vector ε t . The (rescaled) error vector of any of these SVAR processes thus consists of exactly the same elements, whose ordering varies, and each of the SVAR processes produces the same impulse responses. However, they cannot be related to given equations of the process, or interpreted as shocks to given variables in y t . In other words, although the structural shocks and their impulse responses are uniquely identified, the shocks cannot be labeled or given any economic interpretation without additional information that may come in various forms, such as short-run or long-run restrictions, or inequality constraints on the efffects of the shocks. (2010)). In the non-Gaussian case, the set of admissible orthogonal matrices Q is reduced to the n!-dimensional set of n × n permutation matrices.
Despite Q being n!-dimensional under Assumption 1, point identification is actually achieved. This can be seen by noticing that any permutation of the columns of B produces the same shocks (with a given size determined by the diagonal elements of Λ) and impulse responses. Thus, from the viewpoint of impulse response analysis it is irrelevant which permutation is chosen, and therefore, the permutation can be fixed. The identification scheme in
Step 2 of Algorithm 1 in Section 3.1, provides a recipe for picking a particular permutation (and scaling matrix) from the set of all the n! permutations. The sequence of transformations described in Step 2, actually constrains the permissible values of the matrix B to the set B, defined such that if B, B * ∈ B, then necessarily B = B * . The fact that this scheme provides a formal solution to the identification problem, is shown in Appendix A of Lanne et al. (2017) . This insight is central to our entire analysis.
To take a simple example, let us consider the bivariate SVAR(1) model
and assume that ε t = (ε 1t , ε 2t ) ′ satisfies Assumption 1, and, for simplicity, normalize its covariance matrix to an identity matrix. Furthermore, let us concentrate on positive shocks.
Then, B is uniquely identified such that it is observationally equivalent only to the matrix B * obtained by reversing the order of its columns. In other words, the impact effects of the structural shocks ε 1t and ε 2t are given, respectively, by the first and second columns of
Hence, according to the definition in Rubio-Ramirèz et al. (2010) , without additional constraints explained above, the structural shocks ε 1t and ε 2t are only set identified, with the identified set consisting of two elements. However, it is obvious that the shock ε 1t implied by the permutation of the columns in B is identical to ε 2t implied by the permutation in
, and similarly for the shock ε 2t implied by B and ε 1t implied by B *
. Because both permutations produce the same shocks that without further information cannot be given any economic interpretation, it is irrelevant which permutation we choose. As already discussed,
Step 2 of Algorithm 1, provides a recipe for picking a particular permutation
) from the set of all the n! (= 2) permutations. With this constraint, the model is thus point identified (according to the definition in Rubio-Ramirèz et al. (2010) Fry and Pagan (2011) if one of the shocks (a positive demand shock) has a positive effect on impact on both p t and q t , and the other shock (a positive cost (supply) shock) has a positive impact effect on p t and a negative impact effect on q t . If both elements in only one column of the estimated impact matrix are positive, the corresponding shock can be labeled the demand shock. Depending on the permutation, the demand shock is either ε 1t or ε 2t . If the first element in the remaining column is positive and the second element is negative, the other shock can be labeled the cost shock.
1
It is, of course, possible that these inequality constraints are able to label only one or none of the point-identified structural shocks in a given data set.
1 We have expressed the sign pattern for positive shocks, but it should be borne in mind that any shock with impact effects of the same (opposite) sign on p t and q t is a demand (cost) shock.
Inference on Inequality Constraints
The discussion in Section 2 made it clear that because under the non-Gaussianity and independence assumptions the impact matrix B in (1) is uniquely identified (apart from permutation and scaling of its columns), also the structural shocks and their impulse responses are identified. Furthermore, the only difference between the models corresponding to the different permutations of the columns of B is the ordering of the shocks, and therefore, a model with any fixed permutation facilitates labeling the shocks using inequality constraints obtained, say, from economic theory, as demonstrated by the example in Section 2. In practice, the values of the elements of the impact matrix are not known, but inference concerning the structural shocks is based on the posterior distribution of the parameters. Specifically, we first compute the posterior probabilities of each combination of the shocks to be the one satisfying the inequality constraints. This is carried out by drawing from the posterior distributions of the relevant parameters and counting the share of draws satisfying the constraints. Subsequently, the impulse responses (and forecast error variance decompositions) of the shocks that are found likely to satisfy the inequality constraints, can be readily computed, and since they are linked to the given restrictions, their interpretation is straightforward.
To make things concrete, let us consider again the market model example in Section 2.
Suppose, we want to find out whether either of the point-identified shocks is the demand shock. As suggested above, we compute the posterior probabilities of each of the shocks satisfying the inequality constraints related to the demand shock (and the other shock not satisfying them), and provided at least one of these probabilities is not negligible, label the shock with the greater posterior probability as the demand shock. In other words, we Then, if the former probability is greater than the latter and not negligible, we label ε 1t as the demand shock. In the opposite case, ε 2t is labeled as the demand shock, and if both probabilities are negligible, we conclude that the inequality constraints considered are not useful in labeling the demand shock. If both shocks satisfy the same constraints with high posterior probability (relatively), additional information is needed to discriminate between the plausible shocks.
Our procedure generalizes in a straightforward manner to the case where we want to label both shocks in this example. Then, we first compare the posterior probability of (and non-negligible) probability than the latter, we label ε 1t the demand shock and ε 2t the cost shock. In the opposite case, the labels of the shocks are reversed, and if both posterior probabilities are negligible, we conclude that all inequality constraints are not supported by the data.
The convention in the sign restriction literature is to express the sign pattern for positive shocks. However, a negative shock, having effects of the opposite sign on all the constrained variables, of course, also satisfies the inequality constraints (see, e.g., Fry and Pagan (2011) for a discussion). In other words, the sign patterns determine whether the constraints hold, not the signs as such. To this end, we normalize one of the rows of B such that it corresponds to one of the inequality constraints in all draws from the posterior distribution of B. Because the responses to a negative and a positive shock are symmetrical, we can then base the analysis on either of them. For instance, if in the market model example discussed above, the top row (corresponding to the effects of shocks on p t ) is normalized positive, all shocks corresponding to a column of B with a positive (negative) element in the bottom row would be labeled a demand (cost) shock, provided the other shock does not satisfy the same constraints.
It is important to notice that also in the case of partial identification, we are able to uniquely capture the shocks satisfying the inequality constraints provided they exist. This is a great benefit over the sign restriction approach, and follows from the fact that under our assumptions the model is point-identified. As also pointed out by Uhlig (2005) , without additional restrictions, the shocks captured by the conventional approach may actually be a combination of several economic shocks.
In this section, we concentrate on assessing the inequality constraints and giving the identified shocks economically meaningful labels, while we defer the discussion on the com-putation of the impulse responses and forecast error variance decompositions to Appendix B. We set out with the case of a single structural shock identified by inequality constraints on only the impact effects, and then proceed to the more general case of constraints on the first q + 1 impulse responses. Subsection 3.2 covers the case of multiple structural shocks.
Single Structural Shock
Suppose we are interested in finding the impulse responses of a single shock, the expected signs of whose impact effects on J of the variables in y t are given. This might be, say, the monetary policy shock with a non-positive impact effect on prices and nonborrowed reserves and a non-negative impact effect on the Federal funds rate (cf. the empirical application in Section 4.1). Let us collect these inequality constraints in a J × n matrix R , whose elements equal 1, −1, or 0, and define a set Q such that
where θ 0k is the kth column of Θ 0 , or equivalently, of the impact matrix B, corresponding to shock ε kt . The set Q thus consists of the columns of B that satisfy the inequality constraints. Although we are after a single shock, Q may contain multiple columns of B, or it may be empty, i.e., there may be more than one shock or no shock satisfying the constraints. This is in contrast to the conventional approach in the sign restriction literature, where a single shock satisfying the restrictions, by construction, is found.
Since our assumptions only identify B up to permutation of its columns, any (or none)
of the n components of ε t can be the structural shock satisfying the inequality constraints.
In order to assess the plausibility of one of the shocks being the shock of interest, we compute for each shock ε kt , k = 1, . . . , n, the conditional probability of being this shock (conditional on the vector of data, y, obtained by stacking y t for t = 1, . . . , T ),
where Q c denotes the complement of Q, and m ∈ {1, . . . , n}. For each k ∈ {1, . . . , n}, the quantity (5) can be interpreted as the posterior probability of the constrained SVAR model, where the inequality constraints embodied in R are imposed on the kth column of B only (cf. Koop (2003, p. 81) in the context of the linear regression model). Among the n models, we expect the one that satisfies the constraints in the (true) data-generating process (DGP) (i.e., the model for which θ 0k ∈ Q in the DGP) to have a high posterior probability (relatively), while the probabilities of the other models should be close to zero, provided they do not satisfy the same restrictions.
An ambiguous situation indeed arises if more than one of the shocks satisfy the constraints with high probability (relatively). one may also extend inequality constraints to longer lags in the impulse responses beyond the impact effect, to which our framework also lends itself in a straightforward manner. To that end, in order to impose the same constraints on a single shock embodied in matrix R on Θ j , j = 0, 1, . . . , q, we redefine the set Q as
where θ k denotes the kth column (corresponding to shock
matrix consisting of the first q + 1 structural impulse responses. Analogously to (5), the conditional probability of ε kt being the structural shock of interest is then defined as
and the analysis proceeds as in the case of restrictions on Θ 0 only.
Although less common in the sign restriction literature, our framework also accommo- It is, of course, possible that none of the shocks satisfies the inequality constraints. Because the posterior probabilities in (5) are assigned to disjoint events (i.e., they can occur only separately), the probability that one or more columns of Θ 0 satisfy the inequality constraints can be easily calculated by summing these probabilities over k ∈ {1, . . . , n}.
Furthermore, the probability of the SVAR model where the inequality constraints are violated for all k ∈ {1, . . . , n}, can be computed by subtracting this sum from one. If this probability lies close to unity (for instance, if it is greater than, say, 0.95, corresponding to the commonly used 5% significance level), the data do not lend support to the inequality constraints, and therefore, they cannot be used to identify the structural shock of interest. In other words, the constraints are "rejected". If this were the case, another set of constraints, potentially arising from competing economic theories could be considered to identify economic shock of interest.
The proposed procedure can be summarized as follows:
Step 1 Step 2. Given the posterior output of B 
Multiple Structural Shocks
The procedure introduced in Subsection 3.1, generalizes in a straightforward manner to the case of g > 1 structural shocks, each of which is restricted by J i , i = 1, . . . , g, inequality constraints. Instead of a single R matrix, we then have g J i ×n matrices R i , each embodying the J i constraints, and the set
contains the columns of the matrix of impulse responses Θ that satisfy the ith inequality constraints.
Analogously to the case of a single shock, computing the posterior probability of the g shocks identified by the inequality constraints calls for going though all combinations of 3 Note that the procedure in Step 2 does not guarantee that all the permuted posterior draws of B come from the same permutation. If the procedure completely failed to keep the chosen permutation between the posterior draws, the resulting posterior probability estimates in (7) (or (5)) would be equal for all the elements of ε t . However, in large samples, the procedure never fails (in probability) because the posterior variances of the elements of B decrease with sample size (see Baumeister and Hamilton (2015) , for a detailed discussion concerning the asymptotic properties of Bayesian inference in SVARs). 4 In practice, this entails computing, for each shock, the share of all draws that satisfy the inequality constraints. The sign patterns are defined for positive shocks, but because the matrix D in
Step 2 was defined such that it transforms one of the rows of the permuted impact matrix positive (negative), the share of all draws that satisfy the inequality constraints would be the same for negative shocks.
the columns of Θ. For example, the posterior probability of the constrained SVAR model in which the inequality constraints concern two structural shocks (g = 2) is given by
where Q c 2 is the complement of the union Q 1 ∪ Q 2 . In this case, we have n (n − 1) different SVAR models to go through. For fixed k and l, (9) is the posterior probability of ε kt and ε lt being the two structural shocks, and the sum of these probabilities over all combinations of k and l subtracted from one can be interpreted as the posterior probability of the inequality constraints not being satisfied.
In general, we have n! permutations of the columns of Θ, on which the g constraints can be placed. However, once the positions of the g shocks have been fixed, the ordering of the remaining unrestricted columns is irrelevant for the assessment of the plausibility of the constraints. Because there are (n − g)! permutations of these columns, the total number of constrained SVAR models that contain the g shocks in fixed positions is n!/(n − g)!. This suggests that the posterior probabilities of the constrained SVAR models, such as those in (9), can be evaluated by first calculating the probabilities of the n! SVAR models where the g constraints are imposed on any g columns of Θ, and then marginalizing over each set of the (n − g)! models where they are imposed on same g columns of Θ to obtain the probabilities of the n!/(n − g)! models. Formally, all n! possible permutations of the columns of Θ can be obtained as the products ΘP s for s ∈ {1, . . . , n!}, where P s is an n×n permutation matrix. The probability that the first g columns of ΘP s satisfy the g inequality constraints can be expressed as
where Q c g is the complement of the union Q 1 ∪ · · · ∪ Q g . Notice that when all n shocks are identified, (10) reduces to Pr ( θ
, for s ∈ {1, . . . , n!}. It can be readily checked that the quantities in (10) are the posterior probabilities for all the n! constrained SVAR models. As pointed out above, the probabilities of each of the constrained n!/(n − g)! SVAR models of interest are then obtained by summing the probabilities of the (n − g)! models in which the g inequality constraints are imposed on the same g columns of Θ.
Each of these n!/(n − g)! models represents one ordering of the g structural shocks in the vector ε t . Thus, by ranking them by their posterior model probabilities, we are able to single out in probability the likeliest ordering of the g structural shocks of interest. If several models turn out to have nonnegligible probabilities, additional information is needed to discriminate between them. Analogously to the single shock case, the probability of the inequality constraints failing to identify all g shocks, i.e., the probability of the SVAR model where all the inequality constraints are violated for all s ∈ {1, . . . , n!}, can be calculated by subtracting the sum of the probabilities in (10) from one. Again, if this probability lies close to one, there is little evidence in favor of the inequality constraints in the data, and they can be "rejected".
For notational convenience, we concentrate on the case of the same inequality constraints on each of the g shocks at lags from 0 to q. However, as in the case of a single structural shock, the approach generalizes in a straightforward manner to the case where impulse responses of all shocks are not constrained at all lags, or the constraints on (some of) the shocks are different across the lags.
In the case of multiple structural shocks of interest, there are several ways to proceed in checking for identification. We recommend the procedure summarized as Algorithm 2 below, and illustrate its use by means of an empirical application in Section 4.2.
Algorithm 2.
Step 1. Follow Steps 1 and 2 of Algorithm 1, to obtain the identified structural impulse responses.
Step
Based on the posterior distribution of the identified structural impulse responses Θ, calculate the probabilities given in (10), and, provided these probabilities are not negligible, use them to find the likeliest model. Only if the sum of these probabilities is close to zero, go to step 3 below.
Step 3. Calculate the probabilities given in (7) In both applications, we assume that the ith independent component of the error vector of the structural VAR model (1) follows a univariate Student's t distribution with zero mean, unit variance, and λ i degrees of freedom. This deviates from the Bayesian SVAR literature, where the error vector is typically assumed multivariate normal with a diagonal covariance matrix. It is important to realize that our distributional assumption encompasses the Gaussian case because a t-distributed random variable approaches Gaussianity as the number of degrees of freedom goes to infinity. It is also because of this property of the t distribution that the estimates of λ i , i = 1, . . . , n, indicate the strength of identification (recall that matrix B in model (1) is uniquely identified only under non-Gaussianity of at least n − 1 components). According to the results, the error distributions indeed seem to be fat-tailed. In particular, the posterior means of the degree-of-freedom parameters lie between 2.3 and 8.5.
Empirical Illustrations
For each degree-of-freedom parameter λ i , we assume an exponential prior distribution with mean 5 and variance 25. As to the error impact matrix B, we operate on its inverse , p (B −1 ) ∝ 1. However, the results remain intact irrespective of the (reasonably) informative priors used. Notice that because the SVAR model is point-identified, the improper prior can be used (i.e., the inference can be based solely on the data). This is in contrast to the conventional approach in the sign restriction literature, where the models are only set-identified, and the posterior of the structural parameters within the identified set is proportional to the prior (see Baumeister and Hamilton (2015) ). As a result, only under an informative prior does there exist a well-defined posterior for B.
Finally, we collect the deterministic terms and coefficient matrices of model (1) in
] ′ , and assume a multivariate normal prior for vec (A) ≡ a, a ∼ N (a, V a ). We set a and V a at 0 and 10000 2 I pn 2 +n , respectively. As a robustness check, we also entertained a number of informative priors for vec (A), including close variants of that proposed by Baumeister and Hamilton (2015) , and found the results intact irrespective of the priors used. We defer a more detailed discussion on the priors and the technical aspects of estimation to Appendix A. Uhlig (2005) studied the effects of the U.S. monetary policy shock in a six-variable structural VAR(12) model with no intercept that we take as given. The monthly time series included in the model are the interpolated real GDP, the interpolated GDP deflator, a commodity price index, total reserves, nonborrowed reserves and the federal funds rate, and, for comparability, the sample period is 1965:1-2003:12 as in Uhlig (2005) . Save the federal funds rate, all variables are expressed in logs.
Single Monetary Policy Shock
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Following Uhlig (2005), we identify only the monetary policy shock. The inequality constraints from his Assumption A.1. state that the first six impulse responses of this shock to prices and nonborrowed reserves are nonpositive and to the federal funds rate nonnegative (i.e., q = 5 in the notation of Section 3). However, we start with constraints implied by the signs of the impact effects only (q = 0), and comment later on the case of constraints on multiple lags. In all cases, when the variables are included in vector y t in the order given above, the 4 × 6 matrix R in (4) or (6) As the first step, we compute the probabilities (5) likely to follow from the fact that our model is exactly identified, whereas sign restrictions alone only reach set identification (cf. the corresponding results of Inoue and Kilian (2013) based on sign and recursive restrictions).
In Table 1 , we report the relative contributions of the monetary policy shock to the forecast error variance of the variables included in the model. As discussed in Appendix B, the forecast error variance decomposition is problematic in the case of sign restrictions that fail to identify a unique model, and it is thus interesting to compare our results to those of Uhlig (2005) . In contrast to his results, we find the monetary policy shock to account for only approximately 4-6% and 4-12% of the forecast error variance of the GDP deflator and commodity prices, respectively at longer horizons. It also seems to account for a large fraction of the forecast error variance of the real output, with its relative importance increasing considerably with the horizon. While Uhlig found the fraction of the forecast error variance of the federal funds rate accounted for by the monetary policy shock after six months negligible, our results somewhat surprisingly suggest that it is of great importance also at longer horizons although its relative importance diminishes with the horizon as would be expected.
The shock satisfying the inequality constraints with 24.0% posterior probability may be deemed a money demand shock. Its impulse responses in Figure 2 lie very close to zero at horizons up to 36 months for all variables except the reserves, on which it has a negative effect. Further evidence in favor of this shock being a money demand shock is given by its contributions to the forecast error variances (not shown). It is of relatively minor importance for all variables except the total reserves and nonborrowed reserves, whose forecast error variances it seems to dominate, with contributions ranging between 87.7% and 98.3% for the total reserves and between 45.8% and 75.9% for the nonborrowed reserves, depending on the horizon.
Finally, we also checked Uhlig's (2005) original sign restrictions on the six first impulse responses, and the shocks deemed the money demand and monetary policy shocks above again turned out the only shocks with nonnegligible posterior probabilities (equal to 10.7% and 1.2%, respectively). These are considerably smaller than those based on the impact effects only, which is to be expected, as each additional constraint presumably narrows down the set of admissible models.
Multiple Economic Shocks
In this section, we demonstrate our method in the case of multiple shocks of interest.
We revisit Kilian's (2009) structural VAR model for the crude oil market that has three variables: percent changes in global oil production (∆oil t ), a business cycle index of global real activity (∆g t ), and the real price of crude oil (∆p t ).
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We follow Kilian (2009) and estimate a VAR(24) model with an intercept. Kilian and Murphy (2012) identified three shocks in Kilian's (2009) model by restricting the signs of their impact effects as shown in Table 2 . For instance, following a negative oil supply shock, both oil production and real activity decrease, while the oil price increases.
Collecting the variables in the vector y t = (∆oil t , ∆g t , ∆p t ) ′ , the R matrices embodying the inequality constraints identifying the oil supply and oil-market specific demand shocks in (8) can be written as
respectively, while the matrix R 2 corresponding to the aggregate demand shock is a 3 × 3 identity matrix.
First, we assess the plausibility of each of the six permutations of the shocks satisfying the inequality constraints. The posterior probabilities sum to 22.6%, which lends support to the restrictions. Moreover, only two of the permutations turn out to exhibit nonnegligible posterior probabilities, and one of them clearly stands out with a 16.7% probability, while the other one takes a much smaller probability of 4.5%. The probabilities of the remaining permutations are very close to zero. Hence, we have managed to successfully identify all three structural shocks with relatively high probability, and can proceed with the analysis of the effects of these identified shocks. The modes and the 68% joint regions of high posterior density of the impulse responses of the shocks pertaining to the likeliest permutation are depicted in Figure 3 . A negative oil supply shock is associated with a sharp and permanent drop in oil production, but it has no effect on real activity and real price of oil. An aggregate demand shock has positive impact on real activity and real price of oil. The latter jumps up on impact to a permanently higher level, while real activity gradually increases towards its peak, reaches it in eight months, and starts decreasing thereafter. Kilian (2009) , Kilian and Murphy (2012) , and
Inoue and Kilian (2013) also report positive oil price and real activity responses to an aggregate demand shock identified by analogous sign restrictions. Somewhat surprisingly, the oil-market specific demand shock has no a posteriori significant effect on real price of oil although it has a strong negative effect on real activity. The latter is in line with standard economic intuition, but not with the results in Kilian (2009) , where its effect on real activity was found positive. These data were recently also analyzed by Netšunajev and Lütkepohl (2014), who informally labeled the three shocks by making use of sign restrictions in the Markov-switching VAR model of Lanne et al. (2010) . However, while their results did not clearly object the sign restrictions, the shocks did not seem very strongly identified.
Some of their impulse responses were also different from ours. In particular, their results indicated zero impact of the the aggregate demand shock on the oil price, whereas our Figure 3 indicates a relatively large positive effect. In Table 3 , we report the relative contributions of the three shocks to the forecast error variance of the real price of oil at selected horizons. The forecast error variance decomposition is based on the modes of the impulse responses. The aggregate demand shock seems to account for the bulk of the forecast error variance of oil price at all horizons. This is qualitatively in line with the conclusions of Kilian (2009), and Netšunajev (2014) , who also found the aggregate demand shock important compared to the oil supply shock. However, compared to their results, ours suggest that it has even greater relative importance.
Conclusion
We have introduced a new Bayesian procedure for using inequality constraints implied by economic theory or institutional knowledge to identify economic shocks without imposing any restrictions on the paremeters of the structural VAR model. Our procedure is based on the structural VAR model where, following Lanne et al. (2017) , non-Gaussian and mutually independent errors are assumed. Under these assumptions, the structural shocks, and, hence, their impulse responses are (locally) uniquely identified, which also facilitates checking the validity of any set of sign (inequality) constraints in a straightforward manner. Our contribution is hence twofold. First, we introduce a formal Bayesian procedure to identify economic shocks. The new procedure is less restrictive than the alternative approaches in the macroeconomic SVAR literature in that it does not require any parameter restrictions.
Second, we show how the plausibility of inequality constraints can be quantified. Our methods can thus be seen as a formalization of the approaches proposed in the previous statistical identification literature (see, in particular, Lütkepohl and Netšunajev (2014) ).
The impulse responses and forecast error variance decompositions of the economic shocks that are found identified with high probability, can then be computed using any of the conventional methods put forth in the literature. Having a uniquely identified SVAR model brings about two great advantages. First, the computations are, in general, much simpler than in the sign identification literature. Second, we avoid the so-called model identification problem arising from the fact that imposing sign restrictions only achieves set identification. This facilitates straightforward interpretation of forecast error variance decompositions and reporting the results of impulse response analysis.
We illustrated the new methods by means of two empirical applications. In Uhlig's (2005) U.S. data set, we found two shocks that satisfy the inequality constraints implied by his sign restrictions for the monetary policy shock. Because our approach, by construction, produces two separate shocks in this case, it was able to distinguish between them, unlike the conventional approach. While there was great uncertainty about the impact of the (contractionary) monetary policy shock on the real GDP, we found its effect negative after the first few quarters, which is intuitively appealing. In Kilian's (2009) model of the crude oil market, we were able to convincingly identify all three shocks by making use of the inequality constraints implied by the sign restrictions of Kilian and Murphy (2012) .
Our procedure could be extended to checking the validity of and discriminating between alternative dynamic stochastic general equilibrium (DSGE) models. Recently, Canova and
Paustian (2011) suggested a two-step procedure where a set of robust (sign) restrictions implied by a DSGE model (or multiple competitive DSGE models) is first imposed to identify a SVAR model, and the plausibility of another set of restrictions is then checked in this identified model. Our procedure could be used in both steps for checking the plausibility of the inequality constraints implied by the DSGE models and finding the maximal set of robust constraints. Furthermore, the probabilities of the second-step constraints could subsequently be computed conditional on the shocks identified in the first step.
Appendix A
In this appendix we describe the Metropolis-within-Gibbs algorithm used for the estimation of the posterior distribution of the parameters of the SVAR model in (1).
Let us start by describing the conditional likelihood function. We assume that the ith by an accept-reject Metropolis-Hastings (ARMH) algorithm (see, for example, Chib and Greenberg (1995) ). To obtain a good proposal density for B −1
, we approximate the log conditional likelihood by the second order Taylor expansion around some b:
where f and G are the gradient and the negative Hessian of the log conditional likelihood evaluated at b, respectively. Combining the above with the prior density yields
which is a (log) kernel of a multivariate normal density. We construct the Taylor , and thus the (local) posterior mode can be quickly obtained by the Newton-Raphson method, using explicit formulae for f and G (not shown to save space, but available upon request), and the current draw of b as an initial point (see, for example, Chan (2015) ).
If the resulting local mode does not satisfy the restrictions stated below the likelihood function (A.1), we replace b and G (evaluated at b) with b = (I n ⊗ DP ) b and
, respectively, where P is the permutation matrix for , to be rejected). Therefore, to improve the performance of the sampler, we use the following mixture of two multivariate normal densities as a proposal density in the ARMH algorithm:
In , p (B −1 ) ∝ 1.
As a robustness check, we also considered some informative priors, and found no change in the results.
As far as the full conditional posterior of A is concerned, it is easy to check that the conditional likelihood (A.1) can also be expressed as
where X is obtained by stacking
, and
where V −1
. The precision-based sampling method of Chan and Jeliazkov (2009) can be used to simulate draws from N ( a, V a ) efficiently. In this paper, we set a = 0 and V a = 10000 2 I pn 2 +n . However, we also checked the results using some informative priors, including close variants of the prior proposed by Baumeister and Hamilton (2015) . The results remained intact irrespective of the priors used.
We now turn to the sampling of the latent variables {h 1t , . . .
. The log conditional likelihood is proportional to 
where λ = (λ 1 , . . . , λ n ). This implies that each h it (t ∈ {1, . . . , T } , i ∈ {1, . . . , n}) can be sampled from the chi-square distribution as follows:
h it |A,B, λ, y ∼χ (λ i + 1) .
We assume an exponential prior distribution for each λ i , λ i ∼ Exp(λ i ). From the hierarchical prior density of h it (t ∈ {1, . . . , T }) and the assumption λ i ∼ Exp(λ i ), it follows that the conditional posterior density of λ i can be written as proportional to
It is the hierarchical prior structure in which each λ i affects the data only through {h it }
T t=1
that lies behind this result. Following Geweke (2005), we simulate from the conditional posterior of the degree-of-freedom parameter λ i using an independence-chain MH algorithm.
As a candidate distribution of λ i , we use the univariate normal distribution with mean equal to the mode of the log conditional posterior, and the precision parameter equal to the negative of the second derivative of the log posterior density evaluated at the mode.
Appendix B
In this appendix, we discuss the computation of impulse responses and forecast error variance decomposition of the identified shocks in SVAR model (1). As our model produces unique impulse response functions, conventional pointwise posterior median impulse responses and error bands could be entertained in a straightforward manner. It is however, well known that, while frequently applied, these may also yield misleading conclusions.
Therefore, we recommend employing an extension of the approach of Inoue and Kilian (2013) , who derived the joint posterior density of the impulse responses and recommended reporting their mode and 100(1 − α)% highest posterior density (HPD) credible set.
The posterior density of the structural impulse responses implied by our model can be derived in a straightforward manner. For notational simplicity, let us ignore deterministic terms, and collect the coefficient matrices of model (1) In addition to the mode, it is useful to have a measure of the uncertainty surrounding the impulse responses, and, following Inoue and Kilian (2013) , we define the 100(1 − α)% HPD credible set of the first p + 1 impulse responses as
where c α is the largest constant such that Pr (S) ≥ 1 − α. We then report the impulse responses up to some prespecified horizon of models belonging to this set, in addition to those of the modes. In the empirical literature it is customary to set α equal to 0.32, i.e., to report the 68% credible sets. As Inoue and Kilian (2013) pointed out, there is no reason for these credible sets to be dense, but they will typically exhibit a "shot-gun"pattern.
As far as the forecast error variance decompositions are concerned, they can be calculated in a standard fashion using the mode of the structural impulse responses as defined above (see, for example, Lütkepohl (2005, Chapter 2.3)). For sign-identified models, forecast error variance decompositions based on pointwise median impulse responses are typically reported for sign-identified models. However, as pointed out by Fry and Pagan (2011) , they have the problem that they are based on correlated shocks, and may therefore be difficult to interpret because the contributions of all shocks need not sum to unity for all variables. In contrast, since our model is uniquely identified, this problem is avoided.
Moreover, in contrast to the conventional approach to sign restrictions, our approach facilitates analyzing the effects of shocks of a given size, and thus answering questions like "what would be the responses to a 25 basis point interest rate shock".
