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Introduction
The stationary points of a function of many variables f : M 7→ R are the
points ps ∈M on a manifold M such that∇f(ps) = 0. Stationary points play
an important role for quite a few methods in theoretical physics, as knowledge
about these points can be used to infer physical properties of the system
under investigation. When the function f is the energy of a many-body
system and the manifold M is the phase space or the configuration space of
the system, these methods are referred to as energy landscape methods [1].
Examples of applications include clusters [1], disordered systems and glasses
[2, 3], biomolecules, and protein folding [4].
Based on knowledge about the stationary points of the energy function,
landscape methods can be applied to estimate dynamic as well as static
properties. In most applications, like for example Stillinger and Weber’s
thermodynamic formalism [5,6] and other ‘superposition approaches’ [1] for
the study of equilibrium properties, only minima of the energy landscape are
taken into account. In some later work, also first-order saddles (see e.g. [7,8])
and stationary points of arbitrary index1 have been considered, for instance
to characterize glassy behavior [9, 10].
The potential relevance of energy landscape properties for equilibrium
phase transitions was suggested after it was realized that stationary points of
the Hamiltonian are related to topology changes of the phase space accessible
to the system. It was conjectured that some of these topology changes, and
therefore some of the stationary points, are at the origin of thermodynamic
phase transitions [11–15]; quite some research activity followed, some focused
on specific models, others trying to shed light on the general mechanisms
(see [16, 17] for reviews).
Although equilibrium phase transitions in systems with non-fluctuating
1The index of a stationary point ps ∈ M of a function f : M 7→ R is the number of
unstable directions, i.e., the number of negative eigenvalues of the Hessian of f at ps.
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particle numbers have been mainly studied within the canonical ensemble,
the connection between stationary points of the Hamiltonian and equilibrium
statistical properties is more transparent in a microcanonical setting [18].
This can be understood by observing that, for a system with N degrees of
freedom, the entropy density is defined as2
s(ε) =
1
N
logω(ε), (1)
where ε = E/N is the energy density and ω is the density of states. For a
system described by continuous variables, ω can be written as
ω(ε) =
∫
Γ
δ(H−Nε) dΓ =
∫
Γ∩Σε
dΣ
|∇H| , (2)
where Γ denotes the phase space and dΓ its volume measure, Σε is the
hypersurface of constant energy E = Nε, and dΣ stands for the N − 1-
dimensional Hausdorff measure. The rightmost integral stems from a co-
area formula [19]. At a stationary point ps, the gradient ∇H(ps) vanishes by
definition and the integrand diverges, while at the same time the measure
dΣ shrinks such that ω in general remains finite for finite systems. Indeed, a
more refined analysis [20] shows that, although the integral on the right-hand
side of (2) remains finite in the vicinity of a stationary point, the density of
states will be nonanalytic at stationary values εs := H(ps)/N of the energy
density for any finite3 N .
The microcanonical nonanalyticities appearing at finite N are found to
be in correspondence with stationary configurations; however, the ‘strength’
of such nonanalyticities generically decreases linearly with N , i.e., the first
k derivatives of the entropy are continuous, where k is O(N), see Chapter
1 and [20,22]. The usual thermodynamic quantities, like equations of state,
are given by low-order derivatives of the entropy, and the observation of
nonanalyticities of order O(N) from noisy data is therefore restricted to
very small system sizes N . Taking this to its logical conclusion, we expect
the order of the nonanalyticities to diverge in the thermodynamic limit,
leading to a vanishing effect of stationary points and smooth results for the
thermodynamic functions.
2Throughout the thesis we set Boltzmann’s constant kB to unity.
3Such a behavior differs from the canonical ensemble where the canonical free energy or
other thermodynamic functions may develop nonanalyticities only in the thermodynamic
limit N →∞ [21].
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Superficially, this seems to challenge the conjecture that phase transi-
tions stem from stationary points of the energy, as it suggests that finite-N
nonanalyticities due to stationary points are unrelated to thermodynamic
phase transitions. And indeed, for several model systems, phase transitions
have been found to occur at energies at which no stationary points of the
Hamiltonian are present [23–30]. On the other hand, a substantial amount
of evidence (in the form of model calculations) has accumulated in favor
of the conjecture that stationary points often do play a relevant role for
the emergence of phase transitions, and the presence of a transition reflects
prominently in properties of the stationary points. This evidence comes
mostly from exactly solvable systems (often with mean-field interactions)
where the connection between stationary points and thermodynamic phase
transitions has been shown explicitly [11, 13,14,31–33].
Subsequently a possible scenario of how certain finite-N singularities may
survive in the thermodynamic limit has been proposed in [34, 35] (KSS cri-
terion) and will be discussed in Chapter 1. The KSS criterion asserts that
only singularities related to asymptotically flat stationary points may survive
in the thermodynamic limit and induce a thermodynamic phase transition.
Asymptotically flat here refers to stationary points whose determinant of the
Hessian matrix of the potential energy V vanishes in the thermodynamic
limit.
This indeed was verified to happen in the exactly solvable mean-field
models where the connection between stationary points of the Hamiltonian
and phase transitions had been previously demonstrated, see [34] and Chap-
ter 2, and also in a non-solvable toy model of a self-gravitating particles with
a phase transition between a homogeneous and a collapsed phase [36]. The
KSS criterion, applicable also in case of partial knowledge of the stationary
configurations of a system, could then allow to extend the above presented
energy landscape analysis to non-trivial models, like e.g. short-range models
in d > 1, for whom an analytic knowledge of all the stationary configurations
is essentially impossible.
The present work mainly concerns classical O(n) spin models. In particu-
lar, it originates from the following observation: A particular class of station-
ary configurations of classical O(n) models defined on regular d−dimensional
hypercubic lattices and with ferromagnetic interactions4 is in one-to-one cor-
4The observation is valid independently of the range of the interactions, that could be
either short-range, e.g. nearest-neighbor, or long-range, e.g. mean-field, interactions.
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respondence with the configurations of an Ising model defined on the same
lattices and with the same interactions. This configurations will be denoted
as Ising stationary configurations. Such an observation suggests the possi-
bility that the thermodynamic behavior of classical O(n) spin models can
be intimately related to the thermodynamic behavior of Ising models. As it
will be shown in the following, this fact will allow us to make predictions on
the thermodynamics of the O(n) models—in particular on the form of the
density of states of the O(n) models with n > 1—making use of the known
results about the thermodynamics of the n = 1 (Ising) models.
The thesis is organized as follows.
In Chapter 1 some theoretical results useful for the following will be re-
called, with special attention to the energy landscape results for equilibrium
phase transitions in classical spin models. In particular, the KSS theorem
will be introduced and its formulation as a criterion for the search of phase
transitions will be discussed in detail, being one of the technical tools in-
volved in our analysis. At the end of the Chapter a recent debate about the
validity of a previous result, the Franzosi and Pettini theorem, will be briefly
discussed in connection with our analysis.
In Chapter 2 classical O(n) spin models will be introduced, the Ising
stationary points will be defined and their properties discussed. Then, the
thermodynamics of O(n) systems will be recalled with special attention to the
O(2) models (the XY models) that are among the simplest lattice spin mod-
els with short-range interactions amenable of an energy landscape approach
based on stationary points of the Hamiltonian. In Secs. 2.2.1 and 2.2.2 the
results on the application of the KSS criterion to the one-dimensional and
to the mean-field XY models, respectively, will be recalled given their rele-
vance for our analysis. From Sec. 2.3 on, we are going to present the content
of [37] concerning our original application of the KSS criterion to two- and
three-dimensional nearest-neighbor XY models. As we are going to show,
at variance with the already studied cases, the KSS criterion is not able to
detect any signature of the phase transitions present in these systems. This
fact will allow us to make some remarks on the applicability of the KSS crite-
rion and will suggest to ask ourselves which alternative mechanism, based on
an energy landscape approach, could be at the basis of the thermodynamic
behavior of the continuous models.
In Chapter 3 the content of [38] will be presented, regarding a possible
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mechanism for the emergence of phase transitions in continuous O(n) models.
More precisely, an approximate form of the density of states ω(n) will be pro-
posed, based on the assumption that the Ising stationary configurations are
the ‘most important’ class of stationary configurations for what concerns the
thermodynamics of the continuous models. The approximations performed
to derive ω(n) will appear rather crude and uncontrolled but will lead to the
following consequence: if an O(n) model with ferromagnetic interactions on
a hypercubic lattice has a phase transition, its critical energy density has
to be equal to that of the n = 1 case, i.e., a system of Ising spins with
the same interactions. The reliability of this consequence will be discussed
in the light of the results known in the literature. It will turn out that in
case of one-dimensional and mean-field O(n) models the consequence holds
exactly; for what concerns short-range systems, instead, it gives extremely
good estimates of the critical energy density values at which the transitions
are located.
In Chapter 4 the content of [39] will be discussed. The accuracy of the
prediction on critical energies proposed in Chapter 3 will be numerically
studied for the three-dimensional nearest-neighbor O(n) models. More pre-
cisely, we will derive an interpolation formula to compute the critical energy
density of a generic O(n) model with n ∈ [2,∞] in d = 3. This formula shows
that the critical energy densities ε
(n)
c differ from the numerically determined
critical value of the energy density ε
(1)
c of the corresponding Ising model by
a quantity that is less then 3% for any value of n > 1. For n < 8, that is for
the O(n) models involved in usual physical problems, the difference is even
smaller and is less than 1%. This study, besides giving useful informations
on the critical behavior of O(n) models in d = 3, supports the idea at the
basis of the approximations made in Chapter 3 for ω(n) and defines its level
of accuracy.
In Chapter 5 the content of [40, 41] will be presented, concerning some
developments of the concepts presented in Chapter 3. As we are going to
show, our derivation of ω(n) can be followed rigorously in the simple cases of
mean-field and one-dimensional XY models. The difficulties in generalizing
such results to the case of short-range O(n) models will be discussed at the
end of the Chapter. Some approximation techniques valid for O(n) models
with n ≥ 2 in d ≥ 2 will be proposed and tested on the two-dimensional
nearest-neighbor XY model.
A collaboration with M. K. -H. Kiessling and J. Brauchart, that is still
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in force, regards the study of the Smale’s 7th problem concerning stationary
configurations of N interacting points constrained on the S2 sphere. This
topic, although embedded in the general framework of the thesis, moves a bit
apart from the rest of the work and we decided not to go into its full details.
We will simply summarize the main features of the analysis in Chapter 6
and refer the reader to the paper [42] for a deeper discussion of the subject.
The results presented in this thesis and the future perspectives originated
from our analysis will be discussed in the final section of this work.
Chapter 1
Energy landscapes and
equilibrium statistical
properties
The study of the energy landscape of a system is the study of the graph of the
potential energy function and of its possible connection to some dynamical
or equilibrium properties. This quite recent point of view finds applications
in several fields of research varying from biology, to physics, to chemistry [1].
Our purpose is to explain some of the equilibrium properties of a system
in terms of some topological and geometrical properties of its energy land-
scape. In particular, we are interested in the occurrence of equilibrium phase
transitions.
The present chapter is devoted to recall some general results; we address
the reader to [16, 17] for quite recent reviews on the subject both for what
concerns the technical details and the applications to some specific model
systems. The chapter is organized as follows. In the first paragraph we will
briefly recall some general basic concepts of statistical ensembles and equilib-
rium phase transitions. In §1.1.2 we will nail the notion of energy landscape
and we will mention the different approaches involved in its analysis. From
§1.2 on we will analyze in more detail the connection between phase tran-
sitions and geometrical and topological properties of energy landscapes. In
Sec. §1.2 we will summarize the basic concepts of Morse theory, the main
tool to connect the topology of the energy landscape with the non-analytic
points of the entropy function. In §1.3 we will discuss the so-called “topolog-
ical conjecture” [15] which suggests a relation between phase transitions and
9
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sufficiently strong topology changes in the accessible phase space. We will
then present the Franzosi and Pettini theorem that proves a weak version of
the conjecture. In §1.4 we will analyze a specific property of the microcanon-
ical ensemble: the presence of non-analytic points of the entropy function
in systems with a finite number N of degrees of freedom. In §1.5 we will
present the so-called KSS theorem that suggests a possible mechanism for
the finite-N singularities to survive in the thermodynamic limit, N → ∞.
We will then re-formulate this result as a criterion for the search of a phase
transition, naming it as the KSS criterion. In §1.6 we will discuss a recent
debate regarding the validity of the Franzosi and Pettini theorem.
1.1 The microcanonical ensemble, phase tran-
sitions and energy landscapes
If not stated otherwise, we are going to consider classical systems with N
degrees of freedom described by the Hamiltonian
H(p, q) =
N∑
i=1
p2i
2
+ V (q). (1.1)
(p, q) = (p1, . . . , pN , q1, . . . , qN) ∈ ΛN are the coordinates of the phase space
ΛN of the system; V : (q1, . . . , qN) ∈ ΓN → R is the interaction potential
and ΓN the configuration space of the system. We will assume ΓN to be a
differentiable manifold at variance with what happens in some classical spin
models, like the Ising or the Potts model, which have a discrete configuration
space.
Starting from Eq. (1.1), equilibrium statistical mechanics allows to infer
macroscopic properties of a system from suitable averages over the micro-
scopic variables. Averages are performed according to statistical weights
that depend on the particular statistical ensemble chosen for the analysis.
The choice of the statistical ensemble is dictated by the physical conditions
under which the system is studied. For instance the canonical ensemble is
the correct framework for a statistical description of a system in contact with
an external thermostat at temperature T , the grand canonical ensemble is
the framework for a statistical description of a system in which neither the
energy nor the temperature nor the number of particles are constant but can
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fluctuate around a fixed mean value, and so on. In this work all the anal-
ysis will be performed in the microcanonical ensemble that represents the
operational background of a statistical description in which the total energy
H(p, q) = E is conserved and the system can be considered as isolated. To
fix the notations we will briefly recall the main results for the microcanon-
ical ensemble; we address the reader to [43, 44] or to any primer book on
statistical physics for a general introduction on this topic.
1.1.1 The microcanonical ensemble
In the microcanonical ensemble the fundamental quantity is the entropy
density sN as a function of the energy density ε = E/N ,
sN(ε) =
1
N
logωN(ε), (1.2)
where ωN(ε) is the density of states, given by
ωN(ε) =
∫
ΛN
dp dq δ [H(p, q)−Nε] ; (1.3)
δ is the Dirac distribution1. A related quantity is the configurational micro-
canonical entropy, given by
scN(v) =
1
N
logωcN(v) =
1
N
log
∫
ΓN
dq δ [V (q)−Nv] (1.4)
where v = V/N and
ωcN(v) =
∫
ΓN
dq δ [V (q)−Nv] (1.5)
is the corresponding configurational density of states. The configurational
entropy equals the entropy when the Hamiltonian simply consists of a con-
figuration-dependent potential energy, H ≡ V . This is often the case when
studying spin systems. This will also be the case in this work where classical
O(n) models will be considered. In Chapter 2 we will come back to this
point.
1Here and in the following we set the Boltzmann constant kB = 1 and we consider the
normalization factor 1
hNN !
already included in the integration measure.
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The usual thermodynamic functions can be obtained from the entropy
(1.2) by derivation. For instance the microcanonical caloric curve is given
by
T µ(ε) =
(
ds
dε
)−1
(1.6)
while the microcanonical expression of the specific heat per degree of freedom
is given by
cµ(ε) =
Cµ(ε)
N
=
(
dT µ
dε
)−1
= −(s
′)2
s′′
, (1.7)
where s′ and s′′ denote respectively the first and the second derivative of
s(ε) with respect to the energy density ε. It is worth noticing that the
microcanonical specific heat is negative whenever s′′ (ε) > 0.
In the following we are going to analyze the analyticity properties of ther-
modynamic functions in the microcanonical setting. For what concerns such
properties, thermodynamic functions obtained from different statistical en-
sembles can differ drastically. This is the case, for instance, for systems with
a finite number of degrees of freedom, the average operations strongly relying
on the statistical description chosen for the analysis, see e.g. [45–48]. This
notwithstanding, in the case of short range interactions, different statistical
descriptions, i.e. the microcanical and the canonical one, lead to equivalent
results when N → ∞ so that the canonical and the microcanonical results
are related via a Legendre-Fenchel transformation, see e.g. [49, 50]. In the
case of long-range interactions2, instead, equivalence is not guaranteed any-
more and usually different statistical descriptions lead to different results,
see e.g. [51] and reference therein. However, even if the equivalence does not
hold, the canonical results can always be derived from the microcanonical
results while the vice versa is not true; loosely speaking this fact seems to
suggest that the microcanonical descriptions happens to be the most funda-
mental.
In our work we are going to consider systems both with short and long
range (mean-field) interactions for which different statistical descriptions are
equivalent in the thermodynamic limit. This means that, when N →∞, we
can switch from one statistical description to the other according to our
2Long-range interactions are such that V (r) ∼ r−α with α ≤ d where d is the spatial
dimension of the system.
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convenience. The only fact to be worried about is the correct definition of
the thermodynamic quantities in the different ensembles; i.e. if a system
undergoes a phase transition and its critical behavior is expressed in terms
of the energy instead of temperature, the correspondent critical exponent
has to be modified by a factor (1 − α¯)−1, with α¯ usual canonical specific
heat critical exponent, stemming from the “translation” of temperatures
into energies [48]. As an example, the microcanonical specific heat critical
exponent αµ is related to α¯ by the relation αµ = α¯
1−α¯ . Such a relation will
be useful in Sec. 5.1.3.
1.1.2 Equilibrium phase transitions and energy land-
scapes
Phase transitions, like the melting of ice or the magnetization of a ferro-
magnet, are very common phenomena in our daily life as well as in several
branches of physics. Loosely speaking, phase transitions can be seen as
abrupt changes in the macroscopic properties of a system that happen for
a particular value of an external control parameter (like the pressure or the
temperature) but are not associated with any mutations in the microscopic
interactions among its constituents [52]. In equilibrium statistical mechan-
ics phase transitions are associated with nonanalyticities of thermodynamic
functions: more precisely, one commonly defines a phase transition point as
the value of an external parameter where some thermodynamic function is
non-analytic3. Such an identification is satisfactory in the canonical ensem-
ble: as originally suggested by Kramers [53], nonanalyticities of thermody-
namic functions calculated in the canonical ensemble may show up only in
the thermodynamic limit N → ∞, where N is the number of degrees of
freedom [21]. Moreover, such nonanalyticities separate different phases, i.e.,
regions of the parameters where the collective properties of the system are
different. When studying physical models, one usually finds that thermody-
namic functions have only a small number of nonanalyticities, if any. In the
microcanonical ensemble, however, the situation is different; in fact, as will
be discussed in Sec. 1.4, nonanalyticities of the microcanonical entropy may
be present even at finite N and can be hardly associated to phase transitions,
3Departing slightly from the standard definition, we use the notion of analyticity in
the sense of a real function being infinitely-many times differentiable.
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at least to phase transitions as defined above.
The mathematical description of phase transitions developed in the past
years yielded several important results; see i.e. [43, 54] for a general intro-
duction and [55] for a summary. This notwithstanding, some conceptual and
practical questions are still without an answer.
From a conceptual point of view, the research of sufficient conditions
for the occurrence of a phase transition is an open problem and general
results are still missing. For what concerns the necessary conditions only
few general results are known: Van Hove [56] showed that phase transitions
cannot be present in classical one dimensional systems of identical hard-
sphere particles with finite-range interactions; Griffiths [57] showed that a
spontaneous magnetization can be present in the Ising model only in spatial
dimension d > 1; the Mermin and Wagner theorem [58] asserts that a phase
transitions with the spontaneous breaking of a continuous symmetry can be
present in a system with short-range interactions only if the spatial dimension
of the system is d > 2.
Even the necessity of the thermodynamic limit is somehow an arguable
argument. “Transitional phenomena”, indeed, have been observed in systems
with a small number of degrees of freedom like atomic clusters or proteins
[1]. Moreover, physical systems have a finite number of degrees of freedom,
although possibly extremely large, and so the limit N →∞ could sound like
a mathematical expedient. Furthermore, critical behavior of some systems
like supercooled liquids, glasses or disordered systems shows both equilibrium
and dynamical features and a proper equilibrium statistical description may
not be fully appropriated in these cases. Lastly the classical description
of phase transitions has been mainly developed in the canonical (or grand-
canonical) ensembles, as in the Lee and Yang theory [59] and its extension
made by Fisher [60], and its application to the microcanonical ensemble
is not straightforward. All these facts make the usual approach somehow
incomplete, especially when the canonical and microcanonical descriptions
are not equivalent, and point out the necessity of a more flexible approach
to the study of these phenomena.
A possible idea is then to study the energy landscape of a system to
infer some informations on its thermodynamic properties in a microcaconical
framework. The notion of energy landscape strictly depends on the specific
field of research considered. Usually the study of the energy landscape of
a system is the study of the properties of the graph of its energy function
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H : ΛN → R, with ΛN phase space of the system. In this kind of analysis
a special role is played by the stationary points of the energy function that
are all those points (p˜c) of the phase space such that ∇H(p˜c) = 0. Examples
of applications include clusters [1], disordered systems and glasses [2, 3],
biomolecules, and protein folding [4]. Based on the knowledge about the
stationary points of the energy function, landscape methods can be applied
to estimate dynamic as well as static properties of a system; in our work we
are going to focus our attention only on the equilibrium properties.
In most applications, like Stillinger and Weber’s thermodynamic formal-
ism [5,6] and other “superposition approaches” [1,61] for the study of equi-
librium properties, only the minima of the energy landscape are taken into
account. In some later works, first-order saddles (see, i.e., [7,8]) and station-
ary points of an arbitrary index4 have also been considered, for instance, to
characterize glassy behavior [9, 10].
The natural setting to understand the connection between the station-
ary points of the Hamiltonian and equilibrium statistical properties is the
microcanonical one [18]. This can be understood by observing that, for a
system with N degrees of freedom and described by continuous variables, the
density of states in Eq. (1.3) can been written with the co-area formula [19]
as
ωN(ε) =
∫
ΛN∩Σε
dΣ
|∇H(p, q)| (1.8)
where ΛN is the phase space, Σε is the hypersurface of constant energy
E = Nε, and dΣ stands for the (N − 1)-dimensional Hausdorff measure.
At a stationary point p˜c, the gradient ∇H(p˜c) vanishes by definition and
the integrand diverges, while at the same time the measure dΣ shrinks such
that ωN in general remains finite for finite systems. Indeed, a more refined
analysis [20] showed that, although the integral on the right-hand side of Eq.
(1.8) is finite in the vicinity of a stationary point, the density of states will
be nonanalytic at stationary values εc := H(p˜c)/N of the energy density for
any finite N .
On the other side, for systems described by the Hamiltonian (1.1), the
integration over the momentum variables can be performed separately and
4For the definition of the index of a stationary point see Sec. 1.2.
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the integration domain of Eq.(1.8) becomes
Mε = {q ∈ ΓN |V (q) ≤ Nε} (1.9)
that is, the configuration space accessible to the system at a given energy
density value ε. It is reasonable to conjecture that “sufficiently strong”
changes in the topology of (1.9) can be connected with nonanalytic points
of ωN(ε). As will become clear in the next section, changes in the topology
of (1.11) happen in correspondence of critical points of the potential energy.
It was then conjectured that some of these topology changes, and therefore
some of the stationary points, are at the origin of thermodynamic phase
transitions [11–15]; quite a bit of research activity followed, see i.e. [23–25,
27, 28, 30, 31, 33, 36, 37, 55, 62–69, 71–76], some focused on specific models,
others trying to shed light on the general mechanisms (see Refs. [16, 17] for
reviews).
The mathematical tool to connect the stationary points of the Hamil-
tonian (1.1) with the topology of the set (1.9) is finite-dimensional Morse
theory. In the following paragraph we are going to recall some basic con-
cepts of this theory.
1.2 Morse theory
The aim of this paragraph is to recall the basic concepts of finite dimensional
Morse theory with particular attention to its application to the study of the
topology of energy landscapes. We address the reader to [77] for technical
details and for the mathematical proofs that we will omit here.
Let us consider a smooth function V from a manifold M to the space of
real numbers, V : M ⊆ RN → R. We call stationary points or critical points
or saddle points of V all those points qc ∈M such that dV (qc) = 0 including
minima and maxima. Let HV (qc) denote the Hessian matrix of V evaluated
in qc. If det [HV (qc)] 6= 0 then qc is said to be a non-degenerate stationary
point, otherwise qc is said to be degenerate. All those points vc ∈ R image of
(at least) one stationary point are said stationary values or critical values of
the function V . If qc is a non degenerate point, the index of qc is the number
of negative eigenvalues of the Hessian matrix evaluated in qc. V is said to
be a Morse function if detHV (qc) 6= 0 for every qc ∈M .
An important result of Morse theory is that all the critical points of a
Morse function are isolated. This result is stated in the following
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Theorem 1.2.1 (Morse Lemma). Let qc be a non-degenerate critical point
of V with index k.
Then, in a neighborhood Uqc of qc a local coordinate system (x1, . . . , xN)
exists such that
V = V (qc)− x21 − ...− x2k + x2k+1 + ...+ x2N (1.10)
is exact in Uqc.
To study the topology of the energy landscape of a system, that is the
topology of the set
Mv = V
−1(v) =
{
q ∈M
∣∣∣V (q)
N
≤ v
}
, (1.11)
we are going to consider only potential functions V that are Morse functions.
This is not a limiting restriction. In fact it can be shown that Morse function
are an open and dense subset of all C∞ functions [78]. This means that, even
if the interaction potential is not a Morse function, it can be made a Morse
function simply by adding a generic, arbitrarily small, perturbation. As an
example, every potential function with continuous symmetry is not a Morse
function. In this case, a generic perturbation changes the structure of the
stationary points and explicitly breaks the continuous symmetry. A rather
useful trick is to consider the system after having fixed a finite number of
coordinates. In our work we are going to apply this prescription to study
our potential functions. For further details and a more extended discussion
on the subject, see Chapter 2.
The connection between Morse functions and the topology of the set
(1.11) is established by the following
Theorem 1.2.2. : Let us consider a smooth Morse function V such that
V : M ⊆ RN → R. Suppose that [a, b] ∈ R contains a single critical value vc
which corresponds to a single critical point qc with index k.
If Ma and Mb are compact, then Mb is homeomorphic to a manifold ob-
tained attaching5 a k−handle to Ma, where a k−handle is the direct product
of a k−disc with a (N − k)−disc.
5For a rigorous definition of the operation of “attaching”, we address the reader to [77].
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Theorem 1.2.2 asserts that the topology of the set (1.11) changes any
time v passes through a stationary value and it is characterized by the sta-
tionary points of V and by their indices. This notwithstanding, the topology
of Mv could be very complicated when N becomes large. A topological in-
variant easy to evaluate once all the stationary points are known is the Euler
characteristic χ(Mv) of the manifold Mv. This quantity is given by
χ(Mv) =
N∑
i=0
(−1)iµi (1.12)
where µi is the i−th Morse number, defined as the number of critical points
of V with index i and critical values smaller than v. To evaluate the Euler
characteristic it is necessary to know all the stationary points and their
indices; this informations could be hard to determine for generic potential
functions.
1.3 Topological conjecture
The study of some simple models (see [16, 17] for reviews) has shown that
strong changes in the topology of Mv for a certain value of the potential en-
ergy density vc are often associated to a singular behavior of thermodynamic
quantities at the same value of the potential energy per degree of freedom.
This led the authors of [12] to conjecture that phase transitions could be due
to “sufficiently strong” changes in the topology if Mv. This idea has been
named “topological conjecture” in [15]. The precise meaning of “sufficiently
strong” changes is still under debate. However a weaker version of the topo-
logical conjecture is believed to be correct; the so-called “weak” topological
conjecture asserts that:
Conjecture 1.3.1 (“weak” topologic conjecture). A change in the topology
of {Mv} at v = vc is a necessary condition for a phase transition to occur in
the system at v = vc.
Franzosi and Pettini announced in [79–81] the proof of a theorem that
sustains the validity of Conjecure (1.3.1) for a certain class of physically
relevant potential functions.
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Theorem 1.3.2 (Franzosi-Pettini theorem). Let V be a potential function
of the form
VN(q) =
N∑
i=1
φ(qi) +
N∑
i,j=1
ci,jψ(|qi − qj).
Let V be smooth, confining, short ranged and limited from below.
If there exists a number N0 and an interval [v1, v2] ∈ R such that ∀N > N0
the hypersurfaces (Mv)v∈[v1,v2] do not change topology, then the free energy
is at least C2 [β(v1), β(v2)] when N → ∞. β(v) = 1T (v) is the value of the
inverse temperature correspondent to the potential energy v.
Authors stated that the extension of the above results to higher order
derivatives of the free energy is possible although laborious. We do not
present here the proof of theorem 1.3.2 for which we address to [79, 80], we
simply highlight here that every hypothesis of the theorem appears to be
vital for the results. In fact, counterexamples of theorem 1.3.2 are known for
non-confining, long-range or singular potential functions, see i.e. [16] or [55]
for a basic comment on this point. See also Sec. 1.6 for a further discussion
on the validity of this theorem.
Thanks to Morse theory the above mentioned theorem can be reformu-
lated in terms of stationary configurations of the potential energy. Indeed, if
V is a Morse function, topological changes of the set Mv correspond to the
existence of stationary points of the potential function V whose stationary
values belong to [v1, v2].
The determination of the kind of topology change that can induce a
phase transition in the thermodynamic limit is still an open question. This
notwithstanding, the connection between stationary configurations of the
potential energy V –or changes in the topology of Mv–and nonanalyticities
of the microcanonical entropy for finite N has been completely understood,
as we shall see in the next Section.
1.4 Microcanonical singularities
In the canonical and in the grand canonical ensemble the thermodynamic
potentials are smooth functions for systems with a finite number of degrees
of freedom [44]. On the other side, as pointed out at the end of Sec. 1.1.2,
the microcanonical entropy shows singularities also for finite systems. In
principle, this fact should have been known for a long time, because even
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one-degree-of-freedom systems like a simple pendulum or a particle in a
double-well potential do show nonanalyticities of the entropy. Still, it came
as a surprise to many researchers in the field to see how frequently such
nonanalyticities are encountered in many-particle systems [22,32,82–84].
In the following we are going to consider systems described by the Hamil-
tonian (1.1) with V Morse potential functions. More precisely, we are going
to describe the effect of the stationary configurations on the analyticity prop-
erties of the microcanonical entropy. This paragraph is structured as follows.
In §1.4.1 we are going to review the results due to Kastner, Schreiber and
Schnetz reported in [20, 35] giving a complete characterization of the non-
analyticities of the configurational entropy and of their strength for finite
systems. They found a one-to-one correspondence between the stationary
values of the potential energy the singularities of the configurational en-
tropy. The behavior of such nonanalyticities as a function of the number N
of degrees of freedom is remarkable: their number may grow with N even
exponentially, and their “strength” generically decreases linearly with N . In
§1.4.2 we will take back the kinetic term to get Hamiltonian systems of the
form given by Eq. (1.1) and we will discuss the effect of this term on the
microcanonical nonanalyticities for finite systems and in the case N → ∞.
It will turn out that the kinetic term increases the regularity of the entropy
although it remains a singular function [22].
1.4.1 Singularities in the configurational entropy
Let us consider a Hamiltonian system of the form (1.1) with a smooth and
confining potential V : ΓN ⊆ RN → R. In [20,35] authors have analyzed the
analyticity properties of the configurational density of states6 defined in Eq.
(1.5)–or equivalently of the configurational entropy (1.4)–as a function of v.
The main observation is that the nonanalytic points of ωcN(v) are strictly
related to the stationary points of V . In fact, if no stationary values of
6Similar results are valid for the integrated density of states Ωc(v) =
∫
ΓN
Θ(V (q) −
Nv) dq, Θ(x) denotes the Heaveside step function of x, and for the corresponding entropy
σcN (v) =
1
N log Ω
c
N (v). Ω
c
N is related to the previous definition by
ωcN (v) =
dΩcN (v)
dv
. (1.13)
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the potential energy are present in the interval [v1, v2], then ω
c
N and s
c
N are
analytic functions ∀v ∈ [v1, v2] [80]. Let us consider a given value v of VN and
the set (1.11) that we rewrite as
V −1(v) =
{
q ∈ ΓN
∣∣∣V (q)
N
= v
}
; (1.14)
if V −1(v) does not contain any stationary point of V , then ωcN(v) is a smooth
function. On the other side, if at least one critical point of V belongs to
V −1(v), then it must be isolated, V being a Morse function. This implies
that neighborhoods Uqic of q
i
c can be built in such a way that q
j
c /∈ Uqic if
j 6= i. For this reason we can discuss the analyticity properties of ωcN(v)
supposing that only one critical point qc is present, the generalization to
several stationary configurations is straightforward and consists in adding
the different contributions. If only one stationary configuration qc is present,
then the configurational density of state in Eq. (1.5) can be written as
ωcN(v) =
∫
Uqc
δ(V (q)−Nv) dq +
∫
ΓN−Uqc
δ(V (q)−Nv) dq; (1.15)
for the above mentioned reasons the second term of the sum in Eq. (1.15)
gives a smooth contribution and nonanalytic points can derive exclusively
from the first term.
Without loosing in generality we can set V (qc) = 0. Thanks to the Morse
Lemma (1.2.1), Uqc and a coordinate system x = (x1, . . . , xN) can be chosen
in such a way that
V (q(x)) = −
k∑
i=1
x2i +
N∑
i=k+1
x2i (1.16)
in Uqc ; k is the index of the stationary point qc. Denoting by J(x) the
determinant of the Jacobian of the coordinate transformation from the orig-
inal coordinate system to the one defined in Eq.(1.16), let us consider its
expansion around x = 0:
J(x) =
∑
I={i1,...,iN}
aIx
I , (1.17)
where a multi-index notation xI = xi1 . . . xiN , has been used. In Eq. (1.17),
the 0−th order is related to the second derivatives of the potential energy
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function V evaluated in qc, that is
J(0) = a0 =
∣∣∣∣det [HV (0)2
]∣∣∣∣− 12 . (1.18)
J(0) represents the leading order contribution to the non analytic term in
Eq. (1.15). In [20] authors evaluated the non analytic contribution deriving
from the first term in the sum of Eq. (1.15) at any order in the expansion
(1.17). The 0−th order term in Eq. (1.18) is enough to our purposes and
we can finally present the following theorem7
Theorem 1.4.1 (Singularities of the configurational entropy for finite sys-
tems). Let V : G ⊆ RN → R be a Morse function. Let qc be the only
stationary point of V in an open set G, having index k and stationary value
V (qc)
N
= vc. The configurational density of state ω
c
N can be written as
ωcN(v) = ω
a
N(v) + ω
na
N (v), (1.19)
that is as the sum of an analytic function ωa(v) and a non analytic function
ωnaN (v). The leading order of the non analytic term is given by
ωnaN (v) =
(Npi)N/2
NΓ
(
N
2
)√∣∣∣det [HV (qc)2 ]∣∣∣ h
na
N,k(mod4)(v) (1.20)
where the singularity is given by the universal function
hnaN,k(mod4)(v) =

(−1)k/2v(N−2)/2Θ(v), k even,
(−1)(k+1)/2v(N−2)/2pi−1 log |v|, N even, k odd,
(−1)(N−k)/2(−v)(N−2)/2Θ(−v), N, k odd.
(1.21)
hnaN,k(mod4)(v) is universal in the sense that it does not depend on V . In case
there are more then one critical points of V , their contributions sum up.
Finally, the contribution of the singularities due to higher order terms in the
expansion (1.17) simply changes the pre-factor in Eq. (1.20) but leaves the
universal function hnaN,k(mod4)(v) unchanged.
7For the general statement of the theorem at any order in the expansion of the deter-
minant of the Jacobian and for its proof, we address the reader to [20].
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In all the three cases of Eq. (1.21), ωcN is b(N−3)/2c times differentiable8,
where bxc denotes the largest natural number smaller than x. In short, the
results of Theorem 1.4.1 can be rephrased as follows:
(i) Every stationary point qc of V gives rise to a nonanalyticity of the
configurational entropy sc(v) at the corresponding stationary value v =
vc = V (qc)/N .
(ii) The order of this nonanalyticity is b(N − 3)/2c, i.e., sc(v) is precisely
b(N − 3)/2c times differentiable at v = vc.
The second observation could lead to the conclusion that in the thermody-
namic limit N → ∞ these non analytic points disappear. Actually this is
not the case, as we will discuss in §1.5, in agreement with the conclusions of
Theorem 1.3.2.
It is worth noticing that in Theorem 1.4.1 the request of a Morse potential
is a stronger requirement then what is actually needed. In fact the previous
results remain valid simply asking for non degenerate stationary points of
V in ΓN − U , with U a suitable subset of the configuration space. In this
case the previous analysis is valid for every value of v except those included
in V (U) upon which nothing could be concluded. This is the situation in
the mean field XY model that we are going to discuss in §2.2.1. In the
following we will assume the potential energy V (q) to be a Morse function
unless explicitly stated otherwise.
1.4.2 Role of the kinetic energy
A kinetic term of the form in Eq.(1.1) gives a trivial contribution to the
canonical partition function both in the case of finite systems and in the
N →∞ limit; its effect is simply to shift the thermodynamic functions by a
constant. In the microcanonical ensemble, instead, its effect is more tricky
and it has been analyzed in [22] both in the case of finite systems and in the
thermodynamic limit. The analysis has been done considering Hamiltonian
systems with Morse potential functions and the results can be summarized
as follows:
8The integrated density of states ΩcN (v) defined in Eq.(1.13) is b(N − 1)/2c differen-
tiable.
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1. finite systems. If the configurational density of states ωN(v) is non-
analytic at v = vc, then the density of states ωN(ε) and the entropy
sN(ε) are nonanalytic at ε = vc; moreover the density of states ωN(ε)
and the entropy sN(ε) at ε = vc are differentiable bN/2c-times more
often than the configurational density of states ωN(v)
9.
2. Infinite systems. If sc∞(v) is nonanalytic at v = vc, then s
∞(ε) will be
nonanalytic at ε = ε∗, where ε∗ is defined implicitly by 〈v〉(ε∗) = vc
with 〈v〉 denoting the average potential energy density. Apparently
ε∗ differs from the value of vc, unless the average kinetic energy per
particle vanishes at ε∗.
Hence, despite their common origin from the nonanalyticity of sc at vc, non-
analyticities of s∞(ε) jump from their finite-N value of ε to a different value
ε∗ in the thermodynamic limit. Here we are going to give the sketch of
the idea behind the above mentioned results, for a more rigorous proof we
address the reader to [22].
We begin by noting that if the Hamiltonian H(p, q) is of standard form
(1.1), its stationary points10 are of the form p˜c = (pc, qc) = (0, qc). Hence
the stationary value of the Hamiltonian coincides with the stationary value
of the potential energy, i.e., εc = vc, the kinetic energy is zero at stationary
points and H(pc, qc) = V (qc) for all stationary points (pc, qc) of H. As a con-
sequence, for all finite N the nonanalyticities of the configurational entropy–
which we have traced back to stationary points in the previous section–show
up at the very same stationary values as those of the entropy.
In case of systems described by Eq. (1.1) the density of states can be
written as a convolution product [85] between a kinetic and configurational
part. In fact we can define a kinetic density of states as
ωkN(γ) =
∫
RN
δ
(
1
2
N∑
i=1
p2i −Nγ
)
dp =
2piN/2
Γ
(
N
2
) (2N N2 −1) γ N2 −1; (1.22)
9As far as the entropy is concerned, these statements hold if vc is in the interior of
its domain. Both statements hold also for the integrated densities of states ΩN (ε) and
ΩcN (ε).
10The present discussion holds also in case of magnetic systems for which a rather
special precessional dynamics with constant kinetic energy is present. Indeed, their role
is analogous to that of simple “rotor” systems where conjugate variables p and q can be
separated and the relative Hamiltonian can be rewritten in the general form (1.1).
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in this way the density of state ωN(ε) is given by
ωN(ε) =
∫ ∞
0
ωkN(γ)ω
c
N(ε− γ) dγ =
∫ ε
−∞
ωkN(ε− γ)ωcN(γ) dγ. (1.23)
At any finite N , the effect of the kinetic energy term on the order of the non-
analyticities of the entropy can be computed explicitly from the convolution
integral (1.23). Such a calculation is reported in the Appendix A of [22], and
the only additional input used is that–in accordance with Theorem 1.4.1–the
nonanalyticities of the configurational density of states ωcN are of algebraic
type.
For what concerns the case of infinite systems, if limN→∞ scN exists, then
also limN→∞ sN exists [85] and, apart from irrelevant constants, it is given
by
s∞(ε) = lim
N→∞
1
N
log max
γ≥0
[
ωkN(γ)ω
c
N(ε− γ)
]
=
=sk∞ [γ˜(ε)] + s
c
∞ [ε− γ˜(ε)] ,
(1.24)
where γ˜(ε) is the value of γ that maximize the above expression. In particular
γ˜(ε) represents the average kinetic energy per particle and the results for
infinite systems follows from expression
s∞(ε) = sk∞ [ε− 〈v〉(ε)] + sc∞ [〈v〉(ε)] . (1.25)
Once again, in the proof the only requirement on the stationary points is that
the nonanalyticities of the configurational density of state are of algebraic
type. In case of Morse potentials this requirement is guaranteed by theorem
1.4.1 but the above mentioned results remain valid also for potentials that
are not Morse functions (and so do not satisfy the hypotheses of theorem
1.4.1) but have nonanalyticities of the configurational density of state of al-
gebraic type. An example of a system with this kind of potential function is
given by the hypercubic model discussed in [22].
Let us conclude this section with some comments. The classical definition
of phase transitions as nonanalytic points of the thermodynamic functions
is perfectly meaningful in the canonical and grand-canonical ensembles but
cannot be applied directly to the microcanonical ensemble. In this case the
number of critical points of the potential energy typically increases exponen-
tially with N . This would mean that one should encounter roughly O(eN)
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phase transitions in finite systems. Moreover these nonanalyticities are ir-
relevant to the thermodynamics, as they affect derivatives of order N of the
entropy. A possible mechanism for a microcanonical finite-N -singularity to
survive in the thermodynamic limit has been proposed in [20,34] and will be
discussed in the following Section.
1.5 The KSS criterion
It is natural to ask if some of the singularities of the microcanonical entropy
of a finite system can survive in the N → ∞ limit to give rise to a phase
transition. In this Section we are going to discuss a theorem due to Kastner,
Schreiber and Schnetz [20,34] that gives a necessary condition for a finite-N
microcanonical singularity to survive in the thermodynamic limit. At the
end of this Section this result will be re-formulated as a criterion for the
search of phase transitions.
1.5.1 The KSS theorem
If not stated otherwise, in the following we are going to neglect the apex c to
denote the configurational part of the thermodynamic functions to lighten
the notations. Let us consider the configurational density of states in a small
interval (v0 − ε, v0 + ε) centered around a given value, v0, of the potential
energy density. We can write
ωv0,εN (v) = A
v0,ε
N (v) +B
v0,ε
N (v), (1.26)
where Bv0,εN (v) includes the singular contributions due to all the critical
points whose energies belong to the interval (v0 − ε, v0 + ε). From Theo-
rem 1.4.1 we have:
Bv0,εN (v) =
∑
{vc||vc−v0|<ε}
∑
{qc|V (qc)N =vc}
ωnaN,qc(v); (1.27)
vc denotes the stationary value of the potential energy and qc denotes the
stationary configurations. From Theorem 1.4.1 follows that we can add to
Bv0,εN (v) a smooth function A
v0,ε
N (v) such that Eq. (1.26) coincides with the
configurational density of states when v ∈ (v0 − ε, v0 + ε).
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We are interested in the regularity properties of the entropy density; in
the set (v0 − ε, v0 + ε) the latter can be written as
sv0,εN (v) = lim
N→∞
1
N
log [ωv0,εN (v)] = lim
N→∞
1
N
log [Av0,εN (v) +B
v0,ε
N (v)] . (1.28)
The above relation can be written as
sv0,εN (v) = max{av0,ε(v), bv0,ε(v)}, (1.29)
where
av0,ε(v) = lim
N→∞
1
N
log [Av0,εN (v)] (1.30)
and
bv0,ε(v) = lim
N→∞
1
N
log [Bv0,εN (v)] , (1.31)
unless
lim
N→∞
Bv0,εN (v)
Av0,εN (v)
= −1, (1.32)
which is a very peculiar case that we neglect in this discussion. From Eq.
(1.29) follows that nothing can be concluded on the regularity properties of
sv0,ε(v) unless both av0,ε(v) and bv0,ε(v) are known. For example, a mecha-
nism to induce a singularity in sv0,ε(v) could be a crossover between the two
terms in the maximization procedure; moreover, nothing is known about the
uniform convergence of Av0,εN (v) to a
v0,ε(v) in the N →∞ limit; this implies
that in principle av0,ε(v) could be a singular function.
In [20, 34], necessary conditions have been found such that the singular
term Bv0,εN (v) could give a non vanishing contribution for every neighborhood
of v0 whatever small, in the N →∞ limit. We report the reasoning followed
in [20, 34] without entering the details for which we refer the reader to the
cited papers.
Given the above mentioned results, the following observation can be done.
In Eq. (1.20), the analytic pre-factor
(Npi)N/2
NΓ
(
N
2
) (1.33)
is exponential in N . Then, Bv0,εN (v) contributes to ω
v0,ε(v) with a term that
goes to zero when ε goes to zero. On the other hand, we need that bv0,ε(v)
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dominates over av0,ε(v) independently of the value of ε. Apparently the only
possibility for this to happen is that
lim
N→∞
|det [HV (qc)]|
1
N = 0. (1.34)
The quantity |det [HV (qc)]|
1
N in Eq. (1.34) will be called normalized or re-
duced determinant of the Hessian matrix evaluated in qc.
This observation is far from being rigorous since it does not give any clue
as to the order in which the limit N → ∞ and the limit ε → 0 have to
be performed. In any case it gives the feeling of the reason for which the
reduced determinant in Eq.(1.34) is one of the most important ingredients
of the following theorem
Theorem 1.5.1 (KSS theorem). Let V : ΓN ⊆ RN → R be a smooth and
confining Morse potential. Denoting by qc the critical points of V and by
k(qc) their index, we call “Jacobian densities” the following quantities:
jl(v0) = lim sup
N→∞
1
N
log
[∑
qc∈Ql([v0,v0+ε]) J(qc)∑
qc∈Ql([v0,v0+ε]) 1
]
, (1.35)
where
J(qc) =
1√∣∣∣det [HV (qc)2 ]∣∣∣ (1.36)
and
Ql(v0) =
{
qc
∣∣∣ (V (qc)
N
= v0
)
∧ [k(qc) = l(mod4)]
}
. (1.37)
Thus, the contribution bv0,ε(v0) defined in Eq. (1.31) cannot induce a phase
transition in the limit N →∞ at v = v0 if
1. the total number of critical points is limited by exp(CN) for a given
constant C > 0;
2. ∀ε small enough the Jacobian densities satisfy jl(v0) <∞, ∀l ∈ {0, 1, 2, 3}.
The proof of the theorem consists in finding an estimate from above of
bv0,ε(v) which depends only on ε and not on V . The estimate is:
bv0,ε(v) ≤ 1
2
log ε+
√
2pie+ max
{l∈{0,1,2,3},|v−v′|<ε}
[nl + jl(v
′)] , (1.38)
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where
nl = lim
N→∞
1
N
log
∑
qc∈Ql(R)
1 (1.39)
is the total density of critical points. If the hypotheses of the theorem are sat-
isfied, the last term in Eq. (1.38) is finite and we can choose ε small enough
and such that av0,ε(v) dominates over bv0,ε(v); in this case the contribution
of critical points of V is negligible in the limit N →∞.
1.5.2 The KSS criterion and its applicability
The KSS Theorem 1.5.1 allows to detect, among all the finite-N singularities
of the microcanonical entropy, those that are possibly associated to a phase
transition in the thermodynamic limit. In particular it asserts that, in the
N →∞ limit, it is not possible to have a phase transition induced by a finite
N microcanonical singularity if its two hypotheses are satisfied.
It is commonly believed that the total number of critical points in a
generic Hamiltonian system grows exponentially with the number of degrees
of freedom [1, 86]. A general proof of this property is not still available and
some systems are known to show a different behavior, see i.e. the mean
field spherical model [20] in which the number of stationary points does not
increase with N . This notwithstanding the exponential behavior is certainly
the most common one; for this reason the first hypothesis of the KSS The-
orem has probably a technical nature and we are going to assume that it is
satisfied for Morse potential functions.
Instead, the second hypothesis of the KSS theorem appears to be the
key request to select, among the finite-N stationary points of the potential
energy, the few that can “survive” in the thermodynamic limit. Its practical
utility becomes clear when we re-formulate it in the following way:
In the thermodynamic limit, it is possible to have a nonanalytic point of
the configurational microcanonical entropy at a given value of the potential
energy density v = v0 if at least one of the jacobian densities jl(v) in Eq.
(1.35) diverges in v = v0; that is if the second hypothesis of Theorem 1.5.1
is not satisfied.
Following a chronological order, in literature the above criterion has been
applied to the study of the following models:
1. the mean-field XY model that we are going to discuss in §2.2.1, and
the mean-field k−trigonometric model [20];
30 Energy landscapes and equilibrium statistical properties
2. the spherical model with nearest-neighbors interactions. In this case a
singularity of the Euler characteristic in a value of the potential energy
vt does not correspond to a phase transition; coherently the criterion
is not satisfied [75].
3. The Self Gravitating Ring (SGR) model [36, 87]. This case is quite
remarkable in that it is the first application of the above criterion to a
non solvable model with long range interactions. The thermodynamics
of the model is known thanks to numerical simulations [88, 89] and
it shows a phase transition from a homogeneous high-energy phase
to a clustered low-energy phase. The criterion is able to single out
the phase transition and also suggests the presence in the system of
another phase transition not previously known. All the analysis can
be conducted in an analytical way and the SGR results had strongly
encouraged researchers in the applications of such techniques to the
analysis of the thermodynamics of a wider class of non-solvable models.
4. The one dimensional XY model [69] that will be analyzed in detail in
§2.2.2.
In the first two cases it has been possible to find an invertible relation be-
tween the stationary configurations and their stationary values: qc = qc(vc).
Thanks to this relation the Jacobian densities jl(v) have been evaluated an-
alytically. Analogous relations have been found in the last two cases, but
the quantities under analysis have been the reduced determinants present in
Eq. (1.34) and related to the Jacobian densities by definition.
To find an invertible relation qc = qc(vc) could be an essentially impossible
task for generic models. This fact is a strong limitation for the applicability
of the criterion and in some cases it can seriously compromise the whole
analysis. However the problem can be partially avoided in a way that will
be discussed in details in the following Chapter; essentially it consists in
a numerical sample of the stationary configurations of the potential energy
stored with the respective stationary values. Of course numerical samplings,
in general, cannot provide all the stationary configurations of the model but
only a small subset of them. However, a remarkable property of the KSS
criterion is that it can be applied even in the case of a partial knowledge
of the stationary points of the potential energy function and of their sta-
tionary values. Indeed, let us assume that a particular class of stationary
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configurations of a Morse potential energy function V is known and that
this class does not include all the stationary configurations. Let us further
suppose that we want to check the criterion for a certain value of the energy
density, v0. This scenario is the most common one when we want to apply
the criterion to nontrivial systems. What we have to do is to prove that
l ∈ {0, 1, 2, 3} exists such that, in the thermodynamic limit N → ∞ the
quantity
1
N
log
[∑
qc∈Ql([v0,v0+ε]) J(qc)∑
qc∈Ql([v0,v0+ε]) 1
]
(1.40)
is not definitively bounded. The first interesting fact is that the index does
not play any role: in fact if the above quantity is not definitively bounded,
then at least one of its four subsequences must be unbounded as well. Given
this fact and the fact that J(qc) > 0, the quantity in Eq. (1.40) can be
limited from below by restricting the sums present in Eq. (1.40) to a subset
Q˜ ⊆ Q of the critical points,
1
N
log
[∑
qc∈Ql([v0,v0+ε]) J(qc)∑
qc∈Ql([v0,v0+ε]) 1
]
≥ 1
N
log
∑
qc∈Q˜
J(qc)
− constant. (1.41)
As stated above, here we have assumed that the first hypothesis of the KSS
theorem is satisfied so that the denominator of Eq. (1.40) can be neglected.
From these observations and recalling the results of Section 1.4.2, we can
formulate the following criterion for the search of phase transition [36,55,72,
87] (KSS criterion):
KSS Criterion 1.5.2. Consider a classical Hamiltonian system of the form
1.1. Assume that the stationary points of V are isolated and that their num-
ber grows at most exponentially with N . Then, in the N → ∞ limit, a
singularity in the microcanonical entropy s(ε) at energy density εc induced
by saddles of V can be present only if the following conditions are satis-
fied. First, there must bu a sequence of stationary points {qNc }∞N=1 whose
corresponding stationary values converge to v0 = 〈v〉(εc), where the brackets
denote the statistical average. This means:
lim
N→∞
v(qNc ) = v0. (1.42)
Second, the Hessian matrix HV evaluated on the stationary configurations
qNc is such that
lim
N→∞
∣∣HV (qNc )∣∣ 1N = 0. (1.43)
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Since the eigenvalues of HV can be seen as curvatures of the potential
energy landscape, Eq.(1.43) means that the saddles become asymptotically
“flat”.
It is not necessary to know all the stationary points of the potential en-
ergy V to show that the KSS criterion is satisfied: the only request is to
find the “right” sequence of stationary configurations, the one that satisfies
the two conditions (1.42) and (1.43). This observation will be useful in the
following Chapter. This is the main difference between the KSS criterion
and other energy landscapes techniques where the evaluation of topology
invariants, such as the Euler characteristic, requires the knowledge of all the
stationary configurations of the potential energy and their indices. However
it is important to underline that without a complete knowledge of the critical
points of V , it is impossible to prove the validity of the first hypothesis of
the KSS Theorem.
1.6 On the Franzosi–Pettini theorem
In this last paragraph we are going to present a very recent debate around
the validity of Theorem 1.3.2. The content of this paragraph concerns very
recent results, in part already published and in part deriving from private
communications with the authors, that have to be taken as very preliminary.
In [29] Kastner and Mehta claimed that a counterexample to the Franzosi
and Pettini Theorem 1.3.2 was provided by the ϕ4 model described by the
following potential energy function
Vϕ =
∑
i∈Λ
 λ
4!
ϕ4i −
µ2
2
ϕ2i +
J
4
∑
j∈N (i)
(ϕi − ϕj)2
 , (1.44)
where J, λ, µ > 0, Λ ⊂ Z2 is a finite square lattice and N (i) denotes the
four nearest-neighboring sites of i.
After the claim, in a second paper [92], they proved that the potential
function in Eq. (1.44) satisfies the hypotheses of the Franzosi-Pettini theorem
although it is not a Morse function for every value of λ, µ, J and N , see
particularly the appendix of [92].
Then two facts became relevant: (i) in [29] authors showed that, for every
value of N , the ϕ4 model has no critical points at energy density greater than
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zero. (ii) Performing Monte Carlo simulations of the same system authors
showed in [29,92] that the ϕ4 model undergoes a phase transition at a value
of the energy density well separated from zero; this fact happens for a wide
range of parameters.
Assumed that the potential function (1.44) really satisfies all the hypoth-
esis of the Franzosi–Pettini theorem 1.3.2, the two facts stated above are in
contradiction with the latter and make the ϕ4 model a counterexample of
the Franzosi–Pettini theorem 1.3.2.
From private communications with R. Franzosi, M. Pettini, D. Mehta and
M. Kastner, it turned out that the flaw in the Franzosi–Pettini theorem may
be the absence of an extra-hypothesis in its statement. More precisely the
theorem would need this:
additional hypotesis 1.6.1. there must be no sequences of stationary con-
figurations qNc ∈ ΓN such that
lim
N→∞
V (qNc )
N
= v0, with v0 ∈ [v1, v2] and lim
N→∞
||∇V (qNc )|| = 0.
Actually, it looks like this extra hypothesis has been already used in the
proof of the theorem but it is missing in its present statement. We recall
that in the Franzosi–Pettini theorem the requests were that there should be
a number N0 and an interval [v1, v2] such that ∀N > N0 the hypersurfaces
(Mv)v∈[v1,v2] do not change topology. If these requests are satisfied then the
free energy is at least C2[β(v1), β(v2)]. The extra-hypothesis 1.6.1 is much
stronger than simply asking for the absence of critical points with critical
values in [v1, v2] for N large enough. From a qualitative point of view, the
new request corresponds to ask that “changes in the topology of (Mv)v∈[v1,v2]
cannot happen even asymptotically”. In Sec.1.2 we have reviewed some
results concerning the finite-dimensional Morse theory; it is important to
stress that infinite-dimensional Morse theory is not a direct generalization
of its finite-dimensional counterpart, so that our previous interpretation can
be taken at most at a qualitative level.
The new request 1.6.1 appears anyhow reasonable. Indeed the structure
of the stationary points can be changed easily by applying arbitrarily small
perturbations to the system that do not affect its macroscopic thermodynam-
ical behavior. For instance a stationary point of the potential energy can be
transformed in a non-stationary point by changing the boundary conditions
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or by applying a small external field to the system. On the contrary, a re-
quest like 1.6.1 is more “robust”, in the sense that it should not be altered
unless the changes in the boundary conditions or the applied external fields
become so strong that also the thermodynamical behavior changes. Anyway,
the fact that these results are very recent (and partially not yet published)
makes mandatory to revisit them with care before drawing any conclusion.
For what concerns the results presented in this Chapter we can say that
some of the results from [80] have been used to prove the Theorem 1.4.1 on
the singularities in the microcanonical entropy of finite systems. However
authors of Theorem 1.4.1 ensure that the theorem is not affected by the extra
hypothesis (1.6.1); in absence of any explicit correction by the authors we
can consider it as correct as all the other results reviewed in the previous
sections with the special exception of the Franzosi–Pettini theorem.
For what concerns our results that will be presented in the rest of this
work, they are not touched by the above discussion since they are not in-
fluenced by the possible addition of the extra-hypothesis 1.6.1. In fact they
have been mostly derived before the debate on the Franzosi–Pettini theorem
started.
We considered worthwhile to present here the above discussion even if it
concerns still open questions. Anyway every statement has to be analyzed
with special care in the future before drawing any conclusion on the subject.
Chapter 2
Energy landscapes and classical
O(n) spin models
The energy landscape approach presented in the previous Chapter has been
applied to study the equilibrium properties of several systems. As discussed
in Sec.1.5.1 the KSS criterion has been tested on exactly solvable models,
i.e., models with mean-field interactions or one-dimensional systems, the only
exception being the non-solvable SGR model. In all cases the results were
correct and encouraged us to go beyond “simple” models by performing an
analysis of the stationary points and their Hessian determinants for classical
O(n) spin models with nearest-neighbor ferromagnetic interactions. Our
investigation starts with the analysis of the n = 2 case, the XY model,
defined on a two-dimensional square lattice and on a three-dimensional cubic
lattice [37,55]. The results of this study are collected in the present Chapter.
The Chapter is organized as follows. In Sec. 2.1 we will introduce the
class of classical O(n) spin models and we will briefly review their thermody-
namic behavior. In Sec. 2.1.1 we will construct a special class of stationary
configurations: the Ising stationary configurations. As we will show, this
class is given by all the configurations of an Ising model defined on the same
lattice and with the same interactions as the corresponding O(n) model,
see [38, 55]. Sec 2.2 will be mostly devoted to the application of the KSS
criterion to nearest-neighbor XY models in two and three spatial dimen-
sions. For the mean-field (fully connected) XY model as well as for the
one-dimensional XY model, indeed, the stationary points and their relation
to phase transitions have already been studied in earlier works, see [14, 34]
and [69]; given their relevance for our work, the result of these analyses will
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be reviewed in Secs. 2.2.1 and 2.2.2, respectively. From Sec. 2.3 on, we will
finally present the application of the KSS criterion to the two- and three-
dimensional XY models [37, 55] on the Ising configurations. Unlike in the
mean-field case, however, no signature of the phase transitions will be visible
from the data obtained both in two and in three spatial dimensions. In Sec.
2.3.3 we will then construct another class of stationary points which have
the character of spin waves. Since their number is small (subexponential),
they are not expected to significantly influence the thermodynamic behavior
of the model. In Sec. 2.3.4, we will construct another exponentially large
class of particularly interesting stationary points whose Hessian determinant
is zero. Moreover, we will be able to prove that, even after explicitly break-
ing the global O(2) symmetry of the XY model, these stationary points are
not isolated but occur in continuous families. This finding has interesting
consequences which will be discussed at the end of Sec. 2.3.4. In Sec. 2.3.5
we will investigate how the presence of inhomogeneous external magnetic
fields may destroy the continuous families and lead to isolated, nonsingular
stationary points. A summary of the results and concluding remarks will be
presented in Sec. 2.3.6.
2.1 O(n) spin models
Classical O(n) spin models constitute a paradigmatic class of models for the
study of magnetic phase transitions (the prototype of all continuous phase
transitions). In our analysys we are going to consider O(n) models defined
on d-dimensional hypercubic lattices with periodic boundary conditions. To
each lattice site i an n-component classical spin vector Si = (S
1
i , . . . , S
n
i ) of
unit length is assigned. The energy of the model is given by the Hamiltonian
H(n) = −J
∑
〈i,j〉
Si · Sj = −J
∑
〈i,j〉
n∑
a=1
Sai S
a
j , (2.1)
where the angular brackets denote a sum over all pairs of nearest-neighboring
lattice sites1. The exchange coupling J will be assumed to be positive,
1Our class of models is such that H(n) ≡ V (n). In principle a standard kinetic term
could be added to Eq. (2.1) and a similar analysis could be performed on the systems,
see Sec. 1.4.2. However we are only interested in the configurational quantities and so
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resulting in ferromagnetic interactions, and without loss of generality we
set J = 1 in the following. The Hamiltonian (2.1) is globally invariant under
the O(n) group; when n = 1 the symmetry group becomes the discrete group
O(1) ≡ Z2 and the Hamiltonian (2.1) becomes the Ising Hamiltonian
H(1) = −
∑
〈i,j〉
σiσj, (2.2)
where σi ∈ {−1,+1} ∀i. In all the other cases n > 2, the O(n) group is
a continuous one. Two special representatives of the O(n) models are the
XY model (n = 2) and the Heisenberg model (n = 3). For the XY model,
spins live on the unit circle S1 and the components of the ith spin can be
parametrized by a single angular variable ϑi ∈ [0, 2pi) such that{
S1i = cosϑi,
S2i = sinϑi.
(2.3)
The Hamiltonian of the XY model can thus be conveniently written as
H(2) = −1
2
N∑
i=1
∑
j∈N (i)
cos (ϑi − ϑj) , (2.4)
where N (i) denotes the set of nearest neighbors of lattice site i. The energy
density ε = H(2)/N lies in the energy range [−d, d] where d is the lattice
dimension.
The thermodynamics of the O(n) models is a well known topic in statis-
tical physics. We simply recall here the main results useful in the following
and we address the reader to the cited papers for further details.
When mean-field interactions are considered, the Hamiltonian (2.1) be-
comes
H
(n)
MF = −
1
2N
N∑
i,j=1
Si · Sj, (2.5)
where, according to the Kac prescription [51], the normalization 1/N is un-
derstood to obtain an extensive energy. In the mean-field case O(n) models
“energy density, ε” and “potential energy density, v” will be treated as synonyms in the
following.
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are exactly solvable for every n and show a phase transition with sponta-
neous symmetry breaking at the maximum value of ε (εc = vc = 0 with our
choice of units) [93].
As to systems with nearest-neighbor interactions, the energy density
range is ε ∈ [−d, d] with our choice of units. In d = 1 the models are
exactly solvable for every n, see [44, 94] and references therein. For these
models it can be shown that no spontaneous magnetization is present for
any value of n except when εc = vc = −d (or, correspondingly, T = 0).
In d = 2, the case n = 1 (the Ising model) has been exactly solved by Lars
Onsager in 1944 [95] and the model exhibits a ferromagnetic phase transition
with spontaneous symmetry breaking at εc = −
√
2. In d = 2 the Mermin
and Wagner theorem [58] rules out the possibility of a phase transition with
spontaneous symmetry breaking for n > 1. However, the case n = 2 (the XY
model) exhibits a Berezˇinskij-Kosterlitz-Thouless (BKT) transition [96, 97]
with no long-range order. An analytical solution of the two-dimensional
XY model is still missing; some theoretical results are known to estimate its
thermodynamics in certain limits, see e.g. [98–101], and the thermodynamics
has been reproduced through numerical investigations, see e.g. [102,103]. No
phase transitions are believed to be present in d = 2 and n > 2.
In d = 3 a ferromagnetic phase transition with spontaneous symmetry
breaking is present for every n. The models are not exactly solvable and
their thermodynamics is known only through numerical simulations, see e.g.
[104–106].
If we want to deal with an energy landscape approach to infer the equi-
librium properties of the class of models in Eq. (2.1), the first thing we have
to do is to determine the stationary configurations of H(n). This will be the
subject of the next section.
2.1.1 Ising stationary configurations
The stationary points of H(n) for n ≥ 2 are given by the solutions S =
(S1, . . . , SN) of the N vector equations ∇H(n) = 0. Inserting back for a
moment the exchange coupling J in Eq. (2.1), the latter can be written as
nN scalar equations,
−
N∑
j=1
JSaj + λkS
a
k = 0 , a = 1, . . . , n, k = 1, . . . , N , (2.6)
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where the λ’s are N Lagrange multipliers, plus the N nonlinear constraints∑n
a=1 (S
a
i )
2 = 1, which prevent the above equations from being easily solved.
However, a particular class of solutions can be found by assuming that all
the spins are parallel or antiparallel: S1i = · · · = Sn−1i = 0 ∀i. In this
case, the N(n − 1) equations (2.6) with a = 1, . . . , n − 1, corresponding to
the first n − 1 components of the spins, are trivially satisfied. As to the
n-th component, the constraints (Sni )
2 = 1 imply Sni = σi ∀i, so that the
remaining N equations read as
−
N∑
j=1
J σj + λkσk = 0 , k = 1, . . . , N . (2.7)
The above equations are satisfied by any of the 2N possible choices of the σ’s
provided one puts λk =
(∑N
j=1 Jσj
)
/σk, k = 1, . . . , N . The Hamiltonian
(2.1) becomes the Ising Hamiltonian (2.2) when the spins belong to this class
of stationary configurations. Therefore we have a one-to-one correspondence
between a class of stationary configurations of the Hamiltonian (2.1) of a
O(n) spin model and all the configurations of the Ising model (2.2), i.e., the
Ising model defined on the same graph with the same exchange coupling2 J ;
the corresponding stationary values are just the energy levels of this Ising
Hamiltonian. We shall refer to the class of stationary configurations Si =
(0, . . . , 0, σi) ∀i = 1, . . . , N as “Ising stationary configurations”.
The Ising stationary configurations do not complete all the stationary
configurations of the O(n) models; on the contrary, we know that there
are other classes of stationary configurations in these models, see e.g. [37],
and we expect that many other classes are still not known in general (two
exceptions are the mean-field XY model and the one-dimensional XY model
that will be discussed respectively in Sec. 2.2.2 and 2.2.1). Nonetheless, the
2N Ising ones are a non-negligible fraction of the whole, especially at large N
because the number of stationary points of a generic function of N variables
is expected to be exponentially growing with N [86].
The above results hold for O(n) and Ising models defined on any graph
and with any interaction matrix J . From now on we shall restrict to regular
d-dimensional hypercubic lattices and to ferromagnetic interactions: J = 1.
2The above considerations are valid also for a generic interaction matrix Jij in Eq.
(2.1).
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In this case, in the thermodynamic limit N →∞, the energy density levels
of the Ising Hamiltonian (2.2),
H(1)(σ1, . . . , σN)/N ∀σi = ±1,
become dense and cover the whole energy density range of all the O(n)
models.
There is another fact that has to be highlighted. The O(n) invariance
of the Hamiltonian (2.1) implies that the solutions of (2.6) are not isolated
points in configuration space, but occur in continuous curves, see e.g. [37]
for the case n = 2. Several of the theoretical tools and results mentioned
in Chapter 1, and in particular the Hessian determinant criterion (1.43), re-
quire energy functions with only isolated stationary points. It is therefore
necessary to explicitly break the global O(n) symmetry of O(n) models and
this can be done in different ways. One possibility is to add a generic pertur-
bation to the system. For instance the Hamiltonian (2.1) can be perturbed
by adding (small) external fields parallel to (and concord with) a fixed di-
rection, let say the n−th direction hi = (0, . . . , hni ), and whose strength may
change from site to site,
H(n)p = −
n∑
a=1
Sai S
a
j +
N∑
i=1
hni S
n
i . (2.8)
At the end of the calculations the thermodynamic limit must be taken as
lim|h|→0 limN→∞ and the system is forced to break its symmetry in the di-
rection dictated by the external field. Alternatively, as we are going to
do, we can choose to fix one spin (that is a global phase), e.g. SN =
(S1N , S
2
N . . . , S
n
N) = (0, 0, . . . , 1). In the large-N limit, the only effect of this
global phase fixing is to dictate the direction of the spontaneous symmetry
breaking, but otherwise thermodynamic quantities remain unaffected. The
interesting thing is that the class of the Ising stationary configurations re-
mains unaffected either by the prescription in Eq. (2.8) and by the global
phase fixing. This is not true, in gneral, for other stationary points that
usually are destroyed when such modifications are applied.
All these facts may suggests that Ising stationary configurations are not
merely a subclass of stationary points of the O(n) models but they could
actually be the “most important” class. In particular we may hope to infer
some of the thermodynamic properties of the O(n) models from what is
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known about the corresponding Ising model. In the following of this Chapter
we are going to take seriously this statement to understand if some prediction
can be obtained from it. Our analysis starts with one representative of the
O(n) models, the XY model, hoping that this choice yields the simplest
possible O(n) models amenable to the energy landscape analysis we have in
mind3.
2.2 Exploring the energy landscape of XY
models
The present Section is mainly devoted to the presentation of the results re-
ported in [37] concerning the analysis of the energy landscape of the XY
models in two and three spatial dimensions and with nearest-neighbors in-
teractions. The mean-field (fully connected) XY model [14, 20] and the
one-dimensional XY model [69] have already been studied in the spirit of
the criterion presented in Chapter 1. The results showed a clear signature,
in stationary-point properties, of the presence of a finite-temperature phase
transition in the mean-field XY model and no signature of a transition in the
one-dimensional XY model, in agreement with the known thermodynamic
behavior of these models. Before going in the details of the application of the
KSS criterion to the XY models in two and three dimensions, we will recall
the above mentioned results for the mean-field and the one-dimensional case,
given their relevance for the our analysis.
We recall here the main results of Sec. 1.5.2 that are necessary for the
application of the KSS criterion 1.5.2. Let us consider a classical Hamilto-
nian of the form (1.1) without the kinetic term, and let us assume that the
stationary points of the potential energy V are isolated and grows at most
exponentially4 with N . The microcanonical entropy density of the system
s(ε) can be non-analytic in ε = v = vc =
Vc
N
only if a sequence qNc of station-
ary configurations of V can be found such that the following conditions are
3In the even simpler Ising model such an analysis is impossible due to the discrete
character of the spin variables.
4In the case of the XY models in d = 2 and d = 3 this condition will be assumed as
satisfied even if the total number of stationary configurations is unknown.
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satisfied:
(i) lim
N→∞
V (qNc )
N
= vc; (2.9)
(ii) lim
N→∞
∣∣detHV (qNc )∣∣ 1N = 0 (2.10)
where HV denotes the Hessian matrix of the potential energy function eval-
uated on the stationary configurations qNc . The second conditions can be
equivalently replaced by the request that at least one of the Jacobian den-
sities jl(vc) given by Eq. (1.35), diverges when N → ∞. Remember that
a complete knowledge of all the stationary points is not necessary to apply
the criterion; the only requirement is to find the “right” sequence for which
Eq. (2.9) and Eq. (2.10) are satisfied. The results on the Ising stationary
configurations reported in Sec. 2.1.1 indicate this class of stationary configu-
rations as the “favourite” for the application of the KSS criterion. However,
if the KSS criterion is not satisfied on this class (or on other classes of sta-
tionary configurations), it is possible that some of the unknown stationary
points could satisfy requests (i) and (ii) and so nothing can be rigorously
concluded on the thermodynamics of the model.
2.2.1 The mean-field XY model
The mean-field XY model is described by the Hamiltonian (2.5) and rep-
resents the first model for which the KSS criterion has been verified [20].
Following the results reported in [14] an external field h is introduced in
the system such that 0 . h  1 and the continuous O(2) symmetry of the
Hamiltonian (2.5) is explicitly broken in the low energy phase. In this way
Eq. (2.5) becomes
H
(2)
MF = VXYMF −
1
2N
N∑
i,j=1
cos(ϑi − ϑj)− h
N∑
i=1
cosϑi (2.11)
where the angular variables ϑi ∈ [0, 2pi) univocally determine the position
of the ith spin on the unit circle S1, see Eq. (2.3). The thermodynamics
of the model is well known [70] and shows a continuous phase transition in
εc = vc = 0 when N →∞ and h→ 0. When h 6= 0 no phase transitions are
present for any finite value of the temperature.
For this model all the stationary configurations of the Hamiltonian (2.11)
are known [14,55] and can be grouped in two classes:
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1. Ising stationary points. This is the class of stationary points presented
in Sec.2.1.1. In terms of the angular variables ϑi the Ising stationary
configurations are given by all those configurations (ϑi, . . . , ϑN) such
that5 ϑi = {0, pi} ∀i = 1, . . . , N . For the mean-field XY model the
energy density of an Ising stationary point can be parametrized in
terms of the number of the angular variables equal to pi: denoting by
Npi the number of the angular variables equal to pi and by npi =
Npi
N
their number density, we get:
vnpi = −
1
2
(1− 2npi)2 − h (1− 2npi) . (2.12)
vnpi is such that vnpi ∈
[
−1
2
− h, h2
2
]
.
2. Stationary points characterized by the value of the magnetization. This
class consists in all the configurations (ϑ1, . . . , ϑN) such that
mx(ϑ1, . . . , ϑN) =
1
N
N∑
i=1
cosϑi = −h (2.13)
my(ϑ1, . . . , ϑN) =
1
N
N∑
i=1
sinϑi = 0, (2.14)
where mx and my denotes respectively the x component and the y
component of the magnetization vector M =
∑N
i=1〈Si〉 of the model6.
These stationary points are not isolated and have the same energy
density v given by the maximum available for this model:
v =
h2
2
. (2.15)
Although the Hamiltonian (2.11) is not a Morse function on the stationary
points characterized by the value of the magnetization, it becomes a Morse
function once this degenerate-in-energy class of stationary points is excluded
from the analysis. For this reason the KSS criterion has been applied only
5For this reason they are also called 0− pi stationary points in [36,55].
6More precisely, mx(ϑ1, . . . , ϑN ) and my(ϑ1, . . . , ϑN ) denotes the observables whose
statistical average is respectively given by the x and y components of the magnetization.
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to the Ising stationary configurations. Let us review here the results ob-
tained from this analysis. Since the Ising stationary points are given by all
the configurations of the correspondent Ising model, their number grows ex-
ponentially with N ; for this reason the first condition of the KSS Theorem
1.5.1 is satisfied. Let us denote by ϑnpiN a stationary point of the potential
energy (2.11) having npi angular variables equal to pi and with HVXYMF (ϑnpiN )
the Hessian matrix of the potential (2.11) evaluated on the stationary point
ϑnpiN . We can now discuss the second condition of Theorem 1.5.1 regarding
the Jacobian densities in Eq. (1.35). The results reported in [14] allow to
show that
lim
N→∞
∣∣∣det [HVXYMF (ϑnpiN )]∣∣∣ 1N = limN→∞ |detD| 1N (2.16)
where D is a diagonal matrix obtained by HVXYMF (ϑnpiN ) erasing the out-of-
diagonal elements. In this way the Jacobian densities (1.35) can be computed
as functions of the energy density7
jl (vnpi) =
1
2
log 2− 1
4
log
(|h2 − 2vnpi |) , ∀l ∈ {0, 1, 2, 3}, (2.17)
with vnpi given by Eq. (2.12). From Eq. (2.17) follows that:
1. if h = 0, jl(vnpi) diverges when vnpi = 0. In this case the second
condition of the KSS criterion given by Eq. (2.10) is satisfied and a
phase transition can be present at vnpi = 0. Indeed this is exactly
what happens in the mean-field XY model in the limit N → ∞ and
h→ 0 [70]; a phase transition is present at the maximum value of the
energy density v given by vnpi = 0 with our conventions.
2. If h 6= 0 we have that
jl(vnpi) <∞ (2.18)
since vpi <
h2
2
. In this case the condition (2.10) is not satisfied and the
KSS criterion exclude the presence of a singularity in the microcanon-
ical entropy induced by the class of the Ising stationary configurations
when N →∞. Indeed, the mean-field XY model does not have any a
phase transitions when h 6= 0.
7We refer the reader to [20] for the details on this calculation.
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The above results are in agreement with the known results on the thermody-
namics of this model. It is worth noticing that the class of Ising stationary
configurations seems to be the one relevant for the thermodynamic behavior
of the mean-field XY model. This may confirm our considerations made in
Sec. 2.1.1.
2.2.2 The one-dimensional XY model
The one-dimensional XY model is described by the Hamiltonian (2.4) that
in d = 1 can be written as
H
(2)
1d (ϑ1, . . . , ϑN) = −
N∑
i=1
cos (ϑi − ϑi+1) . (2.19)
Although the model does not have a phase transition for any finite value
of the temperature (see §2.1), it has been studied several times in the past
years with the techniques presented in Chapter 1 (see i.e. [14]). Recently,
it has been studied by Kastner and Mehta in the light of the KSS criterion
1.5.2, see [69]. The main results of their study are recalled in this Section,
with special emphasis on the results that will be useful for our work. Let us
consider the case of periodic boundary conditions and set ϑN = 0 to break
explicitly the continuous O(2) symmetry of the Hamiltonian (2.19). Let us
define a new set of angular variables ϕi such that
ϕi = ϑi+1 − ϑi mod 2pi ∀i = 1, . . . , N − 1,
ϕN = ϑ1 mod 2pi.
(2.20)
The variables ϕi’s measure the relative shift (mod 2pi) of the nearest-neighbor
angles ϑi and ϑi+1 ∀i = 1, . . . , N − 1. Let us consider the case in which N
is an odd number. In this case it can be shown that the stationary points of
Eq. (2.19) are given by the configurations (ϕ1, . . . , ϕN) such that
ϕi = (−1)qi ϕN + qipi ∀i = 1, . . . , N − 1 (2.21)
and
ϕN =
2pil − pi∑N−1i=1 qi
1 +
∑N−1
i=1 (−1)qi
; (2.22)
qi ∈ {0, 1} while l ∈ {1, . . . , 1 +
∑N−1
i=1 (−1)qi} is a natural integer number.
The request of N to be an odd number ensures that the denominator of
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Eq. (2.22) is different from zero. The case of N being an even number is
not analyzed in [69]. Anyway it is believed that, apart from changes in the
technical details of the calculations, the asymptotic results do not depend
on whether N is even or odd; for this reason the N -even case will not be
considered here. Among all the stationary configurations of Eq. (2.19), two
special class of stationary points can be recognized in Eq. (2.21) and Eq.
(2.22):
1. the Ising stationary points (or 0 − pi stationary points). In terms of
the new variables ϕi they are given by the configurations (ϕ1, . . . , ϕN)
such that ϕi ∈ {0, pi} ∀i = 1, . . . , N − 1.
2. Polygonal stationary configurations8. These configurations are given
by any sequence of variables (ϕ1, . . . , ϕN) such that ϕi ≡ 2pimN ∀i =
1, . . . , N − 1 with m = 1, . . . , N . These configurations are such that
all the nearest-neighbor spin variables are shifted of the same quantity.
The periodic boundary conditions force the shift to be a multiple of
2pi.
Denoting by #(ϑs) the number of stationary points ϑs, for the above pre-
sented classes of stationary points we have
#(ϑs) =

N !
[(N−12 )!]
2 for the Ising class,
N for the polygonal class.
(2.23)
This means that the Ising stationary points are exponentially many in N at
variance with what happens for instance for the polygonal class of stationary
configurations.
To apply the KSS criterion we have to check the conditions (2.9) and
(2.10). To this end we have to express the energy density vN(ϑ
s) and the
reduced determinant DN(ϑs) of the Hessian matrix of Eq. (2.19), in terms
of θs. As in the mean-field case also in the one-dimensional model these
expressions can be found analytically [69] and are given by
vN (ϑ
s) = − 1
N
(
1 +
N∑
k=1
(−1)qk
)
cosϕN (2.24)
8Their name derives from an analogous class detected in the SGR model [36,87].
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and
DN(ϑs) = |detH(ϑs)|
1
N−1 = |cosϕN |
∣∣∣∣∣
N−1∑
k=1
(−1)qk
∣∣∣∣∣
1
N−1
; (2.25)
At this point, a suitable sequence of stationary points {ϑs}∞N=N0 has to be
chosen such that vN(ϑ
s) <∞ in the thermodynamic limit. This can be done
considering sequences of stationary points with fixed values of ϕN and of
lq =
1
N
(
1 +
∑N−1
k=1 (−1)qk
)
∈ [−1, 1]. In this way and for every finite value
of N , Eqs. (2.24) and (2.25) become, respectively,
vN(ϑ
s) = −lq cosϕN (2.26)
and
DN(ϑs) = | cosϕN ||Nlq| 1N−1 . (2.27)
In the thermodynamic limit, N → ∞, Eq.(2.27) does not depend on lq
anymore and we get
D = lim
N→∞
DN(ϑs) = | cosϑN |. (2.28)
Moreover, when N →∞, the values of ϕN given by Eq. (2.22) become dense
in (−pi, pi]. Combining Eq. (2.26) with Eq. (2.28) we finally get
D =
∣∣∣∣−vN(ϑs)lq
∣∣∣∣ . (2.29)
It can be shown that, for all the possible sequences of stationary configura-
tions ϑs, every couple (vN ,D) falls inside the blue triangle in Fig. 2.1 (or on
its edges), and the triangle is densely filled in the thermodynamic limit. The
KSS criterion is satisfied only for v = 0; this means that only for this value
of the energy density the necessary conditions for the occurrence of a phase
transition are fulfilled. From the exact solution of the model it is known that
no phase transitions are present in it for any finite value of the temperature.
The results summarized in Fig. 2.1 confirms the known results; ideed, the
value v = 0 is a rather special value of the energy corresponding to an infinite
value of the temperature (T = ±∞). Although this analysis does not add
too much to the well known thermodynamics of the one-dimensional XY
model, some considerations can be made about the above results that will
be useful for the following.
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Figure 2.1: Behavior of D =
∣∣∣−vN (θs)lq ∣∣∣ as a function of the energy density v. Figure
adapted from [69].
At variance with what happens for the mean-field XY model, the reduced
determinant in Eq.(2.29) is not a function of the energy density alone. In
fact, given a certain value of v, the quantity D fills densely a certain interval
of values in the thermodynamic limit.
Among all the stationary configurations given by Eq. (2.21) and Eq.
(2.22), two special classes of stationary points have been pointed out: the
Ising stationary configurations and the polygonal configurations. From Eq.
(2.28) it turns out that the reduced determinant of the Hessian matrix is
constant and equal to 1 if evaluated on an Ising stationary point. Moreover,
on the Ising stationary points the reduced determinant covers in a dense
way the basis of the reverse triangle in Fig. 2.1 when N → ∞. On the
other side, the polygonal configurations are selected once qi are set equal
to 0 ∀i = 1, . . . , N − 1 (and correspondingly lq = 1). From Eq. (2.29) is
possible to see that this kind of solutions produce the values of the reduced
determinant D that cover the two oblique edges of equal length of the reverse
triangle in Fig. 2.1. They provide the lower bound of D in the whole energy
density range accessible to the system.
Even if in the one-dimensional XY model a huge number of stationary
configurations is present (see Eqs. (2.21) and (2.22)), the class of the Ising
stationary points seems to be again a remarkable class of stationary config-
urations. In fact these points fill densely the whole energy density range of
the system, their number grows exponentially with the number of degrees
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of freedom of the system –the number of the polygonal configurations grows
only linearly with N– and they are present both in the case of periodic and
anti-periodic boundary conditions [107] at variance with what happens e.g.
for the polygonal configurations. This last fact is quite relevant since we
expect that the thermodynamic behavior of the system should be indepen-
dent on the choice of the boundary conditions when N →∞. Moreover the
reduced determinant D 6= 0 on the Ising points for every value of the energy
density; this fact is coherent with the known thermodynamic behavior of the
model.
The results reported for the mean-field XY model and for the one-
dimensional XY model are in agreement with the theoretical directives of
Chapter 1 and prepare the ground for the application of the KSS criterion
to XY models in d = 2 and d = 3. This is one of the main topic of our work
and we are going to present our results in the following sections.
2.3 The two- and three- dimensional XY mo-
dels
In this Section we are going to apply the KSS criterion to the two-dimensional
XY model defined on a square lattice and to the three-dimensional XY
model defined on a cubic lattice with nearest-neighbors ferromagnetic inter-
actions and periodic boundary conditions. The models are described by the
Hamiltonian (2.4) that we recall here for our convenience
H(2) = −1
2
N∑
i=1
∑
j∈N (i)
cos (ϑi − ϑj) . (2.30)
The difference between the d = 2 and d = 3 case is simply made by the
definition of the set of nearest-neighbors N (i) of the i−th spin and it is
given by 4 spins in d = 2 and 6 spins in d = 3.
The stationary points of the energy are given by all the configurations
ϑs that satisfies the vector equation ∇H(2)(ϑs) = 0. Using (2.30), the kth
component of this equation can be written as∑
j∈N (k)
sin (ϑk − ϑj) = 0. (2.31)
To explicitly break the O(2) invariance of Eq. (2.30) we choose to fix one spin,
e.g. ϑN ≡ 0; as already discussed in Sec. 2.1.1, there are other possibilities
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to break the symmetry, and we will come back to this point in Sec. 2.3.5.
In order to apply the KSS criterion, we have to evaluate, at the stationary
points, the determinant of the Hessian matrix of the Hamiltonian [which for
the XY model (2.30) coincides with the potential energy]. The elements of
the Hessian matrix are defined as
Hkl = ∂
2H
∂ϑk∂ϑl
. (2.32)
The constraint ϑN ≡ 0 makes the Hessian an (N − 1)× (N − 1) matrix and,
for the XY Hamiltonian (2.30), its diagonal elements are given by
Hkk =
∑
j∈N (k)
cos (ϑk − ϑj) , (2.33)
while the off-diagonal elements are
Hkl =
{
− cos (ϑk − ϑl) for l ∈ N (k),
0 else,
(2.34)
for k, l = 1, . . . , N − 1. Finding all stationary points of the Hamiltonian
(2.30) is unlikely to be feasible for large lattices. This notwithstanding, we
know that the Ising stationary points are stationary configurations of the
Hamiltonian (2.30). In fact, inspection of the stationary point conditions
(2.31) reveals that any configuration where ϑsi = {0, pi} ∀i is a stationary
point, as in this case each term of the sum on the left-hand side of (2.31)
vanishes separately. In the notation of (2.3) such stationary points can be
written as {
S1i = σi,
S2i = 0,
(2.35)
where σi ∈ {−1,+1}. Therefore, as already discussed in Sec.2.1.1, each
Ising stationary point ϑs of the XY Hamiltonian (2.30) corresponds to a
configuration of the Ising model (2.2) defined on the same lattice. More-
over, the corresponding stationary values H(2)(ϑs) of these ‘Ising stationary
configurations’ are just the energy levels of the Ising Hamiltonian (2.2).
Evaluated at the Ising stationary configurations, the Hessian matrix ele-
ments (2.33) and (2.34) can be written as
Hkk = σk
∑
j∈N (k)
σj (2.36)
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and
Hkl =
{
−σkσl for l ∈ N (k),
0 else,
(2.37)
for k, l = 1, . . . , N − 1 and k 6= l. As recalled in Sec. 2.2.1 and in Sec. 2.2.2,
in the mean-field XY model, and also in the one-dimensional XY model,
the energy and the Hessian determinant of Ising stationary configurations
depend on only a single collective variable, thus allowing an analytical search
of stationary points satisfying Eq.s (2.9) and (2.10). Unfortunately, for the
two- and three-dimensional nearest-neighbor models this is not the case and
we have to resort to numerical methods. We computed the determinant of
the Hessian of the Hamiltonian on a numerically obtained sample of the Ising
stationary configurations. The sample was obtained by standard Metropolis
Monte Carlo simulations of the two-dimensional and three-dimensional Ising
models, exploiting the above mentioned one-to-one relation between config-
urations of the Ising model and Ising stationary configurations of the XY
models.
2.3.1 Two-dimensional XY model
We considered L×L square lattices of side lengths L = 16, 24, 32 and 64, so
that the number of degrees of freedom ranges from N = L2 = 256 to 4096.
Compared to those typically considered in simulations nowadays, these are
not very big lattices, and indeed obtaining the sample was easy and fast.
The practical limit on the number of degrees of freedom was set by the time-
consuming calculation of the Hessian determinant for each configuration of
the sample. Although in principle Ising configurations occur over the entire
range [−2, 2] of accessible energy densities, only configurations with negative
energy were sampled in the Monte Carlo runs. This is a consequence of
using canonical simulations at positive simulation temperature so that, for
sufficiently large lattice sizes, the Boltzmann weight narrowly focuses the
sampled distribution on a range of negative energies. However, by using
also negative temperatures we would have obtained symmetric results with
respect to zero energy, without adding any relevant information. For each
lattice of side lengths L = 16, 24 and 32, we considered a total sample of
250000 configurations. For L = 64 we considered only 48000 configurations,
the Hessian determinant being quite heavy to compute. Results for the
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Figure 2.2: Rescaled Hessian determinant D of Ising stationary configurations for the
two-dimensional XY model, plotted as a function of the energy density ε. Data symbols
correspond to lattices of side lengths L = 16 (black), 24 (red), 32 (green) and 64 (lighter
red). The critical energy density ε2dc ≈ −1.446 of the BKT transition is marked by a ver-
tical dashed line. The solid lines are the values calculated for the polygonal configurations
in the large-N limit according to (2.46).
rescaled Hessian determinant
D = |detHH(2) (ϑs)|1/N (2.38)
as a function of the energy density are shown in Fig. 2.2.
In order to further characterize the sampled stationary points we com-
puted, for the same lattices, the index density
ι =
index(ϑs)
N − 1 , (2.39)
where the index of a stationary point ϑs is the number of negative eigenvalues
of the Hesse matrix at ϑs. The results for the index density ι as a function
of the energy density are shown in Fig. 2.3.
Two features of the results shown in Figs. 2.2 and 2.3 are of particular
interest.
1. As N grows, the rescaled determinant D as well as the index density
ι show a tendency to concentrate onto a single curve, so that, at least
for Ising stationary configurations, these quantities appear to be good
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Figure 2.3: As in Fig. 2.2 for the index density ι. Data for the polygonal configurations
are not shown.
thermodynamic observables. Moreover, both quantities appear to be
monotonic functions of the energy density.
2. The Hessian determinant shows no tendency to vanish for any value of
the energy density. Hence there are no indications of the presence of
asymptotically flat stationary points, i.e., of the validity of Eq. (2.10)
around the transition energy density ε2dc ≈ −1.446 of the BKT transi-
tion. Also the index density ι(ε) does not show any remarkable feature
close to ε2dc .
Our sample has variable magnetization and, in particular for low ener-
gies, configurations typically have nonzero magnetizations while in the two-
dimensional XY model the typical magnetization is zero at any energy. In
order to rule out the possibility that this may affect our results, we repeated
the calculation of the Hessian determinant on a sample of configurations
with vanishing magnetization, obtained by Monte Carlo with Kawasaki dy-
namics [55]. The results (not shown) display no appreciable differences with
respect to Fig. 2.2.
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Figure 2.4: Rescaled Hessian determinant D as a function of the energy density ε for the
three-dimensional XY model. Data symbols correspond to lattices of side lengths L = 8
(darker blue), 10 (lighter blue) and 12 (blue). The critical energy density ε3dc ≈ −0.99 of
the ferromagnetic transition is marked by a vertical dashed line. The solid lines are the
values calculated for the polygonal configurations in the large-N limit according to (2.47).
2.3.2 Three-dimensional XY model
In the three-dimensional case we proceeded analogously to the two-dimensional
case, considering L×L×L lattices of side lengths L = 8, 10 and 12, so that
the number of degrees of freedom ranged from N = L3 = 512 to 1728. For
each lattice we considered a total sample of 57000 configurations. Results
for the rescaled Hessian determinant D and for the index density ι as a func-
tion of the energy density are shown in Figs. 2.4 and 2.5, respectively. The
similarities to Figs. 2.2 and 2.3 are striking, so that the considerations made
for the two-dimensional case carry over to three dimensions.
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Figure 2.5: As in Fig. 2.4 for the density of index ι. Data for the polygonal configura-
tions are not shown.
2.3.3 Polygonal stationary points
Another class of stationary configurations of the XY model that can be easily
identified are those for which neighboring spins differ by the same angle9 ϕ,
ϑj = ϑi ± ϕ ∀i = 1, . . . , N, j ∈ N (i). (2.40)
Periodic boundary conditions restrict these angles to values ϕ = 2pim/L with
m ∈ {0, . . . , L − 1}. The stationary configurations (2.40) are analogous to
the polygonal stationary points for the 1-d XY model of Sec.2.2.2, for this
reason we decided to denote them with the same name.
For the two-dimensional XY model, the energy density of a polygonal
stationary configuration is
ε(ϕ) = −2 cosϕ, (2.41)
and the Hessian determinant of the Hamiltonian has the simple form
Hij(ϕ) = Ai,j cosϕ, (2.42)
9These configurations can be generalized to the case in which there is a different con-
stant angle for each of the d independent directions of the lattice; however, for simplicity
we shall restrict to the case of just one angle, equal for all the directions.
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Figure 2.6: Rescaled determinant D = | detA|1/(N−1) of the matrix A as
defined in (2.43), plotted as a function of the inverse system size. The line
is obtained from a linear least-square fit, and an extrapolation to 1/L2 = 0
yields a = limN→∞D ≈ 3.21.
where A is an (N − 1)× (N − 1) matrix with elements
Aij =

4 if i = j,
−1 if j ∈ N (i),
0 else.
(2.43)
We have analyzed the determinant of A numerically, and the results shown
in Fig. 2.6 provide strong evidence that, asymptotically for large N , the
determinant behaves as
detA ∼ aN−1 (2.44)
with a ≈ 3.21. The rescaled Hessian determinant computed on these config-
urations in the thermodynamic limit is then given by
lim
N→∞
|detH(ϕ)|1/(N−1) = a| cosϕ| (2.45)
and, using (2.41), we can write
lim
N→∞
|detH(ϕ)|1/(N−1) = a
2
| − ε|. (2.46)
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This result is plotted in Fig. 2.2 along with the data for the Ising stationary
points.
For the polygonal stationary points of the three-dimensional XY model,
the calculation proceeds along very similar lines, yielding as a final result
lim
N→∞
|detH(ϕ)|1/(N−1) = b
3
| − ε| (2.47)
with b ≈ 5.3. This result is plotted in Fig. 2.4, along with data for the Ising
stationary configurations.
2.3.4 Singular stationary points
To apply the KSS criterion the starting assumption is that the Hamiltonian
H of the system under consideration is a Morse function, meaning that at
any stationary point of H the Hessian determinant is nonzero. To be sure
that this is the case for the XY models under analysis, we set ϑN = 0. Al-
though this reasonable prescription, in the following we prove that, in lattice
dimensions d = 2 and d = 3, the XY Hamiltonian (2.30) is not still a Morse
function, but instead has an exponentially (in N) large number of singular
stationary points. Moreover, the stationary energy densities H(ϑs)/N of all
these singular stationary points become dense on the interval [−d, d] of acces-
sible energy densities in the thermodynamic limit. The proof is constructive,
and for simplicity we restrict the presentation to two-dimensional square lat-
tices of size L×L with periodic boundary conditions. The three-dimensional
case is treated in the Appendix A.1. Generalizations to higher-dimensional
lattices should be possible along similar lines, but we did not work this out
in detail.
For a configuration ϑ = (ϑ1, . . . , ϑN) to have a vanishing Hessian deter-
minant, it is sufficient that one row of the Hessian matrix given in (2.33)
and (2.34) has only zero entries. This is a local property, as all the nonzero
entries in the kth row are fully determined by the kth spin and its nearest
neighbors. Consider for example a configuration which, somewhere on the
lattice, locally looks like
· ↓ ·
↑ ← ↑
· ↓ ·
(2.48)
where arrows ↑,→, ↓,← correspond to angle variables ϑi = 0, pi/2, pi, 3pi/2.
The dots in (2.48) are place holders for arbitrary spin orientations, as their
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values do not matter for the moment. Assigning to the center (left-pointing)
spin of this configuration the label k, we find
Hkk =
∑
j∈N (k)
cos(±pi/2) = 0, Hkl = 0 ∀l (2.49)
for the elements of the Hessian matrix. The matrix therefore does not have
full rank and its determinant is zero.
Next, in addition to this local condition guaranteeing that the Hessian
determinant vanishes, we also have to ensure that the overall configuration
is a stationary point of H(2). This is a global property as, in order for a
configuration to be stationary, the constraint∑
l∈N (k)
sin (ϑk − ϑl) = 0 (2.50)
has to be satisfied for all lattice sites k. Starting from the pattern in (2.48),
it is not too difficult to construct an embedding of such patterns into larger
lattices while at the same time satisfying the stationarity constraints (2.50).
For the example of an 8×8 square lattice, the following class of configurations
does the job,
↑ l l l l l ↑ ←
l l l l l ↓ → ↓
l l l l ↑ ← ↑ l
l l l ↓ → ↓ l l
l l ↑ ← ↑ l l l
l ↓ → ↓ l l l l
↑ ← ↑ l l l l l
→ ↓ l l l l l ↓
(2.51)
The lattice sites marked with gray l-arrows can be filled with an arbitrary
‘Ising-type’-pattern of ↑ and ↓ arrows. Independently of the precise pattern
of these up- and down-pointing arrows, the resulting configuration will always
be stationary. In this way, we have obtained a class of stationary points of
the Hamiltonian H(2) with vanishing Hessian determinant, and the scheme
works in just the same way for larger lattice sizes.
2.3 The two- and three- dimensional XY models 59
This class of singular stationary points ϑs is ample enough to allow us to
adjust the energy densityH(ϑs)/N almost freely: By choosing an appropriate
Ising-type pattern of ↑ and ↓ for the gray l-arrows in (2.51), the energy of
the configuration is varied. Since the number of gray l-arrows in such a
configuration scales as L2, their contribution to the overall energy will, in
the large-L limit, dominate over the fixed (black) arrows in (2.51) whose
number increases only linearly in L. As a result, the corresponding stationary
energy densities H(ϑs)/N are dominated by the Ising-type pattern chosen
for the gray l-arrows and, like the Ising energy densities, become dense on
the interval [−2, 2] of accessible energy densities in the thermodynamic limit.
Singular stationary points come in two flavors: They can either be iso-
lated stationary points, like at the minimum xs = 0 of the quartic f1(x) = x
4.
Or they can form continuous families of non-isolated stationary points, like
for the Mexican hat potential f2(x, y) = (x
2 + y2)2 − (x2 + y2) where the
points on the circle x2 + y2 = 1/2 form a continuous curve of minima of
f2. Our singular stationary points of the two-dimensional XY Hamiltonian
fall into the latter category. This can be seen by starting from a configu-
ration like the one depicted in (2.51) and then simultaneously rotating by
some arbitrary angle α all the → and ← spins situated on the diagonal. It
is easily checked that the resulting configuration still satisfies the station-
arity condition (2.50). This proves that the singular stationary points we
have constructed are not isolated, but occur in continuous one-parameter
families, parametrized by the angle α. Similarly, one can create two- and
more-parameter families by generalizing (2.51) to contain more than one
diagonal pattern,
↑ l ↑ ← ↑ l ↑ ←
l ↓ → ↓ l ↓ → ↓
↑ ← ↑ l ↑ ← ↑ l
→ ↓ l ↓ → ↓ l ↓
↑ l ↑ ← ↑ l ↑ ←
l ↓ → ↓ l ↓ → ↓
↑ ← ↑ l ↑ ← ↑ l
→ ↓ l ↓ → ↓ l ↓
(2.52)
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In this configuration the → and ← spins situated on the main diagonal
can be simultaneously rotated by some angle α, and those on the other
diagonal (modulo periodic boundary conditions) by an independent angle
β, resulting in a continuous two-parameter family of stationary points. The
generalization to more parameters is straightforward, provided the lattice
sizes are chosen large enough.
Note that this occurrence of continuous families of non-isolated stationary
points is not due to the global O(2) invariance of the XY Hamiltonian:
This global symmetry is a trivial effect that we have taken care of by fixing
one angle variable, ϑN = 0, as discussed in Sec. 2.1.1. From the examples
(2.51) and (2.52), however, we have learned that this global phase fixing is
not sufficient to ensure that the XY Hamiltonian is a Morse function with
only isolated stationary points. The problem seems to be that certain spin
environments, like the pattern
↑ · · · · · ↑ ·
· · · · · ↓ · ↓
· · · · ↑ · ↑ ·
· · · ↓ · ↓ · ·
· · ↑ · ↑ · · ·
· ↓ · ↓ · · · ·
↑ · ↑ · · · · ·
· ↓ · · · · · ↓
(2.53)
in (2.51), can build a ’cage’ around a lattice region such that the overall
phase of the enclosed region [the diagonal in the case of (2.51)] is shielded
from the rest of the configuration. As a consequence, breaking of the global
O(2) invariance of the XY Hamiltonian by locally fixing ϑN = 0 is not
sufficient. Another way to eliminate the global O(2) invariance is to use
antiperiodic boundary conditions in all the d-directions, as proposed in Ref.
[108]. However, we have verified numerically that even using antiperiodic
boundary conditions, isolated singular solutions as well as continuous one-
and more-parameter families of solutions exist.
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2.3.5 Symmetry breaking fields
The observation of local versus global properties also suggests how the prob-
lem of non-isolated, singular stationary points might be solved: As men-
tioned at the end of Sec. 2.1.1, perturbations like
H(2) = −1
2
N∑
i=1
∑
j∈N (i)
cos (ϑi − ϑj)−
N∑
i=1
hiϑ
2
i (2.54)
and maybe also
H(2) = −1
2
N∑
i=1
∑
j∈N (i)
cos (ϑi − ϑj)−
N∑
i=1
hi cosϑi, (2.55)
for generic values of (h1, . . . , hN) ∈ RN , should ensure that the Hamiltonian
has only isolated and nondegenerate stationary points, but other forms of
perturbations might do the job as well. For 3 × 3 lattices we have checked
numerically that, up to numerical accuracy, the perturbations in (2.54) and
(2.55) indeed destroy all singular stationary points of H(2): Firstly, we used
the numerical polynomial homotopy continuation method (Bertini software
package [109]) which finds all the solutions of a system of multivariate poly-
nomial equations, including isolated singular solutions [110]. This method
has been recently used to study the potential energy landscape in various
areas of physics [71, 107, 111–116]. We studied at least 10 generic sets of
(h1, . . . , hN) ∈ RN for both types of perturbations and verified that no iso-
lated singular solution occur for these perturbed systems. We then used
an extension of the numerical polynomial homotopy continuation method,
called numerical algebraic geometry [117,118], which can find solution curves
of a system of polynomial equations, combined with the method described
in Ref. [119], and concluded that there is no continuous solution curve for
any of the systems in the presence of a generic perturbation.
From a physical point of view, the cosine-perturbed Hamiltonian (2.55)
appears particularly appealing as it has the form of a spatially inhomoge-
neous magnetic field in x-direction acting on the spins. Interestingly, this
specific choice of the perturbation leaves the Ising stationary configurations:
Every Ising configuration (ϑs1, . . . , ϑ
s
N) with ϑ
s
i ∈ {0, pi} is also a stationary
point of the perturbed Hamiltonian (2.55) for arbitrary perturbation fields
hi. Mathematically, this is due to the fact that the Taylor expansion of the
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perturbation around an Ising stationary configuration
N∑
i=1
hi cosϑi
∣∣∣
ϑi=ϑsi
=
N∑
i=1
[
hi cosϑ
s
i +O (ϑi − ϑsi)2
]
(2.56)
has vanishing linear contributions, thus leaving these stationary points unaf-
fected. It is unclear to the authors whether there is any physical significance
to this observation. This notwithstanding, this property can be used to check
if all the singular solutions of H(2) are indeed destroyed by the perturbation
(2.55) also in lattices larger than 3 × 3. For simplicity in the following we
will restrict ourselves to two-dimensional square lattices, but we have checked
that the conclusions remain valid in three dimensions.
In order to study the effect of the perturbation (2.55) on singular config-
urations, we want to construct a sample of such configurations, spread over
a range of energies similar to the nonsingular ones in Figs. 2.2, 2.3, 2.4 and
2.5. One possible strategy to do so is to take the nonsingular sample as a
starting point and transform each of the configurations into a singular one
by imprinting the mask
↓ · · · · · ↓ ↑
· · · · · ↑ ↓ ↑
· · · · ↓ ↑ ↓ ·
· · · ↑ ↓ ↑ · ·
· · ↓ ↑ ↓ · · ·
· ↑ ↓ ↑ · · · ·
↓ ↑ ↓ · · · · ·
↓ ↑ · · · · · ↑
(2.57)
(or a similar one for other lattice sizes), i.e., by rotating all spins of the con-
figuration into the orientation indicated in (2.57), while leaving unchanged
all sites indicated by dots. The configuration in (2.57) is similar to the one
in (2.51), only that the spins on the diagonal are rotated by pi/2. Such a
configuration, as explained in Sec. 2.3.4, is also singular, and it preserves
the Ising-type character of the configuration. Imprinting the mask (2.57)
causes only a subextensive change of energy, and the distribution in energy
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Figure 2.7: Rescaled Hessian determinant D as a function of the energy density for the
two-dimensional XY model with L = 24 and cosine perturbation terms (2.55). See the
legend in the plot for the color code: “original” stands for the original Ising configurations
as in Fig. 2.2; “modified” stands for the singular Ising configurations (built from the
original ones as described in the text), either with unperturbed Hamiltonian, so that
D = 0, or with a perturbed Hamiltonian with the fields hi chosen randomly in the range
r1 = [−0.5, 0.5] or r2 = [−10−7, 10−7].
density of the stationary points will therefore be similar to the distribution
of the original (nonsingular) sample. Switching on the perturbation fields hi
in (2.55) should turn all singular solutions into regular ones, and it is this
effect we want to study.
We performed the above analysis on 25000 configurations for a square
lattice of side length L = 24. The fields hi were chosen randomly in the
ranges r1 = [−0.5, 0.5] and r2 = [−10−7, 10−7], to test the dependency of the
reduced determinant on the strength of the fields hi. Results are shown in
Fig. 2.7. This analysis, like the one conducted for the 3×3 lattice by numer-
ical homotopy continuation, confirms that generic perturbations as in (2.55)
transform singular solutions of H(2) into nonsingular ones. Remarkably, the
effect of the perturbations hi on the rescaled determinant D is rather dras-
tic: Already for tiny perturbations in the range r2 = [−10−7, 10−7], D is
far away from zero and very close to the values of the original (nonsingular)
Ising stationary configurations. This finding can be explained by the fact
that, according to the scheme in Sec. 2.3.4, we constructed one-parameter
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families of singular solutions. Accordingly, the Hessian determinant is ex-
pected to have a single vanishing eigenvalue. Switching on a perturbation
affects the zero eigenvalue by making it nonzero and of order h, while all
other eigenvalues remain constant (nonzero) to leading order. We therefore
have
D(h) = |ch|1/N
∣∣∣∣∣
N∏
k=2
λk
∣∣∣∣∣
1/N
, (2.58)
where the eigenvalues λk are independent of h to leading order for all k > 2.
No matter how small ch is, |ch|1/N will always be close to 1 for N  1. The
remaining (N−1)-fold product in (2.58) will generically yield a value close to
the ‘thermodynamic’ one observed for generic Ising stationary configurations
as shown in Fig. 2.2, even for tiny perturbations h. Intuitively, we would
expect a stationary point with an extensive number of vanishing eigenvalues
to be more relevant for the system’s thermodynamic properties, while those
with a few such eigendirections should not play a major role. But this is
speculation going beyond what the KSS criterion claims and needs further
examination.
In summary, we find that a generic perturbation as in (2.54) or (2.55)
successfully destroys all singular stationary points. Moreover, the rescaled
Hessian determinant D is rather insensitive to the actual strength of the
perturbation. Similar behavior is observed for the three-dimensional XY
model, but the results are not shown here.
2.3.6 The KSS criterion, concluding remarks
We have explored the energy landscape of the XY model with nearest-
neighbor interactions on the two-dimensional square lattice and the three-
dimensional cubic lattice. In particular, we have constructed certain classes
of stationary points of the Hamiltonian (2.30). One of these classes consists
of Ising stationary configurations (2.35), and their number is 2N for a given
lattice size N . While analytic expressions for all these exponentially many
stationary points are readily obtained, an analysis of their properties is a
much harder task. We resorted to Monte Carlo techniques for generating
samples of Ising stationary configurations and then numerically calculated
properties like the index ι and the rescaled Hessian determinant D of these
points. The results, summarized in Figs. 2.2, 2.3, 2.4 and 2.5, indicate that
D and ι are good thermodynamic observables in the sense that, with in-
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creasing lattice size N (but already for small system sizes), the data points
concentrate on a line in these plots and appear to be functions of the energy
density ε alone. It is worth noticing that this effect was not obvious a priori
especially for the two dimensional XY model where finite size effects are
known to be relevant also in macroscopic systems [90,91].
The original motivation for undertaking this energy landscape study was
to test whether the KSS criterion, based on the Hessian determinant at sta-
tionary points of the Hamiltonian, reveals a signature of the phase transition
of the XY model in two or three dimensions. In this respect, our results are
not conclusive. The data for the rescaled Hessian determinant D, shown
in Figs. 2.2 and 2.4, are clearly bounded away from zero for all values of
the energy density ε, and therefore do not signal the presence of a phase
transition according to the criterion in Eq. (2.10). As far as the validity
of the KSS criterion is concerned, however, this finding has little to say. It
rather reveals the limitations of the numerical method we have been using:
The Monte Carlo technique we have been using to generate a sample of Ising
stationary configurations uses importance sampling with respect to the en-
ergy, resulting in a reasonably uniform distribution of data points on the
energy axis in Figs. 2.2, 2.3, 2.4 and 2.5. But for a given energy density
ε, stationary points are selected unbiased, resulting in the above mentioned
behavior as ‘good thermodynamic observables’. This implies, however, that
stationary points with vanishing (or at least small) rescaled Hessian deter-
minant D are found by this sampling technique only in case that D = 0 is
the most probable value at some energy density ε (see [92] for a numerical
study of the nearest-neighbor φ4 model on the square lattice reaching similar
conclusions). According to our data, this is not the case.
Indeed, and rather surprisingly, we were able to show that singular sta-
tionary points, i.e., stationary points with D = 0, do exist and are even in
abundance: As proved in Sec. 2.3.4, even after breaking the global O(2) in-
variance of the XY model by fixing one spin, an exponentially (in N) large
number of singular stationary points exists, densely covering the accessible
range [−d, d] of energy densities in the large-N limit. Moreover, these singu-
lar stationary points are non-isolated, i.e., they come in continuous families
parametrized by one or several angular variables. But despite their ubiqui-
tous presence and abundance, our Monte Carlo scheme failed to detect these
points, as the value D = 0 of their rescaled Hessian determinant is not the
most probable one at any given ε. It must be noted that this is not a limita-
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tion of the specific Monte Carlo technique we used here: it is expected to be
a generic property of unbiased numerical sampling schemes. For instance,
also a search of stationary points by means of a modified Newton-Raphson
method analogous to that used in Ref. [92] did not reveal any tendency of D
to vanish close to the phase transition energies but did not find any singular
solutions either (data not shown). Hence our results suggest that from a
practical point of view a purely numerical approach to the criterion in Eq.s
(2.9) and (2.10) is not very useful unless a numerical sampling scheme able
to efficiently detect stationary configurations with zero—or at least small—
determinant is devised, which is currently lacking.
In addition to hinting at the inadequacy of commonly used numerical
schemes to yield a sufficiently accurate exploration of the energy landscape of
XY models from the point of view of the determinant criterion, the presence
of singular, non-isolated stationary points (even after explicitly breaking the
global O(2) symmetry by fixing one spin) has another relevant consequence.
It implies that requirements for the validity of the determinant criterion
(2.10) itself, as well as of the other theoretical tools developed for the study
of phase transitions based on stationary points of the energy landscape, are
not met by the XY Hamiltonian (2.30). Indeed, all these tools require that
stationary points are nonsingular and isolated. This is typically assumed to
be a ‘safe’ hypothesis once global invariances of the Hamiltonian have been
removed, but our results show that this is not the case.
This observation may suggest that the application of theoretical tools
based on the assumption of isolated, nonsingular stationary points is hope-
less in the case of XY models. This is not necessarily true, because a way out
consists in adding a generic perturbation to the Hamiltonian. We have shown
in Sec. 2.3.5 that the singular stationary points can be removed by applying
generic perturbations like (2.54) or (2.55). More precisely, the removal of all
the singular stationary configurations has been shown for small lattices by
the homotopy continuation method. For larger lattices we have considered a
sample of Ising stationary configurations, that would be singular in absence
of the perturbation and that remain stationary also in presence of a pertur-
bation of the form (2.55), and we have shown that they become nonsingular
when the Hamiltonian is perturbed. In previous works both the fixing of
a single degree of freedom and the application of a perturbation, typically
like (2.55) but with a homogeneous field h (see e.g. Ref. [14]), have been
considered and were thought to be equally effective in removing singular,
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non-isolated solutions. Our results show that the global O(2) symmetry is
not the only cause of singular solutions, and the ‘local’ strategy is therefore
not sufficient for destroying them.
Remarkably, after switching on even a tiny perturbation, the rescaled
determinant immediately takes on values in the vicinity of the thermody-
namic average, far from the singular behavior with D = 0. This result tells
us that the study of the rescaled Hessian determinant D carried out in Sec.
2.3.1 directly gives us information on the behavior of D for the perturbed
Hamiltonian (2.55) in the limit of very small external fields. Since we can
now safely assume that the perturbed Hamiltonian has only isolated singular
points, the results shown in Figs. 2.2 and 2.4 should be a faithful represen-
tation of what can be learned by standard unbiased numerical techniques as
those employed in this work.
The presence of families of non-isolated stationary configurations with
zero Hessian determinant (even after breaking the global O(2) symmetry)
has interesting implications reaching beyond the XY models investigated
in the present paper. Previously, non-isolated stationary configurations had
already been found in the mean-field XY model, but only at a specific value
of the energy density (the maximum of the energy density achieved by the
points with vanishing magnetization, see Sec. 2.2.1 and [14]), and also in
the globally coupled Kuramoto model with homogeneous frequencies [120]
(in this context a continuous family of singular solutions has been termed an
‘incoherent manifold’). A numerical check by means of the homotopy con-
tinuation method gave similar results for a variety of other models, including
the mean-field spherical p-spin model, particles interacting via a Lennard-
Jones potential and the generalized Thomson problem, details of which will
be reported elsewhere. Isolated and non-isolated singular solutions often
play relevant roles also in field theories (see e.g. Ref. [69] and references
therein).
The analysis presented in this Chapter regards the two- and three- di-
mensional ferromagnetic nearest-neighbors XY models. Despite the very
different nature of the phase transition present in these two models, the re-
sults obtained are very similar and differ only at a qualitative level. This
makes us suppose that similar results hold for general ferromagnetic short-
range O(n) models and an analogous inspection in terms of application of the
KSS criterion on other representatives of this class appeared to be worthless
to our eyes. This fact naturally raised up the question of which mechanism
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can produce a phase transition in this class of systems, hopefully based on
energy landscape techniques. Although at this stage is not completely clear
why the Ising configurations should be relevant for the thermodynamics of
the O(n) models, we will keep on trusting in this idea and in the next Chapter
we are going to present a possible scenario for this to happen.
Chapter 3
A microcanonical relation
between O(n) and Ising models
In Chapter 2 a special class of stationary configurations of classical O(n)
spin models has been constructed, present for every n > 1. This class is
given by all the configurations of the corresponding Ising model, that is by
the configurations of the Ising model defined on the same lattice and with
the same interactions as the continuous model.
Results shown in Secs. 2.2.1 and 2.2.2 for the mean-field and the one-
dimensional XY models suggested that Ising stationary points could play
a major role in determining the thermodynamic behavior of the continuous
systems, but the KSS criterion failed to single out the phase transitions for
two- and three-dimensional XY models with short range interactions.
We then asked ourselves which kind of alternative mechanism based
on an energy landscape approach—possibly focused on the Ising station-
ary points—could be at the basis of the emergence of a phase transition in
these systems and in O(n) models in general.
In this Chapter we are going show how the microcanonical density of
states ω(n) of an O(n) model with n > 1 can be, indeed, approximated in
terms of the density of states ω(1) of the corresponding Ising model. The
Chapter covers the results presented in [38] and has the following structure.
In Sec. 3.1 we will derive an approximate expression for the density of state
ω(n) in terms of ω(1). This expression implies an interesting relation between
the critical values of the energy density of the continuous models and those
of the Ising models: the critical energy densities should be exactly the same
in the two cases. The relation will be discussed in Sec. 3.2.
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3.1 Density of states and Ising stationary con-
figurations
In Sec. 2.1.1 a special class of stationary configurations of the O(n) models
(2.1) has been constructed, given by all the configurations of the correspond-
ing Ising model. In case of O(n) models defined on regular d−dimensional
hypercubic lattices with ferromagnetic interactions and periodic boundary
conditions, the Ising stationary configurations show several interesting prop-
erties that make them outstanding with respect to other classes of stationary
points (possibly) present in the systems. In particular, they are exponen-
tially many in N , they become dense and cover all the energy density range
[−d, d] allowed for our systems in the N →∞ limit, and they are robust to
external perturbations like i.e. the one in Eq.(2.55).
As discussed in the previous Chapter, the KSS criterion applied to two-
and three- dimensional XY models on this particular class of stationary
points is not able to select the right energy density values at which the tran-
sitions occur. This notwithstanding, the analysis conducted on the reduced
determinant D and on the reduced index ι for this class of configurations
led to a remarkable result. As shown in Figs. in Figs. 2.2, 2.3, 2.4 and 2.5,
for N  1 the above quantities behave as good thermodynamic observables:
the data points concentrate on a line in these plots and appear to be func-
tions of the energy density ε alone. This fact seems to suggest that the local
properties of the energy landscape of the continuous models around every
Ising configurations may depend only on the energy density value of the Ising
point and not on the specific configuration considered1. This property was
not obvious a priori and will be useful in the following.
Taking seriously the idea that Ising stationary configurations are the most
important ones, we may approximate the density of states ω(n)(ε) of an O(n)
model in terms of these configurations. To this end, let us first rewrite Eq.
(1.8) as
ω(n)(ε) =
∑
p
∫
Up∩Σε
dΣ
|∇H(n)| (3.1)
1This observation holds for sure for the Ising stationary points that can be detected
with a standard Monte Carlo algorithm as in Secs. 2.3.1 and 2.3.2. In the following we
will assume that the observation is valid for every Ising stationary point.
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where p runs over the 2N Ising stationary configurations and Up is a neighbor-
hood of the p-th Ising configuration such that {Up}2
N
p=1 is a proper partition
of the configuration space Γ = (Sn−1)N , that coincides with phase space
for spin models (2.1). Since Ising configurations are isolated points in the
configuration space of a O(n) model, such a partition always exists.
Let us now introduce two assumptions allowing to write Eq. (3.1) in a
more transparent, albeit approximate, way.
(i) We shall assume that the integrals in Eq. (3.1) depend only on ε, i.e.,
the neighborhoods U can be deformed such as∫
Up∩Σε
dΣ
|∇H(n)| =
∫
Uq∩Σε
dΣ
|∇H(n)| = g
(n)(ε) (3.2)
for any p, q such that H(n)(p) = H(n)(q) = Nε.
(ii) In the sum (3.1) we shall consider only Ising stationary configurations
at energy density ε.
At a qualitative level, the first assumption is supported by the results on D
and on ι shown in Secs. 2.3.1 and 2.3.2. Since the geometrical properties
of the energy landscape of the continuous models around every Ising point
seem to depend only on its energy density, we shall assume that Ising points
with same energy density ε contribute with the same weight g(n)(ε) to the
density of states ω(n)(ε).
For what concerns the second assumption, for a given value of ε, the
largest contribution to ω(n)(ε) is likely to come from those Up such that
H(n)(p) = Nε. In fact, if H(n)(q) 6= Nε then ∣∣∇H(n)(x)∣∣ 6= 0 ∀x ∈ Uq ∩ Σε,
unless a zero in
∣∣∇H(n)(x)∣∣ comes from a stationary configuration which
does not belong to the Ising class. According to our previous considerations,
we suppose that non-Ising stationary configurations can be neglected in our
analysis and so assumption (ii) follows in a natural way. The validity of
assumptions (i) and (ii) will be discussed again in Chapter 5.
Using (i) and (ii), Eq. (3.1) becomes
ω(n)(ε) ' g(n)(ε)
∑
p
δ
[
H(n)(p)−Nε] . (3.3)
The sum on the r.h.s. of Eq. (3.3) is over Ising configurations, so that it
equals the density of states ω(1)(ε) of the corresponding Ising model. We can
thus write
ω(n)(ε) ' ω(1)(ε) g(n)(ε) . (3.4)
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3.2 Critical energy densities
Were Eq. (3.4) exact, it would imply that if ω(1)(ε) is nonanalytic at ε = εc,
then also ω(n)(ε) is nonanalytic at ε = εc for any n, unless the function
g(n)(ε) precisely cancels this nonanalyticity, which seems a rather special
case. We do not expect Eq. (3.4) to be exact, even in the thermodynamic
limit N → ∞, unless, again, g(n)(ε) has some very special features: with a
generic g(n)(ε) a density of states of the form (3.4) would not reproduce the
known critical exponents of the O(n) universality classes [121]. However, it
can be shown that a generic g(n)(ε) in Eq. (3.4) correctly implies a negative
value for the specific heat critical exponent of O(n) spin models (i.e., the
specific heat of continuous models does not diverge at criticality, but rather
has a cusp-like behavior), see Sec. 5.1.3 and Appendix C.1. This is a common
feature of O(n) models [121] and reinforces the belief that the approximation
(3.4), although rather crude, may properly capture the main features of the
nonanalyticities of the density of states when N → ∞, as their location.
Therefore we end up with the following2
Consequence 3.2.1. If a O(n) spin model defined on a d-dimensional hy-
percubic lattice with Hamiltonian (2.1) and ferromagnetic interaction matrix
Jij > 0 has a phase transition, its critical energy density ε
(n)
c = E
(n)
c /N is
equal to that of the n = 1 case, i.e., a system of Ising spins with the same
interactions.
We stress that the above implication concerns the critical value of the
control parameter of the microcanonical ensemble, the energy density, and
says nothing about critical temperatures, which may well be different–and
typically are–at different n. Let us now review some results reported in
literature for the critical energy densities, in order to assess the reliability of
this Consequence for some representatives of the O(n) class of models. The
results for some specific models are reported in Table 3.1.
Table 3.1 shows that Consequence 3.2.1 is true for systems with long-
range interactions on d-dimensional lattices, Jij = N
(α/d)−1|i − j|−α with
0 ≤ α < d; α = 0 is the mean-field case of models defined on complete graphs
with the same interaction strength between any two sites, Jij = 1/N . As
recalled in Sec. 2.1, all these systems have a mean-field-like phase transition
2Consequence 3.2.1 is stated as a Conjecture in [38].
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Table 3.1: Comparison of critical energy densities ε(n)c and critical temperatures Tc for
ferromagnetic models with long-range (LR) interactions (first row) and nearest-neighbor
interactions on a 1d chain (second row) and a 2d square lattice (third row).
model ε
(n)
c T
(n)
c derivation method
LR
Ising 0 1 exact solution
O(n) 0 1/n exact solution [93]
d = 1
Ising -1 0 exact solution
O(n) -1 0 exact solution
d = 2
Ising -1.414. . . 2.269. . . exact solution
O(2) -1.4457(4) 0.8929(1) numerical [102,103]
at the maximum value of ε, with critical temperatures T
(n)
c = 1/n [93]. We
stress again that critical energy densities are equal but critical temperatures
are not3 and depend on n.
In case of nearest-neighbor interactions, the energy density range is ε ∈
[−d, d] with our choice of units. Consequence 3.2.1 is true for d = 1 at any n,
although this case is somehow trivial because there is no transition at finite
temperature.
In d = 2, the Mermin-Wagner theorem excludes the possibility of a phase
transition with spontaneous symmetry breaking for any n > 1 but a transi-
tion between a disordered and a quasi-ordered phase occurs for n = 2 (XY
model), the (BKT) transition [96,97]. In Table 3.1 we report the best recent
estimate of the critical temperature obtained by Hasenbusch and coworkers
(see e.g. [103] and references quoted therein) and the corresponding critical
energy density (estimated from a Monte Carlo simulation of a system with
256×256 spins [102]). The difference between this value and the exact value
of the critical energy density of the Ising model on a square lattice is around
2%. This difference, though small, appears significant since it is orders of
magnitude larger than the statistical error on the numerical estimate of the
energy.
3In the case of quantum mean-field Ising and Heisenberg models one has instead a
complete thermodynamic equivalence, i.e., their canonical free energies are equal, although
in the microcanonical ensemble this is no longer true: see [122,123]
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Based on this result one should conclude that the approximations in-
volved to derive Consequence 3.2.1 are less reasonable in the d = 2 case than
in the long-range or in the one-dimensional case. However, the comparison in
d = 2 is between an exact result in the thermodynamic limit4 and a numeri-
cal estimate of the energy on a finite lattice, whose statistical accuracy does
not consider the systematic error due to the finite size effects, which could
be quite large in this particular case [124, 125]. Moreover, also the precise
determination of the critical temperature of the BKT transition is a subtle
and difficult task due to its elusive nature. This is witnessed by the remark-
able spread of values of T
(2)
c reported in different papers [55]: the summary
given in Ref. [124] shows that estimated critical temperatures vary in the
interval [0.88, 0.99] while Ref. [126] gave [0.85, 0.95] as confidence interval
for T
(2)
c . The energy values given in Ref. [102] corresponding to both these
temperature intervals do contain the Ising value ε
(1)
c = −
√
2; for instance,
the temperature interval [0.85, 0.95] corresponds to ε
(2)
c ∈ [−1.48,−1.38]. We
thus believe that the available data are not conclusive as far as a deeper com-
prehension of the implications of Eq. (3.4) and of assumptions (i) and (ii)
is concerned, in this particular case. It is also worth noticing that despite
the difference in the nature of the 2-d Ising and of the BKT transitions, the
two-dimensional Ising and XY models do share a “weak universality” [128].
Indeed, the critical exponent ratio β/ν and the exponent δ are equal in the
two cases [129]. It is tempting to think that energy landscape arguments like
those discussed above may explain such a relation between the features of
phase transitions so different from each other. However, more work has to be
done to clarify these aspects and to extabilish possible connections between
“weak universality” and Eq. (3.4); we then reserve a deeper investigation of
the two-dimensional case for future work.
For nearest-neighbor interacting O(n) models in d = 3, the comparison is
entirely between simulation outcomes, since no exact solution exists even for
the Ising case. For every value of n, the models show a phase transitions with
spontaneous symmetry breaking from an high-energy paramagnetic phase to
a low-energy ferromagnetic phase. Before Consequence 3.2.1 was proposed,
results reported in literature showed that the critical energies measured for
O(n) spin systems with n = 1, 2 and 3 looked almost consistent, if one
4Exact values are ε
(1)
c = −
√
2 and T
(1)
c =
2
log(1+
√
2)
.
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considered quoted errors as statistical errors; see [38] for a discussion on the
point and [104–106] for the critical values of the energy densities for n = 1, 2
and 3, respectively.
Motivated by Consequence 3.2.1, we went beyond these numerical esti-
mations by determining highly accurate critical values of the energy densities
for three-dimensional O(n) models with n = 2, 3 and 4; this has been done
performing a finite-size scaling analysis of the numerical data produced with
long Monte Carlo simulations of the systems. The results of this numerical
analysis are reported in [39] and will be discussed in the next Chapter.
For what concerns models in the first two-rows of Table 3.1, they will be
analyzed in more detail in Chapter 5. In the particular cases of the mean-
field and of the one-dimensional XY models an expression for ω(2) similar
to (3.4) will be derived analytically, that reduces to Eq. (3.4) for ε → εc.
Moreover, in Sec. 5.2 an approximation scheme originating from Eq. (3.4)
will be introduced, such that the short-range O(n) models in d ≥ 2 can be
studied in a natural way. The approximation procedure will be explicitly
tested on the XY model in d = 2.
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Chapter 4
Critical energy densities of
O(n) models in d = 3: a
numerical study
In Sec. 3.1 an approximate relation between the densities of states of contin-
uous and discrete spin models was conjectured. As a main consequence, the
relation, given by Eq. (3.4), would imply the equality of the critical values
of the energy densities of the O(n) models for every value of n = 1, 2, 3 . . .
and, in principle, also in the n→∞ limit.
For generic values of n and d, the assumptions made in Chapter 3 to
derive Eq. (3.4) are difficult to control in a rigorous way. Hence, two different
aspects have to be checked with special care: the energy range of validity
of the approximation, and the error made by replacing the critical energy
ε
(n)
c of the O(n) model, with ε
(1)
c , as Consequence 3.2.1 implies. The first
aspect has been fully understood in the case of the mean-field and of the
one-dimensional XY models [40] and it is part of the analytical study that
will be presented in Chapter 5. The second aspect, instead, has been checked
so far only at a numerical level and for O(n) models defined on regular cubic
lattices. The results of the analysis are presented in [39] and will be discussed
in this Chapter.
The present Chapter is structured as follows: assuming the critical energy
density of the Ising model in three-dimensions is known with enough accuracy
[130], in Sec. 4.1.1 we are going to determine the critical values of the energy
densities of the O(2), O(3) and O(4) models in d = 3. These values will be
computed, in the thermodynamic limit, through a finite-size scaling (FSS)
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analysis whose basic relations will be presented in Sec. 4.1.1. As discussed
in Chapter 3, rather accurate values of the critical energy densities for the
O(n) models with n = 2, 3 and 4 are present in the literature. However,
our analysis will improve the accuracy in most of these results; this fact
represents a crucial requirement when Consequence 3.2.1 has to be tested
with numerical techniques. In Sec. 4.1.6 the spherical model in d = 3 will be
introduced since its thermodynamics is supposed to be equivalent to the one
of an O(n) model in the n → ∞ limit. The spherical model can be solved
analytically in any spatial dimensions d and, in particular, in d = 3; this
results will be relevant for our analysis. In Sec. 4.2 a careful comparison
between the critical values of the energy densities of the above mentioned
models will be performed; the concluding remarks on the analysis will be
presented in Sec. 4.3.
4.1 Determination of the critical energy den-
sities
The validity of Consequence 3.2.1 can be discussed by answering the fol-
lowing question: For every given value of n ∈ [2,∞], what is the difference
between the critical value ε
(n)
c of the energy density of the O(n) model and
the critical value ε
(1)
c of the energy density of the related Ising model?
Before starting our analysis some preliminary observations can be made.
In d = 3, O(n) models are not exactly solvable1 and their thermodynamics
is known only through numerical studies. The numerical simulations have
been limited so far only to those representatives of the O(n) class of models
that can be easily tackled with numerical techniques and that are relevant
for most problems in statistical physics; see i.e. [104–106,131] for n = 1, 2, 3
and 4, respectively.
The common feature of these kind of analyses is that the algorithms
applied are canonical ones. Hence, especially before Consequence 3.2.1 was
proposed in [38], an accurate evaluation of the critical energy densities ε
(n)
c
was out of the scope of the works, and the computation of ε
(n)
c was usually
a byproduct of a more general task possibly focused on the determination
1But in the case n→∞, that will be discussed in Sec. 4.1.6.
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of other parameters, such as the critical temperatures T
(n)
c or the critical
exponents.
The aim of our study is to give an answer to the question raised by
Consequence 3.2.1 in d = 3. To this end, we have to estimate accurate
critical values of energy density ε
(n)
c for as many O(n) models as possible and
to compare them in the whole range n ∈ [1,∞]. We then start performing
a finite-size scaling (FSS) analysis of the critical energy density values of
classical O(n) models with n = 2, 3 and 4. The case n = 1 has already been
studied with high accuracy by Hasenbusch and Pinn in [130] and we will
simply recall their results in Sec. 4.1.2.
The FSS analyses rely on numerical data computed with accurate canoni-
cal Monte Carlo simulations that make use of the optimized cluster algorithm
spinmc for classical O(n) spin models, provided by the ALPS project [132].
The simulations were run in part on the PLX machine in the CINECA cluster
in Casalecchio di Reno (Bologna) and in part on the cluster farm provided
by the department of physics and astronomy of Universita` degli Studi di
Firenze, in Sesto Fiorentino (Firenze), see Appendix B for details.
For each O(n) model, the simulations have been performed at the value
of the critical temperature T
(n)
c , given in the literature with an uncertainty
∆T
(n)
c . This quantity has to be taken into account in the computation of
∆ε
(n)
c and the propagation procedure needs the evaluation of the critical
value of the specific heat. For this reason, in the Monte Carlo simulations,
besides collecting the values of the energy densities we also computed the
critical values of the specific heat. The FSS procedure and the uncertainties
propagation-procedure will be discussed in the following section.
4.1.1 Finite-size scaling analysis
Let us denote by ε
(n)
c (L) and c(n)(L) the critical values of the energy density
and of the specific heat, respectively, of an O(n) model defined on a regular
cubic lattice of edge L = 3
√
N . The relation between ε
(n)
c (L) and ε
(n)
c (∞) =
ε
(n)
c is given by the FSS equation
ε(n)c (L) = ε
(n)
c + εn L
αn−1
νn . (4.1)
An analogous expression holds for the specific heat, and it is given by
c(n)(L) = c(n)c + cn L
αn
νn (4.2)
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where c
(n)
c = c
(n)
c (∞) denotes the critical value of the specific heat in the
thermodynamic limit. In Eqs. (4.1) and (4.2), εn and cn are model dependent
fit parameters while αn and νn are the specific heat and the correlation
length canonical critical exponents, respectively. We are not discussing here
the derivation of Eqs. (4.1) and (4.2), we instead refer the reader to the
existing literature for an in-depth analysis on the subject; see i.e. [133–135]
for reviews and [136] for an explicit derivation of Eqs. (4.1) and (4.2) for
n = 2.
For every O(n) model, the critical energy density ε
(n)
c ±∆ε(n),statc can be
determined with a fit of the Monte Carlo data ε
(n)
c (L) according to Eq. (4.1);
here and in the following ∆ε
(n),stat
c will denote the statistical uncertainty on
ε
(n)
c due to the fitting procedure.
Since our purpose is to compare the values of ε
(n)
c for different n, every
source of error in the determination of ∆ε
(n)
c has to be checked separately.
The fact that the energy data ε
(n)
c (L) are computed with Monte Carlo simu-
lations performed at T
(n)
c becomes relevant. Indeed, the critical temperatures
are provided in literature with an uncertainty ∆T
(n)
c whose effect in the de-
termination of ∆ε
(n)
c has to be checked with special care. As a matter of
fact, ∆T
(n)
c can be seen as the analogoue of a systematic source of error in
an experimental setting; we will then denote by ∆ε
(n),syst
c its contribution
to ∆ε
(n)
c . The two contributions, ∆ε
(n),stat
c and ∆ε
(n),syst
c , to the uncertainty
∆ε
(n)
c of ε
(n)
c will be discussed separately in the following, and the final value
of ε
(n)
c will be given by
ε(n)c ±∆ε(n)c = ε(n)c ±∆ε(n),statc ±∆ε(n),systc . (4.3)
Once ε
(n)
c is computed with the FSS analysis, ∆ε
(n),syst
c can be determined
with two different methods. In both cases the critical value c
(n)
c of the spe-
cific heat is necessary and will be computed with a fit2 of the Monte Carlo
data c
(n)
c (L) according to Eq. (4.2). The two methods applied to compute
∆ε
(n),syst
c are the following.
 Method 1.
∆ε¯(n),systc = |ε(n)c − ε¯(n)+ | = |ε(n)c − ε¯(n)− |. (4.4)
2For c
(n)
c only the statistical error ∆c
(n),stat
c will be computed since the interest in this
quantity is only for the computation of ∆ε
(n),syst
c .
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ε¯
(n)
± denote the energy densities at T
(n)
± = T
(n)
c ±∆T (n)c , computed with
a first order Taylor expansion around ε
(n)
c ; that is,
ε¯
(n)
± =ε
(n)
c
∣∣∣
T=T
(n)
c
+
dε
dT
∣∣∣
T=T
(n)
c
[(
T (n)c ±∆T (n)c
)− T (n)c ] =
=ε(n)c ± c(n)c ∆T (n)c .
(4.5)
 Method 2.
∆ε˜(n),systc = ·
|ε(n)c −ε˜(n)+ |
|ε(n)c −ε˜(n)− |
, (4.6)
with ε˜
(n)
± denoting again the energy density values at T
(n)
± ; at variance
with ε¯
(n)
± , ε˜
(n)
± are computed with a fit of the energy density data ε˜
(n)
± (L)
at T
(n)
± . The values of ε˜
(n)
± (L) for certain system sizes are computed
with a first order Taylor expansion of the experimental data ε
(n)
c (L)
through the relation
ε˜
(n)
± (L) = ε
(n)(L)
∣∣∣
T=T
(n)
c
+ c(n)c (L)
∣∣∣
T=T
(n)
c
[(
T (n)c ±∆T (n)c
)− T (n)c ] =
= ε(n)(L)± c(n)c (L) ∆T (n)c ,
(4.7)
and for other system sizes, namely for L = 32, 64 and 128, numerically,
by performing Monte Carlo simulations of the systems at T
(n)
± .
In the end, the fitting procedure is applied according to the relation3
ε˜
(n)
± (L) = ε˜
(n)
± + εn,±L
Dn (4.8)
with Dn =
αn−1
νn
as in Eq. (4.1).
At the end of the analysis, ∆ε¯
(n),syst
c and ∆ε˜
(n),syst
c will be compared. Ac-
cording to the level of accuracy achieved, one of them will be chosen as final
estimate of ∆ε
(n),syst
c .
3Eqs. (4.1) and Eq. (4.8) hold for T = T
(n)
c . However, since
∆T (n)c
T
(n)
c
∼ 10−5
for the models considered, we assume Eq. (4.8) is valid in the whole range T ∈[
T
(n)
c −∆T (n)c , T (n)c +∆T (n)c
]
.
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4.1.2 n = 1, the Ising model
The derivation of the critical energy density ε
(1)
c for the three-dimensional
Ising model can be found in [130]. The authors performed a FSS analysis
of data computed with canonical Monte Carlo simulations of the system,
considering lattices up to 1123 spins. The best final estimate of the critical
energy density is given by
ε(1)c ±∆ε(1)c = −0.99063± 0.00004 . (4.9)
The above result has been computed by Hasenbusch et al. in [130] consid-
ering system sizes close to the maximum size achievable with our tools and
represents one of the most accurate estimate of ε
(1)
c available in the liter-
ature (see i.e. [105] for a comparison). Moreover, the uncertainty ∆ε
(1)
c in
Eq. (4.9) has been computed combining the statistical and the systematic
errors as we have discussed in the previous Section. These facts led us not
to repeat the analysis on the Ising model and to consider Eq. (4.9) as the
best final estimate of ε
(1)
c . We will come back on this point in Sec. 4.3.
4.1.3 n = 2, the XY model
We performed canonical Monte Carlo simulations of the XY model defined
on regular cubic lattices with edges L = 32, 40, 50, 64, 80, 100 and 128. The
simulations have been performed at the critical value of the temperature
T
(2)
c = 2.201673(97) reported in [104] and the technical details are sum-
marized in Sec. B.1.1 of Appendix B. The values for ε
(2)
c (L) and c
(2)
c (L)
obtained from the simulations are reported in Table 4.1: in parentheses are
the statistical errors.
We fitted the energy density data in Table 4.1 according to the relation
(4.1) and with different choices for the critical exponents: (i) the experimen-
tal values ν2 = 0.6705(6) and α2 = −0.0115(18) as reported in [137]; (ii)
ν2 = 0.662(7) obtained in [104] at the same critical value of the tempera-
ture as in our case and α2 = −0.014(21) as derived from the scaling relation
α2 = 2−dν2 with d = 3; (iii) ν2 = 0.6723(3)[8] obtained in [138] with an high
statistics simulation at a slightly different value of the critical temperature
and α2 = −0.017(3) as derived from the scaling relation α = 2 − dν with
d = 3; (iv) α2/ν2 = −0.0258(75) and 1/ν2 = 1.487(81) as obtained in [136]
with an analogous analysis. The results of the fits for ε
(2)
c and for the fitting
parameter ε2 are reported in Table 4.2.
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Table 4.1: Monte Carlo results for the energy density ε(2)c (L) and for the specific heat c(2)c (L) at the
critical temperature T
(2)
c = 2.201673.
L ε
(2)
c (L) c
(2)
c (L)
32 -0.9982(3) 2.611(31)
40 -0.99589(12) 2.709(18)
50 -0.99382(9) 2.825(24)
64 -0.99233(14) 2.923(59)
80 -0.99137(6) 3.074(34)
100 -0.99067(4) 3.199(38)
128 -0.99020(4) 3.282(54)
Table 4.2: Fitting values of the parameters ε(2)c and ε2 entering expression (4.1).
Fitting parameters constants results χ2/d.o.f
ν2 = 0.6705 ε
(2)
c = −0.98900(3)
ε
(2)
c , ε2
α2 = −0.0115 ε2 = −1.77(2)
0.60
ν2 = 0.662 ε
(2)
c = −0.98904(3)
ε
(2)
c , ε2
α2 = −0.014 ε2 = −1.92(2)
0.57
ν2 = 0.6723 ε
(2)
c = −0.98901(3)
ε
(2)
c , ε2
α2 = −0.017 ε2 = −1.79(2)
0.59
α2/ν2 = −0.0258 ε(2)c = −0.98901(3)
ε
(2)
c , ε2
1/ν2 = 1.487 ε2 = −1.79(2)
0.59
We also performed a four-parameters fit considering α2, ν2, ε
(2)
c and ε2 as
fitting parameters. However, no meaningful results could be extracted from
the fit, the relative error on the parameters being larger than 100% on the
critical exponents (data not shown).
All the fitting results reported in Table 4.2 have a χ2/d.o.f ∼ 0.6 and the
values of the critical energy densities ε
(2)
c are all consistent with each other.
This fact implies that ε
(2)
c is rather insensitive to the choice of the critical
exponents (and so to the values of the critical temperatures at which they
have been computed). Anyway, as best estimate of the fitting parameters
we chose:
ε(2)c ±∆ε(2),statc = −0.98904 ± 0.00003 ,
ε2 = −1.92 ± 0.02
(4.10)
as reported in the second row of Table 4.2. These values correspond to a
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choice of the critical exponents given by ν2 = 0.662 and α2 = −0.014 as
derived in [104] at the same value of T
(2)
c as in our case. The curve ε
(2)
c (L)
given by Eq. (4.1) for n = 2 and with the values of ε
(2)
c and ε2 as in Eq.
(4.10), is shown in Fig. 4.1 together with the numerical data used in the
analysis. The values of ε
(2)
c and ε2 reported in Eq. (4.10) are consistent with
the same quantities reported in [136] where authors find ε
(2)
c = −0.9890(4)
and ε2 = −1.81(38) once adapted to our conventions4. It is worth noticing
that our value of ε
(2)
c = −0.98904(3) in Eq. (4.10) has a precision of one digit
more with respect to the previous results present in literature and obtained
with analogous techniques, see i.e. [136].
We fitted data of c
(2)
c (L) reported in Table 4.1 according to the scaling
relation given in Eq. (4.2) and keeping the value of the ratio α2/ν2 constant
and equal to α2/ν2 = −0.02, as given in [104]. The result of the fit is reported
in the first row of Table 4.3. To check the dependence of the specific heat
on the value of the ratio α2/ν2, we also performed the same fit for different
choices of the critical exponents: (i) α2/ν2 = −0.0285 as reported in [136];
(ii) α2/ν2 = −0.025 as obtained from data in [138]; (iii) α2/ν2 = −0.0172
as obtained from the numerical values of the critical exponents in [137]. The
results of the fits for c
(2)
c and c2 with these choices of the critical exponents
are reported in the second, third and forth row of Table 4.3, respectively.
Although the values of c
(2)
c reported in Table 4.3 are not all consistent
with each other, the results in the first three rows are comparable. Moreover,
our results for α2/ν2 = −0.0285 are in agreement with the results computed
in [136] for the same choice of the ratio of the critical exponents. Indeed,
authors found c
(2)
c = 20.45(66) and c2 = −19.61(72) with a fit based on
data derived form Monte Carlo simulations at a different value of the critical
temperature. Interestingly the values of the fitting parameters c
(2)
c and c2
are slightly larger than the others when experimentally determined critical
exponents ν2 = 0.6705 and α2 = −0.0115 [137] are considered, see the last
row of Table 4.3. This fact has been already pointed out in [136] where
authors found c
(2)
c = 30.3± 1.0 and c2 = −29.4± 1.1 for the same choice of
the critical exponents. These results suggest that the value of c
(2)
c strongly
depends on the value of the ratio α2/ν2. In [136] authors considered lattice
4In [136] the definition of the energy density is such that ε
(2)
c = E0 − 3 and ε2 = E1
with E0 and E1 as defined in [136].
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sizes up to L = 80 and suggested that a wider range of lattice sizes should
be necessary to determine the asymptotic value of c
(2)
c . In our analysis we
considered lattices sizes up to L = 128, that is almost 4 times bigger than
in [136], but the discrepancy is still visible. Lattice sizes bigger than 1283
spins may be needed to improve the estimate of c
(2)
c . For our purposes, we
can consider
c(2)c ±∆c(2)c = 28.4± 0.6 ,
c2 = −27.7± 0.7
(4.11)
as best final estimate values for the fitting parameters. These quantities,
in fact, derive from the fit with α2/ν2 = −0.02 as obtained in [104] at the
same value of T
(2)
c = 2.201673 as in our case. We refer the reader to [136]
for a more detailed discussion on the problem. The curve c
(2)
c (L) given by
Table 4.3: Fitting values of the parameters c(2)c and c2 entering expression (4.2).
Fitting parameters constants results χ2/d.o.f
c
(2)
c = 28.4± 0.6
c
(2)
c , c2 α2/ν2 = −0.02
c2 = −27.7± 0.7
0.2
c
(2)
c = 22.7± 0.5
c
(2)
c , c2 α2/ν2 = −0.0258
c2 = −21.9± 0.5
0.2
c
(2)
c = 23.3± 0.5
c
(2)
c , c2 α2/ν2 = −0.025
c2 = −22.6± 0.6
0.2
c
(2)
c = 32.5± 0.7
c
(2)
c , c2 α2/ν2 = −0.0172
c2 = −31.8± 0.8
0.2
Eq. (4.2) for n = 2 with c
(2)
c and c2 as in Eq. (4.11), is plotted in Fig. 4.2
together with the numerical data.
In order to evaluate ∆ε
(2),syst
c , we applied the two methods presented in
Sec. 4.1.1.
 Method 1. From Eq. (4.5), we computed ε¯(2)+ and ε¯
(2)
− at T
(2)
+ = 2.20177
and T
(2)
− = 2.201576, respectively, assuming ε
(2)
c = −0.98904 as re-
ported in Eq. (4.10). These quantities are given by ε¯
(2)
+ = −0.98629
and ε¯
(2)
− = −0.99180 and are such that |ε(2)c −ε¯(2)+ | = |ε(2)c −ε¯(2)− | ' 0.003.
We then get
∆ε¯(2),systc = |ε(2)c − ε¯(2)± | = 0.003. (4.12)
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Figure 4.1: The energy density ε(2)c (L) at the critical temperature T
(2)
c = 2.201673
as a function of L. The solid curve represents the fit to (4.10) with ν2 = 0.662 and
α2 = −0.014.
 Method 2. We computed ε˜(2)± with a fit of the energy density va-
lues ε˜
(2)
± (L) for L = 40, 50, 80 and 100 at T
(2)
+ = 2.20177 and T
(2)
− =
2.201576, respectively, according to relation in Eq. (4.8) with n = 2
and D2 = −1.5317 as derived from data in [104]. ε˜(2)± (L) for these
L−values are computed with Eq. (4.7) from data given in Table 4.1.
For some particular values of L, namely for L = 32, 64 and 128, we
performed high-accurate canonical Monte Carlo simulations at T
(2)
+ and
T
(2)
− , respectively, to compute the numerical values ε
(2)
± (32), ε
(2)
± (64)
and ε
(2)
± (128). The numerical results have been compared with the same
quantities as derived with the Taylor expansion (4.7) and appeared
to be consistent with them. This result reinforce the robustness of
the analytical procedure implied to derive ∆ε˜
(2),syst
c and we considered
the experimental values ε
(2)
± (32), ε
(2)
± (64) and ε
(2)
± (128) in the fitting
procedure for the derivation of ε˜
(2)
± . The data involved in the analysis
are given in Table 4.4 in which we denote in bold data derived from
Monte Carlo simulations and in plain text data derived with the Taylor
expansion (4.7). The results of the fits are reported in Table 4.5; we
get
∆ε˜(2),systc = ·
|ε(2)c −ε˜(2)+ |
|ε(2)c −ε(2)− |
= ·0.00030.0003 = 0.0003. (4.13)
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Figure 4.2: The specific heat c(2)c (L) at the critical temperature T
(2)
c = 2.201673 as a
function of L. The solid curve represents the fit to (4.11) with α2/ν2 = −0.02.
In Sec. 4.2 we are going to compare the critical values of the energy density
of different O(n) models both in the limit of small n and in the limit n→∞;
we should then consider ∆ε
(2),syst
c = ∆ε¯
(2),syst
c given in Eq. (4.12), being the
largest among the two different estimates of the systematic uncertainties in
Eqs. (4.12) and (4.13). However, this result depends on the value of c
(2)
c
given in Eq.(4.11) that, in turn, is strictly affected by the choice of the ratio
α2/ν2. For this reason we prefer to consider ∆ε˜
(2),syst
c in Eq. (4.13) as best
estimate of ∆ε
(2),syst
c . We finally have
ε(2)c ±∆ε(2),statc ±∆ε(2),systc = −0.98904 ± 0.00003 ± 0.0003. (4.14)
as final best estimate for the critical energy density of the O(2) model in
three-dimensions. The uncertainty ∆ε
(2),syst
c due to ∆T
(2)
c is one order of
magnitude larger than the statistical error. This feature will be in common
with all the other models considered.
4.1.4 n = 3, the Heisenberg model
We performed canonical Monte Carlo simulations of the Heisenberg model
defined on a regular cubic lattices with edges L = 32, 40, 50, 64, 80, 100 and
128. As best estimate of the critical temperature of the system we considered
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Table 4.4: Energy density data ε(2)+ and ε
(2)
− obtained via Taylor expansion and numerical Monte
Carlo simulations (bold), at T
(2)
+ = 2.20177 and T
(2)
− = 2.201576, respectively.
L ε
(2)
+ (L) ε
(2)
− (L)
32 -0.99854(15) -0.9984(3)
40 -0.99563(12) -0.99615(12)
50 -0.99355(9) -0.99409(9)
64 -0.99197(7) -0.99270(7)
80 -0.99107(6) -0.99167(6)
100 -0.99036(4) -0.99098(4)
128 -0.98994(4) -0.99049(4)
Table 4.5: Fitting values of the parameters ε(2)± and ε
(2)
± . In parentheses are the statistical errors due
to the fitting procedure.
Fitting parameters constants results χ2/d.o.f
ε
(2)
+ = −0.98871(5)
ε
(2)
+ , ε2,+ D2 = −1.5317
ε2,+ = −1.95(3)
1.46
ε
(2)
− = −0.98935(4)
ε
(2)
− , ε2,− D2 = −1.5317
ε2,− = −1.91(3)
0.8
the value T
(3)
c = 1.44298(2) given in [106]; the details of the simulations are
reported in Sec. B.1.2 of Appendix B. The values for ε
(3)
c (L) and c
(3)
c (L)
obtained from the simulations are reported in Table 4.6: in parentheses are
the statistical errors.
We fitted data reported in Table 4.6 according to relation (4.1) with
n = 3 and considering ε
(3)
c and ε3 as fitting parameters. For the values of the
critical exponents, we considered different choices: (i) the best theoretical
estimates ν3 = 0.705(3) and α3 = −0.115(9) coming from a re-summed
perturbation series analysis, [139]; (ii) we kept the value of D3 = (α3−1)/ν3
in Eq. (4.1) constant to D3 = (α3 − 1)/ν3 = −1.586(19) as obtained in
[140] from analogous analysis performed at Tc = 1.4430; (iii) we considered
D3 = (α3 − 1)/ν3 = −1.5974 as derived in [106] from analogous analysis
performed at the same value of T
(3)
c as in our case. The results of the fits for
ε
(3)
c and ε3 are reported in Table 4.7.
We also performed a fit of all the parameters ε
(3)
c , ε3 and D3 with the
scaling relation ε
(3)
c (L) = ε
(3)
c + ε3L
D3 . The results are given by ε
(3)
c =
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Table 4.6: Monte Carlo results for the energy density ε(3)c (L) and for the specific heat c(3)c (L) at the
critical temperature T
(3)
c = 1.44298.
L ε
(3)
c (L) c
(3)
c (L)
32 -0.99646(7) 2.863(15)
40 -0.99437(6) 2.938(19)
50 -0.99289(5) 3.030(19)
64 -0.99183(4) 3.126(23)
80 -0.99116(3) 3.197(28)
100 -0.99064(3) 3.259(32)
128 -0.990312(14) 3.367(28)
Table 4.7: Fitting values of the parameters ε(3)c and ε3 entering expression (4.1).
Fitting parameters constants results χ2/d.o.f
ν3 = 0.705 ε
(3)
c = −0.989537(12)
ε
(3)
c , ε3
α3 = −0.115 ε3 = −1.652(10)
0.52
ε
(3)
c = −0.989542(11)
ε
(3)
c , ε3 D3 = −1.586
ε3 = −1.677(10)
0.48
ε
(3)
c = −0.989556(10)
ε
(3)
c , ε3 D3 = −1.5974
ε3 = −1.744(9)
0.40
−0.98958(3), ε3 = −1.88(17) and D3 = −1.62(2) with a χ2/d.o.f ∼ 0.43.
These results are in agreement with those reported in Table 4.7 and with
the results reported in literature, see i.e. [106, 140]. However, as they come
from a three-parameters fit of a relative small set of experimental data, we
chose to neglect them and to consider only results reported in Table 4.7 in
our study.
The values of the parameters reported in the second row of Table 4.7
are consistent with the correspondent quantities reported in [140]. In there,
authors give ε
(3)
c = −0.9894(1), ε3 = −1.68(8) and D3 = −1.586(19) once
adapted to our conventions5. These values come from a three parameter
fit of the scaling relation ε
(3)
c (L) = ε
(3)
c + ε3L
D3 with D3 = (α3 − 1)/ν3,
performed at Tc = 1.4430 6= T (3)c . Beside supporting our results, this fact
5In [140] authors use a different notation with respect to ours. In particular: ε
(3)
c =<
e >reg −3 and ε3 = −d0.
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seems to suggest that ε
(3)
c does not depend too much on the value of the
critical temperature.
For what concerns the third row of Table 4.7, the results of the fit have
to be compared with the results computed in [106] at the same value of T
(3)
c
as in our case. In there, authors find
ε(3)c (L) = ε
(3)
c + ε3L
D3 ≈ −0.9896± 1.7225L−1.5974 (4.15)
once adapted to our conventions; the relative precision of the data fit being
of 0.001% or better. Also in this case our results, obtained for D3 = −1.5974,
are perfectly consistent.
The values of the parameter ε
(3)
c reported in Table 4.7 are consistent
with each other. The results reported in the third row of Table 4.7 have
been determined considering a combination of the critical exponents D3 as
derived in [106] at the same value of the critical temperature as in our case.
Since the numerical value of α3/ν3 will be needed to determine c
(3)
c , we give
ε(3)c ± ∆ε(3),statc = −0.989556 ± 0.000010 ,
ε3 = −1.744(9)
(4.16)
as best estimate of the critical energy density value of ε
(3)
c . The curve ε
(3)
c (L)
given by Eq. (4.1) for n = 3 and with the values of ε
(3)
c and ε3 as in Eq.
(4.16), is shown in Fig. 4.3 together with the numerical data used in the
analysis. It is worth noticing that the value of ε
(3)
c in Eq. (4.16) is given with
a precision of one digit more with respect to the previous results in literature
and obtained with analogous techniques, see i.e [106,140].
We fitted data of c
(3)
c (L) reported in Table 4.6 according to the scaling
relation in Eq.(4.2) with α3/ν3 = −0.1991 as in reported [106]. The results
of the fit are shown in the first row of Table 4.8. To check the dependence of
our results from the ratio α3/ν3 we performed the same fit for two different
choices of α3/ν3: (i) α3/ν3 = −0.1631 as derived in [139] and (ii) α3/ν3 =
−0.166 as derived in [140]. The results of these fits are reported in the second
and third rows of Table 4.8, respectively. At variance with what happens for
the XY model, the values of the fitting parameters c
(3)
c are consistent with
each other and with the results in literature, see i.e. [106, 140]. The same
holds for c3. Interestingly, this fact is true for every choice of the ratio α3/ν3
suggesting that, for O(3) models, system sizes up to 1283 spins are already
large enough to infer the value of the specific heat in the thermodynamic
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Figure 4.3: The energy density ε(3)c (L) at the critical temperature T
(3)
c = 1.4498 as a
function of L. The solid curve represents the fit to (4.16) with (α3 − 1)/ν3 = −1.5974.
limit. We choose
c(3)c = 4.91(3) ,
c3 = −4.09(9)
(4.17)
as the best choice of the fitting parameters, being associated to a choice of
the critical exponents derived in [106] at the same value of T
(3)
3 as in our
case. The curve c
(3)
c (L) given by Eq. (4.2) for n = 3 and the values of the
fitting parameters c
(3)
c and c3 as in Eq. (4.17), is shown in Fig. 4.4 together
with the numerical data used in the analysis.
Table 4.8: Fitting values of the parameters c(3)c and c3 entering expression (4.1) with n = 3.
Fitting parameters constants results χ2/d.o.f
c
(3)
c = 4.91(3)
c
(3)
c , c3 α3/ν3 = −0.1991
c2 = −4.09(9)
0.18
c
(3)
c = 5.31(5)
c
(3)
c , c3 α3/ν3 = −0.1631
c3 = −4.32(8)
0.15
c
(3)
c = 5.27(4)
c
(3)
c , c3 α3/ν3 = −0.166
c3 = −4.29(8)
0.15
In order to evaluate ∆ε
(3),syst
c , we applied the two methods presented in Sec.
4.1.1 and specialized to n = 3.
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Figure 4.4: The specific heat c(3)c (L) at the critical temperature T
(3)
c = 1.4498 as a
function of L. The solid curve represents the fit to (4.17) with α3/ν3 = −0.1991
 Method 1. From Eq. (4.5), we computed the values of ε¯(3)+ and ε¯
(3)
−
at T
(3)
+ = 1.44300 and T
(3)
− = 1.44296, respectively, assuming ε
(3)
c =
−0.989556 as reported in Eq. (4.16). These quantities are given by
ε¯
(3)
+ = −0.989458 and ε¯(3)− = −0.989654 and are such that |ε(3)c − ε¯(3)+ | =
|ε(3)c − ε¯(3)− | ' 0.00010. In this way, we get
∆ε¯(3),systc = |ε(3)c − ε¯(3)± | = 0.00010. (4.18)
 Method 2. We computed ε˜(3)± with a fit of the energy density data
for ε˜
(3)
± (L) for L = 32, 40, 50, 64, 80, 100 and 128 at T
(3)
+ = 1.44300
and T
(3)
− = 1.44296, respectively, according to relation in Eq. (4.8)
with n = 3 and D3 = −1.5974 as in [106]. For L = 40, 50, 80, 100 we
computed ε˜
(3)
± (L) by applying Eq. (4.7) to data given in Table 4.6.
As in the case of the XY model, the values of ε˜
(3)
± (L) for L = 32, 64
and 128 are obtained with Monte Carlo simulations performed at T
(3)
+
and T
(3)
− , respectively; these numerical values are consistent with the
same quantities computed with Eq. (4.7), not shown here. The data
involved in the analysis are shown in Table 4.9; in bold are shown
numerical values arising from the Monte Carlo simulations and in plain
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Table 4.9: Energy density data ε(3)+ (L) and ε
(3)
− (L) obtained via Taylor expansion (plain text) and
numerical Monte Carlo simulations (bold), at T
(3)
+ = 1.44300 and T
(3)
− = 1.44296, respectively. In
parentheses are statistical errors from the simulations.
L ε
(3)
+ (L) ε
(3)
− (L)
32 -0.99636(7) -0.99654(7)
40 -0.99431 -0.99443
50 -0.99283 -0.99295
64 -0.99164(6) -0.99182(4)
80 -0.99110 -0.99122
100 -0.99058 -0.99071
128 -0.990232(19) -0.99039(2)
text values computed with Eq. (4.7). From the fits we get
∆ε˜(3),systc = ·
|ε(3)+ −ε(3)c |
|ε(3)− −ε(3)c |
= ·0.000080.00006 (4.19)
as reported in Table 4.10. Since our purpose is to compare the values of
the critical energy density for different O(n) models, we choose to consider
∆ε¯
(3),syst
c in Eq. (4.18) as best estimate of the systematic uncertainty on ε
(3)
c .
From Eqs. (4.16) and (4.18) we finally get
ε(3)c ± ∆ε(3),statc ± ∆ε(3),systc = −0.989556 ± 0.000010 ± 0.00010, (4.20)
as best estimate of the critical energy density of the three dimensional Heisen-
berg model, in the thermodynamic limit.
Table 4.10: Fitting values of the parameters ε3± and ε±,3.
Fitting parameters constants results χ2/d.o.f
ε
(3)
+ = −0.989479(19)
ε
(3)
+ , ε+,3 D3 = −1.5974
ε+,3 = −1.743(16)
0.97
ε
(3)
− = −0.98962(2)
ε
(3)
− , ε−,3 D3 = −1.5974
ε−,3 = −1.738(17)
1.15
4.1.5 n = 4, the O(4) model
We performed canonical Monte Carlo simulations of the O(4) model defined
on a regular cubic lattices with edges L = 32, 40, 64, 80, 100 and 128. For the
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Table 4.11: Monte Carlo results for the energy density ε(4)c (L) and for the specific heat c(4)c (L) at
the critical temperature T
(4)
c = 1.06835.
L ε
(4)
c (L) c
(4)
c (L)
32 -0.996930(67) 3.195(20)
40 -0.995431(53) 3.282(21)
64 -0.993374(35) 3.416(27)
80 -0.992875(20) 3.470(39)
100 -0.992482(23) 3.551(44)
128 -0.992260(20) 3.617(43)
critical temperature of the system we choose the value T
(4)
c = 1.06835(13)
given in [141]. Simulations have been performed at T
(4)
c = 1.06835 and the
technical details are reported in Sec. B.1.3 of Appendix B. Table 4.11 shows
the values for ε
(4)
c (L) and c
(4)
c (L) involved in the analysis, in parentheses are
statistical errors.
We fitted data reported in Table 4.11 according to relation (4.1) with
n = 4 and considering ε
(4)
c and ε4 as fitting parameters. For the values of
the critical exponents, we considered different cases: (i) ν4 = 0.7479(80) as
reported in [141] at the same value of the critical temperature as in our case
and α4 = −0.244(24) as obtained from the scaling relation α = 2− dν with
d = 3; (ii) α4 = −0.21312 and ν4 = 0.73771 as obtained from the scaling
relations α = 2−β(1+δ) and ν = 2−α
d
with d = 3, from data reported in [131]
at Tc = 1.06849. In [131] the values of ε
(4)
c and c
(4)
c have been determined
with a finite size scaling analysis considering an external field h and then
extrapolating the results in the limit h→ 0. As will be shown in a moment
and in support to our analysis, their results will be in excellent agreement
with ours although derived with a slightly different approach. The results
of the fits for ε
(4)
c and ε4 are reported in Table 4.12. We also performed a
Table 4.12: Fitting values of the parameters ε(4)c and ε4 entering expression (4.1).
Fitting parameters constants results χ2/d.o.f
ν4 = 0.7479 ε
(4)
c = −0.99172(2)
ε
(4)
c , ε4
α4 = −0.244 ε4 = −1.68(2)
1.3
ν4 = 0.73771 ε
(4)
c = −0.99170(2)
ε
(4)
c , ε4
α4 = −0.21312 ε4 = −1.57(2)
1.3
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Figure 4.5: The energy density ε(4)c (L) at the critical temperature T
(4)
c = 1.06835 as
a function of L. The solid curve represents the fit to (4.21) with α4 = −0.244 and
ν4 = 0.7479.
four-parameters fit to derive α4, ν4, ε
(4)
c and ε4. However, as in the n = 2
case, no meaningful results can be extracted from the fit, the relative error
on the critical exponents being larger then 100%. The results of the fit are
not shown here and will be neglected in the analysis.
The results for the critical energy density ε
(4)
c shown in Table 4.12 are
consistent with each other. As anticipated, they are also in agreement with
the known results, see i.e. [131] where authors find ε
(4)
c = −0.991792(28)
from a FSS analysis involving an external magnetic field. However, we chose
to consider
ε(4)c ± ∆ε(4),statc = −0.99174 ± 0.00002 ,
ε4 = −1.69(2)
(4.21)
as best estimate of the critical energy density ε
(4)
c and of the fitting parameter
ε4, as reported in the first row of Table 4.12. These results, in fact, come
from a choice of the critical exponents as in [141] and computed at the same
value of the critical temperature as in our case. The curve ε
(4)
c (L) given by
Eq. (4.1) for n = 4 and for ε
(4)
c and ε4 as in Eq. (4.21), is shown in Fig. 4.5
together with the numerical data used in the analysis.
We fitted data of c
(4)
c (L) reported in Table 4.11 according to the scaling
relation in Eq.(4.2) with n = 4 and keeping the value of the ratio α4/ν4
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Figure 4.6: The specific heat c(4)c (L) at the critical temperature T
(4)
c = 1.06835 as a
function of L. The solid curve represents the fit to (4.22) with α4/ν4 = −0.326
constant to α4/ν4 = −0.326 as derived in [141] at the same T (4)c as in our
case. The results of the fit are given by
c(4)c = 4.32(3) ,
c4 = −3.46(10)
(4.22)
and are reported in the first row of Table 4.13. To check the dependence of
our results on the value of the ratio α4/ν4, we also performed the fit with
a different choice for α4/ν4: α4/ν4 = −0.289 as derived from data reported
in [131]. The results of this fit are reported in the second row of Table 4.13.
The values of c
(4)
c reported in Table 4.13 are in a good agreement with each
other. Moreover the c
(4)
c in the second row Table 4.13 is consistent with the
correspondent quantity reported in [131] and derived with a rather different
procedure. The curve c
(4)
c (L) given by Eq. (4.2) for n = 4 and for c
(4)
c and
c4 as in Eq. (4.22), is shown in Fig. 4.6 together with the numerical data
used in the analysis.
In order to determine ∆ε
(4),syst
c we applied the two methods presented in
Sec. 4.1.1 and specialized to n = 4.
 Method 1. From Eq. (4.5), we computed the values of ε¯(4)+ and ε¯
(4)
−
at T
(4)
+ = 1.06848 and T
(4)
− = 1.06822, respectively, assuming ε
(4)
c =
−0.99174 as reported in Eq. (4.21). These quantities are given by
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Table 4.13: Fitting values of the parameters c(4)c and c4 entering expression (4.1) with n = 4.
Fitting parameters constants results χ2/d.o.f
c
(4)
c = 4.32(3)
c
(4)
c , c4 α4/ν4 = −0.326
c4 = −3.46(10)
0.12
c
(4)
c = 4.43(3)
c
(4)
c , c4 α4/ν4 = −0.289
c4 = −3.37(9)
0.11
ε¯
(4)
+ = −0.991178 and ε¯(4)− = −0.992302 and are such that |ε(4)c − ε¯(4)+ | =
|ε(4)c − ε¯(4)− | ' 0.0006. In this way, we get
∆ε¯(4),systc = |ε(4)c − ε¯(4)± | = 0.0006. (4.23)
 Method 2. We computed ε˜(4)± with a fit of the energy density data
ε˜
(4)
± (L) with L = 32, 64 and 128 derived with Monte Carlo simulations
performed at T
(4)
+ = 1.06848 and T
(4)
− = 1.06822, respectively; the fits
have been computed according to relation in Eq. (4.8) with n = 4 and
D4 = −0.326 as in [141]. At variance with what we have done for n = 2
and 3, in this case we did not consider the values of the critical energy
density for other L-values, obtained with Eq.(4.7). Indeed, in this case,
the fits produced extremely bad results when Taylor-expanded data are
considered. The Monte Carlo data involved in the analysis are given
in Table 4.14; in parentheses are the statistical errors coming from the
simulations. The results of the fit, shown in Table 4.15, are such that
∆ε˜(4),systc = ·
|ε(4)+ −ε(4)c |
|ε(4)− −ε(4)c |
= ·0.000060.00002 (4.24)
As for the O(2) and for the O(3) model, we are going to consider ∆ε
(4),syst
c =
∆ε¯
(4),syst
c = 0.0006 given by Eq. (4.23), being larger than ∆ε˜
(4),syst
c reported
in Eq. (4.24).
We finally get
ε(4)c ± ∆ε(4),statc ± ∆ε(4),systc = −0.99174 ± 0.00002 ± 0.0006 (4.25)
as the final value of the critical energy density of the three dimensional O(4)
model in the thermodynamic limit. As for the O(2) and the O(3) models,
the uncertainty on ε
(4)
c due to ∆T
(4)
c is larger than the statistical uncertainty
and has to be considered in our analysis.
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Table 4.14: Energy density data ε(4)+ (L) and ε
(4)
− (L) obtained with numerical Monte Carlo simulations
performed at T
(4)
+ = 1.06848 and T
(4)
− = 1.06822, respectively.
L ε
(4)
+ (L) ε
(4)
− (L)
32 -0.996955(64) -0.996962(67)
64 -0.993294(37) -0.993383(36)
128 -0.992208(19) -0.992275(18)
Table 4.15: Fitting values of the parameters ε(4)± and ε4,±.
Fitting parameters constants results χ2/d.o.f
ε
(4)
+ = −0.99168(3)
ε
(4)
+ , ε4,+ D4 = −0.326
ε4,+ = −1.67(3)
1.5
ε
(4)
− = −0.991755(8)
ε
(4)
− , ε4,− D4 = −0.326
ε4,− = −1.657(9))
0.16
4.1.6 n =∞, the spherical model
The spherical model has been introduced by Berlin and Kac [142] as an
exactly solvable model of a ferromagnet and is described by the Hamiltonian
Hsph = −
N∑
〈i,j〉
ηi · ηj , (4.26)
where the sum is intended over the pairs of nearest neighbors on a regular
d−dimensional hypercubic lattice. At variance with the O(n) models the
“spin variables” ηi are real numbers and their modulus is not fixed to unity.
Instead, the spherical constraint
N∑
i=1
η2i = N (4.27)
allows for a fluctuation of the modulus of the spin variables. The model
is exactly solvable in any spatial dimension d in the thermodynamic limit,
both in the canonical and in the microcanonical ensembles; for the canonical
solution see e.g. Binney at al. [54] and references therein, for the microcanon-
ical solution see e.g. [127]. Despite the long-range nature of the constrain
in Eq.(4.27) the canonical and the microcanonical descriptions are equiva-
lent and the model shows a continuous phase transition from a low-energy
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(temperature) ferromagnetic phase to an high-energy (temperature) param-
agnetic phase for all d ≥ 3 [143].
In 1968, H. E. Stanley pointed out that the free energy of a class of
models described by the Hamiltonian
H(n) = −
N∑
〈i,j〉
µ
(n)
i · µ(n)j = −
N∑
〈i,j〉
n∑
a=1
µai µ
a
j (4.28)
with |µi|2 = n ∀i = 1, . . . , N , approaches the free energy of the spherical
model (4.26) in the n→∞ limit [144]. Moreover some “critical properties”
of H(n), like the value of the critical temperature T (n)c or the value of some
critical exponents [145], seems to be monotonic functions6 of n. The class
of models described by the Hamiltonian in Eq. (4.28) can be mapped in the
class of classical O(n) models defined by Eq. (2.1), once the norm of the
spins is properly scaled. In fact
H(n) = −
N∑
〈i,j〉
µ
(n)
i · µ(n)j = −n
N∑
〈i,j〉
Si · Sj = n H(n), (4.29)
and so
lim
n, N→∞
1
n N
H(n) = lim
N→∞
1
N
H(n) = lim
N→∞
1
N
Hsph. (4.30)
This implies that the thermodynamic properties of the continuous O(n) mo-
dels described by the Hamiltonian in Eq. (2.1) should converge to those of
the spherical model, in the n → ∞ limit. In particular, the discrete set of
critical values of the energy density: {ε(1)c , ε(2)c , ε(3)c , ε(4)c , . . . } should converge
pointwise to ε
(∞)
c —that is to the critical energy density value ofHsph— in the
n→∞ limit. This means that, as a matter of fact, the spherical model can
be considered as an O(∞) model in our analysis. The above property should
be satisfied independently on the spatial dimensionality d of the lattice and
so even in the case d = 3. In [127] an explicit expression for ε
(∞)
c is derived,
6In [145] the monotonicity is explicitly shown for the above quantities in d = 1, 2, 3 and
for particular geometries of the lattices, i.e. spin chains, triangular lattices and fcc lattices.
These results are supposed to hold also in more general cases but the generalization is
not straightforward. In particular, it is not immediately clear whether the monotonicity
is expected to hold also also for the energy density function ε
(n)
c of models defined by
Eq.(2.1) on regular cubic lattices in d = 3.
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that reduces to
ε(∞)c = −3
a3
1 + a3
, with a3 =
∫
[0,pi)3
d3φ
pi3
∑3
j=1 cos φj
3−∑3j=1 cos φj (4.31)
when adapted to our conventions in d = 3. From Eq.(4.31) we get
ε(∞)c = −1.02161 . . . (4.32)
as final best estimate of the critical energy density of the spherical model,
or equivalently of the O(∞) model, in d = 3 and for N →∞.
4.2 Comparison of critical energy densities
The critical energy densities ε
(n)
c , discussed in the previous Sections for
n = 1, 2, 3, 4 and ∞, are collected in Table 4.16 in function of 1/n =
1/∞, 1/4, 1/3, 1/2 and 1, together with their derivation method.
Table 4.16: Critical energy densities ε(n)c and related values of 1/n with their derivation method for
n = 1, 2, 3, 4 and n =∞.
1
n
ε
(n)
c Derivation method
1
∞ ≡ 0 −1.021611 Exact solution [127]
1
4
−0.99174 ± 0.00002 ± 0.0006 FSS this work, Eq. (4.25)
1
3
−0.989556 ± 0.000010 ± 0.00010 FSS this work, Eq. (4.20)
1
2
−0.98904 ± 0.00003 ± 0.0003 FSS this work, Eq. (4.14)
1 −0.99063± 0.00004 FSS [130]
Data in Table 4.16 allow to discuss the validity of Consequence 3.2.1
for 3−dimensional ferromagnetic nearest-neighbors O(n) models for every
integer value of n ∈ [1,∞], and so for every rational value of 1
n
∈ [0, 1].
Indeed, the function εc(1/n) can be obtained with an interpolation procedure
of data in the first two columns of Table 4.16; for every value of n, this
function allows to estimate the critical energy density value ε
(n)
c = εc(1/n) of
the related three-dimensional O(n) and makes possible a direct comparison
between ε
(n)
c and ε
(1)
c .
In 1996, Campostrini et al. performed an analysis of the four-point renor-
malized coupling constant in classical O(n) models [146]. Interestingly, an
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important requirement of this study was to posses an estimate of the critical
value of the internal energy ε
(n)
c for classical O(n) models, and authors found
ε(n)c = ε
(∞)
c + b1
1
n
+O
(
1
n2
)
, (4.33)
with b1 ' 0.21, once adapted to our conventions. This result, particularly
interesting for our discussion, suggests the way in which the interpolation
procedure of data in Table 4.16 has to be performed: εc(1/n) should be a
polynomial function in 1
n
in which the zero-order term is given by the critical
energy density value ε
(∞)
c of the spherical model, and the coefficient b1 of the
linear term is fixed to 0.21.
We computed the interpolating function εc(1/n) with the MATHE-
MATICA built-in routine InterpolatingPolynomial with the constraints
on the zero-order term and on the coefficient b1, set by Eq. (4.33). We found
εc(1/n) =ε
(∞)
c + 0.21
1
n
+ b2
1
n2
+ b3
1
n3
+ b4
1
n4
=
=− 1.02161 + 0.21 1
n
− 0.402399 1
n2
+
+ 0.097314
1
n3
+ 0.256104
1
n4
.
(4.34)
In the interpolation procedure we did not consider the point {1, ε(1)c } since
our interest is in the comparison of ε
(n≥2)
c and ε
(1)
c in 1n ∈
[
0, 1
2
]
. Moreover,
the function εc(1/n) has to be computed with the lowest order polynomial
function as possible. If we force εc(1/n) to pass trough {1, ε(1)c }, the next-
order term b5
1
n5
becomes necessary although no useful informations on ε
(n)
c
are present in the range 1/n ∈ [1/2, 1].
As a further test on the form of the curve in Eq. (4.34), we performed
a fit of data presented in Table 4.16 (without the point {1, ε(1)c }), with the
following polynomial relation
εc(n) = ε
(∞)
c + 0.21
1
n
+ a2
1
n2
+ a3
1
n3
+ a4
1
n4
(4.35)
where a2, a3 and a4 are unknown fitting parameters. The results of the fit
are given by a2 = 0.4025(2), a3 = 0.0975(8) and a4 = 0.256(1) and are in
excellent agreement with the interpolation coefficients in Eq. (4.34). This
notwithstanding, the χ2/d.o.f of the fit is quite small, about 0. This fact can
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be due to the problem of performing a three-parameters fit from a relative
small set of data as in Table 4.16. We then choose to consider εc(1/n) as given
by the polynomial function in Eq. (4.34) where the parameters b1, b2 and
b3 are determined with the optimized routine InterpolatingPolynomial
provided by MATHEMATICA.
In Fig. 4.7 we plot the following quantities: the interpolating curve given
by Eq. (4.34) (dashed blue line), the curve in Eq. (4.33) (solid green line), the
horizontal curve ε
(n)
c = ε
(1)
c in correspondence of the critical energy density of
the Ising model (dot-dashed black line), the critical energy densities ε
(1)
c (blue
circle), ε
(2)
c (purple square), ε
(3)
c (yellow diamond), ε
(4)
c (green up-pointing
triangle) and ε
(∞)
c (blue down-pointing triangle). For n = 1/2, 1/3, 1/4 the
uncertainties on the points are given by the systematic uncertainties shown
in Table 4.16. Eq. (4.34) allows to estimate the critical energy density values
of the O(n) models for every value of n. As an example we computed ε
(n)
c
for n = {5, 6, 7, . . . , 500}; the results are plotted in Fig. (4.7) as red crosses.
Fig. 4.7 shows that ε
(2)
c , ε
(3)
c and ε
(4)
c computed in the previous Sections
are in agreement with results coming from the 1
n
−expansion around ε(∞)c
given by Eq. (4.33). In fact the interpolating curve in Eq. (4.34) departing
from ε
(∞)
c with slope 0.21, properly fits all the data for n = 2, 3 and 4 given
in Table 4.16 and considered with the related systematic error bars.
Moreover, the interpolating curve provides a practical test for the approx-
imation ε
(n)
c ∼ ε(1)c suggested by Consequence 3.2.1. In fact, if we admit that
Eq. (4.34) correctly reproduces the real values of ε
(n)
c , for every n ∈ [2,∞] the
discrepancy between ε
(n)
c and ε
(1)
c can be easily quantified as |εc(1/n)− ε(1)c |.
In particular: for 1/n ∈ [1, 1/8), that is up to n = 8, the error made by
replacing ε
(n)
c with ε
(1)
c is |εc(1/n) − ε(1)c | ≤ 0.0108, that is about the 1%;
for 1/n ∈ [1/8, 1/18), that is up to n = 18, the error is about the 2%; for
1/n ∈ [1/18, 0], that is up to n = ∞, the error is about the 3%, and in any
case smaller than |ε(∞)c − ε(1)c | ∼ 0.031.
The above analysis quantifies the level of approximation made assuming
the Consequence 3.2.1 as satisfied, and concludes the discussion started in
Chapter 3, at least for what concerns classical O(n) models with ferromag-
netic interactions defined on regular cubic lattices in d = 3.
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Figure 4.7: Plot of the critical energy densities ε(n)c of 3d-O(n) models as a function
of 1/n. ε
(1)
c (blue circle), ε
(2)
c (purple square), ε
(3)
c (yellow diamond), ε
(4)
c (green up-
pointing triangle) and ε
(∞)
c (blue down-pointing triangle) are given in Table 4.16 and
plotted with the statistical uncertainties when present. The dashed blue line represents the
interpolating curve εc(1/n) in Eq. (4.34), the solid green line represents the
1
n expansion
in Eq. (4.33), the horizontal dot-dashed black line is the line of equation εc(n) = ε
(1)
c .
The red crosses mark the critical energy density values ε
(n)
c for n ∈ [5, 500] as derived
from Eq. (4.34).
4.3 Conclusions and remarks
In the present Chapter we have performed a numerical analysis of the Con-
sequence 3.2.1 in the case of classical O(n) models defined on regular hyper-
cubic lattices and with ferromagnetic interactions.
The critical values εnc for n = 2, 3 and 4 have been evaluated with a FSS
analysis together with the related statistical and systematic uncertainties due
to the FSS procedure and to∆T
(n)
c , respectively; interestingly, the systematic
uncertainties dominate on the statistical ones for every value of n. For n = 2
and 3, our results for the critical energy densities in Eqs. (4.10) and (4.16)
improved the accuracy of the numerical estimates present in the literature.
Interpolating the data of ε
(n)
c for n = 2, 3, 4 and n = ∞, the polynomial
function εc(1/n) has been computed to estimate the critical value of the
energy density of a generic O(n) model with n = {2, 3, 4, 5, . . . ,∞}. This
function takes into account the results on the critical energy density values
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of classical O(n) models derived with a 1
n
−expansion around ε(∞)c in [146],
and produces a practical way to test the accuracy of Consequence 3.2.1 for
every value of n ∈ [2,∞]. Indeed, the error made by replacing ε(n)c = εc(1/n¯)
with ε
(1)
c for a generic O(n) model happens to be less then 1% if n ∈ [2, 8),
from 1% and 2% if n ∈ [8, 18] and less then 3% in all the other cases.
To conclude the Chapter, some considerations can be done as to possible
continuation of this work.
The strong computational effort on one side and the necessity of the
knowledge of the value of the critical temperature on the other side deter-
mined the limited number of representatives of O(n) models simulated in
our analysis. In principle, O(n) models with n > 4 could have been studied
with the algorithm we used, but in this case the critical temperatures T
(n>4)
c
should also have been determined with high accuracy, since their values are
not known in literature up to our knowledge. Anyhow, knowing the critical
energy density of at least another O(n) model with n > 4 would supply a
further test of Eq. (4.34), so that it would be useful to compute it.
As briefly discussed in Sec. 4.1.6, a monotonic behavior in n is supposed
to hold for some thermodynamic functions of classical O(n) models defined
on particular lattice geometries, see [145]. From results reported in [145], it
is not clear if such considerations could be applied also to ε
(n)
c in the case
of classical O(n) models defined on regular cubic lattices. This notwith-
standing, starting from n =∞, the interpolating function in Eq. (4.34) is a
monotonic increasing function of 1
n
up to n = 2. From Fig. 4.7 it is possible
to see that the monotonicity fails for n = 1, but could be restored if an
higher value ε
(1)′
c is admitted for ε
(1)
c , such that |ε(1)′c − ε(1)c | ' 10−3. Since
the numerical value of ε
(1)
c in Eq. (4.9) has been derived with high accuracy
in [130], the only thing that can be possibly done in the future is to check
the value of the critical temperature at which the Ising model is simulated.
However, a possible increase of less then 10−3 in ε(1)c would affect neither
the considerations made at the end of Sec. 4.2 nor the form of Eq. (4.34)
that has been derived considering data for n > 1.
Chapter 5
Density of states of O(n)
models and stationary points
A numerical study of critical energy densities has been presented in Chapter
4 in the case of three-dimensional O(n) models. This study revealed that
the discrepancy between ε
(n)
c and ε
(1)
c is just below 3% for any value of n,
and becomes even smaller when small values of n are considered. The aim
of the present Chapter is to discuss how energy landscapes techniques pre-
sented in Chapter 3 can be applied to short-range O(n) models defined on
d−dimensional hypercubic lattices, in order to extract informations on their
thermodynamics.
Table 3.1 shows that, for any value of n, Consequence 3.2.1 correctly
predicts the equality of the critical energy densities of the Ising model and
of the O(n) models in case of long-range interactions. The same holds for
O(n) models defined on one-dimensional lattices with nearest-neighbor in-
teractions. In both cases the systems are exactly solvable and the critical
energy density of the transition equals one of the boundaries of the energy
density domain: the lower bound εmin in the 1-d case, see i.e. [44, 94], and
the upper bound εmax in the long-range case, see i.e. [93]. The fact that a
particular prediction made using Eq. (3.4) turns out to be exact does not
imply that the equation itself is exact. This notwithstanding, it is reason-
able to try to understand if, in some of the above cases where it gives the
correct prediction for the critical energy, Eq. (3.4) can be derived with a
lesser degree of approximation, or even exactly.
Indeed, we are going to show that in the case of the mean-field XY model
and in the case of the one-dimensional XY model with nearest-neighbor
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interactions, an expression very similar to Eq. (3.4), and which reduces to Eq.
(3.4) when ε→ εc, can be derived exactly in the thermodynamic limit [40].
Besides confirming the reliability of the argument presented in Sec. 3.1, this
analysis sets the energy range of validity of the approximation in Eq. (3.4)
even if only for two particular models.
The technical aspects of the derivation strongly rely on the peculiarities of
the two models so that the results cannot be generalized to other short-range
O(n) models in d > 1 in a straightforward manner. However, something has
been done in this sense. An approximation protocol has been developed
in [41] to derive an approximate form of ω(n) for—in principle any—short-
range O(n) models defined on regular d−dimensional hypercubic lattices
with periodic boundary conditions. The protocol, inspired by the energy
landscape considerations made in Sec. 3.1, has been explicitly tested on the
nearest-neighbor ferromagnetic XY model in d = 2 ad will be presented at
the end of the Chapter. A generalization to other O(n) models is thought
to be possible on the same lines but has not been carried out in detail.
The Chapter is organized as follows. In Sec. 5.1 the stationary points
approach and the approximations introduced in [38] leading to Eq. (3.4)
are recalled and discussed. Secs. 5.1.1 and 5.1.2 are devoted to the explicit
derivation of the relation between the Ising model density of states and the
density of states of the mean-field XY and 1-d XY models, respectively.
In Sec. 5.1.3 the results are discussed in a more general perspective, with
emphasis on the generalization to general d−dimensional lattices. In Sec. 5.2
the approximation protocol for the density of states ω(n) will be discussed;
its application to the XY model in d = 2 will be presented in Secs 5.2.1 et
seq. Some conclusive comments will be listed in Sec. 5.2.4.
5.1 Stationary points and density of states
To perform our analysis we have to recall the derivation of Eq. (3.4) made
in Chapter 3, that we rewrite for our convenience
ω(n)(ε) ' ω(1)(ε) g(n)(ε) . (5.1)
The approach followed in Sec. 3.1 is an “energy landscape” one and originates
from the observation that, among all the stationary configurations of the
Hamiltonian H in Eq. (2.1), the class of the Ising stationary configurations
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introduced in Chapter 2 is the most relevant one for what concerns the
thermodynamic properties of the continuous systems. This observation lead
us to re-write the density of states of the O(n) models as a sum of integrals
over a partition of the phase space. More precisely we had
ω(n)(ε) =
∑
p
∫
Up
δ(H(n) −Nε) dΓ =
∑
p
∫
Up∩Σε
dΣ
|∇H(n)| , (5.2)
where p run over the 2N Ising stationary configurations, Up is a neighborhood
of the p-th Ising configuration such that {Up}2
N
p=1 is a proper partition of the
configuration space ΓN , that coincides with phase space for spin models
defined by the Hamiltonian H in Eq. (2.1).
Then, two approximations were introduced in Sec. 3.1 to derive Eq. (5.1)
from Eq. (5.2): (i) we assumed that the integrals in Eq. (5.2) depend only
on ε, i.e., the neighborhoods U can be chosen, or deformed, such as∫
Up
δ(H(n) −Nε) dΓ =
∫
Uq
δ(H(n) −Nε) dΓ = g(n)(ε) (5.3)
for any p, q such that H(n)(p) = H(n)(q) = Nε; (ii) Since it was assumed that
non-Ising stationary configurations could be neglected, only neighborhoods
centered around stationary configurations at energy density ε have been
retained in the sum (5.2).
Both assumptions are needed to derive Eqs. (3.4) and (5.1), and are
strictly related to each other. However, these two assumptions might well
play a very different roˆle. As we shall see in the following sections, in the
two analytically tractable special cases, assumption (ii) does not hold in
general: it holds only when ε → ε(n)c . As a consequence, one has to include
also stationary configurations with energy ε′ 6= ε in the sum. Clearly, if as-
sumption (ii) does not hold, also assumption (i) is of little use as such, since
also neighborhoods centered around stationary points with energy density
different from ε have to be included in the sum.
One might then replace assumption (i) with
(i ’) The integrals in Eq. (5.2) depend only on ε and on the energy density
ε′ of the stationary point, i.e.,∫
Up
δ(H(n) −Nε) dΓ = G(n)(ε, ε′) , (5.4)
for any p such that H(n)(p) = Nε′.
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The function g(n)(ε) would then be related to G(n)(ε, ε′) by
g(n)(ε) = G(n)(ε, ε) . (5.5)
Using assumption (i ’) alone, without invoking1 assumption (ii), one obtains
from Eq. (5.2) the following expression for the density of states of a O(n)
model:
ω(n)(ε) =
∑
ε′
ω(1)(ε′)G(n)(ε, ε′) , (5.6)
i.e., a convolution between the Ising density of states ω(1) and the function
G(n). Then, in the thermodynamic limit N →∞ a saddle-point-like mecha-
nism might single out a value ε˜ for ε′, so that the convolution (5.6) becomes
a product:
ω(n)(ε) = ω(1)(ε˜)G(n)(ε, ε˜) , (5.7)
where ε˜ is a suitable function of ε. If ε˜ = ε, then using Eq. (5.5) one recovers
Eq. (5.1). This is precisely what happens when ε → ε(n)c in the two special
cases we are going to discuss in the following sections. In Sec. 5.1.3, we shall
argue about the possible generality of this scenario.
5.1.1 The mean-field XY model
We shall now show that the density of states of the mean-field XY model
can be written in the form (5.7), with ε˜ → ε when ε → ε(2)c,MF, with ε(2)c,MF =
εmax = 0 its critical energy density.
The mean-field XY model is described by the Hamiltonian (2.5) that we
recall here for n = 2:
H
(2)
MF = −
1
2N
N∑
i,j=1
cos (ϑi − ϑj) , (5.8)
where ϑi ∈ [0, 2pi), so that the configuration (or phase) space of the system
is the torus TN .
1One may wonder whether the removal of assumption (ii) has any consequence on the
robustness of the hypothesis of dominance of the Ising configurations. In our opinion it
does not have any consequence, because the latter hypothesis is preliminary to the others,
and relies on that Ising configurations are exponentially large in N , as the total number
of stationary points is expected to be, so that they are at least a non-negligible fraction
of the whole.
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By introducing the magnetization density vector m = (mx,my), where
mx =
1
N
N∑
i=1
cosϑi , (5.9)
my =
1
N
N∑
i=1
sinϑi , (5.10)
(5.11)
we can write the total energy of the system as a function of the modulus
m = |m| of the magnetization density:
H
(2)
MF = −
Nm2
2
. (5.12)
For XY models, Ising stationary points are configurations where the angles
ϑi differ from each other by either 0 or pi, as discussed in Sec. 2.2.1. To
break the O(2) invariance of the Hamiltonian we set ϑN = 0, so that the
Ising stationary configurations are all the configurations ϑ =
{
ϑi
}N
i=1
where
the angles are either 0 or pi, and can be parametrized by the number Npi of
angles equal to pi. The configurations with given Npi are
ϑi = pi ∀ i = 1, . . . , Npi (5.13)
ϑi = 0 ∀ i = Npi + 1, . . . , N (5.14)
and all the others obtained by permutations of the indices i. The number
ν(Npi) of such configurations is given by the binomial coefficient
ν(Npi) =
N !
Npi!(N −Npi)! , (5.15)
while their magnetization and energy density depend only on Npi and are
given by
m(Npi) = mx(Npi) =
N − 2Npi
N
= 1− 2npi , (5.16)
ε(Npi) = −m
2(Npi)
2
= −(N − 2Npi)
2
2N2
= −(1− 2npi)
2
2
, (5.17)
where, coherently with Sec. 2.2.1, we have introduced the fraction of angles
equal to pi, npi = Npi/N .
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Given a stationary configuration p =
{
ϑ1, . . . , ϑN
}
, let us define the
neighborhood
Up(ϑi) =

[
pi
2
,
3pi
2
]
if ϑi = pi
[
3pi
2
,
pi
2
]
if ϑi = 0
(5.18)
so that {Up}2Np=1 is a partition of the phase space TN . The density of states
ω
(2)
MF of the mean-field XY model can thus be written as
ω
(2)
MF(ε) =
N∑
Npi=0
ν(Npi)G
(2)
MF(ε,Npi) (5.19)
where
G
(2)
MF(ε,Npi) =
∫ 3pi/2
pi/2
dϑ1 · · · dϑNpi
∫ pi/2
3pi/2
dϑNpi+1 · · · dϑN ×
× δ [HMF(ϑ1, . . . , ϑN)−Nε] .
(5.20)
We note that ν(Npi) given by Eq. (5.15) is nothing but the density of states
ω
(1)
MF of the mean-field Ising model
H
(1)
MF = −
1
2N
N∑
i,j=1
σiσj , (5.21)
as a function of the number of “up” spins σ = 1; using the relation (5.17)
to obtain the energy density ε′ of the Ising stationary configuration as a
function of Npi, Eq. (5.19) can be written as
ω
(2)
MF(ε) =
∑
ε′
ω
(1)
MF(ε
′)G(2)MF(ε, ε
′) , (5.22)
where the sum runs over the energy density levels of the Ising mean-field
Hamiltonian (5.21), so that it is exactly Eq. (5.6) written in the special case
of the mean-field XY model. It is important to stress that this result is a
consequence of the fact that the energy of a Ising stationary configuration
depends only on Npi and that all the neighborhoods Up(ϑi) with the same Npi
contribute equally to the sum (5.19).
Let us now compute the function G
(2)
MF defined in Eq. (5.20). To make the
calculation simpler it is useful to express G
(2)
MF as a function of m instead of
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ε; one then gets back to ε using Eq. (5.12). Since we fixed the magnetization
to be along the x axis, the function G
(2)
MF(m,Npi) is given by
G
(2)
MF(m,Npi) =
∫ 3pi/2
pi/2
dϑ1...dϑNpi
∫ pi/2
3pi/2
dϑNpi+1...dϑN ×
× δ
(
N∑
i=1
cosϑi −Nm
)
δ
(
N∑
i=1
sinϑi
)
.
(5.23)
Using the integral representation of the Dirac delta distribution, Eq. (5.23)
becomes
G
(2)
MF(m,Npi) =
(
1
2pi
)2 ∫ 3pi/2
pi/2
dϑ1...dϑNpi
∫ pi/2
3pi/2
dϑNpi+1...dϑN ×
×
∫ ∞
−∞
dq1
∫ ∞
−∞
dq2 e
iq1(
∑N
i=1 cosϑi−Nm) eiq2(
∑N
i=1 sinϑi) ;
(5.24)
by writing
A(q1, q2) =
∫ 3pi/2
pi/2
dϑ exp [iq1 cosϑ+ iq2 sinϑ] , (5.25)
and
B(q1, q2) =
∫ pi/2
3pi/2
dϑ exp [iq1 cosϑ+ iq2 sinϑ] =
=
∫ 3pi/2
pi/2
dϑ exp [iq1 cos(ϑ− pi) + iq2 sin(ϑ− pi)] ,
(5.26)
we get
G
(2)
MF(m,Npi) =
(
1
2pi
)2 ∫ ∞
−∞
dq1
∫ ∞
−∞
dq2×
× eN(−imq1+npi logA(q1,q2)+(1−npi) logB(q1,q2)) .
(5.27)
The integrals in Eq. (5.27) can be computed with the saddle-point method
[147] in the limit N → ∞. The saddle point is given by q2 = 0 e q1 = −iγ,
where γ ∈ R satisfies the self-consistency equation
m = npi
I1(γ)− L−1(γ)
I0(γ)− L0(γ) + (1− npi)
I1(γ) + L−1(γ)
I0(γ) + L0(γ)
; (5.28)
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in Eq. (5.28), Ik(γ) are modified Bessel functions of order k and Lk(γ) are
modified Struve functions of order k [148]. We can thus write, in the limit
N  1,
G
(2)
MF(m,npi) =
(
1
2pi
)2
eN[−mγ+npi log A˜(γ,0)+(1−npi) log B˜(γ,0)] , (5.29)
where we have written npi instead of Npi since we are approaching the N →∞
limit; γ must be numerically determined solving Eq. (5.28), and the functions
A˜ and B˜ are given by
A˜(γ, 0) = pi[I0(γ)− L0(γ)] , (5.30)
B˜(γ, 0) = pi[I0(γ) + L0(γ)] . (5.31)
In the large N limit, we can thus write the density of states as a function of
m as
ω
(2)
MF(m) =
∫ 1
0
dnpi e
N(−mγ+npi log A˜(γ,0)+(1−npi) log B˜(γ,0)−npi lognpi−(1−npi) log(1−npi)) ,
(5.32)
where we have neglected the sub-leading contributions in N . Again, the
integral (5.32) can be computed with the saddle-point method as N → ∞,
so that, given m and thus ε, only a particular value of npi (and thus of m
′
and, in turn, of ε′) is singled out and the density of states ω(2)MF assumes the
product form (5.7). The particular value of npi which is singled out is the
one such that the exponent in Eq. (5.32) is maximum; it has to be computed
numerically.
The saddle point on Eq. (5.32) singles out a value m˜ of the magnetization
such that
ω
(2)
MF(m) = ω
(1)(m˜)G
(2)
MF(m, m˜) . (5.33)
In order to show that the value of m˜ as a function of m converges to m as
m→ mc, where mc = 0 is the critical value of the magnetization, in Fig. 5.1
we plot the function
h(m) = m− m˜ . (5.34)
Figure 5.1 shows that h→ 0 as m→ 0, so that the density of states ω(2)MF(m)
is such that
ω
(2)
MF(m)→ ω(1)(m) g(2)MF(m) , (5.35)
where g
(2)
MF(m) = G
(2)
MF(m,m), for m → mc. More precisely, h appears to be
a linear function of m as m→ 0, h(m) ∝ −m. When m→ 1 the numerical
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Figure 5.1: Numerical results for the function h(m) defined in Eq. (5.34) for the mean-
field XY model. The red (dotted) part of the curve is obtained by interpolation (see
text).
procedure we used to compute h(m) had some convergence problems. Since
m = 1 implies h(m) = 0 and npi = 1, to avoid these numerical problems the
curve plotted in Fig. 5.1 in the range m ∈ [0.97, 1] has been evaluated in-
terpolating the numerical results obtained for m < 0.97 with the constraint
h(1) = 0. The interpolating curve is drawn in red and in dotted style in Fig-
ure 5.1. We stress that the part of the curve relevant to the phase transition
is that in the opposite limit, m → 0, where the numerical procedure easily
converges.
We can now go back to the energy, using ε = −m2/2, and write
ω
(2)
MF(ε) = ω
(1)(ε˜)G
(2)
MF(ε, ε˜) , (5.36)
where ε˜→ ε as ε→ ε(2)c,MF = 0. One can thus write, as ε→ ε(2)c,MF,
ω
(2)
MF(ε)→ ω(1)(ε) g(2)MF(ε) , (5.37)
where g
(2)
MF(ε) = G
(2)
MF(ε, ε), for ε→ ε(2)c,MF. Figure 5.2 shows the function
η(ε) = h(
√−2ε) = ε− ε˜ ; (5.38)
as ε → ε(2)c,MF = 0, η(ε) ∝ −
√−ε. Since |η(ε)| is the difference between the
energy ε˜ singled out by the saddle point and the energy ε at which the density
of states is calculated, it somehow measures also the “distance” between the
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Figure 5.2: Numerical results for the function η(ε) = h(−√2ε) defined in Eq. (5.38) for
the mean-field XY model. The red (dotted) part is obtained by interpolation (see Fig.
5.1 and text).
function G
(2)
MF(ε, ε˜) and the function g
(2)
MF(ε) = G
(2)
MF(ε, ε). From Fig. 5.2 we
see that this difference reaches its maximum (roughly equal to 1.2 × 10−2)
around the center of the energy density range. Comparing this value to the
width of the energy range itself we see that this difference is at most of the
order of 2%.
5.1.2 The one-dimensional XY model
Let us now consider the one-dimensional XY model, which is a system of N
planar spins with nearest-neighbor coupling, described by the Hamiltonian
in Eq. (2.19), that we rewrite as
H
(2)
1d = −
N−1∑
i=1
cos (ϑi+1 − ϑi) , (5.39)
where, as in the mean-field XY model, ϑi ∈ [0, 2pi), so that the configuration
(or phase) space of the system is the torus TN . This model is ordered only
in its state of minimum energy, hence for ε
(2)
c,1d = εmin = −1.
As we shall see in the following, also for this model the density of states
can be written as
ω
(2)
1d (ε) = ω
(1)(ε˜)G
(2)
1d (ε, ε˜) , (5.40)
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where, in this case, ω(1) is the density of states of the one-dimensional Ising
model
H
(1)
1d = −
N−1∑
i=1
σiσi+1 , (5.41)
and ε˜→ ε as ε→ ε(2)c,1d = εmin. One can thus write, as ε→ ε(2)c,1d,
ω
(2)
1d (ε)→ ω(1)(ε) g(2)1d (ε) , (5.42)
where g
(2)
1d (ε) = G
(2)
1d (ε, ε), for ε → ε(2)c,1d. The derivation follows very closely
that of the mean-field model, with a few differences that will be underlined.
Let us fix ϑN = 0, and leave open the boundary condition at the other side
of the chain. As in the mean-field case, the Ising stationary configurations
are those where the angles ϑ are either 0 or pi. However, their energy is no
longer parametrized by Npi. On an Ising stationary configuration, the energy
can be written as
H
(2)
1d (ϑ1, . . . , ϑN−1) = H
(1)
1d = 2Nd −N + 1 , (5.43)
where Nd is the number of the domain walls in the configuration, i.e., the
number of flips between ϑ = 0 and ϑ = pi (and viceversa) along the chain.
This implies that one can no longer use the definition (5.18) of the neigh-
borhoods Up to build the partition of the configuration space, because this
would imply that stationary points with the same energy would give different
contributions.
Let us then change variables from (ϑ1, . . . , ϑN) to (x1, . . . , xN) as follows:
xk = ϑk+1 − ϑk if k = 1, . . . , N − 1,
xN = ϑN = 0 .
(5.44)
In the new variables the Ising stationary points are still such that xk = 0 or
xk = pi, but now the energy is given in terms of the number of x’s equal to pi,
because the number of domain walls Nd is precisely that number. One can
thus define the partition of the configuration space using the neighborhoods
Up(xi) defined as
Up(xi) =

[
pi
2
,
3pi
2
]
if xi = pi
[
3pi
2
,
pi
2
]
if xi = 0
(5.45)
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and write the density of states of the 1-d XY model as
ω
(2)
1d (ε) =
N−1∑
Nd=0
ν(Nd)G
(2)
1d (ε,Nd) (5.46)
where
ν(Nd) =
(N − 1)!
Nd!(N −Nd − 1)! (5.47)
is the number of Ising configurations with Nd domain walls, i.e., the density
of states ω(1)(ε′) of the one-dimensional Ising model with energy density
ε′ =
2Nd −N + 1
N
, (5.48)
and
G
(2)
1d (ε,Nd) =
∫ 3pi/2
pi/2
dx1 · · · dxNd
∫ pi/2
3pi/2
dxNd+1 · · · dxN−1×
× δ
(
−
N−1∑
k=1
cosxk −Nε
)
.
(5.49)
The computation then proceeds following very closely what already done for
the mean-field case. The 1-d case is even simpler, because one can directly
computeG
(2)
1d as a function of the energy density, without the need to consider
it as a function of the magnetization. Using the integral representation of
the δ and integrating on the x variables we can write in the large N limit
G
(2)
1d (ε, nd) =
1
2pi
∫ ∞
−∞
dq eN [−iqε+nd log b(q)+(1−nd) log a(q)] , (5.50)
where nd = Nd/N and the functions a and b are given by
a(q) =
∫ pi/2
3pi/2
dx e−iq cosx , (5.51)
b(q) =
∫ 3pi/2
pi/2
dx e−iq cosx . (5.52)
Performing again a saddle point with q = −iγ we get, in the N →∞ limit,
G
(2)
1d (ε, nd) =
1
pi
eN[−γε+nd log b˜(γ)+(1−nd) log a˜(γ)] , (5.53)
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where
a˜(γ) = A˜(γ, 0) , (5.54)
b˜(γ) = B˜(γ, 0) , (5.55)
with A˜ and B˜ given by Eqs. (5.30) and (5.31), respectively, and where γ
satisfies the self-consistency equation
ε = (1− nd) I1(γ)− L−1(γ)
I0(γ)− L0(γ) + nd
I1(γ) + L−1(γ)
I0(γ) + L0(γ)
. (5.56)
We can thus realize that Eqs. (5.53) and (5.56) coincide with the same equa-
tions derived for the mean-field case, i.e., Eqs. (5.29) and (5.28), provided{
m → ε
npi → 1− nd (5.57)
The latter reflect the fact that in the 1-d case the transition occurs at the
minimum value of ε instead of at the maximum.
From now on, the calculation of ω
(2)
1d (ε) is exactly the same as that of
ω
(2)
MF(m), with the substitutions (5.57). A certain value n˜d of nd will be
singled out, which corresponds to an energy density ε˜ via Eq. (5.48). We
thus obtain
ω
(2)
1d (ε) = ω
(1)(ε˜)G
(2)
1d (ε, ε˜) , (5.58)
where ε˜→ ε as ε→ ε(2)c,1d = εmin; more precisely, defining the function
ζ(ε) = ε− ε˜ = h(m = ε+ 1) , (5.59)
where h(m) is the function (5.34) defined for the mean-field XY model, we
have that ζ → 0 when ε→ ε(2)c,1d = εmin = −1, and in particular ζ ∝ −(1 + ε)
for ε close to ε
(2)
c,1d = −1. If one plots ζ as a function of ε one thus obtains
exactly the same curve reported in Fig. 5.1, with the horizontal axis shifted
so that ε ∈ [−1, 0]. Since |h(m)| is maximum for m ' 0.75, the function
|ζ(ε)| reaches its maximum value (roughly equal to 0.15) around ε ' −0.25;
the maximum difference between ε and ε˜ in this case is around 15% of the
full energy density range, larger than in the mean-field case.
5.1.3 Concluding remarks, part I
The previous Sections have been mainly devoted to discuss the validity of
the relation (3.4), recalled in Eq. (5.1), in the special cases of the mean-field
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and 1-d XY models. We have shown that the slightly more general formula
(5.7) holds, which reduces to the previous one in the limit ε→ ε(n)c .
The present work confirms that Eq. (5.1) can not be exact for a generic
O(n) model since the specific heat critical exponent α of a O(n) model would
then have the correct sign, but the wrong absolute value. More precisely,
Eq. (5.1) implies that if αI is the microcanonical specific heat exponent of
the Ising model on a given lattice, then the microcanonical specific heat
exponent of the O(n) model on the same lattice and with the same inter-
actions is α = −αI , regardless of n. In d = 3, for instance, this yields the
correct sign of the O(n) exponents, because αI > 0 so that α < 0; the O(n)
specific heat is not divergent, but cuspy at the transition. However, the
absolute value of the exponent is wrong, because it should depend on n, as
shown by well-established results for the O(n) universality classes [121]. It is
worth noting that, here and in the following, we are dealing with the specific
heat critical exponents defined in the microcanonical ensemble: these are re-
lated to the usual critical exponents α¯ defined in the canonical ensemble by
α = α¯/(1− α¯) [48], so that microcanonical results can be easily carried over
to the canonical ensemble2. The result α = −αI follows from Eq. (5.1) by
assuming that the function g(n)(ε) is a generic function which does not con-
tain any explicit information on the phase transition, i.e., is analytic with a
generic Taylor expansion. If we proceed in an analogous way assuming that
Eq. (5.7) holds for a generic O(n) model, we still find the correct sign of
the specific heat critical exponents as with Eq. (5.1), but we do no longer
have any contradiction with the known results on the values of the expo-
nents. Indeed, assuming that G(n)(x, y) is a generic (i.e., analytic) function
because it should not contain any information about the phase transition, it
can be shown that the critical exponent α of the continuous model can be
any real number in [−1, 0). This range of values is in agreement with known
results [121]; moreover, although it does not predict a precise value of α, it
still correctly implies that the specific heat of O(n) lattice spin models does
not diverge for n > 1. The details about the predictions of Eqs. (5.1) and
(5.7) as to the critical exponent α are reported in Appendix C.1.
2In particular, if α¯ ∈ [−1, 0] then α ∈ [− 12 , 0]; we note that the relation α = α¯/(1− α¯)
given in [48] holds for any α¯ < 1.
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The two models we have dealt with are very special and both of them are
exactly solvable in the microcanonical ensemble. In particular, in these two
cases the degeneracy factors ν(Npi) and ν(Nd) in Eqs. (5.15) and (5.47) can
be computed exactly together with the continuous factors G
(2)
MF (ε,Npi) and
G
(2)
1d (ε,Nd) in Eqs. (5.20) and (5.49) respectively. This feature is crucial for
the derivation we have presented and does not hold for generic short-range
O(n) models, the difficulties being similar to exactly solve their thermody-
namics in the microcanonical ensemble. To generalize these procedures to
short-range O(n) models in d > 1 suitable approximations become necessary
to compute the above quantities.
Two possible approximation procedures will be presented in the next
Sections and their application to the nearest-neighbor XY model in d = 2
will be explicitly discussed.
5.2 O(n) models with short-range interactions
in d > 1
In this Section we are going to give some hints on the generalization of
techniques presented in this Chapter to short-range O(n) models in d > 1.
The results we are discussing are collected in [41] and can be grouped into two
different categories according to the approach involved in their derivation.
Supported by the results presented in this Chapter and in [40], the first
attempt in the generalization is to set an approximation procedure that
allows to evaluate the density of states ω(n)(ε) from the sum given by Eq.
(5.2). The equation can be rewritten as
ω(n)(ε) =
∑
p∈Γ
∫
Up
dΓ δ(H(n) −Nε) (5.60)
where p denotes any Ising stationary configuration of H(n). This approach is
the direct generalization of the techniques already applied to the mean-field
and to the one-dimensional XY models to generic short-range O(n) models.
The approximation protocol we are going to develop will be denoted as “first-
principles” approximation, its starting point being simply the density of
states ω(n) expressed in terms of a suitable partition of the phase space Γ
of the system. The procedure will be presented in Sec. 5.2.2 and the two-
dimensional XY model will be considered as a test model of our analysis.
120 Density of states of O(n) models and stationary points
The second approach starts from the ansatz on the form of the density
of states proposed in [38] and discussed in Chapter 3, Eq. (3.4), and given
by
ω(n)(ε) = ω(1)(ε) g(n)(ε) (5.61)
with ω(1)(ε) density of states of the Ising model and g(n)(ε) is the continuous
factor given by Eq. (5.3). From Eq. (5.5) we have that g(n)(ε) = G(n)(ε, ε)
with G(n)(ε, ε) given by Eq. (5.4) for Ising stationary points p with energy
density ε′ = H(n)/N such that ε′ = ε. In this approach it is assumed that
the integral in Eq. (5.4) does not depend on the specific point considered but
only on its energy density ε′ and that only Ising point with energy density
ε′ = ε contribute to the density of states ω(n)(ε) in Eq. (5.61). We will
denote this kind of analysis as “ansatz-based” approximation. The general
aspects of the method will be presented in Sec. 5.2.3 and its application to
the XY model in two-dimensions will be discussed in detail.
Both in the “ansatz-based” and “first-principles” approximations, the main
point is to evaluate the quantity∫
Up
dΓ δ
(
H(n) −Nε) = ∫
Up
dΓ δ
−1
2
N∑
i=1
∑
j∈N (i)
n∑
a=1
Sai S
a
j −Nε
 ; (5.62)
where N (i) denotes the set of nearest-neighbors of lattice site i and we have
introduced the explicit expression of H(n) given by Eq. (2.1) in the case of
short-range O(n) models. According to the analysis presented in Secs. 5.1.1
and 5.1.2, we suppose that the neighborhoods Up in Eq. (5.62) can be chosen
in such a way that∫
Up
dΓ δ
(
H(n) −Nε) = ∫
Uq
dΓ δ
(
H(n) −Nε) (5.63)
for any Ising stationary points p and q such that H(n)(p) = H(n)(q). Among
the O(n) class of models, Eq. (5.62) can be analytically evaluated only in
the cases of the mean-field and one-dimensional XY models; its computa-
tion in the general case being as difficult as to find an exact solution of the
models. However some computational procedures can be set up to carry
on the calculations, albeit approximate. In [41, 55] a particular scheme of
approximation has been introduced, named the Local-Mean-Field (LMF) ap-
proximation [41]. This is a model-dependent procedure that allows to reduce
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the N−dimensional integral in Eq. (5.62) over the configuration space Γ to
N one-dimensional integrals over single uncoupled variables. The uncou-
pling procedure becomes possible once suitable model-dependent collective
variables are defined, whose roˆle reminds the one played by Npi and Nd in
Eqs. (5.20) and (5.49), respectively. The LMF procedure can be applied to
any O(n) model with short-range (or long-range, see i.e. [55]) interactions
and in any spatial dimensions d; the difference from case to case is simply
given by the number and by the type of global variables needed in the cal-
culations. The proof of the technique is constructive and will be presented
in Sec. 5.2.1. For simplicity we restrict the presentation to the case n = 2
and to two-dimensional square lattices with periodic boundary conditions.
Generalizations to higher-dimensional lattices and different values of n are
possible along similar lines, but we did not work this out in detail although
something similar has been done in [55] for the case n = 2 and d = 3.
5.2.1 The Local Mean-Field (LMF) approximation
In the case n = 2 and d = 2, i.e. for the XY models in two spatial dimen-
sions, the parametrization (2.3) can be chosen such that the integral in Eq.
(5.62) becomes∫
Up
dϑ1 . . . dϑN δ
−1
2
N∑
〈i,j〉
cos (ϑi − ϑj)−Nε
 =
=
∫
Up
dϑ1 . . . dϑN ×
× δ
(
−
N∑
i=1
[
cosϑi
2∑
j=1
cosϑ
(j)
i + sinϑi
2∑
j=1
sinϑ
(j)
i
]
−Nε
)
=
=
∫ ∞
−∞
dk
2pi
e−ikNε ×
×
∫
Up
dϑ1 . . . dϑN e
−ik∑Ni=1[cosϑi∑2j=1 cosϑ(j)i +sinϑi∑2j=1 sinϑ(j)i ]
(5.64)
where we have introduced the integral representation of the δ−function,
δ(x) = 1
2pi
∫∞
−∞ e
−ikxdk; ϑ(j)i denotes the nearest-neighbor spin j of the lattice
site i considered according to the convention reported in Fig. 5.3. The two
spins identified by ϑ
(1)
i and ϑ
(2)
i are said to be second-neighbors spins. A
generalization of Eq. (5.64) to n > 2 and d > 2 should be straightforward
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Figure 5.3: Index convention for the nearest-neigbors spins ϑ(1)i and ϑ
(2)
j of ϑi for the
XY model on a square lattice of edge L = 3
√
N and periodic boundary conditions. The
spins in the lattice sites i+ 1 and i+ L are said to be second-neighbors.
once a proper parametrization for the angular variables as in Eq. (2.3) is
chosen and the spins are properly labeled.
In Eq. (5.64), p denotes any Ising stationary point; the LMF approxima-
tion can then be introduced as follows.
Let us consider a particular Ising point, i.e. p¯ =
(
ϑ¯1, . . . , ϑ¯N
)
with ϑ¯i ∈
{0, pi} ∀i = 1, . . . , N . For each angular variable ϑi, in Eq. (5.64) we replace
the N − 1 variables ϑj with j 6= i with their numerical values ϑ¯j assumed
on the specific point p¯. The variable ϑi is left free to vary in all the range
specified by Up¯(ϑi). In this way the angular variables in Eq. (5.64) become
uncoupled and we have that∫ ∞
−∞
dk
2pi
e−ikNε ×
×
∫
Up
dϑ1 . . . dϑN e
−ik∑Ni=1[cosϑi∑2j=1 cosϑ(j)i +sinϑi∑2j=1 sinϑ(j)i ] =
=
∫ ∞
−∞
dk
2pi
e−ikNε
N∏
i=1
∫
Up¯(ϑi)
dϑi e
−ik cosϑi
(
cos ϑ¯
(1)
i +cos ϑ¯
(2)
i
)
(5.65)
with H(p¯) = Nε′. Eq. (5.65) clarifies the choice of Local Mean-Field as the
name for the approximation. In fact, after LMF approximation is applied,
the angular variables ϑi’s in Eq. (5.65) become independent variables in
Up¯(ϑi); each degree of freedom interacts only with a sort of local mean-field
given by
∑2
j=1 cos ϑ¯
(j)
i , generated by the spins in the nearest-neighbor lattice
sites. It is worth to stress that the approximation is not a proper mean-
field approximation; indeed the local field applied to every spin depends on
5.2 O(n) models with short-range interactions in d > 1 123
the values of its nearest-neighbors and can possibly vary from site to site.
Remarkably, with this approximation the contribution of the sines in the
exponent of Eq. (5.65) vanishes, since sinϑi = 0 when ϑi ∈ {0, pi}, and the
expression in Eq. (5.65) simplifies.
Since the analysis is restricted to Ising stationary configurations, in Eq.
(5.65) only two facts are possible:
(a) The second neighbor spins are equal. In this case cos ϑ¯
(1)
i = cos ϑ¯
(2)
i =
±1, and so∫
Up¯(ϑi)
dϑi e
−ik cosϑi
(
cos ϑ¯
(1)
i +cos ϑ¯
(2)
i
)
=
∫
Up¯(ϑi)
dϑi e
∓2ik cosϑi ; (5.66)
(b) The second neighbor spins are opposite. In this case cos ϑ¯
(1)
i = − cos ϑ¯(2)i ,
and so ∫
Up¯(ϑi)
dϑi e
−ik cosϑi
(
cos ϑ¯
(1)
i +cos ϑ¯
(2)
i
)
=
∫
Up¯(ϑi)
dϑi . (5.67)
To evaluate Eqs. (5.66) and (5.67) the only missing thing is the definition of
the neighborhoods Up¯(ϑi). A priori there are no particular clues on the best
choice of Up¯(ϑi); the only request being that {Up(ϑ1), . . . , Up(ϑN )}2Np=1 has to be
a partition of the phase space of the system. In the following, two different
choices of Up(ϑi) will be considered:
 Choice 1
Up(ϑi) =
{
[−pi, pi] , if ϑ¯i = 0,
[0, 2pi] , if ϑ¯i = pi.
(5.68)
 Choice 2
Up(ϑi) =
{[−pi
2
, pi
2
]
, if ϑ¯i = 0,[
pi
2
, 3pi
2
]
, if ϑ¯i = pi.
(5.69)
In principle choice 1 should be avoided, the neighborhoods Up(ϑi)’s being
partially superposed. We will consider it in any case, since it is the easiest
choice that can be done a priori for these systems. For the “first-principles”
approximation only the first choice for the Up(ϑi) will be considered, the
convergence problems in the numerical evaluation of ω(n)(ε) with Up(ϑi) as in
choice 2 being difficult to control. For the “ansatz-based” approximations,
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instead, both choice 1 and choice 2 will be considered and the effect of
neighborhood superposition will be explicitly discussed.
Once the LMF approximation is defined the “first-principles” and the
“ansatz-based” approach can be discussed in detail and their application to
the two-dimensional XY model in d = 2 will be the subject of the next
Sections.
5.2.2 “First-principles” approximation
Let us consider the form of the density of state ω(n)(ε) given by Eq. (5.60). In
the following we are going to apply our procedure to derive an approximate
form of the density of states ω(2)(ε) for the XY model in d = 2. A generali-
zation of these techniques to O(n) models with n > 2 in d > 2 is thought to
be possible on the same lines and the key points will be highlighted in the
following discussion.
Once the XY model in d = 2 is considered, Eq. (5.60) can be written as
ω
(2)
N (ε) '
∑
p∈Γ
1
2pi
∫ ∞
−∞
dk e−iNkε
∫
Up
dϑ1 . . . dϑN×
× e−ik
∑N
i=1
[
cosϑi
∑2
j=1 cosϑ
(j)
i +sinϑi
∑2
j=1 sinϑ
(j)
i
]
,
(5.70)
where p is any Ising stationary configuration. The integral over the angular
variables ϑi can be evaluated by applying the LMF approximation procedure
presented in Sec. 5.2.1. In this case we choose a definition of the integration
neighbors as in Eq. (5.68). Similar results are supposed to hold also for a
choice of Up(ϑi) as in Eq. (5.69) but the calculations have not been carried
out in this case. As discussed in Sec. 5.2.1, the generalization of Eq. (5.70)
to other O(n) models is straightforward and depends on the parametrization
chosen to describe the spin variables and on the number of nearest neighbors
(that is, on the dimensionality of the lattice).
From Eqs. (5.66) and (5.67) we have∫ pi
−pi
dϑ e∓2ik cosϑ = 2piJ0(2|k|) (5.71)
whenever a couple of equal second-neighbors spins is present in the system,
and ∫ 2pi
0
dϑ 1 = 2pi (5.72)
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every time a couple of opposite second-neighbors spins is present in the
system; J0(x) is the zero order Bessel function of the first kind [148]. We
will denote by Nc the number of pairs of equal second-neighbor spins present
in the system3 and by nc = Nc/N its number density.
The collective parameter Nc plays the same roˆle as Npi and Nd for the
mean-field and the one-dimensional XY models, respectively. Indeed, for
any given value of Nc, a particular family of Ising stationary configurations
is selected and the integral in Eq. (5.70) becomes the product of two different
contributions: the first one is (2piJ0(2|k|))Nc and it is due to number of pairs
of equal second neighbors spins, and the second one is (2pi)N−Nc that is due
to the number of opposite pairs. In this way Eq. (5.70) becomes
ω
(2)
N (ε) '
N∑
Nc=0
ν(Nc)
(2pi)N(1−nc)
2pi
∫ ∞
−∞
dk eN[−i k ε+nc log(2piJ0(2
√
k2))], (5.73)
where ν(Nc) is the degeneracy factor analogous to ν(Npi) and ν(Nd) in Eqs.
(5.15) and (5.47), respectively, that counts how many Ising configurations
are present for a certain value Nc of the collective variable. Thanks to the
choice of periodic boundary conditions in the system, Nc can vary from 0
to N ; moreover the problem of determining ν(Nc) in Eq. (5.73) is reduced
to a combinatorial problem analogous to the one of disposing Nc distinct
elements over N possible empty spaces. The solution to the latter is given
by the binomial factor ν(Nc) =
(
N
Nc
)
= N !
Nc!(N−Nc)! . The evaluation of the
degeneracy factor ν(Nc) is crucial for our analysis and we will come back on
this point at the end of this Section.
Since we are interested in the large N behavior of the system, the inte-
gration over k in Eq. (5.73) can be computed with the saddle-point method.
The saddle-point equation is given by k = iτ with τ satisfying the self-
consistency equation
I1(2τ)
I0(2τ)
=
ε
2nc
. (5.74)
3The number of pairs of opposite spins will be simply given by ND = N −Nc.
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Eq. (5.73) can then be written as
ω
(2)
N (ε) '
N∑
Nnc=0
N !
Nc!(N −Nc)! e
N [−τ ε+ log 2pi+nc log(I0(2τ))] '
' N
∫ 1
0
dnc e
N [−τ ε−nc lognc−(1−nc) log(1−nc)+log 2pi+nc log(I0(2τ))],
(5.75)
where we have replaced the sum over Nc with an integration over nc, we have
neglected the term − 1
N
log 2pi in the exponent since its contribution will van-
ish in the limit N  1, and we have introduced the Stirling approximation
of the factorial terms in the binomial coefficient to get
N !
Nc!(N −Nc)! ' e
N [−nc lognc−(1−nc) log(1−nc)]. (5.76)
For each value of the energy density ε, we can approximate Eq. (5.75) as
ω
(2)
N ' N eN maxnc∈[0,1] [−τ ε−nc lognc−(1−nc) log(1−nc)+log 2pi+nc log(I0(2τ))]; (5.77)
In this way the entropy density s(2)(ε) of the system in the thermodynamic
limit is finally given by:
s(2)(ε) ' max
nc∈[0,1]
f(nc, τ), (5.78)
with
f(nc, τ) =− τ ε− nc log nc − (1− nc) log(1− nc)+
+ log 2pi + nc log (I0(2τ))
(5.79)
and τ numerically determined from Eq. (5.74). The maximization procedure
in Eq. (5.78) can be performed numerically with the help of MATHEMAT-
ICA. The temperature T and the specific heat c as a function of the energy
density have been computed from Eq. (5.78) by numerical differentiation
and are displayed as red circles in Figs. 5.4 and 5.5, respectively. As a
comparison, data for T and c as functions of the energy density ε have been
computed with a Monte Carlo simulation of the XY model with edge L = 32
in d = 2, performed with the optimized cluster algorithm spinmc provided
by the ALPS project [132]. The numerical data are plotted in Figs. 5.4 and
5.5 as blue triangles together with the results from our approximation. The
error bars in the numerical data lie inside the symbols.
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Figure 5.4: Temperature T as a function of the energy density ε as derived from Eq.
(5.78) for the XY model in d = 2. Our results (red circles) are plotted together with the
data obtained by a Monte Carlo simulation (blue triangles). The dashed blue line and the
solid red line connecting the two sets of data are meant as guide to the eyes. The error
bars in the Monte Carlo data lie inside the symbols.
Fig. 5.4 shows that our approximation correctly reproduces the asymp-
totic behavior of the function T (ε) both in the low and in the high energy
regime, at a semiquantitative level. In particular, for ε ' −2 our results and
the simulation data are almost coincident. For ε ≥ −1.8 the discrepancy
between the numerical and the approximate results increases; the approxi-
mate value of the temperature remains lower than the results obtained from
the simulations although essentially at a constant distance. The difference
between the calculated and the simulated temperatures never exceeds the
15%.
Our results for the specific heat are reported in Fig. 5.5 (red circles).
They reveal a peak for εp,1 ' −1.495 marked by the vertical red dot-dashed
line, at a slightly lower energy density value then εp ' −1.24 where the peak
occurs in the simulation data (vertical dashed blue line). The overall shape of
the specific heat sketched by our results is in qualitative agreement with the
numerical results for ε ∈ [εp,1,−0.6] although it is shifted to lower energies
with respect to the blue triangles. For ε ≥ −0.6 the agreement increases also
quantitatively and two sets of points become essentially indistinguishable.
On the other side, for ε < εp,1 the agreement becomes worse. Both from
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Figure 5.5: Specific heat c as a function of the energy density ε as derived from Eq.
(5.78) for the XY model in d = 2. Our results (red circles) are plotted together with the
data obtained by a Monte Carlo simulation (blue triangles). The dashed blue line and the
solid red line connecting the two sets of data are meant as guide to the eyes. The error
bars in the Monte Carlo data lie inside the symbols.
theoretical and numerical results, we know that c(ε)→ 0.5 when ε→ 0, see
i.e. [96, 97]. Our results show an abrupt increase for ε ' −1.85 which is not
physical but is due to a shortcoming of our approximation that is still under
investigation.
The degeneracy factor ν and a different approximation for ω(n)
The analysis presented in this Section shows that the “first-principles” pro-
cedure provides a practical method to derive an approximate form of the
density of states ω(2) in two dimensions. In fact, the thermodynamic func-
tions derived from Eq. (5.78) are in reasonably good agreement with the
simulations, as shown in Figs. 5.4 and 5.5.
This fact suggests that our idea of considering only Ising stationary points
in the derivation of ω(2)(ε) is trustworthy and it provides a good strategy to
approximate the thermodynamic properties of continuous O(n) models, in
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principle for any value of n and d.
An important feature of the “first-principles” approximation is the natu-
ral emergence of collective variables, like Nc, in terms of which the stationary
configurations can be parametrized and the density of states re-written as
in Eq. (5.73). The number and the type of the collective variables depend
on several aspects: the model considered, the dimensionality of the lattice,
the definition of the integration neighbors Up(ϑi), the specific Ising point p
considered, and the approximation strategy applied to evaluate the integral
in Eq. (5.62). Indeed, instead of applying the LMF approximation, other
strategies could have been adopted to compute the integral in Eq. (5.62),
like a harmonic expansion of the Hamiltonian H(n) around the Ising station-
ary points. In this case other quantities, as the reduced determinant of the
Hessian matrix D(p) or the density of index ι, would have emerged in the
analysis.
Let us denote by z(n, d, p) the vector of collective variables needed in the
evaluation. In the “first-principle” approach the density of states ω
(n)
N (ε) can
always be reduced to a form of the type
ω
(n)
N (ε) =
N∑
z(n,d,p)
ν(z(n, d, p), N) f(z(n, d, p), N), (5.80)
as shown in Eq. (5.73). In the above expression ν(z(n, d, p), N) represents
the degeneracy factor4 associated to the collective vector of parameters z
which counts how many Ising configurations are present in the system for
given values z(n, d, p) and N of the collective variables and of the number of
degrees of freedom of the system, respectively.
The degeneracy factor ν can not be evaluated analytically but in some
specific cases like those discussed so far, and its computation may require
additional approximations that can vary from case to case. As an exam-
ple, if the continuous factor in Eq. (5.62) is approximated by expanding
H(n) around each Ising point p up to harmonic order, the vector of collec-
tive variables z(n, d, p) becomes {D(p), ι(p), H(n)(p)/N} and the analytical
expression of ν(D(p), ι(p), H(n)(p)/N) is hard to find, see [41]. To carry on
the calculation one may then estimate ν(z(n, d, p)) numerically. This can be
done for instance by performing a Monte Carlo simulation in which the Ising
4Like i.e. ν(Npi), ν(Nd) and ν(Nc) in Eqs. (5.15), (5.47), (5.73), respectively.
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configurations are grouped and counted according to their value of z. This
method, although possibly correct, would require a strong computational
effort. We leave its investigation to future work.
On the other hand the ansatz on the form of the density of states ω(n)
proposed in [38] and discussed in Chapter 3 was able to reproduce with
unexpected accuracy both the emergence of the phase transitions in the O(n)
models and even the critical energy density values at which the transitions
are located.
Then, one may consider Eq. (5.61) as the new starting point to approx-
imate the thermodynamic functions of the O(n) system in the whole energy
density range [−d, d]. In this kind of approach, called “ansatz-based” ap-
proach, the main point remains the estimation of g(n)(ε); this implies the
emergence of collective variables z(n, p, d), as before. This notwithstand-
ing, it is now reasonable to assume that, given a particular Ising point
p with energy density ε′ = H(n)(p)/N , the possible values of the collec-
tive variables z(n, d, p) would narrow around a typical value z˜(n, d, p) when
N → ∞. Results reported in Secs. 2.3.1 and 2.3.2 for the reduced deter-
minant D and for the density of index ι for the two- and three-dimensional
nearest-neighbors XY models confirm this idea and suggest that the typi-
cal value z˜(n, d, p) would not depend on p anymore but only on its energy
density ε′, when N  1. We then have z˜(n, d, p) ∼ z˜(n, d, ε′). Since the
ansatz in Eq. (5.61) imposes that only stationary points with energy den-
sity ε′ = ε have to be considered in the evaluation of ω(n)(ε), we have that
g(n)(z(d, p)) → g(n)(z(d, ε)) = g(n)(ε) in d−dimensions, with z(d, ε) suitable
functions that can be easily computed with numerical fits of simulation data.
All these concepts will be clarified in the next Sections where the “ansatz-
based” approximation will be applied to the XY model in d = 2.
5.2.3 “Ansatz-based” approximation
Let us consider the density of states ω(n) as given by Eq. (5.61); then, our
purpose is to estimate the continuous factor g(n)(ε). This can be done for
instance by applying the LMF approximation introduced in Sec. 5.2.1. Let
us consider the XY model in d = 2 as test model of our procedure so that
all the technical tools presented in Sec. 5.2.1 can be immediately applied to
this case; the generalization to other O(n) models should be straightforward.
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LMF approximation for g(2)(ε) and Up(ϑi) given by Eq. (5.68).
We start considering the LMF approximation with the first choice of the
neighbors Up(ϑi) given by Eq. (5.68). In this case the calculations proceed on
the same lines as in the case of the “first-principles” approximation, the only
difference being that only Ising points with energy density ε are considered
and the collective variable z(2, 2, ε) = Nc(ε) does not depend on the specific
Ising point p anymore but only on its energy density ε.
The density of states can then be written as
ω
(2)
N (ε) = ω
(1)
N (ε)
(2pi)N(1−nc(ε))
2pi
∫ ∞
−∞
eN[−ikε+nc(ε) log(2piJ0(2
√
k2))] (5.81)
where ω
(1)
N (ε) plays the roˆle of ν(Nc, N) in Eq. (5.73) and is analytically
known thanks to the Onsager solution [95]. On the other hand, nc = nc(ε)
is an unknown function that has to be determined. This has be done in-
terpolating the numerical data obtained by a Monte Carlo simulation of the
two-dimensional XY model with edge L = 32. The interpolation has been
performed with the MATHEMATICA built-in routine Interpolation and
the result is shown as a solid blue line in Fig. 5.6, together with the simula-
tion data.
The integral in Eq. (5.81) can be computed with the saddle-point method
and the saddle-point equation is given by k = iλ; λ satisfies a self-consistency
equation analogous to Eq. (5.74) given by
I1(2λ)
I0(2λ)
=
ε
2nc(ε)
. (5.82)
Eq. (5.81) can then be written as
ω
(2)
N (ε) ' ω(1)N (ε)eN [−λε+log 2pi+nc(ε) log(I0(2λ))] =
= e
N
[
s
(1)
N (ε)−λε+log 2pi+nc(ε) log(I0(2λ))
] (5.83)
valid forN  1; s(1)N (ε) represents is the entropy density of the two-dimensional
Ising model. Dividing by N the logarithm of the above expression, letting
N → ∞ and neglecting the sub-leading terms in N , we finally get the fol-
lowing expression for the entropy density of the XY model in d = 2
s(2)(ε) ∼ s(1)(ε) + log 2pi − λε+ nc(ε) log [I0(2λ)] ; (5.84)
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Figure 5.6: Numerical data for nc obtained from a Monte Carlo simulation of the two-
dimensional Ising model with edge L = 32, blue points. The solid blue line represents the
interpolating function nc(ε). Error bars lie inside the points.
with λ satisfying the self-consistency equation (5.82). In Fig. 5.7 we plot
the temperature T as a function of the energy density ε as obtained from
numerical differentiation of Eq. (5.84) (red points) according to Eq. (1.6).
As in Fig. 5.4, the values obtained with a Monte Carlo simulation are shown
for comparison (blue triangles). The error bars in the Monte Carlo data lie
inside the symbols
Fig. 5.7 shows that the asymptotic behavior of the function T (ε), in
the harmonic regime (very low-energy), in the low-energy regime and in
the high-energy limit is well reproduced at a semiquantitative level by our
approximation; the agreement is extremely good for low energies. For ε &
−1.9 the approximate results move away from the numerical ones and, ε &
ε˜ = −1.9 the approximate value of the temperature remains lower than
the results obtained from the simulation5. The largest difference between
theoretical and numerical values of T is about 50%.
In Fig. 5.8 the values of the specific heat c obtained with a numerical
differentiation of Eq. (5.84) as in Eq. (1.7) are plotted as a function of
5This behavior is analogous to the one obtained in [55] with a similar procedure applied
to the partition function of the system.
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Figure 5.7: Temperature T as a function of the energy density ε as derived from Eq.
(5.84) for the XY model in d = 2. Our results (red circles) are plotted together with the
data obtained by a Monte Carlo simulation (blue triangles). The dashed blue line and the
solid red line connecting the two sets of data are meant as guide to the eyes. The error
bars in the Monte Carlo data lie inside the symbols
the energy density ε. As in Fig. 5.7 the theoretical results are displayed
as red circles and are plotted together with the values of c computed by
Monte Carlo simulation (blue triangles). The specific heat shows a peak for
εp,2 ' −1.258 marked by the vertical red dot-dashed line. This value of the
energy density is very close to εp ' −1.24 that is the energy density value at
which the peak occurs in the simulation data. Our approximation is able to
reproduce the correct behavior of the specific heat in the high-energy regime,
while the agreement becomes slightly worse in the low-energy case, although
qualitatively correct. The difference between calculated and simulated values
of c is about 20% for ε < εp and smaller for ε > εp. Trend of the theoretical
results up to ε ' −1.9 seems to suggests a value for c(−2) ∈ [0.5, 0.6], a
bit higher than expected. For ε ' −2 a shortcoming of the approximation
procedure produces the abrupt increase of our results as in Fig. 5.5.
The calculations presented in this Section have been repeated using the
expression of Up(ϑi) given in Eq. (5.69). The results are presented in the
following.
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Figure 5.8: Specific heat c as a function of the energy density ε as derived from Eq.
(5.84) for the XY model in d = 2. Our results (red circles) are plotted together with the
data obtained by a Monte Carlo simulation (blue triangles). The dashed blue line and the
solid red line connecting the two sets of data are meant as guide to the eyes. The error
bars in the Monte Carlo data lie inside the symbols
LMF approximation for g(2)(ε) and Up(ϑi) given by Eq. (5.69).
We now consider the LMF approximation with the neighborhoods Up(ϑi)
given by Eq. (5.69). Given a particular Ising configuration p, from Eq.
(5.66) we have:
 if ϑ¯(1)i = ϑ¯
(2)
i = 1 (resp. −1) and ϑ¯i = 1 (resp. −1), i.e., the configura-
tion looks locally like
· ↑ · · ↓ ·
· ↑ ↑ or respectively · ↓ ↓ ,
· · · · · ·
(5.85)
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then ∫ pi
2
−pi
2
e−ik cosϑi(cos ϑ¯
(1)
i +cos ϑ¯
(2)
i )dϑi =∫ 3pi
2
pi
2
e−ik cosϑi(cos ϑ¯
(1)
i +cos ϑ¯
(2)
i )dϑi = pi (J0(2k)− iH0(2k))
(5.86)
independently on whether ϑ¯i = 0 or pi; H0(x) denotes the zero-order
Struve function.
 If ϑ¯(1)i = ϑ¯
(2)
i = 1 (resp. −1) and ϑ¯i = −1 (resp. 1), i.e., the configura-
tion looks locally like
· ↑ · · ↓ ·
· ↓ ↑ or respectively · ↑ ↓ ,
· · · · · ·
(5.87)
then ∫ pi
2
−pi
2
e−ik cosϑi(cos ϑ¯
(1)
i +cos ϑ¯
(2)
i )dϑi =∫ 3pi
2
pi
2
e−ik cosϑi(cos ϑ¯
(1)
i +cos ϑ¯
(2)
i )dϑi = pi (J0(2k) + iH0(2k))
(5.88)
independently on whether ϑ¯i = 0 or pi.
On the other hand, Eq. (5.67) is simply given by∫ pi
2
−pi
2
dϑi 1 =
∫ 3pi
2
pi
2
dϑi 1 = pi. (5.89)
We will denote by n3 = N3/N the density of triplets of equal spins forming
a local configuration as in Eq.(5.85). In this way, combining Eqs. (5.86),
(5.88) with Eq. (5.65) we get
g(2)(ε) =
piN
2pi
∫ ∞
−∞
dk eikNε eN [n3(ε) log(J0(2k)−iH0(2k))]×
× eN [(nc(ε)−n3(ε)) log(J0(2k)+iH0(2k))].
(5.90)
In this case, the vector of parameters z(2, 2, ε) is given by z(2, 2, ε) = nc(ε)∪
n3(ε).
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The integral in Eq. (5.90) can be computed with the saddle point method
in the limit N  1. The saddle point equation is given by k = −iζ; making
use of the properties of the Bessel and of the Struve functions and performing
some algebra, Eq. (5.90) can be written as
g(2)(ε) 'eN [−ζε+log pi+n3(ε) log(I0(2ζ)−L0(2ζ))]
eN [(nc(ε)−n3(ε)) log(I0(2k)+L0(2ζ))]
(5.91)
with ζ satisfying the self-consistency equation
−ε+ n3(ε)
I0(2ζ)− L0(2ζ)
(
2I1(2ζ)−
(
2
pi
+ L−1(2ζ) + L1(2ζ)
))
+
+
nc(ε)− n3(ε)
I0(2ζ) + L0(2ζ)
(
2I1(2ζ) +
(
2
pi
+ L−1(2ζ) + L1(2ζ)
))
= 0.
(5.92)
As in the case of nc(ε), the function n3(ε) can be obtained as interpolation
of the numerical data arising from a Monte Carlo simulation of the system;
the simulation data for n3 are not shown here.
We can now insert Eq. (5.91) in Eq. (5.61). By taking the logarithm of
the resulting expression and neglecting the sub-leading term in N , we finally
arrive to the following expression for the entropy density
s(2)(ε) ' s(1)(ε) − ζ ε+ log pi + n3(ε) log [I0(2ζ)− L0(2ζ)] +
+ (nc(ε)− n3(ε)) log [I0(2ζ) + L0(2ζ)]
(5.93)
valid in the N → ∞ limit; ζ has to be determined numerically from Eq.
(5.92).
Fig. 5.9 shows the behavior of T as function of the energy density ε
obtained by numerical differentiation from Eq. (5.93) (red points). As in
Fig. 5.7 the theoretical values are plotted together with the data obtained
with a Monte Carlo simulation of the system (blue triangles). The error bars
in the Monte Carlo data lie inside the symbols
For Fig. 5.9 the same comments can be done as for Fig. 5.7. The theo-
retical results are in good agreement with the numerics in the entire energy
density range. In comparison with the theoretical caloric curve in Fig. 5.7,
the caloric curve resulting from this approximation and shown Fig. 5.9 is
closer to the numerical results: the largest difference between theory and
simulation is here around 20%. This fact is the effect of the different choice
of the integration neighborhoods. In particular, if the integration neigh-
borhoods are superposed, as in Eq. (5.68), the continuous factor g(2)(ε) is
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Figure 5.9: Temperature T as a function of the energy density ε as derived from Eq.
(5.93) for the XY model in d = 2. Our results (red circles) are plotted together with the
data obtained by a Monte Carlo simulation (blue triangles). The dashed blue line and the
solid red line connecting the two sets of data are meant as guide to the eyes. The error
bars in the Monte Carlo data lie inside the symbols
over-estimated and the discrepancy between the theoretical and the numeri-
cal results is larger than in case of a choice of the integration neighborhoods
as in Eq. (5.69).
This fact is even more evident for the specific heat. The theoretical results
are plotted in red in Fig. 5.10. With a choice of the integration neighbor-
hoods of Eq. (5.90) as in Eq. (5.69), the energy value of the peak of the
specific heat derived with our approximation is εp,3 ' −1.3 ' εp ' −1.24;
moreover, all the high energy regime for ε > εp is in good quantitative agree-
ment with the numerics. On the other hand, for ε < εp the two sets of data
separate themselves and in the low energy regime the same considerations as
for Figs. 5.5 and 5.8 can be done on the shortcoming of our approximation.
5.2.4 Concluding remarks, part II
In Sec. 5.2 we have shown how the concepts presented in Sec. 5.1 can
be generalized to non solvable short-range O(n) models in d > 1; the two-
dimensional XY model has been explicitly discussed. This part of the analy-
sis revealed that, even if some extra approximations are required to perform
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Figure 5.10: Specific heat c as a function of the energy density ε as derived from Eq.
(5.84) for the XY model in d = 2. Our results (red circles) are plotted together with the
data obtained by a Monte Carlo simulation (blue triangles). The dashed blue line and the
solid red line connecting the two sets of data are meant as guide to the eyes. The error
bars in the Monte Carlo data lie inside the symbols
the calculations (like the LMF approximation), the original idea of consid-
ering only Ising stationary configurations in the derivation of the thermody-
namic properties of the continuous models is sound.
The XY model in d = 2 is not exactly solvable and any approximation
scheme has to be compared with the results coming from numerical simula-
tions. Calculated thermodynamic functions always show a qualitative agree-
ment with the numerical data and in some cases also a quantitative agree-
ment. Particularly interesting is the presence of the peak in the specific heat
reported in Figs. 5.5, 5.8 and 5.10. Despite the approximations involved in
its derivation, the specific heat correctly shows a peak and not a divergence
as happens, instead, for the Ising model in d = 2 at ε
(1)
c ' 1.41 [95]. For
this particular value of the energy density our numerical procedure correctly
produces a finite value of c although the numerical convergence is more del-
icate as highlighted by the scattered data present in Figs. 5.8 and 5.10 for
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ε ' ε(1)c . In case of Fig. 5.10 the agreement is also quantitative as far as the
location of the peak of the specific heat is concerned.
Apart from technical limitations, the concepts presented in Sec. 5.2 can
be generalized in principle to any other O(n) model in any spatial dimensions
and possibly can give an hint towards the development of approximation
techniques to study these models for which an exact solution is still missing.
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Chapter 6
Energy landscapes and Smale’s
7th problem
Besides carrying out the energy landscape analysis of classical O(n) spin
models presented in the previous chapters, during my graduate studies I had
the opportunity to work on a related topic. This is Smale’s 7th problem
concerning the N−points configurations on the sphere S2 which minimize
the logarithmic pair-energy V0(r) = ln
1
r
averaged over the
(
N
2
)
pairs in a
configuration; here, r is the chordal distance between the points forming a
pair. More generally, the same question can be asked when the logarithmic
pair energy is replaced with an s-Riesz pair energy (see below). Empirically,
the number of local minimum energy configurations which are not global
seems to grow exponentially with N [163]. The growth rate should have a
significance similar to the complexity of the energy landscape. Empirical
studies about this s-Riesz energy landscape for N -point configurations on S2
have begun recently, see [165] and references therein. Thus the problem fits
into the general topic of energy landscape analysis presented in this Thesis.
However, the analysis of the energy landscape of these s-parametrized
systems is much more difficult than the analysis of the O(n) models discussed
so far. Even the analysis of the optimal energy N -point configurations is
largely unsettled and necessitates computer-assisted empirical studies. We
have carried out such a study, collected in [42], in collaboration with M. K.-H.
Kiessling and J. Brauchart, which started in 2011 and is still in force. In this
last Chapter we present a brief summary of the theoretical motivation and
of the principal findings extensively discussed in [42]. We refer the interested
reader to the cited paper for an in-depth analysis of the problem.
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6.1 Smale’s 7th problem
In various fields of science, ranging from biology over chemistry and physics
to computer science, one encounters N -point optimization problems of which
the following one is archetypical. Consider N ≥ 2 distinct points on the
standard two-sphere S2. Any such N -point configuration will be denoted
by ωN ⊂ S2. The positions of the N points are conveniently given by N
vectors qk ∈ R3 of Euclidean length |qk| = 1, k = 1, . . . , N , and the distance
between the two points in the pair (i, j) is taken to be the chordal distance∣∣qi − qj∣∣. Any pair (i, j) is now assigned a standardized Riesz pair-energy1
Vs(
∣∣qi − qj∣∣), with
Vs(r) ≡ s−1
(
r−s − 1) , s ∈ R, s 6= 0; (6.1)
V0(r) ≡ − ln r
(
= lim
s→0
Vs(r)
)
. (6.2)
The average standardized Riesz pair-energy of a configuration is given by
〈Vs〉(ωN) ≡ 2
N(N − 1)
∑∑
1≤i<j≤N
Vs(|qi − qj|), (6.3)
and the minimal average standardized Riesz pair-energy by
vs(N) ≡ inf
ωN⊂S2
〈Vs〉(ωN). (6.4)
The problem is to determine vs(N) together with the minimizing configura-
tion(s) ωsN (also known as N -tuple of s-Fekete points) whenever such exist.
2
In general this is a hard mathematical problem. Only for one distinguished
value of s has it been solved for all N , and only for a few N -values has it
been conquered for all s.
The distinguished special value for which this problem has been com-
pletely solved for all N by explicit calculation is s = −2, which yields the
1Traditionally the Riesz pair-energy is defined as V˜s(r) = r
−s for s 6= 0, and V˜0(r) =
− ln r for s = 0. This has the disadvantages that V˜0(r) 6= lims→0 V˜s(r), and that one has
to seek energy-minimizing configurations for s ≥ 0 yet energy-maximizing ones for s < 0.
2By the lower semi-continuity of the standardized Riesz pair-energy and the compact-
ness of the sphere, there always exist N labeled points (not necessarily pairwise different
if s ≤ −2) whose average pair-energy equals vs(N). A minimizing set of N labeled points
is not a proper minimizing N -point configuration unless all points are pairwise different.
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energy law for the completely integrable Newtonian N -body problem with
repulsive harmonic forces. Any N -point configuration satisfying
∑N
i=1 qi = 0
is a minimizing configuration of 〈Vs〉(ωN), and only such are. The minimal
energy reads
v−2(N) = −1
2
N + 1
N − 1 . (6.5)
For s < −2 one is confronted with the observation that for large N
the N -tuple Fekete points accumulate around two opposite points, and the
localization sharpens as N is getting larger; this is a consequence of Theorem
7 in [150]. In particular, for even N the infimum vs(N), s < −2, is achieved3
if and only if half of the particles each are placed at two antipodal points,
yielding
vs(N) = −
1
|s|
(
2|s|−1 − 1)N + 1
N − 1 , s < −2, N = 2n, (6.6)
which converges to v−2(N) when taking the limit s ↑ −2 of Eq. (6.6).
When N is odd the situation is already more tricky. For instance, for
the smallest allowed odd N = 3 it is suggestive to conjecture that the min-
imizing configuration consists of the corners of an equilateral triangle in an
arbitrary equatorial plane; yet comparison with an antipodal “configuration”
(arrangement) with two labeled points in the North and one in the South Pole
reveals that the equilateral configuration yields a lower average standardized
Riesz pair-energy only for s3 < s < −2, where s3 ≡ ln(4/9)/ ln(4/3), while
for s < s3 the antipodal arrangement yields the lower average standardized
Riesz pair-energy; in this case one can easily show rigorously that the an-
tipodal arrangement is in fact optimal: namely, the equilateral triangle and
the antipodal arrangement are the only equilibrium arrangements of 3 la-
beled points. When comparing the average standardized Riesz pair-energy
for antipodal and equilateral arrangements for other odd N , this changeover
happens only if N is a multiple of 3. The critical s3(2n−1) tends monoton-
ically to −2 as N = 3(2n − 1) → ∞. Of course, this does not prove that
either arrangement is optimal in the respective range of s. To the best of
our knowledge, the optimal arrangement of odd-N points as a function of
s < −2 is far from being settled.
3By Theorem 7 of [150], the infimum is not achieved by a proper N -point configuration
since the points are not all distinct.
144 Energy landscapes and Smale’s 7th problem
When s > −2 the problem becomes drastically more complicated. One
needs to distinguish the cases −2 < s < 2, s = 2, s > 2, and the limit
s→∞.
The interval −2 < s < 2 is known as the potential-theoretical regime,
since concepts and methods of potential theory can be applied to study both
the discrete and the continuous (i.e. N →∞) optimization problems.
Within this regime the integer values s = −1, s = 0, and s = 1 are of
particular interest. When s = −1 the minimal average standardized Riesz
pair-energy problem is equivalent to the maximal average pairwise chordal
distance problem; see [151–153]. The case “s = 0,” i.e. the limit s → 0,
which yields the logarithmic pair-energy in Eq. (6.2) (also known as the
Coulomb energy for a pair of “two-dimensional unit point charges” on S2,
respectively the Kirchhoff energy of a pair of unit point vortices on S2), occurs
in a stunning variety of problems (on S2 and other manifolds) in the sciences
and mathematics, see [42] for references. Originally Smale’s 7th problem for
the 21st century [154] was formulated for the logarithmic energy, see below.
Lastly, the value s = 1 yields the Coulomb pair-energy of “three-dimensional
unit point charges” associated with the so-called Thomson problem (see [42]
for references).
Amongst the values s ≥ 2, the borderline value s = 2 is special in the
sense that the finite-N behavior is qualitatively different from both, the
regime −2 < s < 2, and the regime s > 2. Yet it can be understood
by considering a certain limit process s → 2. The Riesz pair interaction
for s = 2, in physics considered as correction term to Newton’s gravity
[155], is also special in the sense that it yields a Newtonian N -body problem
in R3 with additional isolating integrals of motion, see i.e. [156], besides
those associated with Galilei invariance. Restricted to R the motion is even
completely integrable for all N [157,158].
Also the limit s→∞ is of interest; though, applied to Vs(r) it only gives
impenetrable calottes with pair energy
V∞(r) ≡ lim
s→∞
Vs(r) =
{ ∞ if r < 1
0 if r ≥ 1 . (6.7)
In that case v∞(N) = 0 for N < N∗, while v∞(N) = ∞ for N ≥ N∗, where
N∗ = 12, see [42] and references therein. More interesting is it to take the
limit s→∞ of the minimizing configuration(s) for vs(N), after factoring out
of the rotation group. This leads to the so-called Tamm problem, or hard
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sphere (best-packing) problem; that is, to find a configuration of N points on
the sphere with the minimal pairwise (chordal) distance between the points
being as large as possible, see [42] for a discussion on this point and useful
references.
To our best knowledge, the following point sets are the only ones for which
one can rigorously prove that they have minimal average standardized Riesz
pair-energy for all s > −2. One can easily characterize the minimizing con-
figuration explicitly only when N = 2 or 3 (as the antipodal and equilateral
configuration, respectively). The minimizing configuration has been charac-
terized explicitly also for N = 4, 6, and 12 as the vertices of Platonic solids4
(tetrahedron, octahedron, and icosahedron), which are known to be univer-
sally optimal (see [159]); such configurations minimize the potential energy
of completely monotonic pair-energy functions. The standardized Riesz pair-
energies for s > −2 (including the logarithmic pair-energy at s = 0) fall into
this category. The listed configurations for N = 2, 3, 4, 6, and 12 exhaust
the possibilities for universally optimal configurations on S2; cf. [159,160].
The difficult task of finding a proof of minimality can, perhaps, be best
illustrated with the only partly resolved —partially with our results— five
point problem on S2, see [42].
The truly hard regime is the vast intermediate range of N which are
generically too large to allow for an explicit determination of the minimiz-
ing configuration, but not large enough for the asymptotic formulas to yield
sufficiently accurate results. Empirical insight can be gained from computer
experiments (e.g. [161], [162], see also [42] for additional references), which
help finding candidates for the minimizing configuration, and in any event
yield empirical upper bounds vxs (N) on the minimal average standardized
Riesz pair-energy vs(N). Up to N ≈ 100 one can pretty much trust the com-
putational results: several different computational routines all have yielded
the same putatively minimizing configurations. For larger N , fewer inde-
pendent computer experiments have been carried out, and since the number
of local minimum energy configurations which are not global seems to grow
4Surprisingly, perhaps, the vertices of the Platonic cube (N = 8) have a higher average
pair-energy than the square-antiprism derived from the cube by twisting (angle of 45 de-
grees) and squeezing together two opposite faces of the cube. Similarly, the dodecahedron
(N=20) is not a minimizing configuration either, for any s > −2.
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exponentially5 with N [163], it becomes quite likely that a computer-assisted
(random) search finds only one of these non-global minima when N is too
large. Since it is so difficult to find the optimizing configurations, one may
need to settle for less. Smale’s 7th problem is formulated in this spirit:
Find an algorithm which, upon input N , in polynomial time re-
turns a configuration ωN on S2 whose average standardized Riesz
pair-energy does not deviate from the optimal value obtained with
ωsN by more than a certain conjectured s-specific function of N .
Remark 6.1.1. Smale’s problem was originally posed for s = 0, viz. V0(r) =
− ln r, and then not for the average logarithmic pair-energy but for the total
logarithmic energy of the N-point configurations, i.e. for
(
N
2
)
v0(N). The
“s-specific function of N” in this original formulation is the fourth term of
the partially proved, partially conjectured large-N asymptotic expansion of
the optimal logarithmic energy of N-point configurations on S2 [161, 162],(
N
2
)
v0(N) = aN
2 + bN lnN + cN + d lnN +O(1), (6.8)
with a = 1
4
ln e
4
and b = −1
4
rigorously known, and with rigorous upper and
lower bounds on c,6 and numerical estimates for d, given in [161] (for an
update, see [164]). The coefficient “d” in Smale’s problem is unspecified and
allowed to be bigger than any asymptotically determined7 “d.”
Subsequently Smale extended his problem to other values of s ∈ (0, 2); and
he remarked that analogous problems can be formulated for higher-dimensional
spheres Sd, d = 3, 4, ... [154].
5The growth rate should have a significance similar to “the complexity of the energy
landscape.” Studies about the s-Riesz energy landscape for N -point configurations on S2
have only begun recently, see [165] and references therein. For background information
on energy landscapes and their complexity, see [1].
6In [164] it is conjectured that c = ln
(
2(2/3)1/4pi3/4/Γ(1/3)3/2
)
. Recently, a rigor-
ous determination of c for weighted logarithmic Fekete problems in R2, to which the
logarithmic Fekete problem on S2 is related by stereographic projection, was proposed
in [166]; unfortunately, the conditions on the weights imposed in [166] just barely miss
the particular weight obtained by stereographic projection.
7Currently only numerical evidence is available for the fourth term in the putative
asymptotic expansion, and it is also conceivable that this term is actually not truly asymp-
totic.
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This concludes our brief introduction into this fascinating field. Further
information can be found in the survey articles cited in [42]. We next explain
what we are up to in our work.
6.2 “Magic” numbers in Smale’s 7th problem
Our starting point is the observation that the strict monotonic increase of
the sequence N 7→ vs(N) (see [167] for a proof) and its boundedness above
for s < 2 (a simple variational estimate see [42]) together imply that the
overall shape of the graph {(N, vs(N)) : N = 2, 3, ....} must be “concave in
the large” for each s < 2. This raises the question whether this graph is
perhaps even locally, at each N > 2, strictly concave when s < 2. Explicitly,
the question is whether the discrete second derivative of vs(N), given by
v¨s(N) = vs(N − 1)− 2vs(N) + vs(N + 1), N > 2, (6.9)
is perhaps strictly negative for all N > 2 when s < 2.
Moreover, although vs(N) is not bounded above for s ≥ 2, since the
leading-order terms of the asymptotic large-N expansion of vs(N), namely
v2(N) ∝ lnN [168] and vs(N) ∝ N (s−2)/2 for s > 2 [169], are strictly locally
concave for 2 ≤ s < 4, it is even conceivable that so is N 7→ vs(N).
An affirmative answer is readily obtained for the special value s = −2
simply by differentiating the expression (6.5) for v−2(N) twice. Furthermore,
twofold discrete differentiation of vs(2n) when s < −2, see (6.6), shows that
also 2n 7→ vs(2n) is strictly locally concave for s < −2; of course, this does
not prove that N 7→ vs(N) is strictly concave for all N > 2 when s < −2.
In the absence of any closed form representation of vs(N) for s > −2
we turned to the empirical data published in [162, 163, 170, 171], and to
those publicly available at the website [172] (some of which we generated
ourselves), to gather some experimental input. All the experimental data
Exs (N) reported in [162,163,170–172] have been computed with the conven-
tional expression for the Riesz s-energy; if optimal, these Riesz s-energies are
related to our minimal average standardized Riesz pair-energies by Es(N) =
N(N−1)
2
(
svs(N) + 1
)
for s ∈ {−1, 1, 2, 3}. We converted the computer-
experimental data Exs (N) into putatively minimal (empirical) average stan-
dardized Riesz pair-energies vxs (N) for s ∈ {−1, 0, 1, 2, 3} and inspected these
as functions of N . A first impression was gained by plotting v¨xs (N) computed
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from the first 200 or so empirical data vxs (N) versus N , for the five chosen
s-values. The plots can be found in [42] together with a detailed discussion
of the results. Here we can summarize our findings as:
First, the map N 7→ v−2(N) is strictly locally concave. Second, based
on our empirical data analysis, we conjecture that the map N 7→ vs(N) is
strictly locally concave also for s = −1, while its strict local concavity is
occasionally violated, v¨xs (N) ≥ 0 for some N -values, when s ∈ {0, 1, 2, 3}.
“Magic” numbers: “Optimally optimal” configurations?
From our results the N -values at which v¨xs (N) ≥ 0 seem to become more
frequent, and apparently more random, the larger s is. Interestingly, for
the smallest s-value for which we found empirical violations of strict local
N -concavity, namely s = 0, i.e. for the logarithmic pair interaction invoked
in the original formulation of Smale’s 7th problem, the violations of strict
local concavity were few and far between. They occurred at the following
experimental sequence of integers:
Cx+(0) =
{
6, 12, 24, 32, 48, 60, 67, 72, 80, 104, 108, 122, 132, 137, ...
}
. (6.10)
Curiously, the majority of the numbers in the sequence (6.10) are multiples
of 6 (underlined), or almost multiples (like 67 and 137) — coincidence?
We note that the logarithmic-energy minimizers for the first two “integers
of convexity,” i.e. N = 6 and N = 12, are two “optimally symmetric”
configurations, namely Platonic polyhedra: the octahedron (N = 6) and
icosahedron (N = 12); also the (putative) minimizers for N ∈ {24, 48, 60}
are highly symmetric configurations; in particular, the one for N = 24 is
an Archimedean polyhedron (also for N ∈ {48, 60} there are Archimedean
polyhedra, but these are NOT log-energy optimizers). To be sure, there
is an integer inbetween which is not divisible by 6, namely N = 32 (the
highly symmetric optimizer is a Catalan polyhedron), and also the “odd-
balls” N = 67 and (of all integers!) N = 137 show up.
Yet it is an intriguing thought that the N -values in Cx+(0) may correspond
to log-energy-optimizing configurations which are “optimally symmetric” in
the following sense. Most of the log-energy-optimizing configurations associ-
ated with Cx+(0) are separated by longer N -intervals in which N 7→ vx0 (N) is
strictly concave. This suggests that, perhaps, the configurations in an inter-
val of concavity form a family of more-and-more symmetric optimizers which
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better-and-better approximate a highly symmetric endpoint configuration.
Once an endpoint configuration is reached, the addition of the next point
inevitably will destroy a high amount of symmetry, for which an extra large
amount of energy may be required.
These “concave families” would thus be vaguely analogous to the “peri-
ods” in the so-called periodic table of the chemical atoms. The endpoints of
the periods are the chemically very inert noble gases which are associated
with highly symmetric “electronic configurations”8 about the nuclei with
charge number Z ∈ {2, 10, 18, ...}. Incidentally, also the atomic nuclei seem
to form something akin to “periods,” in the sense that the set of nucleon
numbers {2, 8, 20, 28, 50, 82, 126, ...?...} is associated with nuclei that have a
particular high binding energy per nucleon. This set of nucleon numbers is
known as the Magic Numbers of nuclear physics.9 By analogy, we call the
set Cx+(0) the “Magic Numbers of Smale’s 7th problem.”
8Actually, what is symmetric is the structure of the wave function of the electrons.
9Since there are protons and neutrons in the nucleus, some nuclei are “doubly magic.”
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Conclusions and future
perspectives
Based on the knowledge about the stationary points of the energy function,
energy landscape methods can be applied to determine both dynamical and
equilibrium properties of a system. Several methods have been proposed
in the past years to connect equilibrium phase transitions and energy land-
scapes properties of classical Hamiltonian systems, either focused on specific
models or trying to shed light on the general mechanism. However, a general
picture is still missing. Indeed most of the techniques introduced required
the knowledge of all the stationary configurations to be implemented, so
that their applicability was effectively limited to one-dimensional or mean-
field models.
The main purpose of this work has been to go beyond mean-field or one-
dimensional models, considering systems such as classical O(n) spin models
with short range interactions in d > 1, and to develop approximation pro-
cedures capable of giving hints on their thermodynamic behavior even in
case of partial knowledge of the stationary points of the systems. This is
in fact the general scenario once energy landscape techniques are applied to
“realistic” models.
In particular, in Chapter 2, we observed that a special class of stationary
configurations of the Hamiltonian H(n) in Eq. (2.1) can be constructed, given
by all the configurations of the corresponding Ising model. More precisely,
we showed that a one-to-one correspondence between a class of stationary
points of the O(n) classical spin models (Ising stationary points) and the
configurations of an Ising model defined on the same hypercubic lattice and
with the same interactions exists. Ising stationary points do not exhaust all
the stationary configurations possibly present in the system. However, the
Ising points exhibit important features: they are exponentially many in N ,
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their energy densities cover densely all the energy range allowed for O(n)
models, they are robust to generic external perturbations. This suggests
they might be the most important stationary points for what concerns the
thermodynamics of the continuous models.
We took seriously this idea and in Sec. 2.3 we applied the KSS criterion
(1.5.2) for the search of phase transitions on this class of configurations to
detect the transitions in the XY models with short-range interactions in
d = 2 and 3. The KSS criterion is the only result in this research area
that can be applied to generic models also in case of partial knowledge of
the stationary configurations (the only requirement being that the potentials
are Morse functions). However, the KSS criterion was not able to single out
the phase transitions in the XY models in d = 2 and 3 (neither on the Ising
class nor on other classes of stationary points we eventually defined). This
study led to important considerations. The Ising stationary points had to
be sampled numerically with a Monte Carlo scheme as well as numerical had
been the computation of the reduced determinant D on these configurations
(D is the key quantity in the application of the criterion). The fact that
in our analysis D remained well above zero in all the energy density range
suggested that from a practical point of view the KSS criterion is of little
use when short-range interacting systems are considered. Indeed, a purely
numerical approach to the criterion is not useful unless a numerical sampling
scheme able to efficiently detect stationary configurations with zero—or at
least small—determinant is devised, which is currently lacking. Despite the
very different nature of the phase transitions in the two cases, the results on
the reduced determinant for the XY models in d = 2 and 3 were essentially
the same; this fact led us to conjecture that analogous results would hold also
for other O(n) models and could be possibly connected with the short-range
nature of the interactions.
Apart from the considerations on the criterion, the study conducted in
Sec. 2.3 led to other interesting results. The potential energy functions of
the XY models turned out not to be Morse functions even after the explic-
itly breaking of the continuous O(2) symmetry (by fixing the value of one
angular variable of the system). Indeed singular solutions were present in
the systems that could be removed only with the application of an exter-
nal perturbation to the systems. One interesting fact is that the external
perturbation killed all the classes of stationary points we have been able to
construct, but the Ising one. Moreover, the results on the reduced determi-
nant D (and on the density of index ι) suggested that the energy landscape
of the XY models around the Ising points depends only on its energy density
and not on the specific point considered. These two extra properties of the
Ising class reinforced our belief on the importance of these configurations to
the thermodynamics of the continuous models.
Since the KSS criterion failed to detect the critical behavior of these sys-
tems we looked for another mechanism at the basis of the origin of phase
transitions in short-range O(n) models. In Chapter 3 we discussed some
assumptions, that led to an approximate form of the density of states of
continuous O(n) models. This form, given by Eq. (3.4), expresses the den-
sity of states of a generic O(n) model in terms of the same quantity of the
corresponding Ising model. This equation leads to Consequence 3.2.1 ac-
cording to which phase transitions in ferromagnetic O(n) models defined on
regular d−dimensional hypercubic lattices occur at the same value of the
energy density as in the Ising model defined on the same lattice and with
same interactions. Even if we do not expect relation (3.4) to be exact nei-
ther for finite N nor in the thermodynamic limit, according to the results
available in literature Consequence 3.2.1 holds exactly for long-range and
one-dimensional nearest-neighbor O(n) models. In d = 2 the discrepancy
between the critical energy values is about 2% but it is hard to understand if
it is due to the assumptions made in the derivation of (3.4) or to the different
nature of the phase transitions present in the Ising and XY models. The
d = 3 case, instead, is more interesting. In fact from available data in the
literature it turned out that the critical energy densities of the O(n) mod-
els with n = 2 and 3 were almost consistent with that of the Ising model.
Moreover, all models in d = 3 have a ferromagnetic phase transition with
spontaneous symmetry breaking. This case can then be seen as a good test
case for the accuracy of the prediction made by Eq. (3.4).
Since the assumptions involved in the derivation of Eq. (3.4) were difficult
to control, we performed two different analyses to discuss their reliability:
in Chapter 4 we tested the accuracy of the prediction made by Consequence
3.2.1 with a numerical study of the three-dimensional O(n) models, while
in Chapter 5 we performed an analytical derivation of an exact expression
for the density of states of the mean-field and of the one-dimensional XY
models that reduces to Eq. (3.4) at the phase transition; moreover, a pos-
sible generalization of these concepts to short-range O(n) models has been
proposed at the end of Chapter 5.
For what concerns the numerical analysis, the problem has been settled
in d = 3. Indeed, thanks to a finite-size scaling analysis of the numerically
obtained critical energies of O(n) models with n = 2, 3 and 4 and a compari-
son with the analytical results for the critical energy density of the spherical
model (n = ∞), we derived an interpolation formula for the critical energy
density of any three-dimensional O(n) model. This expression, given by Eq.
(4.34), allowed to test the accuracy of Consequence 3.2.1 for any n. Our
results showed that the discrepancy between the critical energy values of the
O(1) model and of the O(n > 1) is always less than 3% and becomes less
than 1% when O(2 < n < 8) are considered, that is for the O(n) models one
typically deals with.
For what concerns the analytical analysis a slightly more general formula,
given in Eq. (5.7), was shown to hold exactly in the case of the mean-field
and of the one-dimensional XY models. Eq. (5.6) reduces to Eq. (3.4) when
the limit ε→ ε(n)c is considered, with ε(n)c critical value of the energy density.
For these models the derivation made in Chapter 3 to reach Eq. (3.4) can
be followed rigorously and relies on the exact solutions of the systems. This
fact limits the generalization of these concepts to other O(n) models in d > 1
and with short range interactions. This notwithstanding, some results have
been obtained also in the general case (see Sec. 5.2). Two approximation
schemes have been developed to estimate the density of states of a generic
O(n) model in any spatial dimension. The first one considers Eq. (5.2) as
the basic form of the density of states, while the second one originates from
the ansatz on ω(n) given by Eq. (5.61). The procedures presented in these
last Sections have been tested on the XY model in d = 2. In both cases
we found that the results on the behavior of some thermodynamic functions,
such as the caloric curve or the specific heat, are in good agreement with
data from numerical simulations.
Both the analyses presented in Chapter 4 and 5 support the original idea
that Ising stationary points may play a special roˆle for the thermodynamics
of classical O(n) spin models. Our analysis showed that usually trustworthy
results, such as the KSS criterion, have to be taken with special care when
short-range systems are considered and when only some classes of station-
ary points are known. On the other hand, the last Sections of Chapter 5
suggested a possible procedure to give an estimation of some important ther-
modynamic functions, such as the caloric curve or the specific heat, even in
case of partial knowledge of the stationary configurations. The application of
these techniques to other O(n) models represents an interesting perspective
of our work.
In the very last Chapter we drew the attention to the problem of the
energy landscape of the local minimizers of the s-Riesz pair energy averaged
over all pairs in an N -point configuration. We mentioned that computer-
experimental evidence suggests that the number of non-globally minimiz-
ing configurations (modulo rotations on S2), is growing exponentially with
N [163]. Such a growth rate is reminiscent of “the complexity of the en-
ergy landscape,” see [1]. As far as we know, not much is known about the
s-Riesz energy landscape for N -point configurations on S2. With the help
of catalogs of non-globally minimizing configurations and their energies it
should be feasible to determine the experimental number counts of the local
minimizers below a certain energy E; see [165] and references therein. To
make a modest contribution, we discussed the results of an empirical study
of the N and s dependence of the s-Riesz energies of putatively optimal N -
point configurations, fruit of a collaboration with M. K.-H. Kiessling and J.
Brauchart. Based on our empirical findings, we conjectured that there exists
an s∗ ∈ (−1, 0) such that N 7→ vxs (N) is locally strictly concave for all s < s∗,
while local strict concavity is violated at some N -values whenever s ≥ s∗.
In [42] we presented some rigorous, and some quasi-rigorous upper bounds
on s∗; together with some rigorous bounds on the second discrete derivative,
v¨s(N), of N 7→ vs(N). For each studied s-value, the N -values at which the
map N 7→ vxs (N) is strictly convex were collected into a set Cx+(s). We found
that the empirical map s 7→ Cx+(s) is set-theoretically monotonic increas-
ing, based on which we have conjectured that the actual map s 7→ C+(s) is
set-theoretically monotonic increasing, indeed. Surprisingly, the set Cx+(0)
exhibits some intriguing quasi-regular patterns which reminded us of the pe-
riodic table of the chemists, or the “magic” numbers in nuclear physics. Thus
we decided to call the N -values in Cx+(0) the “Magic Numbers of Smale’s 7th
problem.” We have speculated that those “magic” numbers could be asso-
ciated with “optimally symmetric” endpoints of families of more-and-more
symmetric configurations; the first few configurations associated with Cx+(0)
being in fact highly symmetric. We hope that our work should trigger future
research into the regime of concavity of the minimal average standardized
Riesz pair-energies on S2, and the structure of its convexity sets as functions
of s.

Appendix A
Appendix to Chapter 2
A.1 Singular stationary points of the three-
dimensional XY model
Similar considerations as for the two-dimensional case in Sec. 2.3.4 motivate
the following construction of singular stationary configurations in three di-
mensions, which for illustrational purposes is shown here for a lattice of side
length L = 8. The scheme consists of four different planar configurations
A =
← ↑ l l l l l ↑
↓ l l l l l ↓ →
l l l l l ↑ ← ↑
l l l l ↓ → ↓ l
l l l ↑ ← ↑ l l
l l ↓ → ↓ l l l
l ↑ ← ↑ l l l l
↓ → ↓ l l l l l
, (A.1)
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B =
↓ l l l l l ↓ →
l l l l l ↑ ← ↑
l l l l ↓ → ↓ l
l l l ↑ ← ↑ l l
l l ↓ → ↓ l l l
l ↑ ← ↑ l l l l
↓ → ↓ l l l l l
← ↑ l l l l l ↑
, (A.2)
C =
→ ↓ l l l l l ↓
↑ l l l l l ↑ ←
l l l l l ↓ → ↓
l l l l ↑ ← ↑ l
l l l ↓ → ↓ l l
l l ↑ ← ↑ l l l
l ↓ → ↓ l l l l
↑ ← ↑ l l l l l
, (A.3)
D =
↑ l l l l l ↑ ←
l l l l l ↓ → ↓
l l l l ↑ ← ↑ l
l l l ↓ → ↓ l l
l l ↑ ← ↑ l l l
l ↓ → ↓ l l l l
↑ ← ↑ l l l l l
→ ↓ l l l l l ↓
. (A.4)
All these planar configurations consist of a pattern similar to the two-dimensional
configuration (2.51), but in A and C the pattern is shifted one site away from
the diagonal. Moreover, C is obtained from A by rotating all spins by pi, and
the same is true for D and B. As before, the lattice sites marked with gray
l-arrows can be filled with an arbitrary ‘Ising-type’-pattern of ↑ and ↓ ar-
rows. Arranging these planar configurations in the sequence ABCDABCD
results in a stationary configuration on a cubic lattice with vanishing Hessian
determinant. The scheme works in just the same way for larger lattice sizes
with side lengths that are multiples of 4.

Appendix B
Appendix to Chapter 4
B.1 Monte Carlo simulations
In Chapter 4 we considered classical O(n) models with n = 2, 3 and 4, defined
on regular cubic lattices in d = 3 and with ferromagnetic nearest-neighbor
interactions.
The simulations have been performed on the PLX machine in the CINECA
cluster in Casalecchio di Reno (Bologna). For the system architecture of the
PLX machine, please see [173]. The total local Cluster CPU time spent on
PLX for the simulations has been of about 40690 h.
The simulation algorithm applied in our work is the optimized canoni-
cal Monte Carlo cluster algorithm for classical O(n) spin models, spinmc,
provided by the ALPS project [132].
In some cases, marked with the symbol (∗) in the following, the simula-
tions have been performed with the same spinmc algorithm on the cluster
farm of the department of Physics and Astronomy of the Universita` degli
Studi di Firenze in Sesto Fiorentino (Firenze).
In the following Sections we will denote by: thermalization the num-
ber of pure Monte Carlo steps set for the thermalization of the system,
sweeps the number Monte Carlo steps in which the thermodynamic observ-
ables are accumulated, t the duration time of the simulation (in seconds).
The technical details of the simulations of the O(n) models with n = 2, 3
and 4 are summarized in Secs. 4.1.3, 4.1.4 and 4.1.5, respectively.
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B.1.1 O(2) model
Simulations details for the O(2) models with nearest-neighbor ferromagnetic
interactions in d = 3 and periodic boundary conditions.
Table B.1: Canonical Monte Carlo simulations of the O(2) model at T (2)c = 2.201673 as
in [104], for different values of the lattice edge L. For (∗), see Sec. B.1.
L thermalization sweeps t (sec.)
32 2 · 105 106 0.642 · 104
40 5 · 105 5 · 106 0.4794 · 105
50 5 · 105 5 · 106 0.9462 · 105
64 2 · 105 106 0.197783 · 106 (∗)
80 5 · 105 5 · 106 0.18 · 105
100 5 · 105 5 · 106 0.12599 · 105
128 5 · 105 5 · 106 0.1517701 · 107 (∗)
Table B.2: Canonical Monte Carlo simulations of the O(2) model at T (2)+ = T
(2)
c +
∆T
(2)
c = 2.20177, for different values of the lattice edge L.
L thermalization sweeps t (sec)
32 2 · 105 106 0.564 · 104
64 4 · 105 4 · 106 0.178539 · 106
128 5 · 105 5 · 106 0.14256 · 107
Table B.3: Canonical Monte Carlo simulations of the O(2) model at T (2)− = T
(2)
c −
∆T
(2)
c = 2.201576, for different values of the lattice edge L.
L thermalization sweeps t (sec)
32 2 · 105 106 0.588 · 104
64 5 · 105 5 · 106 0.15918 · 106
128 5 · 105 5 · 106 0.14256 · 107
B.1.2 O(3) model
Simulations details for the O(3) models with nearest-neighbor ferromagnetic
interactions in d = 3 and periodic boundary conditions.
Table B.4: Canonical Monte Carlo simulations of the O(3) model at T (3)c = 1.44298
given in [106], for different values of the lattice edge L. For (∗), see Sec. B.1.
L thermalization sweeps t (sec.)
32 0.25 · 107 107 0.219596 · 106 (∗)
40 0.25 · 107 107 0.1776 · 106
50 0.25 · 107 107 0.4743 · 104
64 0.25 · 107 107 0.6048 · 106 (∗)
80 0.25 · 107 107 0.24191 · 105
100 0.25 · 107 107 0.50754 · 105
128 0.25 · 107 107 0.66528 · 107
Table B.5: Canonical Monte Carlo simulations of the O(3) model at T (3)+ = T
(3)
c +
∆T
(3)
c = 1.443, for different values of the lattice edge L. For (∗), see Sec. B.1.
L thermalization sweeps t (sec)
32 0.25 · 107 107 0.328273 · 106 (∗)
64 0.25 · 107 107 0.8416 · 106
128 0.25 · 107 107 0.66528 · 107
Table B.6: Canonical Monte Carlo simulations of the O(3) model at T (3)− = T
(3)
c −
∆T
(3)
c = 1.44296, for different values of the lattice edge L. For (∗), see Sec. B.1.
L thermalization sweeps t (sec)
32 0.25 · 107 107 0.214172 · 106 (∗)
64 0.25 · 107 107 0.171337 · 106
128 0.25 · 107 107 0.66528 · 107
B.1.3 O(4) model
Simulations details for the O(4) models with nearest-neighbor ferromagnetic
interactions in d = 3 and periodic boundary conditions.
Table B.7: Canonical Monte Carlo simulations of the O(4) model at T (4)c = 1.06835
given in [141], for different values of the lattice edge L. For (∗), see Sec. B.1.
L thermalization sweeps t (sec.)
32 0.25 · 107 107 0.71179105 (∗)
40 0.25 · 107 107 0.139021106 (∗)
64 0.25 · 107 107 0.818427106 (∗)
80 0.25 · 107 107 0.872038106 (∗)
100 0.25 · 107 107 0.3456107 (∗)
128 0.25 · 107 107 0.70848107 (∗)
Table B.8: Canonical Monte Carlo simulations of the O(4) model at T (4)+ = T
(4)
c +
∆T
(4)
c = 1.06848, for different values of the lattice edge L. For (∗), see Sec. B.1.
L thermalization sweeps t (sec)
32 0.25 · 107 107 0.114607106 (∗)
64 0.25 · 107 107 0.785553106 (∗)
128 0.25 · 107 107 0.70848107 (∗)
Table B.9: Canonical Monte Carlo simulations of the O(4) model at T (4)− = T
(4)
c −
∆T
(4)
c = 1.06822, for different values of the lattice edge L. For (∗), see Sec. B.1.
L thermalization sweeps t (sec)
32 0.25 · 107 107 0.103217106 (∗)
64 0.25 · 107 107 0.836403106 (∗)
128 0.25 · 107 107 0.70848107 (∗)

Appendix C
Appendix to Chapter 5
C.1 Critical exponent of the specific heat from
Eqs. (3.4) and (5.7)
In Sec. 5.1.3, we have discussed the implications of Eqs. (3.4) and (5.7) in
case they would exactly hold. Here we give the details about the predictions
on the specific heat critical exponent α obtained by assuming that the density
of states has the form given by Eqs. (3.4) or (5.7), respectively1. Let us recall
that, in the microcanonical ensemble, the specific heat is defined as
C(ε) = − [s
′(ε)]2
s′′(ε)
, (C.1)
where s(ε) is the entropy density and the temperature is defined as T (ε) =
1/s′(ε). With s′(ε) and s′′(ε) we denote the first and second derivative of
the function s(ε).
Let us consider a short-range O(n) model and assume the relation (3.4)
holds as an equality. We assume in the following that the phase transition
occurs for a value of the energy density in the interior of the domain of the
entropy density2. Without loss of generality, let us shift the energy density
1We recall that the specific heat critical exponent α in the microcanonical ensemble, is
related to the specific heat critical exponent α¯ in the canonical ensemble by the relation
α = α¯/(1− α¯).
2As a consequence, what follows does not apply to the mean-field and one-dimensional
XY models.
167
ε such that εc = 0. The entropy density of the continuous model can then
be written as:
s(ε) = sI(ε) + log f(ε) , (C.2)
where here and in the following we use the notation sI(ε) instead of s
(1)(ε) for
the entropy density of the Ising model, to avoid possible misunderstanding
with derivatives. We also omit the symbol (n) indicating which O(n) model
we are considering because our arguments do not depend on it. Finally, we
denoted g(n)(ε)1/N by f(ε).
Let us now consider, for the moment, only energy densities larger than
the critical one, i.e., ε > 0. Three facts are relevant for the following:
1. we consider 0 < αI < 1, i.e., the case d > 2. Moreover, because
the critical temperature of the Ising models is finite, s′′I (ε) ∝ εαI for
ε→ 0+.
2. s′(ε) is finite around ε = 0 because the critical temperature of the
continuous model does not vanish at the transition.
3. we assume f(ε) is analytical, consistently with the discussion in Sec.
5.1. We can then expand f(ε) in a Taylor series around ε = 0.
Inserting Eq. (C.2) into Eq. (C.1), we get
C(ε) = −
[
s′I(ε) +
g′(ε)
f(ε)
]2
s′′I (ε) +
g′′(ε)
f(ε)
−
[
g′(ε)
f(ε)
]2 . (C.3)
Using the expansions described above around ε = 0, neglecting the higher
order terms and expanding the fraction, we obtain
C(ε) ' a+ + b+ εαI (ε→ 0+), (C.4)
where a+ and b+ are constants whose exact value is irrelevant to our purposes.
We can repeat the same calculations for ε < 0, obtaining the same result as
in Eq. (C.4) but for that ε → −ε and that the constants may be different.
Hence the specific heat close to ε = 0 is
C(ε) ' a± + b± |ε|αI . (C.5)
We then obtain the result stated in Sec. 5.1.3: the specific heat of the con-
tinuous model does not diverge at the transition and the critical exponent α
of the continuous model is related to the one of the Ising model via α = −αI .
With a similar reasoning we can also deal with the case in which we
consider Eq. (5.7) to be exact. As before, we start by considering ε > 0. As-
suming Eq. (5.7) holds as an equality, the entropy density of the continuous
model is
s(ε) = sI(ε) + f(ε, ε˜(ε)) , (C.6)
where we denoted by f(ε, ε˜(ε)) the function (1/N) log g(n)(ε, ε˜(ε)). In this
case, f is a function of two variables: again, we assume it is analytic and
expand it around ε = 0, such that
f(x, y) ' f0+f1x+f2y+f3xy+f4x2+f5y2+f6x2y+f7xy2+f8x3+f9y3 , (C.7)
where x and y are shorthands for ε and ε˜ and the fi’s are constants whose
exact value is irrelevant to our purposes. At variance with the previous case,
ε˜(ε) contains some information about the transition because it vanishes for
ε → 0; we should then admit the possibility of a singular dependence on ε,
writing ε˜(ε) ∝ εθ with θ > 0 for ε→ 0+.
Using the information on the behavior of s′′I (ε) around ε = 0 and inte-
grating two times, we get
sI(x) ' a0 + a1x+ a2xαI+2 , (C.8)
where the ai’s are suitable constants. Inserting Eqs. (C.7) and (C.8) into the
equation for the entropy of the continuous model, Eq. (C.6), we get:
s(ε) ' a0 + a1εθ + a2εθ(αI+2) + f0 + f1ε+ f2εθ + f3εθ+1 + f4ε2+
+ f5ε
2θ + f6ε
2+θ + f7ε
1+2θ + f8ε
3 + f9ε
3θ .
(C.9)
Taking the first and the second derivative of the previous expression and
renaming the constants, we obtain
s′(ε) ' b1εθ−1 + b2εθ(αI+2)−1 + h1 + h2εθ−1 + h3εθ + h4ε+
+ h5ε
2θ−1 + h6εθ+1 + h7ε2θ + h8ε2 + h9ε3θ−1 ,
(C.10)
and
s′′(ε) ' c1εθ−2 +m3εθ−1 +m4 +m5ε2θ−2 +m6εθ +m7ε2θ−1+
+m8ε+m9ε
3θ−2 .
(C.11)
The quantity θ is unknown. However, since the specific heat of the continuous
model does not vanish at the transition, the above expressions imply the
constraint θ ≥ 2. Moreover, if θ > 3, the linear term in Eq. (C.11) would
dominate. Hence the range of values for θ to be considered is θ ∈ (2, 3]; if
θ > 3 or θ = 2, the leading behavior of s′′(ε) would be the same as that
given by Eq. (C.11) with θ = 3.
The leading behavior of Eqs. (C.10) and (C.11) is then s′(ε) ' h1 + h4ε
and s′′(ε) ' m4 + c1εθ−2. Inserting these results into the expression (C.1)
for the specific heat, we obtain
C(ε) ' − (h1 + h4ε)
2
m4 + c1εθ−2
' c+ + d+ εθ−2 (ε→ 0+) . (C.12)
Repeating the same calculations for ε < 0 and combining the result with Eq.
(C.12) we obtain the behavior of the specific heat close to the transition,
C(ε) ' c± + d± |ε|θ−2 . (C.13)
The above expression, together with the above bounds on θ, shows that
the specific heat of the continuous model does not diverge and its critical
exponent α is determined by θ, which is model dependent. Varying θ in its
allowed range we obtain α ∈ [−1, 0).
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