Abstract-A function is said to be additive if, similar to mutual information, expands by a factor of n, when evaluated on n i.i.d. repetitions of a source or channel. On the other hand, a function is said to satisfy the tensorization property if it remains unchanged when evaluated on i.i.d. repetitions. Additive rate regions are of fundamental importance in network information theory, serving as capacity regions or upper bounds thereof. Tensorizing measures of correlation have also found applications in distributed source and channel coding problems as well as the distribution simulation problem. Prior to our work only two measures of correlation, namely the hypercontractivity ribbon and maximal correlation (and their derivatives), were known to have the tensorization property. In this paper, we provide a general framework to obtain a region with the tensorization property from any additive rate region. We observe that hypercontractivity ribbon indeed comes from the dual of the rate region of the Gray-Wyner source coding problem, and generalize it to the multipartite case. Then we define other measures of correlation with similar properties from other source coding problems.
I. INTRODUCTION
Additivity is a fundamental property of interest in information theory (e.g., see [1] , [2] ) since capacity regions by their operational definition are additive for product of identical channels or sources. Tensorization is another important property of regions in information theory which in this paper we interpret as the dual of additivity problem. Let us explain the notions of additvity and tensorization via the example of non-interactive distribution simulation [8] .
Fix some bipartite distribution p XY . Suppose that two parties, Alice and Bob, are given i.i.d. samples X n and Y n respectively, and they are asked to output A and B (respectively) distributed according to some predetermined q AB . Alice and Bob can choose n to be as large as they want, but are not allowed to communicate. The problem of deciding whether this task is doable or not is a hard problem in general. Nevertheless, we may obtain impossibility results using the data processing inequality.
Suppose that I(X n ; Y n ) < I(A; B). In this case by the data processing inequality local transformation of (X n , Y n ) to (A, B) is infeasible. However, note that mutual information is additive, i.e., we have I(X n ; Y n ) = n · I(X; Y ). Then, unless X and Y are independent, by choosing n to be large enough, I(X n ; Y n ) becomes as large as we want and greater than I(A; B). Therefore, the data processing inequality of mutual information does not give us any useful bound on this problem, simply because mutual information is additive. Now suppose that there is some function ρ(·, ·) of bipartite distributions that similar to mutual information satisfies the data processing inequality, but is not additive. More precisely, suppose that ρ(X n , Y n ) = ρ(X, Y ).
That is, ρ(·, ·) extremely violates additivity and satisfies the above equation which is called the tensorization property. Given such a measure and following the previous argument we find that local transformation of (X n , Y n ) to (A, B) is impossible (even for arbitrarily large n) if ρ(X, Y ) < ρ(A, B).
In the above example we see how tensorization naturally appears as a tool to solve information theoretic problems. In the following by giving some examples we clarify the notions of additivity and tensorization and then explain our results.
A. Additivity
Capacity regions by their operational definition are additive for product of identical channels or sources since they are expressed as a limit of multi-letter instances of the problem as the blocklength goes to infinity. For instance, consider the capacity of a point to point channel:
By its operational definition, the capacity of a product of identical channels is equal to the sum of the capacities of the individual channels
This is called the additivity property of the channel capacity.
Defining additivity for general network information theory problems, involving relay and feedback is more involved [2] , but for one-hop networks, when we are dealing with a rate region R(·), we say that it is additive if
where p is the underlying channel or joint distribution and + is the Minkowski sum (point-wise sum).
B. Tensorization
Tensorization has received relatively less attention comparing to additivity. The simplest example to illustrate the definition and applications of tensorization is via Witsenhausen's extension [3] of the Gács-Körner common information [4] . Assume that Alice and Bob are observing i.i.d. repetitions of random variables X n and Y n . Their goal is to extract common randomness via functions f (·) and g(·) such that with high probability f (X n ) = g(Y n ). Gács and Körner show that unless X = (C, X ) and Y = (C, Y ) for some explicit common part C, the rate of common randomness extraction is zero. This result was strengthened by Witsenhausen, who showed that if X and Y do not have any explicit common part, it is not possible for Alice and Bob to extract even a single common random bit. This was shown by utilizing a measure of correlation, called the maximal correlation. Maximal correlation of a given bipartite probability distribution p XY is the maximum of Pearson's correlation coefficient over all functions of X and Y , i.e.,
where E[·] and Var[·] are expectation value and variance respectively. Moreover, the maximum is taken over all nonconstant functions f X , g Y of X and Y respectively. We always have 0 ≤ ρ(X, Y ) ≤ 1. Moreover, ρ(X, Y ) = 0 if and only if X and Y are independent, and ρ(X, Y ) = 1 if and only if X and Y have an explicit common data as defined above [3] . Maximal correlation satisfies the following:
Applying the above two properties to the Gács-Körner problem we find that
) will also be strictly less than one. Then Witsenhausen's result is obtained using a certain continuity of maximal correlation and the fact that the maximal correlation of two perfectly correlated bits is 1.
More generally, the tensorization and data processing properties of maximal correlation imply some bounds on the problem of non-interactive distribution simulation discussed above.
Tensorization is also helpful in distributed source and channel coding problems [7] . For instance, consider the problem of transmission of correlated sources over a MAC channel. Assuming that the correlated sources observed by the two transmitters are i.i.d. repetitions of (A, B), their inputs to the MAC channel at time i which we denote by X i and Y i satisfy X i → A n → B n → Y i , and hence we must have
. Therefore, the possible set of input distributions to the MAC are restricted. This can be used to prove impossibility results in transmission of correlated sources.
In general, if Υ(p) is a region for a given distribution p, we say that it tensoizes or has the tensorization property if
for i.i.d. repetitions p n . Tensorization can be defined more generally for product of arbitrary distributions, but we restrict ourselves to this notion of tensorization here.
Tensorizing regions serve as measures of correlation if they satisfy an additional data processing inequality. Only two examples of tensorizing regions that satisfy the data processing inequality are known in the literature, and the other such measures are derived from these two. One of them is the hypercontractivity ribbon [9] . The other one is a generalization of maximal correlation called maximal correlation ribbon [5] .
C. Our contributions
In this paper we study the tensorization property of measures of correlation in a systematic way, and introduce new measures of correlation with the tensorization property. Our new measures are defined as the dual of the rate regions of certain source coding problems. Since the source coding capacity region is additive, we get an operational proof of the tensorization property. Moreover, the source coding problems that we consider involve private links to the receivers, making it possible to use the Slepian-Wolf theorem to transmit parts of the sources through these links. We show that this implies the data processing property in the dual region.
With this approach we find new regions that tensorize and satisfy data processing. In fact, we show that hypercontractivity ribbon and maximal correlation are simply two members of a larger class of regions with the above properties. In particular, making connections with the Gray-Wyner source coding problem, we naturally extend the definition of the hypercontractivity ribbon to the multipartite setting. Our construction also generalizes the technique of initial efficiency to produce tensorizing regions from additive ones (see [13] ).
D. Notation
We mainly adopt the notation of [10] . We use [k] to denote the set {1, 2, . . . , k}. We use x [k] to denote the sequence (x 1 , x 2 , . . . , x k ), and
In general, for a subset T by x T we mean the tuple of x i 's for i ∈ T . T c is the complement T . Random variables are shown in capital letters, whereas their realizations are shown using the lowercase letters.
II. FROM ADDITIVITY TO TENSORIZATION
Consider an arbitrary source coding problem, involving i.i.d. repetitions of random variables (X 1 , . . . , X k ), with some capacity rate region R(X 1 , . . . , X k ) consisting of rate tuples (R 1 , . . . , R m ). The definition of the source coding problem can be quite arbitrary; we only use the fact that from the operational definition of the rate region, for i.
Let λ i for i ∈ [m], and θ S for non-empty subsets S ⊂ [k] be arbitrary real numbers. We divide these variables into two sets, fixing the values of variables in the first set and treating the variables of the second set as free variables. More specifically, let T ⊆ [m] and ∆ ⊆ 2
[k] \ {∅} be arbitrary subsets, and take λ T and θ ∆ as free variables, and fix the remaining λ T c and θ ∆ c as some real numbers. Then consider the following real valued function F X [k] = F X1,...,X k on the free variables and rates
By taking maximum over all rates in the capacity region we define
. (6) Now, consider the following region in R |T |+|∆| of the values for the free parameters such that G X [k] is not positive:
The following theorem states that Υ(X [k] ), which can be understood as the dual of the rate region R (X [k] ), has the tensorization property.
is additive and the region Υ(X [k] ) tensorizes. More precisely, for any natural number n we have
and
Observe that from equation (5) we have
Furthermore, by the additivity of the rate region (equation (4)
This implies equation (8) . Equation (8) in turn implies the tensorization of Υ.
By the above theorem from any source coding problem we can define a region Υ(X [k] ) with the tensorization property. Nevertheless, we would like such a region to satisfy the data processing property.
A. Data processing
Data processing is another property that we like to prove for Υ(X [k] ). That is for any
we would like to have
The data processing property holds if we can show that G X [k] is decreasing under local stochastic maps, i.e., for any values of λ T and θ ∆ we have
Data processing does not hold for the dual of any arbitrary source coding problem. Indeed, we should consider an appropriate source coding problem and an appropriate choice of the fixed parameters λ T c 1 and θ T c 2 for the data processing property to hold. We have an operational proof of this property when the source coding problem is structured, which we illustrate through concrete examples in the subsequent sections.
B. Connection with initial efficiency
Initial efficiency of a rate R 1 with respect to a rate R 2 is defined as follows [12] . Let g(r) be the maximum value of R 1 when R 2 is less than or equal to r. That is,
Further assume that g(0) = 0, meaning that R 2 = 0 implies R 1 = 0. Then g (0), the derivative of g(r) at r = 0, is called the initial efficiency of a rate R 1 with respect to rate R 2 . Initial efficiently quantifies how large R 1 becomes when we slightly increase R 2 from 0. It is not hard to see that the initial efficiency tensorizes by its operational definition when we start with an additive rate region [13] . Here we show that initial efficiency can be derived from our construction of tensorizing regions.
Suppose that the rate region R(X 1 , . . . , X m ) is convex. Then the convexity of R(X 1 , . . . , X m ) implies that g(r) defined in (11) is concave. As a result, from g(0) = 0 we obtain
Therefore, g (0) is equal to the minimum value of λ 2 such that
. We see that initial efficiency is a special case of our construction of tensorizing regions.
III. LOSSLESS SOURCE CODING WITH A HELPER
In the problem of source coding with helper, there is a transmitter, a helper and a receiver. The transmitter has access to i.i.d. repetitions X n and the helper has access to Y n where (X, Y ) have a joint distribution p XY . The goal of receiver is to recover X n . See Figure (a) . An (n, , M 1 , M 2 ) code for this problem consists of encoder maps
, and a decoder map
. The probability of error is equal to = p(X n = X n ), and the rate pair of this code is (R 1 , R 2 ) where
to be the set of pairs (R 1 , R 2 ) for which there is a sequence of codes (n, n , M 1 , M 2 ) with asymptotic rate (R 1 , R 2 ) such that n → 0 as n tends to infinity. Define
Observe that F h X,Y (λ, R 1 , R 2 ) has the format of (5). Accordingly define
and We now show (via an operational proof) that Υ h (X, Y ) also satisfies the data processing property. That is, for all stochastic maps p(y |y) and p(x |x) we have
To prove this it suffices to show that for any λ we have
By the functional representation lemma [10, Appendix B], any stochastic map can be decomposed as adding some private randomness and application of some function. That is, there are functions f and g such that X = f (X, A) and Y = g(X, B) where A and B are independent of each other and of (X, Y ). Then to show (13) we need to prove the followings: A and B are mutually independent of each other, and of (X, Y ). An operational proof for these two claims appears in Appendix ??.
By the above discussion Υ h (X, Y ) satisfies the tensorization and data processing properties. Note that for proving these properties, we did not use the characterization of the capacity region R h (X, Y ); we proved these properties via operational arguments and used only the Slepian-Wolf theorem. Nevertheless, we may use the characterization of
for some conditional distribution p(u|y). Then for nonnegative values of λ we have
Therefore, λ ∈ Υ(X, Y ) if and only if λI(X; U ) − I(Y ; U ) ≤ 0 for all p(u|y).
Therefore, our discussion above provides a proof for the fact that s * (Y, X) tensorizes and satisfies the data processing inequality.
By the above discussion s * (Y, X) is the initial efficiency of the one-helper source coding problem: let h(R 2 ) be the minimum value of R 1 for a given R 2 . Then h(0) = H(X).
IV. ONE SIDE-INFORMATION SOURCE PROBLEM
The one side-information source problem [14, Problem 16. We denote the set of achievable rate tuples (R 1 , . . . , R k+1 ) for this problem by R s (X 1 , . . . , X k+1 ). To obtain a dual for this rate region let us define
Again for sufficiently large R 1 , . . . , R k we have
) also satisfies the data processing property. To prove this claim it suffices to show that for any p(
The proof of this inequality is completely similar to the proof of (13) given in the previous section and we do not repeat it in full details here (see [16] for details). Now we have region Υ s (X [k+1] ) that tensorizes and satisfies data processing. Using [14, Problem 16.6 (c) ], the capacity region R s (X [k+1] ) of this problem is given by
for some U − X k+1 − X [k] . Therefore, for non-negative tuples
As a result, we have the following theorem.
) satisfies the data processing inequality and tensorization.
By data processing inequality, The region
Consider the case where k = 2 and X 3 = (X 1 , X 2 ). In this case Υ s (X [3] ) is equivalent to the following:
Then R(X 1 , X 2 ) satisfies tensorization and data processing properties.
Observe that in the special case of k = 2 and X 3 = (X 1 , X 2 ), the rate region given in equations (15) and (16) reduces to that of the Gray-Wyner rate region. Then R(X 1 , X 2 ) can be understood as the dual of the Gray-Wyner region. By the following theorem of Nair [11] gives another characterization of R(X 1 , X 2 ) defined above.
Theorem 4 ( [11]
). (λ 1 , λ 2 ) ∈ R(X 1 , X 2 ) if and only if for every pair of functions f Xi : X i → R, i = 1, 2 we have
where the Schatten norms are defined by f Xi 1
Example 5 (Multipartite hypercontractivity ribbon). In Theorem 2 assume that X k+1 = (X 1 , . . . , X k ). Then Υ 1 (X [k+1] ) reduces to
Thus, R(X [k] ) satisfies data processing and tensorization.
In [16] , we generalize Theorem 4 of Nair to prove that the multipartite region R(X [k] ) has a characterization in terms of Schatten norms by adapting the arguments of [11] to a multiterminal setting.
Maximal correlation is known to bound the hypercontractivity ribbon in the bipartite case [9] . In [16] we define a multipartite maximal correlation for the first time and study its connection with the multipartite hypercontractivity ribbon.
V. FORK NETWORK WITH SIDE INFORMATION
The fork network with side information is another generalization of the problem we studied in Section III (see [14, Problem 16 .31], [10, Theorem 10.4] ). The difference of this problem with the one considered in Section IV is that there is only one decoder who needs to recover X [k] . The problem is depicted in Figure (c) . We denote the capacity region of this problem by R f (X 1 , . . . , X k+1 ). As in Section IV, define
