Variational integrators for interconnected Lagrange-Dirac systems by Parks, Helen & Leok, Melvin
VARIATIONAL INTEGRATORS FOR INTERCONNECTED
LAGRANGE–DIRAC SYSTEMS
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Abstract. Interconnected systems are an important class of mathematical models, as
they allow for the construction of complex, hierarchical, multiphysics, and multiscale mod-
els by the interconnection of simpler subsystems. Lagrange–Dirac mechanical systems pro-
vide a broad category of mathematical models that are closed under interconnection, and
in this paper, we develop a framework for the interconnection of discrete Lagrange–Dirac
mechanical systems, with a view towards constructing geometric structure-preserving
discretizations of interconnected systems. This work builds on previous work on the in-
terconnection of continuous Lagrange–Dirac systems [12] and discrete Dirac variational
integrators [16]. We test our results by simulating some of the continuous examples given
in [12].
1. Introduction
This work is motivated in part by a desire to develop a geometric structure-preserving
simulation framework with which to model control systems by using interconnections. By
interconnection, we mean a Dirac structure, which is a generalization of symplectic and
Poisson structures that can geometrically encode the nonholonomic constraints between
subsystems. The need for robust control of mechanical systems is perhaps one of the most
common reasons for viewing a system in terms of interconnections. We have a plant system
whose behavior we wish to control, so it must be mechanically or electrically joined to a
controller system. Hence, we have an interconnected system. Since the controlling device
is often itself a mechanical system, we have the interconnection of two mechanical systems,
and we can begin to study the structure of the interconnected, controlled system as it relates
to the structures of the starting plant and controller. The field of port-Hamiltonian systems
and the associated feedback stabilization control paradigm, Interconnection and Damping
Assignment - Passivity-Based Control (IDA-PBC), undertakes just such an approach and
is already a very well-established methodology with an extensive range of results [8, 25],
and which can be viewed as being dual to the method of controlled Lagrangians [6].
As the name suggests, port-Hamiltonian systems adopt a Hamiltonian perspective on
interconnected systems. In Yoshimura and Marsden [26, 27], Lagrange–Dirac mechanics
were developed as a way of understanding the implicit systems central to port-Hamiltonian
systems from the Lagrangian perspective. That aim is rooted partially in the natural desire
to understand implicit systems from both classical perspectives. It also moves toward
the goal of numerically simulating interconnections and control by interconnection using
structured computational methods via variational integrators. Variational integrators have
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been developed for a broad class of problems, including, Lall and West [13], Leok and Zhang
[17] for Hamiltonian systems; Fetecau et al. [10] for nonsmooth problems with collisions;
Lew et al. [18], Marsden et al. [19] for Lagrangian PDEs; Corte´s and Mart´ınez [7], Fedorov
and Zenkov [9], McLachlan and Perlmutter [22] for nonholonomic systems; Bou-Rabee and
Owhadi [4, 5] for stochastic Hamiltonian systems; Bou-Rabee and Marsden [3], Lee et al.
[14, 15] for problems on Lie groups and homogeneous spaces; Leok and Ohsawa [16] for
Lagrange–Dirac mechanical systems. However, most of the work on variational integrators
has adopted the Lagrangian as opposed to the Hamiltonian perspective, and this is the
approach that we will adopt as well in this paper.
The next steps were taken in Jacobs and Yoshimura [12], which develop continuous in-
terconnections of Lagrange–Dirac systems, and in Leok and Ohsawa [16], where variational
integrators were extended to the Lagrange–Dirac case. The discrete Lagrange–Dirac me-
chanics introduced in Leok and Ohsawa [16] can be viewed as a generalization of the discrete
nonholonomic mechanics introduced by Corte´s and Mart´ınez [7] to the setting of degener-
ate systems, which yields an implicit version of the discrete equations of motion. This im-
plicit system of equations is analogous to rewriting the second-order Lagrange–d’Alembert
equations of continuous nonholonomic mechanics [2] in first-order form by introducing the
Legendre transformation. In addition, it also provides an alternative derivation of the
discrete equations of motion in terms of an associated discrete Dirac structure. In this
paper, we discretize the interconnections of [12] in accordance with the framework laid out
in [16], and describe how this is achieved both in terms of discrete variational principles
and discrete Dirac structures.
While our study of interconnected systems has very specific roots, we have abstracted
our way to general interconnections (following [12]) and believe that our results have useful
applications outside the realm of plant/controller interconnection. It is natural to approach
the modeling of a large, complex system by breaking it into smaller, more easily understood
components. The full system can then be modeled as the interconnection of several simpler,
component-wise models. Sometimes our engineering objectives themselves are modular,
such as with a robot in need of several different appendages, each with a specific function.
Interconnection through the use of Dirac structures provides a mathematical framework
for modeling such modular designs in a natural fashion, and may reduce the incremental
cost of constructing full system models when the appendages are changed, since the model
of the appendage subsystem can be swapped out without the need to modify the rest of
the mathematical model.
More generally, this can allow the reusability and exchange of commonly used model sub-
systems, and provide the basis for constructing more complicated models by assembling
and interconnecting model subsystems, instead of constructing each new model monolith-
ically from scratch. This also naturally leads to a framework for developing parallel and
distributed numerical implementations of such structure-preserving simulations. As with
all modular, parallel, and distributed computations, the efficiency of such a modeling and
simulation approach is dependent on choosing a decomposition of the full system into
component subsystems that involve minimal coupling between subsystems, otherwise the
VARIATIONAL INTEGRATORS FOR INTERCONNECTED LAGRANGE–DIRAC SYSTEMS 3
interconnection and communications overhead can outweigh the benefits of decomposing
the model and simulation.
2. Background
2.1. Dirac structures and Langrange–Dirac mechanics. Dirac structures are the
simultaneous generalization of symplectic and Poisson structures, and can encode Dirac
constraints that arise in degenerate Lagrangian systems, interconnected systems, and non-
holonomic systems, and thereby provide a unified geometric framework for studying such
problems. We begin with a review of Dirac structures and their role in Lagrange–Dirac
mechanics. Then, we revisit the continuous interconnection process.
2.1.1. Dirac structures. Let V be a finite-dimensional vector space with dual V ∗. Denote
the natural pairing between V and V ∗ by 〈·, ·〉, and define the symmetric pairing 〈〈·, ·〉〉 on
V ⊕ V ∗ by
(1) 〈〈(v1, α1), (v2, α2)〉〉 = 〈α1, v2〉+ 〈α2, v1〉
for (v1, α1), (v2, α2) ∈ V ⊕ V ∗. A Dirac structure on V is a subset D ⊂ V ⊕ V ∗ such that
D = D⊥ with respect to 〈〈·, ·〉〉. Given a subspace ∆ ⊂ V and its annihilator ∆◦ = {α ∈
V ∗ | 〈α, v〉 = 0 for all v ∈ ∆} ⊂ V ∗, we can construct ∆ ⊕ ∆◦ ⊂ V ⊕ V ∗, which is an
example of a Dirac structure.
Now, let M be a smooth manifold. Denote by TM⊕T ∗M the Pontryagin bundle over M ,
where the fiber over x ∈M is TxM ⊕ T ∗xM . Then, a Dirac structure on M is a subbundle
D ⊂ TM ⊕ T ∗M such that every fiber D(x) is a Dirac structure on TxM . An integrable
Dirac structure has the additional property, 〈£X1α2, X3〉+〈£X2α3, X1〉+〈£X3α1, X2〉 = 0,
for all pairs of vector fields and one-forms (X1, α1), (X2, α2), (X3, α3) ∈ D, where £X is
the Lie derivative. This generalizes the condition that the symplectic two-form is closed,
or that the Poisson bracket satisfies Jacobi’s identity. For the purposes of this paper, we
will not assume that a Dirac structure satisfies the integrability condition, since it does not
hold for Dirac structures that incorporate non-integrable or nonholonomic constraints. It
should be noted that such non-integrable Dirac structures are sometimes referred to in the
literature as almost-Dirac structures.
Every manifold Dirac structure D has an associated distribution defined by
(2) ∆D(x) = {v ∈ TxM | (v, α) ∈ D(x) for some α ∈ T ∗xM}.
The Dirac structure D also defines a bilinear map on ∆D,
(3) ω∆D(v, u) = 〈αv, u〉,
for any αv such that (v, αv) ∈ D(x) and any u ∈ ∆D(x). The two-form ω∆D is well-defined
on ∆D even if there exist multiple such αv since D = D
⊥ with respect to the symmetric
pairing above.
Conversely, given a two-form ω on M and a regular distribution ∆ ⊂ TM , we can define
a Dirac structure D on M fiber-wise as
(4) D(x) = {(v, α) ∈ TxM ⊕ T ∗xM | v ∈ ∆(x) and 〈α, u〉 = ωx(v, u) for all u ∈ ∆(x)}.
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Clearly, in this case ∆D = ∆ and ω∆D = ω|∆D . We use this idea to connect Dirac structures
with constraint distributions.
2.1.2. Induced Dirac structures. Dirac structures are especially relevant in the case of
Lagrangian systems with linear nonholonomic constraints, i.e. constraints of the form
ωa(q) · q˙ = 0, a = 1, . . . ,m, where ωa are one-forms on Q. The interested reader is referred
to Bloch [2] for a more in-depth discussion of nonholonomic mechanics and constraints.
Such constraints can be equivalently expressed using the regular distribution ∆Q ⊂ TQ
defined by ∆Q(q) = ∩a ker(ωa(q)). Thus, the annihilator codistribution of ∆Q is given by
∆◦Q(q) = span{ωa(q)}. The constraints are then written q˙ ∈ ∆Q(q) or simply q˙ ∈ ∆Q.
Nonholonomic constraints such as these cause the motion on T ∗Q to be pre-symplectic
rather than symplectic. The Dirac structure induced by ∆Q gives a precise description of
this pre-symplectic structure. Note that we may also have primary constraints on T ∗Q if
L is degenerate.
The constraints ∆Q induce a Dirac structure on T
∗Q as follows. From ∆Q, define
∆T ∗Q ⊂ TT ∗Q as
(5) ∆T ∗Q = (TpiQ)
−1(∆Q)
for the canonical projection piQ : T
∗Q → Q and its tangent lift TpiQ. This definition will
become clearer in the next section, when we discuss the representation in local coordinates.
We now apply the construction described in (4) using ∆T ∗Q and the canonical symplectic
form Ω on T ∗Q. This gives the following fiber-wise definition of D∆Q , the Dirac structure
on T ∗Q induced by the constraint distribution ∆Q.
(6)
D∆Q(q, p) = {(v, α) ∈ T(q,p)T ∗Q⊕ T ∗(q,p)T ∗Q | v ∈ ∆T ∗Q(q, p) and
〈α, u〉 = Ω(v, u) for all u ∈ ∆T ∗Q(q, p)}.
2.1.3. Canonical local coordinate expressions. It will be useful to have expressions for
∆T ∗Q,∆
◦
T ∗Q, and D∆Q in terms of local canonical coordinates. Let V be a model vec-
tor space for the configuration manifold Q, and let U ⊂ V be a chart around q ∈ Q. Then,
we have the following local representations near q,
TQ 7→ U × V,
T ∗Q 7→ U × V ∗,
TTQ 7→ (U × V )× (V × V ),
TT ∗Q 7→ (U × V ∗)× (V × V ∗),
T ∗T ∗Q 7→ (U × V ∗)× (V ∗ × V ).
In these coordinates piQ : (q, p) 7→ q and TpiQ : (q, p, δq, δp) 7→ (q, δq), so that
(7) ∆T ∗Q = {(q, p, δq, δp) ∈ T(q,p)T ∗Q | (q, δq) ∈ ∆Q},
and the annihilator distribution is given by
(8) ∆◦T ∗Q(q, p) = {(q, p, αq, αp) ∈ T ∗(q,p)T ∗Q | (q, αq) ∈ ∆◦Q and αp = 0}.
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As indicated above, any v ∈ T(q,p)T ∗Q has two coordinate components. We will write these
as (δq, δp) in the abstract case or (vq, vp) when referring to a particular v. Similarly, we
will write α = (αq, αp) for α ∈ T ∗(q,p)T ∗Q. In this notation, Ω(v, u) = vq · up − vp · uq. So
the condition 〈α, u〉 = Ω(v, u) for all u ∈ ∆T ∗Q translates to (αq + vp, αp − vq) ∈ ∆◦T ∗Q.
Thus, the induced Dirac structure in (6) has the coordinate expression
(9)
D∆Q(q, p) = {(vq, vp, αq, αp) ∈ T(q,p)T ∗Q⊕ T ∗(q,p)T ∗Q | vq ∈ ∆Q(q),
αp = vq, and αq + vp ∈ ∆◦Q(q)}.
2.1.4. The Tulczyjew triple. The Tulczyjew triple relates the spaces T ∗T ∗Q, TT ∗Q, and
T ∗TQ and helps bridge the gap between Lagrangian and Hamiltonian mechanics. These
maps were first studied by Tulczyjew [24] in the context of a generalized Legendre trans-
form. The first map is the usual flat map derived from the symplectic form Ω on T ∗Q. We
write Ω[ : TT ∗Q→ T ∗T ∗Q defined by
(10) Ω[(v) · u = Ω(v, u).
In coordinates,
(11) Ω[(v) = (−vp, vq) ∈ T ∗T ∗Q.
The second map, κQ : TT
∗Q→ T ∗TQ is given locally by a permutation,
(12) κQ : (q, p, δq, δp) 7→ (q, δq, δp, p).
A global definition of κQ can be found in [26]. A unique diffeomorphism κQ exists for any
manifold Q [26]. The third map, γQ : T
∗TQ→ T ∗T ∗Q is defined in terms of the first two,
(13) γQ := Ω
[ ◦ κ−1Q .
2.1.5. Lagrange–Dirac dynamical systems. We are now equipped to define a Lagrange–
Dirac dynamical system. Let L : TQ → R be a given, possibly degenerate, Lagrangian.
We define the Dirac differential of L to be
(14) DL(q, v) := γQ ◦ d : TQ→ T ∗T ∗Q.
Here d denotes the usual exterior derivative operator so that dL : TTQ → T ∗TQ. For a
curve (q(t), v(t), p(t)) ∈ TQ⊕ T ∗Q, we define XD to be the following partial vector field
(15) XD(q(t), v(t), p(t)) = (q(t), p(t), q˙(t), p˙(t)) ∈ TT ∗Q.
Then, the equations of motion for a Lagrange–Dirac dynamical system with Lagrangian L
and constraint distribution ∆Q are given by
(16) (XD(q(t), v(t), p(t)),DL(q(t), v(t))) ∈ D∆Q(q(t), p(t)).
In local coordinates, dL(q, v) = (q, v, ∂L∂q ,
∂L
∂v ) and
(17) γQ : (q, δq, δp, p) 7→ (q, p,−δp, δq),
so we have
(18) DL(q, v) = (q,
∂L
∂v
,−∂L
∂q
, v).
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Then, using the coordinate expressions from (9), the equations determined by (16) are
(19) q˙ = v ∈ ∆Q(q), p˙− ∂L
∂q
∈ ∆◦Q(q), p =
∂L
∂v
.
The last equation comes from matching the basepoints of XD(q, p) and DL(q, v). This is a
set of differential algebraic equations on TQ⊕T ∗Q whereas the Euler–Lagrange equations
give an ODE system on TQ. We see that the first and last equations explicitly enforce
the second-order curve condition and the Legendre transform, respectively. The middle
equation reduces to the Euler–Lagrange equations in the absence of constraints. With con-
straints, the Euler–Lagrange relationship holds along the permissible directions. Explicit
enforcement of the Legendre transform serves to enforce any primary constraints on the
system.
2.1.6. The Hamilton–Pontryagin principle. Rather than the usual Hamilton’s principle for
curves on TQ, we apply the Hamilton–Pontryagin principle for curves on TQ ⊕ T ∗Q.
This automatically incorporates a constraint distribution ∆Q and any primary constraints
coming from a degenerate Lagrangian. We have
(20) δ
∫ T
0
L(q(t), v(t))− 〈p(t), q˙(t)− v(t)〉 dt = 0,
for variations δq ∈ ∆Q(q) with fixed endpoints and arbitrary variations δv, δp together with
the constraint q˙ ∈ ∆Q(q). This principle yields precisely the Lagrange–Dirac equations of
motion (19).
2.1.7. The Lagrange–d’Alembert–Pontryagin principle and Lagrange–Dirac systems with
external forces. Suppose we have an external force field F : TQ → T ∗Q acting on the
system. As in the classical Lagrangian case [20], we take the horizontal lift of F to define
F˜ : TQ→ T ∗T ∗Q by
(21) 〈F˜ (q, v), w〉 = 〈F (q, v), TpiQ(w)〉.
In local coordinates, F˜ (q, v) = (q, p, F (q, v), 0). The equations of motion for the forced
system are given by
(22) (XD(q, v, p),DL(q, v)− F˜ (q, v)) ∈ D∆Q(q, p).
As before, we can derive the local coordinate equations from this, producing
(23) q˙ = v ∈ ∆Q(q), p˙− ∂L
∂q
− F ∈ ∆◦Q(q), p =
∂L
∂v
.
So, only the second equation changes when forces are introduced. Equations (23) reduce
to the usual forced Euler–Lagrange equations in the absence of constraints.
We must also incorporate the work of the forces into the variational principle. This is
done in exactly the same way as forces are appended to Hamilton’s principle in the usual
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forced Lagrangian setting [21]. In that setting, one obtains the Lagrange–d’Alembert
principle. Here, we arrive at the Lagrange–d’Alembert–Pontryagin principle,
(24) δ
∫ T
0
L(q, v) + 〈p, q˙ − v〉 dt+
∫ T
0
〈F (q, v), δq〉 dt = 0,
for variations δq ∈ ∆Q(q) with fixed endpoints and arbitrary variations δv, δp together with
the constraint q˙ ∈ ∆Q(q). The addition of the forcing terms here again produces (23).
2.2. Interconnection of Lagrange–Dirac systems. In this section we review the inter-
connection of continuous Lagrange–Dirac systems laid out in Jacobs and Yoshimura [12].
Throughout this section we assume that we are connecting two systems (L1,∆Q1) on Q1
and (L2,∆Q2) on Q2. The results easily extend to the interconnection of a finite number of
systems, as shown in [12]. The interconnected system will then evolve on Q = Q1×Q2. The
interconnection of the two systems has both a variational formulation and a formulation in
terms of the interconnection of the two starting Dirac structures, D∆Q1 and D∆Q2 . This
interconnection of Dirac structures in turn involves the direct sum of D∆Q1 and D∆Q2 , a
product on Dirac structures, and an interaction Dirac structure Dint.
2.2.1. Standard interaction Dirac structures. Let ΣQ ⊂ TQ be a regular distribution on Q
describing the interaction between systems 1 and 2. Lift this distribution to T ∗Q to define
(25) Σint = (TpiQ)
−1(ΣQ) ⊂ TT ∗Q.
Then, the standard interaction Dirac structure Dint on T
∗Q is given by
(26) Dint(q, p) = Σint(q, p)⊕ Σ◦int(q, p),
for Σ◦int the annihilator of Σint.
As mentioned above, any Dirac structure on a manifold M defines an associated distri-
bution ∆M ⊂ TM and a bilinear map ω∆M : ∆M ×∆M → R that is well-defined on ∆M .
Taking D = ∆ ⊕∆◦ produces ∆M = ∆ and ω∆M ≡ 0. Thus, the distribution associated
with Dint is Σint, and the associated two-form is the zero form. The zero form obviously
extends to the whole of T ∗Q, so Dint can equivalently be generated from Σint and ω ≡ 0.
2.2.2. The direct sum of Dirac structures. Given two Dirac structures D1 and D2 on M1
and M2, the direct sum D1 ⊕D2 is the vector bundle over M1 ×M2 given by
(27) D1 ⊕D2(x1, x2) = {((v1, v2), (α1, α2)) ∈ T(x1,x2)(M1 ×M2)⊕ T ∗(x1,x2)(M1 ×M2) |
(v1, α1) ∈ D1(x1) and (v2, α2) ∈ D2(x2)}.
From [12], we have that D1⊕D2 is itself a Dirac structure over M1×M2. In the particular
case of induced Dirac structures, it was shown in [12] that D∆Q1 ⊕D∆Q2 = D∆Q1⊕∆Q2 .
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2.2.3. The tensor product of Dirac structures. The interconnection of Dirac structures relies
on a product operation on Dirac structures referred to as the Dirac tensor product. We
have the following characterization of the Dirac tensor product.
Definition 1 (Jacobs and Yoshimura [12]). Let Da and Db be Dirac structures on M . We
define the Dirac tensor product
(28)
Da Db = {(v, α) ∈ TM ⊕ T ∗M | ∃β ∈ T ∗M
such that (v, α+ β) ∈ Da, (v,−β) ∈ Db}.
An equivalent definition is given in [11]. Let D∆ be an induced Dirac structure on Q
and Dint the standard interaction Dirac structure defined above. Then, D∆  Dint is a
Dirac structure when ∆ ∩ ΣQ is a regular distribution [12].
2.2.4. Interconnection of Dirac structures. Recall that we wish to connect the systems
(L1,∆Q1) and (L
2,∆Q2) with associated Dirac structures D∆Q1 and D∆Q2 . The smooth
distribution ΣQ ⊂ TQ describes their interaction and is used to define the interaction Dirac
structure Dint = Σint⊕Σ◦int, where Σint = (TpiQ)−1(ΣQ) ⊂ TT ∗Q. As before, Q = Q1×Q2
will be the configuration manifold of the interconnected system.
Given two Dirac structures Da and Db on Qa and Qb, respectively, and an interaction
Dirac structure Dint on Q = Qa ×Qb, the interconnection of Da and Db through Dint is
(29) (Da ⊕Db)Dint.
We noted above that D∆Q1 ⊕D∆Q2 = D∆Q1⊕∆Q2 . We have the following proposition for
the interconnection of D∆Q1 and D∆Q2 through the standard interaction Dirac structure
Dint = Σint ⊕ Σ◦int.
Proposition 1 (Jacobs and Yoshimura [12]). If ∆Q1 ⊕∆Q2 and ΣQ intersect cleanly, i.e.,
(∆Q2 ⊕∆Q2)∩ΣQ has locally constant rank, then the interconnection of D∆Q1 and D∆Q2
through Dint is locally given by the Dirac structure induced from (∆Q2 ⊕ ∆Q2) ∩ ΣQ as,
for each (q, p) ∈ T ∗Q,
(30) (D∆Q1 ⊕D∆Q2 )Dint(q, p) = {(v, α) ∈ T(q,p)T ∗Q× T ∗(q,p)T ∗Q |
v ∈ ∆T ∗Q(q, p) and α− Ω[(q, p) · v ∈ ∆◦T ∗Q(q, p)},
where ∆T ∗Q = (TpiQ)
−1((∆Q2 ⊕∆Q2) ∩ ΣQ) and Ω = Ω1 ⊕ Ω2, where Ω1 and Ω2 are the
canonical symplectic structures on T ∗Q1 and T ∗Q2.
Note that for Q = Q1 × Q2, the canonical symplectic form ΩT ∗Q = ΩT ∗Q1 ⊕ ΩT ∗Q2 .
Thus, if we define
(31) ∆Q = (∆Q1 ⊕∆Q2) ∩ ΣQ,
the previous proposition amounts to
(32) (D∆Q1 ⊕D∆Q2 )Dint = D∆Q .
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2.2.5. Interconnection of Lagrange–Dirac systems. Set L(q, v) = L1(q1, v1)+L
2(q2, v2) and
∆Q = (∆Q1 ⊕ ∆Q2) ∩ ΣQ. Here, as usual, (q, v) = (q1, q2, v1, v2) ∈ TQ = T (Q1 × Q2) in
coordinates. Then, the interconnected system satisfies
(33) (XD(q, v, p),DL(q, v)) ∈ D∆Q(q, p).
The interconnected system also satisfies the usual Hamilton–Pontryagin principle (20) for
L and ∆Q.
Should there be any external forces Fi : TQi → T ∗Qi acting on the subsystems, those can
be lifted to Q by pullback with respect to piQi : Q→ Qi. That is to say that F =
∑
i pi
∗
Qi
Fi
represents the external forces acting on the interconnected system. Then, the total system
solves the equations
(34) (XD(q, v, p),DL(q, v)− F ) ∈ D∆Q(q, p),
and satisfies the Lagrange–d’Alembert–Pontryagin principle (24).
Note that in [12], the forces considered in the interconnection process are interaction
forces between subsystems, not external forces. As demonstrated in [12], the constraints
imposed by ΣQ have an equivalent representation in terms of internal interaction forces.
We ignore the interaction force perspective for now, viewing interconnections as governed
wholly by constraints ΣQ. We will say more about bringing the interaction force perspective
into discrete interconnections in the concluding sections.
2.3. Discrete Dirac mechanics. In this section, we review the discrete theory of Dirac
mechanics and Dirac structures developed in Leok and Ohsawa [16]. We begin with a
Lagrangian function L : TQ→ R and a continuous constraint distribution ∆Q ⊂ TQ.
2.3.1. A discrete Tulczyjew triple. Recall the continuous Tulczyjew triple, summarized in
the following diagram.
(35) T ∗TQ TT ∗Q T ∗T ∗Q.
γQ
κQ Ω[
This is used to define the continuous Dirac differential DL = (γQ ◦ d)L.
In [16], the authors define a discrete Tulczyjew triple using generating functions of a
symplectic map F : T ∗Q→ T ∗Q. In coordinates, these are
κdQ : ((q0, p0), (q1, p1)) 7→ (q0, q1,−p0, p1),(36)
Ω[d+ : ((q0, p0), (q1, p1)) 7→ (q0, p1, p0, q1),(37)
Ω[d− : ((q0, p0), (q1, p1)) 7→ (p0, q1,−q0,−p1).(38)
The distinction between Ω[d± comes from choosing either the Type II or Type III generating
function in its definition, or equivalently, whether one chooses to endow Q×Q with a bundle
structure over Q by projecting onto the first or second component.
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These maps define the (+) and (−) discrete Tulczyjew triples,
(39) T ∗(Q×Q) T ∗Q× T ∗Q T ∗(Q×Q∗),
γd+Q
κQ Ω
[
d+
and
(40) T ∗(Q×Q) T ∗Q× T ∗Q T ∗(Q∗ ×Q).
γd−Q
κQ Ω
[
d−
We use γd±Q to define a (±) discrete Dirac differential on Ld and Ω[d± to define (±) discrete
induced Dirac structures.
2.3.2. Discrete constraint distributions and discrete induced Dirac structures. Recall that
a continuous Lagrange–Dirac system on a manifold Q has an associated constraint distri-
bution ∆Q ⊂ TQ. With this we have a set of associated constraint one-forms {ωa} such
that
(41) ∆◦Q(q) = span{ωa(q)}ma=1, i.e., ∆Q = ∩ma=1 ker(ωa(q)).
We define a discrete constraint distribution by discretizing these constraint one-forms. In
the approach developed in [16], we do this by using a retraction R : TQ → Q, which is
defined below.
Definition 1 (Absil et al. [1, Definition 4.1.1 on p. 55]). A retraction on a manifold Q is
a smooth mapping R : TQ → Q with the following properties: Let Rq : TqQ → Q be the
restriction of R to TqQ for an arbitrary q ∈ Q; then,
(i) Rq(0q) = q, where 0q denotes the zero element of TqQ;
(ii) with the identification T0qTqQ ' TqQ, Rq satisfies
T0qRq = idTqQ,
where T0qRq is the tangent map of Rq at 0q ∈ TqQ.
As with the Tulczyjew triple, we have a (+) and a (−) way of doing this, resulting in
discrete forms ωad± : Q×Q→ R.
(42) ωad+(q0, q1) = ω
a(q0)
(
R−1q0 (q1)
)
, ωad−(q0, q1) = ω
a(q1)
(−R−1q1 (q0)) .
The discrete constraint distribution is then defined as
(43) ∆d±Q = {(q0, q1) ∈ Q×Q | ωd±(q0, q1) = 0, a = 1, . . . ,m}.
In the classical theory of variational integrators, the pair (q0, q1) is thought of as the discrete
analogue to a tangent vector in TQ. The (±) formulation here can be thought of as a right
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and left formulation based on treating one of q0, q1 as the basepoint and the other as a
representative of the velocity. Indeed, as noted in [16], the distribution ∆d+Q constrains
only q1, while ∆
d−
Q constrains only q0. This is consistent with what one would expect with
nonholonomic constraints, where the velocities are constrained locally, but the positions
are unconstrained.
Recall that a continuous Dirac structure on T ∗Q relies on the distribution ∆T ∗Q =
(TpiQ)
−1(∆Q) ⊂ TT ∗Q for the canonical projection piQ : T ∗Q → Q. At the discrete level,
we define
(44)
∆d+T ∗Q = (piQ × piQ)−1(∆d±Q )
=
{
((q0, p0), (q1, p1)) ∈ T ∗Q× T ∗Q | (q0, q1) ∈ ∆d±Q
}
,
and
(45)
∆◦Q×Q∗ =
{
(q, p, αq, 0) ∈ T ∗(Q×Q∗) | αqdq ∈ ∆◦Q(q)
}
,
∆◦Q∗×Q =
{
(q, p, 0, αq) ∈ T ∗(Q∗ ×Q) | αqdq ∈ ∆◦Q(q)
}
.
The distributions ∆d±T ∗Q serve as the discrete analogues of ∆T ∗Q, while ∆
◦
Q×Q∗ and ∆
◦
Q∗×Q
are the (+) and (−) discrete analogues of ∆◦T ∗Q, respectively.
We then define discrete induced Dirac structures using these discrete distributions and
the discrete maps Ω[d± defined earlier. We have
(46)
Dd+∆Q = {
(
(z, z+), αzˆ
) ∈ (T ∗Q× T ∗Q)× T ∗(Q×Q∗) |
(z, z+) ∈ ∆d+T ∗Q, αzˆ − Ω[d+(z, z+) ∈ ∆Q×Q∗}
and
(47)
Dd−∆Q = {
(
(z−, z), αz˜
) ∈ (T ∗Q× T ∗Q)× T ∗(Q∗ ×Q) |
(z−, z) ∈ ∆d−T ∗Q, αz˜ − Ω[d−(z−, z) ∈ ∆Q∗×Q}.
Given z = (q, p) and z+ = (q+, p+), then zˆ = (q, p+). Given z− = (q−, p−) and z = (q, p),
then z˜ = (p−, q).
2.3.3. The discrete Dirac differential and discrete Dirac mechanics. We have two versions
of the discrete Dirac differential,
(48) D+Ld = γ
d+
Q ◦ dLd and D−Ld = γd−Q ◦ dLd.
Using the discrete vector field
(49) Xkd = ((qk, pk), (qk+1, pk+1)) ∈ T ∗Q× T ∗Q,
we have the following systems. A (+) discrete Lagrange–Dirac system satisfies
(50) (Xkd ,D
+Ld(qk, q
+
k )) ∈ Dd+∆Q .
A (−) discrete Lagrange–Dirac system satisfies
(51) (Xkd ,D
−Ld(q−k+1, qk+1)) ∈ Dd−∆Q .
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The variables q+k and q
−
k+1 are the discrete analogues of the velocity variable. In coordinates,
equation (50) produces the (+) discrete Lagrange–Dirac equations of motion,
0 = ωad+(qk, qk+1) a = 1, . . . ,m,(52a)
qk+1 = q
+
k ,(52b)
pk+1 = D2Ld(qk, q
+
k ),(52c)
pk = −D1Ld(qk, q+k ) + µaωa(qk),(52d)
where µa are Lagrange multipliers, and the last equation uses the Einstein summation
convention. Equation (51) produces the (−) discrete Lagrange–Dirac equations of motion,
0 = ωad−(qk, qk+1) a = 1, . . . ,m,(53a)
qk = q
−
k+1,(53b)
pk = −D1Ld(q−k+1, qk+1),(53c)
pk+1 = D2Ld(q
−
k+1, qk+1) + µaω
a(qk+1).(53d)
Again, µa are Lagrange multipliers, and the last equation makes use of the Einstein sum-
mation convention. Later, we will write these equations with the q+k and q
−
k+1 variables
eliminated for simplicity.
By eliminating the momentum variables, both (±) equations simplify to the DEL equa-
tions in the unconstrained case, and they recover the nonholonomic integrators of Corte´s
and Mart´ınez [7].
2.3.4. Variational discrete Dirac mechanics. The (+) discrete Hamilton–Pontryagin prin-
ciple is
(54) δ
N−1∑
k=0
[Ld(qk, q
+
k ) + pk+1(qk+1 − q+k )] = 0,
with variations that vanish at the endpoints, i.e. δq0 = δqN = 0, and the discrete con-
straints (qk, qk+1) ∈ ∆d+Q . We also impose the constraint δqk ∈ ∆Q(qk) after computing
variations inside the sum. The variable q+k serves as the discrete analog to the introduction
of v in the continuous principle.
The (−) discrete Hamilton–Pontryagin principle is
(55) δ
N−1∑
k=0
[Ld(q
−
k+1, qk+1)− pk(qk − q−k+1)] = 0 .
The variable q−k now plays the role of the discrete velocity. Again we take variations that
vanish at the endpoints and impose the constraint δqk ∈ ∆Q(qk). We now impose the
discrete constraints (qk, qk+1) ∈ ∆d−Q .
VARIATIONAL INTEGRATORS FOR INTERCONNECTED LAGRANGE–DIRAC SYSTEMS 13
As shown in [16], computing variations of (54) yields (52), and computing variations
for (55) yields (53). Thus, in direct analogy with the continuous case, we have equivalent
variational and Dirac structure formulations of discrete Lagrange–Dirac mechanics.
3. (+) vs. (−) Discrete Dirac mechanics
Before getting to the interconnected systems results, we say a few words about the
distinction between the (+) and (−) formulations of discrete Dirac mechanics laid out in
[16]. Later sections will focus on interconnections of (+) discrete Dirac systems as that
turns out to be the proper formulation for simulating forward in time.
In their full form, the (+) discrete Dirac equations are only generally solvable for forward
time integration (moving forward in index), and the (−) discrete Dirac equations are only
generally solvable for backward time integration (moving backward in index). This follows
from the implicit function theorem. It also mirrors the case of the augmented approach to
holonomic constraints laid out in [21], which has a similar form.
In momentum-matched form, the discrete Dirac equations become
D2Ld(qk−1, qk) +D1Ld(qk, qk+1) + µaωa(qk) = 0, k = 1, . . . , N − 1,
ωad±(qk, qk+1) = 0, k = 0, . . . , N − 1.
So the only distinction between the position trajectories of (+) and (−) is, potentially, in
the way the constraints are discretized. The two methods generate the same trajectory
when
ωad+(qk, qk+1) = 0 ⇐⇒ ωad−(qk, qk+1) = 0.(56)
For the retraction-based definition of ωad+ in [16], this requires
ωa(qk) ·R−1qk (qk+1) = 0 ⇐⇒ ωa(qk+1) · −R−1qk+1(qk) = 0.(57)
This holds, for instance, for a force that is independent of the base point, and a retraction
whose inverse is antisymmetric. For example, an equality constraint between two redundant
variables will be independent of the base point, and the vector space retraction Rq(v) =
q + hv has an inverse that is antisymmetric in (qk, qk+1).
(58) R−1qk (qk+1) = (qk+1 − qk)/h = −R−1qk+1(qk).
If we consider more general discretizations for ωad±, we could purposefully choose symmetric
discretizations so that the (+) and (−) formulations generate the same position trajectories.
4. Discrete Dirac interconnections
In this section we present results for interconnecting a finite number of systems on
Q1, . . . , Qn to form a system on Q = Q1 × · · · × Qn. Here and throughout the section,
let piQi denote the projection from Q onto Qi and TpiQi denote the tangent lift of piQi .
In coordinates, we have q = (q1, . . . , qn), vq = (q1, . . . , qn, vq1 , . . . , vqn) with piQi(q) = qi
and TpiQi(vq) = (qi, vqi). At the continuous level, we have two equivalent views of Dirac
interconnections: through variational principles and through Dirac structures [12]. We
always have an interconnection distribution ΣQ ⊂ TQ describing the interaction between
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the two systems. We can think of the interconnected system as the system generated
variationally by L(q, q˙) = L1(TpiQ1(q, q˙)) + L
2(TpiQ2(q, q˙)) and ∆Q = (∆Q1 ⊕∆Q2) ∩ ΣQ.
To view interconnection in terms of Dirac structures, we write (XD, dDL(q, v)) ∈ (D∆Q1 ⊕
D∆Q2 )Dint for the same Lagrangian. Here Dint is a Dirac structure on T
∗Q derived from
ΣQ and  is the Dirac tensor product defined earlier.
These two views of interconnection are completely equivalent, so that, in particular,
(D∆Q1 ⊕D∆Q2 )Dint = D∆Q for ∆Q = (∆Q1 ⊕∆Q2) ∩ΣQ. We mimic each viewpoint at
the discrete level, producing an analogous equivalence between the two approaches.
4.1. Interconnecting two discrete Dirac systems variationally through ΣQ. Sup-
pose we have two systems (L1,∆Q1) and (L
2,∆Q2) with configuration manifolds Q1 and
Q2. Suppose we also have a distribution ΣQ ⊂ TQ for Q = Q1 ×Q2 describing the inter-
connection of systems 1 and 2. Then, from [12], we know that the interconnected system
is again a Dirac system with Lagrangian L(q, v) = L1(q1, v1) + L
2(q2, v2) and distribution
∆Q = (∆Q1 ⊕∆Q2)∩ΣQ. To discretize any of these systems in the way laid out in [16], we
must choose a discretization scheme L 7→ Ld and a retraction R : TQ→ Q. We will assume
our discretization scheme is linear in L, i.e. for L = L1(TpiQ1(q, v))+L
2(TpiQ2(q, v)) we get
Ld(qk, qk+1) = L
1
d(q
1
k, q
1
k+1) + L
2
d(q
2
k, q
2
k+1). This is a relatively weak assumption. Schemes
for constructing Ld are based on approximating the exact discrete Lagrangian given by
(59) LEd (q0, q1;h) =
∫ h
0
L(q(t), q˙(t))dt,
where q(t) satisfies the appropriate differential equations (Euler-Lagrange, forced Euler-
Lagrange, Dirac, etc.) and the boundary conditions q(0) = q0, q(h) = q1. Any forces or
constraints are discretized separately, though there is an argument to be made in favor of
using the same discretization scheme for each [23]. Since the exact discrete Lagrangian is
linear in L, discretizations are most often linear as well. For instance, discretization based
on applying quadrature to the integral in LEd will satisfy linearity in L.
4.1.1. Compatible constraint discretizations. The relevant constraint distributions in inter-
connection are ∆Q1 , . . . ,∆Qn , ΣQ and ∆Q = (∆Q1 ⊕ · · · ⊕∆Qn) ∩ ΣQ. To get equivalence
between interconnecting systems before and after discretization, we need to make a par-
ticular choice of basis for ∆◦Q and assume a compatible constraint discretization, defined
below. We will address the sufficient conditions on ∆Q1 , . . . ,∆Qn , and ΣQ to ensure that
the resulting discrete equations of motion have an admissible solution in future work. But,
at the minimum, this will depend on the extent to which the individual nonholonomic con-
straint distributions ∆Qi are compatible with the interconnection constraint ΣQ projected
onto the corresponding Qi.
From ∆Q = (∆Q1 ⊕ · · · ⊕∆Qn) ∩ ΣQ, we have ∆◦Q = (∆Q1 ⊕ · · · ⊕∆Qn)◦ ∪ Σ◦Q. Thus,
we can construct a basis for ∆◦Q from the bases of ∆
◦
Qi
and Σ◦Q. Let {ωai (qi)}mia=1 denote
a basis for ∆◦Qi(q
i). We construct a basis for (∆Q1 ⊕ · · · ⊕ ∆Qn)◦(q) from the individual
bases {ωai (qi)}mia=1. Let piQi(q) ∈ Qi denote the ith component projection of q ∈ Q. Define
ω˜ai (q) by ω˜
a
i (q) · vq = ωai (piQi(q)) · TpiQi(vq). Then, {{ω˜ai (q)}mia=1}ni=1 forms a basis for
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(∆Q1 ⊕ · · · ⊕ ∆Qn)◦(q). Select a basis for Σ◦Q(q) = span{αb(q)}lb=1. Then, ∆◦Q(q) =
span{ω˜ai (q), αb(q)}, with the appropriate ranging of indices. This will always be our chosen
basis for ∆◦Q.
We will call a constraint discretization compatible if
(60) ω˜ad+,i(qk, qk+1) = ω
a
d+,i(q
i
k, q
i
k+1).
We use the notation qik to mean the i
th component at the kth time-step. So the full coordi-
nate expression at tk is qk = (q
1
k, . . . , q
n
k ) with q
i
k ∈ Qi. For retraction-based discretizations,
we make use of the following lemma.
Lemma 1. For R1, . . . , Rn retractions on Q1, . . . , Qn, respectively, R1 × · · · × Rn is a
retraction on Q = Q1 × · · · ×Qn.
Compatibility of retraction-based discretizations requires the use of R1×· · ·×Rn as the
retraction on Q = Q1 × · · · ×Qn.
4.1.2. Discrete interconnections using compatible constraint discretizations. Discretizing
individual systems before interconnection yields
pik+1 = D2L
i
d(q
i
k, q
i
k+1),(61a)
pik = −D1Lid(qik, qik+1) + µaωai (qik),(61b)
0 = ωad+,i(q
i
k, q
i
k+1), a = 1, . . . ,mi.(61c)
Here, Lid have been discretized according to some scheme linear in L, and
(62) ωad+,i(q
i
k, q
i
k+1) = ω
a
i (q
i
k)(R
−1
i,qik
(qik+1)).
As above, take Σ◦Q(q) = span{αb(q)}lb=1, so each αb(q) ∈ T ∗qQ. Define αbi (q) ∈ T ∗Qi by
αbi (q) ·vqi = αb(q) ·vhqi for vhqi the horizontal lift of vqi . To interconnect the discrete systems
above, we need to append an αbi (q) term, which represents an unknown force of constraint,
to each equation for pik and impose the α
b
d+ constraints to (qk, qk+1) ∈ Q. That is, the
interconnected system is
pik+1 = D2L
i
d(q
i
k, q
i
k+1),(63a)
pik = −D1Lid(qik, qik+1) + µaωai (qik) + λbαbi (qk),(63b)
0 = ωad+,i(q
i
k, q
i
k+1), a = 1, . . . ,mi,(63c)
0 = αbd+(qk, qk+1), b = 1, . . . , l.(63d)
Note that all of the α terms depend on the entire coordinate qk = (q
1
k, . . . , q
n
k ), not just on
the ith component qik.
Theorem 2. Assume φ : L→ Ld is linear and the constraint discretization is compatible.
Then, the discretely interconnected equations (63a)–(63d) are equivalent to the (+) discrete
Dirac equations for (L,∆Q) = (L
1 + · · ·+ Ln, (∆Q1 ⊕ · · · ⊕∆Qn) ∩ ΣQ).
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Proof. We just have to consider the discretization of (L,∆Q) component-wise. The dis-
cretization of the monolithic system using φ and R yields the usual (+) discrete Dirac
equations,
pk+1 = D2Ld(qk, qk+1),(64a)
pk = −D1Ld(qk, qk+1) + ηcβc(qk),(64b)
0 = βcd+(qk, qk+1) = 0, c = 1, . . . ,m.(64c)
Here m is the dimension of ∆◦Q. From our assumptions on the linearity of φ, the first
equation decomposes component-wise to give equation (63a).
In this notation, {βc(qk)}c is a basis for ∆◦Q(qk) = ((∆Q1 ⊕ · · · ⊕∆Qn) ∩ ΣQ)◦. As we
will see, choosing an appropriate basis leads to equations (63b)–(63d). As above, define
βci (q) ∈ T ∗Qi by βci (q) · vqi = βc(q) · vhqi for vhqi the horizontal lift of vqi . Then, equation
(64b) decomposes into
(65) pik = −D1Lid(qik, qik+1) + ηcβci (qk).
Taking the basis defined above, we have {βc} = {ωai (q), αb(q)}, so equation (65) becomes
equation (63b). Assume we construct βcd+ via a compatible discretization. Then, equation
(64c) accounts for equations (63c) and (63d). 
Thus, given a finite number of Lagrange–Dirac systems (Li,∆Qi) together with the
interconnection constraint ΣQ, we have shown how to interconnect the discrete systems
generated by (Lid,∆
d+
Qi
,∆◦Qi) through Σ
d+
Q and Σ
◦
Q to obtain the discretization of the fully
interconnected system.
4.2. Discrete interconnections as a product on discrete Dirac structures. To
mimic the continuous case, we would like to say that this discrete interconnection process
corresponds to a discrete Dirac tensor product on discrete Dirac structures. That is, we
would like for the discretization of the interconnected system, which can be expressed as
(Xkd ,D
+Ld(qk, q
+
k )) ∈ Dd+∆Q , to be equivalently expressed as (Xkd ,D+Ld(qk, q+k )) ∈ (Dd+∆Q1⊕
Dd+∆Q2
)dDd+int for Dd+int defined from ΣQ, some definition of d, and the appropriate notion
of ⊕.
4.2.1. The direct sum of induced discrete Dirac structures. The definition of ⊕ for induced
discrete Dirac structures is relatively obvious. We make it precise in this section to ensure
that the convenient properties of using ⊕ on induced Dirac structures carry over to the
discrete setting. Suppose, again, that Q = Q1 × Q2 and that we have two constraint
distributions ∆Q1 ⊂ TQ1 and ∆Q2 ⊂ TQ2. We can derive each distribution from its
annihilator as ∆Qi(qi) = ∩a ker(ωai (qi)) for {ωai (qi)}a a basis for ∆◦Qi(qi). The direct
sum distribution on Q has annihilator given by (∆Q1 ⊕ ∆Q2)◦ = ∆◦Q1 ⊕ ∆◦Q2 , so we can
construct a basis for it by extending the bases of ∆◦Qi . As in the last section, we use
piQi : Q → Qi to denote component projections from Q. To extend ωai , we denote by
ω˜ai the one-form on Q such that ω˜
a
i (q) · vq = ωai (piQi(q)) · TpiQi(vq). In coordinates ω˜a1 =
VARIATIONAL INTEGRATORS FOR INTERCONNECTED LAGRANGE–DIRAC SYSTEMS 17
(ωa1 , 0) and ω˜
b
2 = (0, ω
b
2). Then, the distribution ∆Q1 ⊕ ∆Q2 has a local expression as
(∆Q1 ⊕∆Q2)(q) = [∩a ker(ω˜a1(q))] ∩ [∩b ker(ω˜b2(q))].
The direct sum of continuous Dirac structures D∆Q1 and D∆Q2 is given by D∆Q1 ⊕
D∆Q2 = D∆Q1⊕∆Q2 . Fiber-wise, this is given by
(66) (D∆Q1 ⊕D∆Q2 )(q, p) = D∆Q1 (T ∗iQ1(q, p))⊕D∆Q2 (T ∗iQ2(q, p)),
where iQi : Qi ↪→ Q is the inclusion and T ∗iQi its tangent lift. In coordinates,
(67) {(v, α) = (v1, v2, α1, α2) ∈ T(q1,q2,p1,p2)T ∗Q | (v1, α1) ∈ D∆Q1 (q1, p1)
and (v2, α2) ∈ D∆Q2 (q2, p2)}.
We mimic this coordinate expression at the discrete level with the following definition.
Definition 2. Given two discrete induced Dirac structures Dd+∆Q1
⊂ (T ∗Q1 × T ∗Q1) ×
T ∗(Q1 ×Q∗1) and Dd+∆Q2 ⊂ (T
∗Q2 × T ∗Q2)× T ∗(Q2 ×Q∗2), define their direct sum Dd+∆Q1 ⊕
Dd+∆Q2
⊂ (T ∗Q× T ∗Q)× T ∗(Q×Q∗) coordinate-wise as
(68) Dd+∆Q1
⊕Dd+∆Q2 = {((z, z+), αzˆ) | ((q1, p1, q
+
1 , p
+
1 ), (q1, p
+
1 , αq1 , αp1)) ∈ Dd+∆Q1
and ((q2, p2, q
+
2 , p
+
2 ), (q2, p
+
2 , αq2 , αp2)) ∈ Dd+∆Q2}
Here, we have partitioned the coordinates as
(69) (z, z+) = (q, p, q+, p+) = (q1, q2, p1, p2, q
+
1 , q
+
2 , p
+
1 , p
+
2 )
and
(70) αzˆ = (q, p
+, αq, αp) = (q1, q2, p
+
1 , p
+
2 , αq1 , αq2 , αp1 , αp2).
We define the direct sum of two discrete constraint distributions as follows.
Definition 3. The direct sum of two discrete constraint distributions is given by
(71)
∆d+Q1 ⊕∆d+Q2 = {(q1, q2, q+1 , q+2 ) ∈ Q×Q |
(q1, q
+
1 ) ∈ ∆d+Q1 and (q2, q+2 ) ∈ ∆d+Q2}.
We have the following useful lemma.
Lemma 2. Assume we use the same separable discretization scheme to construct ωa1,d+,
ωb2,d+, ω˜
a
1,d+, and ω˜
b
2,d+. Then, ∆
d+
Q1
⊕ ∆d+Q2 = (∆Q1 ⊕ ∆Q2)d+ and Dd+∆Q1 ⊕ D
d+
∆Q2
=
Dd+∆Q1⊕∆Q2 . Thus, D
d+
∆Q1
⊕Dd+∆Q2 is again a discrete induced Dirac structure.
Proof. We have
(72)
(∆Q1 ⊕∆Q2)d+ = {(q, q+) ∈ Q×Q | ω˜a1,d+(q, q+) = 0 and
ω˜b2,d+(q, q
+) = 0 for all a, b}
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and
∆d+Qi = {(qi, q+i ) ∈ Qi ×Qi | ωai,d+(qi, q+i ) = 0 for all a}.(73)
By our assumptions, ω˜ai,d+(q, q
+) = ωai,d+(qi, q
+
i ). Thus, ∆
d+
Q1
⊕∆d+Q2 = (∆Q1 ⊕∆Q2)d+.
To prove Dd+∆Q1
⊕Dd+∆Q2 = D
d+
∆Q1⊕∆Q2 we need to show that the conditions
(74) (q, q+) ∈ (∆Q1 ⊕∆Q2)d+
and
(75) (q, p+, αq − p, αp − q+) ∈ {(q, p, β, 0) | βdq ∈ (∆Q1 ⊕∆Q2)◦(q)}
are equivalent to the conditions
(76) ((q1, p1, q
+
1 , p
+
1 ), (q1, p
+
1 , αq1 , αp1)) ∈ Dd+∆Q1
and
(77) ((q2, p2, q
+
2 , p
+
2 ), (q2, p
+
2 , αq2 , αp2)) ∈ Dd+∆Q2 .
Using ∆d+Q1 ⊕∆d+Q2 = (∆Q1 ⊕∆Q2)d+, the distribution conditions implied by (76) and (77)
are equivalent to (74). From (76) and (77) we also have
(78) (q1, p
+
1 , αq1 − p1, αp1 − q+1 ) ∈ {(q1, p1, β, 0) | βdq ∈ ∆◦Q1}
and
(79) (q2, p
+
2 , αq2 − p2, αp2 − q+2 ) ∈ {(q2, p2, β, 0) | βdq ∈ ∆◦Q2}.
Thus, (αp1 , αp2) − (q+1 , q+2 ) = 0. From αqi − pi ∈ span{ωai (qi)} we have (αq1 − p1, 0) ∈
span{ω˜a1(q)} and (0, αq2 − p2) ∈ span{ω˜b2(q)}. Thus, we have (αq1 − p1, αq2 − p2) ∈
span{ω˜a1(q), ω˜b2}, i.e. αq − p ∈ (∆Q1 ⊕ ∆Q2)◦. Hence, conditions (76) and (77) also give
(75).
Performing the same calculations from the reversed point of view, we can derive (76)
and (77) from (74) and (75), proving that Dd+∆Q1
⊕Dd+∆Q2 = D
d+
∆Q1⊕∆Q2 . 
For continuous distributions ∆1 and ∆2, a similar set of calculations show that
(80) ∆d+1 ∩∆d+2 = (∆1 ∩∆2)d+.
4.2.2. Defining Dd+int and d. We begin by defining Dd+int . The distribution ΣQ defines the
interconnection constraints onQ = Q1×Q2. Lift ΣQ to TT ∗Q, defining Σint = (Tpi)−1(ΣQ).
Then, the continuous interaction Dirac structure is induced by Σint and Ωint ≡ 0. To
discretize this construction, we define Ωd+int (q, p, q
+, p+) = (q, p+, 0, 0).
Definition 4. We defined the standard discrete interaction Dirac structure to be
(81) Dd+int = {((z, z+), αzˆ) | (z, z+) ∈ Σd+int , αzˆ − Ωd+int (z, z+) ∈ Σ◦Q×Q∗}(q)
for Ωd+int (q, p, q
+, p+) = (q, p+, 0, 0).
VARIATIONAL INTEGRATORS FOR INTERCONNECTED LAGRANGE–DIRAC SYSTEMS 19
Here, as in the original definitions of the discrete Dirac structures, z = (q, p), z+ =
(q+, p+), zˆ = (q, p+). This discrete Dirac structure mirrors the induced discrete Dirac
structure of [16] with Ω[d± replaced by Ω
d+
int .
Recall, again, the continuous definition of .
Definition 5 (Jacobs and Yoshimura [12]). Let Da, Db ∈ Dir(M), i.e., Da and Db are
Dirac structures on M . We define the Dirac tensor product
(82)
Da Db = {(v, α) ∈ TM ⊕ T ∗M | ∃β ∈ T ∗M such that
(v, α+ β) ∈ Da, (v,−β) ∈ Db}.
Mimicking this definition at the discrete level, we define d as follows.
Definition 6. Define the operation d on two discrete Dirac structures D1 and D2 by
(83)
D1 D2 = {((z, z+), αzˆ) | ∃βzˆ ∈ T ∗zˆ (Q×Q∗)
with ((z, z+), αzˆ + βzˆ) ∈ D1, ((z, z+),−βzˆ) ∈ D2},
where βzˆ = (q, p
+, βq, βp+), αzˆ = (q, p
+, αq, αp+), αzˆ+βzˆ = (q, p
+, αq+βq, αp++βp+),−βzˆ =
(q, p+,−βq,−βp+).
4.2.3. Discrete interconnections via Dirac structures. With these definitions in place, we
now have the tools to state the main result.
Theorem 3. Given two discrete Dirac structures Dd+∆Q1
and Dd+∆Q2
generated from ∆Q1 ⊂
TQ1 and ∆Q2 ⊂ TQ2 and an interconnection distribution ΣQ ⊂ TQ = T (Q1 ×Q2),
(84) (Dd+∆Q1
⊕Dd+∆Q2 )d D
d+
int = D
d+
∆Q
for ∆Q = (∆Q1 ⊕∆Q2) ∩ ΣQ.
Thus, the statement (Xkd ,D
+Ld(qk, q
+
k )) ∈ (Dd+∆Q1 ⊕ D
d+
∆Q2
) d Dd+int is equivalent to
the statement (Xkd ,D
+Ld(qk, q
+
k )) ∈ Dd+∆Q and to the interconnected equations given in
(63a)–(63d).
Proof. First we recall the definition of a (+) discrete induced Dirac structure,
(85)
Dd+∆Q = {((z, z+), αzˆ) ∈ (T ∗Q× T ∗Q)× T ∗(Q×Q∗) |
(z, z+) ∈ ∆d+T ∗Q, αzˆ − Ω[d+(z, z+) ∈ ∆◦Q×Q∗}.
For Q = Q1×Q2 we can write z = (z1, z2), z+ = (z+1 , z+2 ), zˆ = (zˆ1, zˆ2), and αzˆ = (αzˆ1 , αzˆ2).
Then,
(86)
Dd+∆Q1
⊕Dd+∆Q2 = {((z, z
+), αzˆ) | ((z1, z+1 ), αzˆ1) ∈ Dd+∆Q1
and ((z2, z
+
2 ), αzˆ2) ∈ Dd+∆Q2}
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and
(87) (Dd+∆Q1
⊕Dd+∆Q2 )d D
d+
int = {((z, z+), αzˆ) | ∃βzˆ ∈ T ∗zˆ (Q×Q∗) with
((z, z+), αzˆ + βzˆ) ∈ Dd+∆Q1 ⊕D
d+
∆Q2
, ((z, z+),−βzˆ) ∈ Dd+int}.
From the first condition we have ((z1, z
+
1 ), αzˆ1 + βzˆ1) ∈ Dd+∆Q1 and ((z2, z
+
2 ), αzˆ2 + βzˆ2) ∈
Dd+∆Q2
.
Consider the distribution conditions first. The distribution condition for Dd+∆Q is that
(z, z+) ∈ ∆d+T ∗Q. We can break the distribution condition down as
(88)
((q, p), (q+, p+)) ∈ {((q, p), (q+, p+)) ∈ T ∗Q× T ∗Q | (q, q+) ∈ ∆d+Q }
= {((q, p), (q+, p+)) | (q, q+) ∈ (∆d+Q1 ⊕∆d+Q2) ∩ Σd+Q }
= {((q, p), (q+, p+)) | (q, q+) ∈ Σd+Q , (q1, q+1 ) ∈ Dd+∆Q1 ,
and (q2, q
+
2 ) ∈ Dd+∆Q2}.
We now derive the distribution condition from ((z, z+), αzˆ) ∈ (Dd+∆Q1⊕D
d+
∆Q2
)dDd+int . From
((z1, z
+
1 ), αzˆ1 + βzˆ1) ∈ Dd+∆Q1 and ((z2, z
+
2 ), αzˆ2 + βzˆ2) ∈ Dd+∆Q2 , we get (q1, q
+
1 ) ∈ Dd+∆Q1 and
(q2, q
+
2 ) ∈ Dd+∆Q2 . From ((z, z
+),−βzˆ) ∈ Dd+int we have (q, q+) ∈ Σd+Q . Thus, the distribution
conditions derived from ((z, z+), αzˆ) ∈ Dd+∆Q and ((z, z+), αzˆ) ∈ (Dd+∆Q1 ⊕ D
d+
∆Q2
) d Dd+int
are equivalent.
Now we consider the second condition, coming from αzˆ − Ω[d+(z, z+) ∈ ∆◦Q×Q∗ in the
general definition. Recalling the definitions of ∆◦Q×Q∗ , zˆ = (q, p
+), and Ω[d+(z, z
+) =
(q, p+, p, q+) gives
(89) (q, p+, αq, αp+)− (q, p+, p, q+) ∈ {(q, p, αq, 0) ∈ T ∗(Q×Q∗) | αqdq ∈ ∆◦Q(q)}.
In the case of ∆Q = (∆Q1 ⊕∆Q2) ∩ ΣQ we can rewrite this condition explicitly as
αq − p ∈ [(∆Q1 ⊕∆Q2) ∩ ΣQ]◦(q0),(90)
αp+ − q+ = 0.(91)
Now consider the statement ((z, z+), αzˆ) ∈ (Dd+∆Q1 ⊕ D
d+
∆Q2
) d Dd+int . First examine
((z, z+),−βzˆ) ∈ Dd+int . This implies that−βzˆ−Ωd+int (z, z+) ∈ Σ◦Q×Q∗ , i.e., (q, p+,−βq,−βp+) ∈
{(q, p, αq, 0)|αqdq ∈ Σ◦Q(q)}. Thus, we must have −βp+ = 0 and −βq ∈ Σ◦Q(q). Now we
examine ((z, z+), αzˆ + βzˆ) ∈ Dd+∆Q1 ⊕D
d+
∆Q2
. From the subsection above, we then have that
((zi, z
+
i ), αzˆi + βzˆi) ∈ Dd+∆Qi which gives the conditions
(qi, p
+
i , αqi + βqi − pi, αp+i + βp+i − q
+
i ) ∈ {(q, p, α, 0)|αdq ∈ ∆◦Qi}.(92)
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We already know that βp+ = 0, so these conditions become
αp+i
− q+i = 0,(93)
αqi + βqi − pi ∈ ∆◦Qi .(94)
Putting the two indices together gives
αp+ − q+ = 0,(95)
αq − p+ βq ∈ ∆◦Q1 ⊕∆◦Q2 .(96)
We have already established that βq ∈ Σ◦Q(q), so (96) becomes
(97) αq − p ∈ (∆◦Q1 ⊕∆◦Q2)(q) ∪ Σ◦Q(q),
i.e.,
(98) αq − p ∈ [(∆Q1 ⊕∆Q2) ∩ ΣQ]◦(q).
Thus, we derive precisely the same conditions from both Dd+∆Q and (D
d+
∆Q1
⊕Dd+∆Q2 )dD
d+
int
and the two structures are equivalent. 
We have now shown that we can interconnect discrete Dirac systems in a way consistent
with the variational discretization of the full system and that the Dirac structure preserved
by the interconnected discrete system can be viewed as a product of Dd+∆Q1
⊕ Dd+∆Q2 with
a discrete interaction Dirac structure, analogous to the continuous case. In defining Dd+int ,
we have extended the notion of discrete Dirac structures beyond the induced structures
of [16]. This extension as well as the definition of d, which is indifferent to whether its
operands are induced structures, raises the question of whether we can make a more general
definition of discrete Dirac structures for which induced structures are just a special case.
We discuss this more in the future work section below.
5. Numerical Examples
Continuing the theme of reproducing [12] discretely, we now work through the simulation
of some of the interconnected examples presented there. We will rehash the setup of each
example and then give details of its numerical implementation. In this section we use
superscripts to denote coordinates of q, v, and p and subscripts to denote numerical time-
steps.
5.1. A chain of spring masses. The first example is a chain of three spring masses
attached to a wall. We consider it to be the interconnection of a chain of two spring masses
with the third spring mass pair. Thus, we have two primitive systems with configuration
spaces Q1 = Q2 = R2. The first system has coordinates (q1, q2), the second (q¯2, q3).
Figures 1 and 2 illustrate these two viewpoints. Note that in the torn case we introduce
an extra variable, q¯2, to mark the position of the left end of the spring.
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with respect to chosen variations δq(t) ∈ ∆Q(q(t)) with fixed endpoints, δv, δp
arbitrary, and the constraint q˙(t) ∈ ∆Q(q(t)).
(iv) The curves (qi, vi, pi)(t) ∈ TQi⊕T ∗Qi satisfy the Lagrange-d’Alembert-Pontry-
agin principles:
δ
∫ t2
t1
Li(qi, vi) + 〈pi, q˙i − vi〉dt+
∫ t2
t1
〈Fi, δq〉dt = 0,
for i = 1, . . . , n, together with (q˙1, ..., q˙n) ∈ ΣQ(q1, ..., qn) and
(F1(q, v), ..., Fn(q, v)) ∈ Σ◦Q(q1, ..., qn).
6. Examples. The unifying theme of interconnection is that we often find ourselves
in a situation where we have a number of systems which we understand well (such
as the components of a circuit or a rigid body), while the interconnected system is
less understood. Therefore the concept of interconnection is useful because it allows
us to use our previous knowledge of the subsystems to construct the interconnected
system. These interconnections can be, geometrically speaking, quite sophisticated
(e.g. interconnection by nonholonomic constraints). In this section, we provide
some examples of interconnection of Lagrange-Dirac dynamical systems. We have
chosen simple examples to illustrate the essential ideas of interconnection concretely.
However, the method of tearing and interconnecting subsystems can extend to more
complicated systems.
6.1. A mass-spring mechanical system. Consider a mass-spring system as in
Figure 4. Let mi and ki be the i-th mass and spring for i = 1, 2, 3.
q q q
k k k
m m m
Figure 4. A Mass-Spring System
6.1.1. Tearing and interconnecting. Inspired by the concept of tearing and inter-
connecting systems developed by [25], the mass-spring mechanical system can be
torn apart into two distinct subsystems called “primitive systems” as in Figure 5.
The procedure of tearing inevitably yields interactive boundaries, through which
the energy flows between the primitive subsystem 1 and the primitive subsystem 2.
Upon tearing, the separate primitive systems obey the following condition at the
interaction boundaries:
f2 + f¯2 = 0, q˙2 = ˙¯q2. (17)
In the above, q˙2 and ˙¯q2 are the associated velocities to the boundaries, while f2
and f¯2 are the interaction forces. We call equation (17) the continuity condition.
Without the continuity condition, there exists no energy interaction between the
primitive subsystems. In other words, the original mechanical system can be recov-
ered by interconnecting the primitive subsystems with the continuity conditions.
Equation (17) implies that power invariance holds:
〈f2, q˙2〉+
〈
f¯2, ˙¯q2
〉
= 0.
Figure 1. A chain of spring masses like that presented in [12].
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Subsystem 1
q q q q
k k f f k
m m m
Tearing
Subsystem 2
Figure 5. Torn-apart Systems
Needless to say, the above equation may be understood by an interaction Dirac
structure as shown later.
6.1.2. Lagrangians for primitive systems. Let us consider how dynamics of the prim-
itive systems can be formulated as forced Lagrange-Dirac dynamical systems.
The configuration space of the primitive system 1 may be given by Q1 = R× R
with local coordinates (q1, q2), while the configuration space of the primitive system
2 is Q2 = R × R with local coordinates (q¯2, q3). We can invoke the canonical
Dirac structures DTQ1 ∈ Dir(T ∗Q1) and DTQ2 ∈ Dir(T ∗Q2) in this example. For
Subsystem 1, the Lagrangian L1 : TQ1 → R is given by, for (q1, q2, v1, v2) ∈ TQ1,
L1(q1, q2, v1, v2) =
1
2
m1v
2
1 +
1
2
m2v
2
2 −
1
2
k1q
2
1 −
1
2
k2(q2 − q1)2,
while the Lagrangian L2 : TQ2 → R for the primitive system 2 is given by, for
(q¯2, q3, v¯2, v3) ∈ TQ2,
L2(q¯2, q3, v¯2, v3) =
1
2
m3v
2
3 −
1
2
k3(q3 − q¯2)2.
When viewing each system separately, the constraint force acts as an external
force on each primitive system. Again, this is because tearing always yields con-
straint forces at the boundaries associated with the disconnected primitive systems,
as shown in Figure 5
6.1.3. Primitive System 1. Given an interaction force F1 : TQ→ T ∗Q1, we can set
up equations of motion for the Lagrange-Dirac system (dDL1, F1, DTQ1) by
q˙1 = v1, q˙2 = v2, p˙1 = −k1q1 − k2(q1 − q2), p˙2 = k2(q1 − q2) + f2(q, v), (18)
together with p1 = m1v1 and p2 = m2v2 and
F1(q, v) = (q1, q2, 0, f2(q, v)),
where (q, v) = (q1, q2, q¯2, q3, v1, v2, v¯2, v3) ∈ TQ. This implicit Lagrange-d’Alembert
equation is well defined when we are given (q2(t), v2(t)) ∈ TQ2.
6.1.4. Primitive System 2. Similarly, by introducing an interaction force, F2 : TQ→
T ∗Q2, on the port variable q¯2 we can also formulate equations of motion for the
Lagrange-Dirac dynamical system (dDL2, F2, DTQ2) by
˙¯q2 = v¯2, q˙3 = v3, ˙¯p2 = k3(q3 − q¯2) + f¯2, p˙3 = −k3(q3 − q¯2), (19)
together with
F2(q, v) = (q¯2, q3, f¯2(q, v), 0),
Figure 2. The chain of springs as two primitive systems [12].
Viewed separately, the two primitive systems each have the trivial constraint distribution
∆Qi = TQi and Lagrangians
(99) L1(q1, q2, v1, v2) =
1
2
m1(v
1)2 +
1
2
m2(v
2)2 − 1
2
k1(q
1)2 − 1
2
k2(q
2 − q1)2
and
(100) L2(q¯2, q3, v¯2, v3) =
1
2
m3(v
3)2 − 1
2
k3(q
3 − q¯2)2.
To interconnect the systems into the chain in Figure 1, we need to enforce the constraint
q2 = q¯2. This is a holonomic constraint, but within the framework of Dirac systems
we enforce it with a compatible initial condition and a distribution constraint Σint(q) =
{v ∈ TqQ | v2 = v¯2}. Thus, Σ◦int = span{ω} for ω = dq2 − dq¯2 ∈ T ∗qQ. In coordinates,
ω = (0, 1,−1, 0).
We discretized both the simple chain of springs in Figure 1 and the interconnected version
described above using the retraction-based methodology laid out in [16] and used in the
circuit example therein. Namely, we choose the vector space retraction Rq(v) = q+ vh for
h the timestep, giving R−1qk (qk+1) =
1
h(qk+1 − qk). Then, we set
Lid(q
i
k, q
i
k+1) = hL(q
i
k, R
−1
i,qik
(qik+1)),(101)
ωad+,i(q
i
k, q
i
k+1) = 〈ωai (qik), R−1i,qik(q
i
k+1)〉,(102)
αbd+(qk, qk+1) = 〈αb(qk), R−1qk (qk+1)〉.(103)
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For this interconnected system, we then have
L1d(q
1
k, q
2
k, q
1
k+1, q
2
k+1)(104)
= h
m1
2
(
q1k+1 − q1k
h
)2
+
m2
2
(
q2k+1 − q2k
h
)2
− k1
2
(
q1k
)2 − k2
2
(
q2k − q1k
)2 ,
L2d(q¯
2
k, q
3
k, q¯
2
k+1, q
3
k+1) = h
m3
2
(
q3k+1 − q3k
h
)2
− k3
2
(
q3k − q¯2k
)2 ,(105)
αd+(qk, qk+1) =
1
h
[(
q2k+1 − q2k
)− (q¯2k+1 − q¯2k)] .(106)
Then the interconnected discrete Dirac equations (63a) through (63d) become
p1k+1 =
m1
h
(
q1k+1 − q1k
)
,(107a)
p2k+1 =
m2
h
(
q2k+1 − q2k
)
,(107b)
p¯2k+1 = 0,(107c)
p3k+1 =
m3
h
(
q3k+1 − q3k
)
,(107d)
p1k =
m1
h
(
q1k+1 − q1k
)
+ hk1q
1
k − hk2
(
q2k − q1k
)
,(107e)
p2k =
m2
h
(
q2k+1 − q2k
)
+ hk2
(
q2k − q1k
)
+ λ,(107f)
p¯2k = −hk3
(
q3k − q¯2k
)− λ,(107g)
p3k =
m3
h
(
q3k+1 − q3k
)
+ hk3
(
q3k − q¯2k
)
,(107h)
0 =
1
h
[(
q2k+1 − q2k
)− (q¯2k+1 − q¯2k)] .(107i)
For comparison, we apply the same discretization to the monolithic system, obtaining
Ld(q
1
k, q
2
k, q
3
kq
1
k+1, q
2
k+1, q
3
k+1) = h
[
m1
2
(
q1k+1 − q1k
h
)2
+
m2
2
(
q2k+1 − q2k
h
)2
(108)
+
m3
2
(
q3k+1 − q3k
h
)2
− k1
2
(
q1k
)2 − k2
2
(
q2k − q1k
)2 − k3
2
(
q3k − q2k
)2 ]
.
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We use the (+) discrete Dirac equations. Here they simplify to the discrete Euler-Lagrange
equations,
p1k+1 =
m1
h
(
q1k+1 − q1k
)
,(109a)
p2k+1 =
m2
h
(
q2k+1 − q2k
)
,(109b)
p3k+1 =
m3
h
(
q3k+1 − q3k
)
,(109c)
p1k =
m1
h
(
q1k+1 − q1k
)
+ hk1q
1
k − hk2
(
q2k − q1k
)
,(109d)
p2k =
m2
h
(
q2k+1 − q2k
)
+ hk2
(
q2k − q1k
)− hk3 (q3k − q2k) ,(109e)
p3k =
m3
h
(
q3k+1 − q3k
)
+ hk3
(
q3k − q2k
)
.(109f)
Both systems are fully explicit. We set mi = ki = 1 and solve the equations using
Matlab. The initial conditions are
q10 = 0,
q20 = q¯
2
0 = 1,
q30 = 2,
p10 = 0,
p20 = p¯
2
0 = 0,
p30 = 3.
We solve the system for 1,000 iterations with a time-step of h = 0.01. Figures 3 through 5
show the results of this numerical experiment. Figure 6 uses the same parameters, initial
conditions, and time-step but runs for 100, 000 iterations. For an explicit system as simple
as this one, the added computational work of solving equations (107a) - (107i) vs. equations
(109a) - (109f) scales linearly with the number of dummy variables and constraints needed
to specify the interconnection. This illustrates the point made in the introduction that
this technique would be most useful in a situation involving many complex components
but relatively simple interactions among components. For this particular example the
additional work is imperceptible in practice. Over 1,000 runs the monolithic system has
an minimum runtime of 0.0028 seconds compared to 0.0029 seconds for the interconnected
system.
Figures 3 and 4 compare the interconnected discretization with the discretization of
the full system. Note that we are more concerned with reproducing the behavior of the
full discretization than with the overall accuracy of the simulation. We have excellent
agreement between the two discretizations, with the interconnected results obscuring the
full discretization in the figures by lying directly on top. It is also difficult to distinguish in
Figure 3 between the trajectories of q2 and q¯2. This is because, as shown in Figure 5, the
interconnected discretization preserves the q2 = q¯2 constraint to machine precision. Thus,
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Spring positions
 
 
q1
q2
q3
q1
q2
q2bar
q3
Figure 3. A comparison of spring positions over time. Solutions from
discretizing the full system are plotted as lines. Solutions from discretizing
as two interconnected systems are plotted as hollow shapes. The shapes lie
directly over the lines.
the trajectories lie atop one another in Figure 3. Figure 4 shows good agreement between
the energy of the full system discretization and that of the interconnected discretization.
Lastly, Figure 6 shows that the interconnected discretization exhibits the oscillatory energy
behavior characteristic of variational integrators.
5.2. An LC circuit. The next example is a very simple parallel RLC circuit which we
consider as the joining of a capacitor to the RL loop component. We borrow the illustrations
of this idea from [12] in Figures 7 and 8.
When considering electric circuits as Lagrangian, Hamiltonian or Lagrange–Dirac sys-
tems we take the charges as the configuration variables. So the configuration space for the
undivided circuit is R3 with coordinates (qR, qL, qC) representing the charge in the resistor,
inductor and capacitor, respectively. Then, q˙ represents the currents in each component.
The Lagrangian for any circuit is given by the magnetic energy stored in any inductors
minus the electric potential energy of any capacitors. For the first primitive circuit we have
Q1 = R3 with local coordinates q1 = (qR, qL, qS1). The qS1 variable represents the possible
point of connection shown in Figure 8 and represents the influence of any connected circuit
components. The Lagrangian is just the magnetic energy,
(110) L1(q1, v1) =
1
2
l(vL)2,
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Figure 4. A comparison of the spring system energy over time. The line
labeled “variational” is the energy of the full-system discretization. The
hollow circles show the energy for the discretization as two interconnected
systems. The hollow circles lie directly on top of the line. Note also the
small scale of the vertical axis.
where l is the inductance. The circuit has a nontrivial constraint distribution given by
Kirchoff’s circuit law,
(111) ∆Q1(q
1) = {v1 = (vR, vL, vC) ∈ Tq1Q1 | vR − vL − vS1 = 0}.
Thus, ∆◦Q1 = span{ω1} for ω1 = dqR − dqL + dqS1 . In coordinates, ω1 = (1,−1,−1). This
circuit also has an external force due to the resistor, given by f(q, v) = (qR, qL, qS1 ,−RvR, 0, 0) ∈
T ∗Q1.
The second primitive circuit has configuration space Q2 = R2 with local coordinates
q2 = (q
S2 , qC). Here, the Lagrangian is given by
(112) L2(q2, v2) = − 1
2C
(qC)2,
where C is the capacitance. Again, we have a nontrivial constraint coming from circuit
laws,
(113) ∆Q2(q2) = {v2 = (vS2 , vC) ∈ Tq2Q2 | vC − vS2 = 0}.
Hence, ∆◦Q2 = span{ω2} for ω2 = −dqS2 + dqC = (−1, 1).
To interconnect the two circuits, we set Q = Q1 ×Q2, L = L1 + L2 and use
(114) Σint = {(vR, vL, vS1 , vS2 , vC) ∈ TQ | vS1 = vS2}.
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Constraint Deviation
Figure 5. Deviation of the interconnected discretization from the con-
straint q2 = q¯2 over time. We see that the constraint is preserved to machine
precision.
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Figure 6. The interconnected discretization’s energy oscillates over very
long times (100,000 iterations at h = 0.01), much like the energy of classical
variational discretization.
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R L C
Figure 7. A simple parallel RLC circuit [12].
R L S1
Primitive circuit 1
CS2
Primitive circuit 2
Figure 8. Considering the circuit as two primitive circuits. The Si boxes
show the possible points of connection and represent the influence of any
connected circuit components [12].
Again, we want to discretize the system according to the retraction-based method of
[16]. This yields the discrete Lagrangians and constraints for the interconnected system,
L1d(q
R
k , q
L
k , q
S1
k , q
R
k+1, q
L
k+1, q
S1
k+1) =
hl
2
(
qLk+1 − qLk
h
)2
,(115)
ω1d+,1(q
R
k , q
L
k , q
R
k+1, q
S1
k , q
L
k+1, q
S1
k+1) =
1
h
[(
qRk+1 − qRk
)− (qLk+1 − qLk )+ (qS1k+1 − qS1k )] ,
(116)
L2d(q
S2
k , q
C
k , q
S2
k+1, q
C
k+1) = −
h
2C
(
qCk
)2
,(117)
ωd+,2(q
S2
k , q
C
k , q
S2
k+1, q
C
k+1) =
1
h
[(
qCk+1 − qCk
)− (qS2k+1 − qS2k )] ,(118)
αd+(q
k, qk+1) =
1
h
[(
qS1k+1 − qS1k
)
−
(
qS2k+1 − qS2k
)]
.(119)
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To address the force in this system coming from the resistor, we must use the forced
discrete Dirac equations, (120a)-(120d). Chapter two of [23] develops these equations.
0 = ωad+(qk, qk+1),(120a)
qk+1 = q
+
k ,(120b)
pk+1 = D2Ld(qk, q
+
k ) + f
+
d (qk, q
+
k ),(120c)
pk = −D1Ld(qk, q+k )− f−d (qk, q+k ) + µaωa(qk).(120d)
These equations can be combined with the interconnected Dirac mechanics of (63a)-(63d)
to give (for mi constraints on sub-system i and l interconnection constraints)
pik+1 = D2L
i
d(q
i
k, q
i
k+1) + f
i,+
d (q
i
k, q
i
k+1),(121a)
pik = −D1Lid(qik, qik+1)− f i,−d (qik, qik+1) + µaωai (qik) + λbαbi (qk),(121b)
0 = ωad+,i(q
i
k, q
i
k+1), a = 1, . . . ,mi,(121c)
0 = αbd+(qk, qk+1), b = 1, . . . , l.(121d)
Equations (121a) - (121d) clearly simplify to the interconnected Dirac equations in the
absence of forces and to the forced Dirac equations in the absence of interconnections.
They also work well in practice on this numerical example. We know that forces and
constraints are equivalent in continuous mechanics, and we leave as future work a rigorous
exploration of such an equivalence at the discrete level.
To arrive at an equivalence-preserving discretization, we interpret the retraction based
scheme (101) as a quadrature rule and define the (±) discrete forces using the same rule.
This gives
(122)
f+d (qk, qk+1) = hfL
(
qk,
qk+1 − qk
h
)[
∂qk
∂qk+1
]
= 0.
and
(123)
f−d (qk, qk+1) = −hfL
(
qk,
qk+1 − qk
h
)[
∂qk
∂qk
]
= −h
(
−R
[
qRk+1 − qRk
h
]
, 0, 0
)
=
(
R
[
qRk+1 − qRk
]
, 0, 0
)
.
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The (+) discrete forced, interconnected Lagrange-Dirac equations are then
pRk+1 = 0,(124a)
pLk+1 =
l
h
(
qLk+1 − qLk
)
,(124b)
pS1k+1 = 0,(124c)
pS2k+1 = 0,(124d)
pCk+1 = 0,(124e)
pRk = −R
(
qRk+1 − qRk
)
+ µ1,(124f)
pLk =
l
h
(
qLk+1 − qLk
)− µ1,(124g)
pS1k = −µ1 + λ,(124h)
pS2k = µ2 − λ,(124i)
pCk =
h
C
qCk − µ2,(124j)
0 =
(
qRk+1 − qRk
)− (qLk+1 − qLk )− (qS1k+1 − qS1k ) ,(124k)
0 =
(
qCk+1 − qCk
)− (qS2k+1 − qS2k ) ,(124l)
0 =
(
qS1k+1 − qS1k
)
−
(
qS2k+1 − qS2k
)
.(124m)
For the monolithic system, we have the Lagrangian
(125) L(qR, qL, qC , vR, vL, vC) =
l
2
(vL)2 − 1
2C
(qC)2
and the constraint distribution
(126) ∆Q(q
R, qL, qC) = {v = (vR, vL, vC) ∈ TqQ | vR − vL − vC = 0}.
The (+) discrete forced Lagrange-Dirac equations are then
pRk+1 = 0,(127a)
pLk+1 =
l
h
(
qLk+1 − qLk
)
,(127b)
pCk+1 = 0,(127c)
pRk = −R
(
qRk+1 − qRk
)
+ µ,(127d)
pLk =
l
h
(
qLk+1 − qLk
)− µ,(127e)
pCk =
h
C
qCk − µ,(127f)
0 =
(
qRk+1 − qRk
)− (qLk+1 − qLk )− (qCk+1 − qCk ) .(127g)
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Capacitor charge
 
 
No extra variables
Interconnected
Figure 9. A comparison of the capacitor charge in the system generated
by the monolithic and interconnected models. The two agree very closely.
We set the following parameters and initial conditions
R = 1,
l = 0.75,
C = 3,
qR0 = q
L
0 = q
S1
0 = q
S2
0 = q
C
0 = 0,
pR0 = p
S1
0 = p
S2
0 = p
C
0 = 0,
pL0 = 10 ∗ l.
We then compared the two discretizations over 400 interations with time-step h = 0.1.
Figures 9 through 11 show the results. Again for this simple example the equations are
fully explicit with the added computational work linear in the number of dummy vari-
ables needed to express the interconnection. Over 1,000 runs the monolithic system has a
minimum runtime of 8.16 × 10−4 seconds vs. 8.51 × 10−4 seconds for the interconnected
system.
Figure 9 shows that the capacitor charge of the interconnected discretization correctly
replicates that of the full system discretization. In Figure 10, we see that the same is true for
the overall circuit energy. Lastly, Figure 11 shows preservation of the constraint to machine
precision in this case as well. Thus, once again, our interconnected discretization behaves
equivalently to the full system discretization, as predicted by our theoretical development.
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Energy
 
 
No extra variables
Interconnected
Figure 10. The energy in the circuit system generated by the monolithic
vs. the interconnected model. The two agree very closely.
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Figure 11. The interconnected model preserves the interconnection con-
straint to machine precision.
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6. Conclusions and future work
We have presented a framework for interconnecting discrete Lagrange–Dirac systems,
extending the work of [16]. Our view of interconnections is based on the perspective
presented in [12]. In [12], the authors emphasize the equivalence between the constrained
view and the interaction force view of interconnections. Our discrete interconnections so
far take the constrained point of view. In future work, we would like to see an equivalent
interaction-force perspective at the discrete level.
We would also like to further investigate the relationship between discrete Dirac in-
tegrators and the vast literature on nonholonomic integrators. With any luck, the two
approaches to nonholonomic constraints will mutually shed light on one another.
As a practical consideration, the tearing of systems like those in the examples here can
lead to new, redundant variables in the interconnected system. Those extra variables have
been dealt with on a case by case basis in this study, and our numerical experiments confirm
the the monolithic interconnected system with extra variables produces the same results
as the full system without extra variables in these cases. We would of course prefer to have
a theoretical justification for introducing and working with extra variables in this way. We
leave this as future work.
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