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Abstract 
Task scheduling in fog paradigm is highly complex and in the literature, there are still 
few studies. In the cloud architecture, it is widely studied and in many researches, it is 
approached from the perspective of service providers. Trying to bring innovative 
contributions in these areas, in this paper, we propose a model to the context-aware task-
scheduling problem for fog paradigm. In our proposal, different context parameters are 
normalized through Min-Max normalization; requisition priorities are defined through 
the application of the Multiple Linear Regression (MLR) technique and scheduling is 
performed using Multi-Objective Non-Linear Programming Optimization (MONLIP) 
technique. 
1 Introduction 
The growth of mobile devices and the evolution of the Internet of Things (IoT) have stimulated the 
growth of devices connected to the Internet. This growth tends to increase significantly. On the other 
hand, several of these devices run applications that requires a part of the processing to run in large, 
centralized datacenters known as cloud. However, due to centralization and physical distance from end 
user’s devices, it causes an increase in communication latencies and harms applications that require 
real-time responses. To minimize cloud processing by adopting local processing strategies and allow 
solving cloud limitations, different techniques have been proposed. One of such technique is the use of 
the fog computing paradigm [1].  
According to [2], many of the task scheduling algorithms in the cloud architecture and fog paradigm 
found in the literature do not describe how the priority is defined, do not explain the method used to 
prioritize tasks, nor do they define the prioritization of tasks based on context information, and many 
defend the perspective of service providers. Others are applied in grouped tasks to decrease execution 
time. Some optimize only QoS. Others explore only some contexts. The author also claims that they 
allow solving many problems. 
The main objective of this paper is proposing a model of context-aware task scheduling algorithm 
for the fog-computing paradigm. To achieve its main objective, some specific objectives were defined 
to contextualize concepts such as fog computing; task scheduling and context-aware; standardize the 
different context parameters using Min-Max normalization; define the priorities of the requests through 
the application of the MLR technique and optimize the scheduling using the MONLIP technique. 
This paper is organized in four sections: In the first section, we introduce the paper, in the second 
section we deal with the contextualization of the subject. In the third section, we describe the contexts 
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envisaged, the model and the proposed architecture. In fourth section, we addresses the conclusion of 
the paper. 
2 Background 
Mobile computing provides users with several utilities, allows portability, supports applications of 
various interests, and has several limitations such as scarcity of resources, reduced battery life, among 
others [2]. In recent years, several architectures have been proposed to solve these limitations, being 
cloud computing one of them. Despite the advantages, cloud is centralized and for optimization of 
energy and communications costs, the processing is done in concentrated data centers. To solve these 
inconveniences, several paradigms have been presented. Among them is fog computing, which aims to 
make the services offered by the cloud available at the edge of the network [3]. In this section, we 
contextualize and discuss concepts such as fog computing, context-aware and design of task scheduling 
algorithms.  
2.1 Fog computing 
According to [3], fog computing is a new paradigm that aims to overcome the limitations of cloud 
by providing services at the edge of the network. In [2], it is broadly defined and emphasis is given to 
some characteristics such as geographical distribution, predominance of wireless access, heterogeneity, 
distributed environment, among others. As reported in [1], it is: “A horizontal, system-level architecture 
that distributes computing, storage, control and networking functions closer to the users along a cloud-
to-thing continuum.”  
In the opinion of [4], fog computing from the perspective of mobile computing, aims to provide a 
cloud-like facility. However, lighter, closer to the users of mobile devices, it can serve these users 
through direct connection, shorter, compared to the cloud connection.  
2.2 Context-aware and fog computing 
According to [2], in mobile computing, the context of a user is very dynamic. In [5], a definition, 
the context categories and context sensitive applications are made available. Information and services, 
information marking with context and automatic service execution methodology are still presented as 
well as the survey of the state of the art regarding context-aware computing. 
Bazire and Brézillon in [6], define the context as a set of constraints that influence the behavior 
relating to a given task. The context definition most used today, even in other fields, as in the 
operationalization was given by [7]: 
“Context is any information that can be used to characterize the situation of an entity. An entity is 
a person, place, or object that is considered relevant to the interaction between user and an application, 
including the user and applications themselves” [7] (p. 45). 
In mobile computing, context refers to the processing environment, user environment, physical 
environment, relevant for the interaction between a user and an application, including the user and the 
applications themselves [8]. 
When mobile devices communicate with cloud, they face high network latency and high 
transmission power consumption [2]. They also state that in fog paradigm, mobile devices send tasks 
to fog nodes in order to be processed and returned the result. This process reduces the power 
consumption of the mobile device, transmission delay, among others. Due to the lower capacity of the 
fog nodes when compared to cloud, the tasks, which cannot be executed in the fog, are sent to be 
executed in cloud. 
2.3 Design of scheduling algorithms 
According to [2], scheduling is the allocation of resources needed to execute a task. In its design, 
we must consider some constraints such as dependencies between tasks, cost of tasks and the location. 
It also guarantees that scheduling decisions can be Static - where decisions about scheduling are made 
during the compilation. On the other hand, it can be dynamic - where information about the state of the 
task flow is used at a given time during execution for the scheduling decisions. It is the best approach. 
3 
 
However, these problems are computationally demanding, require a strategy of parallelization and 
dynamic load balancing [2]. 
3 Proposed model and architecture 
We assume that an appropriate code offloading technique (e.g. MAUI defined in [9], COMET 
presented in [10], among others) is being run on mobile devices in order to make the best decision as 
to whether or not to offload codes and which fog nodes [11].    
We consider that a request includes battery level, QoS information and network signal values. We 
also assume, as in [4] that fog provides greater computing capabilities than mobile devices and can 
extract the contexts associated with the requests and make the scheduling decision accordingly. 
Musumba and Nyongesa in [8], define the main contexts that can be explored in any mobile 
computing environment as: network connection; available processors; battery level; location; network 
bandwidth; network traffic; leased of Virtual Machines (VM) and application QoS requirements. 
In our domain of the problem, the contexts of the service providers because we do not know them 
were ignored. In addition, after offloading the tasks in the fog nodes, it becomes unnecessary to consider 
the processors of the mobile device. The location of the device also does not affect the scheduling, as 
well as network traffic and bandwidth that are the same for all users. Based on these criteria we 
considered three context parameters: battery level, signal-to-noise network interference ratio (SIN) and 
application QoS. 
In the following subsections, we illustrate and discuss the model and architecture of the proposed 
solution.  
3.1 Proposed model 
The fog nodes, with our proposal activated, consists of three units: Context Information Retrieval 
Unit, comprises an architecture, as defined in [12]. It retrieves context information (Ci) from each 
request ( 𝑟 ∈ 𝑅 ). The recovered context information is forwarded to the Context-Aware Task 
Prioritization Unit, which estimates the value of the context priority (Pr) for each individual request 
𝑟 ∈ 𝑅 and routes it to the QoE and Context-Aware Scheduler Unit, which schedules tasks to be executed 
in VMs so that QoE is optimized. Figure 1 shows the different units of the proposed model.  
 
Figure 1: Proposed model. 
3.2 Architecture of the proposed model 
The fact that the context parameters associated with a request are heterogeneous makes it difficult 
to explore the context information in the scheduling. To solve this problem, in Han, Kamber and Jian 
[13], a context heterogeneity resolver is proposed, which processes several parameters, in a normalized 
interval, through Min-Max normalization, where each request is prioritized based on its context values. 
The Context-Aware Task Prioritization Unit is composed by Context Repository, which stores 
context information of current and previously received tasks and Context Forecasting Unit, exploits the 
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context information at a given time and feeds the Forecast Table. Thus, we manage to eliminate the 
heterogeneity of the context information in the feeding of the forecast table. 
The Forecast Table provides a data set for the MLR analysis which aims to define the priority of 
requests.  
 
Figure 2: Context-Aware Task Prioritization Unit architecture of the proposed model. 
Figure 2 shows the architecture of the Context-Aware Task Prioritization Unit of the proposed 
model. 
3.3 Optimization of application scheduling  
In order to optimize QoE, the proposed model explores the context priority (Pr) of the request 𝑟 ∈
𝑅 and its estimated execution time duration (Tr,v) to define the scheduling of this request 𝑟 ∈ 𝑅 in an 
VM, 𝑣 ∈ 𝑉. We also explore the number of scheduling intervals (Ir), in which a request is delayed its 
scheduling since its arrival, in order to avoid the starvation situation. 
One of the objectives of this paper consists of scheduling requisitions, 𝑟 ∈ 𝑅 in VM, 𝑣 ∈ 𝑉, in 
order to optimize the QoE for all the requisitions in a certain scheduling interval. 






    (1) 
This equation indicates that the QoE can be optimized by minimizing the sum of their execution 
times. It also takes into account the priority execution of the tasks with higher priorities by minimizing 
the sum of the priorities of all requests, since the lower the result, the higher the priority obtained. 
Moreover, the sum of the inverse values of (Ir), ∀𝑟 ∈ 𝑅 shows that the requisitions, in which their 
scheduling has been postponed in a given interval, will have higher priority to be scaled in the current 
intervals, thus mitigating the starvation situation. 
4 Conclusions 
The main purpose of this paper of this paper is proposing a model of context-aware task scheduling 
algorithm for the fog-computing paradigm. To accomplish the main objective, the following piecemeal 
objectives were achieved: 
 We defined some concepts such as fog computing paradigm, context-aware and task 
scheduling. We intend to contextualize the main theories and concepts related to this paper. 
 We propose a model that uses Min-Max normalization, to normalize the different context 
parameters and solve the problem of heterogeneity of device and application contexts. The 
MLR analysis was used to define the priority of the context of the requests, which allows the 
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availability of a set of hypothetical data. The optimal scheduling of requests to optimize QoE 
was solved by using the MONLP technique.  
All proposed objectives were achieved. We consider several context parameters. Others, however, 
can still be pondered in order to analyze their influences on the scheduling. 
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