The goal of this paper is to introduce a new neural network architecture called Sigmoid Diagonal Recurrent Neural Network (SDRNN) to be used in the adaptive control of nonlinear dynamical systems. This is done by adding a sigmoid weight victor in the hidden layer neurons to adapt of the shape of the sigmoid function making their outputs not restricted to the sigmoid function output. Also, we introduce a dynamic back propagation learning algorithm to train the new proposed network parameters. The simulation results showed that the (SDRNN) is more efficient and accurate than the DRNN in both the identification and adaptive control of nonlinear dynamical systems.
Introduction
The remarkable learning capability of neural networks is leading to their wide application in identification and adaptive control of nonlinear dynamical systems [1, [2] [3] [4] [5] 6] and the tracking accuracy depends on neural networks structure, which should be chosen properly [7] [8] [9] [10] [11] [12] [13] .
Feedforward Neural Network (FNN) [4] is a static mapping and can not reflect the dynamics of the nonlinear systems without using Tapped Delay Lines (TDL) [7, 9] . Fully connected Recurrent Neural Network (RNN) [9, 14, 15] contains interlink between neurons to reflect this dynamics but it suffers both structure complexity and the poor performance accuracy [9, 15] . Based on Locally Recurrent Globally Feedforward network architectures (LRGF) many researchers focused in (DRNN) which doesn't contain interlink between hidden layer neurons leading to the network structure complexity reduction [15, [8] [9] [10] .
However, in all these architectures, the hidden layer neurons output restricted to the sigmoid function output which represents a major disadvantage in the network behavior and significantly reduces its performance accuracy. Therefore, a new architecture called Sigmoid Diagonal Recurrent Neural Network (SDRNN) based on the hidden layer sigmoid weight and its associated dynamic back propagation learning algorithm is proposed. Simulation results show that SDRNN is more suited than the (DRNN) for identification and adaptive control of nonlinear dynamical systems [9] . This paper is organized as follows: Section II presents some background concerning application of neural networks in adaptive control, Section III introduce the new architecture and its associated dynamical learning algorithm for adaptation of the sigmoid weight. Simulation results are shown in Section IV, and finally, conclusion and future work is shown in Section V.
Neural Network in Nonlinear System
Identification and Control
In the identification stage of the adaptive control of nonlinear dynamical system, a neural network identifier model for the system to be controlled is developed. Then, this identifier is used to represent the system while training the neural network controller weights in the control stage [6, 8, 10, 12] .
Identification
If a set of data (measurements) can be carried out on a nonlinear dynamic system, an identifier could be derived whose dynamic behavior should be as close as possible to this system. The identifier model is selected based on whether all the system states or only its output are measured [1, 3, 4, 9] . The state space representation of a nonlinear system is given by the following equation:
where: the input to the system,
is the outputs of the system, the nonlinear mappings functions and are dynamic and smooth [4, 9] .
Usually, all the system states are not measured for process representation, so the Input/Output representation which is also called Nonlinear Autoregressive Moving Average (NARMA) representation given by the following equation is used instead [4, 6, 9] 
where d is the relative degree (or equivalent delay) of the system and it is assumed that both the order of the system n and relative degree are specified while the nonlinear function is unknown. ( )   In general, any discrete time dynamical nonlinear system can be represented using NARMA-Output Error Model representation shown in Figure 1 and has the following forms:
It is crucial to note that, the present identifier output   on its past outputs. Thus, the feed forward neural network can not be used to represent this mapping function and the recurrent neural network which is a dynamic non linear mapping is used instead. [9] .
Control
According to both inverse function theorem and implicit function theorem [4, 5, 9] , if the state vector  
x k of the nonlinear system given by equation (1) is accessible, then the system output   y k can make exact tracking of a general output   k y  using a control low given by the following equation
If the nonlinear dynamical system given by equations (1-2) is observable, then the control law can also be represented in terms of its past values: 
As this control law is represented by the nonlinear dynamical mapping function     , so a neural network controller model represented by the nonlinear dynamical mapping function     can be used to achieve the control law and can be written as:
and
is the set of parameters of the neural network controller.
As the neural network controller output   u k depends on its past outputs, thus, the recurrent neural network controller is used to evaluate the controller parameters [9] .
The structure of the closed loop nonlinear predictive controller consisting of the nonlinear system, the nonlinear identifier and the nonlinear controller is shown in Figure 2 .
The Sigmoid Diagonal Recurrent Neural Network(SDRNN)
In this section, our proposed architecture and its associCopyright © 2011 SciRes. ICA The net input to the sigmoid neuron in the hidden layer can be calculated as follows
And it's output can be calculated as
The output of the neuron in the output layer can be written as follows
For the standard Diagonal Recurrent Neural Network, the sigmoid weight vector is set to be one and for the normal Feed Forward Neural Networks the diagonal vector
W k is set to be zero.
Learning Algorithm
Given the structure of the network described by Equations (7)- (9) and applying the gradient descent method [9, 16] to update the network weights the partial derivatives of the neural network predictor output with respect to network weights are given by
where: 
Also, the partial derivative with respect to sigmoid weight vector
And from Equations (7) and (8) 
which lead to (10b). From Equation (9), the partial derivatives with respect to diagonal weight vector
and from Equation (8)
and from Equation (7) 
which leads to (10c), (11a). Also, the partial derivative with respect to input weight matrix
which leads to (10d), (11b). The full proof of this lemma is given in details in reference number [9] .
Results and Discussion
In this section, extensive experimentation is carried out in an attempt to demonstrate the performance of the SDRNN architecture and compare it to the DRNN architecture in nonlinear system identification and in adaptive control of nonlinear dynamical systems. As a measure to test the performance, we use the Mean Square Error (MSE) criteria between the actual nonlinear system output and the neural network output [8] [9] [10] . It is worth mentioning that in our proposed network, there is no need to use momentum term or learning rate adaptation [8, 10] because the training is done using the adaptation of the sigmoid function shape leading to reduction of the learning algorithm complexity [9] .
Example 1: (Nonlinear system identification)
A benchmark problem is employed, the identification of a dynamical system. The example is taken from [7, 9] , where the nonlinear system to be identified is governed by the following difference equation
As it can be seen, the current output of the plant 
As a measure to test the identification performance, the MSE using the standard DRNN is 0.0017 while using our proposed SDRNN, it is reduced to be 1.1049e-004. The nonlinear system output, the SDRNN identifier output and the DRNN identifier output are shown in Figure  3 .
The solution of the problem without using the sigmoid weight vector as similar to the neural network identifier schemes in [2, [8] [9] [10] , the system performance is very poor because the restriction to the output hidden layer neurons. While using our proposed architecture, this restriction is avoided due to the adaptation of the sigmoid function shape.
Example 2: (Rigid non-minimum phase model) [7, 12, 13] The nonlinear system is given by the following difference equation
And the reference model is giving by the following dynamical difference equation [7, 10, 12] : 
It can be seen that the current system output   (3) is considered for the neural network controller and the size of this controller is 4-7-1' (4 input units, 7 hidden units, and one output unit).
After 10000 iterations for training identifier weights with uniformly distributed random signal, both identifier and controller start closed-loop control. The MSE for 100 samples using DRNN is 0.3127 while using our proposed SDRNN it enhances to be 0.0141.
The final diagonal and sigmoid weights in both the standard network controller and the proposed controller are shown in Table 1 .
The reference model output, the SDRNN controller output and the DRNN controller output are shown in Figure 4 .
From Table 1 and Figure 4 , it is obvious that the values of the diagonal weights in the DRNN controller is located within a wide range between 16.4877 (neuron number 4) and -45.6087 (neuron number 7) while in the SDRNN it is located is located in a narrow range between 0.2047 (neuron number 5) and -2.7992 (neuron number 6). This great difference is due to the existence of the sigmoid weight vector adapting the shape of the sigmoid function enabling the neural network controller output to get the appropriate values that can efficiently reduce the MSE between the actual reference t model and the nonlinear system output. We have presented a new neural network architecture called based on the adaptation of the shape of the sigmoid weight of the hidden layer neurons and have introduced its corresponding dynamic back propagation learning algorithm. This architecture is applied in both identification and adaptive control of nonlinear dynamical systems and gives better results than the standard DRNN For the future work, it is suggested that this architecture will be extended to be used in multivariable nonlinear system identification and adaptive control as well as other practical neural networks applications such as pattern recognition and time series prediction
