I. INTRODUCTION
The rôle of many-body contributions to the interatomic potential in determining the properties of atomic fluids is a subject which has attracted much attention over a long period of time, from theory, 1-8 simulation [9] [10] [11] [12] and experiment. [13] [14] [15] Foremost among the many-body terms are the three-body contributions to the dispersion interactions, for which the Axilrod-Teller ͑AT͒ expression 16 gives the lowest-order ͑triple dipole, or DDD͒ contributions: u 123 DDD ϭC 9 ͑ 1ϩ3 cos ␥ 1 cos ␥ 2 cos ␥ 3 ͒r 12 Ϫ3 r 13 Ϫ3 r 23 Ϫ3 , ͑1͒
where ␥ 1 , ␥ 2 , and ␥ 3 are the interior angles of the triangle formed by atoms 1, 2, and 3 and r i j is an interatomic separation. Other many-body effects include higher-order dispersion terms ͑dipole-dipole-quadrupole, or DDQ, etc.͒ as well as many-body contributions which enter on the range of the overlap of the electron densities of the constituent atoms. Explicit expressions for the higher-order dispersion terms do exist, but become increasingly complicated, [17] [18] [19] and their effect on liquid-state properties has not been characterized. Very little is known about the short-range terms; in part these must ''damp'' the asymptotic expressions for the dispersion interactions at short-range, 20 but other effects must occur in the repulsive interaction between a collection of three or more atoms.
Recently, we introduced a novel simulation method which allows the dispersion effects to be represented. In it the dispersion interaction is not modeled via the classical expressions for the pair-and three-body potential ͑e.g., the London and Axilrod-Teller formulas͒, but from an explicit description of the electronic structure in the spirit of the Car-Parrinello method. 21 The advantage of treating dispersion interactions in this way, rather than by use of the analytical expression, is that the description at the quantum mechanical level allows for proper treatment of both dispersion damping and periodic boundary conditions at the three-body level. The latter makes this method suitable for performing simulations of bulk system with full three-body interactions, whereas the use of an explicit three-body potential, like the AT, always introduces problems of truncating the interactions.
In the present paper, we apply this method to the classical problem of the many-body dispersion contributions to the properties of argon. In it we will examine these contributions to the energy, equation-of-state ͑EoS͒ and radial distribution function ͑RDF͒. We will then also consider how the manybody potential terms contribute to a ͑temperature and density dependent͒ effective pair potential and, ultimately, discuss how the combination of this with the ''exact'' 22 pair potential compares with the much studied Lennard-Jones pair potential.
A partial motivation for this first application of the code is to validate it on a well-studied problem. However, compared to previous studies our work contains a number of additional features. First, we characterize the significance of the DDQ terms, in addition to the DDD ones and thereby hint at the convergence of the three-body dispersion terms at the level of properties. Second, we are using a liquid structure which is fully consistent with the implicit many-body potential we are using, rather than evaluating the three-body effects using structures deduced with a pair potential, or doing a perturbation calculation. Third, we evaluate the effec-tive pair potentials at a wider range of temperature and density than has been done previously. We note that, although the problem has been much studied, there remains a great deal of ignorance about what has been learned from these studies. For example, although it is well-recognized that an effective potential must depend on the thermodynamic state, it is little appreciated that there is no such thing as the effective pair potential at a given state point-two different pair potentials are required to reproduce energy and EoS. In the face of this, perhaps some repetition of long-standing results can be tolerated.
II. SIMULATIONS OF THE TWO-AND THREE-BODY DISPERSION EFFECTS

A. The simulation model
In this section, we will briefly describe the simulation model that is being used: for full details we refer to Ref. 19 The method rests on a simplified representation of the internal electronic structure of the atoms by a single quantum particle in an effective three-level system: an s-type ground state, three p-type excited states, and five d-type excited states. This system is then handled in a fully quantum mechanical way, using an N-atom wave function which is expanded ͑configuration interaction͒ about the noninteracting ground state over all possible pairs of excited states, where the N-atom functions are constructed from the single atom states by simple product. If combined with an electronic Hamiltonian containing all dipole-dipole, dipole-quadrupole and quadrupole-quadrupole interactions, we may derive an analytical expression for the energy e CPA (͕c͖,͕r͖) depending on all the coefficients ͕c͖ in the expansion of the wave function, and all the coordinates ͕r͖ of the atoms, in the so-called Coupled-Pair Approximation ͑CPA͒. 23 It has been shown numerically that the minimum of e CPA with respect to the coefficients, provides the correct two-and three-body dispersion energy, up to triple-quadrupole. With this simple model of the electronic structure, known values for the pair-and three-body dispersion of a wide range of atoms can be reproduced with the choice of a few parameters.
We have incorporated this quantum mechanical scheme into a conventional molecular dynamics program via a CarParrinello type approach; in this, the coefficients are treated as extra degrees of freedom, which are updated in the simulation from time t to tϩdt by integrating the corresponding forces on the coefficients, in complete analogy with the update of the ''real'' degrees of freedom ͑i.e., the coordinates͒, and with the same timestep. Such a scheme requires the ''coefficient'' forces, which are calculated as minus the derivative of e CPA with respect to the coefficient, and an inertia parameter, which connects the forces to the accelerations. Under suitable simulation conditions, the coefficients remain close to the adiabatic ground state ͑provided they were in this state initially͒, thereby avoiding a minimization procedure every timestep in the simulation.
The average dispersion energy and pressure can be evaluated as the average over e CPA and a corresponding virial functional w CPA , respectively, during the course of a simulation run:
͑2͒
B. Simulation details
We have performed simulations of argon at densities ranging from *ϭ0.1 to *ϭ0.9 and at temperatures T* ϭ1.1, T*ϭ1.6 and T*ϭ2.0, where we have used reduced LJ units (⑀/kϭ119.8 K, ϭ0.3412 nm͒ to indicate the state point. We stress that this is purely for convenience, as no corresponding state relations hold in the presence of threebody forces.
The purpose of the calculations is to characterize the effects of the three-body interactions, with respect to the structure and properties predicted for the true pair potential, as represented by the Aziz HFD-B potential. 22 In practice, we have used a simpler form: 24 and the other three parameters ͑a, b and c͒, where chosen such that u(r) fits the Aziz potential for all relevant distances.
The dispersive parts of the two-and three-body interactions were taken care of by the two-level quantum mechanical model described in Sec. II A. The remaining part of the potential (a exp(Ϫbr)ϩcr
Ϫ8
) was added as a classical potential in the molecular dynamics simulation. Four parameters, ␣ 1 ,␣ 2 ,u 1 ,u 2 , determine the magnitude of the various dispersion terms ͑see Ref. 19͒. They were determined from values of the classical dispersion parameters C 6 , C 8 , C 9 ͓Eqs. ͑1͒ and ͑3͔͒ and C 11 ͑the coefficient of the classical DDQ term [17] [18] [19] ͒ by means of relations ͑23͒ and ͑30͒ in Ref. 19 . Values for C 6 and C 8 are given above, and a value for C 9 of 518.3 a.u. was found by Kumar and Meath. 24 The coefficient C 11 was chosen equal to 668.16 au, which follows from the best estimates for the C 6 and C 8 coefficients and the dipole and quadrupole polarizabilities ͑see Ref. 19͒. This value was found to be within a few percent of the best literature value from Ref. 25 . The resulting values of ␣ 1 ,␣ 2 ,u 1 and u 2 were 10.748, 48.2, 0.742 and 0.5067 a.u., respectively, yielding the proper numerical values for C 6 , C 8 , C 9 and C 11 by means of relations ͑23͒ and ͑30͒ in Ref. 19 . Test runs showed that the DQQ and QQQ contributions are negligible compared to the DDD and DDQ, and therefore we did not consider any interaction beyond DDQ.
The systems studied contained 125 particles, and we used a timestep of 2.5 fs, which is about 4 times smaller than in conventional Lennard-Jones simulations. After equilibration the total production runs lasted 30 000 timesteps, during which pressure, energy and RDFs were measured, as well as the effective pair interactions discussed in Sec. III.
C. Results for the pressure, energy and g"r…
We begin by showing in Fig. 1 results for the RDF at three different reduced densities ͑0.1, 0.3, 0.8͒ and at a reduced temperature of 1.1. RDFs have been calculated for the full simulation model, including the three-body DDD and DDQ terms, and for a simulation with the Aziz pair potential where these three-body terms are omitted; the differences, ⌬g(r), between the RDFs of these calculations are shown in the bottom part of the figure. The results show that at the relatively low density of 0.3 ͑similar to the expected critical density͒, the three-body terms have a noticeable effect on the RDF. At the higher density of 0.8, close to the triple point density, and at the lowest density of 0.1, the difference between the RDFs obtained with and without the three-body effects is very small. At the high density, the liquid structure is dominated by packing effects, 26 and the dispersion terms are of little importance. At low density, the three-body contribution becomes small because of the relatively small number of three-atom encounters. The largest effects are found for densities around 0.3, which is in the vicinity of the critical density.
The reduction of the RDF by the three-body forces is still much larger than reported by Levesque and Weis 11 for krypton ͑which has stronger three-body effects than argon͒. They found that the RDF was reduced by about 0.02 in a small region about rϭ1.1, at a reduced density of 0.55. For this density, we find that the reduction is about 0.1 in this region of r. Figure 2 shows the excess pressure and energy as a function of the density at a fixed temperature of 1.1. 27, 28 Results are shown for the full three-body potential, as well as for the Aziz pair potential, and for the usual argon Lennard-Jones pair potential. The results show that the three-body terms strongly modify the pressure and energy predicted with the true pair potential, bringing the predicted values into much closer agreement with experiment. The DDQ three-body terms are found to have a very small effect on the energy. Their effect on the pressure is small but nonnegligible, as shown in Table I .
The results obtained show that the energy and pressure predicted by combining the Aziz pair potential with the corresponding three-body dispersion terms are in good agreement with experiment. A similar agreement with experiment for Krypton was found by Barker, 10 for a slightly different pair potential ͑K2 by Barker, Klein, Bobetic͒ 29 plus AT. In a more recent study by Meroni et al. 7 the three-body AT terms were evaluated from a pair HNC theory for krypton. Although their results showed the same trend as in our simulations, the three-body contributions were not large enough to get the Aziz ϩ AT results into good agreement with experiment. The conclusion from our simulations fully underscores Barker's statement in Ref. 10: ''the net contribution of other many-body interactions to the properties of solid and dense fluid argon, krypton, xenon must be very small.'' A similar conclusion was drawn more recently by Anta et al. 8 with regard to the phase-equilibrium properties of argon.
III. THE REPRESENTATION OF THREE-BODY EFFECTS IN AN EFFECTIVE PAIR POTENTIAL
A question of general interest is the way in which the three-body effects contribute to an effective pair potential which might be used in a simulation or theoretical calculation to reproduce some property of the simulated fluid exactly. It is not generally recognized that this requires a different potential for each property calculated. In order to emphasize this point, we begin by obtaining in a unified way the relationship between the effective potentials which repro- duce the energy and EoS of the liquid with the full manybody potential, as has previously been done by Barker, 3 and Rowlinson and co-workers, 4 among others.
A. Nonuniqueness of the effective pair potential
We start from the exact expressions for the potential energy U and the excess pressure P ex in a fluid at a particular state point (,T), where the particles interact via a two-body potential u 12 ϭu(r 12 ) and a three-body potential u 123 ϭu(r 12 ,r 13 ͑r;,T ͒ϭ3͑ r;,T ͒, ͑13͒
and yield the correct three-body pressure and energy, respectively. In other words, the effective pair potential deduced from three-body interactions is not a unique quantity. In the following we will consider the three-body contribution to the effective pair potential, , relevant for the energy. Note that such terms are defined as an average over the radial distribution functions and are therefore state dependent. In the limit of r→ϱ, the AT form may be used to show that DDD (r;,T) can be written as an explicit function of the distance and density: 
B. Effective pair potentials from the simulation
In Ref. 19 it is shown that the dispersion energy e CPA in our simulation model can be written in the following way:
where ͚ i j e i j (2) is a two-body type energy, and ͚ i j e i j (3) is a three-body type energy. From Eq. ͑15͒ we can thus evaluate the three-body contributions to an effective pair potential in the simulation:
, ͑16͒ Various contributions to the simulation results for the total energy per particle (u) and the total excess pressure ( P ex ), at a temperature T* ϭ1.1. u (2) and P ex (2) are the contributions from the Aziz potential. All values are in LJ units, and are inclusive of a long-range correction.
* u (2) where the subscript 3B indicates that this average is obtained over the course of an MD simulation in the presence of full three-body forces. We have to add a small correction ⌬ to this term because of the fact that a strict separation into pure two-and three-body terms as indicated in Eq. ͑15͒ cannot be made in our variational equations, due to the CPA normalization factor which appears both in two-and three-body type terms; a detailed comparison with perturbation theory shows that also e i j (2) contains some ͑small͒ three-body contributions. The corresponding correction ⌬ can be estimated from a comparison with a true two-body run, i.e., by evaluating ⌬͑r;,T ͒ϭ ͳ
.
͑17͒
The final three-body contribution to the effective pair potential measured is then given by ͑r;,T͒ϭЈ͑r;,T͒ϩ⌬͑r;,T͒. ͑18͒
We note that the RDF is measured in the simulation via
2 N, from the same data as Eq. ͑16͒; therefore, by construction yields the exact three-body energy, when integrated over the radial distribution function, and is therefore directly comparable with the effective pair potential defined by Eq. ͑11͒. As shown in Ref. 19 , DDD, DDQ appear as separate terms in e i j (3) so the corresponding effective pair potentials measured via Eq. ͑16͒ might also be specified as
͑19͒
C. Results for the effective pair potential
In Fig. 3 we show results for the three-body correction to the effective pair potential at several densities and fixed temperature of 1.1. The results show normalized by the asymptotic form f (r;)ϭ (8/9) C 9 r Ϫ6 and indicates a nontrivial density dependence due to the changing local liquid structure. The results may be compared with theoretical estimates of DDD obtained by use of
͵ dr 3 ͓exp͑ Ϫ␤u 123 ͒Ϫ1͔g 13 g 23 ͑20͒
which ͑without the factor 1/3͒ yields the correct RDF to linear order in the density. 1, 2 Note that to lowest order in the expansion of the exponential, Eq. ͑20͒ is equivalent to Eq. ͑11͒, if the Kirkwood superposition approximation (g 123 Ј ϭ1) is used. Applications of ͑20͒ can be found in the literature, using approximate expressions for the pair distribution function. In Refs. 2,4, g(r) is estimated from g(r) ϭexp(Ϫ␤u 12 (r)), i.e., the lowest density approximation. The resulting DDD ͑dashed line͒ is compared with the simulation results in the figure, and seen to agree well with them at sufficiently low density ͑ϳ0.1͒. In Ref. 6, g(r) is calculated from a pair-hypernetted chain approximation. The result of this approximation at ϭ0.7 ͑open squares͒ compares very well with the simulation results at the corresponding density. Figure 4 illustrates the temperature dependence of DDD , which is seen to be very low at liquid densities and only to become appreciable at low densities where the temperature dependence of the liquid structure becomes noticeable.
D. A thermodynamically consistent EPP
For simulation or theory it might be of interest to construct an effective pair potential DDD which is thermodynamically consistent, i.e., a single effective potential which reproduces both the correct three-body energy and three- 
͑21͒
and determine the C 9 eff coefficient such that
If the potential is thermodynamically consistent, the C 9 eff coefficient determined from Eqs. ͑22͒ should be equivalent to the one determined from Eq. ͑23͒. This was found to be true for all densities and temperatures studied, as shown in Table  II , in which we show the ratio of the coefficients of an effective potential of the form r ϪN determined both from the total DDD pressure (C N eff,P ) and the total DDD energy (C N eff,U ), as a function of the power N, for various reduced densities and temperature 1.1. It is shown that the two coefficients coincide at Nϭ9, which was also found for all other densities and temperatures studied.
In Fig. 5 we show the resulting C 9 eff determined from Eq. ͑22͒ ͓or Eq. ͑23͔͒ as a function of the reduced density, for temperatures T*ϭ1.1, T*ϭ1.6 and T*ϭ2.0. An extensive range of simulations would be required to determine a fit of the functional form of C 9 eff (,T); still, from the figure a simple estimate of the coefficient could be obtained in the density range ͓0.0Ϫ1.0͔ and the temperature range ͓1.0Ϫ2.0͔.
It should be stressed, however, that such a potential would only reproduce the exact three-body energy and pressure if averaged over the RDF of the full three-body system. In order to see how well this effective pair potential would reproduce the structure of the 3B-fluid, we have performed a simulation with a potential obtained by combining the Aziz and the effective r Ϫ9 potential discussed above, at density *ϭ0.3 and temperature T*ϭ1.1, and compared ͑Fig. 6͒ the result with those obtained from the Aziz potential alone and from the full three-body simulation ͑both as in Fig. 1͒ . It can be seen that the Aziz ϩ effective r Ϫ9 potential reproduces the full three-body RDF very well, a much larger discrepancy is found with the pure Aziz potential. Nevertheless, the small difference in structure causes the three-body energy and pressure from this simulation to be slightly different from those of the full three-body calculation. In principle, the C 9 eff coefficient could be re-evaluated in the two-body simulation via Eq. ͑22͒, the value of which could then be used in a new two-body simulation, etc., until convergence is 
eff is constructed such as to yield the correct three-body DDD energy and pressure.
FIG. 6. RDF from a simulation with an Aziz ϩ C 9 eff r Ϫ9 potential ͑circles͒ compared with those from a simulation with the Aziz potential only ͑dashed curve͒ and with the full three-body potential ͑solid curve͒ at density 0.3 and temperature 1.1; it is shown that the C 9 eff r Ϫ9 potential gives a good representation of the ''true'' structure from full three-body forces.
reached; the difference with the present estimate for the C 9 eff coefficient is expected to be small, however.
The C 9 eff r Ϫ9 potential is not the true three-body correction to the effective pair potential; the latter is shown in Fig.  3 , and will not fit to a simple functional form; the r Ϫ9 potential should be viewed as a practical alternative for modeling three-body DDD interactions, reproducing the energy, pressure and RDF with reasonable accuracy. It should be emphasized that the r Ϫ9 potential has been fitted to bulk thermodynamic properties, and will fail at surfaces and interfaces, as has been shown by Barker. 12 In his paper, Barker demonstrated that the r Ϫ9 potential results in a surface free energy which disagrees by as much as 19% ͑argon͒ to 35% ͑xenon͒ with the experimental data. Inclusion of the full three-body interaction brought the disagreement down to 2%.
IV. DISCUSSION-RELATIONSHIP OF THE TRUE AND LENNARD-JONES PAIR POTENTIALS
We conclude by showing in Fig. 7 a comparison of the true pair potential ͓u 12 , Eq. ͑3͔͒, the much studied LennardJones potential (⑀/kϭ119.8 K, ϭ0.3412 nm͒ and the effective pair potentials u 12 ϩ DDD (r;,T) and u 12 ϩ DDD (r;,T)ϩ DDQ (r;,T) at ϭ0.9 and Tϭ1.1 ͑i.e., close to the triple point͒. Including the three-body effects progressively reduces the depth of the effective pair potential with increasing density, without shifting the position of the minimum, so that in the dense fluid the depth of the effective pair potential corresponds quite well with that of the Lennard-Jones potential. The relative importance of the DDD and DDQ effects is illustrated by the figure, which indicates a rapid convergence of the multipole series for argon. Note that we have shown the effective pair potential for the pressure, which would lead to an overestimate of the three-body effects on the energy ͓cf. Eq. ͑13͔͒. The LennardJones potential, which gives a reasonable compromise potential for the pressure and energy, while agreeing well with the effective potential in the region of the repulsive wall and the minimum, is significantly deeper than the effective potentials at larger r and closer to the pair potential there.
