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PARTIAL DERIVATIVES, SINGULAR INTEGRALS AND SOBOLEV
SPACES IN DYADIC SETTINGS
HUGO AIMAR, JUAN COMESATTI, IVANA GO´MEZ, AND LUIS NOWAK
Abstract. In this note we show that the general theory of vector valued singular inte-
gral operators of Caldero´n-Zygmund defined on general metric measure spaces, can be
applied to obtain Sobolev type regularity properties for solutions of the dyadic fractional
Laplacian. In doing so, we define partial derivatives in terms of Haar multipliers and
dyadic homogeneous singular integral operators.
1. Introduction
In order to properly state the underlying ideas in the main problems and results of
this paper, let us start by a well known and classical result that we give in a form which
is suitable for our setting. Set S (Rn) to denote the class of Schwartz test functions
of the theory of distributions in the Euclidean space Rn. As usual we shall use f̂ to
denote the Fourier transform of f . A linear operator L : S (Rn) → S (Rn) is a second
order differential operator in Rn of the form Lϕ =
∑n
i,j=1 aij
∂2ϕ
∂xi∂xj
if and only if L̂ϕ(ξ) =
m(ξ)∆̂ϕ(ξ) with m(ξ) homogeneous of degree zero and m(ξ) on the unit sphere Sn−1
of Rn is a second order polynomial. The proof is just the application of the basic rules
for the Fourier Transform of derivatives. Hence, in a sense, the family of all constant
coefficient second order differential operators can be identified with the class M of those
special multipliers m(ξ).
A lower order instance of the above remark is provided by first order derivatives defined
in terms of the operator
√−∆. In fact, ∂̂
∂xj
= c
ξj
|ξ|
(
√−∆)̂. In other words, the partial
derivatives can be regarded as the composition of
√−∆ and a Caldero´n-Zygmund singular
integral, actually the j-th Riesz transform whose Fourier multiplier is
ξj
|ξ|
. Aside from the
relevance of this interplay between the Fourier Transform and differential operators in the
theory of Caldero´n-Zygmund of Sobolev regularity, sometimes a Laplacian type operator
and a particular Fourier type analysis are known, nevertheless there is no a natural way
to understand partial or directional derivatives. The above identification of linear PDE
with M provides an analytical natural way to define differential operators associated
with the Laplacian of the setting. In this note we consider these problem in the dyadic
setting. For simplicity we shall work our theory in R+ = [0,∞), since it becomes a
quadrant for the standard dyadic intervals in R. The theory extends naturally to more
general underlying spaces and more general dyadic families. Our program includes the
analysis of the homogeneity properties of kernels and multipliers, the definition of partial
derivatives and gradient and the characterization through norms of the gradient of the
Sobolev spaces provided by the dyadic fractional Laplacian. The main tool will be a
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vector valued theorem of singular integrals of Caldero´n-Zygmund type defined on a space
of homogeneous type. Following ideas in [AG18] we give a model in an adequate space
of homogeneous type of the dyadic setting, now with values in an infinite dimensional
sequence space of the type ℓ2.
The paper is organized as follows. In Section 2 we describe the basic dyadic setting,
including some partitions of the class of all dyadic intervals in subfamilies that will play
a special role in the analysis of homogeneity properties of the kernels that we accomplish
in Section 3. Section 4 is devoted to introduce directional and partial derivatives and
to show that the L2 norms of the gradient of f is the right dyadic fractional energy
contained in f . We also obtain the formulas, via singular integrals and the fractional
dyadic Laplacian, for directional and partial derivatives and for the gradient in terms of
a vector valued singular integral. In Section 5 we briefly sketch the vector valued theory
of singular integrals on spaces of homogeneous type that we use in Section 6 in order to
prove our main result showing the boundedness of the Lp norm of the gradient of f in
terms of the Lp norm of the dyadic fractional Laplacian (−∆)s/2dy .
2. The dyadic system in R+. Dyadic metric. Haar basis
In the statements and proofs of all the definitions and results of this paper the notation
will play an important role at simplifying the presentation. In this section we introduce
the basic notations and known facts in R+ in order to review the concepts, but mostly
in order to establish the notational agreements. For j ∈ Z and k ≥ 0, a nonnegative
integer, set Ijk = [k2
−j , (k + 1)2−j). For j ∈ Z, Dj = {Ijk : k ≥ 0}, D = ∪j∈ZDj is the
family of all dyadic intervals in R+. For x, y ∈ R+ with x 6= y set I(x, y) to denote
the smallest interval in D such that x and y, both, belong to I(x, y). The minimality of
I(x, y) guarantees that x and y belong to different dyadic halves of I(x, y). The measure
|I(x, y)| = δ(x, y) provides metric (ultra-metric) in R+ which is larger than the Euclidean
but not equivalent. The δ-balls are the dyadic intervals. In our further analysis we shall
use some well known basic properties of the normal (or 1-Ahlfors) space of homogeneous
type structure induced in R+ by δ and the standard Lebesgue measure. In particular
we shall use that the singular behavior in the sense of integrals of the powers of δ(x, y)
are exactly those of the corresponding powers of |x− y|. Hence (δ(x, y))−2 is integrable
as a function of y 6= Bδ(x, ε) uniformly in x. The function h00(x) = X[0,1
2
)
(x) − X
[
1
2
,1)
(x)
is the basic Haar wavelet associated to, and supported in, I00 = [0, 1) ∈ D. The scaling
hjk(x) = 2
j/2h00(2
jx − k) provides the Haar wavelets supported in I = Ijk ∈ D. The
sequence of all these wavelets, H , is an orthonormal basis for the space L2(R+, dx).
Actually, the above construction determines a bijection between H andD. So, sometimes
we shall use I(h) to denote the dyadic interval supporting h and sometimes we shall write
hI to denote the Haar wavelet supported in I. Also for every (j, k) ∈ Z×Z+ we associate
a dyadic interval Ijk and a Haar wavelet h
j
k.
Since R+ is still a cone in the algebraic sense, we can multiply the points in R+ by
positive numbers and we remain in R+. Hence for a given set A ⊂ R+ and a given positive
number, as usual, αA = {αa : a ∈ A} ⊂ R+. In particular, 2I = [2a, 2b) of I = [a, b)
with 0 ≤ a < b. An important fact in the further development is that the operation of
multiplication by 2 preserves D. Moreover it is a bijection of D. Being 1
2
I its inverse.
On the other hand, there exists another notion of duplication of dyadic intervals that
is given by ancestry. At some points of our analysis we shall need a simple notation to
denote ancestry. For I ∈ D we shall write I(1) in order to denote the first ancestor of I.
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In other words, if I ∈ Dj, I(1) is the only J ∈ Dj−1 such that J ⊃ I. In general, we shall
write I(l), l ≥ 1, to denote the l-th ancestor of I.
The two notions of duplication of I, provided by 2I and I(1) generally do not coincide.
Actually they coincide only when I = [0, 2−j) for some j ∈ Z.
The sequence of nested partitions provided by D on R+ induces a partition of R+2 =
R+ × R+ in terms of the level sets of the metric δ. In fact, for I ∈ D set B(I) =
(I+ × I−) ∪ (I− × I+) and Λj = ∪I∈DjB(I), j ∈ Z. Then the sets Λj are pairwise
disjoint and R+ × R+ = ∪j∈ZΛj ∪ △, where △ is the diagonal of R+ × R+. Moreover,
Λj = {(x, y) : δ(x, y) = 2−j} for every j ∈ Z. Set B = {B = B(I) : I ∈ D} to denote the
set of all butterflies. A partition of B is induced by the equivalence relation B1 ∼ B2 if
and only if there exists an integer l ∈ Z such that B2 = B(2lI) if B1 = B(I). Since for
I = Ijk = [k2
−j, (k + 1)2−j) we have that 2lI = 2lIjk = [k2
l−j , (k + 1)2l−j), then for every
I = Ijk there exists one and only J in D0 with B(I) ∼ B(J) (namely J = I0k). Hence
B =
⋃
k≥0
B˜([k, k + 1))
where B˜([k, k+1)) = {B ∈ B : B ∼ B([k, k+1))} is the equivalence class of B([k, k+1)).
Since
(R+)2 \ △ =
⋃
B∈B
B =
⋃
k≥0
⋃
B∈B˜([k,k+1))
B =
⋃
k≥0
Γk
with Γk =
⋃
B∈B˜([k,k+1))B. See Figure 1.
△ △
Figure 1. Left; the level sets Λ0 (lightgray), Λ1 (darkgray) and Λ2 (black)
of δ. Right; Γ0.
3. The class M of dyadic homogeneous multipliers for H . The class K
of dyadic homogeneous kernels on (R+)2
In this section we explore an analogous for the Haar analysis of the well known fact
that the Fourier Transform K̂ of a convolution kernel K homogeneous of degree m is
homogeneous of degree −m− n if n denotes the dimension of the underlying space.
In the Euclidean setting Rn, a homogeneous function is completely determined by its
values on the unit sphere Sn−1 and by the degree of homogeneity. The role of Sn−1 in our
setting is performed by the set D0 of all the dyadic intervals with length equal to one, in
a sense that we shall precise.
Let us start by the definition of homogeneous multipliers for the Haar system H .
Let m : H → R, be bounded, |m(h)| ≤ ‖m‖∞ < ∞ for every h ∈ H . We say that
3
m ∈ M , or that m es homogeneous of degree zero if m(I) = m(2I) for every I ∈ D, (here
m(I) := m(hI)) and, with I = I
j
k = [k2
−j, (k + 1)2−j), 2I = [2k2−j, 2(k + 1)2−j) = Ij−1k .
The next result shows that a function m ∈ M is characterized by its values on the Haar
functions (or the dyadic intervals) of level j = 0.
Proposition 3.1. Let m : D → R, bounded. If m ∈ M then for Ijk ∈ D, we have
m(Ijk) = m(I
0
k).
Proof. Assume j < 0, then m(Ijk) = m(2I
j+1
k ) = m(I
j+1
k ) = . . . = m(I
0
k). 
Now we introduce the notion of homogeneous kernels in the dyadic setting and we
relate the two types of homogeneity via the Haar-Fourier analysis. Let F = σ(B) be
σ-algebra of subsets of (R+)2 generated by B.
Definition 3.2. An F measurable real function K : (R+)2 → R is said to be dyadically
homogeneous of degree zero if K is constant on each Γk. We shall also write K ∈ K.
Proposition 3.3. K ∈ K if and only if K(2x, 2y) = K(x, y) for every x 6= y.
Proof. Follows from the fact that (x, y) ∈ Γk if and only if (2x, 2y) ∈ Γk. 
The next lemma provides a useful way of construction of homogeneous kernels of degree
zero in terms of Haar functions and of homogeneous multipliers of degree zero.
Lemma 3.4. Let m : D → R be a bounded sequence indexed on the dyadic sets D of R+.
Assume that m(I) = m(2I) for every I ∈ D. Then the function defined on (R+)2 \ △ by
Ωm(x, y) = δ(x, y)
∑
I∈D
m(I)hI(x)hI(y)
is dyadically homogeneous of degree zero.
Proof. Given an interval J ∈ D we shall write J (1) to denote the first ancestor of J . In
general, for j ≥ 1 write J (j) to denote the j-th ancestor of J . A caveat: ancestry should
not be confused with dyadic dilation used at defining the sets Γk. Set I(x, y) to denote
the smallest dyadic interval containing both x and y. Then |I(x, y)| = δ(x, y). For every
I ∈ D with |I| < |I(x, y)| we have hI(x) = 0 or hI(y) = 0 hence the sum in the definition
of Ωm(x, y) is performed only on I(x, y) and its ancestors. Thus
Ωm(x, y) = δ(x, y)
[
−m(I(x, y)) 1|I(x, y)| +
∑
j≥1
m(I(j)(x, y))
1
|I(j)(x, y)|
]
= −m(I(x, y)) +
∑
j≥1
2−jm(I(j)(x, y)). (3.1)
Notice first that if (ξ, η) ∈ (R+)2 is such that (ξ, η) ∈ B(I(x, y)) then I(ξ, η) = I(x, y)
and also of course I(j)(x, y) = I(j)(ξ, η). Hence Ωm is F measurable. In order to check
the dyadic homogeneity of degree zero it is enough to prove that Ω(2lx, 2ly) = Ω(x, y)
for every l ∈ Z. It suffices to prove the identity for l = 1. Now, from the fact that
m(I) = m(2I),
Ωm(2x, 2y) = −m(I(2x, 2y)) +
∑
j≥1
2−jm(I(j)(2x, 2y))
= −m(2I(x, y)) +
∑
j≥1
2−jm([2I(x, y)](j))
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= −m(I(x, y)) +
∑
j≥1
2−jm(I(j)(x, y)),
since duplication and ancestry commute and the smallest dyadic interval containing 2x
and 2y is 2I(x, y). 
4. Dyadic fractional differentiation. Fractional Laplacian and
fractional gradient
The small fractional powers σ of the standard Laplacian in Rn are defined on smooth
functions as the absolutely convergent integrals of the form
(−∆)σf(x) =
∫
Rn
f(y)− f(x)
|x− y|n+2σ dy.
See for example [CS07]. Since the space of homogeneous type (R+, δ,Lebesgue measure)
is 1-Ahlfors (or normal), for f bounded and δ-Lipschitz, we define
Dsf(x) =
∫
R+
f(y)− f(x)
δ(x, y)1+s
dy.
See [ABG13]. The spectral analysis of Ds, 0 < s < 1, is provided naturally the Haar
system,
Dsf =
∑
h∈H
|I(h)|−s 〈f, h〉 h.
Even when we do not have a second order Laplacian in this setting, we shall keep writing
(−∆)s/2dy instead of Ds in order to emphasize its central role as the main elliptic type
operator of the dyadic setting.
For m ∈ M and f ∈ S(H ), the linear span of H , the operator
Dsmf(x) =
∑
h∈H
m(h) |I(h)|−s 〈f, h〉h(x)
is called the dyadic directional derivative of f of order s in the direction of m.
A particular case of m will provide the partial derivatives and the gradient. Take i ≥ 0
and mi : D → R dyadic homogeneous of degree zero, such that when mi is restricted to
D0 coincides with the vector ei of the canonic basis. More precisely, mi([k, k + 1)) = δik
and mi extends to D by dyadic homogeneity of order zero. We write Ds(i) for Dsmi and
we call it the i-th partial dyadic differential operator of order s. The explicit spectral
formula for Ds(i) is given by
Ds(i)f(x) =
∑
j∈Z
2sj
〈
f, hji
〉
hji (x).
The gradient of f is the infinite dimensional vector
∇
s
dyf =
(
Ds(i)f : i ≥ 0
)
.
A basic reason to consider this operator as a good version in the current setting of the
standard gradient, is its capability to measure the energy contained in a signal f defined
in R+. The next result will clarify and precise this assertion.
The natural energy form for the dyadic setting is given by
E
δ
s (f) =
∫∫
R+×R+
∣∣∣∣f(x)− f(y)δ(x, y)s
∣∣∣∣2 dxdyδ(x, y) .
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In [ABG19], Corollary 3.4 it is proved that for f ∈ S(H ),
E
δ
s (f) = c
∑
h∈H
|〈f, h〉|2
|I(h)|2s ,
for some positive constant c.
Proposition 4.1. The s-dyadic energy of f is finite if and only if∇sdyf ∈ L2(R+, ℓ2(Z+)).
Moreover
E
δ
s (f) = c
∥∥∥∣∣∇sdyf ∣∣ℓ2∥∥∥2L2 = c∑
i≥0
∥∥Ds(i)f∥∥22
Proof. Notice first
∥∥∥Ds(i)f∥∥∥2
2
=
∑
j∈Z 2
2sj
∣∣〈f, hji〉∣∣2. Hence∑
i≥0
∥∥Ds(i)f∥∥22 =∑
i≥0
∑
j∈Z
22sj
∣∣〈f, hji〉∣∣2
=
∑
h∈H
|〈f, h〉|2
|I(h)|2s
=
1
c
∫∫
R+×R+
∣∣∣∣f(x)− f(y)δ(x, y)s
∣∣∣∣2 dxdyδ(x, y)
=
1
c
E
δ
s (f).

By polarization, the above result shows that the underlying bilinear form takes a fa-
miliar aspect in terms of the gradient. Precisely,
c
∫
R+
〈
∇
s
dyf,∇
s
dyg
〉
dy =
∫∫
R+×R+
(f(x)− f(y))
δs(x, y)
(g(x)− g(y))
δs(x, y)
dxdy
δ(x, y)
.
Let us finish this section with a proposition regarding the symbolic calculus of the
above differential operators in terms of our central operator (−∆)s/2dy .
Proposition 4.2.
(1) With m ∈ M and Tmg =
∑
h∈H m(h) 〈g, h〉h,
Dsm = Tm ◦ (−∆)s/2dy ;
(2) with i ≥ 0 and T(i)g =
∑
j∈Z
〈
g, hji
〉
hji ,
Ds(i) = T(i) ◦ (−∆)s/2dy ;
(3) with Tg =
(∑
j∈Z
〈
g, hji
〉
hji : i ≥ 0
)
,
∇
s
dy = T ◦ (−∆)s/2dy .
Proof. Is straightforward for functions in S(H ) and the definition of the operators in
terms of their multipliers. 
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5. On ℓ2(Z+) valued Caldero´n-Zygmund singular integrals on spaces of
homogeneous type
Even when the main result of this section can be obtained in more general situations,
we shall only consider the basic operators needed in Section 6 in order to obtain the
Sobolev regularity results for solutions of (−∆)s/2dy u = f . The extension of the theory
of Caldero´n-Zygmund to vector valued settings is a classical result (see [BCP62] and
[RRT86]). On the other hand, the extension of the Caldero´n-Zygmund theory (see [CZ52]
and [CZ78]) to general domains, such as spaces of homogeneous type, is also well known
(see [Aim83], [Aim85], [AG18]). In [GLY09] the two settings are considered at once with
weaker assumptions regarding the regularity of the kernel.
A space (X, d, µ) with d a metric on X is said to be a 1-Ahlfors or normal space of
homogeneous type if µ is a Borel measure on X such that µ(B(x, r)) ≃ r uniformly
in x ∈ X . In other words, there exist constants 0 < c1 ≤ c2 < ∞ such that c1r ≤
µ(B(x, r)) ≤ c2r for every x ∈ X and every r > 0.
For simplicity we denote by ℓ2 the space ℓ2(Z+) with Z+ the set of nonnegative integers.
Definition 5.1. Let (X, d, µ) be a 1-Ahlfors metric spaces. Let T : L2(R+)→ L2(R+, ℓ2)
be a bounded and linear operator from the real valued ϕ ∈ L2(R+) functions into the ℓ2
valued functions with the norm ‖|Tϕ|ℓ2‖L2(R+). We say that T is an ℓ2-valued Caldero´n-
Zygmund operator on (X, d, µ) if there exists a kernel K ∈ L1loc(X × X \ △, ℓ2) such
that
(i) there exists C0 > 0 with |K(x, y)|ℓ2 ≤ C0d(x,y) , x 6= y;
(ii) there exists C1 > 0 and γ > 0 such that
ii.a) |K(x′, y)−K(x, y)|ℓ2 ≤ C1 d(x
′,x)
d(x,y)1+γ
when 2d(x′, x) ≤ d(x, y);
ii.b) |K(x, y′)−K(x, y)|ℓ2 ≤ C1 d(y,y
′)
d(x,y)1+γ
when 2d(y, y′) ≤ d(x, y);
(iii) there exist a dense subspace S of L2(R+) and a dense subspace S of L2(R+, ℓ2) such
that the formula
〈Tϕ,ψ〉 =
∫∫
X×X
〈K(x, y)ϕ(y),ψ(x)〉ℓ2 dxdy
hold for every ϕ ∈ S and every ψ ∈ S with δ(suppϕ, suppψ) > 0.
Theorem 5.2. Let T be an ℓ2-valued Caldero´n-Zygmund operator defined in (X, d, µ).
Then T is bounded as an operator from Lp(R+) with values in Lp(R+, ℓ2) for every 1 <
p <∞. Precisely
‖|Tg|ℓ2‖Lp(R+) ≤ Cp ‖g‖Lp(R+)
for some constant Cp and every g ∈ Lp(R+).
Since the space L(ℓ2,R) of all linear and bounded operators from ℓ2 with values in R
can be identified with ℓ2 itself, the above theorem follows from the results in [GLY09],
for example.
6. Sobolev regularity of solutions of (−∆)s/2dy u = f
As we proved in Section 4, ∇sdy = T ◦ (−∆)s/2dy , where Tg =
(∑
j∈Z
〈
g, hji
〉
hji : i ≥ 0
)
.
Hence our result will be a consequence of the result in Section 5 provided we show that
T is an ℓ2-valued Caldero´n-Zygmund operator in (R+, δ,Lebesgue measure).
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Theorem 6.1. T is an ℓ2-valued Caldero´n-Zygmund operator in (R+, δ,Lebesgue measure)
and ∥∥∥∣∣∇sdyu∣∣ℓ2∥∥∥Lp(R+) ≤ Cp ∥∥∥(−∆)s/2dy u∥∥∥Lp(R+) ,
for 1 < p <∞.
Proof. All we need is to check that T satisfies the Definition 5.1 of the previous section
with X = R+, d = δ and dµ = dx. The L2(R+, ℓ2) boundedness of T is a straightforward
consequence of the L2(R+) summability of the Haar series of an L2(R+) function. Let us
start by proving the estimate
∑
i≥0
(∑
j∈Z
hji (x)h
j
i (y)
)2
≤ 4
δ2(x, y)
(6.1)
for every x 6= y in R+. This estimate will be useful at proving (i) in Definition 5.1 and
helpful in order to show the absolute convergence of some of the multiple integrals needed
to show (iii). Set K(i)(x, y) =
∑
j∈Z h
j
i (x)h
j
i (y), x 6= y, K = (K(i) : i ≥ 0), then we have
to estimate the ℓ2 norm of K(x, y) for x 6= y, |K(x, y)|2ℓ2 =
∑
i≥0
∣∣K(i)(x, y)∣∣2. Now for
i ≥ 0,
K(i)(x, y) =
∑
j∈Z
hji (x)h
j
i (y) =
Ω(i)(x, y)
δ(x, y)
and, from the formula for Ω(i) = Ωmi given by (3.1), we have
K(i)(x, y) =
1
δ(x, y)
[
−mi(I(x, y)) +
∑
j≥1
2−jmi(I
(j)(x, y))
]
.
Hence, for x 6= y, we have
|K(x, y)|ℓ2 ≤
1
δ(x, y)
√∑
i≥0
m2i (I(x, y)) +
∑
j≥1
2−j
√∑
i≥0
m2i (I
(j)(x, y))
 ≤ 2
δ(x, y)
,
because of the definition of mi.
Let us formally check that properties (ii.a) and (ii.b) hold with d = δ. Take three
points, x, x′ and y ∈ R+ with 2δ(x, x′) ≤ δ(x, y). This means, with the above notation,
that 2 |I(x, x′)| ≤ |I(x, y)| and, since x ∈ I(x′, x) ∩ I(x, y) and both are dyadic intervals,
we have I(x, y) ) I(x, x′). Notice also that y /∈ I(x, x′), hence I(x, y) = I(x′, y), δ(x, y) =
δ(x′, y) and I(j)(x, y) = I(j)(x′, y) for every j ≥ 1. So that
K(i)(x
′, y) =
Ω(i)(x
′, y)
δ(x′, y)
=
1
δ(x′, y)
(
−m(I(x′, y)) +
∑
j≥1
2−jmi(I
(j)(x′, y))
)
=
Ω(i)(x, y)
δ(x, y)
= K(i)(x, y),
and K(x′, y) = K(x, y) for 2δ(x, x′) ≤ δ(x, y) and condition (ii.a) holds trivially.
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Let us finally prove (iii) in Definition 5.1. It suffices to show (iii) for ϕ ∈ S(H ), the
scalar linear span of H , and ψ ∈ S(H ), the vector linear span of H . Since we are only
dealing with finite sums we see that
〈Tϕ,ψ〉 =
∑
i≥0
〈Tiϕ, ψi〉
=
∑
i≥0
∫
x∈R+
Tiϕ(x)ψi(x)dx
=
∑
i≥0
∫
x∈R+
∑
j∈Z
〈
ϕ, hji
〉
hji (x)ψi(x)dx
=
∑
i≥0
∫
x∈R+
[∑
j∈Z
(∫
R+
ϕ(y)hji(y)dy
)
hji (x)
]
ψi(x)dx.
Now set A = suppϕ and B = suppψ. We are assuming A ∩ B = ∅, hence δ(A,B) > 0.
Since, from (6.1) we have∫
x∈B
∫
y∈A
∑
i≥0
∣∣∣∣∣∑
j∈Z
hji (y)h
j
i(x)
∣∣∣∣∣ |ϕ(y)| |ψi(x)| dydx
≤ 2
∫
y∈A
|ϕ(y)|
(∫
x∈B
dx
δ2(x, y)
)1/2
dy ‖|ψ|ℓ2‖L2
which is finite, then
〈Tϕ,ψ〉 =
∫
x∈R+
∫
y∈R+
〈K(x, y)ϕ(y),ψ(x)〉ℓ2 dydx,
with K(i)(x, y) =
∑
j∈Z h
j
i (x)h
j
i (y) and K = (K(i) : i ≥ 0), as desired. 
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