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Resumen
En este trabajo se realiza la evaluación de tres
métodos de detección de rostros con cuatro con-
juntos de imágenes utilizados en la literatura re-
lacionada con este problema. Los métodos evalua-
dos son el método de detección de objetos de Viola
& Jones, un método basado en una modificación
de HOG implementado en la libreŕıa DLib, y un
método basado en Redes Neuronales Convolucio-
nales llamado Multi-task Cascaded Convolutional
Neural Networks (MTCNN). Los resultados obte-
nidos con los conjuntos de datos evaluados indican
que el método que mejores resultados globales ha
obtenido ha sido MTCNN, tanto en términos de
FScore como en recall, i.e. tasa de verdaderos po-
sitivos.
Palabras clave: Detección de rostros, Viola &
Jones, DLib, MTCNN.
1. INTRODUCCIÓN
Durante los últimos años se ha producido un gran
auge en aplicaciones de detección de rostros utili-
zando procesamiento de imágenes digitales y reco-
nocimiento de patrones. Una de las razones que ha
llevado a este crecimiento son las necesidades ca-
da vez mayores de esta tecnoloǵıa en aplicaciones
de seguridad y vigilancia utilizadas en diferentes
ámbitos. Pero también en el campo de las aplica-
ciones de dispositivos móviles está siendo de vital
importancia ya que muchas de estas apps utilizan
la detección de rostros en una fotograf́ıa o en un
video (p. ej., Snapchat).
Existe un gran número de áreas en las que se desa-
rrollan programas para la detección automática de
rostros, bien con el único objetivo de la detección
o como paso previo al reconocimiento de los mis-
mos, y requieren la mayor precisión posible. En el
campo de la seguridad, por ejemplo, la detección
automática de rostros puede ser de gran ayuda
para los investigadores ya que permite el filtrado
automático de imágenes o videos en función de la
presencia o no de rostros.
El principal objetivo de este art́ıculo es el estudio
de varios métodos del estado del arte en detección
de rostros y la evaluación de los resultados ob-
tenidos al ejecutarlos contra varios conjuntos de
imágenes para verificar cuál de ellos es el que me-
jor funciona y el que detecta mayor número de
rostros. Estos resultados pueden aportar mucha
información previa al desarrollo de programas que
impliquen una detección precisa del rostro, pues
permitirá implementar el método más adecuado.
Existen muchos campos en los que se aplica la de-
tección facial, tales como la extracción de conte-
nido de imagen, codificación de video, videoconfe-
rencia, etc., aplicaciones de videovigilancia e inter-
faces computadora-humano. Otro campo a desta-
car donde se utiliza la detección de rostros son los
sistemas de autenticación biométrica, como los sis-
temas de autenticación mediante reconocimiento
facial, que se investigan activamente para las apli-
caciones de control de acceso y seguridad. Además,
la detección de rostros también se emplea en el
área del entretenimiento (p. ej., videojuegos, reali-
dad virtual, álbumes de fotos, maquillaje virtual,
aplicaciones de Smartphone, etc.).
En este trabajo se han evaluado diferentes méto-
dos de detección de rostros: (a) el algoritmo de
Viola-Jones [1], (b) el método de detección de ros-
tros propuesto por Kazemi y Sullivan [2] imple-
mentado en la libreŕıa Dlib y (c) el método Multi-
task Cascaded Convolutional Neural Networks
(MTCNN) [3]. En esta evaluación se han utiliza-
do varios conjuntos de datos publicos: FDDB [4],
WIDER FACE [5], MALF [6] y AFW [7].
El resto del art́ıculo se estructura de la siguiente
manera: En la Sección 2 se realiza un breve repaso
a los antecedentes y el estado del arte de métodos
de detección de rostros. A continuación, en la Sec-
ción 3 se explican brevemente los métodos que se
han evaluado y los conjuntos de datos usados en
dicha evaluación. Los experimentos y sus resulta-
dos son explicados y discutidos en la Sección 4 y,
finalmente, las conclusiones se exponen en la Sec-
ción 5.
2. ESTADO DEL ARTE
La detección de rostros se lleva desarrollando des-
de hace varias décadas. En la de 1950 se realizaron
los primeros experimentos sobre detección de ros-
tros desde el punto de vista de la psicoloǵıa [8].
Tras estos se realizaron otras investigaciones co-
mo las interpretación de las diversas expresiones
de la cara, la interpretación de las emociones o la
percepción de gestos.
Durante las décadas de los 70 y 80 del siglo pa-
sado se utilizaban plantillas y mediciones de ca-
racteŕısticas geométricas de partes del rostro para
detectar y reconocer caras [9]. El estudio sobre
la detección de rostros continuó desde entonces:
por ejemplo, en 1994 Yang y Huang [10] propusie-
ron un método jerárquico basado en conocimiento
que va refinando la detección del rostro en cada
etapa. Li y colaboradores presentaron un método
para detectar y seguir rostros en v́ıdeos en color
utilizando detección de la piel a través del color
junto con un modelo facial para detectar rostros
dentro de regiones de la piel [11]. Viola y Jones
presentaron un método de detección de objetos
[1] que también serviŕıa para detección de rostros
que, aún hoy, es muy utilizado. Por ejemplo, pa-
ra aplicaciones como videovigilancia e interfaces
computadora-humano, Kim y colaboradores pro-
pusieron en el año 2002 un método para detectar y
rastrear caras [12]. Este método se aplicó en la re-
gión candidata extráıda por el movimiento, el co-
lor y la información de aspecto global. A continua-
ción, las caracteŕısticas extráıdas de estas regiones
candidatas mediante análisis de componentes in-
dependientes (ICA en sus siglas en inglés) se clasi-
ficaron mediante máquinas de vectores de soporte
(SVM en sus siglas en inglés). Los experimentos
se realizaron tanto en imágenes en escala de gris
como en secuencias de v́ıdeo en color, obteniendo
tasas de detección del 91%, con muy pocas falsas
alarmas, i.e. falsos positivos.
Con la aparición del Aprendizaje Profundo (Deep
Learning) se han comenzado a utilizar Redes Neu-
ronales Convolucionales a la detección de rostros,
con muy buenos resultados [3, 13, 14].
3. MÉTODOS
En esta sección se describirán brevemente los
métodos evaluados en el presente trabajo.
3.1. ALGORITMO VIOLA & JONES
El algoritmo clásico de Viola & Jones [1] es uno de
los algoritmos más utilizado en la detección de ros-
tros debido a su robustez y velocidad. Trabaja con
funciones que, mediante el uso de regiones rectan-
gulares de diversos tamaños, buscan el rectángulo
más pequeño que es el que contendrá la cara que
se busca.
Se basa en extraer caracteŕısticas de la imagen ba-
sadas en la sustracción de los valores de intensidad
de los pixels de la imagen en una región rectangu-
lar. Espećıficamente se resta la suma de los niveles
de gris de los pixels que se encuentran bajo la par-
te blanca del rectángulo menos los que se encuen-
tran bajo la parte negra (ver ejemplos en la Figura
1). Estas caracteŕısticas se llaman caracteŕısticas
Haar pues los rectángulos empleados son una re-
miniscencia de las funciones base de Haar [1].
Figura 1: Ejemplos de regiones rectangulares em-
pleadas en la extracción de las caracteŕısticas
Haar.
El cálculo de estas caracteŕısticas se puede realizar
rápidamente gracias a la utilización de la imagen
integral [1]. Dada una imagen i, su integral I en el
punto (x, y) se calcula sumando todos los pixels a






El número de caracteŕısticas aśı calculadas inclu-
so para una región pequeña es muy alta, y solo
un pequeño conjunto de las mismas es útil para
la detección. Por ello, se emplea Adaboost para
reducir el número de caracteŕısticas.
Por último, se utiliza una cascada de clasificado-
res para evaluar las diferentes ventanas, de modo
que si alguno de los clasificadores de la cascada
falla, se descarta la existencia de un rostro en la
subventana evaluada, de manera que la velocidad
del método se incrementa.
3.2. ALGORITMO DE DETECCIÓN
DE ROSTROS IMPLEMENTADO
EN LIBRERÍA DLIB
Este detector está basado en un clasificador que
utiliza caracteŕısticas basadas en una variante [15]
de histogramas de gradientes orientados (HOG)
[16] extraidas de ventanas deslizantes de tamaño
fijo operando sobre pirámides de imágenes.
Una vez detectado el rostro se puede utilizar el
método de Kazemi y Sullivan [2] para detectar la
pose de la cara mediante la detección de puntos
caracteŕısticos de la misma, o landmarks (ver Fi-
gura 2). Sin embargo, en este trabajo solo se ha
utilizado para detectar caras en posición frontal
para compararlo con el método de Viola & Jones.
Figura 2: Ejemplos de puntos caracteŕısticos de-




Zhang y colaboradores propusieron la utilización
de una cascada de Redes Neuronales Convolucio-
nales para detectar rostros y landmarks en los
mismos [3], que consta de tres etapas. Antes de
comenzar, se redimensiona la imagen a diferentes
escalas para construir una pirámide de imágenes.
En la primera etapa se utiliza una red convolucio-
nal que detecta ventanas de caras candidatas. A
continuación, se utiliza otra red neuronal convolu-
cional que descarta un gran número de candidatos
en los que no existen rostros. Finalmente una últi-
ma red convolucional trata de identificar en cuáles
de los candidatos existe realmente un rostro, iden-
tificando las posiciones de cinco puntos de referen-
cia faciales: uno en cada ojo, otro en la punta de




4.1.1. FDDB: Face Detection Data Set
Benchmark
FDDB es un conjunto de imágenes de regiones fa-
ciales diseñada para estudio de los problemas de
la detección de rostros sin restricciones [4]. Este
conjunto de datos contiene las anotaciones para
5171 caras en un subconjunto del dataset “Faces
in the Wild” que consta de 2845 imágenes.
4.1.2. WIDER FACE
El conjunto de datos WIDER FACE [5] consta de
32.203 imágenes con 393.703 caras anotadas con
un alto grado de variabilidad en escala, pose y
oclusión extráıdas del conjunto de datos público
WIDER. El conjunto de imágenes WIDER FACE
se organiza en 61 clases de eventos muy diversos,
como imágenes de desfiles de bandas, manifesta-
ciones, conferencias de prensa, reuniones familia-
res o incluso funerales. En este trabajo se ha uti-
lizado un subconjunto de imágenes que contienen
unas 40200 caras anotadas.
4.1.3. MALF: Multi-Attribute Labelled
Faces
MALF es un conjunto abreviado de imágenes cu-
yas etiquetas contienen múltiples atributos facia-
les recopilados y proporcionados por el Centro
de Biometŕıa y de Investigación de Seguridad [6].
MALF es el primer conjunto de datos de detec-
ción de rostros que soporta una evaluación fina ya
que contiene 5.250 imágenes tomadas en entornos
reales con un total de 11.931 caras. Sin embargo,
en este trabajo se ha utilizado un subconjunto de
250 imagenes para las que se teńıa la anotación
del ground truth que contienen unos 600 rostros.
4.1.4. AFW: Annotated Facial in the
Wild
AFW [7] contiene 205 imágenes con 473 caras eti-
quetadas. Para cada cara, las anotaciones incluyen
un rectángulo circunscrito (bounding box ), 6 pun-
tos de referencia y los ángulos de la postura. Es-
te dataset, por lo tanto, permite evaluar métodos
tanto de detección de rostros como de estimación




Se han probado los tres métodos indicados en las
secciones 3.1, 3.2 y 3.3 con cada uno de los cuatro
conjuntos de imágenes comentados en la sección
4.1. Cuando el método evaluado detecta un ros-
tro, el bounding box que devuelve se compara con
la de la ground truth del conjunto de imágenes. La
comparación se realiza evaluando la proporción de
la superficie de interesección de ambos bounding
boxes sobre el área total del ground truth, de mo-
do que si esta es mayor que un determinado um-
bral, se considera el rostro como bien detectado.
En caso contrario se considera que el rostro no se
detecta. El umbral que se ha establecido en este
trabajo ha sido 0.7.
Sean TP, FP y FN el número de verdaderos po-
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sitivos (i.e., el número de rostros detectados co-
rrectamente), falsos positivos (i.e., el número de
veces que se detecta un rostro donde en realidad
no existe) y falsos negativos (i.e., el número de
rostros que no se detectan), respectivamente. Las
métricas de error utilizadas en este trabajo han
sido:
Precision: Indica la tasa de rostros que de-
tecta correctamente entre todos los elementos





Recall : Indica la tasa de rostros detectados co-
rrectamente detectados sobre el total de ros-






FScore: Sean P y R la precision y recall, res-
pectivamente. El FScore es la media harmóni-





A continuación se discuten los resultados obteni-
dos con cada uno de los datasets evaluados.
4.2.1. Resultados con el dataset FDDB
Se han evaluado los tres métodos con todas las
imágenes del conjunto FDDB (i.e., 2845 imáge-
nes que contienen 5171 rostros). En la Tabla 1 se
muestran los resultados utilizando un umbral para
la detección del rostro de 0.7.
Tabla 1: Resultados de los métodos evaluados con
el dataset FDDB.
Recall Precision FScore
Viola & Jones 0.63 0.92 0.75
DLib 0.56 0.99 0.71
MTCNN 0.77 0.93 0.84
Globalmente, el método MTCNN es el mejor de
los tres evaluados con este dataset ya que el FS-
core que consigue mejora al del obtenido por los
otros dos métodos. La tasa de verdaderos positivos
(i.e. recall) es notablemente superior respecto a los
otros métodos, lo que indica que es el que más ros-
tros detecta correctamente. Además, el hecho de
que obtenga menor precision que el método in-
cluido en la libreŕıa DLib indica que detecta más
elementos de la imagen como rostros que no son
rostros (i.e., más falsos positivos) que este.
En la Figura 3 se muestran los recalls de los di-
ferentes métodos en función de los diferentes um-
brales evaluados (i.e. 0.1, 0.3, 0.5, 0.7 y 0.9).
Figura 3: Recall obtenido por los diferentes méto-
dos en el dataset FDDB con umbrales de detección
diferentes.
En la Figura 3 se puede comprobar que MTCNN
tiene mayor recall (i.e., tasa de verdaderos posi-
tivos) en todos los escenarios excepto en el más
restrictivo (i.e. aquél en el que se exige que el 90 %
de la superficie del rectángulo de la cara detectada
esté superpuesto al del ground truth del dataset).
4.2.2. Resultados con el dataset WIDER
FACE
También se han evaluado los tres métodos con el
conjunto de imágenes WIDER FACE. Como se
indicó en la sección 4.1.2 se ha utilzado un sub-
conjunto de imágenes que consta de unas 40200
rostros anotados. En la Tabla 2 se muestran los
resultados utilizando un umbral para la detección
del rostro de 0.7.
Tabla 2: Resultados de los métodos evaluados con
el subconjunto del dataset WIDER FACE.
Recall Precision FScore
Viola & Jones 0.14 0.86 0.23
DLib 0.11 0.99 0.20
MTCNN 0.36 0.96 0.53
Una vez más, el método MTCNN ha obtenido
mejores resultados globalmente que los otros dos
métodos (FScore de 0.53 y recall de 0.36), si bien
los resultados con este dataset no han resultado
tan buenos como con FDDB.
En la Figura 4 se muestran los recalls de los di-
ferentes métodos en función de los diferentes um-
brales evaluados (i.e. 0.1, 0.3, 0.5, 0.7 y 0.9).
En el caso de WIDER, MTCNN obtiene un re-
call superior a los otros dos métodos con todos los
umbrales de detección evaluados.
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Figura 4: Recall obtenido por los diferentes méto-
dos en el dataset WIDER con umbrales de detec-
ción diferentes.
4.2.3. Resultados con el dataset MALF
Se han evaluado los tres métodos con un subcon-
junto de 250 imágenes extrad́as del conjunto de
imágenes MALF. En la Tabla 3 se muestran los
resultados utilizando un umbral para la detección
del rostro de 0.7.
Tabla 3: Resultados de los métodos evaluados con
el dataset MALF.
Recall Precision FScore
Viola & Jones 0.47 0.86 0.61
DLib 0.48 0.99 0.64
MTCNN 0.57 0.90 0.70
Siguiendo la misma tendencia, el método MTCNN
ha obtenido mejores resultados que los otros dos
métodos (FScore de 0.70 y recall de 0.57). En la
Figura 5 se muestran los recalls de los diferentes
métodos en función de los diferentes umbrales eva-
luados (i.e. 0.1, 0.3, 0.5, 0.7 y 0.9).
Figura 5: Recall obtenido por los diferentes méto-
dos en el dataset MALF con umbrales de detección
diferentes.
Una vez más, MTCNN obtiene una tasa de rostros
detectados correctamente superior a los otros dos
métodos en todos los escenarios excepto en el más
restrictivo.
4.2.4. Resultados con el dataset AFW
Finalmente, se han evaluado los tres métodos con
con todas las imágenes del conjunto AFW (i.e.,
205 imágenes con 473 rostros etiquetados). En la
Tabla 4 se muestran los resultados utilizando un
umbral para la detección del rostro de 0.7.
Tabla 4: Resultados de los métodos evaluados con
el dataset AFW.
Recall Precision FScore
Viola & Jones 0.67 0.57 0.62
DLib 0.66 0.98 0.79
MTCNN 0.94 0.69 0.80
El comportamiento de los diferentes métodos eva-
luados es el mismo que en el caso de los otros data-
sets: MTCNN obtiene mejores resultados globales
que los otros, aunque en este caso el FScore de
MTCNN y del método implementado en la librerá
DLib es similar. En la Figura 6 se muestran los
recalls de los diferentes métodos en función de los
diferentes umbrales evaluados (i.e. 0.1, 0.3, 0.5, 0.7
y 0.9).
Figura 6: Recall obtenido por los diferentes méto-
dos en el dataset AFW con umbrales de detección
diferentes.
Siguiendo la misma tendencia, MTCNN obtiene
recalls superiores a los otros dos métodos para to-
dos los umbrales de detección.
5. CONCLUSIÓN
En este trabajo se han evaluado tres métodos de
detección de rostros: el algoritmo de detección de
objetos propuesto por Viola & Jones, un méto-
do basado en una variante de HOG implementa-
do en la libreŕıa DLib y, por último, el método
Multi-task Cascaded Convolutional Neural Net-
works (MTCNN). El rendimiento de estos tres
métodos en la tarea de detección de rostros se ha
comparado utilizando cuatro conjuntos de imáge-
nes disponibles públicamente diferentes amplia-
mente utilizadas en la literatura: FDDB, WIDER
FACE, MALF y AWF.
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En todos los casos el método que mejor rendimien-
to global ha obtenido ha sido MTCNN. Tanto el
FScore como el recall (i.e. la tasa de verdaderos
positivos) han sido superiores usando MTCNN en
todos los conjuntos de datos. Por otro lado, lla-
ma la atención que el método implementado en la
libreŕıa DLib obiene mejor precision en todos los
casos. Esto se debe a que el número de falsos po-
sitivos (i.e. detecciones de caras donde no existen
rostros) que detecta este método es menor que el
de MTCNN. Por otro lado, el método de Viola &
Jones y el implementado en la libreŕıa DLib pre-
sentan resultados similares en cuanto a recall aun-
que el FScore de este último es algo superior. Una
de las mayores limitaciones del método de Viola
& Jones es que en este trabajo se ha utilizado solo
la casacada de clasificadores Haar para detectar
rostros frontales. Es posible que, combinando esta
con la cascada para detectar rostros de perfil se
lograsen mejorar los resultados de este método.
En futuros trabajos se tratará de aplicar la de-
tección de rostros a diferentes aplicaciones (p. ej.,
conteo de personas en eventos o transporte públi-
co), o aplicar reconocimiento de los rostros detec-
tados o incluso evaluar de manera automática las
emociones de una persona determinada mediante
el análisis de sus gestos.
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