or cost analyses, as it prevents managers from clearly separating costs that fall rapidly from costs that hold constant with experience.
The learning rate budget (LRB) herein proposed attempts to overcome some of these problems by analyzing the manufacturing process in detail. A system has many components. The learning for each component is driven by the methods and technologies used in that component. Adding the learning or cost improvement for all the components gives the learning for the entire system. Each component will have its own cost progress curve, which will be different from Equation ( 1.1 ), as we will see later. But all these cost curves are generated in a forminvariant way from a few base curves. The fact that using a few base curves permits form invariance underlies the LRB concept. In practice, base curves might be identified with different types of learning or technology. Form invariance assures that aggregation be consistent at all levels of cost breakdown: system, component, subcomponent, and so on.
Program Budgets and the LRB
In a program budget (Figure 1. 1 ) , the rows of the budget matrix are line item coststhe inputs. The columns are projects or programs to which these costs are allocated. Column sums are the costs of programs. The entries in the several cells, however, change over time. The role of the LRB is to describe how all those cells, and their various sums, evolve with experience. Our model will not consider rate effects and/or "forgetting." The single parameter Q will represent the cumulative experience. Figure 1 .2 is an LRB. The rows here correspond to the components and subcomponents of a system, i.e., the cells of the program budget. The columns correspond to the learning rates. The numbers in any single column will show cost progress according to the learning rate of that column. The numbers in column 1 will thus decrease according to a learning curve with learning rate parameter Ll.
The sum of any row is the initial unit cost of the corresponding subcomponent. The number in row i and column j is the dollar amount of subcomponent i that will show cost progress according to Learning Rate Parameter Lj. The cost, for example, to make the first unit of subcomponent 1 is $200,000. Subcomponent 1 requires several different processes and technologies, and each of these has its own rate of learning. Of the initial $200,000 unit cost, an amount $50,000 will be learned according to a curve with rate LI, $125,000 will be learned according to a curve with rate L2, and so on. The LRB matrix thus depicts how much of the cost of each subcomponent will be learned at each rate. If the curves in the basis are exponential, as will be discussed below, the processes represented by column j will show cost progress (learning) according to the exponential This is not the same as Equation ( 1.1 ).
Once the specific basic curves and weights are given, the cost progress for any subcomponent is determined. By adding up the curves for the subcomponents, we obtain the cost progress of any component, or of the entire system.
Theoretical Considerations
We use the term "component" to denote either a physical component or any process, such as assembly, involved in the manufacture of a system. The LRB concept embodies three theoretical postulates. (A) Budget. The cost of making the system is the sum of the costs of all of its components. Moreover, the cost savings on each component due to learning must add up to the cost savings on the entire system.
(B) Technology. Learning occurs at rates specific to the underlying processes, procedures and technologies, and each rate holds constant with experience.
(C) Afinite basis. Each particular process or step in the manufacture of a system may have its own cost reduction (learning) curve. All of these different learning curves, however, can be generated from a finite basis of underlying learning curves.
Although the budget postulate may appear obvious, the traditional CPC ( 1.1 ) does not follow it in a form-invariant way.
Application
For a complicated system such as an aircraft, whose manufacture employs a variety of advanced technologies (e.g., composites and titanium), the LRB describes the cost progress curves for each component of the plane. The specific technologies involved in manufacturing a subcomponent will influence which learning rates are important in determining that component's learning curve. With a sufficiently clear accounting of cost categories, including those often pooled into engineering or administrative overhead, the LRB may facilitate generation of cost progress curves for each component or subcomponent (down to any cost breakdown level desired). Using these curves, slow learning can be traced back to a specific row, column or even cell of the overall budget, and appropriate management action implemented. In this manner it is hoped that the LRB will facilitate planning, budgeting, control, and management.
With the present CPC, Equation ( 1. 1), such budget projections and management are difficult because component costs do not add up in a form-invariant manner.
This Paper
Section 2 reviews literature on the cost progress curve. Section 3 presents theoretical underpinnings of the LRB and an analysis of simulated data. Results of some exploration of real data, on pure labor hours are summarized in ?4. Section 5 reviews the postulates and ?6 is a concluding summary.
Literature Review and Background
The cost progress curve (learning curve) was employed in the 1920's to describe the efficiency improvement in aircraft production (Crawford 1944 , Wright 1936 . During World War II, it was utilized to predict cost and construction time for aircraft and ships (Alchian 1963a , b, Andress 1954 , Asher 1956 ). Since then it has been observed in such diverse industries as basic steel, heavy equipment, electrical appliances, and petroleum refining (Hirschmann 1964 ). Dutton and Thomas (1982) review some 300 studies over a 50-year span. In the manufacture of new and innovative products, the concern of this paper, the progress curve is a basic and standard management tool (Schonberger 1981 , Schmenner 1981 , Graham and Stultz 1979 .
As Dutton and Thomas (1982) (see also Mishina 1987) have stressed, learning due to direct labor is often small in comparison with the learning due to the other aspects. We use the term "cost progress curve" to subsume cost reduction due to learning or experience including overhead, supplied items, organization, procedures, raw materials, engineering, etc., as well as direct labor.
Limitations of the Cost Progress Curve
A major limitation of (1.1) concerns the determination of the parameters C0 and k. Dutton and Thomas (1982) conclude that the learning rate k needs to be treated as a dependent variable and not a fixed parameter. Mishina comments that the curve (1.1) is strictly empirical, alluding to "black boxes" behind the curve. The LRB, in contrast, lets the learning rate depend upon the processes and technologies used in the manufacturing.
Another problem concerns making the progress curve ( 1. 1 ) predictive in advance of production. Design engineers know each particular component to be made, the manufacturing process to be utilized to make each component, and the technology to be used in each component. That information should be useful in predicting the shape of the cost progress curve. The progress curve ( .1) does not embody this information, while the LRB approach provides a mechanism for its inclusion. 2.2. Addition "Fallacy" Equation (1.1) is not form-invariant under aggregation. Consider a system with three production components (e.g., two parts and an assembly process). The cost of the system is the total of the three component costs. According to the power law, the system itself and the three components should each follow a curve of the form of ( 1. 1). For the system, let Cs be the cost of the first unit made, Cs( Q) the cost of the Qth made, and k, be its learning index parameter. Likewise for component i, i = 1, 2, 3, let the cost of the first unit made be Ci, and Ci( Q) the cost of the Qth, with parameter ki.
According to the progress curve, the costs are given by In airframe construction there are 8 or more levels of components, subcomponents, and subcomponents thereof. Cost estimates should take the same form on all 8 levels. The progress curve ( 1.1 ) cannot do this, while the LRB, with any given basis, can.
The Psychological Literature
Just as there is much economic literature, there is a large body of pertinent literature in educational psychology. (The review by Dutton and Thomas cites more than 100 articles in economics, while a key survey by Newell and Rosenbloom ( 1981, NR) cites almost 100 psychological articles. See also Argote, Beckman, and Epple, in press.) Very few papers were cited in common, however. The almost complete separation of the economic and psychological studies, we feel, has contributed to the fact that no unifying model of the learning curve has yet been presented.
Surveying the psychological literature, NR stress the ubiquity of the power law, at least for individual learning. In learning theory experiments, the power law fits the data with an accuracy almost unheard of in other social sciences or industrial settings.
Unfortunately it is very difficult to get a clean derivation for the power law that might assist in management or in research. NR suggest a "chunking" derivation, which, while it might be relevant to psychological learning, does not seem immediately applicable to industrial settings.
We propose that an approach based upon a mixture of exponentials, which NR mention but dismiss, may, in fact, be more applicable. The power law of learning may indeed be a mixture, that is, the sum of several independent improvements each of which follows an exponential law. The NR paper provides some psychological foundation for the mixture idea, which the authors had explored for essentially economic reasons.
Mixing generalizes exponential learning, a form widely recognized in psychological learning theory. Exponential learning is a replacement model with incorrect responses gradually replaced by correct responses. Although they use a different model, Mazur and Hastie (1978) comment, "For more than two decades psychologists have relied on exponential equations more than any others. . . . [and] reliance on the exponential equation has not declined."
Mixing is also enticing mathematically because any "nice" function can be expressed as the integral of exponentials via a Laplace transform. The power law is "not nice," however, since it blows up as Q nears zero. This feature causes NR to reject the mixing approach, stating, "It would seem implausible that mixtures of learning components would always lead to power laws." A slight change in the axis overcomes the problem near zero, however, and our simulation studies show that, contrary to the conjecture by Newell and Rosenbloom, mixtures of exponentials may simultaneously represent a range of power laws.
Theories of the Learning Curve
A few researchers have attempted to derive the progress curve from more fundamental considerations. Muth ( 1986 ) argues that each time an item is made, there is a possibility for improvement. The improvement is adopted only if it yields a lower cost than all prior samples from the distribution F of possible improvements. Sahal ( 1979) notes that the equation ( 1.1) is a Pareto distribution. Sahal ( 1979 ) assumes that the probability of a shift from one level of manpower to the next depends only on the magnitude of the shift and not on the level from which the shift occurs, and recovers a Pareto form. Roberts (1983) assumes that there are many possible ways to carry out the production process and that the efficiency of these ways is normally distributed. If our process already has an efficiency X, we adopt new ways only if they exceed X by an amount a sufficient to justify the changeover costs.
Each of these three theories probes possible meanings of the progress curve. But each requires information difficult to obtain in an actual production situation. Sahal's method requires knowledge of the probability of a shift, Muth's approach requires knowledge of the unknown distribution F of possible improvements, and Roberts' model requires the distribution of the efficiencies of the possible ways to conduct the production operation. The difficulty in obtaining this data makes their practical applicability to manufacturing and budgeting appear elusive.
Models that Utilize Production Data
We review two models which determine parameters from actual production data. In this sense they are akin to the LRB approach.
In certain analyses, time is used as a surrogate for cumulative output, Q. Gulledge, Womer, and Dorroh ( 1984) elegantly investigate the time variable by considering a firm that allocates a general resource, x, to either production or to learning. Using CobbDouglas functions, they formulate a variational problem to minimize cost, and fit the six parameters of the model to labor cost data. Levy's model also utilizes parameters obtainable from an actual production situation. Instead of Equation ( Using regression techniques, Levy calculates the weights bi of the factors ui that influence learning in a printing plant. In particular, he determines the influence on the learning rate of scheduling, make-ready, printing experience, and shift. These two models demonstrate that the progress curve can be statistically unravelled from production data, and that its shape can be related to underlying technology and processes.
Theoretical Development

A Continuous Model
We seek to build up the cost progress curve from the behavior of the underlying technological processes. To make a complex product requires a great number of steps or tasks. The total cost reduction due to learning on the product is the sum total of the cost reductions due to learning that occurs on each step.
Attributing cost reduction to many small improvements corresponds to the mixture concept of learning theory. Learning theory suggests, moreover, that we may reasonably assume the cost savings due to learning of each task or step to be exponential. (Some forms of learning other than exponential, which are more appropriate when the horizon is very long, or when there is a multiplicative constraint for success of the product, as in semiconductor manufacture, are considered elsewhere ( Kantor and Zangwill 1989 ) .) To calculate the total learning, we employ an integral, yielding the learning for the entire product.
Each task has its own task learning rate (TLR), L (a larger L meaning faster learning). Our point is that cost reduction does not "just occur"; it is due to improvements in thousands of small tasks, each of which has some TLR that governs its improvement.
At least conceptually, one may examine a particular task and identify its TLR (as in the work of Levy 1965 We have derived what is essentially ( 1.1 ) using a very general and widely accepted form of learning for each task; and the gamma distribution, a quite general single parameter distribution on the nonnegative real line. It is of interest that ( 1.1 ) can be obtained from such basic assumptions.
Finite Model
The derivation above provides a conceptual foundation for the power law, but it is impossible in practice to determine TLRs for each of thousands of tasks. That issue is easily resolved by transforming the model into a finite one. 
Two Terms Suffice!
As terms are added to the finite model the approximation will become increasingly accurate. To explore how many terms are likely to be needed in practice, we fit the finite model with only two terms, Equation We require that Lfast and LSIOW be the same for all of the series. They are determined by fitting all the series simultaneously. We define R2 by comparing the total squared residuals of each series to the variance of that series.
As Table 3 so that R2 = 1 -M/Mo is the fraction of variance explained by the model. We ensured that the coefficients be positive by embedding Lemke's quadratic optimization procedure in a GRG2 algorithm. The results are detailed in Levine (1987) , where the interested reader will find enumerations of the specific components and processes, and the corresponding learning indices or weights, together with R-squared measures for the several subseries.
Model Results
The overall weighted values of R2 for the four models are summarized in Table 4 .3.3. Although the exponential does poorly as a one-term (component) model (model II), it does well in the two-term Basis model (model IV), where the same two exponential parameters are used for every component. This suggests that learning curves may well be the sum of a finite number of exponentials, and that the finite number could be as small as two. After obtaining this encouraging result, we conducted the simulation of ?3.4. The fact that two exponentials fit the data quite well may be not an artifact of the data, but a general statement.
The two exponential terms have an interpretation as a fast learning rate with a mean learning period of about 5-10 copies of the plane, and a slow rate with mean learning comparable to the length of the production run. Most of the cost of the production is due to the term with slow learning rate, as the costs associated with the fast rate drop quickly.
The Influence ofAge of Technologies
The LRB lets the task learning rates, TLRs, (b, d), which are held constant for a given system, depend on technology or process. Levine, Balut and Harmon confirm this dependence. They report that the TLRs for aircraft A are fairly consistent across the type of process (fabrication or assembly) but show some dependence on the component. (Their analysis is in terms of model I.) They suggest that for aircraft B use of titanium (at the time, "new") may have contributed to fast (53%) cost progress in the aft fuselage assembly. From the fact that both airframes were produced at the same facility, they argue that if there were no significant difference between the manufacturing technologies used to produce the two airframes, one would expect airframe B to have slower cost progress. But some new technologies were introduced to manufacture B. LBH conclude that when later data show faster learning, it is consistent with the newness of the technology utilized in B. These results associate fast learning with new technology and slow learning with older technology.
Forecasting and Projection
Models may be used for description, management, and projection. A purely descriptive model may be applied, after the fact, to demonstrate that a compact set of principles well describes what has already occurred. The results in Table 4 .3.3 show that the LRB concept, with either the exponential choice of basis or the power law choice, is able to do this, for some 89 data series, as well as the customary power law model does. The calculations summarized in Table 3 .5.1 provide a possible explanation independent of any foundation in psychology. They show that, for fixed run length, a family of power laws can be reexpressed as various mixtures of exponentials. A model may facilitate good management. The LRB could play such a role when it makes the incidence of slow learning relatively transparent, through large (current) values of gl, the coefficient of slow learning. Since this is the sum over all components, management can trace slow learning, as reflected at the system level, back to specific processes and make necessary corrections.
As to projection, there are (at least) two senses in which we might model the future. The larger sense is to project the cost profile (over time or quantity) of a new system, based on prior experience. Today this is customarily done by identifying similar components or processes from prior experience, using regression models to estimate the cost of the first unit, and carrying over the learning rate index k from prior experience. The LRB might improve projection by elucidating dependence of the weights on technology, and, as Levine, Balut and Harmon (1987) suggest, on the newness of technology. High technology manufacturing frequently involves materials and/or processes for which there is no prior experience, where the very novelty of the technology may be the key determinant of its learning rate. Cost analysts might incorporate this into the LRB by weighting heavily on a high TLR that reflects the fast learning expected of the new technology.
A second way one may model the future is to project the latter portions of individual time series from the earlier portions. In this arena the LRB with an exponential base can be compared with the usual power law model. As we have noted, one of the time constants, 1 /L2, appears to be of the order of run length. This augurs poorly for a naive forecast, since the slow learning rate for a half-series is likely to reflect the shortness of that series. This is borne out by the results in Table 4 .5.1. For each frame, the model was fit to that number of blocks containing approximately half the units. Due to irregular blocks in the data reports, this represented more than half of the blocks.
The results of this table confirm that the two-exponential model does not well predict the late portions of a series from the first half. Measuring the total squared deviation of the second half of the series, the power law model "beats" the two-exponential model more than twice as often as it "loses out." It does even better when the measure is proximity to the last value. And the prediction of the power law was above (high) or below the true value about half the time, while the prediction of the exponential model was overwhelmingly below the value at the end of the series.
Additional research on the use of the LRB for series forecasting would illuminate these issues. Among the factors that must be considered are (a) Artifactuality. The data studied 
Summary of Empirical Results
The performance of the exponential-based LRB on some 90 series of labor hours data for two airframes is quite comparable to that of the power law for full series description when the series are considered in their totality. The LRB model with an exponential basis is worse, however, at predicting the second half of the series from the first half.
Summary
Beginning from a theoretical foundation, we have developed a class of models which claim applicability to real manufacturing data. The usual approach, following Equation ( 1.1 ), generates a set of unrelated learning indices k. In the LRB, a finite set of fixed learning rates is used to describe all of the series together. We presume that it is important that these parallel series are constituent costs of a single product. What varies from series to series is the initial unit cost, and the relative weight of the various learning rates for that series. In a descriptive (retrospective) setting, this new approach fares about as well as the usual. An intriguing point for further research is to ask whether the model can be universalized, and applied to series originating with different products, different plants, or even different industries.
When costs are to be projected for a new system, particularly one involving a substantial amount of new technology, we must further study the relation between the weights in the Learning Rate Model and the degree to which specific technologies are used. We are encouraged by the results of LBH, who seem to find some systematic relations between learning indices and the newness of technology. In practice, to apply the LRB to a new system one might use one TLR for new technology and another TLR for old technology. Engineers would then specify the weight coefficients, g, and g2, as the fraction of cost attributable to processes with new or old technology. This would be done for each component, and then by summing (recall that the basis model supports adding up), one would obtain a forecast of the cost progress for the new system.
A Final Look at the LRB Postulates
For the Budget Postulate to hold, the learning curve must be form-invariant at every level of disaggregation. The weight coefficients (multiplied by the first unit cost) will then sum from one level of aggregation to another.
The finite Basis postulate was arrived at theoretically using the Mean Value theorem. In that context it is thought of as an approximation to the familiar power law form. But simulation, and a modest amount of data, suggest that using only two terms may be sufficient.
The Technology postulate states that the learning rates depend upon the underlying technologies, as do the weights of those rates in specific components and processes. The empirical work reported by Levine, Balut and Harmon ( 1987) supports this, and further suggests that the relative weight of terms may depend upon the newness or oldness of the technology.
The exponential mixture concept of learning theory was also verified in that the 2-exponential model fits that data as well as any other model. It should be noted that the 2-power law model held well also, and should not be dismissed. The exponential, however, is more attractive theoretically.
The LRB is thus consistent with both the currently accepted theory and with the data that we have been able to analyze to this point.
Conclusions
The cost progress curve, in its Power Law form, occupies a dominant position when learning must be estimated and/or projected for complex products and systems. It is canonized in the Federal Acquisition Regulations and is, in consequence, applied to billions of dollars of systems annually. Under the Learning Rate Budget concept, cost progress, across many component processes, is seen as the sum of a small number of basic cost curves, with different relative weights. This alternative view reflects the underlying additivity of costs, and describes observed data as well as the Power Law form. We have also found, by simulation study, that such an equivalency can be expected to hold for typical ranges of the learning index. These observations form a foundation for raising several important questions.
First, is the learning curve in fact a sum of exponentials or logistic type curves, masquerading as a power law? If so, the use of the power law could lead to a dangerous complacency about cost improvement in older products and processes.
Second, efforts to relate the current learning index (k) to the technologies have been unsuccessful. Is the problem that linear regression cannot be successfully applied to link the exponent to those data? The LRB provides weight parameters, which are of the correct type to enter into accounting aggregations, and which are therefore better candidates to be explained by the technologies. Thus, by specifying a means to relate the underlying technology to learning, the LRB provides a potential to forecast and manage learning, a way that previously did not exist. This suggests a way to link the technological learning process, and the practical phenomenology of cost analysis and management. More research is needed, however, on data from a variety of industries and for a variety of types of cost, to establish whether this link can be revealed and understood. A key problem for further clarification of the LRB principles and determination of its validity is the accumulation of comparable series of component costs for a variety of products and manufacturing processes. It is particularly important to find data seiies for which the Power Law form has not been implicitly imposed by contractual strictures.'
