The class of finitely presented algebras over a field K with a set of generators a 1 , . . . , a n and defined by homogeneous relations of the form a 1 a 2 · · · a n = a σ(1) a σ(2)
Introduction
We consider subgroups H of Sym n , the symmetric group of order n, in which the cyclic subgroup (1, 2, . . . , n) is normal and of index 2. This class of groups includes certain representations by permutations of the dihedral and semi-dihedral groups. We study the properties of the monoid with the following presentation:
S n (H) = a 1 , a 2 , . . . , a n | a 1 a 2 · · · a n = a σ(1) a σ(2) · · · a σ(n) , σ ∈ H .
In Section 2, we establish a normal form for the elements of this semigroup. The proof is an application of the diamond lemma and requires many combinatorial verifications. Using arguments by analogy, the number of actual cases to verify were kept to a minimum.
In Section 3, for a field K, we consider the algebra K[S n (H)] with the same presentation as the semigroup. From the normal form it follows that K[S n (H)] is an automaton algebra in the sense of Ufnarovskiȋ [16] . The universal group G n of S n (H), by which we mean the group with the same presentation, is a unique product group. The element z = a 1 a 2 · · · a n is central in S n (H), and G n = zS n (H) z −1 , with zS n (H) a cancellative subsemigroup of S n (H). This is used to prove that J (K[S n (H)]) = 0, also using the fact that J (K[S n (H)]) ⊆ K[zS n (H)] from the reference literature. We conclude Section 3 with some results regarding prime ideals in the semigroup and in the algebra, which are related to further structural properties of the algebra.
Previous investigations of algebras of this type include the cases of H the full symmetric group [4] , the alternating group of degree n [3, 5] , and an abelian group [6] . In many cases the algebra turns out to be semiprimitive, with as noteworthy exception the alternating group, where the Jacobson radical being zero or not depends on the parity of n and the characteristic of the field K. The subgroups H considered in the present paper are of dihedral and quasi-dihedral type. In case the order of such groups is 2 m , there is only one other isomorphism class of groups which have the same order and which are also of nilpotency class m − 1, the generalized quaternion group Q. In [7] , we investigate S n (Q) and show that in this case more results can be obtained. Using different methods, it is shown that the semigroup S n (Q) is a two unique product semigroup if Q is given via a regular representation by permutations.
Monoids S n (H) defined by dihedral type relations
In this section we study S n (H) in case H contains the cyclic group (1, 2, . . . , n) as a normal subgroup of index 2. Note that n ≥ 3 and if n = 3, then H = Sym 3 and S 3 (H) = S 3 (Sym 3 ) which is studied in [4] . Hence, throughout we assume that n > 3. So H is generated by λ = (1, 2, . . . , n) and µ, with µ / ∈ λ , and µ 2 ∈ λ . Since λ is a normal subgroup of H, we have µλ = λ k µ, for some integer k such that 1 ≤ k < n and k 2 ≡ 1 mod n (so (k, n) = 1). For ease of notation, arithmetic will be done modulo n in the set of indices {1, 2, . . . , n}. We have µ(i + 1) = µλ(i) = λ k µ(i) = µ(i) + k, for all i ∈ {1, 2, . . . , n}. So k = 1 as µ / ∈ λ . Thus, we obtain the following presentation S n (H) = a 1 , a 2 , . . . , a n | a 1 a 2 · · · a n−1 a n = a i a i+1 a i+2 · · · a i−2 a i−1 = a i a i+k a i+2k · · · a i−2k a i−k , 1 ≤ i ≤ n .
For simplicity, we denote S n (H) by S n . It is clear that S n has only trivial units. The aim of this section is to obtain a normal form for the elements of S n . This requires tedious work. We begin by noting that z = a 1 a 2 · · · a n is a central element of S n . Indeed, for all 1 ≤ i ≤ n, (a 1 a 2 · · · a n )a i = a i a i+1 · · · a i−2 a i−1 a i = a i (a 1 a 2 · · · a n ).
For every integer p, we define the following elements of length n − 2 of S n :
b p = a p+1 a p+2 · · · a p−3 a p−2 , c p = a p+k a p+2k · · · a p−3k a p−2k . and
Lemma 2.1 For every non-negative integer
Proof. We shall prove this by induction on q. For q = 0, the statement is proved as follows.
zb i a i−1 = za i+1 a i+2 · · · a i−2 a i−1 = (a i+k a i+2k · · · a i−2k a i−k a i )a i+1 a i+2 · · · a i−2 a i−1 = a i+k a i+2k · · · a i−2k a i−k z = za i+k a i+2k · · · a i−2k a i−k = za i+k c i+k .
Similarly, one obtains that zc i a i−k = za i+1 b i+1 . Suppose that q ≥ 1 and the result is true for q − 1.
Since z is central, we have that
The other equality is proved similarly.
Let FM n denote the free monoid on {a 1 , a 2 , . . . , a n } (we use the same notation for the generators of FM n and those of S n ). Denote by ≪ the length-lexicographical order on FM n generated by
Consider the following transformations of words in the free monoid FM n on {a 1 , a 2 , . . . , a n }, that are dependent on the parameters i (or j), v and q, with 1 ≤ i ≤ n, v ∈ FM n and q ≥ 0. Each transformation transforms a word into another word which is smaller in the length-lexicographical order, and this is the reason why some restrictions on i (or j) are sometimes included. The transformations are:
for i = 2, 3, . . . , n;
for j = 2, 3, . . . , n and m ≥ 1;
for n − k + 1 ≤ i ≤ n − 1;
for 0 ≤ i ≤ n − k;
It follows at once from the presentation of S n , the centrality of z = a 1 · · · a n , and Lemma 2.1, that each of these transformations maps a word in FM n to another word that represents the same element in S n .
Let w 1 , w 2 ∈ FM n . We say that w 1 covers w 2 if w 2 is obtained from w 1 by applying exactly one of the transformations t i , r j,m , h i , d i,v,q , e i,v,q , s i,v,q , u i,v,q to a subword of w 1 . In this case we write w 1 ≻ w 2 .
We define a partial order in FM n by w ≥ w ′ if and only if there exist w 0 , w 1 , . . . , w r ∈ FM n , (r ≥ 0), such that
Note that for w, w
Lemma 2.2
For an integer q ≥ 0 and any word v ∈ FM n , let
Then there exists w 3 ∈ FM n , such that w 1 , w 2 ≥ w 3 , and w 3 begins with a 1 a 2 · · · a n .
Proof. We will prove the first case, the second case can be proved similarly. Recall that
First, assume there exists an integer p such that 0 ≤ p ≤ q and i + k − p(k + 1) ≡ l mod n for some 0 ≤ l ≤ n − k. Let p be the smallest such number. Then
So w 1 ≥ w 3 . In case p = 0, clearly w 3 = w 2 and thus w 2 ≥ w 3 . So the result follows. In case p = 0, by the minimality condition, for all 0 ≤ p ′ < p we have i + k − p ′ (k + 1) ≡ l mod n for some n − k + 1 ≤ l ≤ n − 1. Since b j a j−1 = a j+1 b j+1 and c j a j+1−(k+1) = a j+k c j+k , we can successively apply the transformations
So w 2 ≥ w 3 and we have proved the statement.
Second, assume no p as above exists. One can now apply the calculation in (8) for the number p = q + 1 and this shows that w 2 ≥ w 3 . It it is easily seen that in this case w 3 = w 1 and thus the result is proved.
Theorem 2.3
Each element a ∈ S n can be uniquely written as a product
Proof. We will apply the diamond lemma [8, Theorem 10.4 .1] to the reduction system T = {(w ϕ , y ϕ )}, where w ϕ , y ϕ ∈ FM n are such that w ϕ gets mapped to y ϕ by one of the transformations (1)-(7). The partial order ≤ defined above is compatible with the structure of FM n and satisfies the descending chain condition. It is clear that y ϕ < w ϕ for every element of T , thus T is reduction-finite.
To prove the result, we need to verify that all ambiguities of T are resolvable.
Let w, w 1 , w 2 ∈ FM n such that w ≻ w 1 and w ≻ w 2 . We should show that there exists w 3 ∈ FM n such that w 1 , w 2 ≥ w 3 . We know that w = a i 1 a i 2 · · · a im ,
where a i 1 , . . . , a im ∈ {a 1 , . . . , a n } and
Note that if x + y < l + 1 or l + p < x + 1, then applying g to the subword a i l+1 · · · a i l+p of w 1 and f to the subword a i x+1 · · · a i x+y of w 2 we obtain the same word w 3 and w 1 ≻ w 3 and w 2 ≻ w 3 .
If x + y ≥ l + 1 and l + p ≥ x + 1, we say that the subwords a i x+1 · · · a i x+y and a i l+1 · · · a i l+p of w overlap. We will study all possible overlaps between subwords of the forms
Note that overlaps of subwords of the form (α) and (β) are dealt with in [4, Theorem 2.1]. Note also that not all kinds of subwords can overlap, and that for overlaps with the subword a 1 · · · a n at the beginning of words of type (ζ),(η),(θ),(ι), the verification that the ambiguity is resolvable is immediate.
The remaining cases to consider are overlaps of the following form, the pairs in square brackets can be verified in a manner analogous to the pair preceding the bracket:
where the notation (♦, ♥) means that the ending letter(s) of a subword of the form ♦, overlap(s) with the beginning letter(s) of a subword of the form ♥, as well as
where the notation (♠, ♣) means that the ending letter(s) of a subword of the form ♠, overlap(s) with the beginning letter(s) of a subword beginning just after the end of the subword v in a subword of the form ♣.
Case 1: Overlaps of the form (α, δ), [(δ, α)]. We apply t i to the subword of type α to get w 1 and we apply h i−1 to the subword of type δ to get w 2 . We have
Applying a sequence of transformations r, we get
Then either
Case 2: Overlaps of the form (β, δ). We apply r j,m to the subword of type β to get w 1 and we apply h n to the subword of type δ to get w 2 . We have
,0 , we get
Case 3: Overlaps of the form (δ, β). Here there are two possibilities: (a) a i−k = a 1 . We apply h 1+k to the subword of type δ to get w 1 and we apply r 1−k,m to the subword subword of type β to get w 2 .
If m = 1, applying a sequence of transformations r, we get
Applying a sequence of transformations r, followed by h 1+k , followed by a sequence of transformations r, we get
If m = 1, applying a sequence of transformations r followed by e 1,1,0 , we get
We apply h i to the subword of type δ to get w 1 and we apply r i−k,m to the subword of type β to get w 2 .
. Applying a sequence of transformations r, we get
.
If i = 1, applying a sequence of transformations r, followed by h i , followed by a sequence of transformations r, we get
If i = 1, applying a sequence of transformations r, followed by e 1,1,0 , we get
Case 4:
Overlaps of the form (δ, δ). We apply h i to a subword of type δ to get w 1 and we apply h i ′ to the other subword of type δ to get w 2 . We have
If i = 1, applying a sequence of transformations r, we get
If i = 1, applying t 2 , we get
and applying a sequence of transformations r, we get
Case 5: Overlaps of the form (ζ, α) ,[(η, δ)]. We apply d i,v,q to the subword of type ζ to get w 1 and we apply t i ′ to the subword of type α to get w 2 . We have
Applying u i+k,v,q , we get
Case 6: Overlaps of the form (ζ, β),
We apply d i,v,q to the subword of type ζ to get w 1 and we apply r j,m to the subword of type β to get w 2 . We have
. There are two possibilities.
Applying a sequence of transformations r and d i,a 2 ···anv,q , we get
If m = 1, this is solved in the same way as (a). If m = 1, we use the facts that a i+k−k−q(k+1) = a 2 and a 3 · · · a n = a i+1−q(k+1) · · · a i−2−q(k+1) = b i−q(k+1) and applying u i+k,v,q , we get
Case 7: Overlaps of the form (ζ, δ), [(η, α)]. We apply d i,v,q to the subword of type ζ to get w 1 and we apply h i−1−q(k+1) to the subword of type δ to get w 2 . We have
Applying u i+k,v,q+1 , we get
Applying a sequence of transformations r we get
Case 8: Overlaps of the form (θ, α), [(ι, δ)]. We apply s i,v,q to the subword of type θ to get w 1 , and we apply t i ′ to the subword of type α to get w 2 . We have
We have
Case 9: Overlaps of the form (θ, δ), [(ι, α)]. We apply s i,v,q to the subword of type θ to get w 1 , and we apply h i−1−q(k+1) to the subword of type δ to get w 2 . We have
Case 10: Overlaps of the form (α, ζ), [(δ, η)]. We apply d i,v,q to the subword of type ζ to get w 1 and we apply t i ′ to the subword of type α to get w 2 . There are two kinds of overlap, the first kind is as follows:
Applying h i followed by a sequence of transformations r, we get
Here v = a n+1 · · · a i . Thus
By Lemma 2.2, there exists w 3 ∈ FM n such that w
Case 11: Overlaps of the form (α, η), [(δ, ζ)]. We apply e i,v,q to the subword of type η to get w 1 and we apply t i+k+1 to the subword of type α to get w 2 . There are two kinds of overlap. We consider the first kind of overlap, the second kind, as in case 10, can be solved similarly. We have
Applying s i+k+1,v ′ ,1 , we get
Case 12: Overlaps of the form (α, θ), [(δ, ι)]. We apply s i,v,q to the subword of type θ to get w 1 and we apply t i ′ to the subword of type α to get w 2 . There are two kinds of overlap. We consider the first kind of overlap, the second kind, as in case 10, can be solved similarly. We have
By Lemma 2.2, there exists w 3 ∈ FM n such that w 1 , w
Case 13: Overlaps of the form (α, ι), [(δ, θ)]. We apply u i,v,q to the subword of type ι to get w 1 and we apply t i+1 to the subword of type α to get w 2 . There are two kinds of overlap. We consider the first kind of overlap, the second kind, as in case 10, can be solved similarly. We have
Case 14: Overlaps of the form (β, ζ). We apply d i,v,q to the subword of type ζ to get w 1 and we apply r j,m to the subword of type β to get w 2 . There are two kinds of overlap. We consider the first kind of overlap, the second kind, as in case 10, can be solved similarly. We have
Applying h i and a sequence of transformations r, we get
Case 15: Overlaps of the form (β, η). We apply e n−k,v,q to the subword of type η to get w 1 and we apply r j,m to the subword of type β to get w 2 . There are two kinds of overlap. We consider the first kind of overlap, the second kind, as in case 10, can be solved similarly. We have w = a 1 · · · a n vc n−k c n−k−(k+1) · · · c n−k−q(k+1) a n−k−k−q(k+1) = η, e n−k,v,q : w 1 a 1 · · · a n v ′ β, r j,m : w 2 a j a m−1 1 a 1 · · · a n−1 a n a n+k · · · a n−3k c n−k−(k+1) c n−k−2(k+1) · · · c n−k−q(k+1) a n−k−k−q(k+1) .
,1 , we get
Case 16: Overlaps of the form (β, θ). We apply s i,v,q to the subword of type θ to get w 1 and we apply r j,m to the subword of type β to get w 2 . There are two kinds of overlap. We consider the first kind of overlap, the second kind, as in case 10, can be solved similarly. We have
Case 17: Overlaps of the form (β, ι). We apply u n,v,q to the subword of type ι to get w 1 and we apply r j,m to the subword of type β to get w 2 . There are two kinds of overlap. We consider the first kind of overlap, the second kind, as in case 10, can be solved similarly. We have w = a 1 · · · a n va n c n c n−(k+1) · · · c n−q(k+1) a n−k−q(k+1) = ι, un,v,q: w 1
c n c n−(k+1) · · · c n−q(k+1) a n−k−q(k+1) .
Applying a sequence of transformations r followed by e n,a 2 ···anv ′ a j a m−1 1
,q , we get
Case 18: Overlaps of the form (ζ, ζ), [(η, η)]. We apply d i,v,q to a subword of type ζ to get w 1 , and we apply d i ′ ,v ′ ,q ′ to the other subword of type ζ to get w 2 . There are two kinds of overlap. We consider the first kind of overlap, the second kind, as in case 10, can be solved similarly. We have
Without loss of generality, it is assumed that the subwords a 1 · · · a n at the beginning of the two words of type ζ coincide. We have
Case 19: Overlaps of the form (ζ, η), [(η, ζ)]. We apply e i,v,q to the subword of type η to get w 1 and we apply d i+(q ′ +1)(k+1),v ′ ,q ′ to the subword of type ζ to get w 2 . There are two kinds of overlap. We consider the first kind of overlap, the second kind, as in case 10, can be solved similarly. We have
Without loss of generality, it is assumed that the subwords a 1 · · · a n at the beginning of the word of type η and at the beginning of the word of type ζ coincide. We have
Case 20: Overlaps of the form (ζ, θ), [(η, ι)]. We apply s i,v,q to the subword of type θ to get w 1 and we apply d i ′ ,v ′ ,q ′ to the subword of type ζ to get w 2 . There are two kinds of overlap. We consider the first kind of overlap, the second kind, as in case 10, can be solved similarly. We have
Without loss of generality, it is assumed that the subwords a 1 · · · a n at the beginning of the word of type θ and at the beginning of the word of type ζ coincide. We have
Applying u i ′ +k,v ′ ,q ′ , we get
Case 21: Overlaps of the form (ζ, ι), [(η, θ)]. We apply u i,v,q to the subword of type ι to get w 1 and we apply d i+q ′ (k+1)+1,v ′ ,q ′ to the subword of type ζ to get w 2 . There are two kinds of overlap. We consider the first kind of overlap, the second kind, as in case 10, can be solved similarly. We have
Without loss of generality, it is assumed that the subwords a 1 · · · a n at the beginning of the word of type ι and at the beginning of the word of type ζ coincide. We have
Applying u i+(q ′ +1)(k+1),v ′ ,q ′ +1+q , we get
Case 22: Overlaps of the form (θ, ζ), [(ι, η)]. We apply d i,v,q to the subword of type ζ to get w 1 and we apply s i ′ ,v ′ ,q ′ to the subword of type θ to get w 2 . There are two kinds of overlap. We consider the first kind of overlap, the second kind, as in case 10, can be solved similarly. Let w 0 = a 1 · · · a n . We have
Without loss of generality, it is assumed that the subwords w 0 = a 1 · · · a n at the beginning of the word of type ζ and at the beginning of the word of type θ coincide. We have
Applying h i and and a sequence of transformations r, we get
Case 24 : Overlaps of the form (θ, θ), [(ι, ι)]. We apply s i,v,q to a subword of type θ to get w 1 , and we apply s i ′ ,v ′ ,q ′ to the other subword of type θ to get w 2 . There are two kinds of overlap. We consider the first kind of overlap, the second kind, as in case 10, can be solved similarly. Let w 0 = a 1 · · · a n . We have w = a 1 · · · a n va Without loss of generality, it is assumed that the subwords w 0 = a 1 · · · a n at the beginning of the two words of type θ coincide. We have We have
Recall that if R is a finitely generated algebra over a field K, with a set of generators a 1 , . . . , a n , and π : K x 1 , . . . , x n −→ R is the unique homomorphism from the free algebra K x 1 , . . . , x n to R such that π(x i ) = a i , for all i, and we have a fixed order on the free monoid FM n = x 1 , . . . , x n compatible with the multiplication in FM n , then R is an automaton algebra with respect to the presentation π and the fixed order on FM n if and only if the ideal I of FM n consisting of all leading monomials of elements of ker(π) is a regular language. A set of elements of FM n is a regular language if it is obtained from a finite subset of FM n by applying a finite number of operations of union, multiplication and operation * , defined by T * = i≥1 T i , for T ⊆ FM n . Multiplication means multiplication of non-empty subsets of FM n : if A and B are non-empty subsets of FM n , then AB = {ab | a ∈ A and b ∈ B}. For example, {x 1 , x 2 }x * 3 = {x 1 x i 3 | i ≥ 1} ∪ {x 2 x i 3 | i ≥ 1} and this is a regular language. Note that FM n is a regular language because FM n = {1, x 1 , x 2 , . . . , x n } * . The set N(R) = FM n \I is called the set of normal words of R, with respect to the given presentation of R and the fixed order on FM n . By [16, Lemma of page 96], I is a regular language if and only if N(R) is a regular language.
Let H be a subgroup of Sym n that contains (1, 2, . . . , n) as a normal subgroup of index 2, where n > 3. We denote S n (H) by S n . An easy consequence of Theorem 2.3 is the following result.
Theorem 3.1 Let K be a field. Then K[S n ] is an automaton algebra with respect to the given presentation of S n and the length-lexicographical order ≪ on FM n generated by a 1 ≪ a 2 ≪ · · · ≪ a n . (Here we use the same notation for the generators of FM n and those of S n ).
Proof. For w ∈ FM n , we define w * = {w i | i ≥ 0}. By Theorem 2.3, the set of normal words of the algebra K[S n ] is N(K[S n ]) = a * and K[G n ] has only trivial units, there exist λ 1 , λ 2 ∈ K and w 1 , w 2 ∈ zS n ∪ {1}, such that 1 + α = λ 1 w 1 and 1 + β = λ 2 w 2 and λ 1 λ 2 w 1 w 2 = 1. Hence w 1 w 2 = 1. Because S n only has trivial units, we obtain that w 1 = w 2 = 1 and α = λ 1 w 1 − 1 = (λ 1 − 1) · 1.
Hence λ 1 = 1, and α = 0.
The proof of the following two results is as the proof of Lemma 2.5 and Proposition 2.6 of [4] .
Lemma 3.5 P = a 1 a 2 · · · a n S n is a prime ideal of S n . Moreover, every prime ideal Q of K[S n ] such that Q ∩ S n = ∅ contains P . 
