Let A A be an Abelian category of finite homological dimension in which i Ž . w x all Ext A, B are finite sets. One can, following C. M. Ringel R1᎐R3 , A A Ž . associate to A A an algebra R A A , a version of the Hall algebra construction. Its structure constants are suitably normalized numbers of short exact Ž . sequences. Ringel has shown that in the case A A s Rep ⌫ , the category
Ž . with the ''nilpotent'' subalgebra U n in the q-quantization U g of thesemisimple Lie algebra corresponding to ⌫. This discovery has led to w x several substantial advances in quantum group theory Lu1 . He has also Ž . w x shown how to put an algebra structure on the space
The idea of extending the Hall algebra formalism to triangulated cateb Ž . gories such as the derived category D A A , seems to have been voiced by several people independently. It appears naturally if one tries to find a Ž . Ž . construction of the full quantum group U g in terms of A A s Rep ⌫ . q F q b Ž . Indeed, various Abelian subcategories in D A A obtained from A A by repeated application of derived Bernstein ᎐Gelfand᎐Gelfand reflection w x Ž . functors GM and the Hall algebras of these subcategories look temptingly similar to Borel subalgebras b w ; g obtained from b q by action of elements of the Weyl group. Unfortunately, a direct mimicking of the Hall algebra construction, but with exact triangles replacing exact sequences, fails to give an associative multiplication, even though the octohedral axiom looks like the right tool to establish the associativity. One way to get w x around this difficulty is, as it was done in X1 , to ''amalgamate'' the Ž . b Ž . associative Hall algebras of various Abelian subcategories in D A A , but Ž . it seems to be not clear whether the resulting algebra is indeed U g nor q that it is a Hopf algebra at all.
Ž . The aim of the present paper is to exhibit an algebra L A A which, although defined in terms of A A, is invariant under derived equivalences and can be thus called the ''Hall algebra of the derived category.'' We call Ž . L A A the lattice algebra of A A. Its construction was suggested by the fact Ž . Ž q . that U g can be obtained from the Hopf algebra U b by the DrinfeldŽ . double construction, while the Hopf algebra structure on B A A can be described in purely categorical terms, as follows from the recent work of w x Ž w x . Green Gr see X2, Kap . However, it turned out that it is not the b Ž . Drinfeld double which appears naturally in the study of D A A , but rather w x the so-called Heisenberg double of AF, ST . In fact, one can find counterparts in Hopf algebra theory of several different versions of derived categories, as shown in the following table:
Categories related to Algebras related to the Ž .
Abelian category A A
Hopf algebra ⌶ s B A A wy 1, 0x Ž . Ž . D A A , the category of Z-graded HD ⌶ , the Heisenberg double complexes situated in degree 0, y1 b Ž .
Ž . D A A , the standard bounded derived L A A , the lattice algebra category Ž2. Ž .
Ž . D A A , the category of 2-periodic DD ⌶ , the Drinfeld double Ž . Z r 2-graded complexes wy1, 0x Ž .
Ž . The relation of D A A to the Heisenberg double of ⌶ s B A A is the Ž . easiest to understand: the commutation relations in HD ⌶ involve certain products of the structure constants for the multiplication and comultiplication in ⌶, and they can be interpreted as numbers of some 4-term exact wy1, 0x Ž . sequences in A A, which are obviously related to exact triangles in D A A . Ž .
w Ž .x The algebra L A A is obtained by taking one copy of C K K A A and 0 Ž . infinitely many copies of R A A , one for each site of an infinite 1-dimensional lattice and then imposing Heisenberg double-type commutation Ž . relations between copies of R A A at adjacent sites and oscillator relations of the form AB s BA, g R, between basis vectors of non-
adjacent copies. This algebra is similar to the ''lattice Kac᎐Moody algew x bras'' of AFS . The reason for taking an infinite lattice is clear: the nth Ž . w x copy of R A A , n g Z, corresponds to the Abelian subcategory A A n ; b Ž . D A A .
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HEISENBERG DOUBLES FOR HALL᎐RINGEL ALGEBRAS
Ž .
1.1 The Heisenberg Double. Let ⌶ be a Hopf algebra over C. We denote by ⌬ : ⌶ ª ⌶ m ⌶, ⑀ : ⌶ ª C, S: ⌶ ª ⌶ the comultiplication, the counit, and the antipode of ⌶, respectively. For x g ⌶ let r : ⌶ ª ⌶ be the operator of right multiplication by x, i.e.,
x Ž . r y s yx, and let D : ⌶* ª ⌶* be the dual to r , i.e., for f g ⌶* the
gives an embedding of algebras D: ⌶ ª End ⌶* .
For f g ⌶* let l : ⌶* ª ⌶* be the operator of left multiplication by f f Žwith respect to the algebra structure on ⌶* defined by the map dual . Ž . to ⌬ , i.e., l s f. Again, we get an embedding of algebras l:
Ž . Ž . The Heisenberg double HD ⌶ is defined as the subalgebra in End ⌶* Ž . Ž . w x generated by the images D ⌶ and l ⌶* . It is known ST that the map
is an isomorphism of vector spaces. Thus to describe the structure of Ž . HD ⌶ completely, it is enough to explain how to bring a product D l to x f a linear combination of products of the form l D . We will do this in the g y w x coordinate-dependent language, following Kas .
Ä 4 Ä i 4 Ž . Let e , i g I, be a basis of ⌶ and e be the dual topological basis of i ⌶*. Introduce the structure constants for the multiplication and comultiplication with respect to our basis: Ž . In view of this proposition we will regard HD ⌶ as an abstract algebra generated by symbols Z , Z i , i g I subject to the relations
Ž . Note that HD ⌶ is not a Hopf algebra.
Ž .
1.2 Heisenberg Double with Respect to a Hopf Pairing. It is convenient to introduce a version of the above formalism which avoids dualizing possibly infinite-dimensional spaces. More precisely, let ⌶ and ⍀ be Hopf algebras. A Hopf pairing of ⌶ and ⍀ is a bilinear map : ⌶ = ⍀ ª C satisfying the conditions
The conditions 1.2.1 ᎐ 1.2.2 simply mean that the multiplication and the comultiplication are conjugate with respect to the pairing. We did not include here any conditions on the antipodes since we will not need them.
If is a Hopf pairing of ⌶ and ⍀, we define the Heisenberg double Ž . HD ⌶, ⍀, associated to to be the tensor product ⍀ m ⌶ with the C Ž . multiplication given as follows: First, both ⍀ realized as ⍀ m 1 and ⌶ Ž . realized as 1 m ⌶ are required to be subalgebras. Second, for g ⌶, g ⍀ we impose the condition 
x makes H A A into an associative algebra with unit 1 s 0 , see R1᎐R3 . This algebra is called the Hall algebra of A A. Ž .
Ž . extends uniquely because of the behavior of Ext in exact sequences to a Ž . Ž . bilinear form K K A A m K K A A ª R* known as the Euler form. We will 0 0 ² : ² : often write just A, B for A, B , if A, B are objects. The symmetrization of the Euler form will be denoted by
The twisted multiplication ² :
Ž . is still associative. We will denote R A A and call the Ringel algebra of A A Ž . the same vector space as H A A but with ) as multiplication.
Ž
. w x 1.3.5 Remark. It was C. M. Ringel R3 who first drew attention to Ž . the particular twist 1.3.4 . More generally, one can twist by any bilinear Ž . form on K K A A , and the associativity will still be preserved. In fact, several 0 w
x such twists were used in earlier papers by G. Lusztig Lu2᎐Lu3 , without Ž . specially distinguishing the Euler form 1.3.2 .
Ž . We will call B A A the extended Ringel algebra of A A.
Assume now that A A satisfies two additional conditions. First, any object i Ž . of A A has only finitely many subobjects. Second, Ext A, B s 0 for all A A A, B and all i ) 1. We will state the second condition by saying that the Ž . homological dimension of A A is less or equal to 1 and write hd A A F 1. The w x w x next statement follows from results of Green Gr ; see X1, Kap for a detailed deduction.
. Ž . 1.3.7 THEOREM. B A A is a Hopf algebra with respect to the comultiplication gi¨en on generators by . . Ž Ž . Proof. We need to prove the equality 1.3.1 the other equality 1.3.2 . will then follow by symmetry . In other words, we need to prove that
To prove this, notice that the left hand side is 
Ž . thus, the Z , together with the K , form a copy of B A A inside Heis A A , w x ment, with its proof, is an adaptation of Proposition 6.2.12 from Kap which, however, used a more cumbersome approach.
. Ž . 1.5.3 PROPOSITION. We ha¨e the following equalities in Heis A A :
Proof. By 1.3.4 and the definition of the Z , we have
Further, for any three objects A, B, C let E E C be the set of exact
Notice now that Ž . be the Ith part of the disjoint union 1.5.6 . Then, by taking all the above equalities into account, we find
M, I, N
Ž . and to get the claimed equality 1.5.4 , it remains to notice that I s B y M M N Ž . Ž . once F F I / л. The equalities 1.5.5 are obtained in a straightforward
A B
way. The proposition is proved.
2. HEISENBERG DOUBLES AND TILTING
. We denote by
For any triangulated category D D and any morphism f :
Ž . Let us say that A A has homological dimension d and write hd
ⅷ isomorphic to the complex H A formed by the cohomology of A and equipped with zero differential.
This proposition is interesting for us because it gives a very explicit b Ž . description of D A A as a category. Indeed, given any two complexes
In other words, a morphism f :
is the same as a sequence of
. quel including the proof of 2.1.2 we will use this notation for the components of a morphism.
x. Exercise I.18 . A simple argument is to show by induction that any bounded complex is quasi-isomorphic to the sum of its last cohomology object and its canonical truncation just below this object. Here we include, for completeness sake, a different proof which does not use induction and b Ž . so is applicable not just to D A A but also to other types of derived Ž . categories unbounded, periodic, etc. .
defining the cohomology H s H A . This sequence implies that H , Ž .
Hom
Cone . Note that has only Hom-components s : I¨K .
w x Hom Note also that s ␦ y1
. Indeed, the latter map is just the boundary Ž . homomorphism in the long cohomology sequence of 2.1.5 , and this w x Ext homomorphism is straightforwardly found to be . As to ␦ y1 , it is Ž . the class of the extension 2.1.4 and may well be non-zero. However, the situation is saved by the following fact.
There exists an automorphism W of K , 0 in the w x deri¨ed category such that W␦ y1 s .
The lemma implies our proposition by the axiom TR2 of triangulated Ž . categories a commutative square extends to a morphism of triangles .
Ž .
Proof of the Lemma. Since hd A A s 1 and is injective, the restriction map
Hom ␦ y1 . Now define W: K , 0 ª K , 0 to have the components W Ext Ž s Id and W s yw . Then W is an isomorphism since it is given with ⅷ yi w x. respect to the decomposition K s [K i by a triangular matrix with w x identities on the diagonal. One immediately sees that W␦ y1 s , since the Ext-terms in the composition will cancel. The lemma and Proposition Ž .
This condition is satisfied for equivalences w x given by the so-called tilting modules Ha .
From now on we assume that all the Abelian categories we consider have homological dimension less than or equal to 1 and satisfy all the finiteness conditions of Section 1. Thus, for any such category A A we have Ž .
Ž . the Hopf algebra B A A and its Heisenberg double Heis
Because of two plus signs in the exponents, this quantity does not descend to the Grothendieck group. Ž . ⅷ Let us associate to any object complex with zero differential A s y1 w
A A the following element of Heis A A :
Now we can formulate the main result of this section.
Before starting the proof, we do some preliminary work in the next subsection.
Ž .
2.4 Counting Exact Triangles. If G is a finite group acting on a finite < < < < set X, we will call the ratio X r G the orbifold number of elements of X 
with zero differentials , we denote by ␥ the orbifold number of long
particular case when these numbers can be easily compared.
and this is equal to 2.4.5
:
Ž . Of course, any such triangle gives rise to a sequence of the form 2.4.4 , but the correspondence is not bijective.
Ž
. More precisely, let us fix : B ª A. By 2.1.2 , in order that a triangle Ž
. w x 2.4.6 with the boundary map 1 exists, it is necessary and sufficient that Ž . Ž . Ker , M, Coker , N. If satisfies this property, then the axiom Ž . TR2 of triangulated categories implies that a triangle 2.4.6 can be constructed uniquely modulo an isomorphism of triangles identical on A w x and B 1 . Such an isomorphism is the same as just an automorphism of 
Ž .
A
Its injectivity is clear from the behavior on basis vectors, so the main task is to prove that F# is an algebra homomorphism, i.e., that
The proof will be done in two steps. The first is given in the next proposition.
The second step is to deduce the general case from these particular cases. Let us first explain how this is done and then prove Proposition Ž . 2.5.3. Namely, by 2. 
1 0 1 0 as claimed.
We now prove Proposition 2.5.3 by considering all four possibilities for i, j.
Then F# AЈ s Z and F# AЉ s Z . Since F is an embedding of an Ž .
Ž w x. y y1 ² : y 1 we have g s g . By our definition, F# AЈ s Z K BЈ, BЈ , AЈAЉ BЈBЉ BЈ BЈ Žw x. and similarly for F# AЉ . Therefore
Here we used the fact that B s BЈ q BЉ whenever g / 0. 
which is the same as the previous quantity once we recall that 
It is clear from these relations that the rule 
Here and elsewhere in the paper all infinite tensor products of algebras are understood in the restricted sense: almost all factors in any decomposable tensor are required to be 1. We will refer to an element explicitly realized as the value on on some tensor, as being brought to the normal form.
Proof. The map is clearly surjective. To see the injectivity, we need to establish the following two lemmas.
Ž
. A, B, C g A A and m 
LEMMA. For any
Žmq1 . Žm. Žmy1. M N Ž m. Žmq1. Žy1. Ž m y 1 . ² : Z Z Z s ␥ ByM,MyN Z Z K Z Ý A B C A B M N B y M C M,N y 1 y 1 M N ² : < s ␥ B y M , M y N иC B y M N,C Ž . Ž . Ý A B M, N Ž m. Žmy1. Žmq1. Žy1. mq1 =Z Z Z K M C N ByM M N P Q ² : ² : s ␥ ␥ CyP, PyQ и ByM, MyN Ý A B M C M, N , P , Q y1 y1 < < и C B y M N,C CyP N Ž . Ž . Ž . Ž m y 1 . Žm. Žmq1. Žy1. m Žy1. mq1 =Z Z Z K K , P Q N C y P ByM while the other is 3.2.6 Ž . m Žmq1 . Žm. Žmy1. BC Ž mq1. Žmy1. Žm. Žy1. ² : Z Z Z s ␥ CyP,PyU иZ Z Z K Ý B C PU A P U CyP P,U y 1 BC ² : < s ␥ C y P , P y U A P Ž . Ý PU P , U Ž my1. Žmq1. Žm. Žy1. m =Z Z Z K P A U C y P y 1 BC Q N ² : < s ␥ ␥ C y P, P y U A P Ž . Ý PU AU P , U, Q, N Ž my1. Žm. Žmq1. ² : =U y Q , Q y N Z Z Z P Q N Ž y 1 . m Ž y 1 . m q 1 = K K .
C yP UyQ
Let us start to compare these two expressions. Our first remark is that the ␥-quantities coincide.
Ž . 3.2.7 LEMMA. For any A, B, C, P, Q, N g A A we ha¨e the equality Notice further that whenever a summand in any of the two sums in Ž . 3.2.7 is non-zero, we have the equalities
Ž which are obtained by applying the fact that the Euler characteristic in . the Grothendieck group of a 4-term exact sequence is 0.
Ž . Ž . It follows from 3.2.8 that the ''K '' factors in the end results of 3.2.5 Ž . and 3.2.6 are the same. So it remains to compare the numerical factors given by the values of the Euler form and its symmetrization. We first Ž . compare the angle brackets, by noticing that in virtue of 3.2.8 ,
²
and therefore the ratio of the total bracket contributions in the end results Ž . Ž . of 3.2.6 and 3.2.5 is
Proof of Lemma 3.2.4. The product of Z Ž mq1. and Z Ž m. in any order
A B
gives, when moved through Z Ž n. , the factor
Ž .
Thus it is enough to show that whenever ␥ M N / 0, one has the following 
Ž . Ž .
Ži.
A Basis in L A A .
It is natural to label monomials in the Z A Ž . by isomorphism classes of graded objects of A A, i.e., by isomorphism clasb Ž . ses of objects of D A A which we represent as complexes with zero differential. More precisely, to any graded object A s [ A i gD A A we associate the monomial
was defined in 2.2.1 . The results of the previous subsection give:
This, together with the homological interpretation of the quantities in Ž . Ž . Lemma 3.2.7 , suggests a deeper relation between L A A and the derived b Ž . b Ž . category. More precisely, let F: D A A ª D B B be any equivalence of Ž triangulated categories we assume that both A A and B B satisfy our condi- . tions of finiteness and homological dimension . Then F induces an iso-Ž . Ž . morphism of Grothendieck groups F : K K A A ª K K B B in a standard way.
Our aim in this section is to prove the following result.
Ž .
3.4 THEOREM. If F is an equi¨alence of deri¨ed categories as abo¨e, then the correspondence
Proof. Our analysis is similar to that of 2.3 . Namely, for i g Z let 
The proof of Theorem 3.4 consists basically of checking the relations and it is convenient to first prove the following particular case, generalizing Theorem 2.3.
w x Ž Ž ..
PROPOSITION. For F as abo¨e the rule A ª Z F A defines an
Ž . injecti¨e homomorphism of algebras F#: R
Proof. By an argument similar to Lemma 2.5.5, it is enough to prove the following partial statement.
Ž
. 3.5.1 PROPOSITION. For any i, j g Z and any AЈ g A , AЉ g A A , yi yj Žw x w x. Žw x. Žw x. one has the equality F# AЈ ) AЉ s F# AЈ F# AЉ .
The minus sign is chosen for convenience, because A g A A means that i Ž .
Ž . F A , as a complex, is situated in degree yi .
. Proof of 3.5.1 . We will work out several cases, similar to the proof of Theorem 2.3.
Ž .
w 
which is exactly the same once we recall that 
We can transform the fraction in this expression in the same way as in the Ž . proof of Case 0, 1 of Proposition 2.5.3, getting
Notice that for any non-zero summand we have BЉ y BЈ s M y N. Therefore the last expression equals 
and the argument is finished as in Case 3.
3.5.2
Hom AЈ, AЉ s Ext 1 AЈ, AЉ s Hom AЉ , AЈ
On the other hand, 3.5.2 implies that Ž < . Ž < .
AЈ AЉ s BЈ BЉ s0 and therefore
Proposition 3.5 is proved.
Ž .
3.6 End of the Proof of Theorem 3.4. Let us define a linear operator Ž . Ž . F#: L A A ª L B B by postulating its values on generators to be as stated in the theorem and extending it to products of generators by using the normal form of Proposition 3.2.2. In other words, we put
It is clear that F# is bijective, so we need only to prove that it is an algebra Ž . Ž . Ž . homomorphism, i.e., that it preserves the relations 3.1.1 ᎐ 3.1.4 in L A A .
Ž . Ž . For 3.1.1 it is clear. The preservation of 3.1.2 is the content of Ž . Ž . Ž . Proposition 3.5 . The condition that F# preserves 3.1.3 ᎐ 3.1.4 can be stated after some change of notation as follows:
3.6.2 PROPOSITION. For AЈ, AЉ g A A and q F p y 2 we ha¨e
Before proceeding to prove these statements, let us note the following. Ž . Ž . Ž . 3.6.3 LEMMA. To establish Propositions 3.6.1 ᎐ 3.6.2 in full generality, it is enough to pro¨e them under the assumption that AЈ g A A , AЉ g A A and we have to verify that F# preserved this commutativity. We have Ž pq1.
AЉ BЉ BЉ
and these expressions indeed commute because
and because of the commutation relation of the K 's with the Z's. consider several cases as to the relative position of p q i andj. We which is exactly what we need, once we recall that i y j s q y p q 1 and thus
p q i yj s y1 is treated in a similar way. Theorem Ž . 3.4 is completely proved.
EXAMPLES AND DISCUSSION

Ž .
4.1 Example: The ''Uni¨ersal Co¨er'' of the Quantum Group. Let us illustrate the construction of the lattice algebra on the classical example of w x representations of quivers R1᎐R3 . Let G G be a semisimple simply laced complex Lie algebra and ⌫ be its Dynkin graph. Thus vertices of ⌫ are identified with the simple roots of G G and for two such vertices i / j the entry a of the Cartan matrix of G G is minus the number of edges joining Ž . quantized enveloping algebra of G G. More precisely, U G G is generated by 
Ž . This shows that L A A can be viewed as the ''universal cover,'' or the Ž . Z-periodic version of U G G . Note that the right hand side of the relation q Ž . 4.1.7 is just one summand of the right hand side of the similar relation Ž . Ž . 4.1.3 : informally, in L A A the other summand is still present but pertains Ž . to a different pair of generators. Let us also note the similarity of L A A w x with so-called ''lattice Kac᎐Moody algebras'' of AFS .
4.2 ''Nai¨e'' Lattice Algebras. The compatibility of the relations in Ž . L A A is not quite obvious, in particular because of the oscillator-type Ž . Ž . relations 3.1.4 between copies of R A A associated to non-adjacent lattice Ž . sites. So it may be useful to compare L A A with the following general construction which produces algebras in which such compatibility holds for free.
Let ⌶ , m g Z, be Hopf algebras and : ⌶ = ⌶ ª C be Hopf give the same result. But this easily follows from the coassociativity of ⌬ ⌶ . Proposition 1.5.3 . In particular, for each m the K form a copy of ␣ w Ž .x Ž . C K K A A , but adjacent copies do not commute. Because of this, N A A is 0 not invariant under derived equivalence.
Ž . 4.3 The Bracket-Free Algebra F A A . Most of the trouble in dealing Ž . with the algebra L A A comes from manipulating products of brackets, i.e., the values of the Euler form. So it is tempting to define another, simpler Ž . algebra, by just dropping all these brackets. More precisely, let F A A be the algebra generated by symbols X Ž m. , A g A A, m g Z subject to the 
A B B A
