Abstract. Let Z p denote the ring of all p-adic integers and call
Introduction
Among special functions, the classical hypergeometric series r+1 F r have a long history of investigation in mathematical analysis. They are defined as is the so-called k-th rising power of α, or Pochhammer's symbol. In the last decade, there is a rising interest in studying the arithmetic properties of truncated hypergeometric series, that we denote by the following subscript notation
In 1996, van Hamme [52] gave a list of conjectures concerning p-adic analogs of several formulas of Ramanujan. Later, Rodriguez-Villegas [39] studying hypergeometric families of Calabi-Yau manifolds, discovered (numerically) a number of other supercongruences. Some of them have been proved in [27, 28] where Mortenson, with the help of the Gross-Koblitz formula, determined 2 F 1 α 1 − α 1 1 p−1 modulo p 2 for α ∈ {1/2, 1/3, 1/4, 1/6}. For instance, he showed that for any prime p ≥ 5, where x p is the least non-negative residue of x modulo p, i.e., x p ∈ {0, 1, . . . , p− 1} and x ≡ x p (mod p).
Further results involve the Morita's p-adic gamma function Γ p which is the p-adic analogue of the classic gamma function Γ: we set Γ p (0) = 1 and, for any integer n ≥ 1,
Since N is a dense subset of the p-adic integers Z p with respect to the p-adic norm | · | p , for each x ∈ Z p , we may extend the definition of Γ p as Γ p (x) := n∈N |x−n|p→0
It follows that .
It is worth noting that most of the congruences concerning truncated hypergeometric series modulo p 2 , such as (1.7), can be reduced to some complicated congruences modulo p involving the harmonic numbers. Mao and Pan found that those congruences modulo p can be proved in a unified way by considering the derivatives of original hypergeometric series.
Keeping in mind this approach, we shall investigate the p-adic analogues of various classical hypergeometric identities modulo higher powers of p. For example, setting β = α in (1.7), we get However, in order to obtain a congruence modulo p r+1 , we should evaluate the r-th derivatives of p-adic gamma functions and such computations become quite complicated while the order increases. Here to avoid this tedious task, we managed to establish a general result which has some geometric flavour and is interesting in its own right.
Before giving the statement we introduce a few notions. First, we need to consider the Taylor expansion of function over Z p (cf. [37, Section 5.3] ). Suppose that 0 ≤ r ≤ p − 1 and f (x) : Z p → Z p . We say that f has the Taylor expansion of order r at x = α, if there exist A 1 (α), . . . , A r (α) ∈ Z p such that
for any t ∈ Z p . As we shall see later, since r ≤ p − 1, the coefficient A i (α) is uniquely determined by its modulo p r+1−i for each 1 ≤ i ≤ r. Furthermore, it is not difficult to check that for each s 0 ∈ Z p , we have the Taylor expansion
where
This means that if f has the Taylor expansion at x = α, then it also has at x = α + sp for each s ∈ Z p . Similarly, for a function of several variables f (x 1 , . . . , x n ) over Z n p , we say that f has the Taylor expansion of order r at the point (α 1 , . . . , α n ), provided that
for any t 1 , . . . , t n ∈ Z p , where those A k 1 ,...,kn ∈ Z p . Next, let us introduce the definition of hyperplane in the finite field with p elements F p . For convenience, we identify
is a linear function over F n p with a 1 , . . . , a n are not all zero. Let
can be viewed as a linear function over
Below, for convenience, we always use U L and U L to represent the hyperplanes over F n p and Z n p respectively. The main result of this paper is the following theorem. Theorem 1.1. Suppose that n, r ≥ 1 and p is a prime with
Assume that the function Ψ(x 1 , . . . , x n ) over Z n p has the Taylor expansion of order r at the point (0, . . . , 0), and
In other words, Theorem 1.1 says that if a congruence modulo p r holds over some r hyperplanes of Z n p , then it is also valid over the whole Z n p . So the above statement can be read as: if a congruence is true locally, then it is true globally.
A minor disadvantage of Theorem 1.1 is the requirement (1.11). Actually, motivated by Theorem 2.1, we conjecture that the requirement p > r+1 2 might be weakened to p > r. Of course we can always verify each congruence for those primes p ≤ r+1 2 via numerical computations. Let us briefly describe our strategy to prove congruence (1.9) by using Theorem 1.1. First, we construct a function ψ(x, y, z), which is 3-differentiable over (pZ p ) 3 , such that (1.9) is equivalent to
where s 0 = (α + −α )/p. Next, by applying Dixon well-poised sum formula, we can show that ψ(0, sp, tp) = ψ(rp, 0, tp) = ψ(rp, sp, 0) = 0 for each r, s, t ∈ Z p . Since {U x , U y , U z } is admissible over Z 3 p , in view of Theorem 1.1, we get the desired result.
The paper is organized as follows. In the next section, we will discuss a preliminary result for one-variable functions. Then, in the third section, with the help of Schwartz-Zippel lemma, we prove Theorem 1.1 which involves multi-varibale functions. Since the existence of the Taylor expansion in Z p is crucial tool to ensure the successful application of Theorem 1.1, in Section 4 we discuss the Taylor expansions of rational functions and of the p-adic gamma functions. In the remaining sections, we will provide various applications of Theorem 1.1 by establishing several p-adic analogues of hypergeometric identities.
The one-variable case
Theorem 2.1. Let p be a prime. Assume that 1 ≤ r ≤ p and ψ(x) is a function over Z p with the following Taylor expansion of order r − 1 at x = 0:
for every s ∈ Z p . Furthermore, for each 1 ≤ k ≤ r − 1, we have
Proof. According to the Taylor expansion of ψ(x),
Since the Vandermonde determinant is 1 a 1 a
we find that
and, for each 1 ≤ k ≤ r − 1,
Thus (2.1) immediately follows from (2.3), (2.4) and the Taylor expansion of ψ.
According to Theorem 2.1, the p-adic Taylor expansion of a function over Z p is unique in the following sense.
Corollary 2.1. Let p be a prime and 1 ≤ r < p. Suppose that the function ψ(x) over Z p has two forms of Taylor expansion at x = α:
Proof. Now the zero function has the Taylor expansion
With help of Theorem 2.1, we now present a short proof of (1.4). Assume that f (x) is a polynomial over Z p . It is straightforward to verify that for each 1 ≤ r ≤ p − 1 and a ∈ Z p , f (x) has the Taylor expansion
where f (k) denotes the formal derivative of order k of f (x). Let a = −α p and let
Clearly ψ is a polynomial over Z p , and, by the Chu-Vandemonde identity, it is easy to show that
According to Theorem 2.1 with a 1 = 0 and a 1 = 1, we have
for each s ∈ Z p . In particular, setting s = (α + a)/p, we get (1.4). Furthermore, by (2.2), for each s ∈ Z p we have
Note that, for each k ≥ 1,
It follows from (2.7) that
In particular, for d ∈ {3, 4, 6}, and for each prime p > 3, we have
where χ d denotes the unique non-trivial character modulo d, and
3. The multi-variable case and the proof of Theorem 1.1
In order to prove Theorem 1.1, we need to reduce the multi-variables function to a one-variable function.
Suppose that v 1 , . . . , v n , c 1 , . . . , c n ∈ F p and at least one of v 1 , . . . , v n is non-zero.
for each 1 ≤ i ≤ r, and
Proof. For each 1 ≤ i ≤ r, let
and
Since L i is linear, it is easy to see that
is a polynomial of degree 1. Let
Evidently f is a polynomial over
. We need the Schwartz-Zippel lemma as follows (cf. [17, Theorem 6.13]):
, by the Schwartz-Zippel lemma, it follows that
and we find that there exists (
.
imply that t i = t j and therefore the intersection points are distinct and we are done.
Proof of Theorem 1.1. Recall that τ p (x) = x p is the natural homomorphism from
Our first claim is the following:
where t 1 , . . . , t r ∈ F p are distinct. Without loss of generality, we may assume that
for each 1 ≤ i ≤ r, and by applying Theorem 2.1, we find that
for any t ∈ Z p . In particular,
and our claim is proved.
It remains to show that if (s
We arbitrarily choose v :
Since p ≥ 2r − 1, we may find distinct t 1 , . . . , t r ∈ F p so that, for each 1 ≤ i ≤ r,
By the previous claim, for 1
Let
Then Ω(a i p) ≡ 0 (mod p r ) for 1 ≤ i ≤ r, and, again by Theorem 2.1,
for any t ∈ Z p . In particular
4. The Taylor expansions of rational functions and of the p-adic gamma function
denote the ring of all polynomials whose coefficients lie in Z p . The next lemma shows the existence of the Taylor expansions of rational functions.
Then the rational function P (x)/Q(x) has the Taylor expansion of order r at x = α for each r ≥ 1.
Proof. It suffices to prove that 1/Q(x) has the Taylor expansion of order r at x = α.
Remark. In fact, if Q(α) ≡ 0 (mod p), then it is not hard to verify that f (x) = P (x)/Q(x) has the Taylor expansion at x = α,
The Taylor expansion of p-adic gamma function is a little bit more involved. First, let us expand Γ p (x) at x = 0. Proof. We define the p-adic exponent function exp p and logarithm function log p by
By a straightforward calculation, we verify that
On the other hand, by [37, Theorem, p. 376]), for any t ∈ Z p ,
where pλ k ∈ Z p for each k ≥ 0. In fact, it is known (cf. [37, Lemma, p. 378] ) that λ n ∈ Z p unless 2n > 0 is divisible by p − 1. Hence, it follows that
In particular, we set H (0)
Lemma 4.3. Let p be prime and r ≥ 1. Suppose that n, m are positive integers with n ≡ m (mod p r ). Then for any 1 ≤ s ≤ p − 2,
Proof. Without loss of generality, we may assume that m ∈ {1, 2, . . . , p r }, i.e., m = p r − −n p r . Let g be a primitive root of p r . Then
Hence, by letting l = (n − m)/p r , we find
We need a few more notations. For each non-negative integer h, the elementary symmetric polynomial is defined as
and the power sum symmetric polynomial is
Finally, (4.3) is obtained from (4.2) by applying the classical Newton-Girard formula
Lemma 4.4. Let p be prime and r ≥ 1. Suppose that n, m are positive integers
Proof. Assume that n + m + 1 = hp r . According to (4.4) and (4.2), we have
Since s is odd,
We conclude this section by showing the existence of the Taylor expansions of the p-adic gamma function.
Theorem 4.1. For each α ∈ Z p and 1 ≤ r ≤ p − 3, the p-adic gamma function has the Taylor expansion of order r at x = α. In particular, we have
Therefore, by (4.3),
and we are done.
5. The Dixon type 3 F 2 supercongruence modulo p
3
The Dixon well-poised sum formula [3, Theorem 3.4.1] asserts that
The next theorem is a p-adic analogue of (5.2).
Theorem 5.1. Suppose that p is an odd prime and α ∈ Z × p . Let s = (α+ −α p )/p, and
Then the following congruence holds modulo p 3 ,
Let a = −α p . According to our assumptions, a is even and a < 2p/3. Let
Clearly the congruence provided that at least one of r, s, t is zero.
Proof. First, we shall prove that
for each s, t ∈ Z p . In fact, we may assume that sp, tp ∈ Q \ Z, i.e., both s and t are non-integral rational number. For each m ≥ 1 and x ∈ Z p , let Thus it suffices to show that Ψ(0, s m p, t m p) = 0 for each m ≥ 1. Of course, 1/(1 + p m ) in (5.6) can be replaced by c/(c + dp m ) for arbitrary c, d ∈ Z with p ∤ cd. Below assume that sp, tp ∈ Q \ Z. Furthermore, in view of (5.6), we also may assume that sp + tp ∈ Q \ Z. By (5.1), we have
Since a is even and a < 2p/3,
Similarly, we have
Furthermore, recall that for each non-negative integer n, Γ(z) has a simple pole at z = −n with the residue
(5.5) is concluded. Similarly, noting that
we can obtain that
which evidently implies Ψ(rp, 0, tp) = 0.
Symmetrically, we also have Ψ(rp, sp, 0) = 0. 
where ℜ(2γ − α − β) > −1 or α ≤ 0 is an integer. Setting β = α and γ = 1/2 in (6.1), we obtain that
Then we also have a p-adic analogue of (6.2) as follows.
Theorem 6.1. Let p be an odd prime and let α ∈ Z p . If −α p is even, then
On the other hand, if −α p is odd, then
where s = (α + −α p )/p.
We mention that (6.3) was conjectured by Liu in [20] .
Here we only give the proof of (6.3), too. Verify (6.3) for p = 3, 5 directly and assume that p ≥ 7. Let a denote −α p and let s 0 = (α + a)/p. Let
) .
Then (6.3) is equivalent to
In view of Theorem 2.1, it suffices to show that the next lemma. So without loss of generality, we may assume that r is a positive even integer. Furthermore, assume that tp ∈ Q \ Z. However, the Watson identity is not suitable to prove (6.5). We need another formula due to Whipple [3, Theorem 3.5.5 (ii)]:
where ℜ(β) > 0. Clearly Whipple's identity (6.6) also implies (6.2) by setting β = 1/2 and γ = 1. Now according to the duplication formula
6) can be rewritten as
. (6.7)
Applying (6.7), we have
Since both a and r are positive even integers and a < p,
i.e., (6.5) is valid. Next, assume that sp, tp, (s + t)p ∈ Q \ Z. With help of (6.7), it is not difficult to check that
i.e., Ω(0, sp, tp) = 0. Similarly, we may get Ω(p, sp, tp) = 0.
7. The Pfaff-Saalschütz type 3 F 2 supercongruence modulo p
3
If n = α + β + 1 − γ − δ is a non-negative integer, we have the Pfaff-Saalschütz balanced sum formula [8, (1.7 
Setting γ = δ = 1 in (7.1), we get
where n = α + β − 1 is a non-negative integer. As a p-adic analogue of (7.2), we have the next result.
Theorem 7.1. Let p be an odd prime and let
where s = (α + −α p )/p and t = (β + −β p )/p.
Assume that p ≥ 7. Let a = −α p and b = −β . Assume that a + b ≤ p − 1. Define
Evidently (7.3) is equivalent to Proof. Assume that sp ∈ Q \ Z. According to (7.2), since 1 + a + b ≤ p,
It is easy to check that
,
It follows that
where the formula (1.6) is used in the second equality. Thus Ψ(sp, tp) = 0 for each (s, t) ∈ U x+y−1 . Similarly, assuming that tp ∈ Q \ Z, we obtain that
i.e., Ψ(0, tp) = 0. Symmetrically, we also have Ψ(sp, 0) = 0.
Then (7.4) follows from the following lemma, whose proof is left to the reader as an exercise.
provided that s = 0, or t = 0, or s + t = 1.
A mod p 3 transformation
In [44, Conjecture A36], Sun conjectured that for each prime p ≡ 1, 3 (mod 8),
where the multinomial coefficient
4 . In fact, as we shall see soon, (8. ) and (8.1) is the special case α = 1/2 of the following theorem.
Theorem 8.1. Suppose that p is an odd prime and α ∈ Z × p with −α p < p/2. Then
Proof. In order to prove (8.3), we need the following identity [40, p. 65, (2.4.2.1)]:
where either α or β is a negative integer.
where for each r ∈ Z p . Without loss of generality, we may assume that rp ∈ Q \ Z. By (8.4), we have
Since 2a ≤ p − 1, it is easy to check that
Thus Ψ(rp, 0) = 0. Next, we need to show Ψ(rp, −rp) = 0 (8.7)
for each r ∈ Z p . Assume that rp ∈ Q \ Z. Using (8.4) and (8.6), we get
i.e., Ψ(rp, −rp) = 0. Third, we verify that
where the last step is due to the fact that either (a + p)/2 or (a + p − 1)/2 ∈ {1, 2, . . . , M}. Note that
It remains to show that
And we have
and the proof of (8.9) is complete. Finally, note that the hyperplane 2x + y + 1 = 0 over Z 2 p coincides with the line
Clearly L contains three points (0, −1), (−1, 1) and (−1/2, 0). By (8.5), (8.7) and (8.8), we have
So, according to Theorem 2.1,
for each (r, s) ∈ L, i.e.,
for each r ∈ Z p ans we are done.
Applying Theorem 6.1 with α = 1/4, we get
provided that p ≡ 1, 3 (mod 8) and 
where n = β + γ + δ + ǫ − 2α − 1 is a non-negative integer. Setting ǫ = α in (9.1), we have
where n = β + γ + δ − α − 1. In [24] , Mao and Pan obtained several mod p 2 congruences concerning the p-adic analogues of (9.2). For example, if α, β, γ, δ ∈ Z p satisfy α/β = −α p / −β p and some additional assumptions, then
3)
In a special case, we have the following mod p 5 extension of (9.3).
(mod p 5 ). 
) by (1.5) and Γ p (
) = 1 by (1.6). We note that (9.6) was conjectured by Deines, Fuselier, Long, Swisher and Tu in [7, (7.4) ].
In fact, Theorem 9.1 is a consequence of the following stronger result by letting β = 1 − 2α. Theorem 9.2. Let p ≥ 3 be prime and α, β ∈ Z p . Suppose that
Let us explain why Theorem 9.2 implies Theorem 9.1. Substituting β = 1 − 2α in Theorem 9.2, we get M = p − 1 and it follows from (9.7) that
where it is easy to check that (−1)
where α = −a + ax, β = −b + bx, γ = −a + y, δ = −a + z, ǫ = −a + w, and
Furthermore, let
Lemma 9.1.
where both P (x, y, z, w) and Q(x) are polynomials over Z p and p ∤ Q(0).
Proof. This lemma can be proved in the same way as [24, Lemma 13.1].
Lemma 9.1 shows that Ψ(x, y, z, w) is differentiable at each (x, y, z, w) ∈ (pZ p ) 4 .
x 2 for each k ≥ a and the denominator of Ψ(x, sp, tp, up) has a non-zero constant term. Since −a − sp is a negative integer,
Clearly,
This concludes that Ψ(rp, sp, tp, up) = Ω(rp, sp, tp, up). Now we assume that s = 0. Assume that rp, tp, up ∈ Q\Z. Then Ψ(rp, 0, tp, up)
Also, we have
Thus Ψ(rp, sp, tp, up) = Ω(rp, sp, tp, up) also holds. Finally, assume that u = 0. Then Ψ(rp, sp, tp, 0)
Similarly to the above, we may check that Thus Ψ(rp, sp, tp, up) = Ω(rp, sp, tp, up) holds again. Combining all the above equalities we are done.
The congruences involving harmonic numbers
The following lemma will help us to find some congruences involving harmonic numbers. 
Then we have A k 1 ,...,kn ≡ 0 (mod p r−k 1 −···−kn )
for any k 1 , . . . , k n ≥ 0 with 1 ≤ k 1 + · · · + k n ≤ r − 1.
Proof.
We proceed by induction on n. The case n = 1 follows from Theorem 2.1. Assume that n > 1 and that the statement holds for any smaller value of n. According to Theorem 1.1, we know that Ψ(t 1 p, . . . , t n p) ≡ 0 (mod p r )
for each t 1 , . . . , t n ∈ Z p . Let Ω(x 1 , . . . , x n ) := Ψ(0, . . . , 0) + k 1 ,...,kn≥0 1≤k 1 +···+kn≤r−1
Moreover, we also have Ω(t 1 p, . . . , t n p) ≡ 0 (mod p r ). Proof. Here we only prove the first case where −α p is even and −α p < 2p/3, since the proofs of the other cases are very similar. If f (x 1 , . . . , x n ) has the Taylor expansion of order r − 1 at (a 1 , . . . , a n ) f (t 1 p, . . . , t n p) ≡ f (a 1 , . . . , a n ) + k 1 ,...,kn≥0
then for convenience we write
k 1 ,...,kn (a 1 , . . . , a n ) = A k 1 ,...,kn . It is easy to check that (f · g) x)Γ p (1 − α + x − y) .
For k ≥ 0 and α ∈ Z p , define
