A new media access protocol is presented for time and wavelength division multiplexed optical passive star networks. The protocol is based on a new \Bus-Mesh" virtual topology. The network provides minimum latency and high throughput while requiring only a single xed wavelength transmitter and receiver at each station. The use of non-agile, xed wavelength devices, readily available with current technology, reduces costs, improves reliability and avoids any tuning delays and limitations. The multihop access protocol operates e ectively in an environment with lengthy propagation delays. The wavelength division multiplexing system is required to support only a small, easily achievable, number of wavelength channels.
Introduction
The optical passive star coupler has been shown to be an e ective means of physically connecting local and metropolitan area networks. The inherently broadcast media provides a direct optical connection between all node pairs. The signal power arriving at the receivers decreases only slightly as the number of stations increases, on the order of the log of the number of nodes. This is in contrast to optical bus networks where power loss is cumulative. A star coupler is also highly reliable due to its completely passive nature requiring no external power source.
There have been many access methods proposed for passive star networks. Table 1 lists some of the systems proposed for passive stars along with the number of wavelengths, transmitters and receivers required. When measured in terms of hardware requirements, throughput and delay, the previous schemes are often ine ective in a high speed optical metropolitan area network with lengthy propagation delays and a limited number of available wavelength channels.
CSMA/CD protocols have been used for small, low speed star networks 17]. But as the ratio of signal propagation time to transmission time increases, these schemes become infeasible. Aloha protocols have been frequently proposed 19, 7, 11, 9] . While they will operate in networks with lengthy propagation times, the high speed of optical networks makes collision detection schemes di cult to implement. Both of these protocols have limited throughput and nondeterministic delay, a hindrance for real time and isochronous tra c. Code Division Multiplexed systems (CDMA) 16] eliminate collisions by transmitting data bits as orthogonal patterns. But the length of the bit patterns is on the order of N 2 for an N station network. This makes the loss in throughput too great for implementation in optical ber systems where the hardware operates with low bit error rates. Wavelength Division Multiplexing (WDM) is an e ective technique for providing multiple logical channels. Dividing the large optical bandwidth reduces the transmission speed of each channel to a rate that can be handled by electronic interfaces. A commonly proposed access method for a WDM passive star network provides a separate wavelength channel for each node. All nodes have a wavelength agile transmitter and a xed wavelength receiver tuned to the node's own wavelength. Nodes tune their transmitter to the wavelength of the desired destination's receiver before transmitting a packet. Alternatively, nodes can have a xed wavelength transmitter and an agile receiver or multiple receivers as does the LambdaNet system 14]. Various techniques have been proposed to resolve collisions when multiple nodes seek to communicate with the same receiver. Some systems, such as the Photonic Knockout Switch 8], use an additional electronic network to resolve contention. The DT-WDMA system 5] uses an optical control channel where source nodes announce their intention to transmit. Destination nodes tune their receivers to the speci ed wavelength to receive one packet ignoring any additional packets on other wavelengths.
While systems using wavelength agile devices and many wavelength channels might function e ectively in theory, there are technical restrictions that make their implementation di cult. The number of wavelengths supported by most WDM systems is signi cantly less than the number of nodes in anything but a trivial network. Table 1 shows that the number of wavelengths required for many previous architectures is O(N), where N is the number of nodes. The rate at which a tunable transmitter or receiver can tune to a speci c wavelength is, in general, inversely related to the tuning range of the device 3]. High speed devices usually have a very limited range. Most tunable transmitters are capable of tuning to only a small subset of the system's wavelengths.
The need for widely tunable transmitters can be avoided by imposing a logical topology on the network. Each node transmits to only a limited subset of the nodes. The pattern of interconnections forms the virtual topology of the network. When a node needs to transmit a message to a destination that does not directly receive packets from the source, the message is relayed by intermediate nodes. Multihop networks have been proposed using di erent regular virtual topologies such as a perfect shu e 1] or de Bruijn graph 18]. The use of regular virtual topologies provides several advantages including simple routing and predictable mean and maximum path length. While these networks can avoid the limitations of tunable transmitters, they still require the WDM system to support a large number of wavelength channels, usually twice the number of nodes in the network.
Time Division Multiplexing (TDM) can be used on each wavelength of the WDM system to provide a su cient number of independent logical channels. A node is assigned time slots during which it may transmit on its allocated wavelength. Each node has the opportunity to transmit to speci c receivers in a statically allocated cycle of time slots. Although time division multiplexing the WDM channels reduces the bandwidth available to each node, the bandwidth of optical systems usually exceeds the ability of the electronics to sustain continuous transmission. The Swift architecture 6] employs a Time and Wavelength Division Multiplexed (TWDM) system where all N(N ? 1) node pairs (in a network of N nodes) are allocated a time slot on some wavelength. In a WDM system supporting W di erent wavelengths, the Swift transmission cycle is N(N ? 1)=W time slots in length. To try to avoid the lengthy delay until a node has the opportunity to transmit to the destination, the Swift system sometimes attempts to route packets to intermediates that might transmit sooner.
The virtual topology of the Swift system is a complete graph. Each node has a point to point connection to every other node. Most passive star architectures use various techniques to convert the broadcast media into a collection of point to point connections. A more e cient arrangement is for a node to broadcast or multicast a packet with an identifying header to a group of nodes. Each node in a group receives all packets that are broadcast by the transmitter, but accepts only those packets that are addressed to itself or, in the case of multihop networks, need to be relayed by this node. Multicast connections, as compared to point-to-point connections, not only reduce the delay of single destination packets, but signi cantly reduce the complexity and delay of broadcast or multicast messages sent to multiple destinations.
To reduce delay and to take advantage of the broadcast nature of a passive star, the virtual topology of the network should connect each transmitter to a large group of potential receivers. To use a minimal amount of hardware, it is desirable to organize the groups of receiving nodes so that no node is required to receive more than one packet per time slot. Multihop virtual topologies, those that are not based on completely interconnected graphs, signi cantly reduce the delay before a node has the ability to transmit. Di erent possible virtual topologies for TWDM networks were analyzed in 20].
This paper proposes a multihop TWDM network using a new virtual topology, called a Bus-Mesh, that provides minimal transmission latency. A logical view of the virtual topology is shown in gure 1. The nodes are organized into groups of transmitters that broadcast to groups of receivers. Nodes transmit on the logical \buses", shown running horizontally in the mesh, while receivers monitor packets arriving on the vertical \buses". The separate buses are implemented on the passive star by independent wavelengths. Time division multiplexing is used on each logical bus to avoid con icts with other nodes transmitting on the same wavelength. The virtual topology takes full advantage of the broadcast nature of a passive star by allowing each node's transmission to be monitored by a maximally sized group of receivers. Packets sent between any pair of nodes require, at most, only one intermediate retransmission. In metropolitan area networks, where propagation delay dominates the transmission time, the short diameter of the Bus-Mesh virtual topology keeps end-to-end propagation delay to a minimum. The media access procedure is una ected by lengthy propagation delays allowing the e cient interconnection of physically distant sites. Each node in the network needs only one xed wavelength transmitter and receiver. The use of readily available xed wavelength devices signi cantly reduces the hardware cost and complexity. It also eliminates any delays needed to re-tune the equipment. The WDM system is required to support only a modest number of wavelengths, even for networks with a large number of nodes.
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An additional bene t of the proposed virtual topology is that it does not require the number of nodes to be an integer multiple of the number of wavelengths. The network interconnections are between virtual addresses. A single physical node may have multiple virtual addresses without additional hardware, thus allowing it to transmit several times during a cycle. Additional virtual addresses can be assigned to high tra c nodes providing them with a greater portion of the available bandwidth.
The following section explains the operation of the proposed access protocol. The next section analyzes the expected network performance which is compared with other networks in the following section. Our ndings are summarized in the nal section.
Proposed Architecture
The proposed architecture uses wavelength division multiplexing and then time division multiplexing within each wavelength channel. Each node has a single xed wavelength (nonagile) transmitter and receiver. These devices are attached to optical bers that connect to a passive star coupler such that the light signal from each transmitter is divided equally to reach all receivers. The receivers can lter the combined signal from all transmitters to receive only those packets transmitted on the receiver's wavelength. Packets on all wavelengths are always transmitted at the beginning of xed length time slots. The time slots are long enough to transmit a maximum sized packet (maximum packet length divided by the channel transmission rate). The time slots are logically organized into repeating cycles. Each node gets to transmit once within a cycle at a predetermined wavelength and time slot. The static xed length cycle allows for a high speed implementation. The slots are synchronized according to the time the signals arrive at the center of the passive star. Due to the time required for a packet to propagate from a transmitter to the center of the star, di erent nodes may have to transmit at di erent time o sets to assure that all signals arrive at the center simultaneously. Every node will receive the same set of messages in each time slot, but the reception may be delayed according to the length of ber connecting the station. Variations in the distance of di erent nodes from the center of the star have no e ect on the operation of the network.
The network is based on a Bus-Mesh virtual topology. The directed links of the virtual topology are de ned by the node pairs which may communicate directly. An example graph of the virtual topology for a 24 node network using four wavelengths is shown in gure 1. Each of the N nodes transmits packets which are monitored by N=W potential receivers, where W is the number of WDM wavelength channels. The nodes that receive a packet sent on one wavelength are capable of retransmitting it on the other wavelengths.
Each node is assigned a unique virtual address dependent upon the wavelength of its transmitter and receiver. Virtual addresses are composed of three parts: a transmitter id (TID), a receiver id (RID) and a subcycle id (SID). Assuming the WDM system supports W independent wavelengths, the transmitter id is an index from 0 to W ? 1 of the node's transmitter wavelength. Similarly the receiver id is an index of the node's receiver wavelength. Nodes never receive on the same wavelength that they use for transmitting. Hence the transmitter id is never the same as the receiver id. The virtual addresses form W (W ?1) di erent transmitter/receiver groups based on each distinct pair of wavelengths. There must be at least one virtual address in each transmitter/receiver group. Di erent nodes within the same transmitter/receiver group are identi ed by unique subcycle ids. There must be the same number of virtual addresses within each transmitter/receiver group. Hence there must be at least W (W ? 1) nodes in the network or some nodes will need additional hardware. Figure 2 shows the virtual addresses, given as a concatenation of the TID, RID and SID, for an sample 24 node network. All of the nodes on the same row, which share the same wavelength for transmissions, have the same TID. Nodes in the same column receive on the same wavelength and therefore have the same RID. Multiple nodes at the intersections are di erentiated by their SID.
The transmission cycle of an N node network is N=W slots in length and de nes when a node may transmit. Nodes continuously monitor their receiver wavelength and may accept a packet at any time. The virtual address of the node that may transmit on wavelength w at time slot t of the cycle is de ned as Routing in the network can be accomplished without tables by examining only the virtual address of the destination. When a node transmits a packet, it is received by all nodes whose receiver wavelength is the same as the transmitter's wavelength (i.e. the receiver's RID equals the transmitter's TID). Each node examines the address eld of the header and rejects packets that are not addressed to it or forwarded by it. If the destination node does not receive on the same wavelength as the source's transmitter, the packet will have to be received by an intermediate node and then retransmit to the destination. The intermediate node must receive on the same wavelength as the source's transmitter to be able to receive the packet. That is, the intermediate node's RID must equal the source's TID. To be able to transmit the packet so that it can be received by the destination, the intermediate node's transmitter must operate on the same wavelength as the destination's receiver. The intermediate node's TID must equal the destination's RID. A packet can be relayed by an node whose RID equals the source's TID and whose TID equals the destination's RID. As an example (showing the virtual addresses as T ID RID SID with representing \don't care") if virtual address x y needs to send a packet to w z , it can be relayed by any node z x . Since all nodes are aware of the order of transmission, the packet can be accepted for retransmission by the intermediate who will next have the opportunity to transmit. The available intermediate that should perform the packet relay is identi ed by having the ability to transmit to the destination in the next W ? 1 slots. If higher network layers sense link congestion, relaying could be performed by the potential intermediate with the least congestion. None of the nodes in the network use the same wavelength for both transmitting and receiving. Such a node would not be of value in relaying packets.
Although there must be an equal number of virtual addresses in each TID/RID group, 3 Performance Analysis The primary performance criteria for the evaluation of an optical network is the mean network delay from when a packet enters the network until it arrives at its nal destination. The network capacity is a secondary performance criteria. Due to the extremely large potential capacity of optical networks, it is generally advantageous to trade some loss in capacity for a decrease in delay. The total communication delay is the sum of 1. the time from when the packet arrives at a node until the node can access the media, 2. any queueing delays caused by previous packets waiting for transmission, To simplify our analysis, we assume that processing time of a network node is negligible. The source and destination addresses of the messages are assumed to be uniformly distributed over all of the nodes while the arrival rate of packets to the network is Poisson distributed.
The number of nodes in the network is assumed to be greater than or equal to W (W ?1), the minimum number of virtual addresses required. The additional time required to transmit the virtual address of a packet's destination will be ignored because the number of bits required to identify a packet (log 2 N=W ) is an insigni cant portion of any reasonable packet length.
In the following analysis, time is expressed in time slot units, the time it takes to transmit a xed length packet (packet length divided by a channel's transmission speed). The total system bandwidth is assumed to be evenly divided among the available wavelengths so that the time to transmit a packet is proportional to the number of wavelengths. If T 0 represents the time to transmit a packet using the full bandwidth of the media, the time to transmit the packet on any one of the WDM channels is T 0 W . Given the extremely high potential aggregate bandwidth of optical systems, and the maximum transmission rate of electronic interfaces, most systems will only be capable of transmitting at the maximum interface rate if the bandwidth is divided among some minimum number of wavelengths.
The repeating transmission cycle of the proposed TWDM network is N=W slots in length. Each node has the opportunity to transmit once within a cycle giving it a maximum transmission rate of W=N packets per slot. The mean time from when a packet arrives at a node from outside the system until that node can transmit is N=2W slots. If there are previous packets waiting to be transmitted, either initial transmissions or packets being relayed, the arriving packet must wait one cycle for each previously queued packet.
There is a probability of N W (N?1) , or approximately 1=W for large N, that a destination node receives messages on the same wavelength used by the source's transmitter. With probability (W ? 1)=W the message will have to be forwarded, requiring two transmissions to reach its destination. The mean number of transmissions required for a packet to reach its destination is then (2W ? 1)=W. Channel e ciency is the ratio of the rate at which packets reach their nal destination compared to the rate at which packets are transmitted. Since the proposed network balances the tra c over all channels, the channel e ciency is the inverse of the mean number of transmissions per packet, W=(2W ?1). Note that the channel e ciency is always greater than 50% for any number of wavelengths. The maximum network throughput occurs when each of the W channels is transmitting at maximum e ciency.
The number of messages transmitted on the network per unit time (here, one slot) is equal to the o ered rate from outside the network, , times the average number of transmissions required for each message. Assuming balanced tra c (i.e., each node receives one Nth of the new messages), the packet arrival rate at each node is then (2W?1) W N . Since each node has a transmission capacity of W=N packets per slot, the utilization of a node's transmitter, , is then
The proposed network uses synchronous xed length time slots, so the queueing at each node approximates an M/D/1 queue. >From 13], we can compute the average queue length, Q, as a function of the utilization of the transmitter.
The mean delay due to queueing for each transmission is the queue size times the cycle length, QN=W slots.
When a packet must be relayed, any node in the appropriate transmitter/receiver group can perform this function. There are W ?1 groups for each wavelength. If the rst available node relays the packet, it will be able to transmit in one of the next W ? 1 slots. The mean delay until the intermediate node has the opportunity to access the media is (W ?2)=2 slots.
The delay for the initial transmission is the sum of the delay until the node can transmit, the queueing delay and the one slot transmission time. The proposed network requires the WDM system to support fewer wavelengths than similar systems using a single xed wavelength transmitter and receiver. Figure 2 compares the wavelength requirements of the proposed Bus-Mesh network to the number of wavelengths required for the perfect shu e 1], p-shu e 12] and DT-WDMA 5] networks. It should be noted that the limits shown for the other networks are the minimum number of wavelengths required while the value shown for the proposed network is the desired optimal number of wavelengths. The Bus-Mesh system will operate on any number of wavelengths below the line while the other networks require at least the value shown.
The proposed Bus-Mesh network also makes better use of the available channels. Figure 4 shows the simulation results for several passive star protocols: the proposed BusMesh system, an Aloha system 7], the Swift system 6] and a direct transmission multiple wavelength TDM system. The network delay is shown as a function of the mean arrival rate of new packets to the network. As can be seen from the chart, the Bus-Mesh protocol provides lower delay than all other protocols as the network load approaches the throughput maximum. Aloha systems have a provably minimum delay under light loads, but the delay increases sharply as additional packets arrive while previous packets are delayed because of collisions. The delay for the Aloha and Swift networks do not consider the time required to tune their wavelength agile transmitters and receivers. If this additional delay was considered, the delay curves for both networks would be raised. The simulations assumed a Poisson The delay from when a packet enters the system until it is delivered to the destination is dependent upon the time it takes for a light signal to propagate between nodes. The ratio of signal propagation time to packet transmission time, , can become quite large in high speed optical networks. Carrier sensing protocols fail when increases past one since the local absence of a packet on the media does not guarantee a packet is not present elsewhere. Increased propagation time adversely a ects protocols involving packet collision (such as Aloha based schemes, and protocols involving unscheduled resource contention, such as DT-WDMA 5]) by increasing the delay before a node realizes a transmission was unsuccessful. Increasing the time before retransmission increases the mean packet delay, particularly under heavy loads. The e ect of increasing the propagation delay in these networks can be expressed as @D=@ = 2(R( )+1), where R( ) represents the mean number of retransmissions as a function of load. Protocols which require an acknowledgement from the receiver before sending another packet, such as the Swift system 6], are the degraded the Figure 5 shows the mean packet delay (measured in terms of transmission slots) for the Bus-Mesh network and p-Shu e with di erent propagation delays. The 30 node Bus-Mesh network with 6 wavelengths shows shorter delay than a 32 node p-Shu e with 8 wavelengths. The advantage of the proposed network increases as the signal propagation time increases even though the Bus-Mesh network is using fewer wavelengths.
We also would like to point out that one of the advantages of Bus-Mesh network is that fewer wavelengths are required for a given number of stations. However, when there are plenty channels available, even though the Bus-Mesh network has higher channel utilization on each channel other connection patterns (e.g., the S-C Shu eNet) may provide greater throughput per node and higher total network capacity due to more channels are used.
Summary
The proposed Bush-Mesh network architecture is an e ective means of interconnecting a high speed local or metropolitan area network. The access method requires only a single xed wavelength transmitter and receiver at each node. Fixed wavelength devices are readily available with today's technology and are much simpler and less expensive than tunable devices. Unlike many other network designs, the proposed system requires only a modest number of wavelength channels, shown to be achievable in currently operating networks.
Network delay is shown to be very low with the Bus-Mesh network. Because the access protocol does not require any feedback, it is une ected by propagation delay. Multicasting packets to a group of potential receivers, instead of transmitting on a point-to-point basis, signi cantly reduces the queueing delay before a station has the opportunity to access the media. Since the network requires, at most, one retransmission, the e ect of lengthy signal propagation is minimal. The number of virtual addresses in the network does not have to match the number of physical nodes, so the network can easily adapt to changes.
