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Abstract
A quantum scalar field inside the horizon of a non-rotating BTZ black hole is
studied. Not only near-horizon modes but also the normal modes deep inside the
horizon are obtained. It is shown that the matching condition for normal modes of a
scalar field between outside and inside of the horizon does not uniquely determine the
normal-mode expansion of a scalar field inside the horizon.
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1 Introduction
The interior of the black hole is not well understood. Understanding of its structure
is necessary to resolve the information paradox[1] and the firewall problems. [2][3][4][5][6]
[7][8]. Recently there has been progress in the study of Hawking radiation. [9][10]
In this paper a scalar field in the BTZ black hole[11] is studied and the problem of
duality between the region behind the horizon and the 2d conformal field theory (CFT)
on the infinite boundary is revisited. This problem was studied before in [12] and it was
concluded that the region inside the horizon can be described in terms of the boundary
CFT. It was shown that BTZ solution is obtained by identifying points in AdS3 described
by a hyperboloid embedded in a flat space with signature (1, 1,−1,−1): x20+x21−x22−x23 =
1. AdS3 is classified into three types of regions and each region is covered by four separate
coordinate patches. Each region has coordinates (r, t, φ) and coordinates of every pair of
regions are related by imaginary number shift of t variable. It was argued that bulk to
boundary scalar propagator for a point inside the horizon can be obtained via a shift of
t by iβ/4, where β is the inverse of the temperature of the boundary CFT, in the bulk
to boundary propagator for a point outside the horizon, when the Schwarzschild radial
variable r is used. In [13] a bulk local state of a scalar field was constructed behind the
horizon and it was also argued that two-point functions between points behind and outside
the horizon of BTZ space are obtained from those between points outside horizons by the
shift of t by iβ/4 .
It is known that the metric tensor of BTZ space can be obtained from that for AdS3
space by a coordinate transformation.[14] By using these coordinate transformations and
the shift of t, it is formally possible to construct would-be two-point functions between
points inside and outside horizons from those two-point functions for points outside hori-
zons. The results can be expressed in terms of geodesic distance between the two points.
It is, however, not clear whether these observations are valid, until actual quantization of
matter fields inside horizon is carried out explicitly. The roles of the time variable t and
the radial variable r outside the horizon are interchanged inside the horizon. Hence it is
not guaranteed that this simple shift of t would yield correct two-point functions between
points inside and outside horizons. To check whether this is a correct procedure, it is
necessary to carry out quantization of matter fields inside the horizon.
A general prescription for quantization of matter fields inside the horizon of an eternal
black hole was proposed by Papadodimas and Raju[4][5][6]; we must find out normal modes
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of matter fields inside the horizon, which have distinct power behaviors near the horizon,
and impose suitable matching conditions on the fields on both sides of the horizons. Then
we use the same set of creation and annihilation operators on both sides of the horizon. It
was shown [4] that this prescription works in the case of Rindler space. Because there are
not so many examples, where concrete calculations are possible, it is desirable to carry out
studies of quantization of matter fields inside horizon in cases of black hole spacetimes,
and show that the prescription works, or whether there arise any problems in the case of
real black holes. Recently, a condition for quantum state to be smooth near the horizon
under scalar field perturbations was also studied in Reissner-Nordstro´m black holes and
BTZ black holes.[15]
Purpose of this paper is to study these matters, and clarify whether the interior of
BTZ black hole has a description in terms of CFT’s on AdS boundaries according to
the principle of holography[16][17]. The normal modes which we will study are those
present throughout behind the horizon and are distinct from the near-horizon modes.
It will be shown that the matching condition for the scalar field at the horizon makes
the near-horizon modes on both sides of the horizon smoothly connected, but are not
sufficient to uniquely determine the normal mode expansion of scalar fields deep inside
the horizon. There exist some undetermined functions of frequency and momentum in the
normal modes for the scalar field inside the horizon. The two point functions of a scalar
field between points inside and outside the horizon are not simply related to the two-point
functions with both points outside by a shift of t by iβ/4. Furthermore unless appropriate
additional conditions are imposed on the scalar theory inside the horizon, interior of the
horizon will not be holographically dual to the boundary CFT’s.
In this paper we will use unconventional approach for quantization of scalar field in
the spacetime of BTZ black hole. The eternal AdS-Schwartzschild balck hole is described
by a tensor product state called Thermo-Field Double (TFD) introduced by Israel[18].
|Ψ〉 = 1√
Z(β)
∑
n
e−βEn/2 |n〉L ⊗ |n〉R (1.1)
This thermal state is a Hartle-Hawking-like state.[20] The spacetime is represented by
Penrose diagram and it consists of four regions I, II, III and IV. For quantization of a matter
(scalar) field it is decomposed into a complete orthonormal set of positive-frequency modes
fωℓm on a Cauchy surface Σ and regard the coefficient of the expansion as the annihilation
operator aωℓm, which satisfies together with the creation operator the usual commutator
algebra.[19] Usually, this is carried out in regions I and III separately, which are outside
the horizon. In this case a real scalar field is represented in terms of a single set of creation
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and annihilation operators in region I, and in terms of another independent set in region
III. Then in order to make the scalar field smoothly connected at the horizon the state
(1.1) is constructed in the tensor-product Hilbert space.[18][20]
In this paper the normal modes in black hole background are obtained from those
of AdS3 spacetime by suitable coordinate transformations.[14] These normal modes turn
out not eigenstates of energy and momentum. We quantize scalar field on the constant-t
slice, which is obtained by combining those slices in both regions I and III, by requiring
that the normal modes form a complete orthonormal set on the combined constant-t slice.
This prescription ensures the smoothness of the scalar field at the horizon automatically.
We take time t in region III to flow upwards. By changing basis of the normal modes to
that of eigenstates of energy and momentum it is found that the creation and annihilation
operators in each regions I and III, which are diagonalized into the eigenstates of energy
and momentum, are identified as single-trace operators of left and right boundary CFTs.
Then the vacuum state is shown to be the TFD (1.1). Furthermore, in this study each
normal modes are represented in terms of integral representations, and this makes analysis
of explicit asymptotic forms of these normal modes easy.
Then the region II behind the horizon will be studied. In region II integral representa-
tions of normal modes are technically more helpful. In region II some set of normal modes
are obtained from those in AdS3 by a coordinate transformation. It is also necessary to
introduce yet a new set of them. Because in curved spacetimes without time-translation
symmetry positive- and negative-frequency solutions cannot be defined, the number of in-
dependent basis functions must be doubled and then Klein-Gordon (K-G) inner products
of normal modes in region II are not positive definite. It is also shown that K-G inner
products of the normal modes in region II are discontinuous at the horizon. Using these
normal modes solutions for matching condition at the horizon will be obtained.
This paper is organized as follows. In secs. 2 to 4 a scalar theory outside the horizon
in BTZ black hole is quantized by using unconventional method. In sec. 5 a set of
normal modes of a scalar field in region II is found, and in sec.6 it is found that there
exists discontinuity in the inner products of these normal modes at the horizon. In sec.7
matching condition for the normal modes in region II and those in regions I and III are
solved. In sec. 8 this solution is analyzed. Summary and conclusion are given in sec.9.
There are appendices A to E for details of calculations.
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2 Normal Modes and Klein-Gordon Inner Product Outside
Horizon
The normal mode functions of a real scalar field in BTZ black hole background were
obtained in [22], [23]. For simplicity only the BTZ black hole without angular momentum
will be considered in this paper. The metric field is given by
ds2 =
ℓ2
r2 − adr
2 − (r2 − a)dt2 + r2dϕ2. (2.1)
Here a = 8GMℓ2 is the mass of the black hole. The horizon is located at r = r+ =
√
a.
In the following the AdS length ℓ will be set to unity. The classical equation of motion for
a scalar field φ(t, r, ϕ) with mass m is given by
(r2 − a)∂2rφ+
1
r
(3r2 − a)∂rφ− 1
r2 − a∂
2
t φ+
1
r2
∂2ϕφ−m2φ = 0. (2.2)
After separation of variables the normal mode functions of the scalar field are written as
φωn(t, r, ϕ) = e
−iωt+inϕ fωn(r), (n ∈ Z). (2.3)
It was found that those solutions, fωn(r) ∼ r1+ν , which satisfy the normalizable boundary
condition [24] at the infinite boundary (r ∼ ∞), are given by
fωn(r) = (u− 1)αu−α−
∆
2 F (α+ β +
∆
2
, α− β + ∆
2
,∆;
1
u
). (2.4)
F (a, b; c; z) is a hypergeometric function. Here ν =
√
1 +m2 and ∆ = 1 + ν is a scaling
dimension of the single-trace operator in the dual conformal field theory (CFT). Only the
case of ν 6= integer will be considered in this paper. The variable u is defined by u = r2a ,
and the parameters are
α = ±i ω
2
√
a
, β = ±i n
2
√
a
. (2.5)
In what follows we will use the following form of metric for the outer region of non-
rotating BTZ black hole.
ds2 =
1
y2
dy2 − 1
y2
(
1− a
4
y2
)2
dt2 +
1
y2
(
1 +
a
4
y2
)2
dx2, (2.6)
This is obtained from (2.1) by a transformation of the coordinate r.[14]
r =
1
y
+
a
4
y (2.7)
This satisfies r ≥ √a and the horizon r = √a corresponds to y = 2√
a
. y = 0 and y = ∞
correspond to r =∞, the boundary. So there are two outer regions. Maximally extended
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spacetime of BTZ black hole is divided into four regions, I, II, III, IV. The outer regions
are I (right, 0 < y ≤ 2√
a
) and III (left, y ≥ 2√
a
), the inner regions are II (future) and
IV (past). Normal modes of a scalar field in BTZ background are obtained from those in
pure AdS3 by a certain coordinate transformation. See Appendix A.
Normal modes for a scalar field in region I (0 < y ≤ 2√
a
) are given by1
ΦIω,k(t, y, x) ≡
4
√
ay
4 + ay2
e
√
axJν
(√
ω2 − k2 4
√
ay
4 + ay2
e
√
ax
)
× exp [i4− ay2
4 + ay2
e
√
ax(k cosh
√
at− ω sinh√at)] (2.8)
Here ω and k are parameters which take values in ω ≥ 0 and |k| ≤ ω. The superscript I
on Φ shows that these are modes in region I. As for dependence on y, ΦIω,k(t, y, x) behaves
as y∆ in the limit y → 0. These modes are regular at the horizon y = 2√
a
. A mode
Π =
√−g(−gtt)∂tΦIω,k for the momentum conjugate to ΦIω,k is also regular at the horizon.
Actually, both the parameters ω and k are not energy and momentum. Later, the
solution in the form (2.3) will be obtained by carrying out Fourier transformations over ζ
and µ in (2.8), where ω and k are related to new ones ζ and µ by
ω = µ cosh ζ, (2.9)
k = µ sinh ζ. (2.10)
These new parameters take values in −∞ < ζ < ∞ and 0 ≤ µ < ∞. In this section
quantization of a scalar field is studied by using these modes. Here the spatial variable
x corresponds to a line −∞ < x < ∞ of planar BTZ, while ϕ in (2.3) corresponds to a
circle 0 ≤ ϕ ≤ 2π for spherical BTZ. In this section quantization of a scalar field is studied
by using these modes. The result for the BTZ case, where the spatial direction is a circle
(0 ≤ ϕ ≤ 2π), will be obtained by using the method of images.
First, the Klein-Gordon (K-G) inner product for these modes in region I will be com-
puted. The K-G inner product in regions I is defined for functions f(t, y, x) and g(t, y, x)
as follows.
(f, g)I ≡ i
∫ 2√
a
0
dy
∫ ∞
−∞
dx
1
y
4 + ay2
4− ay2
[
f∗∂tg − g∂tf∗
]
, (2.11)
The integration region for y is 0 ≤ y ≤ 2√
a
. The expression in the integrand which depends
on y is
√−g(−gtt). The subscript I for the inner product on the left hand side means that
the integration is to be carried out in region I. This inner product does not depend on t.
Hence this can be computed at t = 0.
1Here ω is different from the one in (2.3).
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By setting t = 0 and using (2.8) the inner product (ΦIω,k,Φ
I
ω′,k′)I is given by
(ΦIω,k,Φ
I
ω′,k′)I = (ω + ω
′)
∫ 2√
a
0
dy
∫ ∞
−∞
dx
16a
3
2 y
(4 + ay2)2
e3
√
axe
i(k′−k) 4−ay2
4+ay2
e
√
ax
×Jν
(√
ω2 − k2 4
√
ay
4 + ay2
e
√
ax
)
Jν
(√
ω′2 − k′2 4
√
ay
4 + ay2
e
√
ax
)
.(2.12)
After rescaling y → 2√
a
y, we set ρ = exp
√
ax. Then we have
(ΦIω,k,Φ
I
ω′,k′)I
= (ω + ω′)
∫ 2
0
dy
∫ ∞
0
dρ ρ2
16y
(4 + y2)2
e
i(k′−k) 4−y2
4+y2
ρ
Jν
(
µ
4y
4 + y2
ρ
)
Jν
(
µ′
4y
4 + y2
ρ
)
. (2.13)
Here we defined
µ ≡
√
ω2 − k2, µ′ ≡
√
ω′2 − k′2. (2.14)
This integral appears to be imaginary. To check this is the case, let us change variables
from x to ρ = exp(
√
ax) and define new integration variables in place of ρ and y.
z =
4yρ
4 + y2
, w =
4− y2
4 + y2
ρ (2.15)
These take values in z, w ≥ 0 and then the above integral is evaluated as
(ΦIω,k,Φ
I
ω′,k′)I = (ω + ω
′)
∫ ∞
0
dz
∫ ∞
0
dw zJν
(
µz
)
Jν
(
µ′z
)
exp[−i(k − k′)w]
=
−i
µ
(ω + ω′)δ(µ − µ′) 1
k − k′ − iǫ
=
1
µ
(ω + ω′)δ(µ − µ′)
(
πδ(k − k′)− i P
k − k′
)
(2.16)
Here P stands for a principal-value prescription and here the following Fourier-Bessel
formula is used. ∫ ∞
0
dxxJν(ax)Jν(bx) =
1
a
δ(a− b) (a, b > 0) (2.17)
So this inner product is a projection matrix.
We also need normal modes in region III (2/
√
a < y) and choose the following.
ΦIIIω,k(t, y, x) ≡ ΦIω,k(−t, y, x) =
[
ΦIω,−k(t, y, x)
]∗
=
4
√
ay
4 + ay2
e
√
axJν
(√
ω2 − k2 4
√
ay
4 + ay2
e
√
ax
)
exp
[
i
4− ay2
4 + ay2
e
√
ax(k cosh
√
at+ ω sinh
√
at)
]
(2.18)
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We flip the direction of time t in region III compared to that in Penrose diagram and t
is assumed to flow upwards. As for dependence on y, ΦIIIω,k(t, y, x) behaves as y
−∆ in the
limit y → ∞. It can be shown that the following two sets of normal modes in the full
outer region, (0 < y < ∞), form a complete set of orthonormal functions, although the
two regions are causally disconnected.
Φω,k(t, y, x) ≡
{
ΦIω,k(t, y, x) (0 < y <
2√
a
),
ΦIIIω,k(t, y, x) (
2√
a
< y)
(2.19)
At the horizon and t = 0 these modes are smoothly connected. In region III we have an
inner product,
(f, g)III ≡ i
∫ ∞
2√
a
dy
∫ ∞
−∞
dx
1
y
4 + ay2
ay2 − 4
[
f∗∂tg − g∂tf∗
]
(2.20)
Here the sign of the y-dependent factor is changed compared to (2.11), because integration
region for y is 2√
a
≤ y. The inner product of ΦIIIω,k after rescaling y → 2√ay and change of
variable ρ = exp
√
ax is given by
(ΦIIIω,k,Φ
III
ω′,k′)III
= (ω + ω′)
∫ ∞
2
dy
∫ ∞
0
dρ ρ2
16y
(4 + y2)2
e
i(k′−k) 4−y2
4+y2
ρ
Jν
(
µ
4y
4 + y2
ρ
)
Jν
(
µ′
4y
4 + y2
ρ
)
. (2.21)
This coincides with a complex conjugate of the inner product (2.13). The sum of these
two is a delta function.
(Φω,k,Φω′,k′) ≡ (ΦIω,k,ΦIω′,k′)I + (ΦIIIω,k,ΦIIIω′,k′)III = 4πδ(ω − ω′)δ(k − k′) (2.22)
As for the other inner products, it can be shown that
(ΦI∗ω,k,Φ
I
ω′,k′)I = −(ΦIII∗ω,k ,ΦIIIω′,k′)III =
−i
µ
δ(µ − µ′) ω − ω
′
k + k′ − iǫ (2.23)
and (Φ∗ω,k,Φω′,k′) = 0.
The scalar field Φ(t, y, x) is expanded into modes (2.8) and (2.18). In region I, we
expand Φ by using ΦIω,k
Φ(t, y, x) =
∫ ∞
0
dω
2
√
π
∫ ω
−ω
dk
(
a(ω, k)ΦIω,k(t, y, x) + a
†(ω, k)ΦI∗ω,k(t, y, x)
)
, (2.24)
while in region III we have,
Φ(t, y, x) =
∫ ∞
0
dω
2
√
π
∫ ω
−ω
dk
(
a(ω, k)ΦIIIω,k(t, y, x) + a
†(ω, k)ΦIII∗ω,k (t, y, x)
)
. (2.25)
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The scalar field is represented in terms of the single set of operators, a(ω, k), a†(ω, k) in
both regions I and III. By using the K-G inner products, the creation and annihilation
operators are expressed as
a(ω, k) =
1
2
√
π
[
(ΦIω,k,Φ)I + (Φ
III
ω,k,Φ)III
]
, (2.26)
a†(ω, k) =
−1
2
√
π
[
(ΦI∗ω,k,Φ)I + (Φ
III∗
ω,k ,Φ)III
]
(2.27)
The commutation relations of these operators
[a(ω, k), a†(ω′, k′)] = δ(ω − ω′)δ(k − k′),
[a(ω, k), a(ω′, k′)] = [a†(ω, k), a†(ω′, k′)] = 0 (2.28)
are obtained by imposing the canonical commutation relations (CCR’s):
[Φ(t, y, ϕ),Π(t, y′, ϕ′)] = iδ(y − y′)δ(x − x′) (2.29)
when (t, y, x) and (t, y′, x′) are both in region I or III, and
[Φ(t, y, x),Π(t, y′, x′)] = 0, (2.30)
when the two points are separated by the horizon. Furthermore,
[Φ(t, y, x),Φ(t, y′, x′)] = [Π(t, y, x),Π(t, y′, x′)] = 0 (2.31)
must hold for any separation of the two points. Here Π =
√−g(−gtt)∂tΦ is a canonical
momentum field. We also checked that these CCR’s (2.29)-(2.31) are satisfied for 0 <
y, y′ < ∞ by using the mode expansions (2.24)-(2.25) and commutation relations (2.26)-
(2.27).
The above annihilation operator defines a vacuum |0〉β .
a(ω, k)|0〉β = 0 (ω ≥ 0, |k| ≤ ω) (2.32)
Here β = 2π/
√
a is an inverse temperature. As will be shown in sec.4, this is a thermal
‘vacuum’. This vacuum is invariant under t and x translations. Under these transforma-
tions the normal mode transforms as
ΦIω,k(t+ ǫ, y, x) = Φ
I
ω′, k′(t, y, x), (2.33)
ΦIω,k(t, y, x+ ǫ) = e
√
aǫΦIω′′,k′′(t, y, x), (2.34)
where ω′ = ω cosh
√
aǫ + k sinh
√
aǫ, k′ = k cosh
√
aǫ − ω sinh√aǫ and ω′′ = ω e
√
aǫ,
k′′ = k e
√
aǫ. Same transformations are also valid for ΦIIIω,k. Therefore, a(ω, k) and a
†(ω, k)
must be linear representations of the two translations, and the vacuum in (2.32) respects
translation invariances of the vacuum.
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3 Change of Basis of Normal Modes
In this section the basis of the normal modes will be changed to eigenstates of energy
and momentum. We will denote ω and k as
ω = µ cosh ζ, k = µ sinh ζ, (µ ≥ 0, −∞ < ζ <∞) (3.1)
Because k cosh
√
at− ω sinh√at = µ sinh(ζ −√at), it is easy to show that ζ in (2.8) and
(2.18) plays the same roles as
√
at. So we carry out the following Fourier transformations.
ΦIE,p(t, y, x) =
∫ ∞
−∞
dζ
∫ ∞
0
dµ e
− iE√
a
ζ− ip√
a
lnµ
ΦIω,k(t, y, x), (3.2)
ΦIIIE,p(t, y, x) =
∫ ∞
−∞
dζ
∫ ∞
0
dµ e
− iE√
a
ζ− ip√
a
lnµ
ΦIIIω,k(t, y, x). (3.3)
The new mode ΦIE,p(t, y, x) is periodic function of t with an imaginary period i
2π√
a
≡ iβ,
as (2.8) is. Now let us carry out the following shift of integration variables, ζ and lnµ.
ζ → ζ +√at, (3.4)
lnµ → lnµ−√ax (3.5)
We have
ΦIE,p(t, y, x) = e
−iEt+ipx
∫ ∞
−∞
dζ
∫ ∞
0
dµ e
− iE√
a
ζ− ip√
a
lnµ 4
√
ay
4 + ay2
Jν
(
µ
4
√
ay
4 + ay2
)
e
iµ 4−ay
2
4+ay2
sinh ζ
(3.6)
Now energy E and momentum p are diagonalized. This normal mode will coincide with one
of (2.3). In this representation, the imaginary periodicity of t is lost. This means that the
move of the contour of ζ in the imaginary direction is not allowed. At the horizon y = 2√
a
(3.6) is proportional to δ(E) and vanishes for E 6= 0. In the AdS3/CFT2 correspondence
and in the leading order of 1/N expansion, the eigenvalues E and p for a scalar field are
given by E = ∆ + 2n + |m| and p = m, such that n = 0, 1, . . . and m = 0,±1,±2, . . ..
However, in the large N limit, the energy eigenvalue becomes continuous.[4] In this paper
continuous spectrum of energy and momentum eigenvalue will be adopted.
The other normal mode ΦIIIE,p is similarly given by
ΦIIIE,p(t, y, x) = e
iEt+ipx
∫ ∞
−∞
dζ
∫ ∞
0
dµ e
− iE√
a
ζ− ip√
a
lnµ 4
√
ay
4 + ay2
Jν
(
µ
4
√
ay
4 + ay2
)
e
iµ 4−ay
2
4+ay2
sinh ζ
(3.7)
Time t in region III is defined to flow upwards as opposed to the usual choice for the
Penrose diagram. The coefficient of iEt in the first exponent is flipped w.r.t. that in (3.6).
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Next the K-G inner product will be worked out. This is done by using (2.22), (3.2)
and (3.3). We have
(ΦIE,p,Φ
I
E′,p′)I + (Φ
III
E,p,Φ
III
E′,p′)III
=
∫ ∞
−∞
dζ
∫ ∞
0
dµ e
iE√
a
ζ+ ip√
a
lnµ
∫ ∞
−∞
dζ ′
∫ ∞
0
dµ′ e−
iE′√
a
ζ− ip′√
a
lnµ 4π
µ
δ(ζ − ζ ′)δ(µ − µ′)
= 4πaδ(E − E′)δ(p − p′). (3.8)
Here a formula δ(ω − ω′)δ(k − k′) = µ−1δ(ζ − ζ ′)δ(µ − µ′) is used.
The scalar field is expanded into the above modes (3.6) and (3.7) as follows. In region
I we have
ΦI(t, y, x) = 1/(4π
√
πa)
∫ ∞
−∞
dp
∫ ∞
0
dE
(
b+(E, p)Φ
I
E,p(t, y, x) + b
†
+(E, p)Φ
I∗
E,p(t, y, x)
+ b−(E, p)ΦI−E,−p(t, y, x) + b
†
−(E, p)Φ
I∗
−E,−p(t, y, x)
)
(3.9)
Here b±(E, p) are an annihilation operator for positive (negative) frequency normal modes.
A notable point is that in the second line the negative-frequency mode ΦI−E,−p is asso-
ciated with the annihilation operator b−(E, p). b
†
− creates a ’hole’, while b
†
+ creates a
‘particle’.[25][21] In sec.4 it will be shown that ΦIE,p and Φ
I∗
−E,−p are linearly dependent.
Similarly in region III, we have
ΦIII(t, y, x) = 1/(4π
√
πa)
∫ ∞
−∞
dp
∫ ∞
0
dE
(
b+(E, p)Φ
III
E,p(t, y, x) + b
†
+(E, p)Φ
III∗
E,p(t, y, x)
+ b−(E, p)ΦIII−E,−p(t, y, x) + b
†
−(E, p)Φ
III∗
−E,−p(t, y, x)
)
(3.10)
Therefore in region III operator b+ is associated with the negative-frequency modes, and
b− the positive-frequency modes. Therefore the scalar field contains negative-frequency
operators as well as positive-frequency ones. ΦIIIE,p and Φ
III∗
−E,−p will be also found to be
linearly dependent.
b+,− annihilate the vacuum |0〉β . The relation between a(ω, k) and b±(E, p) is given
by
a(ω, k) =
1
2π
√
aµ
∫ ∞
0
dE
∫ ∞
−∞
dp
[
e
− i√
a
Eζ− i√
a
p lnµ
b+(E, p) + e
i√
a
Eζ+ i√
a
p lnµ
b−(E, p)
]
(3.11)
Hermitian conjugate of this equation gives a relation for a†(ω, k). The commutation
relations of b± and b
†
± are given by
[b+(E, p), b
†
+(E
′, p′)] = [b−(E, p), b
†
−(E
′, p′)] = δ(E − E′)δ(p − p′). (3.12)
Other commutators vanish.
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4 Boundary limit of the Scalar Field and Bulk Reconstruc-
tion
In this section the boundary limit of ΦI,III will be considered, and the CFT operators
on the two boundaries will be identified. Some detailed equations are summarized in
Appendix B
First, the normal modes ΦIE,p (3.6) has the following y → 0 limit.
ΦIE,p → y∆ e−iEt+ipx g(E, p), (4.1)
where g(E, p) is a function defined by
g(E, p) = 2−ν a∆/2(Γ(∆))−1
∫ ∞
−∞
dζ
∫ ∞
0
dµµν exp{−i E√
a
ζ − i p√
a
lnµ+ iµ sinh ζ} (4.2)
Then the scalar field in region I has the following y → 0 limit.
ΦI(t, y, x)→ 1/(4π√πa)y∆
∫ ∞
0
dE
∫ ∞
−∞
dp
[|g(E, p)|2 − |g(−E,−p)|2]1/2[e−iEt+ipx2− i√ap cR(E, p) + eiEt−ipx2 i√ap c†R(E, p)]
≡ y∆OR(t, x) (4.3)
where OR(t, x) is a single trace operator on the boundary and the operator cR(E, p) is
defined by
cR(E, p) = 2
i√
a
p [
b+(E, p)g(E, p) + b
†
−(E, p)g
∗(−E,−p)][|g(E, p)|2 − |g(−E,−p)|2]−1/2.
(4.4)
c†R is its hermitian conjugate. These operators are boundary CFT operators on the right
boundary, and satisfy the commutation relations.
[cR(E, p), c
†
R(E
′, p′)] = δ(E − E′)δ(p − p′) (4.5)
cR is determined by boundary CFT operator OR(t, x) by Fourier transformation.[4]
Similarly, the boundary limit y → ∞ of the normal modes (3.6) in region III is given
by
ΦIIIE,p → (4/a)∆y−∆ eiEt+ipx g˜(E, p), (4.6)
where g˜(E, p) is a function defined by
g˜(E, p) = 2−ν a∆/2(Γ(∆))−1
∫ ∞
−∞
dζ
∫ ∞
0
dµµν exp{i E√
a
ζ − i p√
a
lnµ+ iµ sinh ζ} (4.7)
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Then the scalar field in region III has the following y →∞ limit.
ΦIII(t, y, x)→ (4/a)∆y−∆ 1
4π
√
πa
∫ ∞
0
dE
∫ ∞
−∞
dp
[|g˜(−E,−p)|2 − |g˜(E, p)|2]1/2[eiEt+ipx2 i√ap cL(E, p) + e−iEt−ipx2− i√ap c†L(E, p)], (4.8)
where the operator cL(E, p) is defined by
cL(E, p) = 2
− i√
a
p [
b†+(E, p)g˜
∗(E, p) + b−(E, p)g˜(−E,−p)
][|g˜(−E,−p)|2 − |g˜(E, p)|2]−1/2.
(4.9)
cL and c
†
L satisfy
[cL(E, p), c
†
L(E
′, p′)] = δ(E − E′)δ(p − p′). (4.10)
Moreover, because regions I and III are causally disconnected, the scalar fields in both
regions commute. Therefore cR and c
†
R commute with cL, and c
†
L. cL and c
†
L are CFT
operators on the left boundary.
When (4.4) and (4.9) are simplified by using the results in Appendix B, it is found
that these relations are Bogoliubov transformations.
cR(E, p) =
1√
1− e−βE
(
b+(E, p) + e
−(β/2)Eb†−(E, p)
)
, (4.11)
cL(E, p) =
1√
1− e−βE
(
b−(E, p) + e−(β/2)Eb
†
+(E, p)
)
, (4.12)
c†RcR − c†LcL = b†+b+ − b†−b− (4.13)
The thermal expectation values of the number operators are the Bose-Einstein distribution.
β〈0|c†R(E, p)cR(E′, p′)|0〉β = β〈0|c†L(E, p)cL(E′, p′)|0〉β =
1
eβE − 1δ(E − E
′)δ(p − p′),
β〈0|cR(E, p)c†R(E′, p′)|0〉β = β〈0|cL(E, p)c†L(E′, p′)|0〉β =
1
1− e−βE δ(E − E
′)δ(p − p′)
(4.14)
Let us define a ground state of CFT’s, |0〉 = |0〉L ⊗ |0〉R as the state annihilated by cR,L.
cR|0〉R = cL|0〉L = 0 (4.15)
Then by solving (4.11), (4.12) in favor of b+,− it can be shown that the state |0〉β annihi-
lated by b+,− is a Hartle-Hawking state, or Thermo Field Double[18].
|0〉β = 1√
Z(β)
exp
[ ∫ ∞
0
dE
∫ ∞
−∞
dp e−(β/2)E c†L(E, p)c
†
R(E, p)
]
|0〉L ⊗ |0〉R (4.16)
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This is an entangled state. The Thermo-Field Hamiltonian is given by
HTF =
∫ ∞
0
dE
∫ ∞
−∞
dpE
(
b†+(E, p)b+(E, p)− b†−(E, p)b−(E, p)
)
=
∫ ∞
0
dE
∫ ∞
−∞
dpE
(
c†R(E, p)cR(E, p) − c†L(E, p)cL(E, p)
) ≡ HR −HL. (4.17)
So by carrying out quantization of a scalar field in regions I and III in a single Hilbert
space we obtained a Hartle-Hawking-like state as a ‘vacuum’ which is annihilated by the
annihilation operators b+,−(E, p) for the scalar field.
By using the asymptotics (4.1) and (B.2) it can be shown that as y → 0 the following
equation holds.
ΦI−E,−p − e−βE/2ΦI∗E,p = O(y∆+1) (4.18)
Because ΦIE,p is a solution to the K-G equation and the allowed asymptotic leading powers
of y are 1± ν, the left hand side vanishes identically:
ΦI−E,−p − e−βE/2ΦI∗E,p = 0. (4.19)
Hence after some algebra the following eq is obtained.
ΦI(t, y, x) = 1/(4π
√
πa)
∫ ∞
−∞
dp
∫ ∞
0
dE
√
1− e−βE[cR(E, p)ΦIE,p(t, y, x) + h.c.] (4.20)
This can be also expressed in terms of OR by using (4.3). Here it will not be attempted
to rewrite (4.20) in terms of an integral as in [17]. Time evolution of ΦI is generated by
the Hamiltonian HR.
Similarly in region III we obtain
ΦIII−E,−p − eβE/2ΦIII∗E,p = 0 (4.21)
and
ΦIII(t, y, x) = 1/(4π
√
πa)
∫ ∞
−∞
dp
∫ ∞
0
dE
√
1− e−βE[cL(E, p)ΦIII−E,−p(t, y, x) + h.c.]
(4.22)
Operator c
(†)
R exists only in region I and c
(†)
L only in region III. By changing the basis of
the normal modes to the eigenstates of energy the operators in region I and those in region
III are decoupled. (4.20) and (4.22) are the bulk reconstruction of a scalar field in BTZ
black hole.
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5 Normal Modes of a Real Scalar Field behind the Horizon
In this section solutions to the K-G equation behind the horizon will be considered.
The metric inside the horizon can be obtained from (2.1) by a coordinate transformation.
η =
2
r
(
1± 1√
a
√
a− r2
)
(5.1)
Then the metric tensor behind the horizon is written as
ds2 = − 16a
(aη2 + 4)2
dη2 +
a(aη2 − 4)2
(aη2 + 4)2
dt2 +
16a2η2
(aη2 + 4)2
dx2. (5.2)
In region II η is a time variable and takes values in η ≥ 2√
a
, and in region IV 0 ≤ η ≤ 2√
a
.
In this paper region IV is not considered. One set of the normal modes in region II
obtained by a coordinate transformation from that for AdS3 is given by (A.23),
Φ
II(ν)
ω,k (η, t, x) =
4 + aη2
4
√
aη
e
√
axJν(µ
4 + aη2
4
√
aη
e
√
ax) exp{iaη
2 − 4
4
√
aη
e
√
axµ cosh(ζ −√at)}, (5.3)
where ω = µ cosh ζ and k = µ sinh ζ. Then the eigenfunctions of momenta corresponding
to t and x translations are given by Fourier transformation of (5.3) with respect to ζ and
lnµ.
Φ
II(ν)
E,p (η, t, x) =
∫ ∞
−∞
dζ
∫ ∞
0
dµ e
−i E√
a
ζ−i p√
a
lnµ
ΦIIω,k(η, t, x)
≡ e−iEt+ipx
∫ ∞
−∞
dζ
∫ ∞
0
dµe
−i E√
a
ζ−i p√
a
lnµ 4 + aη2
4
√
aη
Jν(µ
4 + aη2
4
√
aη
) exp
{
i
aη2 − 4
4
√
aη
µ cosh ζ
}
.
(5.4)
Here E and p are momentum eigenvalues conjugate to t and x, and take values in −∞ <
E, p < ∞. This solution can also be represented as a suitable linear combination of
solutions constructed in terms of a hypergeometric functions as in [22][23]. This integration
formula, however, allows explicit asymptotic formulas.
This set of normal modes, however, does not form a complete set of linearly independent
functions. In (C.5) of Appendix C it is shown that the following relation holds for η >
2/
√
a. (
Φ
II(ν)
E,p (η, t, x)
)∗
= e−πi(ν+1) eβp/2ΦII(ν)−E,−p(η, t, x) (5.5)
Let us note that E is a component of spatial momentum. Then we will introduce a new
set of normal modes.
Φ˜
II(ν)
E,p (η, t, x) = e
−iEt+ipx
∫ ∞
−∞
dζ
∫ ∞
0
dµe
−i E√
a
ζ+i p√
a
lnµ 4 + aη2
4
√
aη
× Jν(µ4 + aη
2
4
√
aη
) exp
{
i
aη2 − 4
4
√
aη
µ cosh ζ
}
. (5.6)
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This is related to (5.4) by a relation
Φ˜
II(ν)
E,p (η, t, x) = Φ
II(ν)
E,−p(η, t,−x) (5.7)
The Klein-Gordon (K-G) inner products for these modes in region II, η ≥ 2/√a, is
defined for functions f(η, t, x) and g(η, t, x) as follows.
(f, g)II ≡ i
∫ ∞
−∞
dt
∫ ∞
−∞
dx
aη(aη2 − 4)
aη2 + 4
[
f∗∂ηg − g∂ηf∗
]
(5.8)
The factor in the integrand which depends on η is
√−g(−gηη). The subscript II for the
inner product on the left hand side means that the integration is to be carried out in
region II. This inner product does not depend on η owing to K-G equation (at least away
from the horizon. See next section.) Hence the inner products of the normal modes will be
computed in the limit η → +∞. They are evaluated in Appendix C. Some of the results
for η > 2/
√
a are
(Φ
II(ν)
E,p ,Φ
II(ν)
E′,p′)II =
−8π3a exp(βp/2)
sinh(βp/2)
δ(E − E′)δ(p − p′), (5.9)
(Φ˜
II(ν)
E,p , Φ˜
II(ν)
E′,p′)II =
8π3a exp(−βp/2)
sinh(βp/2)
δ(E − E′)δ(p − p′), (5.10)
(Φ
II(ν)
E,p , Φ˜
II(ν)
E′,p′)II = 0 (5.11)
These inner products are not positive definite: for example, (5.9) is negative for p > 0
and positive for p < 0. Furthermore, (5.4) behaves as Φ
II(ν)
E,p ∝ ηip/
√
a exp(−iEt + ipx)
at large η. Similarly (5.6) behaves as Φ˜
II(ν)
E,p ∝ η−ip/
√
a exp(−iEt + ipx). By using these
properties of mode functions it can be shown that
(Φ
II(ν)∗
E,−p , Φ˜
II(ν)
−E′,p′)II = 0 (5.12)
for −∞ < E,E′, p, p′ <∞.
In addition to Φ
II(ν)
E,p and Φ˜
II(ν)
E,p we will also introduce new normal modes, or basis
functions, Φ
II(−ν)
E,p and Φ˜
II(−ν)
E,p , which are obtained from Φ
II(ν)
E,p and Φ˜
II(ν)
E,p , respectively, by
replacing Bessel function Jν(z) by J−ν(z). So there are four types of basis functions:
V = {ΦII(ν)E,p , ΦII(−ν)E,p , Φ˜II(ν)E,p , Φ˜II(−ν)E,p } (5.13)
Although usually, only two of these functions are chosen to be a basis of linearly indepen-
dent functions, we will consider a vector space V of functions spanned by this set of the
normal modes, and expand the scalar field inside horizon into these modes. This is because
in curved spacetime without time-translation symmetry positive-and negative-frequency
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solutions cannot be defined and it is not known beforehand which normal modes to assign
to annihilation operators. So the number of independent basis functions must be doubled.
Another reason is that it will be shown in the next section that the inner products of these
functions are not independent of η at the horizon, i.e., take distinct values at the horizon
from those for η > 2/
√
a. Therefore it is necessary to keep all of the modes (5.13) as
the basis in the analysis of matching conditions at the horizon. Furthermore, Φ
II(ν)
E,p and
Φ
II(ν)∗
−E,−p are not linearly independent as shown above. So the mode functions with p > 0
and those with p < 0 must be treated separately. The above four mode functions (5.13)
are all proportional to e−iEt+ipx.
The scalar field must satisfy matching conditions at the horizon[4] as well as normal-
ization condition of the inner products of the normal modes. For this prescription to work
the inner products of the normal mode functions which are used to expand the scalar field
must be constructed in such a way that they are continuous in the interior region of the
black hole including the horizon.
6 Discontinuity of the Inner Product in η at the Horizon
If f and g are solutions to K-G equation, the inner product (5.8) satisfies the following
equation owing to the K-G equation.
d
dη
(f, g)II = i
∫
dt
∫
dx∂t
[
gtt
√−g(f∗∂tg − g∂tf∗)
]
+i
∫
dt
∫
dx∂x
[
gxx
√−g(f∗∂xg − g∂xf∗)
]
(6.1)
Here the factor gtt
√−g in the first line is given by
gtt
√−g = 16aη
(aη2 + 4)(aη2 − 4) (6.2)
This has a singularity exactly at the location of the horizon η = 2/
√
a. Because the
integrand is a total derivative, the right hand side will vanish for η > 2/
√
a. Then the
inner products are independent of η as long as η > 2/
√
a. Just at the horizon, however,
special care must be taken. This problem can be studied by computing the inner product
of the mode functions as η → ∞ and at η = 2/√a, separately, and showing that the
results of the two cases are same or distinct.2
Inner products of (5.13) at η > 2/
√
a are given in (C.9)-(C.16). These are computed
by using the asymptotic behaviors (C.4) for η →∞. Inner products of the four modes in
2In the case of Rindler space it can be shown that there is also a singularity at the horizon in an
equation similar to (6.1). In this case, however, inner products of mode functions are not discontinuous at
the horizon.
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(5.13) can also be computed in a region near the horizon. In (D.6) a behavior of Φ
II(ν)
E,p near
the horizon is presented. By using this result some inner products of (5.13) are computed
in Appendix D. The results are completely different from those in (C.9)-(C.16). Hence the
inner products of the mode functions have discontinuities at η = 2/
√
a.
Next, we will study linear dependence of the mode functions (5.13). In the η → ∞
limit, Φ
II(ν)
E,p behaves as (C.4). This shows that there exist following two relations in this
limit.
Φ
II(−ν)
E,p − e−πiνD(E, p)ΦII(ν)E,p = 0, (6.3)
Φ˜
II(−ν)
E,p − e−πiνD∗(E, p)Φ˜II(ν)E,p = 0 (6.4)
Here D(E, p) is defined in (C.17). It can be shown that inner products of the left hand
sides of (6.3) and (6.4) with the four functions in (5.13) all vanish, as long as η > 2/
√
a.
These relations are valid for η > 2/
√
a. There are only two linearly independent modes,
as should be the case.
On the contrary by using the behavior (D.6) of Φ
II(ν)
E,p near the horizon, it can be shown
that the following relation holds near the horizon.
Φ˜
II(ν)
E,p = e
2ip/
√
a
Γ(12 (1 + ν + i
E+p√
a
))Γ(12 (1 + ν − iE−p√a ))
Γ(12 (1 + ν − iE+p√a ))Γ(12 (1 + ν + i
E−p√
a
))
Φ
II(ν)
E,p (6.5)
Another relation obtained by a replacement ν → −ν also holds. In this way linear depen-
dence of mode functions may be discontinuous at the horizon. It is then unavoidable to
use all the four modes altogether behind the horizon. So we will work in the vector space
of normal modes V.
Now a question arises as to how it is possible to match a scalar field in regions I and III
outside the horizon to that in region II. Even if it could be possible to connect the mode
functions of a scalar field on both sides of the horizon smoothly, the inner products of the
mode functions might be discontinuous at the horizon. How the creation and annihilation
operators must be assigned to the mode functions inside region II? If the inner products
at η = 2/
√
a were used, the quantum theory obtained might not be appropriate in the
whole region inside the horizon. If the inner products for η > 2/
√
a were used, then
the quantum theory inside the horizon might be discontinuous from that outside. In the
following analysis we will start by using the inner products for η > 2/
√
a, (C.9)-(C.16)
and solve the matching conditions. It will be shown in sec.8 that when these conditions
are satisfied, then special linear combinations of normal modes, ψ
(i)
E,p (7.2) defined below,
have appropriate inner products which are continuous at the horizon.
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7 Quantization Behind the Horizon
Behind the horizon the scalar field will be expanded into linear combinations of the
normal modes (5.13) introduced above. For the horizon to be smooth, the operators which
multiply the normal modes must be chosen to coincide with those in regions I and III, and
the operators inside and outside the horizon must be fully entangled.
7.1 Normal Mode Expansion of a Scalar Field in Region II
Choice of normal modes is carried out in such a way that the exponentials e±iEt±ipx
in the normal modes in region II coincide with those in the corresponding normal modes
in regions I and III, respectively. Normal mode expansion of a scalar field in region II is
given by
ΦII(η, t, x) =
1
4π
√
πa
∫ ∞
0
dE
∫ ∞
0
dp{
cR(E,−p)ψ(1)E,−p + cR(E, p)ψ(2)E,p
+ cL(E,−p)ψ(3)E,−p + cL(E, p)ψ(4)E,p + h.c.
}
, (7.1)
Here cR(E, p) and cL(E, p) with E ≥ 0 and −∞ < p < +∞ are two sets of annihilation
operators which are the same as those in regions I and III. It is important for smoothness
of the horizon to use the same operators inside the horizon as those outside.[4] In the above
expansion of a scalar field, integration region for p is devided into two, p > 0 and p < 0,
because Φ
II(ν)
E,p and Φ
II(ν)
−E,−p are related to each other by complex conjugation. ψ
(i)
E,p(η, t, x)
are normal mode functions defined by
ψ
(1)
E,−p = N
(1)
E,p[γ
(1)
1 (E, p)Φ
II(ν)
E,−p + γ
(1)
2 (E, p)Φ˜
II(ν)
E,−p + γ
(1)
3 (E, p)Φ
II(−ν)
E,−p + γ
(1)
4 (E, p)Φ˜
II(−ν)
E,−p ],
ψ
(2)
E,p = N
(2)
E,p[γ
(2)
1 (E, p)Φ˜
II(ν)
E,p + γ
(2)
2 (E, p)Φ
II(ν)
E,p + γ
(2)
3 (E, p)Φ˜
II(−ν)
E,p + γ
(2)
4 (E, p)Φ
II(−ν)
E,p ],
ψ
(3)
E,−p = N
(3)
E,p[γ
(3)
1 (E, p)Φ˜
II(ν)
−E,p + γ
(3)
2 (E, p)Φ
II(ν)
−E,p + γ
(3)
3 (E, p)Φ˜
II(−ν)
−E,p + γ
(3)
4 (E, p)Φ
II(−ν)
−E,p ],
ψ
(4)
E,p = N
(4)
E,p[γ
(4)
1 (E, p)Φ
II(ν)
−E,−p+γ
(4)
2 (E, p)Φ˜
II(ν)
−E,−p+γ
(4)
3 (E, p)Φ
II(−ν)
−E,−p+γ
(4)
4 (E, p)Φ˜
II(−ν)
−E,−p],
(7.2)
where E ≥ 0 and p ≥ 0. If only ΦII(ν)E,p and ΦII(−ν)E,p are used in the definition of the normal
modes, it is not possible to impose matching conditions of the mode function ψ
(i)
E,p at
the horizon in addition to the normalization of the inner products. Functions N
(i)
E,p and
γ
(i)
n (E, p) (i = 1, 2) should be chosen to make ψ
(i)
E,∓p behave as (
√
aη−2)−iE/
√
a and match
ψ
(1)
E,−p and ψ
(2)
E,p smoothly with
√
1− e−βEΦIE,−p and
√
1− e−βEΦIE,p, respectively, on the
horizon between regions I and II. Similarly, N
(i)
E,p and γ
(i)
n (E, p) (i = 3, 4) are chosen
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to make ψ
(i)
E,±p behave as (
√
aη − 2)+iE/
√
a and match ψ
(4)
E,p and ψ
(3)
E,−p smoothly with√
1− e−βEΦIII−E,−p and
√
1− e−βEΦIII−E,p, respectively, on the horizon between regions II
and III.
It can be shown that in order to ensure that (ψ
(3)∗
E,−p, ψ
(1)
E′,−p′) = 0 it is necessary and
sufficient to require γ
(3)
1 /γ
(1)
1 = γ
(3)
2 /γ
(1)
2 and γ
(3)
3 /γ
(1)
3 = γ
(3)
4 /γ
(1)
4 . In the following the
following constraints are imposed.
γ(3)n (E, p) = γ
(1)
n (E, p) (n = 1, 2, 3, 4) (7.3)
Although these constraints are a bit stronger than necessary, it is possible to show that
there exist solutions to the matching conditions. Similarly, in order to ensure that
(ψ
(4)∗
E,p , ψ
(2)
E′,p′) = 0 the following constraints are imposed.
γ(4)n (E, p) = γ
(2)
n (E, p) (n = 1, 2, 3, 4) (7.4)
On the other hand orthogonality of ψ
(i)
E,±p and ψ
(j)
E′,±p′ with i 6= j is ensured by the
orthogonality properties of e±iEt±ipx.
The operators cR,L(E,∓p) are assigned to each normal mode functions in such a way
that they will correspond to appropriate t- and x-dependences of the normal modes mul-
tiplying cR and cL in Φ
I and ΦIII, i.e., e±iEt±ipx, in (4.20) and (4.22). The assignment of
these normal modes in (7.1) are carried out by taking into account (5.12). If the normal
modes ψ
(i)
E,∓p defined as above have ‘norm’s normalized to unity as
(ψ
(i)
E,±p, ψ
(i)
E′,±p′)II = 16π
3aδ(E − E′)δ(p − p′), (i = 1, 2, 3, 4) (7.5)
then it is possible to multiply the normal modes ψ
(i)
E,∓p by operators cR(E,±p) and
cL(E,±p) as in (7.1).
The norms of the normal modes ψ
(i)
E,∓p (i = 1, · · · , 4) are computed by using the results
in Appendix B as
(ψ
(i)
E,∓p, ψ
(i)
E′,∓p′)II = 8π
3a[sinh(βp/2)]−1|N (i)E,p|2δ(E − E′)δ(p − p′)
×
[
e−βp/2|γ(i)1 + e−πiνD∗(E, p)γ(i)3 |2 − eβp/2|γ(i)2 + e−πiνD(E, p)γ(i)4 |2
]
(7.6)
Although in general these norms are not positive definite, by imposing γ
(i)
2 = γ
(i)
4 = 0,
(7.6) could be made positive definite. In this case, however, a solution to the matching
conditions of the modes at the horizon would not satisfy appropriate normalization condi-
tions of the normal modes. Another prescription for restriction, γ
(i)
3 = γ
(i)
4 = 0, does not
work, either. In what follows, suitable solutions which have positive norms will be found.
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7.2 Matching Conditions
In the maximally extended Penrose diagram the black hole spacetime is expressed in
terms of the Kruskal-Szeckeres coordinates, U and V . In region I these coordinates are
given by
UI = −e
√
a(r∗−t) = −e−
√
at2−
√
ay
2 +
√
ay
, VI = e
√
a(r∗+t) = e
√
at 2−
√
ay
2 +
√
ay
. (7.7)
Here r∗ is the tortoise coordinate. In region II they are given by
UII = e
−√at
√
aη − 2√
aη + 2
, VII = e
√
at
√
aη − 2√
aη + 2
. (7.8)
Similarly, in region III they are
UIII = e
√
at
√
ay − 2√
ay + 2
, VIII = −e−
√
at
√
ay − 2√
ay + 2
. (7.9)
Here the time direction in region III is flipped compared to that in the usual maximally-
extended Penrose diagram to make the positive direction of t upward. Then the near-
horizon behaviors of normal modes are either V ±iE/
√
a or U±iE/
√
a. Near the horizon
between regions I and II, the coefficients γ
(1)
n and γ
(2)
n in (7.2) must be determined to keep
only terms proportional to V −iE/
√
a in region II. Furthermore, the terms proportional to
V −iE/
√
a on both sides of the horizon must coincide. This determines N
(1,2)
E,p γ
(1,2)
n (E, p)
(n = 1, · · · , 4). Similarly near the horizon between regions III and II, γ(3)n (= γ(1)n ) and
γ
(4)
n (= γ
(2)
n ) must be determined to make the terms on both sides of the horizon propor-
tional to U iE/
√
a, and it can be shown that the requirement that the terms proportional to
(−V )−iE/
√
a in region II near the horizon should vanish is also satisfied. In the following
this analysis is sketched.
The near-horizon behavior of ΦIE,p, Φ
III
E,p, Φ
II(±ν)
E,p and Φ˜
II(±ν)
E,p are presented in Appendix
C. By using these formulas the matching conditions at the horizon for the scalar field can
be examined. Then, it can be checked whether the inner products of the normal modes
satisfy (7.5).
The matching conditions are given as follows.
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• At the horizon between regions I and II
ψ
(1)
E,−p = N
(1)
E,pe
−ipx[γ(1)1 C
ν(E,−p) + γ(1)2 Cν(E, p)
+γ
(1)
3 C
−ν(E,−p) + γ(1)4 C−ν(E, p)]V −iE/
√
a
=
√
1− e−βEe−ipx2ip/
√
a
Γ(1+ν2 − iE−p2√a )
Γ(1+ν2 + i
E−p
2
√
a
)
eβE/4Γ(i
E√
a
)(2V )−iE/
√
a
= b1 e
−ipxV −iE/
√
a, (7.10)
ψ
(2)
E,p = N
(2)
E,pe
ipx[γ
(2)
1 C
ν
1 (E,−p) + γ(2)2 Cν(E, p)
+γ
(2)
3 C
−ν(E,−p) + γ(2)4 C−ν4 (E, p)]V −iE/
√
a
=
√
1− e−βEeipx2−ip/
√
a
Γ(1+ν2 − iE+p2√a )
Γ(1+ν2 + i
E+p
2
√
a
)
eβE/4Γ(i
E√
a
)(2V )−iE/
√
a
= b2 e
ipxV −iE/
√
a. (7.11)
• At the horizon between regions II and III
ψ
(3)
E,−p = N
(3)
E,pe
ipx[γ
(1)
1 C
ν(E,−p) + γ(1)2 Cν(E, p)
+γ
(1)
3 C
−ν(E,−p) + γ(1)4 C−ν(E, p)]U−iE/
√
a
=
√
1− e−βEeipx2−ip/
√
a
Γ(1+ν2 − iE+p2√a )
Γ(1+ν2 + i
E+p
2
√
a
)
eβE/4Γ(i
E√
a
)(2U)−iE/
√
a
= b3 e
ipxU−iE/
√
a, (7.12)
ψ
(4)
E,p = N
(4)
E,pe
−ipx[γ(2)1 C
ν(E,−p) + γ(2)2 Cν(E, p)
+γ
(2)
3 C
−ν(E,−p) + γ(2)4 C−ν(E, p)]U−iE/
√
a
=
√
1− e−βEe−ipx2ip/
√
a
Γ(1+ν2 − iE−p2√a )
Γ(1+ν2 + i
E−p
2
√
a
)
eβE/4Γ(i
E√
a
)(2U)−iE/
√
a
= b4 e
−ipxU−iE/
√
a (7.13)
The conditions for vanishing of terms in ψ(1,2) proportional to (−U)iE/
√
a at the horizon
between regions I and II are
γ
(1)
1 C
ν(−E,−p) + γ(1)2 Cν(−E, p) + γ(1)3 C−ν(−E,−p) + γ(1)4 C−ν(−E, p) = 0, (7.14)
γ
(2)
1 C
ν(−E,−p) + γ(2)2 Cν(−E, p) + γ(2)3 C−ν(−E,−p) + γ(2)4 C−ν(−E, p) = 0 (7.15)
Exactly the same conditions are obtained for vanishing of terms in ψ(3,4) proportional to
(−V )iE/
√
a at the horizon between regions III and II. Here C±ν are defined by
C±ν(E, p) = e−βE/4Γ(i
E√
a
)2
−iE+p√
a
Γ(1±ν2 − iE+p2√a )
Γ(1±ν2 + i
E+p
2
√
a
)
(7.16)
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7.3 Solutions
By solving (7.10)-(7.15) the following solution for γ
(i)
n ’s are obtained. Details are given
in Appendix F.
γ
(1)
1 = K e
−πiν [eβp/2eiδ1 −D∗(E, p)(e−βp/2eiδ2 − J (1))], (7.17)
γ
(1)
3 = K [−eβp/2eiδ1 + e−βp/2eiδ2 − J (1)], (7.18)
Here
K ≡ [e
β(E−p)/2 + eπiν ][eβ(E+p)/2 + e−πiν ]
4ieβE/2 sinh(βp/2)e−πiν sinπν
, (7.19)
J (1) ≡ b1
N
(1)
E,p
Ee−βE/2e−πiν
2π
√
a
Cν(−E, p)[eβ(E−p)/2 + eπiν ] (7.20)
b1 is defined in (E.7), and
γ
(1)
2 = −
M1
M2
γ
(1)
1 +
C−ν(−E, p)
M2(E, p)
b1
N
(1)
E,p
, (7.21)
γ
(1)
4 =
M3
M2
γ
(1)
3 −
Cν(−E, p)
M2(E, p)
b1
N
(1)
E,p
, (7.22)
Here M1,2,3 are defined in (E.4)-(E.6). Solutions for γ
(2)
n with n = 1, 2, 3, 4 are also
presented in Appendix E.
By using these results norms of ψ
(i)
E,∓p(i = 1, · · · , 4) are found to be
(ψ
(i)
E,∓p, ψ
(i)
E′,∓p′)II = 16π
3a |N (i)E,p|2δ(E − E′)δ(p − p′). (7.23)
If N
(i)
E,p’s are phase factors, (7.5) hold. These norms are positive-definite and normalized to
unity. Due to the pre-factor 1/(4π
√
πa) in the scalar field (7.1), the operators cR,L(E, p)
must satisfy
[cR(E, p), c
†
R(E
′, p′)] = δ(E − E′)δ(p − p′) (7.24)
and a similar relation for cL and c
†
L. These relations agree with (4.5) and (4.10) and
the horizon is smooth for the scalar field. The prescription of [6] works and there are no
firewalls for a scalar at the horizon.
The above solution, however, contains phase factors eiδi(E,p) (i = 1, · · · , 4), N (1−4)E,p .
Furthermore, it is possible to obtain more general solutions which satisfy the match-
ing conditions and the condition of normalization of normal modes. Let F
(i)
1 (E, p) and
F
(i)
2 (E, p) (i = 1, 2) be real functions of E and p which satisfy for E, p > 0
F
(i)
1 (E, p), F
(i)
2 (E, p) ≥ 0 (i = 1, 2), (7.25)
e−βp/2F (i)1 (E, p) − eβp/2F (i)2 (E, p) = eβp/2 − e−βp/2 (i = 1, 2) (7.26)
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These functions F
(i)
n can be parametrized as
F
(i)
1 (E, p) = (e
βp − 1) cosh2 α(i)(E, p) + eβp/2W (i)(E, p), (7.27)
F
(i)
2 (E, p) = (1− e−βp) sinh2 α(i)(E, p) + e−βp/2W (i)(E, p), (7.28)
where α(i)(E, p) ≥ 0 and W (i)(E, p) ≥ 0. (i = 1, 2)
Then γ
(1)
1 and γ
(1)
3 are defined to be solutions to the following equations
|γ(1)1 + γ(1)3 e−πiνD∗(E, p)|2 = F (1)1 (E, p), (7.29)
|γ(1)1 + γ(1)3 e−πiν + J (1)|2 = F (1)2 (E, p) (7.30)
If F
(1)
1 = e
βp, F
(1)
2 = e
−βp, these agree with the results mentioned above. In the general
case the phase factors eiδ1,2 in the above results are replaced by eiδ1,2
√
F
(1)
1,2 . In the
same way by defining γ
(2)
1,3 in terms of F
(2)
1,2 (E, p) as in (7.29) and (7.30) the solutions
for γ
(2)
n (n = 1, · · · , 4) are obtained. These solutions depend on phase factors eiδ1,2,3,4 and
functions F
(1,2)
1,2 (E, p). So there are too many possibilities for quantum theory of the scalar
field inside the horizon.
8 Inner Products of ψ
(i)
E,p at the Horizon
In sec. 6 it was noticed that the inner products of the basis functions (5.13) are
discontinuous in η at η = 2/
√
a. In this section it will be studied whether the inner
products of ψ
(i)
E,p in (7.2) are continuous or not, if the solutions for γ
(i)
n are substituted into
(7.2).
Let us consider ψ
(1)
E,−p. By substitution of (7.21) and (7.22) it is found that
ψ
(1)
E,−p = N
(1)
E,p γ
(1)
1
{
Φ
II(ν)
E,−p −
M1
M2
Φ˜
II(ν)
E,−p
}
+N
(1)
E,p γ
(1)
3
{
Φ
II(−ν)
E,−p +
M3
M2
Φ˜
II(−ν)
E,−p
}
+
b1
M2
C−ν(−E, p){Φ˜II(ν)E,−p − Cν(−E, p)C−ν(−E, p) Φ˜II(−ν)E,−p } (8.1)
At the horizon those factors in the first line which multiply γ
(1)
1 and γ
(1)
3 , respectively,
vanish due to the relation (6.5). Actually, the latter relation can be rewritten as Φ
II(ν)
E,−p =
[Cν(−E,−p)/Cν(−E, p)] Φ˜II(ν)E,−p = [M1/M2] Φ˜II(ν)E,−p. So ψ(1)E,−p is independent of γ(1)E,−p,
γ
(3)
E,−p and N
(1)
E,p at the horizon. When the inner product of the last term of (8.1) is
computed at the horizon by using (D.9)-(D.13), we obtain at η = 2/
√
a
(ψ
(1)
E,−p, ψ
(1)
E′,−p′)H = 16π
3a δ(E − E′)δ(p − p′). (8.2)
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Here H stands for horizon. It can be shown that the other inner products, (ψ
(2)
E,p, ψ
(2)
E′,p′)H,
(ψ
(3)
E,−p, ψ
(3)
E′,−p′)H and (ψ
(4)
E,p, ψ
(4)
E′,p′)H have the same forms as above at the horizon. Thus,
although inner products of Φ
II(±ν)
E,p and Φ˜
II(±ν)
E,p are discontinuous at the horizon, the inner
products of ‘the special linear combinations ψ
(i)
E,p’ are continuous at the horizon. This
ensures that the quantum state is smooth in the vicinity of the horizon.
On the other hand ψ
(i)
E,p’s depend on γ
(i)
E,p’s away from the horizon, because equations
which relate Φ
II(ν)
E,p and Φ˜
II(ν)
E,p are not valid there. Instead (6.3) and (6.4) hold. By using
(E.11), (E.12), (E.1) and (E.3) the following expression is obtained away from the horizon.
ψ
(1)
E,−p = N
(1)
E,p [
√
F
(1)
1 (E, p)e
iδ1Φ
II(ν)
E,−p +
√
F
(1)
2 (E, p)e
iδ2Φ˜
II(ν)
E,−p] (8.3)
This has the correct K-G norm (7.5) owing to (7.26), (C.9) and (C.12). Similarly, the
other normal modes are found to be
ψ
(2)
E,p = N
(2)
E,p [
√
F
(2)
1 (E, p)e
iδ3Φ˜
II(ν)
E,p +
√
F
(2)
2 (E, p)e
iδ4Φ
II(ν)
E,p ], (8.4)
ψ
(3)
E,−p = N
(3)
E,p [
√
F
(1)
1 (E, p)e
iδ1Φ˜
II(ν)
−E,p +
√
F
(1)
2 (E, p)e
iδ2Φ
II(ν)
−E,p], (8.5)
ψ
(4)
E,p = N
(4)
E,p [
√
F
(2)
1 (E, p)e
iδ3Φ
II(ν)
−E,−p +
√
F
(2)
2 (E, p)e
iδ4Φ˜
II(ν)
−E,−p]. (8.6)
These also have correct K-G norm (7.5). This means that the matching condition cannot
determine the quantum scalar field inside the horizon uniquely. The near-horizon normal
mode, the last term of (8.1), which is unique, is connected to the deep-inside mode (8.3).
The latter is not unique and depends on arbitrary functions F
(1)
n (E, p) (n = 1, 2). Because
there is no isometry for the time variable η inside the horizon and it is not possible to
distinguish between positive- and negative-frequency solutions inside the horizon. So the
number of independent normal modes is doubled and as a result the K-G inner product
(7.6) contains a term with a negative sign. Therefore solutions which contain continuous
parameters can exist.
Because the mode functions ψ
(i)
E,p (i = 1, 2, 3, 4) are defined for either p ≥ 0 or p ≤ 0,
these must satisfy continuity conditions at p = 0.
ψ
(1)
E,p=0 = ψ
(2)
E,p=0, (8.7)
ψ
(3)
E,p=0 = ψ
(4)
E,p=0 (8.8)
It can be shown that if W (i)(E, p = 0) 6= 0 (i = 1, 2), where W (i) is defined in (7.27) and
(7.28), the following relations must be satisfied.
ei(δ1(E,p=0)−δ2(E,p=0)) = e−i(δ3(E,p=0)−δ4(E,p=0)), (8.9)
N
(1)
E,p=0
N
(3)
E,p=0
=
N
(2)
E,p=0
N
(4)
E,p=0
(8.10)
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On the contrary it can be shown that at the horizon the above conditions (8.7) and (8.8)
are satisfied without constraints.
9 Summary and Conclusion
In this paper quantization of a free scalar field in BTZ black hole including the region
inside the horizon is studied. The normal modes of a scalar field in black hole background
are obtained from those of AdS3 spacetime by suitable coordinate transformations. These
normal modes turn out not eigenstates of energy and momentum. We quantized scalar field
on the same constant-t slice in both regions I and III: K-G inner products are computed
on the constant t slice obtained by combining those in both regions. By changing basis
of the normal modes to that of eigenstates of energy and momentum it is found that the
creation and annihilation operators in each regions I and III can be identified as single-
trace operators in boundary CFTs. The vacuum state is shown to be the TFD (1.1).
Then a scalar field behind a horizon of a two-sided BTZ black hole is quantized by using
the matching condition of [4] for normal modes. It is shown that the scalar field can be
smoothly connected across the horizon by using the matching condition and the scalar field
also satisfies correct equal time commutation relations behind the horizon. It is, however,
shown that there are still infinitely many ways to expand a scalar field into normal modes
deep inside the horizon.
To conclude, the matching condition at the horizon of [4] is not sufficient to determine a
scalar theory inside the horizon of BTZ black hole uniquely. Correlation functions behind
the horizon depend on extra functions F
(i)
n (E, p), eiδn and N
(i)
E,p, and are not related
to those in region I by a simple shift t → t − i4β. The mode functions (8.3)-(8.6) are
composed of both Φ
II(ν)
E,p and Φ˜
II(ν)
E,p . These two are not obtained by a same coordinate
transformation from the corresponding normal modes in AdS3. These results mean that
a scalar theory behind the horizon is not reconstructed in terms of the CFT’s on the
boundaries, unless appropriate additional conditions are imposed on the matter theory
inside the horizon. This constraint cannot be arranged by any further conditions at the
horizon, because the near-horizon normal modes, the last term of (8.1), are uniquely
determined by the matching condition. What is an appropriate additional condition to
determine the quantum theory far inside the horizon? It is interesting to study whether
there is similar arbitrariness of the structure of matter theories behind the horizon in
higher-dimensional black holes. These questions will be left for future work.
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A Connection of Normal Modes of a Scalar Field in BTZ
Black Hole to those in AdS3
The metric for massless BTZ black hole is given by
ds2 =
1
u2
(du2 + dw+dw−) (A.1)
Here AdS length is set to unity. u is a radial coordinate and w+ = χ+τ and w− = χ−τ and
τ is a time, and χ the spatial one. We perform the following coordinate transformations
(u,w+, w−)→ (y, z+, z−) in the above equation.[26][14][27]
w+ = f(z+)− 2y
2(f ′(z+))2f¯ ′′(z−)
4f ′(z+)f¯ ′(z−) + y2f ′′(z+)f¯ ′′(z−)
, (A.2)
w− = f¯(z−)− 2y
2(f¯ ′(z−))2f ′′(z+)
4f ′(z+)f¯ ′(z−) + y2f ′′(z+)f¯ ′′(z−)
, (A.3)
u =
4y(f ′(z+)f¯ ′(z−))3/2
4f ′(z+)f¯ ′(z−) + y2f ′′(z+)f¯ ′′(z−)
(A.4)
Then we obtain a new metric.
ds2 =
1
y2
(dy2 + dz+dz−)− 1
2
S[f, z+]d(z+)2 − 1
2
S[f¯ , z−](dz−)2
+y2
1
4
S[f, z+]S[f¯ , z−]dz+dz− (A.5)
Here S[f, z] is a Schwarzian derivative.
S[f, z] =
f ′′′(z)
f ′(z)
− 3
2
(f ′′(z)
f ′(z)
)2
(A.6)
Let us next consider the transformations generated by f(z+) = e
√
az+ and f¯(z−) =
e
√
az− .
w+ =
4− ay2
4 + ay2
e
√
az+,
w− =
4− ay2
4 + ay2
e
√
az− ,
u =
4
√
ay
4 + ay2
e
1
2
√
a(z++z−) (A.7)
Here a = 4GM is a parameter related to the black hole mass M , and G is a 3d Newton
constant. Then the metric is transformed to
ds2 =
1
y2
dy2 +
1
4
(a(dz+)2 + a(dz−)2) + (
1
y2
+
1
16
a2y2)dz+dz− (A.8)
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When we define z+ = x+ t, z− = x− t and
r ≡ 1
y
+
a
4
y, (A.9)
then the metric reads
ds2 =
1
r2 − adr
2 − (r2 − a)dt2 + r2dx2 (A.10)
Because r ≥ √a, (A.8) describes the space-time outside the black hole. (A.9) is solved for
y as
y =
2
a
(r ±
√
r2 − a) (A.11)
The horizon is located at r = r+ =
√
a. Each 0 < y ≤ 2√
a
and 2√
a
≤ y <∞ correspond to
the exterior region r ≥ √a.
Maximally extended Schwarzschild space time consists of four regions: right (I) region
and left (III) one, which are spacetimes outside the horizon. Future (II) and past (IV)
one, which are behind the horizon. The normal modes of a scalar field in BTZ background
are obtained from those in pure AdS3 space (A.1) by coordinate transformations.
A classical equation of motion for a real scalar field φ with mass m in (A.1) is given
by
∂2uφ−
1
u
∂uφ+ (∂
2
χ − ∂2τ )φ−
m2
u2
φ = 0. (A.12)
By separation of variables mode functions of this scalar field will be obtained in the form
φωk(τ, u, χ) = e
−iωτ+ikχ fωk(u), (A.13)
where ω and k are constants, and fωk(u) is a solution to the following equation
f ′′ωk(u)−
1
u
f ′ωk(u) +
(
ω2 − k2 − m
2
u2
)
fωk(u) = 0 (A.14)
By BDHM dictionary[24] the scalar field dual to the 2d CFT must satisfy a boundary
condition φ ∼ u1+ν near the boundary u→ 0, where ν = √1 +m2, and for non-integer ν,
this determines fωk(u) = uJν(
√
ω2 − k2 u). The mode functions are then given by
φωk(τ, u, χ) = e
−iωτ+ikχ uJν(
√
ω2 − k2 u), (ω ≥ 0, −∞ < k <∞). (A.15)
Here Jν(z) is a Bessel function of the ν-th order.
In region (I) the map connecting the uniformization coordinates and those of black
hole space-time is given by (A.7). In this region y takes values in 0 < y ≤ 2√
a
. Hence the
mode functions in region I are
ΦIω,k(t, y, x) ≡
4
√
ay
4 + ay2
e
√
axJν
(
µ
4
√
ay
4 + ay2
e
√
ax
)
exp
[
i
4− ay2
4 + ay2
e
√
ax(k cosh
√
at−ω sinh√at)]
(A.16)
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Here µ =
√
ω2 − k2.
In region (III) we need to make a shift t → t − iβ/2 in (A.7). However, y must be
mapped to the region 2π√
a
≤ y by a transformation y → 4ay . Then the relation (A.7)
is unchanged. To obtain the normal modes in region III the direction of time must be
flipped:t→ −t in (A.7). Then the normal modes in region III are given by
ΦIIIω,k(t, y, x) =
4
√
ay
4 + ay2
e
√
axJν
(
µ
4
√
ay
4 + ay2
e
√
ax
)
exp
[
i
4− ay2
4 + ay2
e
√
ax(k cosh
√
at+ ω sinh
√
at)}] (A.17)
To describe the interior of the horizon, we introduce a new radial coordinate η(> 0)
by
y =
8η
aη2 + 4
+ i
2(aη2 − 4)√
a(aη2 + 4)
(A.18)
Note that this is a complex transformation. Then the metric is transformed to
ds2 =
a(aη2 − 4)2
(aη2 + 4)2
dt2 − 16a
(aη2 + 4)2
dη2 +
16a2η2
(aη2 + 4)2
dx2 (A.19)
Now t is a space-like variable and x the time-like one. Note that η = 0 and η = ∞ are
singularities. This metric describes the region behind the horizon of the spacetime (A.10),
This can also be confirmed by
r2 − a = −a
(aη2 − 4
aη2 + 4
)2
≤ 0 (A.20)
The relation between η and r is also two-fold,
η =
2
r
(
1± 1√
a
√
a− r2
)
(A.21)
To go to region (II) the transformation (A.18) is used. The range of η is 0 < η < 2/
√
a.
In addition the shift t→ t− iβ/4 must be carried out in order to make coordinates real-
valued. Here β is the inverse temperature. Hence we have
u =
1
4
√
a
(aη +
4
η
) e
1
2
√
a(z++z−),
w+ = −i4− ay
2
4 + ay2
e
√
az+ = −aη
2 − 4
4
√
aη
e
√
az+ ,
w− = i
4− ay2
4 + ay2
e
√
az− =
aη2 − 4
4
√
aη
e
√
az− (A.22)
Normal modes in region II are given by
ΦIIω,k(η, t, x) =
4 + aη2
4
√
aη
e
√
axJν(µ
4 + aη2
4
√
aη
e
√
ax) exp
[
i
aη2 − 4
4
√
aη
e
√
ax(ω cosh
√
at−k sinh√at)].
(A.23)
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B Functions g(E, p) and g˜(E, p)
In this appendix some formulas related to the functions g(E, p) and g˜(E, p) are pre-
sented. g(E, p) is defined in (4.2). By using a representation of the modified Bessel
function of the second kind,
Kν(x) =
1
2
eνπi/2
∫ ∞
−∞
e−ix sinh t+νtdt, (B.1)
this function is evaluated as
g(E, p) = 21−νa∆/2 [Γ(∆)]−1 e
pi
2
√
a
E
∫ ∞
0
µ
ν− i√
a
p
K iE√
a
(µ)dµ. (B.2)
Furthermore by using a formula∫ ∞
0
xµ−1Kν(ax)dx = 2µ−2a−µ Γ
(µ− ν
2
)
Γ
(µ+ ν
2
)
, (B.3)
which is valid for Reµ > |Reν|, the following equation is finally obtained.
g(E, p) =
a∆/2
Γ(∆)
e
pi
2
√
a
E
2
− ip√
a Γ
(1
2
(∆− i p√
a
− i E√
a
)
)
Γ
(1
2
(∆− i p√
a
+ i
E√
a
)
)
(B.4)
Then the following quantity related to the normalization factor is positive semi-definite.
|g(E, p)|2 − |g(−E,−p)|2
=
a∆
(Γ(∆))2
(
e(β/2)E − e−(β/2)E) ∣∣Γ(1
2
(∆− i p√
a
− i E√
a
)
)∣∣2 ∣∣Γ(1
2
(∆ − i p√
a
+ i
E√
a
)
)∣∣2
(B.5)
In a similar fashion the following results can be derived for the function g˜(E, p) (4.7).
g˜(E, p) =
a∆/2
Γ(∆)
e
− pi
2
√
a
E
2
− ip√
a Γ
(1
2
(∆ − i p√
a
− i E√
a
)
)
Γ
(1
2
(∆− i p√
a
+ i
E√
a
)
)
, (B.6)
|g˜(−E,−p)|2 − |g˜(E, p)|2
=
a∆
(Γ(∆))2
(
e(β/2)E − e−(β/2)E) ∣∣Γ(1
2
(∆− i p√
a
− i E√
a
)
)∣∣2 ∣∣Γ(1
2
(∆ − i p√
a
+ i
E√
a
)
)∣∣2
(B.7)
C Inner Products of Φ
II(±ν)
E,p and Φ˜
II(±ν)
E,p for η > 2/
√
a
In this appendix the result for the inner product (5.9), (Φ
II(ν)
E,p ,Φ
II(ν)
E′,p′)II, will be derived,
and inner products of various normal mode functions will be presented. For this purpose
30
the asymptotic form of Φ
II(ν)
E,p as η → +∞ is necessary. In this limit ΦII(ν)E,p (5.4) behaves
after rescaling µ→ 4µ/(√aη) as
Φ
II(ν)
E,p
η→+∞−→ e−iEt+ipx (
√
a
4
η)
i p√
a
∫ ∞
−∞
dζe
−i E√
a
ζ
∫ ∞
0
dµµ
−i p√
aJν(µ)e
iµ cosh ζ (C.1)
Here ζ integral is carried out by using a formula∫ ∞
−∞
dζe−νζ−z cosh ζdζ = 2Kν(z). (C.2)
Then µ integration is performed for Re(a± ib) > 0, Re(ν − λ+ 1) > |Reµ| by [28]∫ ∞
0
x−λKµ(ax)Jν(bx)dx
=
bνΓ(ν−λ+µ+12 )Γ(
ν−λ−µ+1
2 )
2λ+1aν−λ+1Γ(ν + 1)
F (
ν − λ− µ+ 1
2
,
ν − λ+ µ+ 1
2
; ν + 1;− b
2
a2
) (C.3)
The following result is obtained.
Φ
II(ν)
E,p
η→+∞−→ eπi(ν+1)/2e−iEt+ipx 2−i
p√
a eβp/4
Γ(12 (ν + 1 + i
E−p√
a
))Γ(12 (ν + 1− iE+p√a ))
Γ(ν + 1)
× F (1
2
(ν + 1 + i
E − p√
a
),
1
2
(ν + 1− iE + p√
a
); ν + 1; 1)(
√
aη/4)ip/
√
a
= eπi(ν+1)/2e−iEt+ipx 2−i
p√
a eβp/4 Γ
( ip√
a
) Γ(12(ν + 1 + iE−p√a ))Γ(12 (ν + 1− iE+p√a ))
Γ(12(ν + 1− iE−p√a ))Γ(12 (ν + 1 + i
E+p√
a
))
(
√
aη/4)ip/
√
a
(C.4)
This asymptotics also shows that Φ
II(ν)
E,p satisfies the following complex conjugation rule.
(Φ
II(ν)
E,p )
∗ = e−πi(ν+1) eβp/2 ΦII(ν)−E,−p (C.5)
This shows that Φ
II(ν)
E,p does not form a complete set of orthonormal basis of functions in
region II.
Because the inner product does not depend on η as far as η > 2/
√
a, it can be evaluated
in the limit η → +∞ by using (C.4). The following results are obtained.
(Φ
II(ν)
E,p ,Φ
II(ν)
E′,p′)II =
−8π3a
sinh(βp/2)
eβp/2δ(E − E′)δ(p − p′), (C.6)
Similarly, formulas for Φ˜
II(ν)
E,p (5.6) can be derived. Asymptotic form for (5.6) in the
limit η →∞ is given by
Φ˜
II(ν)
E,p
η→+∞−→
eπi(ν+1)/2e−iEt+ipx 2i
p√
a e−βp/4 Γ
(−ip√
a
) Γ(12(ν + 1 + iE+p√a ))Γ(12 (ν + 1− iE−p√a ))
Γ(12(ν + 1− iE+p√a ))Γ(12 (ν + 1 + i
E−p√
a
))
(
√
aη/4)−ip/
√
a
(C.7)
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Inner products of (5.6) are given by
(Φ˜
II(ν)
E,p , Φ˜
II(ν)
E′,p′)II =
8π3a
sinh(βp/2)
e−βp/2δ(E −E′)δ(p − p′), (C.8)
In the remainder of this appendix, inner products of Φ
II(±ν)
E,p and Φ˜
II(±ν)
E,p are presented.
(Φ
II(ν)
E,p ,Φ
II(ν)
E′,p′)II = (Φ
II(−ν)
E,p ,Φ
II(−ν)
E′,p′ )II = −8π3a
eβp/2
sinhβp/2
δ(E −E′)δ(p − p′),(C.9)
(Φ
II(ν)
E,p ,Φ
II(−ν)
E′,p′ )II = −8π3a
eβp/2
sinhβp/2
e−πiνD(E, p)δ(E − E′)δ(p − p′), (C.10)
(Φ
II(−ν)
E,p ,Φ
II(ν)
E′,p′)II = −8π3a
eβp/2
sinhβp/2
eπiνD∗(E, p)δ(E − E′)δ(p − p′), (C.11)
(Φ˜
II(ν)
E,p , Φ˜
II(ν)
E′,p′)II = (Φ˜
II(−ν)
E,p , Φ˜
II(−ν)
E′,p′ )II = 8π
3a
e−βp/2
sinh βp/2
δ(E − E′)δ(p − p′),(C.12)
(Φ˜
II(ν)
E,p , Φ˜
II(−ν)
E′,p′ )II = 8π
3a
e−βp/2
sinh βp/2
e−πiνD∗(E, p)δ(E − E′)δ(p − p′), (C.13)
(Φ˜
II(−ν)
E,p , Φ˜
II(ν)
E′,p′)II = 8π
3a
e−βp/2
sinh βp/2
eπiνD(E, p)δ(E − E′)δ(p − p′), (C.14)
Here −∞ < E,E′, p, p′ <∞. On the other hand we have
(Φ
II(ν)
E,p , Φ˜
II(ν)
E′,p′)II = (Φ
II(−ν)
E,p , Φ˜
II(−ν)
E′,p′ )II = 0, (C.15)
(Φ
II(ν)
E,p , Φ˜
II(−ν)
E′,p′ )II = (Φ
II(−ν)
E,p , Φ˜
II(ν)
E′,p′)II = 0. (C.16)
Here D(E, p) is defined by
D(E, p) =
Γ(1+ν2 + i
E+p
2
√
a
)Γ(1+ν2 − iE−p2√a )Γ(1−ν2 + i
E−p
2
√
a
)Γ(1−ν2 − iE+p2√a )
Γ(1+ν2 + i
E−p
2
√
a
)Γ(1+ν2 − iE+p2√a )Γ(1−ν2 + i
E+p
2
√
a
)Γ(1−ν2 − iE−p2√a )
=
cosh(βE/2) + cos πν cosh(βp/2) + i sinπν sinh(βp/2)
cosh(βE/2) + cos πν cosh(βp/2) − i sinπν sinh(βp/2) . (C.17)
It can be checked that D(E,−p) = D(E, p)∗ and D(−E, p) = D(E, p).
D Near-Horizon Behavior of Normal Modes
The near horizon behavior of the normal mode Φ
II(ν)
E,p in region II, (5.4), are obtained
as follows. For η ∼ 2√
a
, this mode asymptotes to
Φ
II(ν)
E,p (η, t, x) ∼ e−iEt+ipx
∫ ∞
−∞
dζ
∫ ∞
0
dµe
−i E√
a
ζ−i p√
a
lnµ
Jν(µ) exp
{
i
√
aη − 2
2
µ cosh ζ
}
.
(D.1)
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By using formula (C.2) the integration over ζ in (D.1) is carried out.
Φ
II(ν)
E,p (η, t, x) ∼ 2e−iEt+ipx
∫ ∞
0
dµµ−ip/
√
aJν(µ)KiE/
√
a(−i(
√
aη − 2)µ/2) (D.2)
The near horizon behavior is then estimated by using
Kν(z) =
π
2 sin νπ
[I−ν(z)− Iν(z)]
z→0∼ π
2 sin νπ
[(z
2
)−ν 1
Γ(1− ν) −
(z
2
)ν 1
Γ(1 + ν)
]
(D.3)
as
Φ
II(ν)
E,p (η, t, x) ∼ e−iEt+ipxe−βE/4Γ(i
E√
a
)(
√
aη − 2
4
)−iE/
√
a
∫ ∞
0
µ−i(E+p)/
√
aJν(µ)dµ
+ e−iEt+ipxeβE/4Γ(−i E√
a
)(
√
aη − 2
4
)iE/
√
a
∫ ∞
0
µi(E−p)/
√
aJν(µ)dµ. (D.4)
Finally by using an integration formula∫ ∞
0
xµ−1Jν(ax)dx = 2µ−1a−µ
Γ((µ+ ν)/2)
Γ((ν − µ)/2 + 1) (D.5)
the following behavior is obtained.
Φ
II(ν)
E,p (η, t, x) ∼ e−iEt+ipxe−βE/4Γ(i
E√
a
)
(√aη − 2
4
)−iE/√a
2−i(E+p)/
√
a
Γ(12 (1 + ν − iE+p√a ))
Γ(12 (1 + ν + i
E+p√
a
))
+ e−iEt+ipxeβE/4Γ(−i E√
a
)
(√aη − 2
4
)iE/√a
2i(E−p)/
√
a
Γ(12(1 + ν + i
E−p√
a
))
Γ(12(1 + ν − iE−p√a ))
(D.6)
This result can also be obtained by using (C.3) in (D.2).
Another normal mode, Φ˜
II(ν)
E,p defined by (5.6) is related to (5.4) by a relation (5.7),
and the corresponding formulae near the horizon can be obtained by using these relations.
The near horizon behavior of the normal mode in region I, (3.6), can be obtained in a
similar way by using (D.3) and Kν(z) =
1
2e
νπi/2
∫∞
−∞ dt e
−νt+iz sinh t:
ΦIE,p(t, y, x) ∼ e−iEt+ipxe
1
4
βE2
−i p√
a
×
[
Γ
( iE√
a
)Γ(1+ν2 − iE+p2√a )
Γ(1+ν2 + i
E+p
2
√
a
)
{1
2
(2−√ay)}−i E√a
+ Γ
(−iE√
a
)Γ(1+ν2 + iE−p2√a )
Γ(1+ν2 − iE−p2√a )
{1
2
(2−√ay)}i E√a ]. (D.7)
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The normal mode in region III, (3.7), is also obtained.
ΦIIIE,p(t, y, x) ∼ eiEt+ipxe−
1
4
βE2
−i p√
a
×
[
Γ
( iE√
a
)Γ(1+ν2 − iE+p2√a )
Γ(1+ν2 + i
E+p
2
√
a
)
{1
2
(
√
ay − 2)}−i E√a
+ Γ
(−iE√
a
)Γ(1+ν2 + iE−p2√a )
Γ(1+ν2 − iE−p2√a )
{1
2
(
√
ay − 2)}i E√a ]. (D.8)
In what follows some inner products of the four mode functions near the horizon are
presented. Inner products evaluated at the horizon will be denoted with subscript H.
(Φ
II(ν)
E,p ,Φ
II(ν)
E′,p′)H = (Φ
II(−ν)
E,p ,Φ
II(−ν)
E′,p′ )H = −16π3aδ(E − E′)δ(p − p′), (D.9)
(Φ˜
II(ν)
E,p , Φ˜
II(ν)
E′,p′)H = (Φ˜
II(−ν)
E,p , Φ˜
II(−ν)
E′,p′ )H = −16π3aδ(E − E′)δ(p − p′), (D.10)
(Φ
II(ν)
E,p ,Φ
II(−ν)
E′,p′ )H = −16π3aeπiν
1 + eβp + eβp/2(eβE/2 + e−βE/2)
eβp + e2πiν + eπiνeβp/2(eβE/2 + e−βE/2)
·δ(E − E′)δ(p − p′), (D.11)
(Φ˜
II(ν)
E,p , Φ˜
II(−ν)
E′,p′ )H = −16π3aeπiν
1 + e−βp + e−βp/2(eβE/2 + e−βE/2)
e−βp + e2πiν + eπiνe−βp/2(eβE/2 + e−βE/2)
·δ(E − E′)δ(p − p′), (D.12)
(Φ
II(ν)
E,p , Φ˜
II(ν)
E′,p′)H = 8π
2√aδ(E − E′)δ(p − p′)E22ip/
√
a|Γ(iE/√a)|2(e−βE/2 − eβE/2)
·
Γ(12 (1 + ν + i
E+p√
a
))Γ(12 (1 + ν − iE−p√a ))
Γ(12 (1 + ν − iE+p√a ))Γ(12 (1 + ν + i
E−p√
a
))
(D.13)
E Solutions to the Matching Conditions
In this Appendix appropriate solutions to the matching conditions (7.10)-(7.15) will
be obtained. First (7.10) and (7.14) are analyzed. When γ
(1)
4 is eliminated from these
equations, it is found that γ
(1)
3 also disappears, and we have
γ
(1)
2 = −γ(1)1
M1
M2
+
b1
N
(1)
E,pM2
C−ν(−E, p), (E.1)
where M1 and M2 are defined in (E.4) and (E.5) below. This is because the following
relations hold
C−ν(−E, p)C−ν(E,−p) = |Γ(i E√
a
)|2 = C−ν(−E,−p)C−ν(E, p). (E.2)
Similarly, when γ
(1)
2 is eliminated from (7.10) and (7.12), then γ
(1)
1 also dropps out.
γ
(1)
4 = γ
(1)
3
M3
M2
− b1
N
(1)
E,pM2
Cν(−E, p), (E.3)
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where M3 is defined in (E.6). Here
M1 ≡ C−ν(−E, p)Cν(E,−p)− C−ν(E, p)Cν(−E,−p), (E.4)
M2 ≡ C−ν(−E, p)Cν(E, p)− C−ν(E, p)Cν(−E, p), (E.5)
M3 ≡ Cν(−E, p)C−ν(E,−p)− Cν(E, p)C−ν(−E,−p). (E.6)
b1 is defined by removing e
−ipxV −iE/
√
a from the righthand side of (7.10)
b1 ≡
√
1− e−βE2i(p−E)/
√
a
Γ(1+ν2 − iE−p2√a )
Γ(1+ν2 + i
E−p
2
√
a
)
eβE/4Γ(i
E√
a
) (E.7)
In order to make the norm (7.6) with i = 1 take the form (7.23), it is assumed that
γ
(1)
1 and γ
(1)
3 satisfy the following equations,
|γ(1)1 + γ(1)3 e−πiνD∗(E, p)|2 = F (1)1 (E, p), (E.8)
|γ(1)1 + γ(1)3 e−πiν + J (1)|2 = F (1)2 (E, p) (E.9)
where F
(1)
1,2 (E, p) are functions which satisfy for E, p ≥ 0
• F (1)1 (E, p) ≥ 0 and F (1)2 (E, p) ≥ 0
• e−βp/2F (1)1 (E, p) − eβp/2F (1)2 (E, p) = eβp/2 − e−βp/2,
where
J (1) ≡ b1
N
(1)
E,p
Ee−βE/2e−πiν
2π
√
a
Cν(−E, p)[eβ(E−p)/2 + eπiν ] (E.10)
Then it can be shown that (7.23) with i = 1 holds. First, note that (E.8) and (E.9) can
be rewritten as
γ
(1)
1 + γ
(1)
3 e
−πiνD∗(E, p) = (F (1)1 )
1/2eiδ1 , (E.11)
γ
(1)
1 + γ
(1)
3 e
−πiν = (F (1)2 )
1/2eiδ2 − J (1) (E.12)
Here δ1,2 are arbitrary real constants. These equations are solved for γ
(1)
1,3 as
γ
(1)
1 = K e
−πiν [(F (1)1 )
1/2eiδ1 −D∗(E, p)((F (1)2 )1/2eiδ2 − J (1))], (E.13)
γ
(1)
3 = K [−(F (1)1 )1/2eiδ1 + (F (1)2 )1/2eiδ2 − J (1)], (E.14)
where
K ≡ [e
β(E−p)/2 + eπiν ][eβ(E+p)/2 + e−πiν ]
4ieβE/2 sinh(βp/2)e−πiν sinπν
. (E.15)
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Now by using (E.1) and (E.3) γ
(1)
2 and γ
(1)
4 are also evaluated explicitly. The results are
given in (7.21) and (7.22). It is now straightforward to show that
(ψ
(1)
E,−p, ψ
(1)
E′,−p′) = (ψ
(3)
E,−p, ψ
(3)
E′,−p′) = |N
(1,3)
E,p |2(eβp/2 − e−βp/2)−1H(E, p)
×16π3aδ(E − E′)δ(p − p′), (E.16)
where
H(E, p) = e−βp/2F (1)1 (E, p)− eβp/2F (1)2 (E, p) = eβp/2 − e−βp/2, (E.17)
by using (C.9)-(C.16). Then it is necessary to set |N (1)E,p| = |N (3)E,p| = 1 in order to enforce
a correct normalization of the norms.
Also by comparing (7.10) and (7.12) it is found that
b1
N
(1)
E,p
=
b3
N
(3)
E,p
, (E.18)
where b3 is defined by removing e
ipxU−iE/
√
a from the righthand side of (7.12)
b3 ≡
√
1− e−βE2−i(p+E)/
√
a
Γ(1+ν2 − iE+p2√a )
Γ(1+ν2 + i
E+p
2
√
a
)
eβE/4Γ(i
E√
a
). (E.19)
Then (E.7) and (E.18) imply that N
(1,3)
E,p must have the forms
N
(1)
E,p = 2
i(p−E)/√aΓ(
1+ν
2 − iE−p2√a )
Γ(1+ν2 + i
E−p
2
√
a
)
eiδN , (E.20)
N
(3)
E,p = 2
−i(p+E)/√aΓ(
1+ν
2 − iE+p2√a )
Γ(1+ν2 + i
E+p
2
√
a
)
eiδN (E.21)
where δN (E, p) is an arbitrary real number.
Exactly the same way, solution to the matching conditions for ψ
(2)
E,p and ψ
(4)
E,p are solved
and γ
(2)
n (n = 1, 2, 3, 4) are obtained. By using (7.11) and (7.15) γ
(2)
2 and γ
(2)
4 are expressed
in terms of γ
(2)
1 and γ
(2)
3 as
γ
(2)
2 = −γ(2)1
M1
M2
+
b2
N
(2)
E,p
C−ν(−E, p)
M2
, (E.22)
γ
(2)
4 = γ
(2)
3
M3
M2
− b2
N
(2)
E,p
Cν(−E, p)
M2
(E.23)
In order to make the inner product of ψ
(2)
E,p positive definite and normalized to unity the
following two conditions are imposed
|γ(2)1 + γ(2)3 e−πiνD∗(E, p)|2 = F (2)1 (E, p), (E.24)
|γ(2)1 + γ(2)3 e−πiν + J (2)|2 = F (2)2 (E, p) (E.25)
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Here F
(2)
1,2 (E, p) satisfty the same conditions as those for F
(1)
1,2 . These equations are solved
as
γ
(2)
1 = Ke
−πiν [(F (2)1 )
1/2eiδ3 −D∗(E, p)((F (2)2 )1/2eiδ4 − J (2))], (E.26)
γ
(2)
3 = K[−(F (2)1 )1/2eiδ3 + (F (2)2 )1/2eiδ4 − J (2)] (E.27)
Here eiδ3(E,p) and eiδ4(E,p) are phase factors and
J (2) =
b2
N
(2)
E,p
Ee−βE/2e−πiν
2π
√
a
Cν(−E, p)[eβ(E−p)/2 + eπiν ] (E.28)
Then (E.22) and (E.23) determine γ
(2)
2 and γ
(2)
4 , and it can be shown that (ψ
(2)
E,p, ψ
(2)
E′,p′) =
(ψ
(4)
−E,−p, ψ
(4)
−E′,−p′) = 16π
3a|N (2,4)E,p |2δ(E − E′)δ(p − p′) by using (C.9)-(C.16). N (2,4)E,p are
phase factors which satisfy b2/N
(2)
E,p = b4/N
(4)
E,p. Since b4 = b1 and b3 = b2, it follows
that N
(2)
E,p/N
(4)
E,p = b2/b4 = b3/b1 = N
(3)
E,p/N
(1)
E,p, and we obtain N
(2)
E,p = N
(3)
E,pe
i(δ′N−δN ) and
N
(4)
E,p = N
(1)
E,pe
i(δ′
N
−δN ), where δ′N (E, p) is a real constant.
37
References
[1] S. W. Hawking, Particle Creation by Black Holes, Commun. Math.Phys. 43, 199-220
(1975).
[2] A. Almheiri, D. Marolf, J. Polchinski and J. Sully, Black holes: Complementarity or
Firewalls, JHEP 02 (2013) 062.
[3] A. Almheiri, D. Marolf, J. Polchinski, D. Stanford and J. Sully, An Apologia for
Firewalls, JHEP 09 (2013) 018.
[4] K. Papadodimas and S. Raju, An Infalling Observer in AdS/CFT, JHEP 10 (2013)
212 [hep-th/1211.6767].
[5] K. Papadodimas and S. Raju, State-dependent bulk boundary maps and black hole
complementarity, Phys. Rev. D 89, 086010 (2014).
[6] K. Papadodimas and S. Raju, Remarks on the necessity and implications of state-
dependence in the black hole interior, Phys. Rev. D93, 084049 (2016).
[7] D. Marolf and J. Polchinski, Gauge-Gravity Duality and the Black Hole Interior,
Phys. Rev. Lett. 111, 171301 (2013).
[8] D. Harlow, Aspects of the Papadodimas-Raju proporsal for the black hole interior,
JHEP .11 (2014) 055.
[9] G. Pennington, S. H. Shenker, D. Stanford and Z. Yang, Replica wormholes and the
black hole interior, arXiv:1911.11977 [hep-th].
[10] A. Almheiri, T. Hartman, J. Maldacena, E. Shaghoulian, and A. Tajdin, Replica
Wormholes and the Entropy of Hawking Radiation, arXiv:1911.12333 [hep-th].
[11] M. Ban˜ados, C. Teitelboim and J. Zanelli, The Black Hole in Three-Dimensional
Space-Time, Phys. Rev. Lett. 69 (1992) 1849, hep-th/9204099.
[12] P. Kraus, H. Ooguri and S. Shenker, Inside the horizon with AdS/CFT, Phys. Rev.
D 67, 124022 (2003).
[13] K. Goto and T. Takayanagi, CFT descriptions og bulk local states in the AdS black
holes, ArXiv: 1704.00053 [hep-th].
38
[14] M. Ban˜ados, Three-Dimensional Quantum Geometry and Black Holes ,
arXiv:hep-th/9901148.
[15] K. Papadodimas, S. Raju and P. Shrivastava, A simple quantum test for smooth
horizon, arXiv:1910.02992 [hep-th].
[16] J. Maldacena, The large-N limit of superconformal field theories and supergravity, Int.
J. Theor. Phys. 38, 1113 (1999).
[17] A. Hamilton, D. N. Kabat, G. Lifschytz and D. A. Lowe, Local bulk operators in
AdS/CFT: A boundary view of horizons and locality, Phys. Rev. D. 73, 086003 (2006)
[hep-th/0506118].
[18] W. Israel, Thermo-field Dynamics of Black Holes, Physics Letters A, 57(2):107-110,
1976.
[19] N. D. Birrel and P.C.W. Davies, Quantum Fields in Curved Space, Cambridge Univ.
Press, 1982.
[20] J. Maldacena, Eternal Black Holes in Anti-de Sitter, JHEP 04 (2003) 021.
[21] H. Umezawa, H. Matsumoto and M. Tachiki, Thermo Field Dynamics and Condensed
States, North-Holland Pub Co. 1982.
[22] I. Ichinose and Y. Satoh, Entropies of Scalar Fields on Three Dimensional Black Hole,
Nucl. Phys. B447 340 (1995).
[23] E. Keski-Vakkuri, Bulk and Boundary Dynamics in BTZ Black Hole, Phys. Rev. D
59 (1999) 104001.
[24] T. Banks, M. R. Douglas, G.T. Horowitz and E. J. Martinec, AdS Dynamics from
Conformal Field Theory, hep-th/9808016.
[25] Takahashi and Umezawa, Collective Phenome. 2 (1975), 55.
[26] M. M. Roberts, Time evolution of entanglement entropy from a pulse, JEHP 12
(2012) 027, arXiv:1204.1982 [hep-th].
[27] N. Anand, H. Chen, A.L. Fritzpatrick, J. Kaplan and D. Li, An Exact Operator That
Knows Its Location, hepth/arXiv:1708.04246 [hep-th].
[28] I. S. Gradshteyn and I. M. Ryzhik, Tables of Integrals, Series, and Products, Bessel
functions 6.576, in 7th ed, Ed. by A. Jeffrey and D. Zwillinger, Elsevier Inc. 2007.
39
