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ABSTRACT
The prevailing Bayesian maximum likelihood estimators for inferring power law models from rank-frequency data are biased.
The source of this bias is an inappropriate likelihood function. The correct likelihood function is derived and shown to be
computationally intractable. A more computationally efficient method of approximate Bayesian computation is described that
estimates Zipf exponents for large datasets without bias.
Introduction
Famously Zipf’s law describes the relationship between the frequency of a word in a text, n, and the word’s rank in the frequency
distribution, re1.
n(xre) ∝ r
−γ
e (1)
This is often expressed as a relationship between a word’s probability2, 3 and the word’s rank in the probability distribution,
rp.
p(xrp) ∝ rp
−λ (2)
Zipf’s law is broadly consistent across human communication4. We do not have a satisfactory reason why this is1 and
the exact form of the relationship varies between different speakers4 and texts4, 5. In order to answer these open questions,
researchers need sound analytical tools.
The prevailing maximum likelihood estimators miscalculate λ in equation 2 with a positive bias1, 6, 7 (Figure 1). This bias
applies specifically to rank-frequency distributions, where the ranks of events are not known a priori and instead are extracted
from the frequency distribution, as is the case with word frequencies. The root of the bias is that the existing estimators make
the assumption that the observed empirical frequency rankings of data (re in equation 1) are equivalent to rankings in an
underlying probability distribution (rp in equation 2)1. The nth most frequent word is assumed to be the nth most likely word,
which is not necessarily the case1. This is often overlooked in the literature1.
In the 2000s there were a series of papers3, 8, 9 describing a Bayesian method of maximum likelihood estimation that
gave more accurate (lower bias) estimates for power law exponents than graphical methods3. The most influential of these is
Clauset et al’s 2007 paper3. The estimators had been derived and presented before8 (as early as 1952 in the discrete case10)
but Clauset et al’s paper popularised the idea and provided a clear methodology including techniques to perform goodness of
fit tests3. In all of these papers, the derivation of the likelihood function assumes that there is some a priori ordering on an
independent variable. This works very well for power laws with some natural way to order events, such as the size vs frequency
of earthquakes3. However, it does not work so well with rank-frequency distributions, where the rank is extracted empirically
from the frequency distribution, so that the empirical rank and frequency are correlated variables1, both dependent on the same
underlying mechanism. This difference was not addressed by Clauset et al, who include examples of applying their estimator to
Zipf’s law in language3. The same data can look very different depending on whether we know it’s true rank or not, as shown
in Figure 2.
Recently Clauset et al’s estimator has been shown, empirically, to be biased for some rank-frequency distributions1, 6, 7.
In particular, Clauset et al’s method over-estimates exponents with rank-frequency data generated from known power law
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Figure 1. Bias in maximum likelihood estimation for rank-frequency data. 100 values of λ between 1 and 2 were investigated.
For each λ , samples with N = 100,000 were generated from an unbounded power law distribution and Clauset et al’s estimator
was applied to the empirical rank-frequency distribution. This was repeated 100 times and results averaged. There is a clear and
strong positive bias for λ / 1.5.
.
probability distributions with exponents below about 1.57 (Figure 1). The problem is related to low sampling in the tail6, 7, so
that the observed empirical ranks tend to "bunch up" above the line of the true probability distribution before decaying sharply
at the end of the observed tail (Figure 2). To our knowledge this bias has not been adequately explained or solved.
• In 2014 Piantadosi et al1 explained the problem and suggested splitting a corpora and calculating ranks of words from
one part of the split and frequencies from the other, breaking the correlation of errors - however the empirical rank and
the frequency are still both dependent variables, and the method does not take into account uncorrelated errors in the
ranks. In particular, the empirical ranks of events in the tail will almost certainly be lower than the actual ranks in the
probability distribution as many events in the tail will not be observed at all.
• Hanel et al7 identified the problem and suggested using a finite set of events instead of Clauset et al’s unbounded event
set3. This gives more accurate results in the limited case that the number of possible events, W , is finite and known7.
OftenW is not known and the choice ofW can substantially change the results. With Zipf’s law in langauge,W represents
the writer’s vocabulary and is usually modelled as unbounded1, 3, 9. This seems appropriate given that Heaps’ Law
suggests that the number of unique words in a document continues to rise indefinitely as the document length increases11.
• In 2019 Corral et al6 examined the problem and explored a technique of transforming the data to a distribution of sizes
representation, f (n), which they found can reduce the bias in some situations6.
2/13
Figure 2. Difference between distributions with probability and empirical ranks. Data was generated from an underlying
power law probability distribution with exponent λ = 1, number of possible events W = 60 and N = 200 samples. The dotted
blue line shows the probability distribution. The blue circles show the sampled event frequencies with a priori known
probability ranks. The red crosses show the empirical rank-frequency distribution from the same data. There is a significant
difference between the two distributions. The current estimators are designed to fit data with a priori known ranks, not
empirical ranks.
.
Overall these ad-hoc methods can remove the bias to some extent but not completely. The methods also introduce a host of
somewhat arbitrary choices for the researcher to resolve. An ideal solution would have no bias and require no assumptions that
would influence results.
We derive a new maximum likelihood estimator that does not make the false assumption that the empirical ranks, re, are
equivalent to the probability ranks, rp. The new estimator considers all the possible ways that the events could be ranked in
the underlying probability distribution to generate the observed empirical data. Unfortunately this new likelihood function
is computationally intractable for all but the smallest data sets. In order to estimate parameters for larger data sets, we turn
to approximate Bayesian computation (ABC), a method that is designed for situations where likelihood functions cannot be
computed12. We show that this method has effectively zero bias when applied to rank-frequency data generated from simple
power laws.
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Model
Likelihood Function - General Case With No A Priori Ordering
A vector of data, d = [d1,d2, ...dN ], represents N observations of a random variable X . Each of these observations are one of a
discrete set of W events, with no a priori ordinality. An example is words in a book.
We can transform the vector d to counts of each event, ordered from most to least frequent, n = [n(x(1)),n(x(2)), ...,n(x(W ))].
n(x(re)) represents the count of the reth most common event, where re is the event’s ranking in the empirical frequency
distribution. For ease of notation we will refer to n(x(re)) as n(re).
We assume a simple model where each of these events has some unknown fixed probability of being observed, p(xrp) =
Pr(X = xrp), where rp is the event’s rank in the underlying probability distribution.
The key insight is that given an event’s empirical rank, we do not know that event’s rank in the underlying probability
distribution. We can describe the mapping of events from the data generating probability ranking to the empirical ranking with a
vector s, so that s(rp) = re. For example s = [2,1,3] would mean that the second most probable event was observed empirically
the most number of times, the most probable event was seen the second most number of times, and the third most likely seen
third most. For any valid mapping, s must be a permutation of the integers from 1 to W. Figure 3 shows an example mapping.
We assume that the probability distribution is parameterised by θ . Considering Bayes’ rule
p(θ |n) = p(n|θ )p(θ )
p(n)
(3)
The likelihood can be written as (ignoring constants of proportionality)
p(n|θ ) =
W
∏
re=1
p(x(re))
n(re) (4)
This likelihood equation is in terms of the events’ empirical rank, re, whereas the underlying probability model is in terms
of probability rank, rp. To convert the likelihood to be in terms of rp we condition on the mapping vector, s.
p(n|θ ,s) =
W
∏
rp=1
p(xrp)
n(s(rp)) (5)
Using the law of total probability we sum over all possible mappings of probability rankings onto empirical rankings. S(W )
is the set of all possible permutations of the numbers 1 to W, known as the symmetric group.
p(n|θ ) = ∑
s∈S(W )
W
∏
rp=1
p(xrp)
n(s(rp)) (6)
Equation 6 is the likelihood for any data that represents observations of discrete events, where the events have no a priori
ordering in relation to the underlying model. The equation generalises to W → ∞, suitable to describe models with unbounded
event sets, as is the case in many Zipf type models.
Likelihood Function - Power Laws With No A Priori Ordering
A common model applied to rank-frequency distributions is the power law, used by Zipf in his study of words13. A power law
is of the form
p(xrp) =
r−λp
Zλ
(7)
where λ is the power law exponent, Zλ is a normalising factor. We use the simplest form of Zipf’s law for ease of analysis.
The method described here can be used with other models such as the Zipf-Mandelbrot law14. The normalising factor is:
Zλ =
W
∑
rp=1
r−λp (8)
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Figure 3. An example mapping from probability to empirical ranks. The observed data n = [8,6,3,2,1,1] can arise from any
valid permutation of events from the probability distribution. Here the permutation is s = [2,1,5,3,4,6]. The 1st most likely
event is observed the second most times (s[1] = 2), etc. The likelihood of the data given this permutation is
p(n|s,θ ) = p61p82p13p34p25p16
.
5/13
W is the number of possible events. In the limit W → ∞, Zλ becomes the Riemann zeta function, ζ (λ )3.
Considering equation 6, the likelihood can be written as
L (λ |n) = ∑
s∈S(W )
W
∏
rp
(
r−λp
Zλ
)n(s(rp))
(9)
And the differential of the likelihood with respect to λ is
∂
∂λ
L (λ |n) = ∑
s∈S(W )
(NZ′λ
Zλ
+
W
∑
rp
n(s(rp))ln(rp)
)
×
W
∏
rp
(
rp−λ
Zλ
)n(s(rp)) (10)
Z′λ is the differential of the normalising factor with respect to λ . To find the maximum likelihood estimator, we can use
numerical methods to either a) maximise equation 9 or b) find the root of equation 10 (Figure 4).
The prevailing estimators from the literature (often implicitly) assume that the empirical ranks match the probability
ranks1, 3, 9, so that they only consider the leading term in the main sum in both equations 9 and 10 (associated with the identity
permutation sI = [1,2, ...,W ]). This is the source of the bias in the existing estimators.
The number of terms in the likelihood function (equation 6) scales as O(W !), so that naive computation of the likelihood
is impractical even at W ∼ 10. The computation can be shown to be equivalent to the computation of the permanent of a
matrix with entries ai j = p(x j)n(i). The best known algorithm for exactly computing the permanent of a matrix is Ryser’s
algorithm15, 16 with complexity ∼ O(W2W ). This is computationally intractable for real world data sets such as text corpora
with vocabularies of W > 1000. A more in-depth numerical analysis can be found in the Supplementary Information.
Approximate Bayesian Computation
Approximate Bayesian computation is a technique for approximating posterior distributions without having to calculate a
likelihood function17–19. Instead, we simulate data, ni, from possible parameters, λi, and observe how close that simulated
data is to the empirical data (using a distance measure ρ(ni,nobs)). By looking at the behaviour of simulated data with close
distances, we can approximate the posterior distribution, p(λ |nobs).
In order to use ABC to we need a way to measure the "distance" between two data sets. A common technique is to
summarise the data sets with a summary statistic, S(n), and define the distance as the difference between those, ρ(ni,nobs) =
S(ni)− S(nobs)12, 17. A good summary statistic will capture a lot of information relevant to the likelihood function so that
p(λ |n)∼ p(λ |S(n)). The log mean of observations is of a similar form to the likelihood function (equation 9), so is a good
candidate summary statistic.
Si =
W
∑
re=1
ni(re)log(re) (11)
There are several flavours of ABC12, 19, We will use the regression method18–20, which is well suited to maximum likelihood
estimation. We only consider distances within some tolerance, φ , of the observed data, i.e. |S(ni)−S(nobs)|< φ . The regression
method is preferred over the rejection method as it is computationally more efficient and does not require careful tuning of the
tolerance. The key assumption is a linear approximation within the tolerance region:
λi = βS(ni)+α+ εi (12)
Assuming that ε has an invariant distribution within this tolerance region, we can find estimates βˆ and αˆ using ordinary
least squares regression. And the random variable λ |S(nobs) is a translation of the random variable ε by a constant.
λ |S(nobs) = βS(nobs)+α+ ε (13)
Considering equations 12 and 13, we can approximate the posterior distribution p(λ |S(nobs)) by translating the data points
along the regression line to S(nobs):
λi|S(nobs)≈ λi− βˆ (S(ni)−S(nobs)) (14)
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Figure 4. Likelihood functions of the full likelihood (blue) and only the leading term (orange). Both likelihoods are calculated
for the data n = [10,3,3,2,1,1]. The leading term is equivalent to the likelihood function as defined by Hanel et al7, which is
adapted for finite event sets from Clauset et al’s estimator3. The top figure shows the full likelihood compared to Hanel et al’s
likelihood, with the maximum likelihood estimators shown as dashed lines. The bottom figure shows the differential of the
likelihood functions. The form of the differential of the full likelihood is markedly different to only the first term. There is a
substantial difference in the maximum likelihood estimator, with the Hanel et al estimator giving λˆ = 1.27 and the full
estimator giving λˆ = 1.16.
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The histogram of these translated points will approximate the posterior distribution given a uniform prior, which is
proportional to the likelihood function. The histogram can be smoothed using a kernel density estimate and the mode taken to
find the maximum likelihood estimator. The process is summarised in Figure 5.
Demonstration
Approximate Bayesian Computation with Changing λ
Rank-frequency data was generated (N = 10000) from an unbounded power law with exponents ranging from 1 to 2. For each
generated data set, the exponent was estimated using a) Clauset et al’s estimator and b) ABC. This was repeated 100 times to
find the mean bias and variance. The ABC method has much lower bias and similar variance to Clauset et al’s method, (Figure
6)
Approximate Bayesian Computation with Changing N
Rank-frequency data was generated with λ = 1.1 and varying sample size up to N = 1000000. Clauset et al’s estimator shows
positive bias at all values of N, although it decreases with large N. ABC shows no significant bias at any value of N. The
variance of ABC is higher for N / 1000. Overall the variance is still very low, and is insignificant compared to the positive bias
showed by Clauset et al’s estimator (Figure 7).
Text Samples
The ABC method was applied to several books and the results compared to those found with Clauset et al’s estimator (Table 1).
Both estimators considered the simple power law model described by equation 7. As expected, the ABC algorithm found lower
exponents than Clauset et al’s algorithm, which we have shown has a positive bias. All of the books were downloaded from
Project Gutenberg21. Each text sample was first "cleaned" by removing all punctuation, replacing numbers with a # symbol,
and converting all text to lowercase. The word frequencies were then counted.
Book Clauset et al ABC
Moby Dick 1.19 1.16
A Tale of Two Cities 1.21 1.17
Alice In Wonderland 1.22 1.18
Chronicles of London 1.19 1.15
Ulysses 1.18 1.14
Table 1. Comparision of estimators of Zipf’s law in books.
Discussion
We have demonstrated that the prevailing Zipf’s law estimators are biased due to an inappropriate likelihood function. The
correct likelihood function is computationally intractable and so we presented a likelihood-free method of approximate Bayesian
computation that has no bias. We have restricted this example to the simplest form of a power law, with just one parameter, λ ,
for the sake of simplicity. One of the benefits of ABC is it’s flexibility17, 19 and other models could be considered with more
parameters. For example often an xmin parameter is included to describe where a power law begins3. And in linguistics, the 2
parameter Zipf-Mandelbrot law14 is often considered to be a closer fit to empirical data1. Extending ABC to more parameters
raises challenges such as the curse of high dimensionality17, however there are established ways to handle sampling in high
dimensions such as using Markov Chain Monte Carlo or Sequential Monte Carlo17, 19.
Here we have followed the ABC literature in using a simple Euclidean distance between summary statistics to compare
data19. The Kolmogorov-Smirnov distance seems a good alternative approach that is well suited to comparing distributions22.
With more complicated models and different distance measures, the linear regression step in ABC may need to be replaced with
a weighted local regression technique along the lines of Beaumont et al18, dependent on the shape of the data and residuals. It
would also seem prudent to develop some posterior predictive checks to test model fit, and model comparison tools. ABC is a
relatively young methodology with good traction in evolutionary genetics19. The application of ABC to Zipf’s law is novel and
we invite other researchers to refine the method to this application.
Zipf’s law, originally and technically, is an empirical relationship between frequencies of words and ranks in that frequency
distribution. The difficulty arises when a probabilistic model is used to describe the mechanism that is generating this
relationship, without taking into account the difference between empirical ranks and ranks in the probability distribution. This
is most clear in the case of Bayesian maximum likelihood estimation as the model is explicit. However even ordinary least
8/13
Figure 5. Approximate Bayesian computation with linear regression. ABC proceeds as shown. a) A summary statistic S(n) is
calculated from the observed data. b) Parameters are sampled from a uniform distribution. For each parameter, λi a set of data,
ni, is generated, and a summary statistic, S(ni), is calculated. c) A tolerance is chosen to accept a given proportion, Pε , of the
simulations with close summary statistics to the observed data, shown as the shaded region. A linear regression is fit to the
accepted simulation results. d) The accepted parameters are adjusted along the regression line to S(ni) = S(nobs). The
histogram of these corrected parameter values approximates the likelihood function. A kernel density estimate is used to
smooth the likelihood and find the maximum likelihood estimate for λ . Here the initial data was generated with λ = 1.02 and
the maximum likelihood estimator was λˆ = 1.023, this is a typical result. Figure idea adapted from17 and19.
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Figure 6. Bias in ABC (blue) vs Clauset et al’s estimator (orange) for unbounded power laws. Rank-frequency data was
generated for λ = 1.1 with varying sizes, N. This was run 100 times. The left figure shows the known λ against the estimated
λ . The centre figure shows the mean bias, with a 68% confidence interval shaded. The right figure shows that the variance of
the estimators. The ABC estimator has no discernible bias and similar variance to Clauset et al’s estimator.
Figure 7. Bias in ABC (blue) vs Clauset et al’s estimator (orange) for unbounded power laws. For each of 100 values of λ
between 1.01 and 2, rank-frequency data (N = 10000) was generated by sampling an unbounded power law. This was run 100
times. The left figure shows the known λ and the estimated λ . The centre figure shows the mean bias, with a 68% confidence
interval shaded. The right figure shows the variance of the estimators. The ABC has higher variance than Clauset et al at low N,
although the variance is still very low. ABC shows no discernible bias.
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squares regression is based on a probabilistic model, with many assumptions that do not fit with power laws and rank-frequency
distributions. The problem, and its solution, is subtle and so we hope that this paper will clarify the problem and offer guidance
to researchers.
We have demonstrated that rank-frequency data should be treated differently than data with a priori known ranks. This
finding has implications for the last 70 years of work in terms of inferring models to describe Zipf’s Law. Many of these models
are approximate in nature and are still informative. However this question should be investigated.
The scripts and data used here are available at the repository github.com/chasmani/zipfanalysis and the associated python
package "zipfanalysis". That repository includes easy to use tools to apply approximate Bayesian computation to estimate Zipf
exponents from text samples, as well as implementations of other estimators from the literature.
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Supplementary Information - Numerical Analysis
The general likelihood for inferring probability distributions from rank-frequency data is given in the main paper as
p(n|θ ) = ∑
s∈S(W )
W
∏
rp
p(xrp)
n(s(rp)) (15)
The number of terms in the likelihood function scales as∼O(W !), so that naive computation of the likelihood is impractical
even at W ∼ 10 . When analysing Zipf’s law for words in a book W represents the writer’s vocabulary. Even considering a
lower bound for W as the number of unique words in a book, W > 1000 so that the likelihood is extremely computationally
expensive using a naive algorithm. Here we will explore how to make this computation more efficient.
The full likelihood function (equation 15) is equivalent to the calculation of the permanent of a matrix with entries
ai j = p(x j)n(i).
A=

pn(1)1 p
n(1)
2 . . . p
n(1)
W
pn(2)1 p
n(2)
2 . . . p
n(2)
W
...
...
. . .
...
pn(W )1 p
n(W )
2 . . . p
n(W )
W
 (16)
L (θ |n,M)) = per(A) (17)
The permanent is similar to the determinant, with the difference that the negative signs in the Laplace expansion formula
for the determinant are all positive23. A well known algorithm for exactly computing the permanent of a matrix is Ryser’s
algorithm15, 16 with complexity ∼ O(W2W ). The exact computation of the permanent is thought to be #P-hard24, 25, so that
no polynomial algorithm exists if P 6= NP. A polynomial time approximation algorithm for the permanent of a non-negative
matrix (as our matrix is), was discovered by Jerrum et al26, with complexity ∼ O(W 10). These algorithms are improvements
on the naive case but are still prohibitively computationally expensive for the use case of a text corpora with a vocabulary of
W > 1000.
We investigated a method of reducing the computational complexity of Ryser’s algorithm (in our case) by several orders of
magnitude by considering tied empirical ranks, which are equivalent to repeated columns in the matrix A. This can be done but
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the computation time remains extremely prohibitive. A lower bound to an estimate of the computational complexity using this
technique would be ∼ O(F2F), where F is the number of unique empirical counts, as the computation would be at least as
complex as computing the permanent of a matrix of the unique columns. This would remain prohibitively computationally
expensive for real world data sets. The slim hope that remains is to use the structure and symmetry of the matrix to find some
shortcut or a reasonable approximation, we leave this as an open question.
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