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The principal result described in this paper is the equivalence of the following 
statements : 
(1) Every set accepted by a nondeterministic one-way two-head finite automaton 
can be accepted by a deterministic two-way k-head finite automaton, for 
some k. 
(2) The context-free language Lp (described in the paper) is recognized by a 
deterministic (log n)-tape bounded Turing machine. 
(3) Every set accepted by a nondeterministic (off-line) L(n)-tape bounded 
Turing machine is accepted by a deterministic (off-line) L(n)-tape bounded 
Turing machine, provided L(n) >~ log n. 
The language Lp is accepted, in fact, by a nondeterministic pushdown automaton 
using a single pushdown store symbol (a nondeterministic one-counter automaton) 
and by a nondeterministic on-line (log n)-tape bounded Turing machine. 
INTRODUCTION 
An unsolved problem in the theory of tape complexity is whether or not there is a 
set A and some functionL(n) ~ log n such that A is accepted by some nondeterminist ic 
Tur ing  machine within space L(n) but A is not accepted by any deterministic Tur ing  
machine within space L(n). In [10] Savitch described a set ]~lz of codings of threadable 
mazes such that if there is any such set A and function L(n), then A = M~ and 
L(n) = log(n) will do. Savitch also proved in [10] that every set accepted by a non-  
deterministic L(n)-tape bounded Tur ing  machine can be accepted by a deterministic 
(L(n))2-tape bounded Tur ing  machine, provided that L(n) ~ log n. 
* A preliminary version of this work was presented at the 14th Annual IEEE Symposium on 
Switching and Automata Theory, held at the University of Iowa, October 15-17, 1973. This 
work is supported (in part) by NSF Grant No. GU-3851. 
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Mx is, in fact, one example of a (log n)-complete problem (language). In this paper 
we construct a number of other (log n)-complete languages. For instance, we describe 
a context-free language Lp which is (log n)-complete. This implies that if every 
context-free language could be recognized by a deterministic (off-line) (log n)-tape 
bounded Turing machine, then so could M~ (and the above problem is solved). The 
best known result, however, is that every context-free language can be recognized by 
a deterministic (log n)2-tape bounded Turing machine. The language L e is, in fact, 
recognized by a nondeterministic one-way one-counter automaton and, therefore, is 
recognized by a nondeterministic on-line (log n)-tape bounded Turing machine. It 
follows that the problem of whether or not every nondeterministic on-line (log n)-tape 
bounded Turing machine can be replaced by an equivalent deterministic off-line 
(log n)-tape bounded Turing machine is, also, equivalent o the basic unsolved 
problem. 
A second (log n)-complete language L o is described which has the property that it 
is recognized by a nondeterministic one-way two-head finite automaton. This means 
that the problem of whether or not every nondeterministic one-way two-head finite 
automaton can be replaced by an equivalent deterministic two-way muhihead finite 
automaton is, also, equivalent to the basic unsolved problem. It is known (see [12]) 
that there are bounded languages, e.g. the set (a '~ln is a power of 2}, which are 
recognized by two-way deterministic two-head finite automata nd can not be re- 
cognized by any one-way multihead finite automaton. Thus, as might be expected, 
two-way multihead automata re more powerful devices than their one-way counter- 
parts. However, we are, as yet, unable to resolve this problem or even to show that 
Lj, or I .  0 can not be recognized by a deterministic two-way two-head finite automaton. 
By a Turing machine we shall mean the off-line multitape Turing machine defined 
as a recognition device as in [3]. Only an informal definition of the device will be 
given and is included here only for convenience. Our definition will correspond to 
the usual meaning of Turing machine. A Turing machine is a finite-state control 
device attached to a read-only input tape and finitely many read/write storage tapes. 
The tapes are divided into squares. Each square of a storage tape is capable of storing 
a symbol from a finite tape alphabet F. The input tape will contain a string r 
where x is a finite string of symbols from an input alphabet 27, and the symbols r and 
$ are right and left endmarkers, respectively (r and $ are not elements of 27). Each 
tape has one head which communicates with the finite control. 
At any point in time each head will scan one square on its tape and the control will 
be in one state. Depending upon this state and the symbols scanned by the heads, 
the Turing machine will, in one step, assume another state, overwrite a symbol on the 
scanned square of each of its storage tapes, and then shift some of its heads (including 
possibly the input head) either left or right one square. The Turing machine is on-line 
if the input head moves only toward the right endmarker. The Turing machine is 
deterministic f there is only one possible action at each step. It is nondeterministic 
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if there are finitely many such actions at each step. The finite control is designed so 
that the input head never leaves the segment of tape containing r 
Some states are distinguished and called the accepting states, and one state is 
distinguished and called the initial state. Initially each storage tape contains infinitely 
many occurrences of a distinguished symbol in F, called the blank. We say the deter- 
ministic (nondeterministic) Turing machine Z "accepts" the input string x over ~' if 
there is some sequence of moves whereby Z enters an accepting state, when started 
in its initial state, with all storage tapes blank, r on its input tape and its input head 
scanning r 
DEFINITION. Let L be a function from the nonnegative integers into the positive 
integers, Z be a Turing machine (deterministic or nondeterministic), and _// be a set 
of strings over the input alphabet of Z. Z accepts A within tape L(n) provided that 
(i) for each string x in A, Z accepts x by some sequence of steps in which each 
storage tape head scans at most L([ x ]) squares 1,and 
(ii) if Z accepts x, then x is in A. 
It is well known (a proof appears in [3]) that if a set A is accepted by a Turing 
machine within tape 2 "L(n), then .4 is accepted by a Turing machine within tape 
L(n). Thus, we are not concerned here with the effect of constant multiples on the 
tape bound L(n). 
As indicated by our title, we consider also the multihead finite automata described 
recently in [1, 2, 4, 8, 9, 1 l, 12]. A two-way nondeterministic k-head finite automaton 
is a finite control attached to a read-only input tape, which is divided as usual into 
squares. The input tape will contain a string r where x is a finite string of symbols 
from an input alphabet Z', and the symbols r and $ are right and left endmarkers, 
respectively. There are k heads on the tape which communicate with the finite control. 
We state next a formal definition of these devices. 
DEFINITION. A (nondeterministic) two-way k-head finite automaton (k-twfa) is a 
sextuple M = (S, Z', 3, r, P0, F), where 
(1) S is a finite nonempty set (of states), 
(2) X is a finite nonempty alphabet (of input symbols) such that Z does not 
contain the symbols r or $, 
(3) 3: S • ( IU{r  $})--~P(S X {--1, 0, 1}) (the transition function) such 
that 2 for p, q ~ S, (q, d) ~ 3(p, r ~ d >/0 and (q, d) ~ (p, $) ~ d ~< 0, 
For any string x = a a, ,..., a, of symbols over a finite alphabet 29 = {a s , c~ .... , %}, [ x I 
72 2 . • 
denotes the length of the string, 1.e., the number of symbols in the string x. Let A denote the 
string of length zero. 
For any set A, let P(A) denote the set of subsets of A. 
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(4) r: S -+ {1, 2,..., k} (the head selector function), 
(5) P0 E S (the initial state), and 
(6) F C S (the set of final states). 
The above definition is similar to that found in [2] and [4]. Thus, (q, d) ~ 8(p, a) 
and r(p) = i indicate that the k-twfa in state p with the symbol "a" under head i may 
enter state q and move head i to the right d squares. 
A k-twfa M = (S, 27, 8, r, P0, F) is deterministic f, for allp ~ S and a ~ (27 u {r $}), 
[ 8(p, a)] ~ 1, i.e., M has at most one move defined at any moment of time. a A k-twfa 
M = (S, 27, 8, r, P0, F) is called a one-way k-head finite automaton (k-fa) if, for all 
p, q c S and a E (Z w {r $}), (q, d) ~ a(p, a) implies d E {0, 1}. 
DEFINITION. Let M = (S, Z, 8, % Po, F) be a k-twfa, for some k. An instantaneous 
description of M is a (k + 2)-tuple I = (p, r i2 ,..., i,), where p ~ S, x E 27% 
and, for 1 ~ j  ~ k, i~ ~ {1, 2 ..... [ x I + 2}. A memory state of M on input x E 27* is a 
(k + l)-tuple ~ = (p,/1, i 2 ..... ik), wherep ~ S and, for 1 ~ j  ~ k, i~ E {1, 2,..., [ x [ +2}. 
The instantaneous description 1 describes the total state of the k-twfa M. Heads 
1, 2 , . ,  k of M are scanning squares i1 , iz ,..., ik, respectively, of the input tape 
(counting from left to right with the symbol r in square one), the string r appears 
on the input tape, and the control state is p. A memory state is the k head positions 
and the control state p only. 
We note that any memory state of a k-twfa M on input x can be encoded as a string 
over a binary alphabet such that the encoding has length c log(] x ]), for some constant c. 
DEFINITION. Let M ~- (S, Z, 8, r, P0, F) be an n-twfa, for some n. Define the 
move relation ~--u on instantaneous descriptions of M on input x by (p,cx$, i I ,..., 
i~ ,..., in) ~--M (q, r i 1 ,..., ik + d,..., in) iff (q, d) ~ 8(p, a), where z(p) = k and a is 
the ikth symbol of r For any w ~ 27", define the relation ~---i.w on memory states by 
(p, i~ ..... in) ~---M,w (q, Jl .... ,j~) iff(p, r i~ ,..., in) ~--M (q, Cw$, j l  .... , jn). 
Let R* denote the transitive, reflexive closure of any relation R. 
DEFINITION. Let M = (S, Z, 8, r, P0, F) be an n-twfa. The set accepted by NI is: 
T(i l l )  = {x e Z* I (P0, 1,..., 1) ~-M.~ (q, jx , . . . , j , )  for some q eF  andj~ ,...,j~} 
We shall use the following well-known result (see, for example, [2]) in our work in 
the following sections. 
LEMMA 1. A set S is accepted by a deterministic (nondeterministic) two-way multihead 
finite automaton iff S is accepted by a (log n)-tape bounded off-line determinisitic (non- 
deterministic) Turing machine. 
a For  any f inite set A,  [ A [ denotes  the number  of e lements  in A.  
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On One-Way and Two-Way Multihead Automata 
In this section we prove that if every nondeterministic one-way multihead finite 
automaton could be replaced by an equivalent deterministic two-way multihead 
finite automaton, then one could replace every nondeterministic wo-way multihead 
finite automaton by an equivalent deterministic two-way multihead finite automaton. 
This is an extension of results reported recently in [2] and [9]. This result is also the 
basis for the description of the context-free language Lp which is log(n)-complete 
(mentioned in the introduction). 
It is easily seen that every deterministic (nondeterministic) two-way k-head finite 
automaton can be effectively replaced by an equivalent deterministic (nondeter- 
ministic) two-way k-head finite automaton in which the selected head during any 
transition moves either ight or left. The desired k-head automaton may simply replace 
any transition of the original device which does not move the selected head by two 
moves of the corresponding head: one to the right and one to the left (or vice versa). 
We shall need to place another estriction on the transitions of the devices we 
consider. A nondeterministic (deterministic) two-way multihead finite automaton is
end-restricted if it may reverse the direction of motion of any head only when that 
head is scanning the right or left endmarker. 
LEMMA 2. For every nondeterministic (deterministic) two-way h-head finite auto- 
maton M one can effectively construct a nondeterministic (deterministic) two-way (k + 1)- 
head finite automaton M'  such that T(M')  = T(M)  and M'  is end-restricted. 
Proof. M '  uses k heads to simulate the computation of M on an input word. 
It keeps track of the current direction of motion of each head in its finite control. 
If one of the heads (e.g., head i) of M in moving toward the right reverses its direction 
of motion, then M'  places head k q- 1 at the right endmarker, and moves head i to 
the right and head k + 1 to the left (alternating a move of one with a move of the 
other). When head i reaches the right endmarker then head k q- 1 will be scanning 
the appropriate square and is moving toward the left. M'  then changes the roles of 
heads i and k -~ 1 and continues to simulate M. A similar sequence of steps are used 
when a given head of M, moving toward the left endmarker, everses direction. | 
It should be noted that the construction of the multihead finite automaton M'  from 
M in the previous lemma does not add transitions in which a selected head is left 
fixed. Thus if M does not have any transitions which leave all heads fixed, then M'  
does not have any either. It follows that we may assume, without loss of generality, 
that a multihead finite automaton has both of the restrictions mentioned above. 
The following definitions and lemmas which describe the notions of log(n)-tape 
reducibility and log(n)-complete problems are found in recent papers by Jones [5] 
and Meyer and Stockmeyer [7]. 
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DEFINITION. Let 27, A be alphabets and f:  27* --~ A* be a function, f is log(n)-tape 
computable if there is a deterministic Turing machine with a two-way read-only 
input tape, a one-way output tape, and a two-way read-write work tape, which when 
started with x ~ 27* on its input tape will halt having written f (x)  ~ A* on its output 
and having visited at most log([ x [) tape squares on its work tape. 
DEFINITION. Let A _ 27* and B C A* be arbitrary sets of words. A is log(n)-tape 
reducible to B. denoted A ~log B, if there is a log(n)-tape computable functionf such 
that V x ~ Z*(x E A <> f (x)  c B). 
LEMMA 3. ~log is a transitive relation. 
LEMMA 4. Let A C_ X* and B C_C_ A*. I f  A ~log B and B is recognized by a deter- 
ministic log(n)-tape bounded Turing machine, then A is recognized by a deterministic 
log(n)-tape bounded Turing machine. 
DEFINITION. L _C 27* is log(n)-complete if L is recognized by a nondeterministic 
log(n)-tape bounded Turing machine and, for every L'_C A* which is recognized 
by a nondeterministic log(n)-tape bounded Turing machine, L'  ~log L. 
THEOREM 1. For every set L accepted by a nondeterministic two-way multihead 
finite automation, there is a set L' accepted by a nondeterministic one-way multihead 
finite automaton such that L ~logL'. 
Proof. Let L C 27* be recognized by a nondeterministic two-way multihead finite 
automaton M = (S, 27, 3, T, P0, F). By Lemma 2, we may assume that M does not 
reverse the direction of motion of any head unless that head is scanning an endmarker. 
We also may assume that M does not have transitions which leave every head on the 
same square. Let M have n heads and s states. Let a and b be two symbols not occurring 
in the alphabet X. Define the language L'  by: 
L '  -- {(xxg)slxl" [ x = ax'b, for some x' eL). 
We show that L'  is recognized by a nondeterministic one-way (2n + 7)-head finite 
automaton ~I' .  M '  performs the following steps in the order indicated on a word of the 
following form, for some t /> 1, 
axlbbxeaax3b ... bx2~a. (*) 
(A) With two heads M '  checks that the input of form (,) is such that x 1 = 
X 3 - -  - -  X2t_  1 and x~ = x 4 -- -- x2t. 
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(n) 
(c) 
(D) 
With two heads M '  checks that the input of form (*) is such that ] x 1 ] = 
I x2  t . . . .  = I x~ I. 
With n + 1 heads M '  checks that the input of form (*) is such that t =sm ~, 
where m = [ aXlb 1. M'  may do this by moving one of these n + 1 heads 
(call this head n q- 1) across the input and using the other n heads to count 
the number of occurrences of aa scanned by head n q- 1. This counter 
will be increased by one after s occurrences of aa. We shall refer to the 
substring ax~b (bxia) in the input of form (.) as block (i). In order to re- 
present he number: 
k = ~,~rn ~-1 + ~_ lm ~-2 + ... + ~m + ~1 
(where 0 ~ ~i < m), M '  positions heads 1, 2 ..... n on symbol ~1, ~2 ..... ~, 
of some block. That is, head j will be scanning the ~-th symbol of block 
(ij), for some i i . M '  can easily reposition the heads to represent h q- 1 or 
detect that k + 1 = m ". In the latter case M '  will continue to step (D), 
if head n + 1 is scanning the right endmarker; otherwise M '  will reject 
the input. Note that all blocks, by step (B), have length rn and thus 21I' 
can easily represent numbers of size rn" with n heads. 
With two heads, M '  checks that the input of form (,) is such that, for 
1 ~ i ~ t, x2i_ 1 ~- x~i. M '  may do this by the following algorithm: 
(i) M '  places one of the two heads (call this head 1) on the third symbol 
of block (1) and the other head (call this head 2) on the last symbol of 
block (2). M '  may observe while moving head 2 to the given position 
whether or not the first symbol of xl in the input of form (.) is identical 
to the last symbol of x2 9 I f  this is true, then 3 I '  goes to part (ii) of this 
algorithm; otherwise, M '  stops and rejects the input. 
(ii) 31' moves heads 1 and 2 alternately one square to the right until head 1 
scans the second occurrence of the symbol a, then M '  stores the symbol 
under head 2 in its finite control. M'  continues by moving heads 1 and 2 
alternately one square to the right until head 2 scans the first occurrence 
of the symbol a. M '  will then compare the symbol stored in its finite 
control with the symbol scanned by head 1. I f  the symbols are identical, 
M '  moves head 1 to the right one square; otherwise, M '  stops and 
rejects the input. If head 1 is now scanning the symbol b, then M '  goes 
to step (E); otherwise, M '  executes part (ii) of this algorithm again. 
It should be noted that, if m is the length of each block, then in part (i) 
M '  places the heads 2m -- 2 squares apart and, in part (ii), M '  checks that 
the symbols 2m -- i away from the first and last symbol in the substring 
ax2i_lbbx2i a are identical, for i = 2, 3,..., m. 
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(E) With n heads, M '  on the input of form (axbbxRa) sin", where m = ]axb l, 
simulates the computation of _/If on the input x. Whenever M moves one of 
its n heads to the left (that head may be at an endmarker), M '  will move the 
corresponding head to the right. M '  will simulate the action of M on a right 
(left) endmarker when a head of M '  is scanning an occurrence of the symbol 
b(a). M '  accepts the input if M enters an accepting state on input x. Other- 
wise, if M stops and rejects x or if M '  scans its right endmarker, then M '  
rejects the input. The reader should note that, since there are sm ~ different 
instantaneous descriptions of a nondeterministic two-way n-head finite 
automaton with s internal states on an input of length m -- 2, M '  need 
not simulate more than sm ~ moves of M. That is, if M has an accepting 
computation on an input x of length m --  2, then 3 I  has an accepting 
computation of length sm '~ or less. 
Thus, M '  is a nondeterministic one-way (2n _L 7)-head finite automaton which 
recognizes L'. Define the function h such that, for any string x' E 27* and x = ax'b: 
h(x') = (xx")sl~l". 
From the definition of L'  we have immediately that x' eL  .*> h(x') EL ' .  We conclude 
by showing that h is computable by a (log(l x' l))-tape bounded Turing machine Mh. 
2kIh may compute h by moving its input head back and forth across the string x', 
writing successive copies of xx R (where x - -ax 'b ) ,  and counting the number of 
copies of xx R written on its work tape. Mh will stop when s] x [= copies have been 
written. ~I h can represent he number s [ x ]" in log(s ] x [") ~< c o log(] x' ]) cells, for 
some constant co ; hence, M h can compute h in log(/x '1) space. | 
Some (log n)-Complete Languages 
In [10], Savitch defined the set Mz of encodings of threadable mazes over the 
alphabet 27 and proved that Mr is (log n)-complete. Furthermore, Savitch showed that 
if .~Ix is recognized by a deterministic (log n)-tape bounded Turing machine, then 
every nondeterministic L(n)-tape bounded Turing machine can be replaced by an 
equivalent deterministic L(n)-tape bounded Turing machine, provided that L(n)/> logn. 
We shall review briefly the definition of Mz and some of the results in Savitch's paper 
which are needed for the results in this section. 
DEFINITION. Let 2J be an alphabet. A maze over 27 is a quadruple M[ = (32, R, s, G), 
where X is a finite set of strings over 27 (X is the set of rooms), R is a binary relation 
on X (describing the corridors), s is an element of X (the initial room), and G is a 
subset of X (the set of goal rooms). 
DEFINITION. A maze ~//[ = (X, R, s, G) over Z' is threadable if there is a sequence 
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r 1 , r 2 ..... r t of rooms such that r x = s, rt is an element of G and (ri, ri+l) is in R, 
fo r i=  1,2 ..... t - -  1. 
DEFINITION. Let ],[, ~ be three symbols not in the alphabet X. A coding of the 
maze ..//t' ~--- (X, R, s, G) over 27 is a string of the form: 
s[xl#y l) ,, (1) 1 ~:Y,mJ""  [x~#Y~ ) =(~) ~ . . . . . .  #,(m u~#u~# ... u~#, 
where s is the start room; x a , x~ ,..., x~ is an enumeration without repetition of the 
rooms in X; for 1 ~ i <~p, y[~), Y~'),..., Y,,i)" (  is an enumeration without repetition of 
all those rooms y in .X such that (x i , y)  is in the relation R; and u 1 , u 2 ,..., u~ is an 
enumeration without repetition of the rooms in G. 
Let Jllz be the set of all codings of threadable mazes over the alphabet Z'. Savitch 
shows in [10] that given a nondeterministic L(n)-tape bounded Turing machine Z 
and an input string x one can define a maze .//t'z, ~ whose rooms are the instantaneous 
descriptions of Z on x, R is given by the transition relation of Z, s is the initial con- 
figuration, and G is the set of all instantaneous descriptions in which the state is final. 
It follows that ddz. x is threadable if, and only if, Z accepts the input x. In fact, an 
efficient method for recognizing threadable mazes would imply an efficient method 
for recognizing languages described by nondeterministic Turing machines. Savitch 
proved the following results in [10]. 
THEOREM 2. 
(1) 
(2) 
The following statements are equivalent. 
2~Iz, for any finite alphabet 27 with at least two symbols, is recognized by 
some deterministic (log n)-tape bounded Turing machine. 
Every set recognized by a nondeterministic L(n)-tape bounded Turing 
machine can be recognized by a deterministic L(n)-tape bounded Turing 
machine, provided that L(n) ~ log n. 
LEMMA 5. The language Mr ,  for any finite alphabet Z, is recognized by a non- 
deterministic (log n)-tape bounded Turing machine. 
It follows that ~Ir  is an example of a (log n)-complete language. Our goal in this 
section is to describe some other (log n)-complete languages; one will be context-free 
and the other will be recognizable by a nondeterministic one-way two-head finite 
automaton. The reader should note that Mr  does not satisfy either of these conditions. 
However, by Theorem 1, we may restrict our attention to those mazes which cor- 
respond to computations by nondeterministic one-way multihead finite automata. 
These mazes have codings in which the path, if a path exists, is a sequence obtained 
by moving from left to right only across the input. It is this special family of codings of 
threadable mazes to which we now restrict our attention. 
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We shall need, in the following, a total ordering on the set of memory states that 
a one-way n-head finite automaton M can enter on an input string x. This is done by 
describing, for any given memory state, the successive memory state (if one exists) by 
the function NEXTM.~, or simply NEXT if M and x are understood. Let M = 
(S ,Z ,  3,-c, po ,F  ) be a n-fa (n>/1)  and let S~{po,P l , . . . ,p~ }, for some t~0.  
Define the function NEXT on the set of memory states by: 
(1) For 0 ~ k < t, NEXT (pc, i I , iz .... , i,) = (Pk+a, i l ,  i2 ,..., i,) 
(2) NEXT (Pc, il , . . - ,  i n )  = (Po, J l ,  /'2 ..... L )  where ( / '1 -  1)m "-t -? 
( j z - -1 )m"-~+ ""+ ( J~- -1 )  is one more than q = ( i l -  1)mn-t + 
(i~ -- l)m "-2 + "'" + (i~ -- 1)andm = ] x] + 2, ifq < m n-  1; otherwise, 
NEXT (Pt , /1 ,  is ,... , i,~) is undefined. 
Let NEXT J, for j ~ 1, be the function obtained by composing NEXT with itself 
j times. Let M be a nondeterministic one-way n-head finite automaton such that M 
does not allow for transitions which leave every head in place. Then if ~1 and ~2 are 
memory states of M on input x and ~x ~---M., ~ ,  then there is some j ~ 1 such that 
NEXT'(~x) = ~2. Consider the basic sequence starting with the initial memory 
state of M on x and following each memory state with its image under NEXT.  It 
follows that the sequence of memory states entered during any computation of M on 
input x forms a subsequence of this basic sequence. That is, the appropriate sequence 
of memory states can be located moving only from left to right across this basic se- 
quence. The total ordering we use on memory states of M on input x is described by: 
ge < ~:2 iff there is some j >/ 1 such that NEXT '  (~:1) = ~:2. 
It should be noted that if every memory state ~ is of length less than or equal to m, 
then NEXT(~) can be computed using no more than m tape cells. This fact is used 
in Lemma 6. 
The reader should recall that, for any set of symbols A, A* denotes the set of all 
finite strings of symbols from A, including the empty string A, and A + is A* - -  (A). 
As is frequently done we shall denote the singleton set containing the symbol a 
without using set symbols. 
DEFINITION. Let a, ],[, and @ be distinct symbols. Lp is the set of all strings in 
the regular set R = ([(a+#)+]) + (a+#) * which satisfy property P. A string in the 
regular set R of the form: 
[a"~#a ~0 "" #a  "~'#] "" [a"'#a ~0' '"  #a~)~'#] a~# "'" d'~# 
satisfies property P if there exists a p >~ 1 and natural numbers i1, iz ,..., i~ such that 
(1) 1 =ia  < i2  < ' "  < i~;  
(2) Vk(1 < k ~p)  3/(1 ~ l ~ n(ik-1)) such that n~k = m~ik-~); and 
(3) 3/(1 ~ l ~ n(i~)) such that m~ i,,) e {v 1 ,..., %.}. 
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Lp is a context-free language. This can be demonstrated by describing a nondeter- 
ministic pushdown automaton (pda) -de which recognizes Lp.  The pda Ae we shall 
describe uses only one symbol in its pushdown store; we are, therefore, in fact, showing 
that Lp is a nondeterministic one-counter language. It could also be demonstrated 
that Lp is recognized by a nondeterministic one-way three-head finite automaton, but 
we will have more to say about this class of recognition devices at a later stage in this 
section. 
We may assume that the input to A e is of the form given by (,), i.e., in the regular 
set R, since the family of context-free languages is closed under intersection with 
regular sets (see, for example [3]). We shall refer to the substring of the form 
9 " # a ,m #]  in (*) as block i. The pda A e performs the following steps 
on a string of this form: 
(1) A e starts by selecting nondeterministically some substring of the form 
a'~, 1~ in block 1, placing this string in its pushdown store, and entering 
next either step (2) or step (3). 
(2) Let -de have its input head within block i and some substring a m in its 
pushdown store. Ae selects nondeterministically some block j, such that 
j > i, and checks whether a '~ = a',, i.e., m = n~. If  m @ nj, then A e stops 
and rejects; otherwise, A e selects nondeterministically a substring a~ '~ in 
block j, stores this string in its pushdown store, and either enters step (3) 
or reenters tep (2). 
(3) Let Ae have its input head within block i and some substring a ~ in its 
pushdown store. A e move its input head to some string of the form a~'~ in 
(.) and determines whether or not m = v~. If  m =~ vj , then _d e stops 
and rejects the input; otherwise, _de stops and accepts. 
It follows that _d e has an accepting computation of an input string x if, and only if, 
x is in L e . Thus L e is a context-free (one counter) language. It follows, also, that Le 
is recognizable by a nondeterministic on-line (log n)-tape bounded Turing machine, 
since a counter of size n may be encoded as a binary number in space log n. 
We prove next that L e is (log n)-complete. This may be done by showing that 
L-<-log L , ,  for all L recognized by a nondeterministic one-way multihead finite 
automaton, since the result then follows from Theorem 1, the transitivity of the 
relation ~<~og, and Lemma 1. 
Let 2J be an alphabet with k symbols. We identify 2: with the set of digits { I, 2,..., k}. 
Each string in Z'* may then be thought of as a number in k-adic notation. Let ~(w) 
be the number associated with w in this way. Thus, we have ~?(d,,fl,,,_~'" do) = ~i~o d, k* 
where the d, are single digits. It is clear (see, for example [9]) that subtraction can be 
performed on numbers in k-adic notation without using more space than is used for 
their representation. In particular it follows that a (log n)-tape bounded Turing 
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machine can output ~/(w) for any string w which can be written on its scratch tape. 
We will use this fact in the proof of the following lemma. 
LEMMA 6. I f  L is recognized by a nondeterministic one-way multihead finite automa- 
ton, then L ~ aog Lp.  
Proof. Let 27 be an alphabet with k symbols, L _C 27", and let M = (S, 27, 3, % Po, F) 
be a nondeterministic one-way n-head finite automaton which recognizes L. Define 
the function f such that, for any w E X*, 
re(t) 
f (w)  [aa'#a ~f*) #am!'{l'#] [a%#a '~~ #a " ' "#]  a '#  ~" 
Px = ~q(Xl), P2 = rl(x2),..., Pt = r~(xt) and Xl ,  X 2 . . . .  , xt is an enumeration 
of memory states of M on input w such that x I is the initial memory state 
and x, = NEXT(x~_a), for 2 ~ j ~< t. 
(2) for 1 ~<j ~ t, m~" = ~/(Yl"), m~" = r/(y~"),..., "-o,--'J' = r/t-,y,o,~ ) and y~;', 
3,o~ ,,o~ is the sequence of all memory states 3' such that x~ V---M. w y and 2 : ' " ,  .Yn( j )  
/ 4~(2) such that y~'~ < y~l < . .  ~. J.~;I 9 
(3)  v~ = ~(u, ) ,  ~,~ = ~(u~) . . . . .  ~,  = ,~(u3 and u~,  u~ ..... u ,  is the sequence  o f  all 
terminal memory states of M on input w such that u a < u2 < "" < ur 9 
This function f is computed by a (log n)-tape bounded Turing machine M t as follows 
(3I  I will be considered as having several separate tracks on its work tape). 
[1] M I prints the initial memory state x 1 on track one of its work tape; outputs 
in succession [, a ~l~O, and #;  and enters step [2]. 
[2] Let x be the memory state in track one of the work tape. M I on a separate 
track examines in order each of the memory states y of M on input w. For 
each y such that x ~--M.w Y, MI outputs a "lu) followed by #.  After all memory 
states of M on input w have been investigated Mf outputs ] and enters 
step [3]. 
[3] Let x' be the memory state in track one of the work tape. If there is an x such 
that x = NEXTM.~(x'), then M I replaces x' with the string x; outputs in 
succession [, a "(~), and #;  and reenters tep [2]. I f  there is no such memory 
state x, then Mf enters step [4]. 
[4] ]Ply examines in the given order on its work tape all of the memory states 
u of M on input w. I f  u is a terminal memory state, then My outputs a "~u) 
followed by #;  otherwise, M I goes on to the next memory state. Mf halts 
after considering that memory state x for which NEXT is undefined (the 
last memory state). 
where 
(1) 
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It should be clear that 3/,  as defined computesf  using no more than log(1 w ]) squares 
on its work tape. 
Note that w eL  if, and only if f (w) ELe.  In particular, if M accepts w, then there 
is a subsequence of the memory states xx, x2 ,..., x, which consist of exactly those 
memory states M enters during an accepting computation on input w (since M is a 
one-way device). It follows that f (w)~Lp.  Conversely, if f (w)~Lp,  then there is a 
sequence z , ,  z2 ,..., z~ of memory states from the initial memory state to a terminal 
memory state such that, for 2 ~ j ~ k, z~_ a ~---M.w Z~. Hence, w is in L. | 
We now turn to describing another (log n)-complete language. This language is, 
in fact, recognized by a nondeterministic one-way two-head finite automaton. We 
are unable to show that L~, is recognized by a nondeterministic one-way two-head 
finite automaton, since these devices are unable to detect when both heads are scanning 
the same square and, therefore, can not seem to recognize only those encodings of 
mazes which have "one-way paths." We are, however, able to show that Lp is recognized 
by a nondeterministic one-way three-head finite automaton, thus the remainder of this 
section could be avoided if one were satisfied with the description of a (log n)-complete 
language in this three-head family. 
DEFINITION. Let a, # ,  [, and ] be four distinct symbols. L o is the set of all strings 
in the regular set R = ([(a+#)+]) + (a+#) * which satisfy property Q. A string in R 
of the form: 
~n(*) 
Ea"l#a ~') --. #a  ~ ... [a" '#d "~') ""  #a"~')"#] d~# "" a~'~# 
satisfies property Q if there exists an integer p ~> 1 and integers i 1 , i2 .... , i~ such that 
(1) i, = 1, i2 > 1, andik > ik_2 , fo r3  ~k~p;  
(2) V k(1 < k ~ p) ~/(1 ~ l ~ n(ik_,)) such that n~ = m~ik-1); and 
(3) 3/(1 ~ l ~ n(i~)) such that m~, ) ~ {v~ ..... %}. 
Thus, the strings in L o are those encodings of mazes for which there is a path from 
the initial room to one of the goal rooms which is "almost one-way." In fact, it may 
easily be seen that L~ C L o . 
LEMMA 7. I f  L is a language recognized by a nondeterministic one-way multihead 
finite automaton, then L ~log Lo 9 
Proof. Let f be the (log n)-tape computable function described in Lemma 6. 
It can be seen that x EL .e~f (x )EL  o . I f  x eL,  then f (x )eLp  (by Lemma 6) and, 
since L v CL  o , f (x )  is in L o . I f  f (x) is in Lo ,  then there is a path from the "initial 
room" to one of the "goal rooms" and this path describes an accepting computation 
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of x by the nondeterministic one-way multihead finite automaton which recognizes L. 
Hence x is inL.  | 
L o is recognized by a nondeterministic one-way two-head finite automaton Mo,  
which performs essentially the same sequence of steps as the nondeterministic one- 
counter automaton Ap (described previously) which recognizes Lp.  We include the 
description of M o for completeness. M o performs the following sequence of steps 
on an input of form 
re(l) [a '#a  "~1) "'" /Ca "'~'#] "'" [a"*#a m~') "'" #am("*')~'#] a*l# "'" a ~'. (*) 
[1] tll o selects nondeterministically some substring of the form am~ 1~ from 
block 1 by placing one of its heads on the first symbol of this substring 
(call this head 1). M o then enters either step [2] or step [3]. 
[2] Let M o have head 1 on the first symbol of a substring of the form aml '~ 
in block i and head 2 within some block k. M o selects nondeterministically 
some block l such that 1 > k by moving head 2 to the right. M o then com- 
pares a"~ in block l with the substring a'~ '~ scanned by head 1. If  n, # m~ i), 
then M o stops and rejects; otherwise, 3I  0 moves head 2 to the right within 
block l, selects nondeterministieally some substring of the form y,~), ex- 
changes the roles of heads 1 and 2, and either enters step [3] or executes 
step [2] again. 
[3] Let M o have head 1 on the first symbol of a substring of the form a~'~ *
in block i and head 2 within some block k. M o moves head 2 to the right 
and selects nondeterministically some substring in ( ,)  of the form a*~. 
3 f  0 then compares vt with mJ i). I f  v~ = m~ i), then M o stops and accepts the 
input. Ifv~ :/: m~ i~, then M o stops and rejects the input. 
In conclusion, we have shown that there are (log n)-complete languages which are 
context-free (one-counter) and recognized by a nondeterministic online (log n)-tape 
bounded Turing machine, and finally that are recognized by a nondeterministic 
one-way two-head finite automaton. These results can be restated in the following 
theorem. 
Tm~O~EM 3. 
(1) 
(2) 
The following statements are equivalent. 
Every language recognized by a nondeterministic one-way two-head finite 
automaton can be recognized by a deterministic two-way h-head finite automaton, 
for some k. 
The context-free (nondeterministic one-counter) language Ll, is recognized 
by a deterministic off-line (log n)-tape bounded Turing machine. 
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(3) Ever), language recognized by a nondeterministic on-line (log n)-tape bounded 
Turing machine can be recognized by a deterministic off-line (log n)-tape 
bounded Turing machine. 
(4) Every language recognized by a nondeterministic off-line L(n)-tape bounded 
Turing machine can be recognized by a deterministic off-line L(n)-tape bounded 
Turing machine, provided L(n) >/log n. 
(5) 3Iz , for some alphabet X with at least two symbols, is recognized by a deter- 
ministic off-line (log n)-tape bounded Turing machine. 
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