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The Internet has been an important role in our life nowadays. Many representative technology
of the Internet, such as TCP/IP protocol, was made from the 1970s and 1980s. Since it is easy
to connect, and the cost of construction and operation is small, the Internet has spread since
the 1990s, and it has become one of the most important technologies supporting the information
society nowadays. In the Internet, users often establish end-to-end connections between end hosts
to communicate with each other, just like the concept of telephone. The Internet use the host IP
addresses which are the location information to know where to send packets. However, with the
development of information technology, communication for contents retrieval such as music or video
is more common than communication with specific users. The development of internet nowadays is
basically based on end-to-end connections, communication speed and network utilization efficiency
are not fully optimized. Therefore, researchers proposed a new network architecture which focuses
to contents, called Named Data Networking (NDN) [7, 14].
The major feature of NDN is that the routers forward packets using contents names in the
packets as the destination. Also, exploiting the above feature, routers in NDN can cache the
contents when data is received by the routers. As shown in Figure 1.1, unlike the traditional
network, when a user wants to access the content in NDN, the router on the way may have the
data the user wants in the cache. If that is the case, the router sends data to the user instead of
the content provider. As the result, the end-to-end flow control used by the Internet cannot be
applied in NDN. For this problem, researchers proposed hop-by-hop flow control methods.
One hop-by-hop method is motivated by thermal diffusion phenomenon [12]. Thermal diffu-
sion is that when there is a heat source, the heat will spread from the heat source to the lower
temperature place. This diffusion is similar to packet flow between the routers. The router with
packet congestion, which means that it has lots of packets in the router, is just like heat source in
thermal diffusion. Other routers with no congestion, which mean packets in routers are low, is like
low temperature place in thermal diffusion. We want to let accumulated packets in a congested
router spread to other routers, and thermal diffusion might be useful.
In this research, we propose how to use this thermal-diffusion-based hop-by-hop approach to
achieve packet flow control in NDN. [8] reported application of diffusion method to interest packets
in NDN. However, the flow control applying the diffusion method to data packets has not been
studied. This research is to study how to improve the data packets flow exploiting the thermal
diffusion method. This thesis is composed as follows. In chapter 2, the operation of NDN is
introduced. Chapter 3 explains the congestion control issue in NDN and introduce some method
that researchers have proposed. Chapter 4 introduces the concept of diffusion type flow control.
In chapter 5, we propose the extension of the diffusion type flow control method for NDN and
make simulation in several topology to verify the algorithm. Finally, we conclude the research in
Chapter 7.
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Figure 1.1: Tradition Network and Named Data Network
Chapter 2
Named Data Networking
In this chapter, basic concept of Named Data Networking (NDN) will be introduced.
2.1 Introduction of Named Data Networking
The basic concept of NDN is that every data content is assigned a name. It is different from
traditional network ’s point-to-point communication using IP addresses. NDN aims to improve
the traditional IP architecture, to make routers process packets based on data rather than commu-
nication with endpoints. More specifically, the service provided by the traditional IP network is to
deliver packets to the specified address, while the network service provided by NDN is to obtain
data according to the specified name.
The ”name” in NDN can be anything, such as an endpoint, a picture, a movie, a part of data
in a book, and an instruction to turn on the light. It is expected that the simple change of this
concept will enable the Internet to be better used in a wider range of applications besides the
existing point-to-point communication. In the design of NDN, many important functions inspired
from tradition network have been integrated into the protocol from the beginning, such as using
two different packets, interest packet and data packet, to self-regulate the network traffic and so
on.
2.2 Architecture of Named Data Networking
As shown in Figure 2.1, NDN consists of consumers who request data (content), producers that
provide content for consumer, and routers that serve as relay. In NDN, consumers and producers
use two packet types to communicate with each other, which are interest packet and data packet.
Interest packet is the packet that consumers put the name of the information they want and
transmit it into the network. If the router that receives the interest packet has the requested data
in the cache, it will return a data packet carrying the requested content to the consumer. If the
Consumer
NDN Router ProducerInterest Packet
Data Packet
Figure 2.1: Named Data Network
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content is not cached in the router, the interest packet will be forwarded to the next router. Data
packet is the packet that is sent back when an interest packet arrives at a node, and the node has
matching data. The data packet will be forwarded back the path of the corresponding interest
packet in opposite direction.
In order to implement the forwarding function of interest packets and data packets, each router
in NDN maintains three data structures: Pending Interest Table (PIT), Forwarding Information
Base (FIB), and Content Store (CS).
2.2.1 Pending Interest Table (PIT)
Pending Interest Table stores information of interest packets forwarded by the router but not
yet satisfied. Each PIT entry records the content name carried in the interest packet, as well as
the interface where the the interest packet comes in and go out.
2.2.2 Forwarding Information Base (FIB)
In Forwarding Information Base, name prefix of the content and interface for transmitting an
interest packet is stored in each entry. FIB is similar to the routing tables in IP routers, except
that the number of faces to be sent is not necessarily only one for an entry. The router forwards
the received interest packet to the face which content may exist according to its FIB.
2.2.3 Content Store (CS)
Content Store is used to cache data packets received by the router. If an interest packet
requesting a content that matches to the content stored in the CS is received, the router will
retrieves the content from its CS and returns a data packet containing the content to the consumer.
2.3 Packet in Named Data Networking
In NDN, packets can be classified into 2 types, that is interest packet and data packet. Interest
packet is send to request content, and data packet is send to deliver the content.
2.3.1 Interest Packet
Interest packet is a packet sent to the network when the consumer requests content. A router
that receives an interest packet will returns the data packet to the consumer if it has the desired
content in CS. If content is not cached, interest packet will be forwarded to the face where the
router might have requested content. The information in interest packet is the content identifier
required by the consumer.
2.3.2 Data Packet
Data packet is returned by a producer as an response to an interest packet which consumer
requests. That is data packet is the content itself required by the consumer. The information in
data packets is the content identifier and content itself.
2.3.3 Packet Processing in Named Data Networking
At first, the consumer creates an interest packet containing the name of the content which the
consumer requests and sends it to the network.
As shown in Figure 2.2, when the interest packet arrives at an NDN router, the NDN router
will first query whether there is the correspond data in its CS. If there is correspond content(check
symbol), the router will directly return a data packet through the interface where the interest
packet comes from, and then the interest packet will be discarded. Otherwise, the router will
query the name of the interest packet in PIT. If there is the entry with the same content name in
PIT, the router will simply record the source interface of the interest packet(check symbol), but if
there is no same entry in the PIT, the router will forward the interest packet to the next router
based on the information in the FIB and the forwarding strategy of the router(check symbol). If
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Figure 2.2: Interest Packet Process
the router receives many interest packets with the same content name from the downstream nodes,
it will only forward the first interest packet to the upstream producer.
With this action, if the interest packet finally reaches the producer, the producer will create a
data packet containing the relevant content and sends it to the face where the interest packet has
arrived.
Figure 2.3: Data Packet Process
As shown in Figure 2.3, when the data packet arrives at an NDN router, the NDN router will
first query PIT and forward the data to all the downstream interfaces listed in the matched PIT
entry(check symbol), then remove the entry in the PIT and cache the data into CS. If the content
name of the received data packet is not in the PIT, the router will discard the data packet. As
described above, the data packet is delivered to the consumers by tracing the arrival faces that the
internet packets left in the PIT.

Chapter 3
Congestion Control in Named
Data Networking
Congestion control has been an important issue in network architecture, and NDN is no ex-
ception. In traditional TCP/IP network, researchers proposed many methods to try to solve this
problem, such as TCP BBR [3], TCP New Reno [6], and TCP Vegas [2]. However, according to
NDN architecture explained in the previous section, content which consumer requests might be
sent from a router instead of its producer. Therefore, these methods for traditional network can
not directly be applied into NDN, and we have to propose new method.
There have been many algorithms for NDN network in recent years [9, 5], and they can be
simply classified into two parts: hop-by-hop method, and receiver-driven method.
3.1 Receiver-driven Method
Receiver-driven method learns from the traditional TCP/IP design, through the timeout mech-
anism to confirm the occurrence of packet loss, and by reducing the sending rate of the sender
to reduce the network traffic, so as to improve the network congestion. Interest Control Protocol
(ICP) proposed in [4] is one of the earliest protocol using Receiver-driven method. It implements
window based traffic control by adjusting the sending rate of interest packets, and proves that ICP
can achieve well bandwidth utilization. However, because of the existence of content store, source
that has the content may not be single, and client has to maintain more than one RTO timer. ICP
lacks consideration on this multiple source problem.
In [11], Content Centric TCP (CCTCP) protocol is also designed based on timeout mechanism.
In consideration of multiple source problem, CCTCP controls the sending rate of interest packets
by setting multiple RTO timers and congestion windows for each source. In addition, To know
the source where data packets come from and update the correct RTO timers, CCTCP designs a
prediction mechanism to estimate the RTO value, but the cost of maintaining these timers might
be expensive because every node in NDN could be a source.
Because there is no ACKnowledgement mechanism in NDN, sender can only judge the occur-
rence of congestion by RTO timer. However, source of the data is not always the same in NDN.
Estimating RTO and RTT is difficult in this sense, and consequently receiver-driven method is
difficult to implement in NDN.
3.2 Hop-by-hop Method
Hop-by-hop method is the method that the control of congestion is adjusted by each node in
NDN network. Hop-by-hop method is more in line with the concept of NDN. So, compared with
the previous method, researchers have focused more on this method in recent years.
Hop-by-hop Interest Shaping mechanism (HoBHIS) [10] is one of the earliest researches pro-
posed hop-by-hop method. It calculates interest packet rate by detecting the queue occupancy of
the node.
In [13], in addition to adjusting the rate of interest packet, nodes can also notify its congestion
status to nodes connected to themselves. When the interest packet rate exceeds the permitted rate
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of the node, it will send NACK (Negative ACKnowledgment) to downstream nodes. Downstream
nodes will adjust the rate of interest packet after receiving NACK, and other available interfaces
will be forwarded to transmit packets so as to reduce the load of link which congestion happened.
Chapter 4
Diffusion Type Flow Control
4.1 Introduction of Diffusion Type Flow Control
Diffusion type flow control is another hop-by-hop method motivated by thermal diffusion. Dif-
fusion type flow control is a control system that packets in the whole network will work as diffusion
to the desired direction. Specifically, it aims to avoid falling into congestion or to recover from the
congestion state.
Diffusion type flow control has been proposed as one of the existing researches of autonomous
packet flow control [12] in traditional network. There has been some researches [8] about applying
diffusion type packet flow control into NDN so far. However, they are mainly focus on interest
packet and its sending rate. Therefore, in this research, we focus on data packet and propose a
method to improve the performance of data packet flow control.
4.2 Thermal Diffusion
Diffusion type flow control is inspired from thermal diffusion, and an example of thermal diffu-
sion is shown in Figure 4.1. Assume that a cold iron stick is prepared and the iron stick is heated
for a moment. The heat diffuses as time elapses, and the temperature distribution across the iron
stick is smoothed. If n(x, t) at time t is defined as the heat quantity at position x on the iron stick
at time t, the amount of heat in a micro interval (x, x + dx] on the iron stick is n(x, t)dx. In the
thermal diffusion, the heat flow in the iron stick J(x, t) is determined by the difference in heat
quantity between the adjacent micro intervals. That is





Figure 4.1: Concept of thermal diffusion
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Router with
congestion
Router Router Router Router
Figure 4.2: Diffusion in network




Figure 4.3: Diffusion type flow control
In the form of partial differential is
J(x, t) = −k∂n(x, t)
∂x
(4.1)
Assume that the heat does not run outside the iron stick, and the heat does not flow from the
outside into the iron stick except at the beginning, the temperature change in each time interval












This equation is generally well known thermal diffusion equation.
4.3 Apply Diffusion into Network Flow Control
As shown in Figure 4.2, the behavior of such an iron stick is considered to correspond to the
autonomous packet flow control system. An interval of the iron stick is considered to be a router,
and the heat in the interval is considered to the number of packets in the router in the NDN. The
action that the heat spread from the heat source to the lower temperature place can be considered
as the packet flow control. Therefore, the packet sending rate ri(t) from router to next router can
correspond to the heat Ji(t) in thermal diffusion formula.
As shown in Figure 4.3, a network with router i(i = 1, 2, ..., N) connected in a straight line is
considered. Here we consider the flow control of the single direction from router i to i + 1. The
propagation delay between router i and router i + 1 is di. At the time t, the packet sending rate
ri(t) from the router i to the router i + 1 is determined based on the local information that can
be known by itself, and the packet is transmitted. The information of the router i+ 1 is fed back
to the upstream router i. Feedback information from the router i is named as Fi(t). The packet
sending rate ri(t) at router i to the downstream router i+ 1 is
ri(t) = max(0,min(Li(t), r
′
i(t))) (4.3)
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r′i(t) = ri+1(t− di)−Di(ni+1(t− di)− ni(t)) (4.4)
In the equation, ni(t) is the number of packets in the router i at time t, ri+1(t − di) and
ni+1(t − di) are included in the feedback information Fi+1(t − di) which transmitted from the
downstream router i+1 with the propagation delay di. ri(t− di) is the packet sending rate of the
downstream router i+ 1 received after the propagation delay di at time t, and ni+1(t− di) is the
number of packets at router i + 1. Li(t) is the available bandwidth from router i to downstream




In the previous chapter, a flow control using diffusion method is introduced. We apply it into
NDN network. In equations (4.4), every feedback information Fi+1(t) will include two information:
ri+1(t−di) and ni+1(t−di). These two information correspond to interest packet rate and numbers
of interest packets in node i+1 in NDN, respectively. We can get interest packet rate simply while
forwarding interest packets, and numbers of interest packets waiting in the node or traveling
over the link to the next node can be derived by calculating difference of the number of PIT
entries between the node i and its downstream node i+1. When congestion happens, nodes before
congested links have high number of PIT entries because data packets can not pass through the
congested link. On the other hands, nodes after congestion will have lower number of PIT entries.
That is, the difference in the number of PIT entry is large only at nodes connected to the bottleneck
links for data packets, and it is similar to the number of interest packets in transition from node i
to node i+1. Therefore, we adopts this method that using the difference in PIT entries instead of
calculating numbers of interest packets in transition. In addition, since data packet in NDN is in
the same direction as the feedback packet, feedback information is added to the data packet and
treat data packet as feedback packet.
In the previous study [8], only the interest packet distribution in the router was considered. In
this research, we focus on data packet and propose a method to improve the performance of data
packet flow control. In order to control data packet flow, we also include the number of current
data packets in the router into calculation.
That is, the formula to calculate the packet sending rate is modified as follows:
ri = max(0,min(Li(t), r
′
i(t))) and (5.1)
r′i(t) = ri+1(t− di)−Di(pi+1(t− di)− pi(t)) (5.2)
the feedback information Fi(t) is
Fi(t) = (ri(t), pi(t)) (5.3)
In equation (5.2), pi(t) is the total of packets, which means the number of interest packets and
data packets in the router i at time t. Number of interest packets can be derived by calculating
difference of the number of PIT entries between the node i and its downstream node i + 1 as
described above. However, because PIT only holds the number of interest packets which are yet
to be satisfied, we cannot use PIT to count the number of data packets waiting at the router.
Therefore, we add a variable in a router to calculate the number of data packet in the router.
When a data packet is received by the router, the variable is incremented. It is decreased when the
router sends out a data packet. In this way, we can derive the total number of packets in a router
by adding these two values. pi+1(t− di) and ri+1(t− di) from feedback information Fi+1(t− di) is
the number of interest packets and data packets in the router i+ 1 at time t− di and the packet
sending rate of the downstream router i + 1 received after the propagation delay di at time t,
respectively.
When congestion happened, packets will get stuck in the routers near congestion, and there
will be many packets waiting to be sent in the router. These large number of packets correspond
to the high temperature in the thermal diffusion, and routers will adjust sending rate according to
the algorithm above. At this moment, pi+1(t) in downstream router i+1 will be higher than pi(t)
in router i. Therefore, pi+1(t− di)− pi(t) will be positive number and r′i(t) will become lower. If
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r′i(t) does not exceed the max bandwidth limit Li(t), r
′
i(t) is decided as the new rate in router i.
To avoid r′i(t) be negative number, if the calculation result of r
′
i(t) is negative, the new rate will
be assigned to 0. After these series of process, ri will finally become stable near a certain rate and
achieve dynamic equilibrium and congestion will reduce.
Chapter 6
Evaluation
We would like to verify that the algorithm is effective or not, so we have to conduct a evaluation.
Before using real network environment, we use a simulator named ndnSIM ver.1.0[1] to obtain the
results. NdnSIM, based on a discrete event driven network simulator NS-3, is a representative
Named Data Networking simulator. We use ndnSIM and modify its source code to apply our
algorithm into the simulator.
Although there are many types of network topologies, we only consider linear type network
topology first. In this research, we use 3 topology totally to make the simulation, they are Topology
1 : one consumer to one producer, Topology 2 : multiple consumers to one producer, and Topology
3 : multiple consumers to multiple producers.
In topology 1, we compare the measurement result with the original NDN. Under topology 2,
we evaluate the situation that consumers start synchronously and asynchronously. In topology 3,
we investigate the condition that consumers send packets through the path has bottleneck and the
path does not have bottleneck.
In the simulation, the packet size of the interest packet is 50 bytes and the packet size of the
data packet is 1200 bytes. Moreover, all the simulation is simulated for 8 seconds. The diffusion
coefficient Di is set to 0.1. Every 0.1 seconds, we will record number of packets sent by each router
during the simulation and calculate the sending rate.
6.1 Topology 1: one consumer to one producer
6.1.1 Testbed Setup
The setup of the first topology is shown in Figure 6.1. There are one consumer (Src1) and one
producer (Dst1), and there are 16 routers (Rtr1 to 16) connected between the consumer and the
producer. The link propagation delay between nodes is 5 ms, and Src1 transmits packets to Dst1
with 200 packets per second at the beginning. Between Rtr10 and Rtr11 there are a bottleneck
link with 1 Mbps bandwidth, and the bandwidth of the other links in this topology is 10 Mbps.
Src1 Rtr1 Dst1Rtr10 Rtr11 Rtr16
Bottleneck
Figure 6.1: Topology 1
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6.1.2 Measurement Result and Analysis
The results for topology 1 are shown in Fig. 6.2. We compared our congestion control algorithm
with congestion control only for interest packets. Let us call the latter algorithm interest control
method.
In Fig. 6.2(b), we can see that packets sending rate increase very fast at the beginning. Then,
the diffusion method starts to work and the packet sending rate in all the routers and producer
are stabilized at around 100. On the other hand, Fig. 6.2(a) shows that in the interest control
method, packets sending rate before bottleneck is always around 200. It will cause packet losses
and makes low efficiency. We can conclude that the proposed congestion control performs well and
this diffusion method is valid in this topology.
(a) interest control method
(b) applying proposed method
Figure 6.2: Result of packet sending rate in topology 1
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6.2 Topology 2: multiple consumers to one producer
6.2.1 Testbed Setup
The setup of the second topology is as shown in Figure 6.3. Rather than previous one, there
are two consumers (Src1 and Src2) in this topology. Src1 and Src2 connect to routers respectively,
and merge at Rtr9. On the other hand, the producer is still one (Dst1), and connect to Rtr16.
Bottleneck link is set between Rtr13 and Rtr14 with 1 Mbps bandwidth, and the bandwidth of the
other links in this topology is 10 Mbps. Since users might not always send request at the same
time in reality network, we suppose two conditions: both consumers begin at the same time and

















Figure 6.3: Topology 2
6.2.2 Measurement Result and Analysis
The measurement results of condition 1 in topology 2 are shown in Figures 6.4(a), 6.4(b), and
6.4(c). According to the routing, routers can be mainly classified into three parts.
The first part is the routers connected from the two sources to the router which merge happens,
that is Rtr1 to Rtr9. According to Figures 6.4(a), packet rate increases from 0 to 100 and become
stable at the rate of 100.
The second part consists of Rtr10 to Rtr13. They are routers after the merge but before the
bottleneck. In Figure 6.4(b), we can see that these routers are very stable, which is the result we
expect.
The third part is the routers after bottleneck, which are Rtr14 to Rtr16, and also the producer.
According to Figure 6.4(c), the routers have very high speed sending data packets at the beginning,
and then turn to stable around rate of 100.
Through these three kinds of result, we can observe that the diffusion method still works because
all routers become stable at the rate of 100.
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(a) Rtr1 to Rtr9
(b) Rtr10 to Rtr13
(c) Rtr14 to Rtr16 and Dst1
Figure 6.4: Result of data packet sending rate in Topology 2 Condition 1
The measurement results of condition 2 in topology 2 are shown in Figures 6.5(a), 6.5(b), and
6.5(c). We still classify the result of routers into three parts.
Figure 6.5(a) shows the result that routers connected from the two sources to the router which
merge happens, that is Rtr1 to Rtr9. In Src1, it shows similar result with previous simulation. In
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Src2, which we set up to begin from third second, we find that it get high rate at first, and then
also slow down to around 100. Meanwhile, the rate of Src1 is still stable.
Figure 6.5(b) shows the result of Rtr10 to Rtr13. They are routers after the merge but before
the bottleneck. In the figure, we can see that these routers are still very stable.
Figure 6.5(c) shows the result after bottleneck, which are Rtr14 to Rtr16, and also the producer.
According to the figure, we can see that the routers have high speed sending data packets at the
beginning, and then turn to stable around rate of 100. Because of the appearance of Src2 at third
second, it is a little float during the simulation comparing to condition 1.
Through the result of condition 2 in topology 2, we can see that even users request data at
different time, we can still get well control using this diffusion method.
6.3 Topology 3: multiple consumers to multiple producers
6.3.1 Testbed Setup
The setup of topology 3 is as shown in Figure 6.6. In topology 3, there are two producers
and consumers, respectively. Src1 sends interest packet to request content from Dst1, and Src2
sends interest packet to request content from Dst2. Both two routes will pass through Rtr9, and
in Src2’s route, there is a bottleneck link between Rtr8 and Rtr9 with 1 Mbps bandwidth, and the
bandwidth of the other links in this topology is 10 Mbps.
6.3.2 Measurement Result and Analysis
The measurement results of topology 3 are shown in Figures 6.7. We classify the result of
routers into two parts: Src1 to Dst1 route and Src2 to Dst2 route.
Src1 to Dst1 route is the route passing through Rtr9 without bottleneck. Figure 6.7(a) shows
the result of Src1 route. We can see that it has stable high sending rate at 200. Src2 to Dst2 route
is the route passing through Rtr9 with bottleneck. Figure 6.7(b) shows the result of Src2 route.
We can see that it has high sending rate at at the beginning, and then turn to stable around rate
of 100.
According to the measurement result of topology 3, we can see that proposed method is still
works even there are several packet flows crossing each other in the topology.
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(a) Rtr1 to Rtr9
(b) Rtr10 to Rtr13
(c) Rtr14 to Rtr16 and Dst1
Figure 6.5: Result of data packet sending rate in Topology 2 Condition 2











Figure 6.6: Topology 3
(a) Src1 to Dst1 route
(b) Src2 to Dst2 route




In this research, we investigate the congestion control problem in NDN, which is a potential
future network architecture. By considering data packets flow, we proposed a diffusion type con-
gestion control algorithm, and conducted several evaluations with different topology. Through
these evaluations, we can see that in this algorithm, its performance is better than origin, and even
consumers send packets at different time, the method we proposed still works well.
In conclusion, it is shown that the performance of NDN can be improved by controlling the
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