Theories on the role of consciousness and the enhancement of noticing (Schmidt, 1990 (Schmidt, , 1994 Sharwood Smith, 1993 ) predict a facilitative effect of explicit knowledge, as built up by explicit instruction, on the acquisition of implicit second language (L2) knowledge. This study investigates the interaction between the presence or absence of explicit instruction and the variables complexity and morphology/syntax in the acquisition of four L2 structures. Two groups of 27 university students, differing in the exposure to explicit instruction, followed a computer-controlled self-study course in an artificial language. Results from computer-controlled posttests confirm the general hypothesis that explicit instruction facilitates the acquisition of L2 grammar. However, no evidence could be reported for the hypotheses predicting a differential effect of explicit instruction depending on the variables complexity and morphology/syntax.
are two points of view in this debate. One is that implicit knowledge cannot be acquired as the result of explicit learning-for example, by means of explicit instruction-nor can it indirectly be influenced by explicit knowledge of the L2. This point of view, which has become known as the noninterface position, has most strongly been advocated by Krashen (1981 Krashen ( , 1982 Krashen ( , 1985 . Among researchers working within Universal Grammar theory, a similar position has been taken by, for example, Schwartz (1993) . The other point of view is that implicit L2 knowledge can be acquired through or facilitated by explicit knowledge. In its strongest form, this interface position considers explicit, declarative knowledge to be convertible into implicit, procedural knowledge through practice. This strong version of the interface position is based on literature in cognitive psychology, in particular, theories of controlled and automatic processing (e.g., Anderson, 1982; Shiffrin & Schneider, 1977) . Although this position has not been very common in empirical L2 acquisition research, several authors have invoked a strong interface model in nonempirical studies (e.g., DeKeyser, in press; McLaughlin, 1990; McLaughlin, Rossman, & McLeod, 1983; O'Malley & Chamot, 1990) . Furthermore, in L2 pedagogy it is common practice in many cases to teach L2 structures through gradual automatization of explicit knowledge. A weaker form of the interface position holds that explicit knowledge as built up by explicit instruction or any other input-enhancing technique (Sharwood Smith, 1993) helps learners to notice crucial properties of the input (Schmidt, 1994; Tomlin & Villa, 1994) , thus facilitating the process of intake (R. and the subsequent acquisition of implicit knowledge. This focus on form (Long, 1991; Long & Robinson, in press) has been claimed to be especially effective when it strengthens form-meaning relationships (Terrell, 1991; VanPatten, 1994) .
A considerable number of experimental studies using a wide range of different research designs have been carried out in recent years in order to gain insight into the assumed facilitative effect of explicit instruction. Experimental settings have been used by, among others, Alanen (1995) , Carroll and Swain (1993) , DeKeyser (1995) , Doughty (1991) , Robinson (1996, this issue) , and Yang and Givón (1993) ; see Hulstijn (this issue) for a more complete overview. Other researchers have studied the effect of explicit instruction in classroom settings (e.g., van Baalen, 1983; Cadierno, 1995; DeKeyser, 1993; Elliot, 1995; Fotos, 1993; Harley, 1989; Herron & Tomasello, 1988; Lightbown & Spada, 1990; Pica, 1983; Scott, 1989; VanPatten & Cadierno, 1993; VanPatten & Sanz, 1995; Yan-Ping, 1991) . Most studies, in both experimental and classroom settings, used one or more experimental groups and a control group. Learners in experimental groups received either only explicit instruction (DeKeyser, 1995; Fotos, 1993; Robinson, 1996; Scott, 1989; Yan-Ping, 1991) or explicit instruction plus practice (van Baalen, 1983; Doughty, 1991; Pica, 1983) , only explicit feedback (Carroll & Swain, 1993; DeKeyser, 1993) , explicit feedback plus practice (Herron & Tomasello, 1988) , or explicit "input processing" (Cadierno, 1995; VanPatten & Cadierno, 1993; VanPatten & Sanz, 1995) . In most studies, treatment was short (one or two sessions) and testing was carried out immediately after treatment. Some studies were conducted over a longer treatment period and comprised additional delayed posttests. A clear positive effect of some kind of explicit instruction was reported by Cadierno (1995) , Carroll and Swain (1993) , Doughty (1991) , DeKeyser (1995) , Herron and Tomasello (1988) , Robinson (1996) , Scott (1989) , VanPatten and Cadierno (1993) , and VanPatten and Sanz (1995) . However, because the studies listed here comprise a wide range of research designs, experimental conditions, test types, languages, age groups, and learning contexts, it is difficult to directly compare their findings.
Although some evidence for the facilitative effect of explicit instruction on L2 acquisition has been found, little is known yet concerning the question of under which specific learning circumstances and for exactly which aspects of grammar explicit knowledge can be most facilitative for L2 acquisition. In Hulstijn and de Graaff (1994) , we argued that the following variables could possibly influence the effect of explicit instruction: the target structure's linguistic domain (in the core or in the periphery of Universal Grammar), its complexity (see below), its degree of semantic redundancy, its reliability (the ratio of regular to irregular cases), its scope (number of phenomena covered), the frequency with which it is manifested in the input, the competition between rule-based learning and item-based learning (see below), task modality (reception vs. production), type of instruction or input enhancement, and individual learner characteristics. Some of these variables are featured in the present study and will be briefly discussed in the next sections.
Complexity and Difficulty of Grammar Structure
As has already been mentioned, there is some evidence that explicit instruction facilitates the acquisition of implicit L2 knowledge. The weak interface position hypothesizes this is due to the enhancement of noticing (Schmidt, 1990) . This implies that explicit instruction will be more effective in the case of target structures that are not perceptually salient (cf. Robinson, 1996; see Slobin's [1985] operating principles for a framework for the relationship between perceptual and cognitive salience and learning). When target structures can be noticed and processed from the input spontaneously, explicit instruction is less necessary and, in consequence, its effect will be smaller. The likelihood of spontaneous noticing and processing may depend on, among other things, the complexity of the target structure.
A few studies to date have tried to empirically or theoretically define the concept of complexity. Van Baalen (1983) ordered target structures in terms of complexity by means of teacher and textbook judgments. Robinson (1996) , too, used judgments of experienced L2 teachers to identify the complexity of the pedagogic rules under investigation. Krashen (1982) distinguished easy and hard rules, claiming that explicit instruction can only be helpful in the case of easy rules, because only those are explicitly teachable and learnable. Hulstijn and de Graaff (1994) defined complexity as the number of grammatical concepts that have to be taken into account in order to arrive at a correct form in language production (p. 103). When more criteria have to be applied, explicit instruction is hypothesized to be more effective, as spontaneous noticing and processing would then be less likely. Hulstijn and de Graaff's definition of complexity obviously does not predict ease of acquisition as such, because this also depends on the amount of processing capacity that the criteria in question require, as well as on the transparency or opacity of the form-meaning relationship established by the structure (R. Ellis, 1990) . Furthermore, R. Ellis (1994) speculated that explicit instruction directed at too complex a structure is likely to lead only to improved accuracy in planned language use (p. 623). This distinction might be what guided Krashen (1981) in his claim concerning the effect of explicit instruction on easy as opposed to hard rules, the latter referring to structures that learners are not "ready" to acquire yet.
Rule-Based Versus Item-Based Learning
Implicit L2 knowledge can be built up by different types of learning processes. Using evidence from cognitive psychology, Carr and Curran (1994) claim that both abstract rule-based and exemplar-based representations of grammar can contribute to the acquisition of L2 knowledge (see Robinson, this issue, for a detailed discussion on the relationship between rule-based and item-based learning). DeKeyser (1995) , in that respect, found no significant differences between abstract rule-based learning and exemplar-based item learning for categorical morphological rules applied to items that had been part of the learning set. For prototypical rules, some evidence was found that item-based learning was more effective than rule-based learning. For categorical rules, however, when applied to new forms, rule-based learning was more effective than item-based learning.
In syntax, as opposed to morphology, it can be hypothesized that exemplarbased item learning is less likely to occur. Whereas learners are likely to store individual, inflected word forms, syntactic structure depends on a larger context and for that reason has to be processed and acquired beyond item level. This would suggest that, apart from memorization of fixed chunks, acquisition of syntactic structure depends more heavily on abstract rule-based learning than the acquisition of morphological structure (Hulstijn & de Graaff, 1994) .
Monitoring
Spontaneous, fluent language performance is unconscious in the sense that it is generated by implicit linguistic knowledge, without conscious retrieval of explicit knowledge (Schmidt, 1994) . Under certain circumstances, however, explicit knowledge can be accessible during processing and can play an additional role in the production of language. The monitor theory (Krashen, 1985) claims that explicit knowledge is only accessible when enough time is available for conscious monitoring-for example, in written tasks. When processing takes place for spontaneous language use or under time pressure, explicit knowledge is not or much less accessible for processing. In empirical terms, this implies that tasks exerting high time pressure are more likely to elicit performance stemming exclusively from implicit knowledge than tasks allowing ample time.
Learner Characteristics
A wide range of variables has been distinguished in L2 acquisition research in order to explain individual differences among L2 learners (see Skehan, 1989 , for an overview). Of these variables, language aptitude has been found to be one of the best predictors of success in L2 learning (Carroll, 1981; R. Ellis, 1994; Gardner & MacIntyre, 1992) . In L2 acquisition studies (e.g., DeKeyser, 1995; Robinson, 1995) , language aptitude is usually measured by means of the Modern Language Aptitude Test (MLAT; Carroll & Sapon, 1959) , which aims at tapping both underlying language learning capacity and the capacity to handle decontextualized language (Skehan, 1989 ). Skehan suggests that the different components of language aptitude are relevant for both instructed and naturalistic language learning, as in both environments, consciously or unconsciously, processing of form and meaning is involved.
Although Carroll (1965) hypothesized that high-quality language instruction may nullify aptitude differences, there is no clear evidence that learners with low aptitude profit more from instruction than learners with high aptitude. Krashen (1981) even claimed that language aptitude can only predict proficiency differences in the case of (explicit) "learning," but not in the case of (implicit) "acquisition," which suggests that instruction would enlarge proficiency differences. Zobl (1992) argued that meaning-focused treatment without focus on form would result in smaller individual differences, indicating a weaker relationship between aptitude and meaning-focused learning than between aptitude and form-focused learning. Robinson (1995) , however, found that aptitude is related to learning and awareness not only under instructed and rule-search conditions but also under implicit conditions. Only for learners under incidental learning conditions was no relationship found. These findings suggest that aptitude affects language learning under any circumstances for which students focus on form, which might be the case both with and without explicit instruction.
THE STUDY Hypotheses
The present study investigated the interaction between instructional condition (presence or absence of explicit grammar instruction) and four other variables (two language structure variables, a processing variable, and a learner variable) in the acquisition of four L2 grammar structures. A computer-controlled learning setting and an artificial language were used in order to optimally control the input and exposure. The following hypotheses were tested. Hypothesis 1. Participants receiving explicit instruction will perform better on tests measuring proficiency in the target structures than those not receiving explicit instruction. Language aptitude will affect test performance irrespective of the provision of explicit instruction.
This hypothesis is based on a weak version of the interface position that claims that explicit L2 knowledge, although not directly convertible into implicit L2 knowledge or L2 performance, facilitates language processing and thus facilitates the acquisition of implicit L2 knowledge. It is expected that language aptitude will affect learning to the same extent in both explicit and implicit instructional conditions, as they both require some kind of focus on form.
Hypothesis 2. Explicit instruction will be more effective in the case of the acquisition of complex structures than in the case of the acquisition of simple structures.
This hypothesis is motivated by the fact that simple formal phenomena may be clear enough in the input to be noticed and processed by L2 learners spontaneously, without explicit instruction. In the case of complex structures, however, explicit instruction may save learners considerable time and effort in discovering and processing their intricacies (Hulstijn & de Graaff, 1994) . Complexity here is defined as the number of different grammatical concepts that have to be taken into account, explicitly or implicitly, in order to process a grammatical structure for language acquisition.
Hypothesis 3. Explicit instruction will be more effective in the case of the acquisition of syntactic structures than in the case of morphological structures.
This hypothesis addresses the fact that regular morphological structures can be acquired by explicit or implicit rule application as well as by analogy application (as a result of item-based learning), whereas for syntactic structures acquisition depends more exclusively on (explicit or implicit) rule application. Thus, in the case of morphological forms, two competing learning modes can be conceived of; in the case of syntactic structures, however, item-based learning is less available as an alternative to rule-based learning. This implies that explicit instruction in the case of syntactic structures will be relatively more influential than in the case of morphological structures (Hulstijn & de Graaff, 1994) .
Hypothesis 4. Explicit instruction will be more effective when monitoring is possible during processing than when monitoring is inhibited by time pressure. However, under time pressure, a significant effect for instructional condition is expected as well.
This hypothesis is motivated by the applicability of explicit knowledge during task performance. Without time pressure, it is possible to rely on explicit knowledge for carrying out a linguistic task. Participants in the explicit condition are expected to build up a more structured and more complete explicit knowledge of the target structures. This will enable them to perform better on monitored tasks than participants in the implicit condition. Under time pressure, on the other hand, explicit knowledge is less accessible, and participants will rely more on implicit knowledge, which is why the weak interface position can be most directly tested here. As explicit instruction is expected to be facilitative for the acquisition of implicit knowledge, participants in the explicit condition are hypothesized to perform better also when explicit knowledge is less accessible. However, the difference between instructional conditions is expected to be greater without time pressure, as additional access to explicit knowledge then is more likely to occur.
Of the four hypotheses that were tested in this study, Hypothesis 1 is the most general one. The specific aim of the study is to provide evidence for the intervening role of other variables on the effect of explicit instruction. Hypotheses 2-4 aim to demonstrate the differential nature of Hypothesis 1. In all hypotheses, effectiveness of explicit instruction is measured as the proficiency difference between experimental groups.
Artificial Language and Laboratory Setting
The use of an artificial language in L2 acquisition research is basically motivated by reasons of experimental control. First, it ensures that participants cannot have contact with the target language nor receive any explicit grammar explanation except during the experimental sessions. Second, it provides the opportunity to filter out irregular or complex grammatical features or lexical items that are not the focus of the study, as these would otherwise undesirably complicate the learning task. At the same time, modifications can be made in order to make target structures exactly fit the linguistic requirements dictated by the research questions.
Artificial languages within this framework should be clearly distinguished from the artificial grammars as used in, for example, Reber's (1989) experiments. Such finite-state grammars consist of meaningless letter patterns ordered by means of an abstract algorithm. As VanPatten (1994) has pointed out, such grammars cannot resemble natural language grammars, because, among other things, they do not bear any referential or social meaning. The process of relating meaning to form, central in natural language learning, is therefore completely absent in the process of acquiring a finite-state grammar. Artificial languages for L2 acquisition studies, however, should bear referential and social meaning and can as such be used "for communicative purposes, . . . to regulate the social behavior of others, and . . . as instruments for other types of learning and processing of information" (VanPatten, 1994, p. 30) . Similar remarks were made by Yang and Givón (1993) for their Keki language experiment and by DeKeyser (1995) for his Implexan language.
The Artificial Language eXperanto
In the present study, a computer-assisted self-study course was developed for the artificial language eXperanto. For this purpose, the existing artificial language Esperanto was chosen and modified in several respects. First of all, some of the vocabulary and spelling were changed in order to make word recognition and writing as intuitive as possible for native Dutch participants, still maintaining the feeling of dealing with a genuine foreign language. Subsequently, the Esperanto grammatical structure was modified according to the research design, for the complexity variable in morphology and syntax. The target structures resemble Spanish morphology and syntax as much as possible, in order to make the results optimally comparable with the results of a second experiment to be conducted in Spanish. This twin approach aims at combining a more easily controllable artificial language learning study with a more valid and therefore more easily generalizable natural language learning study (see Hulstijn, 1989, and de Graaff, 1994 , for a more detailed motivation).
Target structures 1-4 below represent the four combinations of the two variables complexity and morphology/syntax manipulated in this study (cf. Hypotheses 2 and 3). Morphology/syntax was operationalized as inflection on the one hand, represented in target structures 1 and 2, and word order phenomena on the other, represented in structures 3 and 4. Complexity was operationalized as the number of grammatical concepts that have to be taken into account for correctly processing or producing the specific structure. To process the simple structures 1 and 3, only one grammatical concept has to be taken into account. For the noun plural (structure 1), the vowel of the stressed syllable has to be checked; the position of the negation (structure 3) depends on the word order with respect to the verb phrase. Processing the complex structures 2 and 4, on the other hand, requires the successful application of two grammatical concepts. For the imperative mode (structure 2), the correct form depends on formality as well as on affirmativity; for the object position (structure 4), the correct word order depends on nominality versus pronominality as well as on object topicalization.
Plural Noun Form.
In eXperanto singular nouns end in -o and plural nouns in -os or -es: nouns having a back vowel (-a-, -o-, -u-) in the penultimate, stressed syllable add -os; nouns having a front vowel (-e-, -i-) add -es.
1 Examples are as follows:
(1a) najbaro najbaros "neighbour" "neighbours" (1b) turisto turistes "tourist" "tourists"
2. Inflection of the Imperative Mode. A distinction was made between informal (2nd person) and formal (3rd person) forms, as well as between affirmative and negative forms. More specifically, the informal affirmative form ends in -a, the informal negative in -us; the formal affirmative as well as negative forms both end in -u. Examples are as follows:
Go (informal imperative) through that street. "Go through that street." (2b) Iru per dia strato.
Go (formal imperative) through that street. "Go through that street." (2c) Nit irus trans lo plazo.
Not go (informal imperative) over the square. "Don't go over the square." (2d) Nit iru trans lo plazo.
Not go (formal imperative) over the square. "Don't go over the square."
3. Position of the Negation Forms. Any negation is formed by means of the particle nit in front of the inflected verb form. The negation no/not is expressed by nit only. In other negations (such as no one, nothing, none, not at all, no more, never, and nowhere), the lexical part of the negation is placed after the verb phrase, in cooccurrence with nit in front of the inflected verb form, thus forming a dual negation. Examples are as follows: That book it-OBJ want (1st person sing.) to buy. "That's the book I'd like to buy." Figure 1 summarizes the selection of the target structures for the complexity and morphology/syntax variables.
METHOD Participants
Fifty-six participants were selected from a sample of 200 undergraduate students at the Vrije Universiteit Amsterdam who had responded to an advertisement in the university weekly calling for paid volunteers. Only monolingual native speakers of Dutch were selected, from any academic field other than linguistics. They had all had 4-6 years of education in English, German, and French, that is, a regular course of studies in Dutch secondary education, but no experience in any other modern foreign or artificial language. From this selection, two random samples were taken of 28 participants each. Participants were paid 10 guilders per hour (approximately $6.50) for participating in the experiment.
Materials
Aptitude Test. Participants were pretested on several aspects of language aptitude and language learning capacity in order to account for within-groups variability on the posttests. Language aptitude was assessed by means of the Words in Sentences subtest of the Verbale Aanleg Test (the Dutch version of the MLAT, Part IV [Carroll & Sapon, 1959] ; Drenth & van Wieringen, 1969 ) and a translated version of the Paired Associates subtest, Part V, of the MLAT. The Words in Sentences subtest measures sensitivity to grammatical structure, based on the identification of the analogy between the grammatical function of underlined words in two sentences. The Paired Associates subtest measures the rote memory aspect of verbal learning. Additionally, a test on language learning capacity was developed, measuring the capacity to infer the meaning of eXperanto words from context. This test consisted of 30 items, in which the correct Dutch equivalent of the highlighted word in the eXperanto stimulus sentence had to be given. A reliability analysis showed that the test was reliable to be used for further analyses (Kuder-Richardson 20 = .91 for the total test, from .83 up to .87 for the four test parts).
Instructional Packages. Both experimental groups followed a self-study course in the artificial language eXperanto. The course was provided by means of a computer program on 486SX personal computers. The program was developed using the authoring system TAIGA (1987) and had been tried out on four individuals who did not take part in the experiment. The course consisted of 10 lessons of approximately 1.5 hours each. For both experimental groups, every lesson contained the following sections:
1a. Introduction of a communicative setting by means of several short dialogs in eXperanto with meaning comprehension activities. 1b. Provision of the Dutch translation of the dialogs. 2. Vocabulary activities, consisting of translating on average 40 new lexical items from eXperanto to Dutch and from Dutch to eXperanto within sentence context. 3a. Form-meaning connection activities in which the specific function of the target structures was processed without requiring production of the structure. 3b. Production activities in which blanks had to be filled in with target structures. 3c. Sentence-level production activities based on a functional clue in Dutch.
After every item of each activity, participants received immediate feedback concerning the correctness of their response and a provision of the correct answer. At the end of each section, all items in which errors had been made were repeated once. This gave the participants a second opportunity to practice the items with which they had difficulties. At the same time, it ensured that the participants would not rush through the lesson in order to save time, as they then would make more errors and, as a result, would have to repeat more items. During all activities, participants had access to an online bilingual lexicon. Throughout the course, the target structures were treated among other input material in situational settings, in order to increase the authenticity of the course material and to avoid too obvious a focus on the target structures. The target structures were presented in small structured doses.
The instructional packages differed for the explicit and the implicit condition in the following way: Participants in the explicit group received explanation on grammatical structures after the dialogs and comprehension activities (1a). The purpose of this explanation was to focus the participants on the target forms in the input, on their morphological or syntactic structure, and on their specific meaning. In section 1b, features of the target structure were highlighted within the dialogs. In sections 3a, 3b, and 3c, a short grammatical explanation was added to the feedback on every item. In the implicit condition, on the other hand, participants were provided a rehearsal of some example sentences in an unordered way after the dialogs and comprehension activities (1a), in order to make sure that the number of appearances of the target structures was identical for participants under both conditions. Response feedback in section 3 was not supplemented with short grammatical explanations. However, as participants in both conditions were shown the correct answer after each item, they were exposed to the same amount of input of the target structures.
Proficiency Tests. Participants were tested three times during the experiment, once halfway and two times after treatment. The proficiency tests consisted of the following four parts:
• A 60-item sentence judgment task, containing six instances of each structure two times (a grammatical and an ungrammatical version) and six filler items two times. Participants were instructed to carry out this task as quickly as possible. This direction appeared on the screen for every item.
• A 60-item gap-filling task without time pressure, containing 12 instances of each structure.
Each item consisted of an eXperanto sentence with a blank and a full Dutch translation underneath.
• A 30-item contextualized Dutch-eXperanto vocabulary translation task, used for measuring participants' vocabulary knowledge and also as a distraction activity.
• A 45-item sentence judgment and correction task. Thirty items were identical to items of the first sentence judgment task; 15 were new. Participants were instructed to take all the time they needed to judge the sentences. After judgment, they were asked to correct the sentence if they had judged it as incorrect and to type it over if they had judged it as correct.
The test was administered on the computer in the order mentioned here. It contained the same items at all three sessions, except for the filler items. The items were randomly reordered within the test parts for each test session.
The test design is motivated by the extent to which the test parts allow for monitoring during processing (Hypothesis 4). The first task was carried out under time pressure, as participants were instructed to react as fast as possible, which makes explicit knowledge less accessible. The other tasks were carried out without time pressure, which makes reliance on explicit knowledge possible.
Reliability of the different test parts per test session was examined and found to be sufficient (from Kuder-Richardson 20 = 0.82 up to 0.93, except for the judgment task under time pressure at the first test session [0.59], which was due to performance on chance level for a considerable number of participants). Examples of the test items are given in the Appendix.
In addition, at the end of the experiment, oral interviews were held with all participants individually. These interviews focused on the participants' capacity to explicitly formulate the target language structures. Furthermore, they were used in order to track participants' appreciation of the learning procedure.
Procedures
For practical reasons, both experimental groups were split up in two subgroups of 14 participants each. All sessions were held in the university computer laboratory. Participants were unaware of the purpose of the experiment, nor did they know what differences there were between the instructional packages of the experimental groups until they were debriefed after the experiment. During the first session, the aptitude test was administered using a paper-and-pencil procedure. In the following weeks, the participants studied lessons 1-10, at a rate of two lessons per week. The proficiency tests were administered in the sessions following the 5th and the 10th lesson (T1 and T2, respectively). Five weeks after the second proficiency test, the test was administered again, as a delayed posttest (T3).
Two participants dropped out during the course of the experiment, one from the explicit group and one from the implicit group, leaving 27 participants in each experimental group. One participant could not attend the delayed posttest; his scores on this test were coded as missing values.
Analyses
In the analyses the following independent variables were distinguished: Instruction, a two-level between-groups variable, distinguishing between the explicit and the implicit modes of instruction (cf. Hypothesis 1). Complexity, a two-level within-groups variable, distinguishing between the two simple and the two complex target structures (cf. Hypothesis 2).
Morphology/syntax, a two-level within-groups variable, distinguishing between the two morphological and the two syntactic target structures (cf. Hypothesis 3).
Time pressure, a two-level within-groups variable, distinguishing between the sentence judgment tasks with and without time pressure (cf. Hypothesis 4).
Test session, a three-level within-groups variable, distinguishing between the midtest, the immediate posttest, and the delayed posttest.
Task type, a four-level within-groups variable, distinguishing between the grammar judgment task with time pressure, the grammar judgment task without time pressure, the gapfilling task, and the correction task.
Dependent variables were the sets of scores on all tests and test parts. Average aptitude scores served as an additional dependent variable in the analyses for Hypothesis 1.
First, mean scores per target structure, test session, and task type were calculated. Descriptive statistics were computed in order to check the data for normal distribution. Concerning the relationship between the effect of instruction and participants' individual language aptitude, Pearson's correlations were calculated between the average aptitude scores on the one hand and the proficiency test scores for each task type and each test session on the other, for the implicit and the explicit groups separately. To test Hypothesis 1, concerning the effect of instruction on test performance, an analysis of variance with repeated measures (ANOVA) was performed comparing the explicit and implicit groups on the individual mean scores across task types, test sessions, and target structures. Subsequently, a model was fitted in order to test whether the correlation between aptitude scores and proficiency test scores was equal for the explicit and the implicit group.
To test Hypotheses 2 and 3, concerning the differential effect of instruction depending on complexity and morphology/syntax, respectively, the individual mean scores per target structure, test session, and task type were subjected to an ANOVA with repeated measures. To test Hypothesis 4, the time pressure effect was assessed by means of an ANOVA with repeated measures comparing the mean scores per target structure and test session for the grammaticality judgment tasks with and without time pressure.
Analyses were carried out in SPSS-PC, except for those for the second part of Hypothesis 1, which were carried out in LISREL (Jöreskog & Sörbom, 1986) . The alpha level was set at .05, unidirectional, for all ANOVAs. Table 1 shows the mean scores and standard deviations per target structure for each test session and task type. The scores were checked on normality of distribution and found to be normally distributed.
RESULTS

2
Correlations were computed between the proficiency scores in the three test sessions and the language aptitude subtest scores, for each group separately. Correlations tended to be significant for the Words in Sentences and the Word Meaning Inference subtests and nonsignificant for the Paired Associates subtest. Although the Paired Associates scores contributed little to the total correlation with the proficiency test scores, they did not correlate in a negative way. For this reason, it was decided to collapse all three subtests into a single mean aptitude score. Correlations with this mean aptitude score are given in Table 2 . Correlations tend to be significant Note: n = 27 for both groups. Simp/morph = simple morphological; Comp/morph = complex morphological; Simp/synt = simple syntactic; Comp/synt = complex syntactic. Task type 1 = judgment task with time pressure; task type 2 = judgment task without time pressure; task type 3 = gap-filling task; task type 4 = correction task.
at the .01 level at the immediate and delayed posttest, at all task types except for the judgment task without time pressure, for both the explicit and the implicit group.
Hypothesis 1
To check whether the explicit and the implicit group could be considered similar in terms of language aptitude, a one-way ANOVA was conducted on the language aptitude mean scores. This analysis yielded no significant results, F = 0.41, df = 1, p = .52. Thus, assignment of participants to the experimental groups had resulted in group similarity in terms of language aptitude. To test Hypothesis 1, an Instruction × Test Session × Task Type ANOVA with repeated measures was conducted. The analysis showed significant main effects for instruction, F = 8.31, df = 1; test session, F = 151.35, df = 2; and task type, F = 31.33, df = 3. No significant interaction was found between instruction and test session nor between instruction and task type. Results are illustrated for the judgment tasks with and without time pressure in Figure 2 and for the gap-filling task and the correction task in Figure 3 .
In order to address the hypothesis that language aptitude does not differentially Note: Task type 1 = judgment task with time pressure; task type 2 = judgment task without time pressure; task type 3 = gap-filling task; task type 4 = correction task. The degrees of freedom for a LISREL problem is the difference between the number of elements in the covariance matrix and the number of parameters to be estimated. Note, then, that the degrees of freedom do not reflect sample size (Marsh & Hocevar, 1985) .
affect test performance under explicit versus implicit conditions, a model was fitted specifying, for each task type, equal correlations for the explicit and the implicit group between aptitude scores and individual mean scores across target structures and test sessions. For this analysis, Box' test was carried out in LISREL, which provides an overall chi-square goodness-of-fit test comparing observed and predicted correlations 3 (see Bentler & Bonett, 1980 , for a discussion of this analysis).
Correlation differences and corresponding chi-squares are given in Table 3 . As can be concluded from this table, chi-squares are small and p-values are high for all task types, which implies that the hypothesis of equal correlations for both groups cannot be rejected.
Evidence for Hypothesis 1. The hypothesis that participants receiving explicit instruction perform better on tests measuring proficiency in the target structures than those not receiving explicit instruction is supported by the data. For all three test sessions and all four task types, participants in the explicit condition scored significantly higher than participants in the implicit condition. As no interaction between instruction and test session was found, the groups appeared not to differ in growth or loss between test sessions. Furthermore, in accordance with the second part of Hypothesis 1, language aptitude was found not to affect test performance differentially under explicit as opposed to implicit conditions.
Hypotheses 2 and 3
To test the differential effect of instruction on the acquisition of simple versus complex and morphological versus syntactic structures, an Instruction × Test Session × Task Type × Complexity × Morphology/Syntax ANOVA with repeated measures was carried out. A significant main effect was found for complexity, F = 47.26, df = 1. Post hoc analyses showed that scores on simple items were significantly higher than on complex items at all test sessions. No interaction effect was found between complexity and instruction, F = 0.16, df = 1.
For morphology/syntax no main effect was found, F = 0.13, df = 1; however, a significant interaction effect existed between morphology/syntax and instruction, F = 10.84, df = 1. Post hoc analyses revealed this interaction was significant only because the scores for participants in the explicit condition at T1 were higher on the morphological structures than on the syntactic structures, whereas the scores for participants in the implicit condition at T2 and T3 were lower on the morphological structures than on the syntactic ones.
To be able to examine the effect of instruction for each of the four target structures individually, the interaction among instruction, morphology/syntax, and complexity was examined and found to be significant, F = 6.35, df = 1. From the post hoc analysis, it could be concluded that this effect was due to the scoring patterns at T2 and T3: On the simple morphological and the complex syntactic structure, participants in the implicit condition scored significantly lower than participants in the explicit condition.
Figures 4-7 illustrate the mean scores per task type on the immediate posttest for each target structure, and Table 4 reports the ANOVA results.
Evidence for Hypothesis 2. Hypothesis 2, concerning the differential effect of explicit instruction on simple as opposed to complex structures, was not confirmed. Although the complexity effect was found to be significant, no significant interaction between complexity and instruction could be demonstrated. This was mainly due to the participants' performance on the simple morphological structure: The difference between the implicit and the explicit group's performance was much greater than had been expected for this structure. Performance on the two syntactic structures, however, did correspond with the hypothesis: The difference between the explicit group and the implicit group, in favor of the explicit group, was greater on the complex than on the simple syntactic structure.
Evidence for Hypothesis 3. Hypothesis 3, concerning the differential effect of instruction on morphological as opposed to syntactic structures, could not be confirmed. Interestingly, however, mixed interaction effects were found: At the midtest (T1), for the explicit group test performance on the morphological structures was higher than on the syntactic structures. The implicit group scored relatively low on both morphological and syntactic structures at the midtest, which is why no significant differences were found for this group. At the immediate and the delayed posttests, however, test performance of the implicit group on the syntactic structures was found to be higher than on the morphological structures. This effect can be explained by the relatively high scores on the simple syntactic structure and the relatively low scores on the simple morphological structure for the implicit group. 
Hypothesis 4
Before the differential effect of monitoring on the effect of explicit instruction could be examined, reaction times had to be compared between the grammaticality judgment tasks with and without time pressure. The mean reaction times (measured in seconds) under time pressure (task type 1) per test session were 10.0 at T1, 7.0 at T2, and 6.4 seconds at T3 for the explicit group and 9.0, 7.0, and 7.3 seconds, respectively, for the implicit group; reaction times without time pressure (task type 2) per test session were 16.2, 12.7, and 8.9 seconds for the explicit group and 14.3, 10.3, and 8.6 seconds for the implicit group. An Instruction × Time Pressure × Test Session × Target Structure ANOVA showed significant main effects for time pressure, F = 102.9, df = 1, and test session, F = 98.1, df = 2, but no significant effects for instruction, F = 1.12, df = 1, and target structure, F = 1.15, df = 3. In other words, for all target structures participants performed the judgment task under time pressure faster than the task without time pressure. This effect was equal for both groups. As this requirement was met, a comparison between groups was made for the average scores per target structure per test session of the grammaticality judgment task with versus without time pressure, by means of an ANOVA for repeated measures. Significant main effects were found for instruction, F = 10.36, df = 1, and time pressure, F = 7.73, df = 1. No significant interaction effect was found between instruction and time pressure, F = 0.00, df = 1. However, the interaction among instruction, time pressure, and target Figure 6 . Proficiency test mean scores on the immediate posttest (T2) for the simple syntactic structure by task type, under explicit versus implicit conditions. structure showed significant results, F = 2.47, df = 3. Post hoc analyses revealed this was due to the scores on the simple morphological structure. In this case, the difference between groups was significantly greater on the judgment task without time pressure than on the judgment task with time pressure.
Evidence for Hypothesis 4. The hypothesis concerning the differential effect of monitoring as facilitated or inhibited by time pressure could only partially be confirmed. Although participants performed significantly better on grammatical judgment tasks without time pressure than with time pressure, and participants in the explicit group performed significantly better than participants in the implicit group on the judgment tasks as a whole, a greater difference between groups on the task without time pressure than on the task with time pressure could only be demonstrated for the simple morphological structure.
DISCUSSION
Of the four hypotheses tested in this study, only the first could be supported unequivocally. Substantial evidence was found for the prediction that participants receiving explicit instruction during treatment perform better on tests measuring proficiency in the target structures than participants not receiving explicit instruction. Furthermore, language aptitude was found to equally affect test performance under both explicit and implicit conditions. In both groups, higher aptitude resulted in better learning, which confirms Robinson's (1995) findings concerning the correlation between aptitude and learning under instructed, rule-search, and implicit conditions. Thus, in spite of Zobl's (1992) claim that standard deviations in proficiency measures will increase when more explicit instruction is involved, in this study the difference between "good" and "poor" language learners did not increase more in the explicit than in the implicit group. It should be stated, however, that Zobl primarily compared instructed to naturalistic learners, whereas in this study two groups of instructed learners were compared. For Hypothesis 2, concerning the differential effect of explicit instruction on the acquisition of simple as opposed to complex structures, no clear evidence could be reported. As for the two syntactic structures, explicit instruction was much more effective for the complex than for the simple structure, as predicted by Hypothesis 2. As for the two morphological structures, however, no evidence was found: The instructional effect was not greater for the complex structure than for the simple one. This finding may have been caused by the interference of a noncontrolled variable of semantic salience. If we check the four target structures on the formmeaning connections they establish, we see that the simple morphological structure concerning the difference between two phonologically constrained plural endings is the one that most exclusively depends on form. In the case of the other three structures, however, successfully processing a specific form depends on meaning as well. VanPatten (1994) hypothesized that "learners prefer processing 'more meaningful' morphology before less or 'nonmeaningful' morphology" and that "in order for learners to process form that is not meaningful, they must be able to process informational or communicative content at no or little cost to attention" (p. 32). For the present study, this implies that learners would not easily process the difference between the two plural markers of the noun, as this difference is nonmeaningful, which would explain why explicit instruction here was at least as necessary and effective as for the meaningful imperative morphology. Complexity, then, might not only be defined in terms of the number of criteria to be taken into account in order to process a specific form, as in Hypothesis 2, but the semantic salience of those criteria should be considered as well. Future research should either keep the salience variable constant or specifically study the interaction between semantic salience and complexity.
For the interaction between instruction and morphology/syntax (Hypothesis 3), no evidence was found in this study. It could be argued that a longer or more intensive treatment would have been necessary for sufficient item-based learning to take place and for the expected interaction to reveal itself. In the treatment period of this study, target words appeared on average five times in the specific form that was tested in the proficiency tests. This might be insufficient for the acquisition of an exemplar-based representation of grammar. As long as the acquisition process has not been completed, performance on both morphological and syntactic structures might then primarily depend on nonperfect rule-based learning. 4 In this respect, N. , studying rule-based and item-based L2 learning in Welsh morphophonology, found no effect for implicit item-based learning either. The hypothesis concerning the interaction between instruction and time pressure was not borne out by this study. Participants in both experimental conditions performed better in test conditions without time pressure than with time pressure, but an interaction effect was found only for the simple morphological structure. Again, this specific interaction could be due to semantic salience differences: Under time pressure, the participants in the explicit group ignored the specific form of the plural ending more often than the specific forms of the other target structures, as the -os/-es difference does not have any consequences for meaning. Participants in the implicit group largely ignored the specific form of the plural ending in both task types. Without time pressure, the participants in the explicit group had ample time to use their explicit knowledge for successfully checking the plural noun endings.
It could be argued that no overall interaction effect was found between instruction and time pressure because the test condition under time pressure still allowed for performance based on the retrieval of explicit knowledge. Although it was claimed that implicit knowledge is most directly tracked when less time is available for focusing on form, it is problematic to determine how much time pressure should be exerted in controlled experimental settings in order to eliminate reliance on explicit knowledge. 5 Although also in cognitive psychology there is no firm agreement on how to measure implicit knowledge, it is important to further develop and refine well-controlled experimental settings that aim at testing participants' performance principally based on implicit linguistic knowledge.
The findings reported in this study largely correspond with those reported in closely related studies. DeKeyser (1995) distinguished between categorical rules, which always apply, and prototypical rules, which have a much lower reliability. The rules in the present study can be considered categorical in this respect. Similar to the findings presented here, DeKeyser found that in the case of categorical rules explicit teaching is superior to having students induce the rules for themselves. Robinson (1996) compared test performance of participants in instructed, rulesearch, incidental, and implicit conditions. Of these groups, the instructed group resembles the explicit group in the present study, and the rule-search group probably most resembles the implicit group in the present study. Participants in Robinson's instructed group outperformed participants in all other groups on the easy rule, and they outperformed participants in the rule-search group on the hard rule. Contrary to the findings reported in the present study, Robinson could report an interaction between rule complexity and instructional condition that approached significance.
CONCLUSION
This study has tried to test hypotheses within a research program that aims at finding evidence for a differential effect of explicit instruction on L2 acquisition (Hulstijn & de Graaff, 1994) . As in previous studies by DeKeyser (1995) , N. , and Robinson (1995 Robinson ( , 1996 , it has been shown that it is possible to investigate the effect of explicit instruction on L2 acquisition in a controlled experimental setting. In the present study, the simplified artificial language and the computer-controlled self-study setting allowed for acquisition to take place within a short treatment period, with clear acquisition differences among experimental groups, target structures, and individual participants.
The results of this experiment do not allow us to draw firm conclusions concerning the differential effect of explicit instruction on structures differing in complexity for morphology or syntax and on test performance with or without time pressure. However, significant differences were found between the explicit and the implicit groups for the simple morphological structure and for the complex syntactic structure. The latter finding supports the complexity hypothesis for the two syntactic structures. For the former finding, which goes counter to both the complexity and the morphology/syntax hypothesis, an alternative explanation has been suggested.
Future research carried out in well-controlled experiments as well as in more naturalistic settings, and also on nonacademic participants, should further investigate hypotheses concerning the differential effect of explicit instruction on L2 acquisition. A laboratory setting as used in the present study and in a follow-up study to be conducted in Spanish provides good opportunities for testing these hypotheses in a well-structured way: It ensures that the order and amount of input material, activities, and feedback are equal for all participants within groups, and it ensures exact control of the treatment differences between groups. The storage and analysis of responses and reaction times can provide insight not only in the product but also in the process of L2 learning.
The present study was aimed at setting up a computer-controlled language learning environment that resembles genuine self-study language courses as much as possible: naturalistic dialogs, functional topics, realistic vocabulary, diversity in activities, and exercise types. Although this setup makes the study more easily generalizable to real L2 learning environments, it might have been less controllable with respect to the frequency of exposure to specific items than other studies also carried out by means of an artificial language within a computer-controlled setting (e.g., DeKeyser, this issue; N. Ellis & Schmidt, this issue; Yang & Givón, this issue) . However, the more controlled the design and the more specific the learning task, the more we bear the risk of not studying L2 acquisition anymore, but only participants' capacity to carry out some kind of cognitive puzzle. Only a careful combination of the advantages of both realistic and optimally controlled L2 learning environments can provide real opportunities for studying the effect of instruction on L2 acquisition.
NOTES
1. In Spanish, plural nouns end in -os, -as, or -es, depending on the singular noun ending. In eXperanto, all singular nouns end in the same vowel in order to make vocabulary acquisition easier. For that reason, a different criterion had to be created for noun pluralization. It is acknowledged, however, that this may affect the ease of acquisition of the pluralization.
2. In this section, only the main results of this study are reported. Detailed analyses will be reported in the author's doctoral dissertation.
3. In contrast to traditional significance testing, in this type of analysis a nonsignificant chi-square is usually preferred. When the difference is small, a small chi-square and consequently a high p-value will be found. Such a finding indicates that the predicted model is congruent with the observed data. 4. Jordens (1990a Jordens ( , 1990b suggests that some kind of syntagmatic pattern learning might take place in the acquisition of syntactic structures. Thus, the acquisition of these structures may not be essentially different in this respect from the acquisition of morphological structures. A similar claim was recently made by Bley-Vroman (1996) .
5. In DeKeyser's (1995) study, for example, participants were given 5 seconds per item in a grammatical judgment task, which was claimed to leave "very little time to draw on explicit knowledge" (p. 397). The choice of this specific period of 5 seconds had been established through a pilot study (DeKeyser, personal communication) .
