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観測誤差に関する若干の問題
地 主 重 美
筆者に別の機会に(5),変数に観測誤差に含んでいる構造方程式で,パ ラメー
ター推定に関す る古典方法ニー観測誤差項の確率分布に関 して特殊の強い仮定
が なされる方法一 をさらに拡張 し,や やゆるめた仮定のもとで推定できる可
能性についてのべた。 しか し,経済学の最 も興味ある主題が予測の問題である
ことか ら,こ のペーパーでは第一一に上の拡張された方法を予測問題に応用 して
みる。第二に多変数の関係式に応用 した場合の例についてのべ,最 後に上のペ
ーパーではふれなかった他の二つの推定方法について も若干のべてみたい。
1.予 測 問題へ の拡張
さきのペーパーでは,"真"の変数値の間の関係式におけるパラメーターの推
定 に重点をおいて議論を展開 してきたが,こ こでは所与のXに 対 してYを 予測
す ること,同 じことであるが所与のXに 対 してYの 真値Y7'を予測す ることが当
面の問題である。たとえばYを 消費支出の観測値,Xを 所得の観測値 とし,消
費支出と所得の真値の間には一期間の ラッグをもつ次のような関係式が仮定 さ
■
れ る もの と しよ う。
軌・=α+β。葛_■
た とえぽ第n期についてみ る と,所 得の観測値Xnは 既知 であるがそ の真値Xn
は 未知であ り,し か もわれわれ はYn+、(又はVn+、)を予測 しなければ な らな
い。 さきのペ ーパーでのべ た拡張 された古典的方 法に よって α,β を推定 し,
これ を用 いて予測
(1)Yn+・〒α+βXn
を行 な うべ きであろ うか 。あるいはX,Yの 観測値に 直接 最小 自乗 法を施 し,
この最小 自乗関係式か ら予測 を行 な うべ きだ ろ うか 。 ここでわれわれが考えて
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い る モ デ ル は 次 の よ うな も の で あ る 。
(2)X=X十u
(3)Y富 Ψ十v
(4)T==a+βX+ε
した が っ て
(5)Y・=α+βX+v+ε
で あ る 。 そ れ 故 予 測 期 望 値 は 明 らか に,
(6)E(Yn+、iXn)=E(α+βXn+εn+VnlXn)=・α+βE(Xn,Xn)
した が っ てE(XnlXn)を 求 め な け れ ば な らな い 。 い ま,② 式 に お い て,X,u
は そ れ ぞ れ 平 均 値 瓦 が 零,分 散 娠,姦 を もち,独 立 の 正 規 分 布 を し七 い る と
仮 定 し よ う。
ヨ ク ヨ
σx=σk十 σ魑
を考慮 してわれわれは,
E(x・IXn)一頃 綴 聖
を うる 。(6)式は
⑦E(Y…1Xn)=・at+一鷺+麟 豊
(1)式と⑦ 式の比 較か ら直ちに 明 らか なよ うに,(1)式は期望値 か ら解離 してを り
さきにのべ た 「拡張 された古典的方 法」 は適切では ない。
π個の標本観測値 に直接最小 自乗法 を適用 して βを推定す る と
Σ(X`-X)(Yrマ)
6。一」纏'n一
Σ(Xt-X)2
`二'
Σ(x-x)(ザ ー の 十Σ(x-一茅)(v-一一s)+Σ(OP'-lip)(u-一一h)十Σ(u-i)(v一の
万(x-x)2+2.IEr(x-)x)(u--b)+2(u一の
こ こで 誤 差 が 相 互 に 独 立 で あ り,そ れ ぞ れ の 真 の 変 数 値 か ら も独 立 で あ る と 仮
定 さ れ る 場 合 に は,分 子 の 最 後 の 三 項,分 母 の 第 二 項 は 標 本 が 大 き く な る に つ
れ て 零 に 近 づ くか ら,
■
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Plimb…-s(x讐蒙 漏
β
1+・d/ak
い ま最小 自乗予測値 は
バ
(8)Yn+、=Ψ十b(Xn-X)
と して示 され るか ら,こ の予測 値の確率極限 は,
(9)Pl鵡 ・一α孤+議 蕨(Xn--X"n)
=。α+.毎 ～撃+_蜂Txn
σ云十 σ傷 σx十ave
=E(Yn+」lXn)
し た が っ て,
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この タイ プの予測 が必要 とされ る場合 には,最 小 自乗法は,構 造
パ ラメー ターの推定値 を求む るのに適切 な方法 とは いえ ないに して も,予 測 の
方法 と してはむ しろ適当 な もの とい って よい。 ・
2.多 変 数 問題 へ の 拡 張(,)
一般化 され た古典的 方法を二 個以上の変 数 を含む関係式に拡張す る ζとはい
わぽ形 式的 な問題で ある。た だ通常の方法は,単 に"真"の 変数の間のexaCt
な函数関 係だけ を問題 と しているが,こ こでは諸変数 間の鯉率的関係,す なわ
ち観測誤差 を もつ諸変数 の間の関係式 を考 える。は じめに三変数 を含む関係式
の場合を考え,そ のあ とで多変 数の よ り一般 的な場合に進む ことに しよ う,こ
こで次の よ うなモデルを仮定す る。
⑩X/t…X、t十Utt
⑪X2t・==X.,十π25
⑫y,=・IV,十Vt
さ らに
a⇒ ψも=βo+β,X}t+β2.X2ε+ε`、
ここでu,,u2,vはいずれ も観測誤 差を示 し,εは確率 的境 乱項 であ る。い ま
Ut,砺vは それぞれ,分 散var(u、),var(%の,var(の,共分 散cov(u,u。),
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cov(u,v),cov(κ一・V)をもち,平 均 値 零 の まわ りに 正 規 分 布 を して い る も の と 仮
定 す る 。 又 εは 平 均 値 零,分 散 びαプ(ε)で正 規 分 布 を して を り,窺 測 誤 差 筋,
u。,vか らは 独 立 に 分 布 して い る も の と仮 定 し よ う。 さ らに 四 箇 の 誤 差 項 は と
もにX,,蕩 の 分 布 か らは 独 立 で あ る と 仮 定 す る 。 ⑫,⑬ か ら
⑭var(X,)=var(X,)十var(u,)
var(X2)=var(蕩)十var(u2)
var(Y)=var(T)十var(の
一β;var(xノ)+β;var(品)
+2β、βeov(X,X.)+var(ε)+var(v)
cov(X、X・)==cov(X,X.)+cov(πμ2)
cov(Y)(,)一βivar(Xノ)+β2cov(X}X,)+cov(u,v)
cov(YX2)=β、cov(X,濫)+β2var(X2)+cov(π2v)
と な る 。 も しX,,X.が 二 変 数 正 規 分 布 を と る な らば,Y,Xi,X・ は 多 変 数 正
規 分 布 を と る こ とに な り,第 二 次 積 率 は
M職 ユ 飯 瓦 函)(X。 、,X。)
nt轟 ノ
は ⑭ 式 の 左 辺 に よ る共 分 散 の 最 大 推 定 値 と な る 。 他 の 共 分 散,分 散 に つ い て も
同 様 で あ る 。 も し,観 測 誤 差 の 分 散 ・共 分 散 行 列尋が 予 め 知 られ て い る と仮 定 す
れ ば,⑭ 式 の 第 一,第 二,第 四 方 程 式 を 第 五,第 六 方 程 式 に 代 入 す る こ とに よ
っ て β,,β。に 関 して 項 の 同 時 方 程 式 が え られ る 。
⑮ β,[MX、X,一一var(u、)コ+β。[MX、X,一`ov(u,u。)コ
=MYX、 一一cov(u、V)
β、〔MX,X2-oov(u,u2)]十β2[MX2×2-var(砺)]
=・M溢(2-cov(u2v)
こ こ で ⑮ 式 は 一 次 正 規 の 場 合 の 最 小 自乗 推 定 式
(X'X)b=X/Y
に きわ め て 類 似 して い る 。 この 類 似 性 は 二 変 数 の 場 合 を例 に と る と一 層 明 らか
に な る 。 い ま二 変 数 の 偏 差 を 考 え て
b,MX,X2十b2恥(,X2=】矯 く、V
b/MX、X2+b2】粉 ζ2×2==MX2Y
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がえられ る。上式 とさきの⑮式の間の唯一の相違は,⑮ において標本二次積率
が,誤 差項の分散 ・共分散項 を用いてかき改められていることである。
さて一般的ケースに進 もう。い ま説 明変数X,被 説明変数Yを 偏差で表わす
と
こ鷲ll二驚/
畦 燃i〕
一灘:撚滋 盤i〕
したがって
β鵠・{β1β β匙}
に対す る一般推定方程式は
⑯(X/X-U)β=X/y-V
切片項 β。は標本平均を計算 して求められることはい うまでもない。 確率的撹
乱項の分散の推定値は,O身の第三式を拡張 して次のような一般式で表わす こと
ができる。
㈲ 嬬一Mrr3αo(v)コーβ!(X!X-U)β
か くて観測誤差 を含む多変数の関係式において,β を推定す る一般式は⑯であ
り,確率撹乱項 εを推定す る一般式は⑰である。われわれは古典的最小 自乗法
を若干拡張す ることによって,観 測誤差を含む関係式の回帰係数の推定につい
て最小 自乗法を直接に適用す る場合よりもより有効 な推定値を うることができ
るのである。
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4.他 の二つ の推定方法
観測誤差を含む変数に よる関係式(こ こでは一次正規の回帰モデルを考えて
い るのであ るが)の パ ラメー ターを推定す る古典的方法については別の機会に
詳 しくのべ たか ら,こ こではそれ と違 った一種の簡便法を説 明す る。
そ の第一は観測 値を グル ー プ分け してパ ラメー ターの推定 を行 な う方法で,
ワル ド,バ ー トレッ トに よりて提 唱 され,誤 差の分散 ・共分散行 列に関 して な
ん ら特定 の仮定 をお くことな しに一次 の構造方程式のパ ラメー ターについて一・
致 性を もつ が,有 効性 を もた ない推定 を可能にす る。 まず ワル ドの方法か らの
べ てみ よ う(4)。次の モデルを仮定す る。
XrX十u
Y=Ψ'十v
T==α+βx
ここで π,抄は相互に,か つ また系列的に独 立であ ると仮定 しよ う。観測数 π
が隅数す なわ ちn-2mと 仮定すれば,実 際 の手順はす こぶ る 簡単に なる。 ま
ず変 数Xを そ の数値 の大い さの順序 に並べ てみ る。Xの 下 ヅキがその順序 を表
わす もの とすれば,次 の よ うな順序づけ られ たXの 数列がえ られ る。
X、,X・,X3,………Xm,Xm+ノ,……Xn
Xの 対応す る値 に したが って順序づけ られ たYの 数列は
Yノ,Y,,Y3,………Y冊,Y冊+ノ,… …Ym'
であ る。い まXの 数列 をX、 か らXmま で と,Xm+.からXnま での二つ の グル
ー プに分割 し,そ れぞれ のXに 対応す るYも 二つの グルー プに分 たれ る。 この
サ ブ ・グル ー プの平均値を,
葛一繋x・ ・ レ 諺x・
i=1`瑠 獅+'
Y,一⊥ 畳Y{Y。 一主 毫Yi
m← ノmi=m+ノ
と定 義 す る 。 ワ ル ドの サ ジ ェ ス ト し て い る 推 定 値 は
a勘 β=-b-(Y-Y,)/XノーX2)
ag)α 一a==Y--bX
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であ る。この推定値が一致性 を もつ ことを示す ために次式の(π→。。の ときの)
下極限が正であ ると仮定す る。'
liminf⑳
n-o◎
⊥翫 ト⊥蔓 瓦
mI昌 ノ 〃3`=m+1
>0
ワル トは さ らに,α,β に対す る信頼区間が いかに きめ られた ら よいかを示 し
てい る。 しか し,不 幸に して条件⑳ は正規分布 をなす変 数の場 合には妥当 しな
い。つ ま り変 数 λ㌃が ラソダムに とられ るな らば,条 件⑳は成立 しないだ ろ う。
ワル ドの推 定方法 は,誤 差の分散 ・共分散行列に関 して なん らの仮定 な しに未
知のパ ラメーターの推定を可能にす るが,条 件⑳ が強す ぎるために一般的に応
用 で きる手法 とはいいが たい。
そ こでバ ー トレット(・)はこれに修正 を加え,大 い さの順に順序づけ られたX
の数列 と,そ れに対応す るYの 数列のそれ ぞれ の最後か らk個 の観測値 をと り
そ のサ ブ ・グル ープの平均を とってそれ を次の よ うに定義す る。
濁一}熱
L-÷熱
構 造 係 数 の 推 定 値 は,
(2n1〕ノ=(マ3-SZ'ノ)/σ<ヲーX,)
舩aノ ーマーb欠
又3=ΣX奮
i=n一滝+'
れ
気ヲー ΣY`
Snn一 勘+1
である。ここでサブ ・グループの平均を求むるに用い られる観測数を決定 しな
ければならないが,Xが 等間隔に配列されているような特別の場合にかぎ り,
所与の誤差分数に対 して,b'の標本分散は極小になることをパー トレットは示
している。
グループ分けの方法は,誤 差の分散 ・共分散行列に関 して特別の仮定をお く
ことなしに,線 型の構造関係式のパラメーターを推定す る,一 致性は もつが し
か し有効性のない方法であ り,古典的方法 とは大きな違いがある。第一に,この
方法は計算が頗る単純であり,そ の上正規性の仮定をお く必要がない点です ぐ
れているが,第 二に古典的方法が多変数の場合に容易に拡張できるのに対 し,
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二変 数以上 を含む関係式に まで拡張す ることがで きないために,実 際上そ の利1
用価値は大いに減殺 され る。
グル ー プ分け の 方法 と並んで 単純 な推定法 と して あげ られ るのが 操作変 数
(lnstrumentalVariables)による方法であ る(2)(3)。これ は観測誤差 のあ る変 数 の・
線型 構造関係式 で,操 作変 数 を使用 してパ ラメーターの推定 を行 な うもので,
予 め誤差 分散 ・共 分散行列 の知識 な しに一 致推定値 を求め るのに適用で きるα.
い ま、
X詔2r十u
Y冒 Ψ十v
ur・=a+βx
な るモデルを仮定す れば
Y=・a十βX十ω
ここでZV・=V一βUであ る。 この最後 の式 に最小 自乗法を直接 適用 したので1劃
最 良線型 不偏一 致推定値 を うる ことはで きない。 これを証 明す るこ とに容 易で
あ る。 まずXと ωの共分散L
E{Vti)X-E(X)]}-E(v-一βu)u-一βvar(u)
を とる と,こ の値が零にな らない ことは不偏性 の欠如を示 し,又
βPlimb==
1+a二/ai
でP狂mb≠ β であ ることは一 致性 の欠如を表わ してい る。 も し,誤 差u,v
のいずれか らも独 立なあ る変数Zを みつけ ることがで きるな らぽ,次 の よ うな
推定値 を考え るこ とが できる。
あ ゐ り
㈱ β==ΣytZt/ΣXt4
t■'tae1
ここで小文字X,y,Zは 平値 か らの偏差 を表 してい る。 したが って,
お ね
.β ΣXtZt+ΣZt(陥 一の
β一=1t-・t謹1
ΣXt4
zは 誤 差u,vの い ず れ か ら も独 立 で あ る と仮 定 さ れ て い るか ら,
ゐ
ΣZt(W,-iのの項は,血 が大 き くなるにつれて,し だいに零に収束す る。 そ
`昌'
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.れ故,㈱ 式は βの一致推定値 を与 え る。 このZが ここでい う操作変数に外な ら
ない。単一 方程式に含 まれてい る未知 のパ ラメー ターの推定に操作変 数 を使用
す る方法について既に多 くの学者 に よって試 み られた ところ であ るが(2)(3),簡
単にその手 続 を紹 介 してみ よ う(2)。まず与 え られた方程式におけ る内生変 数 の
係数 とな ってい るパ ラメー ターの数 を数え,そ れに等 しい個数 の外生変 数(も
っとも,お くれ を含ん だ内生変 数を含めて,先 決変 数 まで操作変 数 として選ぶ
ことも可能であ る)を 当該方程式には含 まれ ないが,体 系内の他の外生変 数か
ら操作変 数 として とり出す 。 この外生変数 の一つ をこの方程式 の各変 数に乗 じ
すべての標本観測値 にわ た って加 え合わせ る。 この手続 を操作変 数 として選定
された外生変 数全部 について くりかえす ことに よって,与 え られた方程式に 含
まれ る未知 パ ラメー ターの個数 と同 じ個数の,未 知 パ ラメーターに関す る線型
方 程式がえ られ る。 この連立方程式を未知 のパ ラメー ターにつ いて解 くことに
よって,そ れ らの推定値 を求 めるのであ る。操作変 数に よる方法 の論理 はきわ
めて単純で,単 一 方程式
'24)y=βx+wノ
において直接 にxとyとの関係を考察す る代 りに,こ の方程式 には含 まれていな
.い体系内の他の外生変 数Zが 経済体 系の運動を通 じてxお よびyに影響す る とい
う迂 回の径路を通 ってxとyとの関係を把握 しよ うとい うのであ る。 ヴ ァラヴ ァ
ニス教授は前者 をモデル(2ののmanifestpart,後者をlatentpartとよんでい る(3)。
⑳式 で
β一去 一 畿
書 はmanifestp・Utを4妾 傷 は1・t・ntp・rtを劾 している・いま
ち一豊 為一謬
と定義すれぽ
β一畜 一謝 銑 一一悔
つ ま りlatentモデルの未 知 パ ラメー ターを最小 自乗法 で推定す る手続 を通 して
、
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βを推定す るとい うのが操作変 数に よる方法 の論理であ り,そ のか ぎ りでは こ
の推定方法 も正 当化 され うる よ うに思われ る。この方法 は又,rαduoedf{rmに
最小 自乗法 を 適用す る手法 と密接 な関係 があ る。 い ま次 の よ うなcomplete
mode1を考えてみ る。
Y==βx+ωノ
11
TY+XX-Z-=V
明 ら か に 第 一・式 はmanifestpartを,第 二 式 はlatentpartを示 し て い る,
reducedformは
Dy-・β・+÷ ㎡+βv
Dx_、 一 ⊥ ω'+v
γ.
ここでDは 行列式
、
11一 β
屠 去
である。
しかし,操 作変数に よる推定方法には種 々なる困難があ り,こ こではその う
ちの三つを指摘 してお こう。第一は,操 作変数 として選定される変数の性質に
恣意性があることである。推定されるパ ラメーターの数 とち ようど同数の操作
変数が,与 え られた方程式の外にある場合のように,選 択される操作変数の組
が唯一一つ とい う特殊な場合には,与 え られた方程式はち ようど識別可能であ り
推定方法 もきわめて容易である。 しか し,操作変数の組が,与 えられた方程式
に対 して一個以上ある一般的な場合には,操 作変数として選択された特定の組
に よって推定値 も決って しまうため,こ の選定の任意性 がこの推定法の価値を
低めることになる。そ こで操作変数の選定に対 してある基準を設けることが必
要になる。そ こで第一に,数 個の操作変数を必要な場合には,そ の間に高度の
相 関 を もつ よ うな ものは 避 け なければならない。第二に与 えられた方程式
の内生変数 と最 も高い相関を もつような変数の組を選ぶべきである。 したが っ
て又第三に当該方程式の中にすでに存在 している先決変数と最 も低い相関をも
ノ
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つ ような組が選ば るべきである。か くして選定の任意性をか なり限定 し,手 早
い結果の期待できる操作変数による推定法の応用範囲を拡げることができる。
操作変数を使用す る推定方法に伴なう困難の第二は,操 作変数の選定に当つて
それぞれが互いに独立であ り,かつ又観測誤差か らも独立であることが仮定さ
れていたのであるが,こ の独立性の有無をチエ ックすることがきわめて困難で
あ るとい うことである。第三は,こ の方法によって推定され るパラメーターは
不偏性 をか くが,一 致性をもっていることを特質 としているにもかかわ らず,
きわめて大きい標本分散の可能性 を含む場合には,そ の特質は保証されない。
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