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A STRUCTURE THEOREM FOR MULTIPLICATIVE FUNCTIONS OVER
THE GAUSSIAN INTEGERS AND APPLICATIONS
WENBO SUN
Abstract. We prove a structure theorem for multiplicative functions on the Gaussian
integers, showing that every bounded multiplicative function on the Gaussian integers
can be decomposed into a term which is approximately periodic and another which has a
small U3-Gowers uniformity norm. We apply this to prove partition regularity results over
the Gaussian integers for certain equations involving quadratic forms in three variables.
For example, we show that for any finite coloring of the Gaussian integers, there exist
distinct nonzero elements x and y of the same color such that x2 − y2 = n2 for some
Gaussian integer n. The analog of this statement over Z remains open.
1. Introduction
1.1. Structure theory in the finite setting. The structure theorem for functions on Zd is
an important tool in additive combinatorics. It has been studied extensively in [4], [8],
[9], [10], [11], [15], [17], [24] and [25]. Roughly speaking, the structure theorem says
that every function f can be decomposed into one part with a good uniformity property,
meaning it has a small Gowers norm, and another with a good structure, meaning it is a
nilsequence with bounded complexity.
A natural question to ask is: can we get a better decomposition for functions f satis-
fying special conditions? For example, Green, Tao and Ziegler ( [11], [15], [17]) gave a
refined decomposition result for the von Mangoldt function Λ. They showed that under
some modification, one can take the structured part to be the constant 1.
In this paper, we focus on the class of multiplicative functions:
Definition 1.1 (Multiplicative function). Let F be a number field. A multiplicative func-
tion is a function χ : F → C that satisfies χ(mn) = χ(m)χ(n) for all m, n ∈ F. We denote
the family of multiplicative functions of modulus 1 by MF.
Recent work of Frantzikinakis and Host [4] provided a decomposition result for bounded
multiplicative functions on Z. They showed that for any multiplicative function χ on Z
and any d ∈ N, one can decompose χ into the sum of two functions χs + χu plus an error
term such that χs is an “approximately periodic” function and χu has small Ud-Gowers
norm. Moreover, χs can be written as the convolution of χ and a well-behaved function.
Frantzikinakis and Host asked in [4] whether the structure theorem still holds for mul-
tiplicative functions in a general number field F. In this paper, we give an affirmative
answer for the case when d = 3 and F = Z[i], where Z[i] denotes the set of Gaussian
The author is partially supported by NSF grant 1200971.
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integers. We show that any multiplicative function χ of Z[i] can be decomposed into the
sum of two functions χs+χu plus an error term such that χs is an ”approximately periodic”
function and χu has a small U3-Gowers norm (see Section 2 for definitions). Moreover, χs
can be written as the convolution of χ and a well-behaved function. The precise statement
is Theorem 2.6.
1.2. Partition regularity results for quadratic forms. We use this decomposition re-
sult to determine some combinatorial consequences. Determining whether an algebraic
equation (or a system of equations) is partition regular is widely studied in Ramsey theory.
In this article, we restrict our attention to polynomials in three variables. Specifically, we
study the following question: suppose p(x, y, z) is a polynomial of 3 variables over some
number field F. For any finite coloring of F, can we find distinct numbers x, y, z ∈ F of the
same color such that p(x, y, z) = 0?
The case when the polynomial p is linear and F = Z was completely solved by Rado
[22]: for a, b, c ∈ Z, the equation ax + by + cz = 0 is partition regular if and only if either
a + b, b + c, a + c or a + b + c is 0 (the original result is stated for N but a similar result
holds for Z). However, little is known for equations of higher degrees or over number
fields other than Z.
An easier and related question is to study the partition regularity of some polynomial
equation under the relaxed condition that one of the variables is allowed to vary freely in
F and not necessarily lie in the same piece of the partition. We define:
Definition 1.2 (Partition regularity). Let F be a number field, or a subset of some number
field. An equation p(x, y, n) : F3 → C is partition regular in F if for any partition of F into
finitely many disjoint sets, for some n ∈ F, one of the cells contains distinct x and y that
satisfy p(x, y, n) = 0.
It is a classical result of Furstenberg [15] and Sarko¨zy [23] that the equation x − y =
n2 is partition regular in N. Bergelson and Leibman [2] provided other examples of
translation invariant equations by proving a polynomial version of the van der Waerden
Theorem. However, little is known for the case which is not translation invariant. A result
of Khalfalah and Szemere´di [20] is that the equation x + y = n2 is partition regular in N.
Recent work of Frantzikinakis and Host [4] showed the connection between the de-
composition result for multiplicative functions on Z and partition regularity problems for
certain equations. For example, they proved that the equation ax2 + by2 = n2 is parti-
tion regular in N if a, b, a + b are non-zero square integers (for example, a = 16, b = 9).
However, the partition regularity result in N for other quadratic equations, for example,
x2 + y2 = n2 or x2 − y2 = n2, remains open.
Another question is to seek partition regularity results for number fields other than Z.
In this paper, we restrict our attention to the field of Gaussian integers Z[i]. Since N is
a subset of Z[i], every polynomial equation which is partition regular in N will also be
partition regular in Z[i]. In this paper, we show that there are certain quadratic equations
for which we do not currently know if they are partition regular in N, but are partition
regular in Z[i]. For example, it is not known whether the equation p(x, y, n) = x2 − y2 − n2
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is partition regular or not in N, but we show (we remove 0 from Z[i] to avoid trivial
solutions):
Corollary 1.3. The equation p(x, y, n) = x2 − y2 − n2 is partition regular in Z[i]\{0}.
Equivalently, the system of equations
p1((x1, x2), (y1, y2), (n1, n2)) = x21 − x22 − y21 + y22 − n21 + n22;
p2((x1, x2), (y1, y2), (n1, n2)) = x1x2 − y1y2 − n1n2
is partition regular in Z2\{(0, 0)}.
The statement in full generality is given in Theorem 3.1. The crucial property of the
equation p(x, y, n) = x2 − y2 − n2 is that its solutions can be parameterized as
x = γα(α + 2β), y = γ(α + (1 + i)β)(α + (1 − i)β), α, β, γ ∈ Z[i].
With the help of the U3-structure theorem in this paper, for most choices of γi, γ′i , 1 ≤ i ≤
2, one can find patterns γ∏2i=1(α+ γiβ) and γ∏2i=1(α+ γ′iβ) in the same cell for any finite
partition of Z[i].
In general, if Theorem 2.6 holds for U s+1 Gowers norm for some s ≥ 3, then for most
choices of γi, γ′i , 1 ≤ i ≤ s, one can find patterns γ
∏s
i=1(α + γiβ) and γ
∏s
i=1(α + γ′iβ) in
the same cell for any finite partition of Z[i]. Therefore it is natural to ask: does Theorem
2.6 hold for U s Gowers norms for s ≥ 3?
1.3. Outline and method of the paper. The precise statements of the main theorems are
given in Section 2. The method for deriving partition regularity results from the structure
theorem in this paper is the same as [4], and we briefly review this method in Section 3.
We prove the main number theory input needed to derive the structure theorem in Section
4.
The remaining sections are devoted to the proof of the U3-structure theorem (Theorem
2.6). The first step is to prove the U2-structure theorem: we show in Section 5 that every
bounded multiplicative function χ on Z[i] can be decomposed into a term χs which is
approximately periodic and another term χu which has a small U2-Gowers uniformity
norm. The result in this section extends Theorem 3.3 in [4] to the 2 dimensional case.
Their ideas are similar, but an additional technique dealing with the sum of exponential
functions on a convex set in Z2 rather than an interval in Z is needed in our setting.
The second step is to show that if χu has sufficiently small U2-norm, then it also has
a small U3-norm. To do so, we first introduce the inverse and factorization theorems in
Section 6, which allow us to convert the estimate of Gowers uniformity norms to a prob-
lem about the correlation of multiplicative functions with polynomial sequences which is
carefully studied in Section 7. In the end, we provide the complete proof of the structure
theorem with the help of all these materials in Section 8.
Figure 1 illustrates the various dependence of the results in this paper:
4 WENBO SUN
Theorem 3.1
 
 ✒
Corollary 3.10
❅
❅■
Lemma 3.11
✻
Corollary 3.9
 
 ✒
❅
❅■
Theorem 3.7 Proposition 3.3✛ Theorem 2.6
✻
Theorem 8.2Theorem 5.1 ✲
Corollary 6.9 Corollary 6.17 Proposition 7.8 Proposition 7.9
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏✶
 
 
 
 ✒
❅
❅
❅
❅■
❍❍
❍❍
❍❍
❍❍❨
Theorem 6.8 Theorem 6.16 Proposition 7.25
✻ ✻ ✻
Lemma 7.20
✻
Frequently used properties:
Lemma 4.6
Theorem 7.3
Theorem 7.5
Figure 1: roadmap of the paper
It is worth noting that most of the methods in this paper other than the ones in Section
7, work for s ≥ 3, but there are certain results, for example Corollary 6.17 (see Remark
6.18), that require more work in order to be applied for the general case.
While the outline of Sections 6, 7 and 8 can be viewed as an extension of the corre-
sponding parts of [5] restricted to the case of nilmanifolds of order 2, there are two key
differences between this paper and [5]. The first difference is that this paper uses the in-
verse theorem from [24] for subsets of Z2, while the paper [5] used the inverse theorem
from [17] for subsets of Z. The second and the most crucial difference is that there is an
additional difficulty to overcome in this paper, and this is the content of Proposition 7.25.
Roughly speaking, we wish to show that for a nilmanifold X of order 2 (see Section 6.1),
if a sequence of elements (an, bn)n∈N is not totally equidistributed on X × X (see Defini-
tion 6.10), then the sequences (an)n∈N and (bn)n∈N are not totally equidistributed on X with
only a few exceptions. The case when the Kronecker parts of a and b are parallel to each
other was proved implicitly in [4], but we need new techniques for the general case. This
problem occupies the bulk of the paper.
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By the Inverse Leibman Theorem (Theorem 7.5), it suffices to show that if the sequence
(an, bn)n∈N is not totally equidistributed on X × X, then both the coordinates of a and b are
(roughly speaking) sufficiently “linearly dependent over Q” with only a few exceptions.
The main tool of the proof is a modified version of the quantitative Leibman Theorem
proved in [12], [13] and [16], which says that if (an, bn)n∈N is not totally equidistributed
on X×X, then the coordinates of (a, b) is sufficiently “linearly dependent overQ”. But this
is not enough for our purpose as we need the coordinates of both a and b to be sufficiently
linearly dependent.
To overcome this obstacle, we use Leibman Theorem repeatedly instead of using it only
once: if a sequence (an, bn)n∈N is not totally equidistributed on X × X, we can find some
(a′, b′) lying in a submanifold Y of X × X such that the sequence (a′n, b′n)n∈N is not totally
equidistributed on Y , and (a′, b′) is “close to” (a, b). We then continue this process with
X × X replaced by Y . Roughly speaking, the “smaller” a system is, the more “linearly
dependent over Q” a non-equidistributed sequence on this system will be. We show that
with only a few exceptions, if we do this process sufficiently many times and reduce the
problem from X × X to a sufficiently “small” system, we can obtain enough information
to deduce that both the coordinates of a and b are sufficiently “linearly dependent over
Q”, which proves Proposition 7.25.
Acknowledgment. The author thanks Nikos Frantizinakis for comments about this
paper, Bryna Kra for the patient guidance and all the useful advice, and the referee for the
careful reading and helpful suggestions.
2. Precise statement of the main theorems
Before precisely stating the main theorems, we give some notation and review some
definitions. Denote Rx = {α = a + bi ∈ Z[i] : 1 ≤ a, b ≤ x}. We follow the following
convention throughout this paper:
Convention 2.1. Whenever we write an element in Z[i] in the form a + bi, we always
assume without explicitly writing this that a, b ∈ Z.
Throughout, we assume that an integer ℓ ∈ N is given: its precise value depends on
the applications we have in mind. We consider ℓ as fixed and the dependence on ℓ is
always left implicit. For N ∈ N, let ˜N be the smallest prime number (in N) greater than
100ℓN. Therefore, by Bertrand’s postulate, ˜N ≤ 200ℓN. Throughout this paper, we
always assume ˜N is the integer dependent on N defined as above.
For any function f : R ˜N → C, we use the convention that f (a + bi) = f ((a + ˜N) + bi) =
f (a + (b + ˜N)i), meaning that the addition is taken mod R ˜N .
The reason that we work on the set R ˜N rather than RN is that if |γ|2 < ˜N, the map β → γβ
is a bijection from R ˜N to itself (see also the discussion after Proposition 3.3 for the reason).
We start with the definitions of the convolution product and the Fourier transformation on
R ˜N:
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Definition 2.2 (Convolution product). The convolution product of two functions f , g : R ˜N →
C is defined by
f ∗ g(α) = Eβ∈R
˜N f (α − β)g(β),
where for any function f : S → C on a finite set S , we denote Ex∈S f (x) = 1|S |
∑
x∈S f (x).
Here |S | denotes the cardinality of S .
Definition 2.3 (Fourier transformation). For any α = α1 + α2i, β = β1 + β2i ∈ R ˜N , write
α ◦N β = 1
˜N
(α1β1 + α2β2).
For any function f : R ˜N → C and ξ = ξ1 + ξ2i ∈ R ˜N , we let f̂ : R ˜N → C denote the Fourier
transformation of f
f̂ (ξ) = Eα∈R
˜N f (α)e(−α ◦N ξ)
for all ξ ∈ R ˜N , where e(x) = exp(2πix) for all x ∈ R.
Definition 2.4 (Gowers uniformity norms). For d ≥ 1, we define the d-th Gowers unifor-
mity norm of f on R ˜N inductively by
‖ f ‖U1(R
˜N ) =
∣∣∣∣Eα∈R
˜N f (α)
∣∣∣∣
and
‖ f ‖Ud+1(R
˜N ) =
(
Eβ∈R
˜N‖ fβ · f ‖2
d
Ud (R
˜N )
)1/2d+1
for d ≥ 1, where f denotes the conjugate of f and fβ(α) = f (β + α) for all α ∈ R ˜N .
Gowers [7] showed that this defines a norm on functions on ZN for d > 1. These
norms were later used by Green, Tao, Ziegler and others in studying the primes (see,
for example, [11], [14] and [17]). Analogous semi-norms were defined in the ergodic
setting by Host and Kra [19]. It is worth noting that for each of these uses, there is a
corresponding decomposition theorem.
A direct computation shows that for any function f on R ˜N , we have
‖ f ‖4R
˜N
=
∑
ξ∈R
˜N
| f̂ (ξ)|4.(1)
Definition 2.5 (Kernel). A function φ : R ˜N → C is a kernel if it is non-negative and
Eα∈R
˜Nφ(α) = 1. The set {ξ ∈ R ˜N : φ̂(ξ) , 0} is called the spectrum of φ.
Our main decomposition result is:
Theorem 2.6. (U3 decomposition theorem). For every positive finite measure ν on the
group MZ[i], every function F : N × N × R+ → R+, every ǫ > 0, and every N ∈ N
sufficiently large depending only on F and ǫ, there exist positive integers Q = Q(F, N, ǫ, ν)
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and R = R(F, N, ǫ, ν) bounded by a constant depending only on F and ǫ such that for every
χ ∈ MZ[i], the function χN ≔ χ · 1RN can be written as
χN(α) = χN,s(α) + χN,u(α) + χN,e(α)
for all α ∈ R ˜N such that
(i) χN,s = χN ∗ φN,1 and χN,s + χN,e = χN ∗ φN,2, where φN,1 and φN,2 are kernels of R ˜N
that are independent of χ, and the convolution product is defined on R ˜N;
(ii) |χN,s(α + Q) − χN,s(α)|, |χN,s(α + Qi) − χN,s(α)| ≤ RN for every α ∈ R ˜N;
(iii) ‖χN,u‖U3(R
˜N ) ≤ 1F(Q,R,ǫ) ;
(iv) Eα∈R
˜N
∫
MZ[i] |χN,e(α)|dν(χ) ≤ ǫ.
3. Partition regularity on Z[i]
In this section, we explain how the U3-decomposition result of Theorem 2.6 can be
applied to deduce the partition regularity property of Theorem 3.1. We show the following
partition regularity result:
Theorem 3.1. (Partition regularity theorem for a special class of equations on Z[i]). Let
p be a quadratic equation of the form
p(x, y, n) = ax2 + by2 + cn2 + dxy + exn + f yn
for some a, b, c, d, e, f ∈ Z[i]. If all of √e2 − 4ac, √ f 2 − 4bc, √(e + f )2 − 4c(a + b + d)
belong to Z[i], then p(x, y, n) is partition regular in Z[i].
It is worth noting that the same result holds with Z[i] replaced by Z[i]\{0} by using a
similar argument. Since the equation x2 − y2 − n2 satisfies the hypothesis of this theorem
by setting a = 1, b = c = −1, d = e = f = 0, we obtain Corollary 1.3.
Definition 3.2 (Admissibility). A 4-tuple of Gaussian integers (γ1, γ2, γ3, γ4) ∈ Z[i]4 is
admissible if γ1 , γ2, γ3 , γ4 and {γ1, γ2} , {γ3, γ4}.
We begin with the multiple recurrence property for multiplicative functions:
Proposition 3.3. (Multiple recurrence property for multiplicative functions). Let (γ1, γ2, γ3, γ4) ∈
Z[i]4 be an admissible 4-tuple. Let ν be a positive finite measure on the group MZ[i] such
that ν({1}) > 0 and ∫
MZ[i]
χ(x)χ(y)dν(χ) ≥ 0
for all x, y ∈ Z[i]. Then there exist α, β ∈ Z[i] such that (α + γ1β)(α + γ2β) and (α +
γ3β)(α + γ4β) are distinct and nonzero, and∫
MZ[i]
χ(α + γ1β)χ(α + γ2β)χ(α + γ3β)χ(α + γ4β)dν(χ) > 0.
Moreover, if γ1, γ2, γ3, γ4 are pairwise distinct, we have that
lim inf
N→∞
E(α,β)∈ΘN
∫
MZ[i]
χ(α + γ1β)χ(α + γ2β)χ(α + γ3β)χ(α + γ4β)dν(χ) > 0,(2)
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where ΘN = {(α, β) ∈ RN × RN : α + γiβ ∈ RN , i = 1, 2, 3, 4}.
The proof is similar to Proposition 10.3 and Proposition 10.4 in [4]. We omit the proof
but stress the differences. First of all, we need to use Theorem 2.6 to decompose χN into
the sum χN,s + χN,u + χN,e. Then we can expand the left hand side of (2) into 81 terms. By
a similar argument as Proposition 10.5 in [4], we have that
lim inf
N→∞
E(α,β)∈ΘN
∫
MZ[i]
χN,s(α + γ1β)χN,s(α + γ2β)χN,s(α + γ3β)χN,s(α + γ4β)dν(χ)
is bounded below by a positive number which is independent of ǫ. So it suffices to show
that all other terms are negligible. A term is obvious O(ǫ) if it contents the expression
χN,e. It then suffices to show that all terms containing the expression χN,u are negligible,
which holds immediately if one can show that∣∣∣∣Eα,β∈R
˜N 1RN (β)
3∏
j=0
a j(α + γ jβ)
∣∣∣∣ ≤ C min
1≤ j≤4
(‖a j‖U3(R
˜N ))1/3 +
10
˜N
(3)
for all functions a1, . . . , a4 on R ˜N with ‖a j‖L∞(R ˜N ) ≤ 1 for j = 1, . . . , 4, where C > 0
depends only on γ1, . . . , γ4 (the exponent on the right hand side of (3) is 12 for the 1-
dimensional case and is 13 for the 2-dimensional case). The proof of it is a straightforward
generalization of Lemma 10.7 in [4] and Theorem 2.1 in [4] in the 2-dimensional case,
and so we are done. It is worth noting that this is the only proposition in which we need
to use the fact that the map β → γβ is a bijection from R ˜N to itself if |γ|2 < ˜N.
In order to transform Theorem 3.1 to a density regularity property for dilation invariant
densities, we review some definitions adapted to Z[i]:
Definition 3.4 (Multiplicative Følner sequence). The sequence {ΦN}N∈N of finite subsets
of Z[i] is a multiplicative Følner sequence if for every α ∈ Z[i],
lim
N→∞
|αΦN△ΦN |
|ΦN |
= 0,
where αΦN = {αx : x ∈ ΦN}.
Definition 3.5 (Multiplicative density). The multiplicative density dmult(E) of a subset E
of Z[i] (with respect to the multiplicative Følner sequence {ΦN}N∈N) is defined to be
dmult(E) = lim sup
N→∞
|E ∩ΦN |
|ΦN |
.
Definition 3.6 (Action by dilation). An action by dilation on a probability space (X,B, µ)
is a family {Tα}α∈Z[i] of invertible measure preserving transformations of (X,B, µ) that
satisfy T1 = id and Tα · Tβ = Tαβ for all α, β ∈ Z[i]. Note that this can be extended to a
measure preserving action {Tz}z∈Q[i] by defining Tα/β = TαT−1β for all α, β ∈ Z[i], β , 0,
where Q[i] is the set of Gaussian rational numbers.
Since Z[i] with multiplication is a discrete amenable semi-group, we make use of (see,
for example, Theorem 2.1 in [3] and Theorem 6.4.17 in [1]):
A STRUCTURE THEOREM FOR MULTIPLICATIVE FUNCTIONS AND APPLICATIONS 9
Theorem 3.7. (Furstenberg correspondence principle). Let E be a subset of Z[i]. Then
there exist an action by dilation {Tα}α∈Z[i] on a probability space (X,B, µ) and a set A ∈ B
with µ(A) = dmult(E) such that for all k ∈ N and for all α1, . . . , αk ∈ Z[i], we have
dmult(α−11 E ∩ · · · ∩ α−1k E) ≥ µ(T−1α1 A ∩ · · · ∩ T−1αk A),
where α−1E = {x ∈ Z[i] : αx ∈ E}.
For every f ∈ L2(µ), by the spectral theorem, there exists a positive finite measure ν
(called the spectral measure of f ) on the group of multiplicative functions MZ[i] such that
for all α, β ∈ Z[i],∫
X
Tα f · Tβ f dµ =
∫
X
Tα/β f · f dµ =
∫
MZ[i]
χ(α/β)dν(χ) =
∫
MZ[i]
χ(α)χ(β)dν(χ).
The following lemma can be deduced by the same argument on page 63 of [4]:
Lemma 3.8. For every measurable set A with positive measure, the spectral measure ν of
the function 1A satisfies the condition described in Proposition 3.3, i.e. ν({1}) > 0 and∫
MZ[i]
χ(x)χ(y)dν(χ) ≥ 0
for all x, y ∈ Z[i].
Therefore, we can deduce the following corollary from Proposition 3.3:
Corollary 3.9. Let (γ1, γ2, γ3, γ4) ∈ Z[i]4 be an admissible 4-tuple. Let {Tα}α∈Z[i] be an
action by dilation on a probability space (X,B, µ). Then for every A ∈ B with µ(A) > 0,
there exist α, β ∈ Z[i] such that (α + γ1β)(α+ γ2β) and (α+ γ3β)(α+ γ4β) are distinct and
non-zero, and
µ(T−1(α+γ1β)(α+γ2β)A ∩ T−1(α+γ3β)(α+γ4β)A) > 0.
Moreover, if γ1, γ2, γ3, γ4 are pairwise distinct, we have that
lim inf
N→∞
E(α,β)∈ΘNµ(T−1(α+γ1β)(α+γ2β)A ∩ T−1(α+γ3β)(α+γ4β)A) > 0,
where ΘN = {(α, β) ∈ RN × RN : α + γiβ ∈ RN , i = 1, 2, 3}.
Corollary 3.10. Let γ0 ∈ Z[i] with γ0 , 0 and let (γ1, γ2, γ3, γ4) ∈ Z[i]4 be an admissible
4-tuple. Then for any partition of Z[i] into finitely many cells, there exist α, β, γ ∈ Z[i]
such that γγ0(α + γ1β)(α + γ2β) and γγ0(α + γ3β)(α + γ4β) are distinct and nonzero, and
they belong to the same cell.
Proof. For any partition of Z[i] into finitely many cells, one of the cells E has positive
multiplicative density. Let A be the set in Theorem 3.7 corresponding to E. By Corollary
3.9, there exist α, β ∈ Z[i] such that (α+ γ1β)(α+ γ2β) and (α+ γ3β)(α+ γ4β) are distinct
and nonzero, and
µ(T−1γ0(α+γ1β)(α+γ2β)A ∩ T−1γ0(α+γ3β)(α+γ4β)A) = µ(T−1(α+γ1β)(α+γ2β)A ∩ T−1(α+γ3β)(α+γ4β)A) > 0.
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So dmult(γ−10 (α+ γ1β)−1(α+ γ2β)−1E ∩ γ−10 (α+ γ3β)−1(α+ γ4β)−1E) > 0. Thus there exists
γ ∈ Z[i] such that γγ0(α+γ1β)(α+γ2β) and γγ0(α+γ3β)(α+γ4β) are distinct and nonzero,
and they both belong to E. 
Thus the proof of Theorem 3.1 has now been reduced to the following lemma. Since
the proof of it is identical to the one in Appendix C in [4], we omit it:
Lemma 3.11. (The general solution for a special class of equations). If p is a quadratic
equation satisfying the condition in Theorem 3.1, then there exists an admissible 4-tuple
(γ1, γ2, γ3, γ4) ∈ Z[i]4 such that for all γ′, α, β ∈ Z[i], the elements x = γ′γ0(α + γ1β)(α +
γ2β) and y = γ′γ0(α + γ3β)(α + γ4β) satisfy p(x, y, n) = 0 for some n ∈ Z[i], where
γ0 ∈ Z[i], γ0 , 0.
4. Katai’s Lemma
The rest of the paper is devoted to the proof of Theorem 2.6. In this section, we prove
the key number theoretic input that we need in later sections.
Denote s(x) =
∣∣∣∣{α ∈ Z[i] : N(α) ≤ x}∣∣∣∣, where N(a + bi) = √a2 + b2 is the norm of
a + bi. Let P[i] be the set of primes in Z[i].
Definition 4.1. For any finite subset P = {p1, . . . , pk} of P[i], denote AP =
∑
p∈P
1
N(p)2 .
For all α ∈ Z[i], write ωP(α) = ∑p|α,p∈P 1.
It is worth noting that ωP is an additive function, meaning ωP(αβ) = ωP(α)+ωP(β) for
any α, β ∈ Z[i] coprime to each other. We need the following Turan-Kubilius Lemma for
Z[i] (see, for example, Lemma 9.3 in [4] for the proof):
Lemma 4.2. Let x ∈ N be sufficiently large with respect to P. Then
1
s(x)
∑
N(α)≤x
|ωP(α) − AP| ≤ CA1/2P(4)
for some universal constant C.
If x ∈ N is sufficiently large with respect to P. Let z =
√
2x. By Lemma 4.2,
1
x2
∑
α∈Rx
|ωP(α) − AP| ≤ s(z)
x2
· 1
s(z)
∑
N(α)≤z
|ωP(α) − AP| ≤ s(z)
x2
CA1/2P ≤ 8CA1/2P .
Thus we have:
Corollary 4.3. Let x ∈ N be sufficiently large with respect to P. Then
1
x2
∑
α∈Rx
|ωP(α) − AP| ≤ 8CA1/2P
for some universal constant C.
The following is the classification of Gaussian primes, see, for example, [21] for the
proof:
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Theorem 4.4. The prime elements p of Z[i], up to a multiple of unit elements, is of one
of the following three forms:
(i) p = 1 + i;
(ii) p = a + bi, a2 + b2 = p0, p0 ≡ 1 mod 4;
(iii) p = p0, p0 ≡ 3 mod 4.
Here p0 is a prime in Z.
Proposition 4.5. Let p = p1 + p2i, q = q1 + q2i ∈ P[i]. If N(p) = N(q), then either
(i) p and q conjugate with each other; or (ii) |p1| = |q1|, |p2| = |q2|. In particular, for any
p ∈ P[i], the cardinality of the set Dp ≔ {q ∈ P[i] : N(p) = N(q)} is at most 4.
Proof. Since the norm of the three types of primes in Theorem 4.4 are different, N(p) =
N(q) implies that p and q are of the same type. If they are of type (i) or (iii), then we
are done, and |Dp| ≤ 4. If they are of type (ii), then p21 + p22 = q21 + q22 = p0 for some
prime p0 ≡ 1 mod 4. Let A = p1 + q1, B = p1 − q1,C = p2 + q2, D = p2 − q2, then
AB = CD. If one of A, B,C, D is 0, then we are done. If ABCD , 0, let a > 0 be the
greatest common divisor of A and C and suppose A = ab,C = ac for some b, c ∈ Z. Thus
bB = cD and b|D, c|B. Assume that B = d′c, D = bd. Then AB = CD implies d = d′. So
p0 = p21 + p
2
2 = ( A+B2 )2 + (C−D2 )2 = (ab+cd2 )2 + (ac−bd2 )2 = (a
2
+d2)(b2+c2)
4 . Since p0 is a prime,
one of a2 + d2, b2 + c2 equals to either 1,2, or 4. Since ABCD , 0, one of a2 + d2, b2 + d2
must equal to 2. Suppose a2 + d2 = 2. Then a, d = ±1. So A = ±D, B = ±C. In any case,
we have |p1| = |q1|, |p2| = |q2|, and |Dp| ≤ 4. 
The following theorem is a variation of Lemma 9.4 in [4] which is tailored for our
purpose. We include the proof for completion:
Lemma 4.6. (Katai’s Lemma). For every ǫ > 0 and K0 ∈ N, there exist δ = δ(ǫ, K0) > 0
and K = K(ǫ, K0) > K0 such that the following holds: If N is sufficiently large with
respect to K and f : RN → C is a function with | f | ≤ 1, and
max
p,q∈P[i],K0<N(p)<N(q)<K
1
|RN |
∣∣∣∣ ∑
α∈RN/p∩RN/q
f (pα) f (qα)
∣∣∣∣ < δ,(5)
then
sup
χ∈MZ[i]
∣∣∣∣Eα∈RNχ(α) f (α)∣∣∣∣ < ǫ,
where RN/p = {α ∈ Z[i] : pα ∈ RN}.
Proof. Let P = {p ∈ P[i] : K0 < N(p) < K}. Fix χ ∈ MZ[i]. Let
S (N) =
∑
α∈RN
χ(α) f (α),
H(N) =
∑
α∈RN
χ(α) f (α)ωP(α).
12 WENBO SUN
By Corollary 4.3,
|H(N) − APS (N)| ≤ 8CN2A1/2P(6)
for some universal constant C. Notice that
H(N) =
∑
p∈P
∑
β∈RN/p
χ(pβ) f (pβ) =
∑
β∈RN
χ(β)Σβ,
where Σβ =
∑
p∈P∩RN/β χ(p) f (pβ). By the Cauchy-Schwartz Inequality,
|H(N)|2 ≤
( ∑
N(β)≤2N
|χ(β)|2
)( ∑
N(β)≤2N
|Σβ|2
)
≤ 4CN2
∑
N(β)≤2N
|Σβ|2(7)
since RN ⊂ {β : N(β) ≤ 2N}. It is easy to deduce that ∑p∈P |RN/p| ≤ C′RN2AP for some
universal constant C′ > 0. Thus
∑
N(β)≤2N
|Σβ|2 =
∑
N(β)≤2N
∑
p,q∈P∩RN/β
χ(p)χ(q) f (pβ) f (qβ)
≤ C′RN2AP +
∑
p,q∈P,N(p),N(q)
∣∣∣∣ ∑
β∈RN/p∩RN/q
f (pβ) f (qβ)
∣∣∣∣,(8)
where we used Proposition 4.5. Combining (6),(7) and (8), we obtain
A2P|S (N)|2
N4
≤ C′′
(
1 + AP +
∑
p,q∈P,N(p),N(q)
1
N2
∣∣∣∣ ∑
β∈RN/p∩RN/q
f (pβ) f (qβ)
∣∣∣∣)
for some universal constant C′′ > 0. Since
∑
p∈P[i]
1
N(p)2 = ∞, the lemma follows by
picking K first and then δ appropriately. 
5. U2 non-uniformity
Before proving the U3 decomposition result, we start with a U2-decomposition result.
We prove the following theorem in this section:
Theorem 5.1. (U2 decomposition theorem). For every ǫ > 0, there exist positive integers
Q = Q(ǫ),R = R(ǫ), N0 = N0(ǫ) such that for N ≥ N0, there exists a kernel φN,ǫ on R ˜N with
the following property: For every χ ∈ MZ[i], writing χN,s = χN ∗φN,ǫ and χN,u = χN −χN,s,
we have
(i)|χN,s(α + Q) − χN,s(α)|, |χN,s(α + Qi) − χN,s(α)| ≤ RN for every α ∈ R ˜N;(ii)‖χN,u‖U2(R
˜N ) ≤ ǫ.
Moreover, for every N ∈ N, ξ ∈ R ˜N and 0 < ǫ′ ≤ ǫ, we have φ̂N,ǫ′(ξ) ≥ φ̂N,ǫ(ξ) ≥ 0.
For any x ∈ R, denote ‖x‖R/Z = minn∈Z |x − n|. When there is no ambiguity, we write
‖x‖ = ‖x‖R/Z for short.
We first explain what happens when the Fourier coefficient of χ is away from 0:
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Corollary 5.2. For every ǫ, there exist Q = Q(ǫ),V = V(ǫ), N0 = N0(ǫ) ∈ N such that
for every N ≥ N0, every χ ∈ MZ[i] and every ξ = ξ1 + ξ2i ∈ R ˜N , if |χ̂N(ξ)| ≥ ǫ, then
‖Qξi/ ˜N‖ ≤ QVN for i = 1, 2.
Proof. Let δ = δ(ǫ, 1) and K = K(ǫ, 1) be given by Lemma 4.6. Let
Q =
∏
p,q∈P[i],N(p)<N(q)<K
N(p − q)2 ∈ N.
Suppose that N > K. Let q, p ∈ P[i] with N(p) < N(q) < K and let ξ ∈ R ˜N . Denote
p = p1 + p2i, q = q1 + q2i. Let v = (p1 − q1, p2 − q2),w = (q2 − p2, p1 − q1). Let
f : R ˜N → C, f (α) = e(−α ◦N ξ).
For i ∈ Z, denote U j = {α ∈ RN/p∩RN/q : Im(α) = j}. Then RN/p∩RN/q = ⋃2Nj=−2N U j.
By the convexity of RN/p ∩ RN/q, each U j can be written as U j = {x + ji : a j ≤ x ≤ b j}
for some a j, b j ∈ Z. We have
1
˜N2
∣∣∣∣ ∑
α∈RN/p∩RN/q
f (pα) f (qα)
∣∣∣∣ ≤ 1
˜N2
2N∑
j=−2N
∣∣∣∣∑
α∈U j
f (pα) f (qα)
∣∣∣∣
=
1
˜N2
2N∑
j=−2N
∣∣∣∣ b j∑
x=a j
e(−xv ◦N ξ)e(− jw ◦N ξ)
∣∣∣∣ ≤ 1
˜N2
2N∑
j=−2N
2
‖v ◦N ξ‖
≤ C
N‖v ◦N ξ‖
for some universal constant C. On the other hand, writing V j = {α ∈ RN/p∩RN/q : Re(α) =
i}, then a similar argument shows that
1
˜N2
∣∣∣∣ ∑
α∈RN/p∩RN/q
f (pα) f (qα)
∣∣∣∣ ≤ CN‖w ◦N ξ‖ .
If |χ̂N(ξ)| ≥ ǫ, by Lemma 4.6, there exist p, q ∈ P[i],N(p) < N(q) < K such that
1
˜N2
∣∣∣∣∑α∈RN/p∩RN/q f (pα) f (qα)∣∣∣∣ ≥ δ. Thus max{‖v ◦N ξ‖, ‖w ◦N ξ‖} ≤ C′Nδ for some universal
constant C′. Suppose
v ◦N ξ = 1
˜N
((p1 − q1)ξ1 + (p2 − q2)ξ2) = a1 ± ‖v ◦N ξ‖;
w ◦N ξ = 1
˜N
((q2 − p2)ξ1 + (p1 − q1)ξ2) = a2 ± ‖w ◦N ξ‖
for some a1, a2 ∈ Z. Then ξ1/ ˜N = (n1 + δ1)/∆, ξ2/ ˜N = (n2 + δ2)/∆, where ∆ = (p1 −
q1)2 + (p2 − q2)2 , 0, n1, n2 ∈ Z, |δ1|, |δ2| ≤ KC′′Nδ for some universal constant C′′. Since ∆
divides Q, we get ‖Qξi/ ˜N‖ = ‖Qδi/ ˜N‖ ≤ KC′′Nδ for i = 1, 2. The corollary follows by taking
V = ⌈KC′′
δ
⌉ (recall that ⌈x⌉ is the smallest integer which is not smaller than x). 
For every ǫ > 0, define
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A(N, ǫ) =
{
ξ ∈ R ˜N : sup
χ∈MZ[i]
|χ̂N(ξ)| ≥ ǫ2
}
;
W(N, q, ǫ) = max
ξ=ξ1+ξ2i∈A(N,ǫ)
max
i=1,2
N‖qξi/ ˜N‖;
Q(ǫ) = min
k∈N
{
k! : lim sup
N→∞
W(N, k!, ǫ) < ∞
}
;
V(ǫ) = 1 +
⌊ 1
Q(ǫ) lim supN→∞ W(N, Q(ǫ), ǫ)
⌋
.
It follows from Corollary 5.2 that Q(ǫ) is well defined. Notice that for all 0 < ǫ′ ≤
ǫ, Q(ǫ′) ≥ Q(ǫ) and Q(ǫ′) is a multiple of Q(ǫ). Thus V(ǫ′) ≥ V(ǫ). We fix the above
choice of Q(ǫ),V(ǫ) for the remaining of this section.
For every m ≥ 1, N > 2m, we define the function fN,m : R ˜N → C by
fN,m(α) =
∑
−m≤ξ1≤m
∑
−m≤ξ2≤m
(1 − |ξ1|
m
)(1 − |ξ2|
m
)e(α ◦N (ξ1 + ξ2i)).
Then it is easy to verify that fN,m is a kernel of R ˜N . Let Q ˜N(ǫ)∗ be the unique integer in
{1, . . . , ˜N − 1} such that Q(ǫ)Q ˜N(ǫ)∗ ≡ 1 mod ˜N. For N > 4Q(ǫ)V(ǫ)⌈ǫ−4⌉, we define
φN,ǫ(x + yi) = fN,2Q(ǫ)V(ǫ)⌈ǫ−4⌉(Q ˜N(ǫ)∗(x + yi)).(9)
In other words, fN,2Q(ǫ)V(ǫ)⌈ǫ−4⌉(x + yi) = φN,ǫ(Q(ǫ)(x + yi)). Then φN,ǫ is also a kernel of
R ˜N , and the spectrum of φN,ǫ is the set
ΞN,ǫ =
{
ξ = ξ1 + ξ2i ∈ R ˜N :
∥∥∥∥Q(ǫ)ξi
˜N
∥∥∥∥ < 2Q(ǫ)V(ǫ)⌈ǫ−4⌉
˜N
, i = 1, 2
}
,
and we have φ̂N,ǫ(ξ) =
(
1 −
∥∥∥∥Q(ǫ)ξ1
˜N
∥∥∥∥ ˜N2Q(ǫ)V(ǫ)⌈ǫ−4⌉)(1 − ∥∥∥∥Q(ǫ)ξ2˜N ∥∥∥∥ ˜N2Q(ǫ)V(ǫ)⌈ǫ−4⌉) if ξ ∈ ΞN,ǫ and
φ̂N,ǫ(ξ) = 0 otherwise.
Proof of Theorem 5.1. We show that φN,ǫ defined in (9) satisfies all the requirements. Sup-
pose 0 < ǫ′ ≤ ǫ. Since Q(ǫ′) ≥ Q(ǫ),V(ǫ′) ≥ V(ǫ) and Q(ǫ′) is a multiple of Q(ǫ), we
have ΞN,ǫ ⊂ ΞN,ǫ′ and φ̂N,ǫ′(ξ) ≥ φ̂N,ǫ(ξ) for every ξ ∈ R ˜N .
For every χ ∈ MZ[i], ξ = ξ1 + ξ2i ∈ R ˜N , if |χ̂N(ξ)| ≥ ǫ2, then by the definition of
Q, ‖Qξi
˜N ‖ ≤ QV/ ˜N, i = 1, 2. Then φ̂N,ǫ(ξ) ≥ (1− ǫ4/2)2 ≥ 1− ǫ4. So |χ̂N(ξ)− ̂φN,ǫ ∗ χN(ξ)| ≤
ǫ4 ≤ ǫ2. The same estimate also holds if |χ̂N(ξ)| ≤ ǫ2. Thus by identity (1), we have
‖χN,u‖4U2(R
˜N ) =
∑
ξ∈R
˜N
|χ̂N(ξ) − ̂φN,ǫ ∗ χN(ξ)|4 ≤ ǫ4
∑
ξ∈R
˜N
|χ̂N(ξ) − ̂φN,ǫ ∗ χN(ξ)|2
≤
∑
ξ∈R
˜N
|χ̂N(ξ)|2 ≤ ǫ4,
where the last estimate follows from Parseval’s identity. This proves (ii).
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Lastly, using Fourier inversion formula and the estimate |e(x) − 1| ≤ 2π‖x‖, we get
|χN,s(α + Q) − χN,s(α)| ≤
∑
ξ=ξ1+ξ2i∈R ˜N
|φ̂N,ǫ(ξ)| · 2π
∥∥∥∥Qξ1
˜N
∥∥∥∥ ≤ |ΞN,ǫ | · 4πQV⌈ǫ−4⌉
˜N
;
|χN,s(α + Qi) − χN,s(α)| ≤
∑
ξ=ξ1+ξ2i∈R ˜N
|φ̂N,ǫ(ξ)| · 2π
∥∥∥∥Qξ2
˜N
∥∥∥∥ ≤ |ΞN,ǫ | · 4πQV⌈ǫ−4⌉
˜N
.
Since |ΞN,ǫ | depends only on ǫ, the theorem follows by taking R = |ΞN,ǫ | · 4πQV⌈ǫ−4⌉. 
6. Inverse and factorization theorems
In this section, we state and prove some consequences of an inverse theorem by Szegedy
[24] and a factorization theorem by Green and Tao [16] that are particularly tailored for
our use. The results in this section generalize Section 4 in [4] to the Z2 case. Com-
bining these results, we prove that a function that has U3-norm bounded away from zero
either has U2-norm bounded away from zero, or else correlates in a sub-progression with
a totally equidistributed polynomial sequence of order 2 of a very special form.
Essentially all definitions and results of this section extend without important changes
to arbitrary nilmanifolds. To ease notation, we restrict to the case of nilmanifolds of order
2 as these are the only ones needed in this article.
6.1. Filtration and Nilmanifolds. We review some standard material on nilmanifolds.
Definition 6.1 (Filtration). Let G be a connected, simply connected Lie group with iden-
tity element eG and let d ∈ N. A filtration on G is a finite sequence G• = {Gi}d+1i=0 of closed
connected subgroups of G such that
G = G0 = G1 ⊇ G2 ⊇ · · · ⊇ Gd+1 = {eG}
and [Gi,G j] ⊆ Gi+ j for all i, j ≥ 0, where [H, H′] ≔ {hh′h−1h′−1 : h ∈ H, h′ ∈ H′} for all
H, H′ < G. The integer d is called the order of G•.
Remark 6.2. It is worth noting that Gi is not necessarily the i-th commutator subgroup of
G.
Let X = G/Γ be a nilmanifold of order 2 with filtration G•, i.e. G is a Lie group with
[G,G] ⊂ G2, [G,G2] = {eG}, and Γ is a discrete cocompact subgroup of G. From now
on, we assume that G is connected and simple connected. The nilmanifold X is endowed
with a base point eX which is the projection to X of the unit element of G. The action of
G on X is denoted by (g, x) → g · x. The Haar measure mX of X is the unique probability
measure on X that is invariant under this action.
We denote the dimension of G by m and the dimension of G2 by r and set s = m − r.
We implicitly assume that G is endowed with a Mal’cev basis X, meaning X is a basis
(ξ1, . . . , ξm) of the Lie algebra g of G that has the following properties:
(i) The map φ : Rm → G given by
φ(t1, . . . , ξm) = exp(t1ξ1) · . . . · exp(tmξm)
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is a homeomorphism from Rm onto G;
(ii) G2 = φ({0}s × Rr);
(iii) Γ = φ(Zm).
We call φ the Mal’cev homeomorphism of G (or X) and call Rm the domain of φ. Any
submanifold Y of X can be realized as Y = φ(V) for some subspace V of Rm. Then φ|Y
naturally induces a Mal’cev homeomorphism of Y . We call this induced map induced
Mal’cev homeomorphism from X to Y .
Let g be endowed with the Euclidean structure making X an orthonormal basis. This
induces a Riemannian structure on G that is invariant under right translations. The group
G is endowed with the associated geodesic distance, which we denote by dG. This distance
is invariant under right translations.
Let the space X = G/Γ be endowed with the quotient metric dX. Writing p : G → X for
the quotient map, the metric dX is defined by
dX(x, y) = inf
g,h∈G
{dG(g, h) : p(g) = x, p(h) = y}.
Since Γ is discrete, it follows that the infimum is attained. Throughout, we frequently use
the fact that ‖ f ‖Lip(X) ≤ ‖ f ‖C1(X) for all smooth functions f on X (recall that Cn(X) is the
space of functions on X with continuous n-th derivative).
The following lemma rephrases Lemma 4.1 in [4]:
Lemma 6.3. (Continuity property). For every bounded subset F of G, there exists H > 0
such that
(i) dG(g ·h, g ·h′) ≤ HdG(h, h′) and dX(g · x, g · x′) ≤ HdX(x, x′) for all h, h′ ∈ G, x, x′ ∈ X
and g ∈ F;
(ii) for any n ≥ 1, every f ∈ Cn(X) and every g ∈ F, writing fg(x) = f (g · x), we
have ‖ fg‖Cn(X) ≤ H‖ f ‖Cn(X), where ‖ · ‖Cn(X) is the usual Cn-norm on X, and Cn(X) is the
collection of functions with bounded Cn-norm on X.
The following definitions are from [16]:
Definition 6.4 (Vertical torus). We keep the same notations as above. The vertical torus is
the sub-nilmanifold G2/(G2∩Γ). The basis induces an isometric identification between G2
and Rr, and thus of the vertical torus endowed with the quotient metric, with Tr endowed
with its usual metric. Every k ∈ Zr induces a character u → k · u of the vertical torus.
A function F on X is a nilcharacter with frequency k if F(u · x) = e(k · u)F(x) for every
u ∈ Tr = G2/(G2Γ) and every x ∈ X. The nilcharacter is non-trivial if its frequency is
non-zero.
Definition 6.5 (Maximal torus and horizontal characters). Let X = G/Γ be a nilmanifold
of order 2 and let m and r be as above, and let s = m−r. The Mal’cev basis induces an iso-
metric identification between the maximal torus G/([G,G]Γ), endowed with the quotient
metric, and Ts, endowed with its usual metric. A horizontal character is a continuous
group homomorphism η : G → T with trivial restriction to Γ.
A horizontal character η factors through the maximal torus, and we typically abuse
notation and think of η as a character of the maximal torus, and identify η with an element
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k of Zs by the following rule α → k · α = k1α1 + · · · + ksαs for α = (α1, . . . , αs) ∈ Ts and
k = (k1, . . . , ks) ∈ Zs. We define ‖η‖ ≔ |k1| + · · · + |ks|.
6.2. Modified inverse theorem. We first recall the Inverse Theorem proved by Szegedy
in [24]. We recall the definition of polynomial sequences:
Definition 6.6 (Polynomial sequences). Let t ∈ N. For~n = (n1, . . . , nt), ~m = (m1, . . . ,mt) ∈
Nt, denote
(
~n
~m
)
=
∏t
i=1
(
ni
mi
)
. For every t-tuple ~n = (n1, . . . , nt) ∈ Zt, every group G and every
function φ : Zt → G, we denote D~nφ : Zt → G by D~nφ(~x) = φ(~x + ~n)φ−1(~x).
A function φ : Zt → G is called a polynomial sequence (or a polynomial map) of degree
d with respect to the filtration G• = {Gi}d+1i=0 if D ~h j . . .D ~h1φ ∈ G j for any 1 ≤ j ≤ d + 1 and
any ~h1, . . . , ~h j ∈ Zt.
For polynomials of degree 2, we have an explicit expression:
Lemma 6.7. (Corollary of Lemma 6.7 in [16]). A map φ : Z2 → G is polynomial of
degree 2 with respect to the filtration G• of order 2 if and only if it can be written as
φ(m, n) = g0gm1,1gn1,2g
(m2)
2,1 g
mn
2,2g
(n2)
2,3 , where g0, g1,1, g1,2 ∈ G, g2,1, g2,2, g2,3 ∈ G2.
For every N ∈ N, we write [N] = {1, . . . , N}. We will use the following inverse theorem
(Theorem 11 of [24]):
Theorem 6.8. (The inverse theorem for Z2 actions). For every ǫ > 0, there exists
δ = δ(ǫ) > 0, N0 = N0(ǫ) ∈ N and a nilmanifold X = X(ǫ) of order 2 with respect
to the filtration G• such that for every N ≥ N0 and every f : R ˜N → C with | f | ≤ 1
and ‖ f ‖U3(R
˜N ) ≥ ǫ, there exist a function Φ : X → C with ‖Φ‖Lip(X) ≤ 1 and a polyno-
mial sequence g(m, n) : [ ˜N] × [ ˜N] → G of degree 2 on G with respect to G• such that
|Em+ni∈R
˜N f (m + ni)Φ(g(m, n) · eX)| ≥ δ.
In this paper, we need the following modified version of the above theorem. Its proof is
similar to Corollary 4.3 in [5] and the argument given in Step 1 in the proof of Proposition
7.9 in the next section, so we omit it:
Corollary 6.9. (Modified U3-inverse theorem). For every ǫ > 0, there exist δ = δ(ǫ) >
0, M = M(ǫ), N0 = N0(ǫ) ∈ N and a finite family H = H(ǫ) of nilmanifolds of order 2,
of dimension at most M and having a vertical torus of dimension 1, such that: for every
N ≥ N0, if f : R ˜N → C is a function with | f | ≤ 1 and ‖ f ‖U3(R ˜N ) ≥ ǫ, then either(i) ‖ f ‖U2(R
˜N ) ≥ δ; or
(ii) there exists a nilmanifold X belonging to the family H , a polynomial map g : Z2 →
G of degree 2 with respect to the filtration G•, and a nilcharacter ψ of X with frequency 1,
such that ‖ψ‖C2m(X) ≤ 1 and
∣∣∣∣Em+ni∈R
˜N f (m + ni)ψ(g(m, n) · eX)
∣∣∣∣ ≥ δ.
6.3. Modified factorization theorem. We next review the factorization theorem proved
in [16]. For any t-tuple ~N = (N1, . . . , Nt) ∈ Nt, write [~N] = [N1] × · · · × [Nt]. We need
some definitions before we state the theorem:
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Definition 6.10 (Totally equidistributed sequences). Let X = G/Γ be a nilmanifold and
~N = ( ˜N, . . . , Nt) ∈ Nt be a t-tuple. A sequence g : [~N] → G is called totally ǫ-equidistributed
if ∣∣∣∣E~n∈[~N]1P1×···×Pt(~n)F(g(~n) · eX)∣∣∣∣ ≤ ǫ(10)
for all F ∈ Lip(X) with ‖F‖Lip(X) ≤ 1 and
∫
FdmX = 0 and all arithmetic progressions Pi
in [Ni].
Modulo a change in the constants, our definition of total equidistribution is equivalent
to the one given in [16].
Remark 6.11. We only uses the case t ≤ 2 and N1 = N2 if t = 2. But we state some of
the definitions and results in full generality in case of further researches.
Definition 6.12 (Smooth sequences). Given a nilmanifold G/Γ, M ∈ N, and ~N = (N1, . . . , Nt) ∈
Nt, we say that the sequence ǫ : [~N] → G is (M, ~N)-smooth if for every ~n ∈ [~N], we have
dG(ǫ(~n), 1G) ≤ M and dG(ǫ(~n), ǫ(~n−~ei)) ≤ M/Ni for all 1 ≤ i ≤ t, where the i-th coordinate
of ~ei is 1 and all other coordinates are 0.
Definition 6.13 (Rational sequences). We say an element g ∈ G is Q-rational for some
Q ∈ N if there exists m ≤ Q such that gm ∈ Γ. We say that g is rational if it is Q-rational
for some Q ∈ N.
We say that a sequence γ : [~N] → G is Q-rational if for every ~n ∈ [~N], γ(~n) is Q-
rational.
Definition 6.14 (Rational subgroup). A rational subgroup G′ of G is a closed and con-
nected subgroup of G such that its Lie algebra g′ admits a base that has rational coordi-
nates in the Mal’cev basis of G.
Definition 6.15 (Filtration of subgroups). Suppose G is a group with filtration G• =
{Gi}d+1i=0 and G′ is a subgroup of G. We denote G′• = {Gi ∩ G}d+1i=0 . This is a filtration
of G′. We call G′• the filtration induced by G•.
In [12], [13] and [16], the next result is stated only for a function with the form
ω(M) = M−A for some A > 0, but the same proof works for arbitrary functions ω : N →
R+. Recall the fact that if G′ is a subgroup of G, then G′/(G′ ∩ Γ) is a sub-nilmanifold of
G/Γ.
Theorem 6.16. (Factorization of polynomial sequences, Theorem 10.2 in [16]). Suppose
that X = G/Γ is a nilmanifold of order 2 with respect to the filtration G•. For every
M ∈ N, there exists a finite collection F (M) of sub-nilmanifolds of X, each of the form
X′ = G′/Γ′, where G′ is a rational subgroup of G and Γ′ = G′ ∩ Γ, such that the following
holds:
For every function ω : N→ R+ and every M0 ∈ N, there exists M1 = M1(M0, X, ω) ∈ N
such that for every N ∈ N and every polynomial sequence of degree 2 (g(m, n))(m,n)∈[ ˜N]×[ ˜N]
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in G with respect to the filtration G•, there exist M ∈ N with M0 ≤ M ≤ M1, a nilmanifold
X′ ∈ F (M), and a decomposition
g(m, n) = ǫ(m, n)g′(m, n)γ(m, n), (m, n) ∈ [ ˜N] × [ ˜N],
where ǫ, g′, γ are polynomials of degree 2 with respect to the filtration G• such that
(i) ǫ is (M, ( ˜N, ˜N))-smooth;
(ii) (g′(m, n))(m,n)∈[ ˜N]×[ ˜N] takes values in G′, and the finite sequence (g′(m, n)·eX′)(m,n)∈[ ˜N]×[ ˜N]
is totally ω(M)-equidistributed in X′ with the metric dX′;
(iii) γ : [ ˜N] × [ ˜N] → G is M-rational, and (γ(m, n) · eX)(m,n)∈[ ˜N]×[ ˜N] is doubly periodic
with periods at most M.
We use the following corollary of the previous result that gives a more precise factor-
ization for a certain explicit class of polynomial sequences. The proof is similar to the
discussion in [5]:
Corollary 6.17. (Modified factorization theorem). Let X = G/Γ be a nilmanifold of
order 2 with respect to the filtration G• and with vertical torus of dimension 1. For every
M ∈ N, there exists a finite collection F (M) of sub-nilmanifolds of X, each of the form
X′ = G′/Γ′ with filtration G′•, where G′ is a rational subgroup of G and Γ′ = G′ ∩ Γ, and
either
(i) G′ is an abelian rational subgroup of G; or
(ii) G′ is a non-abelian rational subgroup of G and G′2/(G′2 ∩ Γ′) has dimension 1, such
that the following holds:
For every ω : N → R+ and every M0 ∈ N, there exists M1 = M1(M0, X, ω) ∈ N such
that for every N ∈ N and every polynomial g : Z2 → G of degree 2 with respect to the
filtration G•, there exist M ∈ N with M0 ≤ M ≤ M1, a nilmanifold X′ ∈ F (M), and a
decomposition
g(m, n) = ǫ(m, n)g′(m, n)γ(m, n), (m, n) ∈ [ ˜N] × [ ˜N]
such that
(iii) ǫ is (M, ( ˜N, ˜N))-smooth;
(iv) for any (m, n) ∈ [ ˜N] × [ ˜N],
g′(m, n) = g0gm1,1gn1,2g(
m
2)
2,1 g
mn
2,2g
(n2)
2,3 ,
where g0, g1,1, g1,2, g2,1, g2,2, g2,3 ∈ G′, and moreover g2,1, g2,2, g2,3 ∈ G′2 in case (ii), and
(g′(m, n) · eX′)(m,n)∈[ ˜N]×[ ˜N] is totally ω(M)-equidistributed in X′ with the metric dX′;
(v) γ : [ ˜N] × [ ˜N] → G is M-rational, and (γ(m, n))(m,n)∈[ ˜N]×[ ˜N] is doubly periodic with
periods at most M.
Proof. Let the integers M1, M and the nilmanifold X′ = G′/Γ′ ∈ F (M) be given by The-
orem 6.16. Note that the sequence (g(m, n))(m,n)∈[ ˜N]×[ ˜N] is a degree 2 polynomial sequence
in G with respect to the filtration G•. Let (g′(m, n))(m,n)∈[ ˜N]×[ ˜N] be the sequence given by
the decomposition of Theorem 6.16. By Lemma 6.7, we can write
g′(m, n) = g0gm1,1gn1,2g(
m
2)
2,1 g
mn
2,2g
(n2)
2,3
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for some g0, g1,1, g1,2 ∈ G, g2,1, g2,2, g2,3 ∈ G2. It remains to show that g0, g1,1, g1,2 ∈ G′,
g2,1, g2,2, g2,3 ∈ G′2 for case (ii).
Since g0 = g(0, 0), we have g0 ∈ G′. So the sequence g′′(m, n) = g−10 g′(m, n) also takes
values in G′. Denote
∂(x,y)g(m, n) = g(m + x, n + y)g(m, n)−1.
Since G is of order 2, G2 is included in the center of G. Therefore, we obtain
∂(1,0)g′′(m, 0) = g1,1gm2,1 and ∂2(1,0)g′′(m, 0) = g2,1.
It follows that g1,1, g2,1 ∈ G′. Similarly, g1,2, g2,3 ∈ G′. Thus the sequence g′′′(m, n) = gm,n2,2
also takes values in G′, which implies g2,2 ∈ G′.
If we are in case (i), then G′ is abelian and we are done. If G′ is not abelian, then G′2
is a non-trivial subgroup of G2. Moreover, G′2 is closed and connected, and by hypothesis
G2 is isomorphic to the torus T. It follows that G′2 = G2. Hence g2,1, g2,2, g2,3 ∈ G′2. This
finishes the proof. 
Remark 6.18. We remark that Corollary 6.17 cannot be generalized to nilmanifolds of
order s > 2 by this method as our proof relies on the fact that G2 lies in the center of G,
which only holds for s = 2.
7. Correlation of multiplicative functions with polynomial sequences
The main goal of this section is to establish some correlation estimates needed in the
next section. We show that multiplicative functions do not correlate with a class of to-
tally equidistributed polynomial sequences of order 2. The precise statements appear in
Propositions 7.8 and 7.9.
Definition 7.1 (Smoothness norms). Suppose g : Zt → R/Z is a polynomial map with
Taylor expansion
g(~n) =
∑
~j
(
~n
~j
)
a~j,
where a~j ∈ R/Z, and the sum is taken over all ~j = ( j1, . . . , jt) such that j1 + · · · + jt ≤ d
for some d ∈ N. For any t-tuple ~N = (N1, . . . , Nt) ∈ Nt, denote
‖g‖C∞[~N] = sup
~j,~0
~N~j‖a~j‖R/Z,
where ~N~j = N j11 · . . . · N jtt .
The following lemma modifies Lemma 8.4 of [16] for our purposes, and its proof is
similar to Lemma 5.1 of [4], so we omit it.
Lemma 7.2. Let ~N = (N1, N2) ∈ N2, d, q, r ∈ N and a1, a2, b1, b2 be integers with 0 <
|a1|, |a2| ≤ q and |b1| ≤ rN1, |b2| ≤ rN2. There exist C = C(d, q, r) > 0 and ℓ = ℓ(q, d) ∈ N
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such that if φ : Z2 → R/T is a polynomial map of degree at most d and ψ is given by
ψ(n1, n2) = ψ(a1n1 + b1, a2n2 + b2), then
‖ℓφ‖C∞[~N] ≤ C‖ψ‖C∞[~N].
The next result is a variation of Theorem 8.6 in [16]. It provides a convenient criterion
for establishing equidistribution properties of polynomial sequences on nilmanifolds:
Theorem 7.3. (A variation of the quantitative Leibman Theorem). Let X = G/Γ be
a nilmanifold of order 2 and t ∈ N. Then for any ǫ > 0 small enough, there exists
D = D(X, ǫ, t) > 0 such that for any N ∈ N and any polynomial sequence g : [ ˜N]t → G,
if (g(~n) · eX)~n∈[ ˜N]t is not totally ǫ-equidistributed, then there exists a horizontal character
η = η(X, ǫ, t) such that 0 < ‖η‖ ≤ D and ‖η ◦ g‖C∞[ ˜N]t ≤ D.
Remark 7.4. This theorem is stated in [12], [13] and [16] under the stronger hypothesis
that the sequence is not “ǫ-equidistributed in X”, meaning (10) fails for Pi = [N], 1 ≤ i ≤
t. This stronger result can be obtained by using Theorem 5.2 [4] combined with a similar
argument in Lemma 3.1 in [13] (see also this argument in Step 3 of Proposition 7.9). We
omit the proof.
The following is a partial converse of the above result:
Theorem 7.5. (Inverse Leibman Theorem). Let X = G/Γ be a nilmanifold of order 2
and d ∈ N. There exists C = C(X, d) > 0 such that for every D > 0, every 2-tuple
~N = (N1, N2) ∈ N2 with both N1 and N2 sufficiently large depending only on X and
D, and every polynomial map g : [~N] → G of degree at most d, if there exists a non-
trivial horizontal character η of X with ‖η‖ ≤ D and ‖η ◦ g‖C∞[~N] ≤ D, then the sequence
(g(~n) · eX)~n∈[~N] is not totally CD−3-equidistributed in X.
Remark 7.6. It is worth noting that Theorem 7.3 and 7.5 hold for general nilmanifolds of
order s, s ∈ N. But we only need the case s = 2 in this paper.
Proof. Since ‖η ◦ g‖C∞[~N] ≤ D, we have that
η(g(m, n)) =
∑
~j
((m, n)
~j
)
a~j,
where ‖a~j‖ ≤ DN j11 N j22 for all 0 < j1 + j2 ≤ d. Thus |e(η(g(0, 0))) − e(η(g(m, n)))| ≤ 1/2 for
1 ≤ m ≤ cN1/D, 1 ≤ n ≤ cN2/D, where c is a constant depending only on d. Suppose
that N1, N2 ≥ 8Dc . Then ∣∣∣∣Em≤cN1/D,n≤cN2/De(η(g(m, n)))∣∣∣∣ ≥ 12 ,
which inplies that∣∣∣∣E(m,n)∈[~N]1[cN1/D]×[cN2/D](m, n)e(η(g(m, n)))∣∣∣∣ ≥ c22D2 − cD ( 1N1 + 1N2 ) ≥ c
2
4D2
.
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Since ‖η‖ ≤ D, the function x → e(η(x)) defined on X is Lipschitz with constant at
most C′D for some C′ = C′(X, d), and has integral 0 since η is non-trivial. Therefore, the
sequence (g(~n) · eX)~n∈[~N] is not totally CD−3-equidistributed with C = c2/4C′. 
The following lemma is an extension of Corollary 5.5 in [4] and the proof is similar:
Lemma 7.7. (Shifting the nilmanifold). Let X = G/Γ be a nilmanifold of order 2, G′
be a rational subgroup of G, h ∈ G be a rational element. Denote X′ = G′ · eX, eY =
h · eX, Y = G′ · eY . Then for every ǫ > 0, there exists δ = δ(G′, X, h, ǫ) > 0 such
that for every polynomial (g′(m, n))(m,n)∈[ ˜N]×[ ˜N] on G′ of degree 2 with respect to G′•, if
(g′(m, n) · eX)m,n∈[ ˜N]×[ ˜N] is totally δ-equidistributed in X′, then (g′(m, n) · eY )(m,n)∈[ ˜N]×[ ˜N] is
totally ǫ-equidistributed in Y .
By Lemma B.6 in the appendix in [4], Γ ∩ G′ is co-compact in G′ and thus X′ is a
closed sub-manifold of X. In a similar fashion, (hΓh−1 ∩G′) is co-compact in G′ and Y is
a closed sub-nilmanifold of X.
We are now going to prove the two main results of this section that give asymptotic
orthogonality of multiplicative functions to some totally equidistributed polynomial se-
quences. These results are used later in the proof of Theorem 2.6 to treat each of the
two distinct cases arising from an application of Corollary 6.17. Both proofs are based
on Katai’s orthogonality criterion (Lemma 4.6) and the quantitative Leibman Theorem
(Theorem 7.3).
7.1. Correlation of multiplicative functions with polynomial sequences: abelian case.
The goal of this subsection is to prove the following proposition:
Proposition 7.8. (Correlation property for abelian case). Let X = Ts for some s ∈ N. For
any κ > 0, there exist σ = σ(s, κ) > 0, N0 = N0(s, κ) ∈ N such that for every N ≥ N0 and
every totally σ-equidistributed degree 2 polynomial (g(m, n))(m,n)∈[ ˜N]×[ ˜N] in X of the form
g(m, n) = α0 + α1m + α2n + β1
(
m
2
)
+ β2mn + β3
(
n
2
)
,
we have that
sup
β,χ,Φ,P
∣∣∣∣Eα∈R
˜N 1P(α)χ(α)Φ(g′(β + α) · eX)
∣∣∣∣ < κ,
where g′ : R ˜N → G, g′(a+bi) = g(a, b), and the sup is taken over all β ∈ R ˜N , χ ∈ MZ[i],Φ ∈
Lip(X) with ‖Φ‖Lip(X) ≤ 1 and
∫
ΦdmX = 0, and all P = {a+ bi : a ∈ P1, b ∈ P2}, where Pi
is an arithmetic progression in [ ˜N] for i = 1, 2.
Proof. In this proof, C1,C2, . . . are constants depending only on s and κ.
Suppose that ∣∣∣∣Eα∈R
˜N 1P(α)χ(α)Φ(g′(β + α) · eX)
∣∣∣∣ ≥ κ
for some β = b1 + b2i ∈ R ˜N , χ ∈ MZ[i],Φ ∈ Lip(X) with ‖Φ‖Lip(X) ≤ 1 and
∫
ΦdmX = 0,
and some P = {a + bi : a ∈ P1, b ∈ P2}, where Pi is an arithmetic progression in [ ˜N]
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for i = 1, 2. Without loss of generality, we assume ‖Φ‖C2s(X) ≤ 1. Indeed, there exists a
function Φ′ with ‖Φ−Φ′‖∞ ≤ κ/2 and ‖Φ′‖C2s(X) is bounded by a constant depending only
on s and κ. Then
κ ≤
∣∣∣∣Eα∈R
˜N 1P(α)χ(α)Φ(g′(β + α) · eX)
∣∣∣∣ = ∣∣∣∣∑
k∈Zs
Φ̂(k)Eα∈R
˜N 1P(α)χ(α)e(k · g′(β + α))
∣∣∣∣
≤
∑
k∈Zs\{0}
C0
1 + ‖k‖2s
∣∣∣∣Eα∈R
˜N 1P(α)χ(α)e(k · g′(β + α))
∣∣∣∣
for some constant C0 = C0(s). So there exist C1 > 0, θ = θ(s, κ) > 0, and k ∈ Zs\{0} such
that ‖k‖ ≤ C1 and ∣∣∣∣Eα∈R
˜N 1P(α)χ(α)e(k · g′(β + α))
∣∣∣∣ ≥ θ.
Let δ = δ(θ, 1), K = K(θ, 1) be the constants that appear in Lemma 4.6. Then there exist
p = p1 + p2i, q = q1 + q2i ∈ P[i],N(p) < N(q) ≤ K such that
1
N2
∣∣∣∣ ∑
α∈R
˜N/p∩R ˜N/q
1P(pα)1P(qα)e(k · (g′(β + pα) − g′(β + qα)))
∣∣∣∣ ≥ δ.
Let S = R ˜N/p ∩ R ˜N/q. For j ∈ Z, set V j = {α ∈ S : Im(α) = j}. Then S =
⋃2N
j=−2N V j
and one can verify that V j = {a + ji : a ∈ Q j} for some arithmetic progression Q j in [ ˜N].
So there exists j ∈ Z with −2N ≤ j ≤ 2N such that
1
N
∣∣∣∣∑
α∈V j
e(k · (g′(β + pα) − g′(β + qα)))
∣∣∣∣ ≥ δ/5.
Write
h(a) = k ·
(
g(b1 − p2 j + p1a, b2 + p1 j + p2a) − g(b1 − q2 j + q1a, b2 + q1 j + q2a)
)
.
Then the sequence (h(a))a∈[N] is not totally δ/5-equidistributed in the circle. By the abelian
version of Theorem 7.3, there exists 0 < ℓ ≤ D = D(δ/5) such that
‖ℓh‖C∞[N] ≤ D.(11)
Write α′i = k·αi, i = 0, 1, 2, β′i = k·βi, i = 1, 2, 3. Let A = p21−q21, B = 2p1 p2−2q1q2,C =
p22 − q22. One can calculate that
h(a) =
(
β′1A + β
′
2B + β
′
3C
(
a
2
)
+ (w + α′1(p1 − q1) + α′2(p2 − q2)
)
a + r
for some r ∈ R/Z independent of a, where
w = β′1
(((p1
2
)
−
(
q1
2
))
+ b1(p1 − q1) − j(p1 p2 − q1q2)
)
+ β′2
(
j(p21 − p22 − q21 + q22) + b2(p1 − q1) + b1(p2 − q2) + (p1 p2 − q1q2)
)
+ β′3
(((p2
2
)
−
(
q2
2
))
+ b2(p2 − q2) + j(p1 p2 − q1q2)
)
.
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Thus by (11), we have ∥∥∥∥ℓ(β′1A + β′2B + β′3C)∥∥∥∥ ≤ DN2 ;∥∥∥∥ℓ(w + α′1(p1 − q1) + α′2(p2 − q2))∥∥∥∥ ≤ DN .
(12)
The first equation of (12) shows that β′1A + β′2B + β′3C is at a distance ≤ C2/N2 from a
rational number with denominator ≤ C3.
If we set U j = {α ∈ S : Re(α) = j}, then S = ⋃2Nj=−2N U j and a similar argument shows
that β′1C − β′2B + β′3A is at a distance ≤ C2/N2 from a rational number with denominator
≤ C3. Setting W j = {α = α1 + α2i ∈ S : α1 − α2 = j}, then S = ⋃4Nj=−4N W j and a similar
argument shows that −β′1B + β′2(A − C) + β′3B is at a distance ≤ C2/N2 from a rational
number with denominator ≤ C3. Since N(p) , N(q), we have that A + C , 0. Thus∣∣∣∣∣∣∣∣
A B C
C −B A
−B A −C B
∣∣∣∣∣∣∣∣ = −(A +C)((A −C)2 + 2B2) , 0,
as (A−C)2+2B2 = 0 if and only if p = ±q. This implies that β′i is at a distance ≤ C4/N2 of
a rational number with denominator ≤ C5 for i = 1, 2, 3. Combining the second equation
of (12), we get that α′1(p1−q1)+α′2(p2−q2) is at a distance ≤ C8/N from a rational number
with denominator ≤ C9 (here we use the fact that −4N ≤ j, b1, b2 ≤ 4N). If we consider
the set U j = {α ∈ S : Re(α) = j}, a similar argument shows that −α′1(p2−q2)+α′2(p1−q1)
is at a distance ≤ C8/N from a rational number with denominator ≤ C9. Since∣∣∣∣∣∣ p1 − q1 p2 − q2−p2 + q2 p1 − q1
∣∣∣∣∣∣ = (p1 − q1)2 + (p2 − q2)2 , 0,
we deduce that α′i is at a distance ≤ C10/N from a rational number with denominator
≤ C11 for i = 1, 2.
Thus we can find some non-zero integer ℓ′ with |ℓ′| ≤ C12/C1 such that ‖ℓ′β′i‖ ≤ C12/N2,
for i = 1, 2, 3, and ‖ℓ′α′i‖ ≤ C12/N, for i = 1, 2. Taking k′ = ℓ′k, we deduce that
‖k′·g‖C∞[ ˜N]×[ ˜N] ≤ C12. By Theorem 7.5, (g(m, n))(m,n)∈[ ˜N]×[ ˜N] is not totally σ-equidistributed
for some σ > 0 depending only on s and κ. This finishes the proof. 
7.2. Correlation of multiplicative functions with polynomial sequences: non-abelian
case. The goal of this subsection is to prove the following proposition:
Proposition 7.9. (Correlation property for non-abelian case). For any nilmanifold X =
G/Γ of order 2 with filtration G• and any κ > 0, there exist σ = σ(X, κ) > 0 and N0 =
N0(X, κ) ∈ N such that for every N ≥ N0 and every totally σ-equidistributed degree 2
polynomial (g(~n))~n∈[ ˜N]×[ ˜N] in G with respect to G•, we have that
sup
β,χ,Φ,P
∣∣∣∣Eα∈R
˜N 1P(α)χ(α)Φ(g′(β + α) · eX)
∣∣∣∣ < κ,
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where g′ : R ˜N → G, g′(a+bi) = g(a, b), and the sup is taken over all β ∈ R ˜N , χ ∈ MZ[i],Φ ∈
Lip(X) with ‖Φ‖Lip(X) ≤ 1 and
∫
ΦdmX = 0, and all P = {a+ bi : a ∈ P1, b ∈ P2}, where Pi
is an arithmetic progression in [ ˜N], for i = 1, 2.
Proposition 7.9 is the key difficulty of the paper, so we briefly explain the general strat-
egy of the proof before we proceed. First of all, using the vertical Fourier transform,
we may assume without loss of generality that Φ is a non-trivial nilcharacter. We may
further simplify the argument to the case when β = 0 and g′ does not have the constant
term. By Lemma 4.6, it suffices to study the total equidistribution property of the se-
quence (g′(pα), g′(qα))α∈R
˜N on G × G with respect to the function Φ ⊗ Φ. This is studied
carefully in Proposition 7.25, where we provide a necessary condition for the sequence
(g′(pα), g′(qα))α∈R
˜N . Finally, this condition leads to a contradiction by a linear algebraic
argument.
It is worth making a few remarks about Proposition 7.25, which is the main techni-
cal part of the proof. Roughly speaking, we wish to give a necessary condition for a
sequence (g1(α), g2(α))α∈R
˜N on G × G of degree 2 not being totally equidistributed. If(g1(α), g2(α))α∈R
˜N is not totally equidistributed, the Approximation Lemma (Lemma 7.20)
allows us to replace any polynomial sequence on some sub-nilmanifold H of X × X with
another one lying on a sub-nilmanifold H′ of H such that they have a similar total equidis-
tribution behavior, unless H satisfies some degeneracy property. This enables us to reduce
the problem to the case where (g1(α), g2(α))α∈R
˜N lies in a submanifold of X × X with ad-
ditional algebriac structures, which leads to the necessary condition we desire.
Convention 7.10. Throughout this subsection, X = G/Γ is a nilsystem of order 2 with
filtration G•. We assume without generality that dim(G2) = 1 (we then show that this
assumption can be dropped in Step 1 of the proof of Proposition 7.9). We consider G• as
fixed in this subsection. We assume that G = Rs × R, Γ = Zs × Z, and under the Mal’cev
basis, the group action on G is given by
(x1, . . . , xs; y) · (x′1, . . . , x′s; y′) = (x1 + x′1, . . . , xs + x′s; y + y′ +
∑
1≤ j<i≤s
Bi, jxix′j)
for some Bi, j ∈ R, 1 ≤ j < i ≤ s. So G2 = [G,G] = {0}s×R. Let BG denote the s× s matrix
given by BGi, j = Bi, j for i > j, BGi, j = −B j,i for i < j, and BGi,i = 0 for all 1 ≤ i ≤ s. Since BG
is skew symmetric, by changing coordinates if necessary, we can always assume that
BG =
∣∣∣∣∣∣BG0 00 0
∣∣∣∣∣∣
for some invertible s′ × s′ integer screw symmetric matrix BG0 , for some 0 < s′ ≤ s.
For any x = (x1, . . . , xs; xs+1) ∈ G, we denote x̂ = (x1, . . . , xs) and x• = (x1, . . . , xs′).
Set H0 = G×G = Rs+1×Rs+1, Γ0 = Γ×Γ = Zs+1×Zs+1. Then Y0 = H0/Γ0 is a nilmanifold
of order 2 endowed with the filtration (H0)• = {Gi ×Gi}3i=0. So [H0, H0]  G2 ×G2. Each
subgroup H of H0 is endowed with the filtration induced by (H0)•, and every subgroup H
of H0 is identified with a subspace V(H) of R2s+2 under the Mal’cev basis.
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The following lemma follows via direct computation:
Lemma 7.11. For any H < H0, we have that
[H, H] =
{((0; x̂BGŷT ), (0; ẑBGŵT )) : (x, z), (y,w) ∈ H}.
By Lemma 7.11, each subgroup H of H0 must be one of the following three types:
(1) [H, H] = ({0}s × R) × ({0}s × R). In this case, we say that H is of type 1;
(2) [H, H] =
{((0; λ1t), (0; λ2t)) : t ∈ R} for some λ1, λ2 ∈ R not all equal to 0. In this
case, we say that H is of type 2 for the pair (λ1, λ2);
(3) [H, H] = {0}. In this case, we say that H is of type 3, which is equivalent to saying
that H is abelian.
Definition 7.12 (Types of vectors). An element k = (k1, . . . , k2s+2) ∈ Z2s+2 is said to be a
vector of type 1 if k2s+1 = k2s+2 = 0 and of type 2 if k2s+2 = 0. Every k ∈ Z2s+2 is said to
be a vector of type 3. For any subgroup H of H0, k ∈ Z2s+2 is said to be of the same type
as H if both k and H are of type j for some j = 1, 2, 3.
For any λ = (λ1, λ2) ∈ R2\{(0, 0)}, we say that a subgroup H of H0 is λ-shaped if H is
of type 1 or 3, or H is of type 2 for the pair (λ1, λ2). For any λ ∈ R2, λ , (0, 0), if λ1 , 0,
we define θλ : R2s+2 → H0 by
θλ(x, y,w, z) =
(
(x; λ1z), (y; λ2z + w)
)
;
if λ1 = 0, λ2 , 0, we define
θλ(x, y,w, z) =
(
(x; w), (y; λ2z)
)
.
This defines a homeomorphism θλ for all λ , (0, 0). It is easy to see that for i = 1, 2, 3,
if H is a λ-shaped subgroup of H0 of type i, then θ−1λ ([H, H]) = {0}2s+i−1 × R3−i. From
now on we always use coordinates on this new basis to denote elements in (λ1, λ2)-shaped
subgroups of H0.
It is easy to see that if k ∈ Z2s+2 is of the same type as H, then c · eY → k · θ−1λ c is a
well-defined horizontal character on Y = H/(H ∩ (Γ × Γ)). For any element c ∈ H, we
write
c˜ = θ−1λ c = (a, b,w, z) ∈ θ−1λ H;
c′ = (a, b) ∈ R2s.
In other words, c˜ is c written in the new coordinate system, and c′ denotes the first 2s
coordinates of c. The definition of c˜ depends on the choice of λ, and we clarify the
dependency on λ when we use this notation. Notice that viewed as vectors in R2s+2, the
first 2s coordinates of c˜ are independent of the choice of λ and are the same as that of c,
so this change of variable does not change the Mal’cev coordinates when H is of type 1.
For convenience, we define a special family of frequency and the equidistribution prop-
erty among these frequencies:
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Definition 7.13 (S -totally equidistribution). Let Y = H/(H ∩ Γ0) be a submanifold of H0.
If H is of type 1, an integer vector k ∈ Z2 is called an S -frequency of H if k = (k, k) for
some k , 0. If H is of type 2, an integer k ∈ Z is called an S -frequency of H if k , 0. An
S -frequency nilcharacter of H is a nilcharacter whose frequency is an S -frequency of H.
Let N ∈ N and ǫ > 0. A sequence g : [N] → Y is S -totally ǫ-equidistrbuted if for
any S -frequency nilcharacter (of H) f with f ∈ Lip(Y), ‖ f ‖Lip(Y) ≤ 1, and any arithmetic
progression P ⊂ [N], we have that∣∣∣∣En∈[N]1P(n) f (g(n) · eY)∣∣∣∣ < ǫ.
Definition 7.14 (Good pair). Given two subgroups H′, H of H0. Suppose that H′ is a
subgroup of H. We say that the pair (H, H′) is good if the restriction to H′ of any S -
frequency nilcharacter of H is an S -frequency nilcharacter of H′.
Lemma 7.15. (Criteria for good pairs). (1) If Φ is a non-trivial nilcharacter of G, then
Ψ = Φ ⊗ Φ is an S -frequency nilcharacter of H0 = G ×G;
(2) Let H′ < H be two subgroups of H0. If H and H′ are both of type 1 or both of type
2, then (H, H′) is good;
(3) Let H be a type 1 subgroup of H0, and H′ be a (λ1, λ2)-shaped type 2 subgroup of
H. Then (H, H′) is good if and only if λ1 , λ2.
Proof. (1) SupposeΦ is a nilcharacter of frequency k , 0 of G. ThenΦ(g·x) = e(k·g)Φ(x)
for all g ∈ G2 and x ∈ G/(G ∩ Γ). So
Φ ⊗ Φ((g, g′) · (x, x′)) = Φ(g · x)Φ(g′ · x′)
= e(k · g − k · g′)Φ(x)Φ(x′) = e
(
(k,−k) · (g, g′)
)
Φ ⊗Φ(x, x′)
for all g, g′ ∈ G2 and x, x′ ∈ G/(G ∩ Γ). So Ψ = Φ ⊗ Φ is a nilcharacter of frequency
(k,−k) of G ×G.
(2) If H and H′ are both of type 1 or both of type 2, then [H, H] = [H′, H′]. Suppose
f is a nilcharacter of frequency k on H. Then f (g · x) = e(k · g) f (x) for all g ∈ [H, H]
and x ∈ H/(H ∩ Γ), where the product k · g is taken as the inner product on [H, H]. So
f (g · x) = e(k · g) f (x) for all x ∈ H′/(H′ ∩ Γ) ⊂ H/(H ∩ Γ) and g ∈ [H, H] = [H′, H′]. So
f |H′ is also a nilcharacter of frequency k, which finishes the proof.
(3) Suppose f is a nilcharacter of frequency k = (k,−k) on H (k , 0). Then f (g · x) =
e(k · g) f (x) = e(k(a − b)) f (x) for all g = (0, a; 0, b) ∈ [H, H] and x ∈ H/(H ∩ Γ). Since
H′ is (λ1, λ2)-shaped, every h ∈ [H′, H′] can be written as h = (0, λ1a; 0, λ2a). So
f (h · x) = e(k · h) f (x) = e(k(λ1 − λ2)a) f (x)
for all x ∈ Y ′ = H′/(H′ ∩ Γ). So f |Y′ is an S -frequency character on Y ′ if and only if
λ1 , λ2, which finishes the proof. 
We need some definitions before we state the next lemma:
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Definition 7.16 (d-polynomial). Let d ∈ N. We say that a polynomial on a nilpotent group
G is a d-polynomial if it can be written as g(n) = ∏di=0 g(ni)i for some g0, . . . , gd−1 ∈ G and
gd ∈ G2.
Remark 7.17. A d-polynomial is a polynomial of degree d with respect to the filtration
G′• = {G′i}d+1i=0 where G′0 = G′1 = . . .G′d−1 = G,G′d = G2,G′d+1 = {eG}. A 2-polynomial isjust a polynomial of degree 2 with respect to the filtration G•.
Definition 7.18. Let λ ∈ R2, λ , (0, 0). Set α˜ = θ−1λ α. For any k ∈ Z2s+2, denote k = 1pk,
where p is the greatest positive common divisor of entries of k. For any subgroup H < H0,
denote Hk = {g ∈ H : k · g˜ = 0}.
Remark 7.19. Note that Hk depends on the choice of λ. We clarify the dependency on λ
when we use this notation.
The following lemma allows us to approximate a polynomial sequence lacking equidis-
tribution with a polynomial sequence on a subgroup:
Lemma 7.20. (Approximation property). Let λ ∈ R2, λ , (0, 0). Set α˜ = θ−1λ α. Let H be
a subgroup of H0. For every C, D, κ > 0, d ∈ N, there exist C′ = C′(X,C, κ, d), κ′ =
κ′(X,C, κ, d), D′ = D′(X,C, D, κ, d) > 0, N0 = N0(X,C, κ, d) ∈ N with the following
property: Let N ≥ N0. Suppose that g1(n) = ∏di=0 α(ni)i , α0, . . . , αd−1 ∈ H, αd ∈ H2 is
a d-polynomial which is not S -totally κ-equidistributed on H. Suppose also that k =
pk ∈ Z2s+2 is a vector of the same type as H such that H and Hk are λ-shaped, and that
0 < ‖k‖ ≤ C, ‖k · α˜i‖R/Z ≤ CNi for all 1 ≤ i ≤ d − 1.
Suppose that both H and Hk are λ-shaped. Then there exists a polynomial sequence of
the form g2(n) = ∏di=0 β(ni)i , β0, . . . , βd ∈ Hk such that
1) If the pair (H, Hk) is good, then g2 is not S -totally κ′-equidistributed on Hk;
2) If there exists p ∈ Z2s+2 of the same type as H (and thus of Hk) such that 0 < ‖p‖ ≤ D
and ‖p · ˜β1‖R/Z ≤ DN , then there exists some w ∈ Z, 0 < w ≤ C2 such that ‖wp · α˜1‖R/Z ≤ D
′
N .
3) If H2 = Hk2 , then βd ∈ H
k
2 .
Roughly speaking, this lemma says that if all the coefficients of a polynomial sequence
on H are “close to” a sub-manifold H′, then this polynomial sequence can be approxi-
mated by a polynomial sequence whose coefficients are exactly contained in H′, and both
sequences have a similar equidistribution property if the pair (H, H′) is good.
Remark 7.21. It is worth noting that 3) implies that g2 is also a d-polynomial when
H2 = H
k
2 , but it could be a (d + 1)-polynomial if this condition does not hold.
Proof. Since k is of the same type as H, it is easy to see that H2 ⊂ Hk.
In the proof, C1,C2 are constants depending only on X,C, κ and d. We assume without
loss of generality that g1(n) has no constant term, i.e. we assume g1(n) = ∏di=1 α(ni)i . Let
F0 ⊂ H be a bounded fundamental domain of the projection H → Y (we assume F0 is
fixed given Y). Then by Lemma 6.3, there exists C1 > 0 such that
dY(h · y, h · z) ≤ C1dY(y, z)
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for all h ∈ F2 and y, z ∈ Y .
Since k = pk, we have that ‖k · ˜αpi ‖R/Z = ‖k · α˜i‖R/Z ≤ CNi for 1 ≤ i ≤ d − 1. So there
exist C2 > 0 and ω1, . . . , ωd−1 ∈ H such that for all 1 ≤ i ≤ d − 1, k · ˜(ω−1i αpi ) ∈ Z and
dH(ωi, idH) ≤ C2N i .
Since the entries of k are relatively prime integers, we deduce that there exist γ1, . . . , γd−1 ∈
Γ × Γ such that k · ˜(ω−1i αpi γ−1i ) = 0 for all 1 ≤ i ≤ d − 1. In other words,
α′i ≔ ω
−1
i α
p
i γ
−1
i ∈ Hk, for all 1 ≤ i ≤ d − 1.
By assumption, there exists an S -frequency nilcharacter f with ‖ f ‖Lip(H) ≤ 1 such that∣∣∣∣En∈[N]1P(n) f (g1(n) · eY)∣∣∣∣ > κ(13)
for some arithmetic progression P ⊂ [N]. We define
L ≔ ⌊ N
10K · d! min{
κ
C2
,
1
C
}⌋
and assume that N is chosen to be sufficiently large such that L ≥ 1. Here K > 1/5 is some
universal constant depending only on d to be specified latter. Since K > 1/5 > p/5C,
we have that N ≥ 2pL · d!, we can make a partition of the interval [N] into arithmetic
progressions of step p · d! and length between L and 2L. Then we deduce from (13) that
there exist k0 ∈ [N] and an arithmetic progression P′ ⊂ [N] such that∣∣∣∣En∈[N]1P′(n) f (g1(p · d!n + k0) · eY)∣∣∣∣ > κ.(14)
Since g1(n) = ∏di=0 α(ni)i , it is easy to verify that there exist elements h0 ∈ H, v1, . . . , vd ∈
H2 ⊂ Hk, a universal constant K > 0 depending only on d, and polynomials p1, . . . , pd−1,
q1, . . . , qd−1 satisfying |pi(n)| ≤ Kni for all 1 ≤ i ≤ d − 1 such that
g1(p · d!n + k0) =
( d−1∏
i=1
ω
pi(n)
i
)
· h0 ·
( d−1∏
i=1
(α′ivi)(
n
i)) · v(nd)d · ( d−1∏
i=1
γ
qi(n)
i
)
(15)
for every n ∈ N. We now pick the constant K that satisfies the above condition and the
condition K > 15 . Choose h
′
0 ∈ F0 and λ ∈ Γ × Γ such that h0 = h′0λ. Define
βi = λα
′
iviλ
−1, 1 ≤ i ≤ d − 1;
βd = λvdλ
−1, βd+1 = idHk;
g2(n) =
d∏
i=0
β
(ni)
i ,∀n ∈ [N];
F(y) = f (h′0 · y),∀y ∈ Y.
(16)
We remark that for 1 ≤ i ≤ d − 1, βi belong to Hk because βi = [λ, α′i]viα′i and [λ, α′i]vi ∈
H2 ⊂ Hk. Also βd = [λ, vd]vd ∈ H2 ⊂ Hk. Therefore, g2(n) is a polynomial sequence in
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Hk having the form as stated. Note that in the special case when H2 = Hk2 , we have that
βi ∈ Hk2 for all 1 ≤ i ≤ d. So Property 3) is satisfied.
By (15) and (16), we have that
g1(p · d!n + k0) · eY =
( d−1∏
i=1
ω
pi(n)
i
)
h′0g2(n) · eY .
For n ≤ 2L, by the right invariance of the metric dH, we have that
dH(
d−1∏
i=1
ω
pi(n)
i , idH) ≤
d−1∑
i=1
KC2Li/N i ≤ dKC2L/N ≤ κ/2.
So
dY
(
g1(p · d!n + k0) · eY , h′0g2(n) · eY
)
≤ κ/2
Since ‖ f ‖Lip(X) ≤ 1, it follows from (14) that∣∣∣∣En∈[N]1P′(n)F(g2(n) · eY)∣∣∣∣ = ∣∣∣∣En∈[N]1P′(n) f (h′0g2(n) · eY )∣∣∣∣
≥
∣∣∣∣En∈[N]1P′(n) f (g1(p · d!n + k0) · eY )∣∣∣∣ − κ/2 > κ/2,
and F has a bounded Lipschitz constant since h′0 ∈ F0. Moreover, by assumption, f |Hk is
of S -frequency and thus so is F |Hk , which proves Property 1).
We are left with proving Property 2). Note that β1 = v′α′1 for some v′ ∈ H2, which
implies that p · ˜v′ = 0 since p is of the same type as H. Therefore,
‖pp · α˜1‖R/Z = ‖p · ˜(ω1β1)‖R/Z ≤ ‖p · ω˜1‖R/Z + ‖p · ˜β1‖R/Z ≤ (C2 + 1)DN .

For convenience, we also need the following definitions:
Definition 7.22 (Height). The height of a rational number pq (p, q ∈ Z, (p, q) = 1) is
max{|p|, |q|}. We denote the height of an irrational number to be ∞.
The height of a matrix is the maximum of the heights of entries of M.
If A is a subspace of Rn with dimension r, let C(A) denote the collection of all n × r
matrices B such that A can be written as A = {B~t ∈ Rn : ~t ∈ Rr}. The height of A is the
minimum of the heights of B ∈ C(A). Since the integers are discrete, the height of A is
always well-defined.
Definition 7.23 (Non-trivial vector). Let A be a subspace and v be a vector of Rn. We say
that v is non-trivial with respect to A if A is not contained in the orthogonal complement
of v. In particular, v is non-trivial with respect to Rn if and only if v , 0.
Definition 7.24 (Group of automorphisms). Let n ∈ N and Mn×n be the collection of all
n × n real matrices. For any A ∈ Mn×n, write Λ(A) = {P ∈ Mn×n : PT AP = A}.
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The key to the proof of Proposition 7.9 is to extract as much information as possible
from the non-equidistribution of a sequence on H0. We start with the following proposi-
tion:
Proposition 7.25. (Non-equidistribution on H0 implies non-equidistribution on G). Sup-
pose G is not abelian. Then for any κ > 0, there exist D = D(X, κ) > 0 and N0 = N0(X, κ) ∈
N such that for any N ≥ N0, any a = (a1, . . . , as; as+1), b = (b1, . . . , bs; bs+1) ∈ G, and any
a′, b′ ∈ G2, if there exist a non-trivial nilcharacter Φ such that ‖Φ‖Lip(X) ≤ 1 and an arith-
metic progression P ⊂ [N] such that∣∣∣∣En∈[N]1P(n)Φ(ana′(n2) · eX)Φ(bnb′(n2) · eX)∣∣∣∣ > κ,
then one of the following is true:
(i) there exist horizontal characters η1 and η2 of X such that 0 < ‖η1‖, ‖η2‖ ≤ D and
‖η1 ◦ g1‖C∞[N], ‖η2 ◦ g2‖C∞[N] ≤ D, where g1(n) = an, g2(n) = bn;
(ii) there exists an s′ × s′ matrix M ∈ Λ(BG0 ) of height at most D, such that a•BG0 M is at
most DN -away from b
•BG0 (recall that BG0 ,s′, a• and b• are defined in Convention 7.10).
Remark 7.26. It is worth noting that every matrix M ∈ Λ(BG0 ) induces a natural automor-
phism σM : G → G given by
σM(a1, . . . , as; as+1) = ((a1, . . . , as′)M, as′+1, . . . , as; as+1),∀(a1, . . . , as; as+1) ∈ G
such that [a, b] = [σMa, σMb] for all a, b ∈ G.
Proof. Throughout the proof, all the numbers κ1, κ2, . . . , D1, D2, . . . , F1, F2, . . . depend
only on X and κ, and D′1, D′2, . . . : R → R are functions depending only on X and κ. N is
always assumed to be large enough depending only on the above constants, X, and κ (and
therefore depending only on X and κ).
By Lemma 7.15, Ψ = Φ ⊗ Φ is an S -frequency nilcharacter on H0 = G ×G. Since the
boundedness of the Lipschitz norm of Φ implies the boundedness of the Lipschitz norm
of Ψ, by ignoring a scale depending only on X, we may assume without loss of generality
that the Lipschitz norm of Ψ is less than 1. Then the sequence h0(n) =
(
ana′(n2), bnb′(n2)
)
is
not S -totally κ-equidistributed on H0.
Denote a0 = a, b0 = b, a′0 = a′, b′0 = b′, a′′0 = b′′0 = eG, v0 = eH. For convenience,
throughout the proof, we write c j = (a j, b j), c′j = (a′j, b′j), c′′j = (a′′j , b′′j ) for all j ∈ N
whenever the notation a j, b j, a′j, b′j, a′′j , b′′j is introduced.
We prove the proposition by induction. For any i ≥ 0, we say that hypothesis P(i)
is satisfied if: for all 0 ≤ j ≤ i, there exist a subgroup H j of H0, Γ j = Γ0 ∩ H j =
(Γ × Γ) ∩ H j, Y j = H j/Γ j, and a 3-polynomial h j(n) = v j
(
anja
′(n2)
j a
′′(n3)
j , bnjb
′(n2)
j b
′′(n3)
j
)
on H j
(a′′j , b′′j ∈ G2) such that for all 0 ≤ j ≤ i, we have that
(I) h j(n) is not S -totally κ j-equidistributed on H j;
(II) If H j is of type 1, then h j is a 2-polynomial;
(III) If j ≥ 1, then H j = H
v j
j−1 for some v j non-trivial with respect of H j−1 (recall
Definition 7.18) and of the same type as H j−1. Therefore, for all 0 ≤ j ≤ i, if we let V j
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denote the subspace of R2s+2 of H j under the Mal’cev basis, then V j is of co-dimension j.
Moreover, there exists λ ∈ R2, λ , (0, 0) such that each H j is λ-shaped;
(IV) The coefficients of the pair (h j−1, h j) satisfy Property 2) of Lemma 7.20 , for some
function D′j and integer w j bounded by some constant depending only on X and κ.
We first note that hypothesis P(0) is satisfied. Suppose that hypothesis P(i) is satisfied
for some i ∈ N, we wish to prove that hypothesis P(i + 1) is satisfied. Notice that the
element λ appearing in (III) is fixed throughout the induction step, and so we always use
the notation α˜ to denote θ−1λ α for this fixed λ = (λ1, λ2) in the proof.
Suppose that Hi is not abelian. We distinguish cases depending on the type of Hi:
Case that Hi is of type 1. By hypothesis (II), hi is a 2-polynomial. Then using Theo-
rem 7.3 on Hi, there exist Di+1 > 0 and a vector vi+1 ∈ Z2s+2 non-trivial with respect to Vi
of the same type as Hi with length no larger than Di+1 such that
‖vi+1 · c˜i‖R/Z ≤
Di+1
N
.
Let Hi+1 = Hvi+1 (recall Definition 7.18). Then V(Hi+1) = Vi+1 is of co-dimension i + 1
since vi+1 is non-trivial with respect to Vi. Let Γi+1 = Γ0 ∩ Hi+1, Yi+1 = Hi+1/Γi+1.
If Hi+1 is of type 1, then (Hi)2 = (Hi+1)2. By Lemma 7.20, there exists a polynomial
of the form hi+1(n) = vi+1
(
ani+1a
′(n2)
i+1 , bni+1b
′(n2)
i+1
)
on Hi+1 (a′i+1(n), b′i+1(n) ∈ G2) such that it is
not S -totally κi+1-equidistributed on Hi+1 and the coefficients of the pair (hi, hi+1) satisfy
Property 2) of Lemma 7.20 for some function D′i+1 and integer wi+1 bounded by some
constant depending only on X and κ. Thus (IV) is satisfied for the system Yi+1 and the
sequence hi+1. By Property 1) of Lemma 7.20, (I) is true since the pair (Hi, Hi+1) is good
by Lemma 7.15. (II) also holds since hi+1 is a 2-polynomial.
If Hi+1 is of type 2 and the pair (Hi, Hi+1) is good, by Lemma 7.20, there exists a 3-
polynomial hi+1(n) = vi+1
(
ani+1a
′(n2)
i+1 a
′′(n3)
i+1 , bni+1b
′(n2)
i+1 b
′′(n3)
i+1
)
on Hi+1 (a′′i+1(n), b′′i+1(n) ∈ G2) such
that it is not S -totally κi+1-equidistributed on Hi+1 and the coefficients of the pair (hi, hi+1)
satisfy Property 2) of Lemma 7.20 for some function D′i+1 and integer wi+1 bounded by
some constant depending only on X and κ. Thus (IV) is satisfied for the system Yi+1 and
the sequence hi+1. (I) is true by assumption. Condition (II) is trivial since Hi+1 is of type
2.
If Hi+1 is of type 2 and the pair (Hi, Hi+1) is not good, then we stop the induction
procedure.
If Hi+1 is abelian, then we stop the induction procedure.
Case that Hi is of type 2. This time hi is a 3-polynomial and Hi is λ-shaped. Using
Theorem 7.3 on Hi, there exist Di+1 > 0 and a vector vi+1 ∈ Z2s+2 non-trivial with respect
to Vi of the same type as Hi with length no larger than Di+1 such that
‖vi+1 · c˜i‖R/Z ≤ Di+1N , ‖vi+1 ·
˜c′i‖R/Z ≤
Di+1
N2
.
Let Hi+1 = HVi+1 . Then Vi+1 is of codimension i + 1 since vi+1 is non-trivial with respect
to Vi. Let Γi+1 = Γ0 ∩ Hi+1, Yi+1 = Hi+1/Γi+1.
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Since Hi is of type 2, we have that Hi+1 is either of type 2 or abelian. If Hi+1 is of
type 2, then (Hi)2 = (Hi+1)2. By Lemma 7.20, there exists a 3-polynomial of the form
hi+1(n) = vi+1
(
ani+1a
′(n2)
i+1 a
′′(n3)
i+1 , bni+1b
′(n2)
i+1 b
′′(n3)
i+1
)
on Hi+1 (a′′i+1(n), b′′i+1(n) ∈ G2) such that it is
not S -totally κi+1-equidistributed on Hi+1 and the coefficients of the pair (hi, hi+1) satisfy
Property 2) of Lemma 7.20 for some function D′i+1 and integer wi+1 bounded by some
constant depending only on X and κ. Thus (IV) is satisfied for the system Yi+1 and the
sequence hi+1. By Property 1) of Lemma 7.20, (I) is true since the pair (Hi, Hi+1) is good
by Lemma 7.15. Condition (II) is trivial since Hi+1 is of type 2.
If Hi+1 is abelian, then we stop the induction procedure.
In conclusion, the above procedure can be continued and thus hypothesis P(i) is satis-
fied unless either Hi+1 appearing in the above construction is abelian or the pair (Hi, Hi+1)
is not good. Since the dimension of H0 is finite, the above procedure must stop within
2s + 2 steps.
If Hi+1 is abelian, by a similar discussion, we can still construct the system Yi+1 and the
sequence hi+1 (possibly with different degree) such that (II), (III) and (IV) hold (but (I)
may not hold). Denoting r = 2s − i + 1, Hi+1 can be written as
θ−1λ Hi+1 =
{
(tA, tA′; tξ, tξ′) : t ∈ Rr
}
,
where A, A′, ξ, ξ′ are respectively r × s, r × s, r × 1, r × 1 matrices with height at most F1.
By Lemma 7.11, we have that (recall that BG is defined in Convention 7.10)
[Hi+1, Hi+1] =
{
(0, sABGAT tT ; 0, sA′BGA′T tT ) : s, t ∈ Rr
}
.
So we deduce that
ABGAT = A′BGA′T = 0.(17)
First suppose that rank(A) < s. Since ˜ci+1 = ˜(ai+1, bi+1) = (tA, tA′; tξ, tξ′) for some
t ∈ Rr, we deduce that there exist F3 > 0 and p = (p0, 0) ∈ Zs × {0}s+2 with 0 < ‖p‖ ≤ F3
such that ‖p · ˜ci+1‖R/Z = ‖p0 · âi+1‖R/Z ≤ F3N (recall that â is the first s coordinates of a by
Convention 7.10). Since the coefficients of each pair (h j, h j+1)(0 ≤ j ≤ i) satisfy Property
2) of Lemma 7.20 and p is of type 1 (and thus is of the same type as all subgroups of H0),
there exists w ∈ Z with 0 < |w| ≤ F4 such that ‖wp · c˜0‖R/Z = ‖wp0 · â0‖R/Z ≤ F4N , where
F4 = D′1(F1 · D′2(. . .F1 · D′i(0) . . . )). So the existence of η1 in (i) is proved. The existence
of η2 in (i) holds similarly and therefore conclusion (i) holds.
If rank(A) = s, by a simple computation using linear algebra, (17) implies that BG = 0.
So G is abelian, a contradiction.
If the pair (Hi, Hi+1) is not good, by Lemma 7.15, we must have that Hi is of type 1
and Hi+1 is of type 2, and Hi+1 must be (1, 1)-shaped. By a similar discussion, we can still
construct the system Yi+1 and the sequence hi+1 such that (II), (III) and (IV) hold (but (I)
may not hold). Set r = 2s − i + 1. Since in this case v j is of type 1 for all 0 ≤ j ≤ i, Hi+1
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can be written as
Hi+1 =
{
(tA,w; tA′,w′) : t ∈ Rr,w,w′ ∈ R
}
,
where A and A′ are some full rank r× s matrices with height at most F1. By Lemma 7.11,
we have that
[Hi+1, Hi+1] =
{
(0, sABGAT tT ; 0, sA′BGA′T tT ) : s, t ∈ Rr
}
.
So we deduce that
ABGAT = A′BGA′T .(18)
If rank(A) < s, similar to the previous case, there exist F3 > 0 and p = (p0, 0) ∈ Zs ×
{0}s+2 with 0 < ‖p‖ ≤ F3 such that ‖p · ˜ci+1‖R/Z = ‖p0 · âi+1‖R/Z ≤ F3N . Since the coefficients
of each pair (h j, h j+1)(0 ≤ j ≤ i) satisfy Property 2) of Lemma 7.20 and p is of type 1
(and thus is of the same type as all subgroups of H0), there exists w ∈ Z with 0 < |w| ≤ F4
such that ‖wp · c˜0‖R/Z = ‖wp0 · â0‖R/Z ≤ F4N , where F4 = D′1(F1 ·D′2(. . .F1 ·D′i(0) . . . )). So
the existence of η1 in (i) is proved. The existence of η2 in (i) holds similarly and therefore
conclustion (i) holds.
Now we assume that rank(A) = s. In this case r ≥ s. Suppose that A′ = Y
(
Is×s
0(r−s)×s
)
for
some invertible r × r matrix Y . Denote A = Y
(
A1
A2
)
, where A1 and A2 are respectively s × s
and (r − s) × s matrices. Then (18) implies that
A1BGAT1 = B
G;
A2BG(AT1 , AT2 ) = 0.
Note that A1BGAT1 = BG implies that AT1 ∈ Λ(BG). Since rank(A) = s, A2BG(AT1 , AT2 ) = 0
implies that A2BG = 0. Let A′′ be the upper left s′ × s′ block of the matrix AT1 . Since
AT1 ∈ Λ(BG), we deduce that A′′ ∈ Λ(BG0 ).
Suppose that âi+1 = tA, b̂i+1 = tA′ for some t ∈ Rr. Then âi+1 = s
(
A1
A2
)
, b̂i+1 = s
(
Is×s
0s×(r−s)
)
,
where s = tY . Denote s = (s1, s2), s1 ∈ Rs, s2 ∈ Rr−s. Then b̂i+1 = s1, âi+1 = s1A1 + s2A2 =
b̂i+1A1 + s2A2. So âi+1BG = b̂i+1A1BG. Thus âi+1BGAT1 = b̂i+1A1BGAT1 = b̂i+1BG. Suppose
that s3 ∈ Rs′ is the vector consisting of the first s′ entries of s1. Then considering the first
s′ entries of âi+1BGAT1 and b̂i+1BG, we get that a•i+1BG0 A′′ = b•i+1BG0 . Since the coefficients
of each pair (h j, h j+1)(0 ≤ j ≤ i) satisfy Property 2) of Lemma 7.20, we deduce that
a•BG0 A
′′ is at most F5N -away from b
•BG0 for some F3 > 0 depending only on X and κ, and
A′′ ∈ Λ(BG0 ) is of height at most F5. Therefore, conclusion (ii) holds. 
Proof of Proposition 7.9. In this proof K,C0,C1,C2, . . . , κ1, κ2, . . . , σ1, σ2, . . . are constants
depending only on X and κ.
Suppose that ∣∣∣∣Eα∈R
˜N 1P(α)χ(α)Φ(g′(β + α) · eX)
∣∣∣∣ ≥ κ(19)
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for some β ∈ R ˜N , χ ∈ MZ[i],Φ ∈ Lip(X) with ‖Φ‖Lip(X) ≤ 1 and
∫
ΦdmX = 0, and some
P = {a + bi : a ∈ P1, b ∈ P2}, where Pi is an arithmetic progression in [ ˜N], i = 1, 2. Our
goal is to show there exist σ = σ(X, κ), N0 = N0(X, κ) such that if (19) holds for some
N ≥ N0, then
(g(m, n))(m,n)∈[ ˜N]×[ ˜N] is not totally σ-equidistributed in X.(20)
Step 1: Reduction to some particular nilmanifold. Write r = dim(G2),m = s + r =
dim(G) and identify the vertical torus G2/(G2 ∩ Γ) with Tr. We may assume without loss
of generality that ‖Φ‖C2m(X) ≤ 1. Indeed, there exists a function Φ′ with ‖Φ − Φ′‖∞ ≤ κ/2
and ‖Φ′‖C2m(X) is bounded by a constant depending only on X and κ.
We start with some definitions. For k ∈ Zr, the character k of G2/(G2 ∩ Γ) induces a
character of G2 given by a linear function φk : G2 = Rr → R. Let Gk denote the quotient
of G by ker(φk) ⊂ G2 and let Γk be the image of Γ under this quotient. Then Γk is a
discrete co-compact subgroup of Gk. Denote Xk = Gk/Γk and let πk : X → Xk be the
natural projection.
If k is non-zero, then Xk is a non-abelian nilmanifold of order 2, and the vertical torus
of Xk has dimension 1. If k is zero, then Xk is the maximum torus of X and so is a compact
abelian Lie group.
We recall the definition of the vertical Fourier transform. The restriction to G2 ∩ Γ of
the action by translation of G on X is trivial, and thus this action induces an action of the
vertical torus on X by (u, x) 7→ u · x for u ∈ Tr and x ∈ X. The vertical Fourier series of
the function Φ is
Φ =
∑
k∈Zr
Φk,where Φk(x) =
∫
Tr
Φ(u · x)e(−k · u)dmTr (u), k ∈ Zr.
The function Φk is a nilcharacter with frequency k and thus can be written as
Φk = Ψk ◦ πk
for some function Ψk on Xk. If k , 0, thenΦk is a nilcharacter of Xk with frequency equal
to 1. Moreover, since ‖Φ‖C2m(X) ≤ 1, we have that ‖Φk‖C2m(X) ≤ 1, and there exists C0 > 0
such that and |Φk(x)| ≤ C0(1 + ‖k‖)−2m for every k ∈ Zr and every x ∈ X. Since m > r,
there exists a constant C1 such that∑
k : ‖k‖>C1
|Φk(x)| < κ/2 for every x ∈ X.
Replacing Φ in (19) by its vertical Fourier series, this last bound implies that there exists
k ∈ Zr = T̂r such that
‖k‖ ≤ C1, ‖Φk‖ ≤ 1,
∣∣∣∣Eα∈R
˜N 1P(α)χ(α)Φk(g′(β + α) · eX)
∣∣∣∣ ≥ κ1
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for some constants C1, κ1 > 0. If k = 0, then the conclusion follows from Proposition 7.8.
So we may assume k , 0 and continue our proof with the assumptions that
r = dim(G2) = 1;
Φ is a nilcharacter of frequency 1;
‖Φ‖Lip(X) ≤ 1;∣∣∣∣Eα∈R
˜N 1P(α)χ(α)Φ(g′(β + α) · eX)
∣∣∣∣ ≥ κ2
(21)
for some constants κ2 > 0.
Step 2: Reduction to some particular polynomial. We make some further reductions.
Suppose that the conclusion (20) holds for some σ and N0 under the stronger assumption
that (19) holds for β = 0 and a sequence given by g′(m+ni) = g(m, n) = gm1,1gn1,2g(
m
2)
2,1 g
mn
2,2g
(n2)
2,3
for all m, n ∈ N, where g1,1, g1,2 ∈ G, g2,1, g2,2, g2,3 ∈ G2.
Let κ > 0 and N ≥ N0. Let F1 ⊂ G be a bounded fundamental domain of the projection
G → X (we assume that F1 is fixed given X). By the first statement of Lemma 6.3, there
exists a constant C2 > 0 such that
dX(g · x, g · x′) ≤ C2dX(x, x′)(22)
for all g ∈ F1 and x, x′ ∈ X. Given g0, g1,1, g1,2 ∈ G, g2,1, g2,2, g2,3 ∈ G2 and β = m′ + n′i ∈
R ˜N , write
g0gm
′
1,1g
n′
1,2g
(m′2 )
2,1 g
m′n′
2,2 g
(n′2 )
2,3 = aβtβ, aβ ∈ F, tβ ∈ Γ;
gβ,1,1 = tβg1,1gm
′
2,1g
n′
2,2t
−1
β ;
gβ,1,2 = tβg1,1gm
′
2,2g
n′
2,3t
−1
β .
Then for α = m + ni ∈ R ˜N , we have that
g′(α + β) · eX = g(m + m′, n + n′) · eX = aβgmβ,1,1gnβ,1,2g(
m
2)
2,1 g
mn
2,2g
(n2)
2,3 · eX.
Set
Φβ(x) = Φ(aβ · x).
Then for every β ∈ R ˜N ,Φβ is a nilcharacter of frequency 1. Since aβ ∈ F1 and ‖Φ‖Lip(X) ≤
1, we get by (22) that ‖Φβ‖Lip(X) ≤ C2. Estimate (21) can be rewritten as∣∣∣∣Eα∈R
˜N 1P(α)χ(α)Φβ(g′β(α) · eX)
∣∣∣∣ ≥ κ2,
where g′β(m + ni) = gmβ,1,1gnβ,1,2g(
m
2)
2,1 g
mn
2,2g
(n2)
2,3 . By assumption, we deduce that the sequence
(g′β(m + ni))(m,n)∈[ ˜N]×[ ˜N] is not totally σ1-equidistributed in X for some σ1 > 0. Let η be
the horizontal character provided by Theorem 7.3. Then η(g′β(α)) = η(aβ)−1η(g′(α + β)).
Applying Lemma 7.2 with φ(α) = η(g′(α + β)) and ψ(α) = η(g′(α)) and then applying
Theorem 7.5, we deduce that there exist an integer N′0 and a constant σ2 > 0 such that if
N ≥ N′0, then the sequence (g′(m + ni))(m,n)∈[ ˜N]×[ ˜N] is not totally σ2-equidistributed in X.
Hence in the rest of the proof, we can take β = 0 and g0 = idG.
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Step 3: Non-equidistribution on X × X. Combining (21) with Lemma 4.6, there exist
a positive integer K, primes p = p1 + p2i, q = q1 + q2i ∈ P[i] with N(p) < N(q) < K, and
a positive constant κ3 such that
1
N2
∣∣∣∣ ∑
α∈R
˜N/p∩R ˜N/q
1P(pα)1P(qα)Φ(g′(pα) · eX)Φ(g′(qα) · eX)
∣∣∣∣ > κ3.(23)
Since p, q belong to a finite set whose cardinality depends only on κ, we may consider
these numbers as fixed. Let L be a sufficiently large integer depending only on X and κ
to be chosen later. Let N > L2. By (23) and a similar argument to that of Lemma 3.1 in
[13], for each γ = r1 + r2i with r1, r2 ∈ [L], there exists βγ ∈ R ˜N such that
L2
N
∣∣∣∣ ∑
n∈[N/L2],βγ+nγ∈R ˜N
1Pγ(n)Φ(g′(p(βγ + nγ)) · eX)Φ(g′(q(βγ + nγ)) · eX)
∣∣∣∣ > κ3/2(24)
for some arithmetic progression Pγ. Let f1(γ) = gr1 p1−r2 p21,1 gr1 p2+r2 p11,2 , f2(γ) = gr1q1−r2q21,1 gr1q2+r2q11,2
be maps from [L]2 to G. Then by Proposition 7.25 (replacing a and b with f1(γ) and
f2(γ)), ( f1(γ), f2(γ)) satisfies one of the two claims (with N replaced by N/L2). So there
exist D = D(X, κ) > 0,C(L) > 1 and a subset W of [L]2 such that |W | ≥ L2/4, and one of
the following holds:
(i) For all γ ∈ W, there exist horizontal characters η1,γ, η2,γ such that 0 < ‖η1,γ‖, ‖η2,γ‖ ≤
D and ‖η1,γ ◦ h1,{γ}‖C∞[N], ‖η1,γ ◦ h2,{γ}‖C∞[N] ≤ C(L)D, where h1,{γ}(n) = f1(γ)n, h2,{γ}(n) =
f2(γ)n;
(ii) For all γ ∈ W, there exists a matrix M(γ) ∈ Λ(BG0 ) of height at most D such thatf1(γ)•BG0 M(γ) =C(L)D f2(γ)•BG0 .
Here the notation A =D B means that A is at most DN -away from B, and we use this
notation throughout the proof.
Since the number of choices of η1, η2 and M is bounded by a constant depending only
on X and κ, if L is sufficiently large, there exist ǫ = ǫ(X, κ) > 0 and a subset V of W such
that |V | > ǫL2 and for all γ ∈ W, the corresponding η1,γ, η2,γ, M(γ), depending on which
of the above situations occurs, are the the same. We denote this vector or matrix by η1, η2
or M depending on which of the above two situations occurs. By Lemma 3.2 in [13], the
vectors in V spans Q2.
Write D1 = C(L)D, which depends only X and κ (since L depends only on X and
κ). Suppose ĝ1,1 = a, ĝ1,2 = b, and a•, b• are the first s′ coordinates of g1,1 and g1,2,
respectively.
Case (i). Now we have that ‖η1 ◦h1,{1}‖, ‖η1◦h1,{i}‖ ≤ D1. Suppose that η1(x) = k · x̂, 0 <
‖k‖ ≤ D1. Then
‖p1k · a + p2k · b‖R/Z ≤ D1/N;
‖ − p2k · a + p1k · b‖R/Z ≤ D1/N.
This implies ‖∆k · a‖R/Z, ‖∆k · b‖R/Z ≤ D2/N, where ∆ = p21 + p22 , 0. Then by Theorem
7.5, (g(m, n))(m,n)∈[ ˜N]×[ ˜N] is not totally κ4-equidistributed, a contradiction.
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Case (ii). Now we have that f1(1)•BG0 M =D1 f2(1)•BG0 , f1(i)•BG0 M =D1 f2(i)•BG0 (recall
that A =D B means that A is at most DN -away from B). This is equivalent to saying that
WM =D1 RW,(25)
where
W =
(
a•
b•
)
BG0 ,R = P
−1Q, P =
∣∣∣∣∣∣ p1 p2−p2 p1
∣∣∣∣∣∣ , Q =
∣∣∣∣∣∣ q1 q2−q2 q1
∣∣∣∣∣∣ .
Let f and g be the minimal polynomials of the matrices M and R, respectively, i.e. the
integer polynomials with leading coefficient 1 and with the smallest degree such that
f (M) = 0 and g(R) = 0. Since M and R are integer matrices of height at most D1, f and
g are polynomials with coefficients of height at most D2. Since
R =
∣∣∣∣∣∣ x y−y x
∣∣∣∣∣∣
for some rational numbers x and y not both 0, we deduce that deg g = 2.
If g(M) , 0, then (25) implies that 0 = g(R)W =D3 Wg(M). Since g(M) , 0, there
exists at least one column of g(M) which is not 0. So there exists v ∈ Zs′ , 0 < ‖v‖ ≤ D4
such that ‖v · a•BG0 ‖, ‖v · b•BG0 ‖ ≤ D4N . By Theorem 7.5 and the fact that BG0 is invertible,(g(m, n))(m,n)∈[ ˜N]×[ ˜N] is not totally κ4-equidistributed, a contradiction.
If g(M) = 0 but f (R) , 0, then (25) implies that 0 = W f (M) =D3 f (R)W. By the
minimality of f , we have that f divides g. Since deg g = 2, we deduce that deg f ≤ 1.
This means that M is diagonal. Thus λ f1(1)•BG0 =D1 f2(1)•BG0 , λ f1(i)•BG0 =D1 f2(i)•BG0 for
some λ ∈ Z, |λ| ≤ D. This implies that
λp1a•BG0 + λp2b•BG0 =D1 q1a•BG0 + q2b•BG0 ;
− λp2a•BG0 + λp1b•BG0 =D1 −q2a•BG0 + q1b•BG0 .
Thus a•BG0 =D2 b•BG0 =D2 0. Since G is not abelian, there exists at least one row v of
BG0 such that v , 0. Then v · a• =D2 v · b• =D2 0. So (g(m, n))(m,n)∈[ ˜N]×[ ˜N] is not totally
κ4-equidistributed, a contradiction.
If f (R) = 0 and g(M) = 0, then f = g. Since deg g = 2, we may assume that f (x) =
g(x) = x2 + c1x + c0, c0, c1 ∈ Z and let µ1, µ2 be its roots. Since R has no real eigenvalue,
µ1 and µ2 are conjugate complex numbers. Since M2 + c1M + c0I = 0, the eigenvalues of
M are µ1 and µ2, and from the fact that c0, c1 ∈ Z and µ1, µ2 are not real numbers, we can
easily deduce that the Jordan normal form J of M must be a diagonal matrix with each
entry on the diagonal either µ1 or µ2. So there exists an m × m invertible complex-valued
matrix S such that
M = S JS −1.
Since M ∈ Λ(BG0 ), we deduce that
J(S T BG0 S )J = S T BG0 S .(26)
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Since µ1, µ2 are not real numbers, µ21 , 1 and µ22 , 1. Since we also have that µ1µ2 =
det R = det Q/ det P , 1, we can deduce from (26) and the fact that J is diagonal that
S T BG0 S = 0, i.e., BG0 = 0. In other words, G is abelian, a contradiction. 
8. Proof of the decomposition result
The purpose of this section is to prove Theorem 2.6. The following lemma generalizes
Lemma A.6 in [4]:
Lemma 8.1. Let N ∈ N. For every function a : R ˜N → C and all arithmetic progressions
P1, P2 ⊂ [ ˜N], we have that ∣∣∣∣Eα∈R
˜N 1P(α)a(α)
∣∣∣∣ ≤ c1‖a‖U2(R
˜N )
for some universal constant c1, where P = {a + bi ∈ R ˜N : a ∈ P1, b ∈ P2}.
Proof. Since ˜N is a prime, the norm ‖a‖U2(α) is invariant under any change of variables of
the form m + ni → (am + c)+ (bn + d)i, where a, b, c, d ∈ N and ˜N ∤ a, ˜N ∤ b. So we may
assume without loss of generality that Pi is an interval {1, . . . , di}, for i = 1, 2. A direct
computation shows that
|1̂P(x + yi)| ≤ 4
˜N2
‖x/ ˜N‖ · ‖y/ ˜N‖ = 4
min{x, ˜N − x} · min{y, ˜N − y}
for all x + yi ∈ R ˜N . Thus ∥∥∥∥1̂P(x + yi)∥∥∥∥
ℓ4/3(R
˜N )
≤ c1
for some universal constant c1. Then by Parseval’s identity, Ho¨lder’s inequality, and iden-
tity (1), we deduce that∣∣∣∣Eα∈R
˜N 1P(α)a(α)
∣∣∣∣ = ∣∣∣∣∑
α∈R
˜N
1̂P(α)̂a(α)
∣∣∣∣ ≤ c1(∑
ξ∈R
˜N
|̂a(ξ)|4
)1/4 ≤ c1‖a‖U2(R
˜N ).

Before the proof of Theorem 2.6, we show:
Theorem 8.2. (Weak U3 decomposition theorem). For every θ0, ǫ > 0, there exist positive
integers Q = Q(ǫ, θ0),R = R(ǫ, θ0), N0 = (ǫ, θ0) and 0 < θ < θ0 such that for every N ≥ N0
and every χ ∈ MZ[i], the function χN can be written as
χN(α) = χN,s(α) + χN,u(α),
where
(i) χN,s = χN ∗ φN,θ, where φN,θ is the kernel of R ˜N defined in Theorem 5.1 which is
independent of χ, and the convolution product is defined on R ˜N;
(ii)|χN,s(α + Q) − χN,s(α)|, |χN,s(α + Qi) − χN,s(α)| ≤ RN for every α ∈ R ˜N;(iii)‖χN,u‖U3(R
˜N ) ≤ ǫ.
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By using an iterative argument of energy increment, we can deduce that Theorem 8.2
implies Theorem 2.6. As the method is identical to Section 8.10 in [4], we omit the proof.
Therefore, it suffices to prove Theorem 8.2. The method of Theorem 8.2 is similar to the
discussion of Section 8 in [4]. We include the proof in this section for completeness.
8.1. Set up. Throughout this section, let ǫ be fixed. Let
H = H(ǫ), δ = δ(ǫ),m = m(ǫ)
be defined by Corollary 6.9. In the sequel we implicitly assume that N is sufficiently large
(thus so is ˜N) depending only on ǫ. So Corollary 6.9 always holds.
Let M ∈ N and X = G/Γ be a nilmanifold in H . By Corollary B.3 in [4], for every
M ∈ N, there exists a finite subset Σ = Σ(M, X) ⊂ G of M-rational elements such that for
every M-rational element g ∈ G, there exists h ∈ Σ with h−1g ∈ Γ, i.e. g · eX = h · eX. We
assume that 1G ∈ Σ.
Let F = F (M, X) be the family of submanifolds of X defined by Corollary 6.17. We
define a larger family of nilmanifolds
F ′ = F ′(M, X) = {Y = G′ · eY  G′/(hΓh−1 ∩G′) : X′ = G′/Γ′ ∈ F , h ∈ Σ, eY = h · eX}.
By Lemma 6.3, there exists a positive real number H = H(M, X) such that
(i) dX(gh·x, gh·x′) ≤ HdX(x, x′) for all x, x′ ∈ X, h ∈ Σ and all g ∈ G with dG(g, 1G) ≤ M;
(ii) for every f ∈ C2m(X), h ∈ Σ and every g ∈ G with dG(g, 1G) ≤ M, writing fgh(x) =
f (gh · x), we have that ‖ fgh‖C2m(X) ≤ H‖ f ‖C2m(X).
The distance on a nilmanifold Y ∈ F ′ is not the one induced by inclusion in X. How-
ever, the inclusion map i : Y → X is smooth and thus we can assume that
(iii) for every nilmanifold Y ∈ F ′ and every x, x′ ∈ Y , we have that dX(x, x′) ≤
HdY (x, x′);
(iv) for every nilmanifold Y ∈ F ′ and every function f on X, we have that ‖ f |Y‖C2m(Y) ≤
H‖ f ‖C2m(X). Here the Mal’cev homeomorphism of Y is taken to be the induced Mal’cev
homeomorphism from X to Y .
By Lemma 7.7, for every X′ ∈ F , ζ > 0 and h ∈ Σ, there exists ρ = ρ(M, X, X′, h, ζ)
such that
(v) Let X′ = G′/Γ′ ∈ F , h ∈ Σ, eY = h · eX, and (g′(m, n))(m,n)∈[ ˜N]×[ ˜N] be a polynomial
sequence in G′ of degree at most 2. If (g′(m, n)eX)(m,n)∈[ ˜N]×[ ˜N] is totally ρ-equidistributed
in X′, then (g′(m, n)eY)(m,n)∈[ ˜N]×[ ˜N] is totally ζ-equidistributed in Y ′ = G′ · eY .
Define
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F ′(M) =
⋃
X∈H
F ′(M, X);
H(M) = max
X∈H
H(M, X);
ρ(M, ζ) = min
X∈H ,X′∈F (M,X),h∈Σ(M,X)
ρ(M, X, X′, h, ζ);
δ1(M) = δ
3
257M4 ;
θ(M) = min
{δ
2
,
δ1(M)
2c1
}
,
where c1 is the universal constant in Lemma 8.1 (recall δ = δ(ǫ)). To every κ > 0 and
every nilmanifold Y in the finite collection F ′(M), either Proposition 7.8 or Proposition
7.9 (applied with Y instead of X) associates a positive number σ(Y, κ) (depending on
whether Y is abelian or not). Let
σ˜(M) = min
Y∈F ′(M)
σ
(
Y,
δ1(M)
17H(M)2
)
;
ω(M) = ρ(M, σ˜(M));
M0 = ⌈2/ǫ⌉; M1 = max
X∈H
M1(M0, X, ω),
where M1(M0, X, ω) is defined in Corollary 6.17 (ω is viewed as a function on N). Note
that M1 depends only on ǫ. Write
θ1 = θ(M1).
8.2. Weak U3 decomposition. Replacing ǫ by θ1 in Theorem 5.1, we deduce that there
exist Q = Q(M1),R = R(M1) (depending only on ǫ) such that for sufficiently large N and
every χ ∈ MZ[i], the decomposition χN = χN,s + χN,u satisfies the conclusions of Theorem
5.1. In particular, ‖χN,u‖U2(R
˜N ) ≤ θ1. We claim that this decomposition also satisfies the
conclusions of Theorem 8.2. Note that (i) and (ii) follow from the conclusion of Theorem
5.1, so we are left with checking (iii).
Suppose on the contrary that (iii) does not hold, then
‖χN,u‖U3(R
˜N ) > ǫ.
By the choice of θ1 and Corollary 6.9, there exist a nilmanifold X = G/Γ of order 2
belonging to the family H , a nilcharacter Ψ on X with frequency 1, and a polynomial
map g : Z2 → G of degree at most 2, such that ‖Ψ‖C2m(X) ≤ 1 and∣∣∣∣Eα=a+bi∈R
˜NχN,u(α)Ψ(g(a, b) · eX)
∣∣∣∣ ≥ δ,
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where m is the dimension of X. Applying Corollary 6.17 to (g(m, n))(m,n)∈[ ˜N]×[ ˜N] and
ω, M0, M1 defined in the previous subsection, we get an integer M0 ≤ M ≤ M1, a nil-
manifold X′ = G′/Γ′ belonging to the family F (M, X), and a factorization
g(m, n) = ǫ(m, n)g′(m, n)γ(m, n)
into sequences satisfying Properties (i)-(v) of Corollary 6.17. From now on, we work
with this specifically chosen M. Note that M is bounded below and above by constants
depending only on ǫ.
Denote L = ⌊ δ ˜N8M2 ⌋. By Property (v) of Corollary 6.17, we can partition [ ˜N] × [ ˜N]
into products of arithmetic progressions of step p1 and p2 and of size L × L for some
p1, p2 ≤ M, and a leftover set of size Cδ/M which can be ignored (upon replacing δ with
δ/2 below) such that γ(m, n) is a constant on each piece. So there exists a product of
arithmetic progressions P of step p1 and p2 and of size L × L such that∣∣∣∣E(m,n)∈[ ˜N]×[ ˜N]1P(m, n)χN,u(m + ni)Ψ(g(m, n) · eX)∣∣∣∣ ≥ δL22 ˜N2 ≥ δ
3
128M4
− δ
2
8M2 ˜N
.
Pick (m, n), (m0, n0) ∈ P. By the right invariance of dG and the (M, ( ˜N, ˜N))-smoothness
of (ǫ(m, n))(m,n)∈R
˜N , we have that
dG(g(m, n), ǫ(m0, n0)g′(m, n)γ(m0, n0)) ≤ dG(ǫ(m, n), ǫ(m0, n0))
≤ (p1 + p2)L
√
2M
˜N
≤ 2
√
2M2L
˜N
.
Then ∣∣∣∣Ψ(g(m, n) · eX) −Ψ(ǫ(m0, n0)g′(m, n)γ(m0, n0) · eX)∣∣∣∣ ≤ 2
√
2M2L
˜N
.
Thus
E(m,n)∈[ ˜N]×[ ˜N]1P(m, n)
∣∣∣∣χN,u(m + ni)∣∣∣∣ · ∣∣∣∣Ψ(g(m, n) · eX) −Ψ(ǫ(m0, n0)g′(m, n)γ(m0, n0)) · eX)∣∣∣∣
≤ L
2
˜N2
2
√
2M2L
˜N
≤ δ
3
256M4 .
So we deduce that
∣∣∣∣E(m,n)∈[ ˜N]×[ ˜N]1P(m, n)χN,u(m + ni)Ψ(ǫ(m0, n0)g′(m, n)γ(m0, n0) · eX)∣∣∣∣ ≥ δ3257M4 = δ1(M)
(27)
provided that N is sufficiently large depending on ǫ.
Since γ(m0, n0) is M-rational, there exists h0 ∈ Σ(M, X) such that γ(m0, n0) ·eX = h0 ·eX.
Let eY = h0 · eX, Y = G′ · eY  G′/(h0Γh−10 ∩ G′),Ψ′(x) = Ψ(ǫ(m0, n0) · x). Note that Y
belongs to the family F ′. For every m, n ∈ N, we have that
Ψ(ǫ(m0, n0)g′(m, n)γ(m0, n0) · eX) = Ψ′(g′(m, n) · eY ),
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and by (27), we deduce that∣∣∣∣E(m,n)∈[ ˜N]×[ ˜N]1P(m, n)χN,u(m + ni)Ψ′(g′(m, n) · eY)∣∣∣∣ ≥ δ1(M).(28)
Since (ǫ(m, n))(m,n)∈R
˜N is (M, ( ˜N, ˜N))-smooth, we have that dG(ǫ(m0, n0), 1G) ≤ M. Fur-
thermore, since ‖Ψ‖C2m(X) ≤ 1, by the choice of H(M) (property (ii)), ‖Ψ′‖C2m(X) ≤ H(M).
Thus (property (iv))
‖Ψ′|Y‖C2m(Y) ≤ H(M)2.
Recall that (g′(m, n) · eX)(m,n)∈[ ˜N]×[ ˜N] is totally ω(M)-equidistributed in X, and by the defi-
nition of ω and ρ, we deduce that (g′(m, n) · eY )(m,n)∈[ ˜N]×[ ˜N] is totally σ˜(M)-equidistributed
in Y .
Let z =
∫
Tm
Ψ
′ ◦ ψdm and Ψ′′ = Ψ′ − z. By Lemma 8.1, we get that∣∣∣∣E(m,n)∈[ ˜N]×[ ˜N]1P(m, n)zχN,u(m + ni)∣∣∣∣ ≤ c1‖χN,u‖U2(R ˜N ) ≤ c1θ1 = c1θ(M1) ≤ δ1(M1)/2 ≤ δ1(M)/2.
Thus by (28), we have that∣∣∣∣E(m,n)∈[ ˜N]×[ ˜N]1P(m, n)χN,u(m + ni)Ψ′′(g′(m, n) · eY)∣∣∣∣ ≥ δ1(M)/2,(29)
where
‖Ψ′′|Y‖C2m(Y) ≤ H(M)2,
∫
Tm
Ψ
′′ ◦ φdm = 0.
Recall that χN,s = χN ∗ ψ′, where ψ′ is a kernel of R ˜N . So we may write χN,u = χN ∗ ψ
for some function ψ on R ˜N . Since Eα∈R ˜Nψ
′(α) = 1, we have that Eα∈R
˜N |ψ′(α)| ≤ 2. We
deduce from (29) that there exists (m′, n′) ∈ [ ˜N] × [ ˜N] such that∣∣∣∣E(m,n)∈[ ˜N]×[ ˜N]1P((m + m′, n + n′) mod [ ˜N] × [ ˜N])
· χN(m + ni)Ψ′′(g′((m + m′, n + n′) mod [ ˜N] × [ ˜N]) · eY)
∣∣∣∣ ≥ δ1(M)/4,
where the residue class (m +m′, n + n′) mod [ ˜N]× [ ˜N] is taken in [1, ˜N] × [1, ˜N] instead
of the more usual set [0, ˜N − 1] × [0, ˜N − 1]. Then the average∣∣∣∣E(m,n)∈[ ˜N]×[ ˜N]1P(m + m′′, n + n′′)1J(m, n)1[N]×[N](m, n)χ(m + ni)Ψ′′(g′(m + m′′, n + n′′) · eY )∣∣∣∣
is at least δ1(M)′/16, where the pair (J, (m′′, n′′)) is one of the following 4 combinations:
(i) J = [ ˜N − m′] × [ ˜N − n′],m′′ = m′, n′′ = n′;
(ii) J = [ ˜N − m′] × ( ˜N − n′, ˜N],m′′ = m′, n′′ = n′ − ˜N;
(iii) J = ( ˜N − m′, ˜N] × [ ˜N − n′],m′′ = m′ − ˜N, n′′ = n′;
(iv) J = ( ˜N − m′, ˜N] × ( ˜N − n′, ˜N],m′′ = m′ − ˜N, n′′ = n′ − ˜N.
Note that 1P(m + m′′, n + n′′)1J(m, n)1[N]×[N](m, n) = 1P′(m, n) for some P′ which is a
product of arithmetic progressions. So∣∣∣∣E(m,n)∈[ ˜N]×[ ˜N]1P′(m, n)χ(m + ni)Ψ′′(g′(m + m′′, n + n′′) · eY)∣∣∣∣ ≥ δ1(M)/16.
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Since ‖Ψ′′|Y‖Lip(Y) ≤ ‖Ψ′′|Y‖C2m(Y) ≤ H(M)2, (g′(m, n) · eY )(m,n)∈[ ˜N]×[ ˜N] is not totally
δ1(M)
16H(M)2 -equidistributed in Y . This contradicts the fact that (g′(m, n)·eY)(m,n)∈[ ˜N]×[ ˜N] is totally
σ˜(M)-equidistributed in Y . Therefore, ‖χN,u‖U3(R
˜N ) ≤ ǫ, completing the proof of Theorem
8.2.
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