Abstract-Given a set of sparsely distributed sensors in the euclidean plane, a mobile robot is required to visit all sensors to download the data and finally return to its base. The effective range of each sensor is specified by a disk, and the robot must at least reach the boundary to start communication. The primary goal of optimization in this scenario is to minimize the traveling distance by the robot. This problem can be regarded as a special case of the Traveling Salesman Problem with Neighborhoods (TSPN), which is known to be NP-hard. In this paper, we present a novel TSPN algorithm for this class of TSPN, which can yield significantly improved results compared to the latest approximation algorithm.
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INTRODUCTION
I N a wireless sensor network [1] , where sensors are geographically distant from each other, it may not be practical to require sensors to directly coordinate with each other to form a communication network due to the energy restriction. One possible solution is to employ a mobile robot, which can travel to all sensors, to download the data and finally return to its base station (starting position). In order to communicate with each sensor, the robot must be physically within its effective range, which is specified by a disk. The diameter of the disk is determined by the current battery level of the sensor and is likely to be different among sensors. The optimal robot routing problem in this scenario is to design a route, along which the robot can collect the data from all sensors, whereas the overall traveling distance is minimized.
In its generic form, this robot routing problem can be regarded as a special case of the Traveling Salesman Problem with Neighborhoods (TSPN) [2] , where the neighborhoods are disjoint disks (the starting position is represented by a disk with zero diameter). In TSPN, a salesman needs to deliver products to a group of clients living in different places. Instead of waiting at home, each client is willing to meet the salesman within a certain region near his/her house. The objective of optimization is to find the shortest trip, along which the salesman can meet all clients and come back to the starting position. It is easy to see that TSPN is a generalization of traveling salesman problem (TSP) [12] , which is known to be NP-hard [14] .
Depending on the properties and the connectivity of the regions, a number of approximation algorithms have been proposed. Arkin and Hassin [2] present the first approximation algorithms for a number of special cases, including parallel unit segments, translates of a convex region, translates of a connected region, and parallel segments, where the ratio between the longest and the shortest is bounded by a constant. These algorithms can find a valid tour in polynomial time, and its quality is guaranteed to be within a constant factor of the optimal tour. The general idea is to carefully pick up some representative points for each of the regions and then apply an external TSP algorithm on this set of points. For the general situations, Mata and Mitchell [13] and Gudmundsson and Levcopoulos [8] present some O ðlog nÞ-approximation algorithms (n is the number of regions). Dumitrescu and Mitchell [5] give an O ð1Þ-approximation algorithm for arbitrary connected regions with comparable diameters and a Polynomial-Time Approximation Scheme (PTAS) for disjoint unit disk regions. For disjoint convex regions with possibly varying sizes, de Berg et al. [4] give a constant factor algorithm with an approximation factor of 12; 000 3 ( ¼ 4 for disks). Recently, Elbassioni et al. [6] give a considerably improved ð9:1 þ 1Þ-approximation algorithm, which is closely related to the robot routing problem.
One of the major issues of these approximation algorithms is that despite their polynomial runtime, they are often based on some deterministic procedures and, consequently, there is an inherent lack of global optimization ability. In the meantime, it has been proven that approximating euclidean TSPN within ð2 À "Þ is NP-hard [15] . Also, the performance of these algorithms has only been characterized theoretically in terms of the approximation factors, which are often quite large. In real-world situations, simply knowing such a loose bound is obviously of little practical value.
In this paper, a novel TSPN algorithm is proposed for solving this robot routing problem, which is significantly different from existing algorithms. The major character of this new TSPN algorithm is that the permutation of sensors (order of sequence to be visited) is obtained by an external TSP algorithm in the first place. Next, the task of finding the set of representative points is formulated as a continuous optimization problem. The advantage is that given the permutation of sensors (disks), the quality of each set of representative points can be precisely evaluated, and advanced global optimization techniques, instead of the simple deterministic procedures used in approximation algorithms, can be applied to search for the optimal solutions.
The remaining parts of this paper are structured as follows: Section 2 gives a formal specification of the robot routing problem. The details of the proposed algorithm framework and the approximation algorithm to be used in comparative studies are presented in Section 3, along with some analysis on how the complexity of the search space can be reduced. An empirical investigation into the structure of the problems is conducted in Section 4. Three case studies on the TSPN algorithms are presented in Section 5, with a head-to-head comparison against the approximation algorithm. The applicability of the new TSPN algorithm in situations where the robot is assumed to be traveling on the Manhattan plane is discussed in Section 6. This paper is concluded in Section 7 with a list of important directions for future work.
PROBLEM SPECIFICATION
The neighborhood (effective range) of each sensor is represented by a disk region controlled by two parameters: center e and radius r. An n-sensor problem is then fully specified by the starting position s and a set of n disks: fs; ðe 1 ; r 1 Þ; . . . ; ðe i ; r i Þ; . . . ; ðe n ; r n Þg. The radius of each disk can be significantly different from others, depending on its own energy status. Since sensors are supposed to be sparsely distributed, it is assumed that regions are disjoint from each other. Also, the condition of distðs; e i Þ > r i (dist is the distance function) should be satisfied, as the robot would otherwise have immediate access to the data contained in the sensors. In practice, such sensors can be simply removed from the problem in the beginning. Fig. 1 shows an example of the routing problem, with five sensors and a valid path (TSPN tour) connecting all disk regions with the starting position. Although the path may intersect with the circular boundary of each disk region more than once, the first intersection point is of major interest, as the robot can start communication with a sensor, as long as it reaches its boundary. After downloading the data from a certain sensor, the direction of the path is solely determined by the intersection point on the next region. As a result, each tour is constructed by sequentially connecting s and n intersection points, referred to as hitting points from now on.
Suppose p is the set of n hitting points, and is the permutation over p. A valid tour is then uniquely specified by the tuple < s; p; > , and the objective function is given by
In (1), there are two groups of parameters to be optimized: the locations of hitting points and their order of appearance in the tour. Since each region is a disk with a circular boundary, the hitting point can be conveniently represented by an angle, as shown in Fig. 2 . The advantages of this representation are twofold. First, only a single value is needed to specify each hitting point instead of two coordinates. Second, it can always be guaranteed that the hitting points are valid and located on the boundaries of disks.
ALGORITHM ANALYSIS
Problem Decomposition
For a wireless sensor network with n sensors, each TSPN tour requires 2n parameters, with n parameters specifying the sequence of sensors (disks) to be visited ðÞ, whereas the other n parameters specifies the locations of the hitting points ðpÞ. Ideally, an optimization algorithm is expected to optimize all 2n parameters simultaneously. However, despite the fact that this approach can potentially explore the entire search space and thus guarantee finding the optimal tour in theory, it may inevitably make the optimization task extremely challenging.
The reason is that the problem of interest here is a mixedvalue problem consisting of a combinatorial problem (the optimization of ) and a continuous problem (the optimization of p), both of which are untrivial. Unfortunately, many optimization techniques are only designed for solving a certain type of problems and are not directly applicable in this case.
One possible solution is to employ general-purpose optimization techniques such as Genetic Algorithms (GAs) [7] and design customized search operators (for example, mutation and crossover) to handle the two groups of parameters. Apart from the apparent difficulty of designing such operators, the major issue of this approach is that despite the limited success of GAs in solving TSP, they have not been shown to be among the most competitive TSP algorithms (not effective for optimizing ). Instead, there exist some dedicated TSP algorithms that are more effective than GAs, especially on large TSP instances.
In practice, the goal of optimization for NP-hard problems is usually to find an acceptable solution within a limited amount of computational time instead of pursuing the global optimum. In fact, many approximation algorithms for TSPN are based on the principle of problem decomposition (divide and conquer), which is to treat each TSPN as two subproblems to be solved independently. For example, Elbassioni et al. [6] propose an approximation algorithm (Algorithm A) for euclidean TSPN with disjoint regions of possibly varying sizes:
Step 1. Sort all n regions in ascending order based on their sizes ðr 1 r 2 . . . r n Þ.
Step 2. Select p 1 on the smallest region randomly.
Step 3. For i ¼ 2 . . . n, choose p i on the ith region that minimizes dist ðp i ; fp 1 ; . . . ; p iÀ1 gÞ.
Step 4. Construct a TSP tour based on the set of n hitting points. In order to find the TSPN solution, a set of n hitting points are selected in advance (Step 1 to Step 3), and an external TSP algorithm (Step 4) is then applied on this set of points to construct a TSP tour as the solution to the original TSPN. Note that the starting position s is counted as one of the n disks. In this algorithm, the hitting points are selected according to a greedy routine instead of any advanced optimization technique. In Step 3, the point on the ith disk that is closest to those already selected i À 1 hitting points is added to the set ðdist ðp i ; fp 1 ; . . . ; p iÀ1 gÞ returns the minimum value of dist ðp i ; p j Þ; j ¼ 1; . . . ; i À 1Þ.
One of the favorable properties of this algorithm is its low time complexity. Also, its performance is nonstochastic on the robot routing problem, as the smallest disk has zero diameter ðp 1 ¼ sÞ, and a fixed set of hitting points will be selected for each TSPN instance. However, the greedy routine works in a deterministic manner and is unlikely to reliably produce good hitting points across different TSPN instances. In fact, the approximation factor of this algorithm is 9.1 ( ¼ 4 for disk regions), which means that the solution found could be up to around 36 times worse than the optimal solution. Although this analysis is based on the worst-case scenario, its practical performance is still questionable. Note that the quality of the solutions also depends on the external TSP algorithm, which is assumed to be optimal in this paper.
A New TSPN Algorithm
In this paper, a new TSPN algorithm is proposed, which also follows the principle of problem decomposition but works in a significantly different procedure. The most distinct character of this TSPN algorithm is that a TSP tour is constructed in the first place, which is based on the starting position s and the centers of n disks:
Step 1. Construct a TSP tour based on ðs; e 1 ; . . . ; e n Þ.
Step 2. Search for a set of n hitting points based on the permutation found in Step 1.
Suppose c is the permutation of sensors in the optimal TSP tour, whereas r is the permutation of disk regions in the optimal TSPN tour. The key heuristic is to use c in place of the unknown r in the search of the optimal hitting points (sensors are to be visited in the same order in both TSP and TSPN tours).
The major advantage is that given the permutation of disks, it is now possible to accurately evaluate the quality of each candidate set of hitting points based on the length of the corresponding tour. Consequently, advanced optimization techniques can be employed to conduct searching and are likely to produce better results than the simple greedy routine used in Algorithm A, which is applied without any knowledge of the permutation of disks.
The validity of this heuristic is established on the inherent relationship between TSPN instances and their TSP counterparts. For example, when the sizes of disks are zero, TSPN is identical to TSP, and the heuristic is strictly accurate. In fact, as long as sensors are distant from each other, and/or the sizes of disks are relatively small compared to the distances among sensors, the heuristic is also likely to be accurate. Certainly, there exist situations where c and r are not exactly identical. Fig. 3 shows an example, where c 6 ¼ r . In the optimal TSP tour shown in Fig. 3a , sensor X is visited between sensors C and D. However, with a large effective range, as shown in Fig. 3b , it could be visited between sensors A and B in the optimal TSPN tour. Note that all other disks are assumed to have zero size to simplify the analysis.
Despite the possible situations where the two permutations are not exactly the same, like most other heuristics, this heuristic is not intended to guarantee optimality, either. Instead, it is used to generate a good estimation of the true permutation ð r Þ, which can be used to dramatically reduce the complexity of TSPN. Although it is difficult to determine whether this heuristic holds for an arbitrary TSPN instance and/or its possible influence on the quality of the solutions found by the TSPN algorithm if it is not strictly accurate, an upper bound on its performance can still be obtained. Since the search for the set of hitting points is based on the optimal permutation of sensors in the TSP tour, the length of the TSPN tour found by the proposed TSPN algorithm is guaranteed to be not more than the length of the optimal TSP tour, even in the worst-case scenario, assuming that a competent optimization algorithm is in use. An extensive experimental study will be conducted in Section 5 to provide some empirical justification on the effectiveness of the proposed TSPN algorithm.
Search Space Reduction
For any disk with nonzero diameter, the locations of hitting points on it are represented by an angle , as shown in Fig. 2 . In general, the range of is ½0; 2 or ½À; . The good news is, given the permutation of sensors, it is possible to specify a tighter range for in order to reduce the size of the search space while having no negative impact on the accuracy of the optimization algorithm.
An obvious fact is that the optimal path connecting the hitting points of two adjacent disks in the tour must be a line segment, which represents the shortest distance. Suppose that there are two disk regions A and B, where A is to be visited immediately after B. All hitting points on A can be regarded as the results of the intersection between the circular boundary of A and lines passing through the hitting points on B.
Based on the above analysis, the distribution of hitting points on A can be worked out, given the diameters and centers of disks. Fig. 4a shows two disks with unequal diameters, where the line connecting their centers is parallel to the horizontal axis. The common external tangent lines of the two disks are also shown. In this case, all possible hitting points on A are restricted on the arc (hitting zone) bounded between the two points of tangency. If both disks are of the same size, then this arc can be represented by angles in the range of ½À=2; =2.
In Fig. 4a , the size of A is greater than that of B, and as a result, the hitting points are distributed in a range represented by ½Àð=2 À Þ; =2 À , where > 0. Given the distance between the two centers D and the two radii r A and r B , the value of is given by
Given D ¼ 6, r A ¼ 3, and r B ¼ 1, as shown in Fig. 4a , the value of is around 0.33998 rad, and the angle values corresponding to all possible hitting points on A are restricted within [À1.2310, 1.2310]. In the more general situation, as shown in Fig. 4b , an offset is required to correctly specify the distribution of hitting points. In this case, the offset value is about 0.4636 rad clockwise, and the new range after adjustment is [À1.6946, 0.7674].
PROBLEM STRUCTURE CHARACTERIZATION
In order to choose the appropriate techniques for an optimization problem, it is often helpful to have some general understanding of its structure. In this section, the search space of the continuous optimization problem in TSPN is investigated through experimental studies. Certainly, a rigorous analysis requires an extensive exploration of the search space and can easily become computationally prohibitive for large problem instances. Consequently, the focus here is on low-dimensional problems, and the results are expected to be used as a general indicator of the problem structure.
Two test problems, F a and F b , were constructed with two and four sensors, respectively (Fig. 5) . The optimal TSP tours are also shown in Fig. 5 , and without loss of generality, it is assumed that sensors are to be visited in the clockwise order.
For the two-sensor problem F a , it is possible to directly visualize its structure. Fig. 6a shows its landscape and contour, where the angles are bounded within ½0; 2 for both disks. It is easy to see that within this range, the problem has a multimodal structure with two minima. Note that although angles 0 rad and 2 rad correspond to the same hitting point: they are maximally distant from each other along the axes. By contrast, the technique for search space reduction significantly reduced the size of the search space, and the new ranges are [À2.1424, 0.5716] for disk 1 and [1.9957, 5.0394] for disk 2.
Note that the specification of the arc in terms of angles may have some impact on the efficiency of optimization algorithms. In the above example, the two boundaries of the arc on disk 1 are represented by angles À2.1424 rad and 0.5716 rad, respectively. If angle 4.1407 rad is in use, which represents the same point on the arc as À2.1424 rad, then two separate intervals ½4:1407; 2 and [0, 0.5716] will be needed to represent the arc. Consequently, optimization algorithms will have to conduct searching in two disconnected spaces.
The landscape and contour of F a within the reduced search space are shown in Fig. 6b , from which the benefit of the proposed technique for search space reduction is evident. It not only reduced the size of the search space of F a but also simplified its structure. The new landscape has a unimodal structure, which is typically easier to be searched than its multimodal counterpart.
When there are more sensors in the problem, it is usually impossible to directly visualize its landscape. Instead, various sampling techniques can be employed to provide an estimation of the global structure of the problem. In the first experiment, 100,000 samples were randomly generated in the four-dimensional (4D) search space bounded within ½0; 2 in each dimension. The quality of each sample was evaluated, and the euclidean distance between each sample and the sample with the highest quality (assumed to be the optimal solution) was also calculated. Fig. 7 shows intuitively the correlation between the quality of samples and their distance to the best sample. In these types of plots, the horizontal axis indicates how close a sample is to the optimum, whereas the vertical axis shows the quality of that sample. Given a large number of samples, these plots can demonstrate the general correlation pattern between quality and distance, which serves as an indicator of the problem structure [11] .
In Fig. 7a , when the distance is less than 3, there is a clear correlation showing that samples closer to the optimum tend to have better quality. However, it also shows that there were many samples of good quality that were distant from the optimum. In general, it indicates that there may be some other optima, and the structure of the problem is likely to be complicated. From the quantitative point of view, the correlation coefficient was 0.3126 in this experiment.
By contrast, there was a much stronger correlation between quality and distance when the sampling experiment was conducted within the reduced search space. As shown in Fig. 7b , the average quality of samples consistently improves as they are getting closer to the optimum. In terms of problem structure, this fact strongly supports the existence of a unimodal landscape or a landscape with the "big valley" structure. The correlation coefficient was 0.9191 in this experiment, which is much higher than in the previous case (0.3126).
The sampling experiments above have provided some empirical evidence on the structure of the continuous optimization problem in TSPN. It is expected that with the proposed technique for search space reduction, these problems are likely to present an approximately unimodal structure. However, being a unimodal problem does not necessarily imply that the problem is trivial. Instead, the problem variables are likely to be dependent on each other, making it inappropriate to conduct searching on each variable independently of others.
For example, Fig. 8 shows three disks A, B, and C to be visited sequentially. If the hitting points on A and C are set to p A and p C , the optimal hitting point on B is then shown as p B . However, if p A and p C are replaced by p 0 A and p 0 C , then the new optimal hitting point on B will move to p 0 B , which is quite different from p B . This example shows that the optimal location of the hitting point on one disk depends on the hitting points on other disks. 
EXPERIMENTS
Optimization Algorithms
The empirical investigation conducted in Section 4 suggests that the structure of the continuous optimization problem in TSPN is likely to resemble a "big valley" as the result of the techniques for problem decomposition and the search space reduction. Also, the problem contains dependences among variables, which means that accurate results cannot be achieved with algorithms that optimize each variable independently, such as line searching and standard hillclimbing algorithms that move along a single dimension at each iteration.
Taking these factors into account, three Evolutionary Algorithms (EAs) [3] were chosen as the optimization techniques, all of which are known to be suitable for searching the "big-valley" landscapes. As one of the simplest EAs, ð1 þ 1Þ-evolution strategy (ES) [16] maintains a population of size 1. In each generation, a new candidate is generated from a Gaussian distribution with a diagonal covariance matrix and will only replace the current solution if it has higher fitness. The other two EAs are EDA mvg [18] CMA-ES [9] based on Gaussian distributions with full covariance matrices. Generally speaking, they employ larger populations and have better global optimization ability and the capability of capturing complex dependence among problem variables.
It should be pointed out that the purpose of the experimental studies here is to demonstrate the advantage of the general principle of the new TSPN algorithm, which is to use a heuristic method to find the permutation of disks and then solve the original TSPN as a continuous optimization problem. It is neither our intention to conduct rigorous comparative studies of different EAs nor to make any general claim on their performance. For this purpose, the parameter values of the EAs under test were not specifically tuned in order to obtain optimal performance. Instead, they were chosen based on default values or general knowledge.
Case Studies
In order to empirically validate the effectiveness of the proposed techniques (referred to as the EA approach in the following), three case studies were conducted on a variety of TSPN instances. Since both Algorithm A and the EA approach require solving TSP as part of their optimization procedures, Concorde [19] , which is a well-known TSP program, was used in all experiments, whereas other competent TSP algorithms would also be appropriate. Note that the distance between each pair of nodes is rounded to the nearest integer in Concorde, and consequently, the lengths of tours are always integers. The results from the EA approach were also rounded in the same manner.
The test problem in the first case study was based on a popular TSP benchmark problem eil51 from TSPLIB [20] with 51 nodes. To create a TSPN instance corresponding to the robot routing problem, a single node was selected arbitrarily as the starting point, whereas the remaining 50 nodes were regarded as sensors. The sizes of the effective ranges were randomly generated to create 50 disks with varying diameters. Fig. 9 shows the layout of the sensors and the location of the starting point. The optimal TSP tour is also shown, which has length 426.
As shown in Section 3.1, in Algorithm A, the hitting point on the smallest disk region is randomly selected. Since the smallest disk in our problems is always the starting point (a disk with zero diameter), its performance is completely deterministic. Fig. 10 shows the TSPN tour found by Algorithm A, which is actually the TSP tour constructed by Concorde based on the set of hitting points selected by Algorithm A. The length of the tour is 354, which is shorter than the TSP tour in Fig. 9 . Note that the permutation of sensors in this TSPN tour is different from the permutation in the optimal TSP tour.
In the EA approach, each individual was represented by a 50-dimensional (50D) vector of angles. The standard deviations of the Gaussian distribution in ð1 þ 1Þ-ES were fixed to 0.01 to ensure high accuracy. All parameters of CMA-ES were automatically set by the algorithm itself based on their default values and the size of the search space (for example, the population size was set to 15). There are two major parameters in EDA mvg : population size and selection ratio. Typically, a large population size is applied to ensure good global optimization ability (1,000 in this case). The selection ratio was set to the recommended value 0.3 (select the top 30 percent individuals). All EAs were allowed 100,000 fitness evaluations, and the quality (length) of the best tour found during the evolution was used as the primary performance metric. Based on this experimental configuration, the performances of the three EAs were found to be very similar to each other. The best tours found typically had length around 320 (with rounding), and the results were consistent across multiple independent trials. An example of the TSPN tours found with length 319 is plotted in Fig. 11 , which is much shorter compared to the tour in Fig. 10 .
In the meantime, the major performance difference was in the convergence speed, which is usually measured by the number of fitness evaluations required to find the optimal solution. In this case, ð1 þ 1Þ-ES and CMA-ES could often find solutions very close to 320 within around 3,000 fitness evaluations, whereas EDA mvg might need 10 times more fitness evaluations. This difference is largely due to the fact that ð1 þ 1Þ-ES and CMA-ES are designed with a strong flavor of local search with very small populations, whereas EDA mvg is more concerned about global optimization with much larger populations. It should be pointed out that the time complexity of CMA-ES is much higher than ð1 þ 1Þ-ES, which means that the real runtime of CMA-ES could be much longer than ð1 þ 1Þ-ES, given the same number of fitness evaluations.
In the above experiments, the EA approach outperformed Algorithm A by a large margin in terms of the quality of the TSPN tours. It is also clear that the tours in Figs. 10 and 11 are different in two aspects: the permutation of sensors and the hitting points. Since an external TSPN algorithm was applied to find the optimal permutations, it makes sense to further compare the two TSPN algorithms in situations where the permutations are identical. In other words, in the second case study, the interest was solely on the difference in the hitting points.
A test problem was created, with 20 nodes uniformly distributed on a circle (radius ¼ 50). Again, one node was chosen as the starting point, whereas other nodes represent sensors with randomly generated effective ranges. With this design, the permutations of sensors used in the two algorithms were likely to be identical. Fig. 12 shows the TSPN tour constructed by Algorithm A, with length 306. In contrast, with the same algorithm setting as in the first case study, a typical TSPN tour found by the EA approach is shown in Fig. 13 , with length 285. The reason for the difference in performance can be partially explained by comparing the two tours visually. In Fig. 13 , the tour intersects with most of the sensors on a single point, which is like an inner tangent circle of the disks. On the other hand, the tour in Fig. 12 , also approximately a circle, intersects with most of the sensors on two points, which are generally farther away from the center (50, 50) than in Fig. 13 .
The third case study was aimed at further testing the potential of the EA approach in solving higher dimensional problems. Three test problems (with 100, 200, and 300 sensors, respectively) were generated with random sensor centers and effective ranges. Special care has been taken to make sure that the disks were not overlapping with each other. Due to the simplified structural complexity, the problems faced by the EA approach in this case can still be effectively solved. Fig. 14 shows the TSPN tour for the 100-sensor routing problem constructed by Algorithm A, with length 1,573. A typical TSPN tour found by the EA approach is shown in Fig. 15 , with length 1387. Apart from the obvious superiority of the EA approach, it is encouraging to see that the convergence speed of ð1 þ 1Þ-ES and of CMA-ES were still reasonably fast, even in such high-dimensional spaces. Similar observations can be also found in additional experiments on the other two test problems (the detailed plots are omitted here).
Summary
There are two major conclusions that can be drawn from the above case studies. First, the proposed EA approach is effective in searching for TSPN solutions. The comparative results of Algorithm A and the EA approach in the three case studies are summarized in Table 1 . Although there is no theoretical proof of its effectiveness, these results can still serve as a solid empirical justification on the soundness of the new TSPN algorithm.
Second, the three EAs used in the case studies are suitable for solving the continuous optimization problem in TSPN. The performance difference among them was also small, especially when compared to the performance of Algorithm A. In general, due to the "big valley" structure of the optimization problems, EAs with good local search capability are likely to perform well. Although the convergence speed of EDA mvg was relatively slow, only the most basic version of EDA mvg was used, and its efficiency can be potentially increased [17] .
Note that only the static version of the routing problem is considered in this paper. In more realistic situations, where the effective ranges of sensors can change in time, it would be preferable to have EAs capable of tracking the optimal solution continuously instead of restarting from the scratch whenever changes happen [10] .
EXTENSIONS
In this section, we will briefly discuss the possibility of applying the EA approach to TSPN, where the distance metric is non-euclidean. For example, suppose that the robot can only move forward and backward or make 90 degree turns. In this case, the distance metric is the Manhattan distance, and it would be interesting to see whether the EA approach can still handle this situation properly. Note that the focus here is on the analysis of the unique features of the Manhattan plane instead of comprehensive experimental studies.
First, the proposed technique for search space reduction is also applicable in the Manhattan case, which means that the hitting point on each disk still only needs to be searched within a restricted range, although it is possible that a path may intersect with the disk in a location outside this range. For example, in Fig. 16 , Path 1 starts from the hitting point X on disk B and intersects with disk A on point P, which is outside the predefined hitting zone. Suppose that Q is the point where the line connecting P and X intersects with disk A. By definition, Q is within the hitting zone on A, and it is always possible to construct a new path (Path 2) that sequentially connects X, Q, and P, which has identical length as Path 1.
Second, in certain situations, the locations of hitting points on some disks may be irrelevant to optimization because they have no influence on the length of the tour. Fig. 17 shows three disks and two different paths connecting them. Once the hitting points on disk A and disk C are fixed, the length of the path connecting the three disks is fixed too, no matter which hitting point on disk B is selected. This feature may be potentially useful in optimization to reduce the dimensionality of the search space.
Finally, a test problem was created with seven sensors to demonstrate the applicability of the new TSPN algorithm. Fig. 18 shows the layout of the disks and the optimal TSP tour with length 30 (without rounding), found by brute-force searching. A typical TSPN tour with length 22.2 constructed by the EA approach is plotted in Fig. 19 . Note that the optimal tour of a TSPN instance in the Manhattan plane is not unique due to the fact that there are numerous paths connecting a pair of hitting points with identical length. Also, the hitting points on some sensors may be arbitrarily selected, as shown in Fig. 17 .
CONCLUSIONS
This paper investigated a special class of TSPN as the highlevel representation of the robot routing problem in wireless sensor networks. In view of the strengths and weaknesses of existing approximation algorithms, a novel EA-based TSPN algorithm was proposed, which can produce significantly improved performance.
There are two major features of the proposed TSPN algorithm that contribute to its success. First, each TSPN instance is decomposed into a combinatorial problem to be solved by an external TSP algorithm and a continuous optimization problem to be solved by the EA. By doing so, the overall difficulty of the original TSPN can be dramatically reduced, and many existing EAs can be applied. Second, with the help of the technique for search space reduction, the structural complexity of the continuous optimization problem can be significantly reduced. In fact, the landscapes to be searched are likely to present a "big valley" structure, which is not particularly challenging for optimization, and a variety of EAs can all be expected to produce very good results.
Although neither Algorithm A nor the EA-based TSPN algorithm can guarantee optimality, their chances in finding the optimal solutions are fundamentally different. For Algorithm A, in order to find the optimal solution of a TSPN instance, the set of hitting points selected must be optimal. Otherwise, the external TSP algorithm stands no chance in producing the optimal tour. However, since Algorithm A employs a simple greedy procedure to select the hitting points, they are very unlikely to be optimal. By contrast, in the EA-based TSPN algorithm, the permutation of sensors found by the external TSP algorithm is more likely to be identical to the permutation in the optimal TSPN tour. Consequently, the EA has much better chance of producing the optimal TSPN tours.
In addition to the analysis and experimental results presented in this paper, some preliminary sampling studies have also been conducted on various random TSPN instances. The initial results confirmed the existence of a clear positive correlation between the lengths of TSP tours and TSPN tours. Furthermore, it is often the case that the optimal TSP tour and the optimal TSPN tour share exactly the same permutation of sensors, which is a strong empirical justification on the reliability and soundness of the EA-based TSPN algorithm.
It should be mentioned that Algorithm A is not restricted to TSPN with disjoint disks and instead can be applied to other types of TSPN, as long as the neighborhoods are fat objects. In the meantime, the EA-based TSPN algorithm is also potentially applicable to TSPN with other shapes of neighborhoods. It is an interesting direction for future work to conduct more experimental studies to compare their performance on other types of TSPN. Another important direction for future work is to consider the situation where the effective ranges of sensors can vary with time. Finally, it would also be interesting to extend our current techniques to the next dimension, where sensors are deployed in 3D spaces (for example, different depths below the sea surface).
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