The soliton solutions of the Degasperis-Procesi equations are constructed by the implementation of the dressing method. The form of the one and two soliton solutions coincides with the form obtained by Hirota's method.
Introduction
In a previous publication [15] we developed the inverse scattering transform (IST) for the Degasperis-Procesi (DP) equation by reducing it to an sl(3) Zakharov-Shabat spectral problem with constant boundary conditions. In [16] we constructed the fundamental analytic solutions of the spectral problem and we also provided a formulation of the IST as a Riemann-Hilbert problem. The construction of the solitons from the discrete spectrum has been outlined in principle by employing the well-known dressing method of Zakharov, Shabat and Mikhailov [59, 60, 52, 55, 56, 51] , see also [27, 29, 34, 10, 41] . The explicit form of the solitons however has not been obtained. The DP solitons are known from the papers of Matsuno [49, 50] , where he used Hirota's method. Thus there remains the important question of the soliton derivation by the methods from spectral theory, such as the dressing method. This paper is aimed at addressing this question. Several significant papers on the spectral theory of the DP equation have appeared. For example, in [4] it is shown that the Riemann-Hilbert formulation of the IST for the DP equation can used to study the long-time behaviuor of the solutions. In [45] the IST for the DP equation on a half-line is studied. In this sense the results of the present study are complementary to those in [15, 4, 49, 50] and contribute to the completeness of the spectral theory of the DP equation, which is similar to the spectral theory of several other integrable equations, like the Kaup-Kuperschmidt equation [43, 58] , the Tzitzeica equations [2, 3] and the Sawada-Kotera equation [54] .
By now the amount of literature on the DP equation is enormous -the equation even has an entry on Wikipedia. Some of the basic facts for the DP equation can be found in [15] and the references therein. The equation is usually written in the form u t − u txx + 3κu x + 4uu x − 3u x u xx − uu xxx = 0,
where κ > 0 is a constant. It was first discovered in [19] in a search for asymptotically integrable PDEs, which have nonlinear terms similar to the famous integrable CamassaHolm (CH) equation [7, 25, 24, 9] . As a matter of fact, in this family of equations there are no other integrable representatives (see [16, 39] ). The Lax pair and other important structures for (DP) are reported in [20, 38] . Like the CH equation, (DP) is also a water-wave equation [42, 16, 40, 36] . A particular feature of the DP equation is that a stronger nonlinearity could allow for the occurence of wave-breaking -a fundamental phenomenon in the theory of water waves that is not captured by other models like the KdV equation (see the discussion in [12] ). The DP equation also admits peakon' solutions [20, 38, 50, 21, 48, 8] . They can be obtained in the limit κ → 0 from the solitary waves [50] and are given explicitly by
where the constant c > 0 represents the wave speed. Such solutions with a peak at the wave crest of course have to be understood as weak solutions [44] . Their shape resembles that of the celebrated 'Stokes wave of greatest height' (see the discussion in [11, 13] ). Note that the peakon solutions are orbitally stable -their shape is stable under small perturbations (see [18, 46] ) -and therefore these wave patterns are detectable.
In this paper, we will apply the dressing method approach to smooth localized solutions to (DP) in order to obtain the smooth regular solitons. More precisely, we consider solutions u(x, t) of class C 1 in t and of Schwartz class regularity with respect to the x-variable (i.e. the solution is smooth and decays to zero faster than any polynomial as |x| → ∞). Moreover, we assume that the solution satisfies the following inequality initially (at time t = 0):
Note that well-posedness and global existence of solutions for (DP) holds within the class of Schwartz functions if the initial data satisfy (1.1), and in this case the validity of (1.1) is ensured at any later time t > 0 (see [22, 35, 47] ). The paper is organised as follows. In Section 2 we present some general facts about the Lax pair formulation of (DP) and the symmetry properties of the isospectral problem. In Section 3 we construct the one-and two-soliton solutions by applying the dressing method.
2 Spectral problem
Lax pair
The Lax pair for the equation (DP) is of third order in the x-derivatives [20] , in contrast to the Lax pair for the CH equation, which has a second order spectral problem [7, 14, 5, 6, 17] .
The Lax representation can be written in the form of a Zakharov-Shabat (ZS)-type matrix spectral problem [15] :
ζ ∈ C is the spectral parameter and φ(x, t) is a SL(3) -matrix-valued function, whose columns, considered as vectors, represent the three linearly independent solutions of the matrix equation. This allows us to take advantage of the existing inbuilt symmetries of the considered equation. More about the ZS system, the AKNS system [1] and their generalisations can be found in [60, 56, 55, 53, 23, 33, 27, 28, 29] .
Let G(x, t) be a SL(3) matrix and let us perform the change of variables φ = Gψ. It transforms (2.2) into
where
we find
Let us change the variables according to
The t-variable can be viewed as an additional parameter rather than a second independent variable. This will be clear in the following section and is due to the fact that the tdependence of the scattering data can be explicitly computed in relatively simple form. For the sake of simplicity, in what follows, we usually omit the t-dependence of the variables, unless this dependence is necessary for the computations. The spectral problem
can be written in the form
where h is a scalar function,
and lim x→±∞ h(x) = 1.
Suppose that x = X(y). It is possible to recover q(x) from h(X(y)), see [15] . We notice that asymptotically y → x when x → −∞. Since
is an integral of motion [20] , for x → ∞ we have that x and y differ only by a constant. Thus lim y→±∞ h(y) = 1.
Automorphisms and reductions
The specific form of the spectral problem in (2.6) is due to the symmetry of the problem under the action of three distinct automorphisms. In other words, the fact that the solution is determined by a single real (scalar) function h, rather than 6 complex functions (which is the case for an arbitrary sl(3) potential) is a consequence of its invariance under one Z 3 automorphism and two Z 2 automorphisms. The automorphisms lead to the reduction of the independent components of the matrix entries of L, M and their action extends to the spectrum and the eigenfunctions. They form a group, known as a reduction group [51] , see also [32, 33, 31, 30] .
Z 3 automorphism
The spectral problem (2.6) has a manifest Z 3 symmetry (invariance):
where ω = e 2πi/3 and
Indeed, one can check that
from where (2.8) follows immediately. Furthermore, one can verify that this invariance holds for all elements of the associated graded Lie-algebra [27] , including
The Z 3 invariance (2.8) applies to the group-valued solutions:
Similar type relations hold for all automorphisms of the spectral problem.
Z 2 automorphisms
The spectral problem possess two additional Z 2 automorphisms, one of which reflects the reality of h(y). The first one leads to
where the overline means complex conjugation of the quantity underneath. The second Z 2 automorphism leads to the following symmetry of the group-valued eigenfunction: Here the dagger stands for a matrix Hermitian conjugation. One can also check that all Z 2 and Z 3 automorphisms are compatible, in the sense that the order of their application to quantities like L, M , ψ does not matter.
Diagonalisation
We call the spectral problem and the associated quantities 'naked' if they are evaluated for the 'trivial' solution u(x, t) ≡ 0, or h ≡ 1:
L 0 and M 0 are the 'naked' matrices, and we note that, due to lim y→∞ u(x(y, t), t) = 0, the asymptotic values are
We also find that
Since L 0 and M 0 commute, they can be simultaneously diagonalized. Let U (λ) be a SL(3) matrix such that
where Λ 1 , Λ 2 , Λ 3 and A 1 , A 2 , A 3 are the eigenvalues of L 0 and M 0 respectively. The eigenvalues of L 0 (λ) are the solutions Λ(λ) of the characteristic equation
Introducing a new spectral parameter k such that
we obtain
and the following expression for the eigenvalues of L 0 :
Furthermore, λ(k) has the property λ(ωk) = ωλ(k) and also
The characteristic polynomial of the matrix 3κ
with roots
where λ(k) is given in (2.15). Thus the eigenvalues of M 0 are (in accordance with [15] )
Dressing method
The dressing method allows the explicit construction of a solution with discrete eigenvalues ψ(y, t, k), starting from a trivial, or 'naked' solution of the spectral problem ψ 0 (y, t, k):
The dressing factor g is analytic in the entire complex λ plane, with the exception of the points of the discrete spectrum. We make the following assumptions in our construction of a dressing factor. First, we allow only simple poles of g and g −1 . The eigenfunctions, and the dressing factors are invariant under the corresponding automorphisms, thus g(λ) is a group element and therefore:
From these symmetries it follows that if g or g −1 have a pole at, say, λ 0 , then they have also poles at −λ 0 , ±ωλ 0 , ±ω
It is also possible for g to have only 3 poles at λ 0 , ωλ 0 and ω 2 λ 0 and then, due to the symmetries, g −1 will have poles at −λ 0 , −ωλ 0 and −ω 2λ 0 . Note that since g is in the Lie group, g −1 should exist everywhere, i.e. det(g) = 0.
One-soliton solution
The one-soliton solution corresponds to one discrete eigenvalue, λ 1 . Let us assume that λ 1 can be chosen real, so that the following choice of g is possible 25) for some residues determined by real A 1 (y, t). With this Anzatz for the dressing factor, the conditions (3.22) and (3.23) are automatically satisfied. The condition (3.24) necessitates
This leads to the following equation for A 1 : 27) which is the condition of the vanishing of the residue at −λ 1 of (3.26). The conditions at the other residues are equivalent due to the action of the reduction group. We seek a solution of the matrix equation (3.27) (see also [52, 27, 2, 3] ), in the form
where |n is a 3-component vector-column, and m| is a 3-component vector-row. It is a straightforward exercise to get the following relation for the components of the two vectors (indexed as usual with indices from 1 to 3):
(3.29)
30)
The equation for the dressing factor g, that follows from the fact that ψ from (3.21) is a solution of (2.6) (and ψ 0 is a 'naked' solution coresponding to h = 1), is 25) , and therefore to differential equations for the vectors ere |n and m|, which are
This is a remarkable result, showing that when |m satisfies a 'naked' equation for a matrix operator −L T 0 at λ = λ 1 :
then |n is an eigenfunction of the spectral problem for the 1-soliton case with a discrete eigenvalue λ = λ 1 . Thus, we obtain explicitly the components m k and then from the algebraic relations (3.29) we determine the unknown n k . Indeed, if V (k) is the matrix, diagonalizing −L T 0 and λ 1 = λ(k 1 ), clearly we can write
where |µ is another arbitrary 3-component vector with components µ j . Computing V (k 1 ) explicitly, we have
(3.36)
Thus, due to (3.29)-(3.31), we know A 1 and the dressing factor g. The next step is to recover the solution u(x, t). It is sufficient to obtain explicitly the change of variables x = X(y, t). Then, in parametric form, we have that u(X(y, t), t) = X t (y, t), cf. [49, 50] .
Recall that when λ = 0 the equation in x for ψ is
with a solution
(3.37)
On the other hand, ψ(x, t, λ = 0) = g(y, t, λ = 0)ψ 0 (y, t, λ = 0) = g(y, t, λ = 0)e −H0y
(3.38)
The computation of g(y, t, λ = 0) produces
Note that from (3.30) n 2 m 2 = 2λ 1 , so that
The two solutions (3.37) and (3.38) must coincide up to an overall numerical constant, which, looking at the second diagonal entry, must be −1. Therefore, a comparison of the 33-elements gives The formal integration of the above equation is straightforward (separation of variables), however we can provide an explicit solution in the form
This can be easily verified using the equations (3.35) for m j . Thus, (3.43) (together with u(X, t) = X t ) is a solution in parametric form (with a parameter y) of the one-soliton DP equation in terms of the scattering data, λ 1 , and seemingly 3 other constants µ j :
X(y, t) = y + ln This expression formally produces smooth solitons for the DP equation u(X(y, t), t) in the variables (y, t) for a wide range of the involved parameters. However, the requirement that X(y, t) must be strictly monotone in y gives additional restrictions on the parameters. These restrictions will be investigated in more details below. Apart from the eigenvalue λ 1 , we expect only one additional constant (from the general theory of action-angle variables). Let us take a closer look at the solution (3.44). Λ j (k 1 ) are roots of the cubic equation (2.14) with λ = λ 1 , and therefore at least one root,
. there are 2 options:
(i) k 1 real, k 1 = ±e l1 for some real l 1 = 0. The case l 1 = 0 will be analysed separately. Then
are complex conjugate. The reality of the expression under ln in (3.44) can be insured by µ 1 =μ 2 , µ 3 -real. In this case, however, both the nominator and the denominator under ln in (3.44) contain oscillatory sin and/or cos terms (irrespective of the possible choices for µ k ) and the function (3.44) is not monotonic (it also develops singularities), i.e. it is not a valid change of variables. Thus we should rule out this option.
(
is real, 1 k1 =k 1 so that |k 1 | = 1 and k 1 = e il1 for some real l 1 . Let us assume that l 1 = 0. Then Λ 1,2 are also real:
The positivity of the denominator in (3.44) can be ensured by choosing all µ j real and positive. There is another issue with the positivity of the nominator: even though µ j can be chosen real and positive, the multipliers Λj (k1)+1 Λj (k1)−1 can not be all simultaneously positive, irrespective of k 1 or l 1 : one can show that their product is always negative, for any choice of l 1 . Therefore, at least one of µ j should be chosen equal to zero, e.g. µ 3 = 0, in order to eliminate the corresponding negative term
Λ3(k1)−1 . Then of course (3.44) depends only on the ratio µ 1 /µ 2 , which is the second constant (related to the 'angle' variable), in addition to the 'action' variable l 1 . This way all terms under ln are positive and well defined. The A j eigenvalues are
With these assumptions and introducing the constants γ 1 and σ as shown below, (3.44) can be written in the form x = X(y, t) = y + ln 52) where the following relations hold
(3.53)
Recall that the choice of l 1 is such that the two factors
Λ1,2−1 are positive. The expression (3.52) is in the same form as in [49, 50] , since one can represent and
Note that γ 1 can be expressed from (3.54) and ln σ is just a trivial additive constant. The implication of (3.57) is that the soliton parameter ν 1 is restricted: −2 ≤ ν 1 ≤ 2. However, there are more restrictions, coming from the condition that the expressions under the radical appearing in (3.53), (3.54) and other places should be positive. This condition is equivalent to
With (3.46) -(3.48) and some elementary trigonometric identities the above inequality gives 4 sin 2 l 1 < 1 which finally leads to |ν 1 | < 1. This is the same restriction as in [49, 50] . In terms of l 1 , we have |l 1 | < π/6.
In [57] it has been shown that it is possible to extend the values of the DP soliton parameters (e.g., ν 1 > 2) in order to obtain 'loop' solitons. These, however, strictly speaking, are not Schwartz class functions (not even functions) and thus such an extension is not possible in our framework.
(iii) For completeness, let us now examine the special case l 1 = 0 when in both (i) and (ii)
with γ 0 = µ3 µ1+µ2 . This can be matched to (3.52), (3.56) for
2 . Therefore (iii) does not provide a new type of solution.
Two-soliton solution
The two-soliton solution corresponds to two discrete eigenvalues, λ 1 and λ 2 . Let us assume that they both can be chosen real, so that the Anzatz for g, based on the possible configuration of the poles, becomes g(y, t, λ) = 1 I + 1 3
for some residues depending on the real quantities A 1 (y, t) and A 2 (y, t). Again, the conditions (3.22) and (3.23) are automatically satisfied. The condition (3.24) is equivalent to
This leads to the following system of equations for
which are the conditions of the vanishing of the residue of (3.62) at −λ 1 and −λ 2 . We seek a solution of the above matrix equations in the form
where |n and |N are 3-component vector-columns, and m| and M | are 3-component vector-rows. The components of the two vectors (indexed, as usual, with indices from 1 to 3) satisfy 3 systems of two equations each. For example n 2 and N 2 are solutions of the system (for known M j and m j ):
This system can be solved explicitly and the following important property can be verified:
Similarly, n 3 and N 3 are solutions of the system
(3.66)
With some algebra one can verify that the determinant of the above system is a complete square:
and one can find the solutions n 3 , N 3 explicitly as well:
(3.68)
The rationale again is that when |m and |M are solutions of the 'naked' spectral problem, evaluated at λ = λ 1 = λ(k 1 ) and λ = λ 2 = λ(k 2 ) correspondingly, then |n and |N are eigenfunctions for the two-soliton solution at these eigenvalues. And they are explicitly obtained now, since m j (y, t) are as before (3.36) , and M j are similar, only evaluated at k = k 2 :
(3.69)
for three new constants η j . Next, evaluating g at λ = 0,
and noting (3.65), we obtain
Like in (3.41), we have (the second diagonal entry is (g) 22 = 1)
This differential equation can be integrated once and solved, using the fact that m j satisfy (3.35) and M j satisfy the same equations at λ = λ 2 : where
Following our experience from the one-soliton solution, we take µ 3 = 0, η 3 = 0 and introduce 
With some algebra, using various identities like
It is more convenient to introduce the following notations, like in [50] :
Redefining
by adding constants to the previous expressions, we finally represent the solution (3.78) in the form X(y, t) = y + ln 1 + ρ 1 e ξ1 + ρ 2 e ξ2 + δρ 1 ρ 2 e ξ1+ξ2 1 + e ξ1 + e ξ2 + δe ξ1+ξ2 + c, (3.81)
Now it is not difficult to spot that this form is equivalent to the 2-soliton solution from [49, 50] , up to adding appropriate constants in the definition of ξ 1 and ξ 2 . The soliton parameters ν n are restricted as before: |ν n | < 1. In [57] , for ν n > 2, modified formulas are used to investigate the interactions of the 'loop' 2-solitons and of a loop and a soliton.
Discussion
In this study the dressing method has been applied to obtain the one-and two-soliton solutions of the DP equation. The solutions coincide with those obtained in [49, 50] by the Hirota method. It seems that the obtained solutions are of wider class. However, the change of variables X(y, t), which should be a monotonic function in y for all t, is enforcing heavy restrictions to the soliton parameters. It remains to give an interpretation to the case when X(y, t) is not monotonic and develops singularities. It could be the case that before and after the breaking (happening at the singularity), these are still DP solutions. Then it should be established if such solutions are conservative or not. The peakon solutions (peaked solitons) appear in the limit κ → 0 [48] . The limit when ν 1 → 1, for the 1-soliton case (to the one-peakon) is explained in [49] .
The dressing factor for the N -soliton solution is g(y, t, λ) = 1 I + 1 3
A n (y, t) λ − λ n + C −1 A n (y, t)C ω 2 λ − λ n + C −2 A n (y, t)C and all steps can be followed. However, the technical level increases significantly. An important question is whether the construction (3.25) and, more generally, (4.82) with a rank one residues A n covers all possible N -soliton solutions of the DP equation. So far there are no indications in the existing literature for other types of solitons. Nevertheless there are several other possibilities for the choice of the dressing factor. This can potentially lead to new types of solitons and remains to be studied in the future. Such choices include (but are not limited to) (i) higher rank residue A 1 , (ii) dressing factor with 6 poles, i.e. with additional poles at −λ 1 , −ωλ 1 and −ω 2 λ 1 , (iii) dressing factor with two eigenvalues which are λ 1 and the complex conjugate λ 2 =λ 1 , then A 2 =Ā 1 etc. Such solitons exist for the Tzitzeica equation [2, 3] . However, they include oscillating sin-cos factors and then X(y, t) is unlikely to be monotonic.
A two-component integrable version of the DP equation is constructed in [26] . Its spectral properties have some similarity to those of the DP equation and it should be possible to apply the methods from [15] and the present paper to this equation. Note that the multidimensional versions of the DP equation are in general non-integrable, but admit singular (peakon-type) solutions [37] .
