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The aim of the present paper is to derive a recursive formula of state estima- 
tion for a parabolic differential system with a “partially unknown input.” Here 
the word “partially” unknown input means that the input term of the system 
is a product of two functions: one is a known function of time variable and of 
spatial variable; the other is an unknown function of spatial variable. It is desired 
to perform the state estimation by identifying the latter function. The formula 
is derived applying tbe results of J. L. Lions for the decoupling of Riccati 
type. 
1. INTRODUCTION 
Notation 
Q: a bounded open set in R”, 
F: the smooth boundary of 0, r = X?, 
t: time variable, t E IO, X[, (X > 0), 
x: spatial variable, x = (x1 , x2 ,..., x,J, 
Q = J-J x IO, T[, 
z = r x 10, X[, 
U: space of solutions, 
E: space of data, 
H = L2(Q): space of square integrable functions on 0, 
V = H,l(Q) = (4 ] 4 jr = 0, + E Hi(Q)}, where W(Q) is the Sobolev space 
of order 1, 
A,: canonical isomorphism of E onto E’, where E’ is the dual space of E, 
L2(0, T, V): space of functions f(t) with values in V such that 
s f ll.mlv dt -=c co, 
L2(Q) =P(O, X; 23): space of functions f(t) with values in H such that 
(( IlfW: dt -=c m) > 
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flftL2(0,T;V),~cLz(0,T: L”) , 
/ 
L”(Q): space of functions essentially bounded on Q, 
U(U; E): space of linear continuous operators of U into E, 
: state variable of the system, y(x), t’) is the value of y at x = x’ and 
t = ;, y(t) eL2(SZ) is the value of y at t = t’, y(v), y(t; v), and y(x, t; V) denote 
the states given v E U, 
C: a linear continuous mapping from L2(9) = H to E, 
A = A(t, x, a/ax): an elliptic operator of second order, 
AY = - & g (%A4 t) y, + aok, 4Y(X, 9, 
where 
a, , aij EL”(Q), 
0, > 01 > 0, rlr~R, 
A*: the adjoint operator of A, 
The spaces mentioned above are Hilbert spaces on R except La(Q). Their norms 
and inner products are denoted by I/ . IlLI, I/ . lIE ,..., and ( , )“, ( , )E ,... etc. 
In particular, the norms of V and H are denoted as /I . 11 and I . I , respectively. 
The paraentheses ( , ) without subscript denotes in general the scalar product 
between a space and its dual. Subscripts are, however, deleted for simplicity 
when no ambiguity arises. a 
Let y = y(x, t) denotes the solution of the following parabolic partial dif- 
ferential equation: 
$f (x, t) + Ark t) = F(x, t)g(x) (~9 t) EQ (1.1) 
ylz=O U-2) 
Ye% 0) = YOW XEQ (1.3) 
where F(x, t) ELM, y,(x) fzL2(52), and g(x) E U. 
We shall assume that the function g(x) is unkonwn, whereas yo(~) and F(x, t) 
are assumed to be specified. Here the basic problem is that of determining the 
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unknown functiong(x) from the observed data in some interval of time. For this 
purpose we shall assume the following observation x(t): 
z(t) = Cy(t> + e(t) 
where z(t) E E, and e(t) denotes an observation error suitably defined. 
We shall consider the following optimization problem in order to identify 
the function g from the observation: 
where 
JT(~) = JOT II WC g) - x(t)lIi dt + m II g ll”u (a > 0). (l-6) 
The above problem has been studied by us [I], [2] in relation to some environ- 
mental problems. It has been proved that an approximation of the true function 
g(x) can be obtained with suitably chosen 01, on the condition that the error 
11 e(t)11 is sufficiently small. 
In this paper we proceed to find a recursive formula of the state estimation 
in the sense that the estimate y(t; gt) of the state is computed with the input g, 
satisfying 
J$ J&d = J&t). (1.7) 
For this purpose we shall study an affine transformation from the adjoint state 
variable characterizing the optimal function g, to the state variable. According 
to the method of Lions [3], the existence of the transformation is proved and the 
equations for it are derived. 
Remark. We shall assume henceforth U = H = P(Q) for simplicity. 1 
2. STATE ESTIMATION FORMULA 
First it should be noted that the optimal function gr for (1.5) is characterized 
bY 
f$+Ay=Fg~ (2.1) 
YIc=O (2.2) 
Y(O) =yo (2.3) 
- g + A’“p, = -C”A,(Cy - z) (2.4) 
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Pl I2 = 0 (2.5) 
P,(T) = 0 (2.6) 
s h? t) Pl(X, 4 dt = %9(x) 
XEJ-2 (2.7) 
0 
where p, = pr(x, t) defined by (2.4), (2.5), and (2.6) denotes the adjoint variable. 
Let us then introduce a “new” state variable w(x, t) and another adjoint 
variable p,(x, 2) by 
respectively. Then we have the following two point boundary value problem: 
y + Ay(t) = F(t) y(t) (2.8) 
Ylz=O (2.9) 
Y(O) =Yo (2.10) 
Wt) - 0 
at 
(2.11) 
fm = + P,(O) (2.12) 
- q + A*p,(t) = -c*n,(cy(t) - z(t)) (2.13) 
Pl IP = 0 (2.14) 
P,(T) = 0 (2.15) 
ap2(t) - - = F(t) PI@) at (2.16) 
Pm = 0 (2.17) 
(t E IO, q. 
Let us consider an affine transformation 
(2.18) 
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It will be shown later by formal calculation that the operator P,,(t), P12(t), Pa(t), 
P&t), and the functions rI(t), r2(t) satisfy 
-+ + API, + P,,A* - FPzl - P,,F + P,,C*A,CP,, = 0 
PdO) = 0 
9 + API2 - FPzz + P,,C*A,CP,, = 0 
PdO) = 0 
+ + P,,A* - P,,F + P,lC*A,CPl, = 0 
PdO) = 0 
-q$ + P,,c*A&P,, = 0 
P,,(O) = -t;l 
(2.19) 
(2.20) 
(2.21) 
(2.22) 
(2.23) 
(2.24) 
(2.25) 
(I: identity operator) (2.26) 
2 + AY, - FY, + P,,C*A,(C?; - x) = 0 (2.27) 
r3 IP = 0 (2.28) 
r1(0) = Yo (2.29) 
2 + P,,C*A,(Cr, - z) = 0 (2.30) 
Y,(O) = 0. (2.31) 
More precisely, we have 
THEOREM. Under the hypotheses of Section 1 and Section 2, the operator 
and the function 
> (2.32) 
(2.33) 
satisfy the following: 
(1) w* = w, (2.34) 
(2) P(t) h, h)HxH 2 0, for h E H x H, (2.35) 
(3) I g(t) h I HUH < constant . I h lHXH , (2.36) 
(4) PlJt), Pdt), P31(t), P&t) satisfy (2.19) - (2.26) in the foZZowing sense, 
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g (Pllrld + p11(- 2 + A*%) + APllrll - Fpzlrll - Pl2% 
+ P,lc*&cp,l~, = 0 
P,,(O) = 0 
g (P21171) + p21(- $$ + A*%) - p22h+ p21c*&cP,P?l = 0 
P,,(O) = 0 
; P22rl2) + p22 (- *) + p2lc*&cP,2rl2 = 0 
(2.37) 
(2.38) 
(2.39) 
(2.40) 
(2.41) 
(2.42) 
(2.43) 
P&O) = ;I (2.44) 
for any vi , Q such that 
71 > 72 E wo, T) 
and 
- g + A4*q1 ELfyO, T; H), % EL2(0, T; H), 
mo~eovti rl(t) and y2(t) satisfy (2.27), (2.28), (2.29), and (2.30), (2.31), respectively, 
(5) B and 2 thus de$ned are unique. fl 
Remark. The operator 9 and the function W provide a recursive state estima- 
tion formula in the sense that when the observed data Z(T) (0 < 7 < t) is given, 
the equations y(t; gt) = rl(t) and g, = r2(t) are valid with Jt(gt) = InfJ,(g). 
(Note that the cost functional Jt(g) is just defined by the data Z(T) (0 < T < t). 
On the other hand, from (2.15) and (2.17) it is clear that y(T; g ) = rl( T) and 
g, = r2(t). Putting t = T, we can easily deduce the above.) 1 
3. PROOF OF THE THEOREM 
First let us derive the condition for the optimality (2.7). Note that the optimal 
solution g, satisfies the Euler equation 
J&T) f# = 0 for$E H. (3.1) 
STATE ESTIMATION FORMULA 437 
Let p, = p,(x, t) be defined by (2.4) - (2.6). Then we have 
= j-, (- f- F(x> 0 p,(x, 0 dt + (~gr(4) $64 dQ 
which proves the equation (2.7). H ence it is clear that the equations (2.1) - (2.7) 
are transformed into the system (2.8) - (2.17). 
Then, let us consider the following system of evolution equation on 
42 = H,1(sz) x cysz), 
where 
gy+dy=o tElO> T[ (3.2) 
Y(O) = Yo (3.3) 
Y = (:‘,) 9 (3.4) 
(3.5) 
(3.6) 
Note that 
4 c x = U(Q) x L2(sz) c w, 
and that there exists X > 0 such that 
(d0,0) + A I0 I2 3 alI0 II2 for0 = 
( 1 
;; Gf42l (3.7) 
because 
~~0~0~~~Il~,ll2--CI~Il~2l~~ll~1ll2-~~I~1l2+l~2l2~ 
3 (II 41 /I2 + I42 I”) - ($ + a) (I 41 I2 + Id2 12h 
Then, the result of Lions ([3], Chapter 3) may be applied and we have 
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i.e., 
(3.8) 
Let us introduce the adjoint variable 
P= ( 1 
p1 E W(0, T) 
P2 
where 
- $- + ,02*p = %‘*&(gy - z) in Q w 
P(T) = 0 (3.10) 
and 
,+? = (C O), v* = (“,*) , (3.11) 
d* =(“_*, ;, . (3.12) 
It is clear that the variables p, and p, above introduced are nothing but those 
defined in the previous section, hence the condition for the optimality is 
p,(O) - ov(0) = 0. (3.13) 
Let us consider the affine transformation 
y=Bp+r. (3.14) 
Then, applying the results of Lions [3] or Bensoussan [4] for Riccati decoupling, 
we have (cf. [4], Chapter 2), 
for 
&!*0) +m*&w0 + d9J0 = 0. (3.15) 
P(O) = 3 (3.16) 
0 E w-(0, T) 
$ + cd-*0 eLZ(O, T; X), 
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and also 
where it has been proved that the operator B uniquely exists and satisfy (2.34), 
(2.35), and (2.36). It is easy to see that the theorem is valid by writing the above 
relations componentwise. For example, let 
then (3.15) means 
Putting $a = 0 (resp. 4, = 0) and making ~$i (resp. $s) arbitrary, we have (2.37) 
and (2.41) (resp. (2.39) and (2.43)). In th e same manner, putting Y = col.(r, , ?a), 
we can prove (2.27) and (2.30), and so on. 1 
4. CONCLUDING REMARKS 
In the present paper we have derived a recursive formula for the state estima- 
tion with an unknown functional parameter g(x) in the forcing term. The 
technique applied here is that of “transforming unknown parameters into 
additional state variables”, which has been extensively used in the field of 
parameter estimation theory in lumped parameter systems. (For example, see 
Sage and Melsa [5].) 
With some modifications the same method as we studied here may be 
applicable to other linear parameter estimation problems. On the other hand a 
far more difficult problem is that of estimating nonlinear functional parameters 
in distributed systems. In the presence of nonlinearity the above technique can 
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not be applied, and there seems to have been few studies for distributed para- 
meter systems: there is much room for more extensive and detailed investigations 
both in mathematical sense and in practical viewpoint. 
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