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Abstract. In the present paper we extend the “torus gauge fixing” approach by Blau and
Thompson, which was developed in [10] for the study of Chern-Simons models with base man-
ifolds M of the form M = Σ × S1, in a suitable way. We arrive at a heuristic path integral
formula for the Wilson loop observables associated to general links inM . We then show that the
right-hand side of this formula can be evaluated explicitly in a non-perturbative way and that
this evaluation naturally leads to the face models in terms of which Turaev’s shadow invariant
is defined.
Key words: Chern-Simons models, Quantum invariants, White noise analysis
AMS subject classifications: 57M27, 60H40, 81T08, 81T45
1. Introduction
The study of the heuristic Chern-Simons path integral functional in [44] inspired the following
two general approaches to quantum topology:
(A1) The perturbative approach based on the Chern-Simons path integral in the Landau gauge
(cf. [20, 9, 8, 6, 14, 7, 5]).
(A2) The non-perturbative “quantum group approach” that comes in two different versions:
the “surgery” version (cf. [37, 38] and the first part of [40]) and the “state sum” or
“shadow” version (cf. [32, 42, 41] and the second part of [40]).
While for the first approach the relationship to the Chern-Simons path integral is obvious it is
not fully understood yet how the expressions that appear in the second approach are related to
the Chern-Simons path integral. In other words the following problem has so far remained open
(cf., e.g., [18]):
(P1) Derive the algebraic expressions (in particular, the R-matrices resp. the quantum 6j-
symbols) that appear in approach (A2) directly from the Chern-Simons path integral.
Approach (A2) is considerably less complicated than approach (A1). Thus it is reasonable
to expect that if one can solve problem (P1) then the corresponding path integral derivation
will be less complicated than the path integral derivation2 given in [20, 9, 8, 6, 14, 7, 5]. One
could therefore hope that after having solved problem (P1) one can make progress towards the
solution of the following problem, which can be considered to be one of the major open problems
in quantum topology (cf. [33]):
(P2) Make rigorous sense of the heuristic path integral expressions for the Wilson loop ob-
servables (WLOs) that were studied in [44] (cf. formula (3.1) below).
As a first step towards the solution of problem (P2) one can try to solve the following weakened
version:
(P2)’ Make rigorous sense either of the original path integral expressions for the Wilson loop
observables or, alternatively, of those path integral expressions that arise from the orig-
inal ones after one has fixed a suitable gauge.
1Email: atle.hahn@gmx.de
2we remark that while the final perturbation series appearing in approach (A1) is rigorous (cf. [5]) the path
integral expressions that are used for its derivation are not
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The aim of the present paper is to give a partial solution of problems (P1) and (P2)’. In
order to do so we will concentrate on the special situation where the base manifold M of the
Chern-Simons model is of the formM = Σ×S1 and then apply the so-called “torus gauge fixing”
procedure which was successfully used in [10] for the computation of the partition function of
Chern-Simons models on such manifolds (cf. eq. (7.1) in [10]) and for the computation of the
Wilson loop observables of a special type of links in M , namely links L that consist of “vertical”
loops (cf. eq. (7.24) in [10], see also our Subsec. 6.2). The first question which we study in the
present paper is the question whether is is possible to generalize the formulae (7.1) and (7.24) in
[10] to general links L in M . The answer to this questions turns out to be “yes”, cf. Eq. (3.31)
below.
Next we study the question whether it is possible to give a rigorous meaning to the heuristic
path integral expressions on the right-hand side of Eq. (3.31). Fortunately, it is very likely that
also this question has a positive answer (cf. [25] and point (4) in Subsec. 7.2). In fact, due
to the remarkable property of Eq. (3.31) that all the heuristic measures that appear there are
of “Gaussian type” we can apply similar techniques as in the axial gauge approach to Chern-
Simons models on R3 developed in [19, 4, 21, 22]. In particular, we can make use of white noise
analysis and of the two regularization techniques “loop smearing” and “framing”.
Finally, we study the question if and how the right-hand side of Eq. (3.31) can be evaluated
explicitly and if, by doing this, one arrives at the same algebraic expressions for the corresponding
quantum invariants as in the shadow version of approach (A2). It turns out that also this
question has a positive answer, at least in all the special cases that we will study in detail.
The present paper is organized as follows. In Sec. 2 we recall and extend the relevant
definitions and results from [10, 12, 23, 24] on Blau and Thompson’s torus gauge fixing procedure.
In Secs 3.1–3.3, we then apply the torus gauge fixing procedure to Chern-Simons models with
compact base manifolds of the form M = Σ × S1. After introducing a suitable decomposition
A⊥ = Aˆ⊥ ⊕ A⊥c in Subsec. 3.4 we finally arrive in Subsec. 3.5 at the aforementioned heuristic
path integral formula (3.31) for the WLOs.
The rest of the paper is concerned with the question how one can make rigorous sense of
(the inner integral in) the heuristic formula (3.31) and how one can evaluate its right-hand side
explicitly. We proceed in three steps. In Sec. 4 (Step 1) we briefly summarize the rigorous
realization of the integral functional Φ⊥B found in [23] and we then show in Sec. 5 how the whole
inner integral can be realized rigorously and evaluated explicitly (Step 2). In Sec. 6 we then
evaluate the whole right-hand side of formula (3.31) (Step 3) in several special cases. First we
consider the case where the group G is Abelian (cf. Subsec. 6.1). Next we consider the case
where G = SU(2) and where the link L consists exclusively of “vertical” loops (this case was
already studied successfully in Sec. 7.6 in [10]). In Subsec. 6.3 we then study the case where
G = SU(2) and where the link L has no double points, and demonstrate how in this situation
the face models by which the shadow invariant is defined arise naturally. Finally, in Sec. 7
we comment on the results to be expected when completing the computations for the WLOs of
general links, which we plan to carry out in the near future, and we then give a list of suggestions
for additional generalizations/extensions of the results of the present paper.
Convention: In the present paper, the symbol “∼” will denote “equality up to a multiplicative
constant”. Sometimes we allow this multiplicative “constant” to depend on the “charge” k of
the model, but it will never depend on the link L which we will fix in Subsec. 3.1 below.
2. Torus gauge fixing for manifolds M = Σ× S1
Let M be a smooth manifold of the form M = Σ × S where S ∈ {S1,R} and let G be a
compact connected Lie group with Lie algebra g. For X ∈ {M,Σ} we will denote by AX the
space of all smooth g-valued 1-forms on X and by GX the group of all smooth G-valued functions
on X. In the special case X =M we will often write A instead of AX and G instead of GX .
We now fix a point σ0 ∈ Σ and a point t0 ∈ S
1. In [23, 24] we consider only the special case
t0 = 1 ∈ S
1 (∼= {z ∈ C | ‖z‖ = 1}). In the present paper we will not assume this anymore.
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2.1. Quasi-axial and torus gauge fixing: the basic idea. In order to motivate the definition
of quasi-axial gauge fixing for manifolds of the form M = Σ×S1 we first recall the definition of
axial gauge fixing for manifolds of the form M = Σ× R.
Let M = Σ × R and let ∂∂t (resp. dt) denote the vector field (resp. 1-form) on R which is
induced by idR : R → R. By lifting
∂
∂t and dt to M = Σ × R in the obvious way we obtain
a vector field and a 1-form on M which will also be denoted by ∂∂t resp. dt. Clearly, every
A ∈ A = AM can be written uniquely in the form A = A
⊥ + A0dt with A0 ∈ C∞(M, g) and
A⊥ ∈ A⊥ := {A ∈ A | A( ∂∂t) = 0}.
Let us now consider manifolds M of the form M = Σ × S1. In this situation ∂∂t will denote
the vector field on S1 which is induced by the curve
iS1 : [0, 1] ∋ s 7→ exp(2πis) ∈ {z ∈ C | ‖z‖ = 1} ∼= S
1 (2.1)
and dt the 1-form on S1 which is dual to ∂∂t . Again we can lift
∂
∂t and dt to a vector field resp. a
1-form on M , which will again be denoted by ∂∂t resp. dt. As before every A ∈ A can be written
uniquely in the form A = A⊥ + A0dt with A⊥ ∈ A⊥ and A0 ∈ C∞(M, g) where A⊥ is defined
in total analogy to the Σ× R case by
A⊥ := {A ∈ A | A( ∂∂t) = 0} (2.2)
However, there is a crucial difference between the case M = Σ×R and the case M = Σ×S1.
For M = Σ × R the condition A0 = 0 (which is equivalent to the condition A ∈ A
⊥) defines a
gauge. More precisely: Every 1-form A ∈ A is gauge equivalent to a 1-form in A⊥. By contrast
for M = Σ× S1 the condition A0 = 0 does not define a gauge. There are 1-forms A which are
not gauge equivalent to any 1-form in A⊥. For example this is the case for any 1-form A with
the property that the holonomy P exp(
∫
lσ
A) is not equal to 1 for some σ ∈ Σ. Here lσ denotes
the “vertical” loop [0, 1] ∋ s 7→ (σ, iS1(s)) ∈ M “above” the fixed point σ ∈ Σ. This follows
immediately from the two observations that, firstly, P exp(
∫
lσ
A⊥) = 1 for every A⊥ ∈ A⊥ and,
secondly, for two gauge equivalent 1-forms A1 ∈ A and A2 ∈ A the corresponding holonomies
P exp(
∫
lσ
A1) and P exp(
∫
lσ
A2) are conjugated to each other.
Thus, in order to obtain a proper gauge we have to weaken the condition A0 = 0. There are
two natural candidates for such a weakened condition.
1. Option: Instead of demanding A0(σ, t) = 0 for all σ ∈ Σ, t ∈ S
1 we just demand that
A0(σ, t) is independent of the second variable t, i.e. we demand that A0 = B holds where
B ∈ C∞(Σ, g) ⊂ C∞(M, g) (“quasi-axial gauge fixing”).
2. Option: We demand, firstly, that A0(σ, t) is independent of the variable t and, secondly,
that it takes values in the Lie algebra t of a fixed maximal torus T ⊂ G (“torus gauge fixing”).
Accordingly, let us introduce the spaces
Aqax := A⊥ ⊕ {Bdt | B ∈ C∞(Σ, g)} (2.3)
Aqax(T ) := A⊥ ⊕ {Bdt | B ∈ C∞(Σ, t)} (2.4)
2.2. Some technical details for quasi-axial gauge fixing. Let us first analyze when/if
quasi-axial gauge fixing really is a “proper” gauge fixing in the sense that every gauge field is
gauge-equivalent to a “quasi-axial” gauge field. In order to answer this question we start with a
fixed gauge field A ∈ A and try to find a Aq = A⊥ + Bdt ∈ Aqax, A⊥ ∈ A, B ∈ C∞(Σ, g), and
an element Ω˜ of the subgroup3 G˜ := {Ω ∈ G | Ω(σ, t0) = 1 for all σ ∈ Σ} of G such that
A = Aq · Ω˜ = (A⊥ +Bdt) · Ω˜ (2.5)
3it is more convenient to work with the subgroup G˜ of G here. We remark that G is the semi-direct product of
G˜ and GΣ ⊂ G. The factor GΣ will be taken care of in Sec. 2.4 below.
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holds. Here “·” denotes the standard right operation of G on A (the “gauge operation”; cf.
Appendix C below). Taking into account that Eq. (2.5) implies
gA(σ) := P exp(
∫
lσ
A) = P exp(
∫
lσ
A⊥ +Bdt) = exp(B(σ)) ∀σ ∈ Σ (2.6)
where lσ denotes again the “vertical” loop above the point σ it is clear that in order to find
such a Aq ∈ Aqax one first has to find a lift B : Σ → g of gA : Σ → G w.r.t. the projection
exp : g → G. In order to find such a lift B it is tempting to apply the standard theory of
coverings, see e.g. [29]. What complicates matters somewhat is that exp : g → G is not a
covering if G is Non-Abelian. On the other hand exp : S∗ → Greg where Greg denotes the set
of all “regular”4 elements of G and where S∗ is any fixed connected component of exp−1(Greg)
is a (connected) covering. So if gA : Σ → G takes only values in Greg then we can apply the
standard theory of coverings and conclude that at least in the following two situations there is
a (smooth) lift B : Σ→ S∗ of gA:
i) Σ is simply-connected. In this case the existence of the lift B follows from the well-known
“Lifting Theorem”.
ii) G is simply-connected. In this case the existence of the lift B follows from the fact that
then also Greg is simply-connected (cf. [15], Chap. V, Sec. 7) and, consequently, the
covering exp : S∗ → Greg is just a bijection.
Accordingly, let us assume for the rest of this paper that G or Σ is simply-connected.
Once such a lift B is found it is not difficult to find also a Ω˜ ∈ G˜ and a A⊥ such that (2.5) is
fulfilled with Aq := A⊥ +Bdt. Thus if Σ or G is simply-connected then Areg ⊂ Aqax · G˜ where
Areg := {A ∈ A | gA : Σ→ G takes values in Greg} (2.7)
It can be shown that the codimension of the subset G\Greg of G is at least 3. So in the special
case when dim(Σ) = 2 it is intuitively clear that for “almost all” A ∈ A the function gA will
take values in Greg. In other words: the set A\Areg is then “negligible”. Accordingly, let us
assume for the rest of this paper that Σ is 2-dimensional.
2.3. The Faddeev-Popov determinant for quasi-axial gauge fixing. Let us begin with
some general remarks. Assume that Agf is a “gauge fixing” linear
5 subspace of A, i.e. a linear
subspace with the property that
q : Agf × G ∋ (A,Ω) 7→ A · Ω ∈ A
is a bijection. Let us fix a linear bijection6 (Agf )
⊥ → C∞(M, g) or, equivalently, a linear
surjective map F : A → C∞(M, g) with ker(F ) = Agf .
Using the standard physicists procedure (cf., e.g., [35]) we obtain, informally, for every gauge-
invariant (i.e. G-invariant) function χ : A → C∫
A
χ(A)DA =
∫
A
χ(A)△FP [A]δ(F (A))DA (2.8)
where is DA is the informal “Lebesgue measure” on A and △FP is the so-called “Faddeev-
Popov-determinant associated to F” (cf. Sec. 3.1 in [35]). Since F is linear, the expression on
the r.h.s. of Eq. (2.8) can be simplified and we obtain7∫
A
χ(A)DA ∼
∫
Agf
χ(A)△FP [A]DA (2.9a)
4i.e. the set of all g ∈ G such that g is contained in a unique maximal torus of G
5in view of the discussion after Eq. (2.10) below let us mention that the condition that Agf is a linear subspace
can be weakened, cf. Remark C.3 and Remark C.4 in Appendix C
6here and later, when we introduce DA, we assume implicitly that we have fixed a scalar product on A
7this step (and the meaning of the notation δ(F (A)) above) should become clear by considering a simple finite-
dimensional analogue: for φ ∈ C∞(R2,R) and F : R2 → R given by F (x) = x2 the finite dimensional analogue of
the argument above is
∫
R2
φ(x)δ(F (x))dx =
∫
R
∫
R
φ(x1, x2)δ(x2)dx2dx1 =
∫
R
φ(x1, 0)dx1 =
∫
ker(F )
φ(x)dx where
the last dx is the normalized Lebesgue measure on ker(F ) = R× {0} equipped with the scalar product inherited
from R2. For a more general linear form F : R2 → R equality will hold only up to a multiplicative constant
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For A ∈ Agf the value △FP [A] is given explicitly by
△FP [A] = det
( δF (A·exp(η))
δη |η=0
)
(2.9b)
where δF (A·exp(η))δη |η=0 is a physicist type of notation for the (informal) total derivative of the
map C∞(M, g) ∋ η 7→ F (A · exp(η)) ∈ C∞(M, g) in the point 0 ∈ C∞(M, g).
For the convenience of the reader we will give in Appendix C a direct derivation of Eqs.
(2.9a)–(2.9b), which may be more accessible for readers with a mathematics background than
the standard derivation of Eqs. (2.9a)–(2.9b) in the physics literature.
Let us now come back to the situation relevant for us. As in the previous subsection fix an
arbitrary connected component S∗ of exp−1(Greg) ⊂ g. Moreover, set
A˜gf := A
⊥ ⊕ C∞(Σ, S∗)dt ⊂ Aqax ∩ Areg (2.10)
Observe that A˜gf is not a gauge fixing subspace of A. However, it has the following analogous
property: the map
q˜ : A˜gf × G˜ ∋ (A, Ω˜) 7→ A · Ω˜ ∈ Areg
is a bijection, cf. Proposition 3.1 in [23] and Proposition 3.1 in [24]. We can therefore
hope to be able to derive an analogue of Eqs. (2.9a)–(2.9b) where the role of G = C∞(M,G) =
C∞(Σ×S1, G) is played by the group G˜ = {Ω ∈ G | Ω(σ, t0) = 1 for all σ ∈ Σ} and the role of the
space C∞(M, g) = C∞(Σ × S1, g), which arises naturally as the informal (infinite-dimensional)
“Lie algebra” of G, will be played by the space
C˜∞(Σ× S1, g) := {f ∈ C∞(Σ × S1, g) | f(σ, t0) = 0 ∀σ ∈ Σ} (2.11)
which can be considered as the informal “Lie algebra” of G˜. Beside the space C˜∞(Σ×S1, g) let
us also introduce the space
Cˇ∞(Σ × S1, g) := {f ∈ C∞(Σ× S1, g) |
∫
f(σ, t)dt = 0 ∀σ ∈ Σ} (2.12)
It is not difficult to see that the map
∂
∂t : C˜
∞(Σ × S1, g)→ Cˇ∞(Σ× S1, g) (2.13)
is a well-defined bijection and that the linear map F : A → Cˇ∞(Σ×S1, g) given by F (A) = ∂∂tA0
is a well-defined surjection with ker(F ) = Aqax.
Taking into account that the set A\Areg is “negligible” when dim(Σ) = 2 and modifying the
derivation of Eqs. (2.9a)–(2.9b) in Appendix C in an appropriate way8 we obtain, informally,
for every G˜-invariant function χ : A→ C∫
A
χ(A)DA =
∫
Areg
χ(A)DA ∼
∫
A˜gf
χ(A)△FP [A]DA (2.14a)
where for each A ∈ A˜gf we have set
△FP [A] := det
(
∂
∂t
−1
· δF (A· ˜exp(η˜))δη˜ |η˜=0
)
(2.14b)
Here ˜exp : C˜∞(Σ×S1, g)→ G˜ is given by ( ˜exp(f))(x) = expG(f(x)) for f ∈ C˜∞(Σ×S1, g) and
x ∈ M = Σ × S1 and the zero element 0 refers to the space C˜∞(Σ × S1, g). Moreover, ∂∂t
−1
is
the inverse of the bijection (2.13) above.
8Clearly, A˜gf and Areg are not linear spaces but they can be considered as “open” subspaces of the vector
spaces Aqax and A in the sense of Remark C.4 in Appendix C. Thus, informally, we have the identifications
TAAreg ∼= A for each A ∈ Areg ⊂ A and TA0A˜gf ∼= A
qax for each A0 ∈ A˜gf ⊂ A
qax and we can therefore
consider each dq˜|(A0,Ω), A0 ∈ A˜gf , Ω ∈ G˜ as a linear map A
qax ⊕ C˜∞(Σ × S1, g) → A. We now choose
Ψ : A → Aqax ⊕ C˜∞(Σ × S1, g) to be a linear isomorphism with the extra property Ψ2 = ∂∂t
−1
· F and define
△FP [A0] for A0 ∈ A˜gf by the analogues of Eqs. (C.18) and (C.20) in Appendix C. SettingH := Ψ◦q˜◦(idAqax , ˜exp)
we obtain △FP [A0] = det
(
δH2(A0,η˜)
δη˜ |η˜=0
)
= det
(
∂
∂t
−1
· δF (A0·exp(η˜))
δη˜ |η˜=0
)
for each A0 ∈ A˜gf
6 AN ANALYTIC APPROACH TO TURAEV’S SHADOW INVARIANT
After a short computation we obtain the following explicit expression
△FP (A
⊥ +Bdt) = det
(
∂
∂t
−1
· δF ((A
⊥+Bdt)· ˜exp(η˜))
δη˜ |η˜=0
)
= det
(
∂
∂t
−1
·
(
∂
∂t + ad(B)
)
· ∂∂t
)
= det
(
∂
∂t + ad(B)
)
(2.15)
where ∂∂t + ad(B) is the obvious operator on Cˇ
∞(Σ× S1, g).
The last determinant can be evaluated explicitly in several ways, for example by using a
suitable ζ-function regularization. By doing so we obtain9
det
(
∂
∂t + ad(B)
)(∗)
∼ det
(
( ∂∂t + ad(B))|Cˇ∞(Σ×S1,g0))
)
∼ det
(∑∞
n=0
(ad(B)|g0 )
n
(n+1)!
)
(2.16)
where the space Cˇ∞(Σ × S1, g0) is defined in an analogous way as the space Cˇ∞(Σ × S1, g)
and where on the right hand side ad(B)|g0 is a short notation for the obvious linear operator
ad(B)|C∞(Σ,g0) : C
∞(Σ, g0)→ C∞(Σ, g0).
Combining Eqs. (2.14)–(2.16) we now arrive at10∫
A
χ(A)DA ∼
∫
C∞(Σ,S∗)
[∫
A⊥
χ(A⊥ +Bdt)DA⊥
]
det
(∑∞
n=0
(ad(B)|g0 )
n
(n+1)!
)
DB (2.17)
where DA⊥ resp. DB is the informal Lebesgue measure on A⊥ resp. C∞(Σ, g).
2.4. From quasi-axial to torus gauge fixing. Let us fix an Ad-invariant scalar product (·, ·)g
on g and, once and for all, a maximal torus T of G. The Lie algebra of T will be denoted by t.
We set
g0 := t
⊥ (2.18)
where t⊥ denotes the (·, ·)g-orthogonal complement of t in g. Moreover, let us fix an open
“alcove” (or “affine Weyl chamber”) P ⊂ t and set S∗ := P · G where “·” denotes the right
operation of G on g given by B · g = g−1Bg. (Note that P ·G is indeed a connected component
of exp−1(Greg)). We then have
P ∼= S∗/G (2.19)
π∗(dx) = det(− ad(x)|g0)dx (2.20)
Here π : S∗ → S∗/G ∼= P is the canonical projection, dx denotes both the restriction of Lebesgue
measure on t onto P and the restriction of Lebesgue measure on g onto S∗, and, finally, π∗(dx)
is the image of the measure dx on S∗ under the projection π. In view of GΣ = C∞(Σ, G) and
Eqs. (2.19) and (2.20) one could expect naively that
C∞(Σ, P ) ∼= C∞(Σ, S∗)/GΣ (2.21)
π∗(DB) = det(− ad(B)|g0)DB (2.22)
holds where π : C∞(Σ, S∗)→ C∞(Σ, S∗)/GΣ is the canonical projection and where DB denotes
both the restriction of the informal “Lebesgue measure” on C∞(Σ, g) onto C∞(Σ, S∗) and the
restriction of the informal “Lebesgue measure” on C∞(Σ, t) onto C∞(Σ, P ).
However, there are well-known topological obstructions (cf. [12], [23]), which prevent Eq.
(2.21) from holding in general. Before we take a closer look at these obstructions in the general
case let us restrict ourselves for a while to those (special) situations where Eq. (2.21) does hold
(this will be the case if Σ is non-compact, cf. the discussion below). As the operation of GΣ on A
is linear and as it leaves the subspace A⊥ of A and the informal measure DA⊥ on A⊥ invariant
we can conclude, informally, that the function χ˜(B) : C∞(Σ, g) ∋ B 7→
∫
χ(A⊥+Bdt)DA⊥ ∈ C
9 for step (∗) observe that the operator ∂
∂t
+ ad(B) on Cˇ∞(Σ × S1, g) ∼= Cˇ∞(Σ × S1, g0) ⊕ Cˇ
∞(Σ × S1, t)
coincides with ∂
∂t
on the subspace Cˇ∞(Σ× S1, t)
10observe that in the published version of this paper (and also in [23, 24]) we used a wrong variant of
this formula where instead of the factor det
(∑∞
n=0
(ad(B))n
(n+1)!
)
the factor det
(
∂
∂t
+ ad(B)
)
det
(∑∞
n=0
(ad(B))n
(n+1)!
)
∼
det
(∑∞
n=0
(ad(B))n
(n+1)!
)2
appeared (in this footnote we write simply ad(B) instead of ad(B)|g0). However, this did
not affect the final formulas at the end of the paper since after the replacements in Sec. 3.5 below this error was
implicitly corrected
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is GΣ-invariant (here χ is as in Subsec. 2.3). Moreover, the function B 7→ det
(∑∞
n=0
(ad(B)|g0 )
n
(n+1)!
)
on C∞(Σ, g) is GΣ-invariant as well. In the special situations where Eq. (2.21) holds we therefore
obtain, informally,∫
A
χ(A)DA ∼
∫
C∞(Σ,S∗)
χ˜(B) det
(∑∞
n=0
(ad(B)|g0 )
n
(n+1)!
)
DB
(∗)
=
∫
C∞(Σ,P )
χ˜(B) det
( ∞∑
n=0
(ad(B)|g0 )
n
(n+1)!
)
· det
(
− ad(B)|g0
)
DB
=
∫
C∞(Σ,P )
∫
χ(A⊥ +Bdt)DA⊥ det
(
1g0 − exp(ad(B)|g0)
)
DB (2.23)
where 1g0 is the identity operator on C
∞(Σ, g0). Here step (∗) follows from Eqs. (2.21), (2.22)
and the relations χ˜ = χ˜ ◦ π and det(
∑∞
n=0
(ad(·)|g0 )n
(n+1)! ) = det(
∑∞
n=0
(ad(·)|g0 )n
(n+1)! ) ◦ π.
Remark 2.1. For later use (cf. the discussion at the end of Sec. 3.4 below) let us remark that
the expression det
(
1g0 − exp(ad(B)|g0)
)
on the r.h.s. of Eq. (2.23) above can be interpreted as
the determinant of a suitable operator. More precisely, we have at an informal level
det
(
1g0 − exp(ad(B)|g0)
)
∼ det
(
( ∂∂t + ad(B))|C∞(Σ×S1,g0)
)
(2.24)
Eq. (2.24) follows easily from Eq. (2.16) above if one takes into account that ∂∂t +ad(B) agrees
with ad(B) on the orthogonal complement of Cˇ∞(Σ× S1, g0) in C∞(Σ× S1, g0).
Let us now go back to the general case where, because of the topological obstructions men-
tioned above, Eq. (2.21) need not hold. In order to find a suitable generalization of Eq.
(2.23) we now consider the bijection P × G/T ∋ (B, gT ) 7→ gBg−1 ∈ S∗. Clearly, this bi-
jection induces a bijection C∞(Σ, P ) × C∞(Σ, G/T ) → C∞(Σ, S∗), so we can identify the
space C∞(Σ, P ) × C∞(Σ, G/T ) with the space C∞(Σ, S∗). After identifying these two spaces
the operation of GΣ on C
∞(Σ, P ) × C∞(Σ, G/T ) ∼= C∞(Σ, S∗) can be written in the form
(B, g¯) · Ω = (B,Ω−1g¯) from which
C∞(Σ, S∗)/GΣ ∼= C∞(Σ, P )× (C∞(Σ, G/T )/GΣ) (2.25)
follows. For a proof of the following proposition see [24].
Proposition 2.1. Under the assumptions made in Subsec. 2.2, i.e. dim(Σ) = 2 and G or Σ is
simply-connected, we have
C∞(Σ, G/T )/GΣ = [Σ, G/T ]
Let us now fix for the rest of this paper a representative g¯h ∈ C
∞(Σ, G/T ) for each homotopy
class h ∈ [Σ, G/T ]. For g¯ = gT ∈ G/T we will denote by g¯Bg¯−1 the element gBg−1 of G (which
clearly does not depend on the special choice of g). Taking into account that
det
(
1g0 − exp(ad(B)|g0)
)
= det
(
1g0 − exp(ad((g¯h · B · g¯
−1
h ))|g0)
)
one arrives at the following generalization of Eq. (2.23) above∫
A
χ(A)DA ∼
∑
h∈[Σ,G/T ]
∫
C∞(Σ,P )
[∫
A⊥
χ(A⊥ + (g¯h ·B · g¯−1h )dt)DA
⊥
]
× det
(
1g0 − exp(ad(B)|g0)
)
DB (2.26)
Note that because of C∞(Σ, G/T )/GΣ = [Σ, G/T ] and the GΣ-invariance of χ˜(B) =
∫
A⊥ χ(A
⊥+
Bdt)DA⊥ the expression
∫
A⊥ χ(A
⊥+(g¯h ·B · g¯−1h )dt)DA
⊥ above does not depend on the special
choice of g¯h.
If Σ is non-compact then all continuous mappings Σ→ G/T are homotopic to each other. In
other words, we then have [Σ, G/T ] = {[1T ]} where 1T : Σ → G/T is the constant map taking
only the value T ∈ G/T = {gT | g ∈ G}. So in this special situation Eq. (2.26) reduces to Eq.
(2.23). For compact Σ, however, we will have to work with Eq. (2.26). Thus for compact Σ,
8 AN ANALYTIC APPROACH TO TURAEV’S SHADOW INVARIANT
the functions g¯h ·B · g¯
−1
h will in general not take only values in t. This reduces the usefulness of
Eq. (2.26) considerably. Fortunately, for many functions χ it is possible to derive an “Abelian
version” of Eq. (2.26), as we will now show.
2.5. A useful modification of Eq. (2.26) for compact Σ. Recall that we have fixed a
point σ0 ∈ Σ. Clearly, the restriction mapping GΣ ∋ Ω 7→ Ω|Σ\{σ0} ∈ GΣ\{σ0} is injective so
we can identify GΣ with a subgroup of GΣ\{σ0}. Similarly, let us identify the spaces A
⊥, Aqax,
C∞(Σ, G/T ), and C∞(Σ, g) with the obvious subspaces of A⊥(Σ\{σ0})×S1 resp. A
qax
(Σ\{σ0})×S1 resp.
C∞(Σ\{σ0}, G/T ) resp. C∞(Σ\{σ0}, g).
As Σ\{σ0} is noncompact every g¯ ∈ C
∞(Σ\{σ0}, G/T ) is 0-homotopic and can therefore be
lifted to an element of C∞(Σ\{σ0}, G) = GΣ\{σ0}, i.e. there is always a Ω ∈ GΣ\{σ0} such that
g¯ = πG/T ◦Ω where πG/T : G→ G/T is the canonical projection. We will now pick for each h ∈
[Σ, G/T ] such a lift Ωh ∈ GΣ\{σ0} of the representative g¯h ∈ C
∞(Σ, G/T ) ⊂ C∞(Σ\{σ0}, G/T )
of h which we have fixed above.
Let χ : A → C be a G-invariant function. The space Aqax ⊂ A is clearly GΣ-invariant so
GΣ operates on A
qax and the function χqax := χ|Aqax in invariant under this operation. Let
us now make the additional assumption that χqax : Aqax → C can be extended to a function
χqax : Aqax
(Σ\{σ0})×S1 → C which is GΣ\{σ0}-invariant, or at least GΣ-invariant, where GΣ is the
subgroup of GΣ\{σ0} which is generated by GΣ and all Ωh, h ∈ [Σ, G/T ]. Then we obtain for the
integrand in the inner integral on the right-hand side of (2.26)
χ(A⊥ + (g¯h · B · g¯−1h )dt) = χ
qax(A⊥ + (g¯h ·B · g¯−1h )dt) = χqax(A
⊥ + (Ωh ·B · Ω−1h )dt)
= χqax((A⊥ · Ωh) +B · dt) = χqax(Ω−1h A
⊥Ωh +Ω−1h dΩh +B · dt) (2.27)
Thus, for such a function χ we arrive at the following useful modification of (2.26)∫
A
χ(A)DA ∼
∑
h∈[Σ,G/T ]
∫
C∞(Σ,P )
[∫
A⊥
χqax(Ω−1h A
⊥Ωh +Ω−1h dΩh +B · dt)DA
⊥
]
× det
(
1g0 − exp(ad(B)|g0)
)
DB (2.28)
2.6. Identification of [Σ, G/T ] for compact oriented surfaces Σ. Recall that we have been
assuming that dim(Σ) = 2. Let us now assume additionally that Σ is oriented and compact.
Moreover, let us assume for simplicity that G is simply-connected (the case where not G is
assumed to be simply-connected but Σ is covered by Remark 2.2 below). Then there is a
natural bijection from the set [Σ, G/T ] onto π2(G/T ) ∼= ker(exp|t) ∼= Zr where r = rank(G),
see [12] and [15], Chap. V, Sec. 7. Instead of recalling the abstract definition of this bijection
[Σ, G/T ] → ker(exp|t) we will give a more concrete description, which will be more useful for
our purposes.
Let, for any fixed auxiliary Riemannian metric on Σ, Bǫ(σ0) denote the closed ball around σ0
with radius ǫ. It is not difficult to see that for each h ∈ [Σ, G/T ] the limit∫
Σ\σ0
d(Ω−1h dΩh) := limǫ→0
∫
Σ\Bǫ(σ0)
d(Ω−1h dΩh) (2.29)
exists and is independent of the choice of the auxiliary Riemannian metric. Let us set
n(Ωh) := πt(
∫
Σ\{σ0}
d(Ω−1h dΩh)) ∈ t (2.30)
where πt denotes the orthogonal projection g→ t. Then we have
Proposition 2.2. i) n(Ωh) depends neither on the special choice of the lift Ωh of (g¯h)|Σ\{σ0}
nor on the special choice of the representative g¯h ∈ C
∞(Σ, G/T ) of h. It only depends
on h. Thus we can set n(h) := n(Ωh).
ii) If G is simply-connected then the mapping [Σ, G/T ] ∋ h 7→ n(h) ∈ t is a bijection from
[Σ, G/T ] onto ker(exp|t). In particular, we then have
{n(h) | h ∈ [Σ, G/T ]} = {B ∈ t | exp(B) = 1} (2.31)
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For an elementary proof of this proposition, see [24] (cf. also Sec. 5 in [12] for a very similar
result).
Remark 2.2. The first part of Proposition 2.2 holds also when G is not assumed to be simply-
connected. However, in this case the second part must modified. More precisely, if G is not
simply-connected then the mapping [Σ, G/T ] ∋ h 7→ n(h) ∈ t is a bijection from [Σ, G/T ] onto
the subgroup Γ of ker(exp|t) which is generated by the inverse roots, cf. [15], Chap. V, Sec. 7.
3. Torus gauge fixing applied to Chern-Simons models on Σ× S1
3.1. Chern-Simons models andWilson loop observables. For the rest of this paper we will
not only assume that dim(Σ) = 2 but, additionally, that Σ is compact and oriented. Moreover,
G will be assumed to be either Abelian or simply-connected and simple (in the former case we
will also assume that Σ ∼= S2).
Without loss of generality we can assume that G is a Lie subgroup of U(N), N ∈ N. The Lie
algebra g of G can then be identified with the obvious Lie subalgebra of the Lie algebra u(N)
of U(N).
For the rest of this paper we will fix an integer k ∈ Z\{0} and set
λ := 1k .
With the assumptions above M = Σ× S1 is an oriented compact 3-manifold. Thus the Chern-
Simons action function SCS corresponding to the triple (M,G, k) is well-defined and given by
SCS(A) =
k
4π
∫
M
Tr(A ∧ dA+ 23A ∧A ∧A), A ∈ A
with Tr := c · TrMat(N,C) where c is a suitable normalization constant chosen such that the
exponential exp(iSCS) is G-invariant. If G is Abelian or if G = SU(N) (which are the only two
types of groups for which we will make concrete computations below) this will be the case, e.g.
if c = 1, which is the value of c that we will choose for these groups.
From the definition of SCS it is obvious that SCS is invariant under (orientation-preserving)
diffeomorphisms. Thus, at a heuristic level, we can expect that the heuristic integral (the
“partition function”)
Z(M) :=
∫
exp(iSCS(A))DA
is a topological invariant of the 3-manifold M . Here DA denotes again the informal “Lebesgue
measure” on the space A.
Similarly, we can expect that the mapping which maps every sufficiently “regular” colored link
L = ((l1, l2, . . . , ln), (ρ1, ρ2, . . . , ρn)) inM to the heuristic integral (the “Wilson loop observable”
associated to L)
WLO(L) :=
1
Z(M)
∫ ∏
i
Trρi
(
P exp
(∫
li
A
))
exp(iSCS(A))DA (3.1)
is a link invariant (or, rather, an invariant of colored links). Here P exp
(∫
li
A
)
denotes the holo-
nomy of A around the loop li and Trρi , i ≤ n, the trace in the finite-dimensional representation
ρi of G.
For the rest of this paper, we will now fix a “sufficiently regular” colored link
L = ((l1, l2, . . . , ln), (ρ1, ρ2, . . . , ρn))
in M and set ρ := (ρ1, ρ2, . . . , ρn). The “uncolored” link (l1, l2, . . . , ln) will also be denoted by
L. In order to make precise what we mean with “sufficiently regular” above we will introduce
the following definitions:
Let πΣ (resp. πS1) denote the canonical projection Σ × S
1 → Σ (resp. Σ × S1 → S1). For
each j ≤ n we will set ljΣ := πΣ ◦ lj and l
j
S1
:= πS1 ◦ lj. Similarly, we will set cΣ := πΣ ◦ c and
cS1 := πS1 ◦ c for an arbitrary curve c in Σ × S
1. We will call p ∈ Σ a “double point” (resp.
a “triple point”) of L if the intersection of π−1Σ ({p}) with the union of the arcs of l1, l2, . . . ln
contains at least two (resp. at least three) elements. The set of double points of L will be
10 AN ANALYTIC APPROACH TO TURAEV’S SHADOW INVARIANT
denoted by DP (L). We will assume in the sequel (with the exception of Subsec. 6.2 below
where we study “vertical” links) that the link L is “admissible” in the following sense:
(A1) There are only finitely many double points and no triple points of L
(A2) For each p ∈ DP (L) the corresponding tangent vectors, i.e. the vectors (liΣ)
′(t¯) and
(ljΣ)
′(u¯) in TpΣ where t¯, u¯ ∈ [0, 1], i, j ≤ n, are given by p = liΣ(t¯) = l
j
Σ(u¯), are not
parallel to each other.
(A3) For each j ≤ n the set Ij(t0) := (l
j
S1
)−1({t0}) is finite.
(A4) There is no x ∈
⋃
j arc(lj) such that simultaneously πS1(x) = t0 and πΣ(x) ∈ DP (L)
holds.
Note that from (A1) it follows that the set Σ\(
⋃
j arc(l
j
Σ)) has only finitely many connected
components. We will denote these connected components by X1,X2, . . . ,Xµ, µ ∈ N, in the
sequel.
3.2. The identification A⊥ ≡ C∞(S1,AΣ) and the Hilbert spaces HΣ, H⊥. Before we
apply the results of Sec. 2 to the Chern-Simons action function it is useful to introduce some
additional spaces. For every real vector space V let AΣ,V denote the space of smooth V -valued
1-forms on Σ. We set AΣ := AΣ,g. We will call a function α : S
1 → AΣ,V “smooth” if for
every C∞-vector field X on Σ the function Σ × S1 ∋ (σ, t) 7→ α(t)(Xσ) ∈ V is C∞ and we
will set C∞(S1,AΣ,V ) := {α | α : S1 → AΣ,V is smooth}. ∂∂t will denote the obvious operator
on C∞(S1,AΣ,V ). During the rest of this paper we will identify A⊥ with C∞(S1,AΣ) in the
obvious way. In particular, if A⊥ ∈ A⊥ and t ∈ S1 then A⊥(t) will denote an element of AΣ.
In the sequel we will assume that the Ad-invariant scalar product (·, ·)g on g fixed above is
the one given by
(A,B)g = −Tr(AB) for all A,B ∈ g (3.2)
Moreover, we fix a (·, ·)g-orthonormal basis (Ta)a≤dim(G) with the property that Ta ∈ t for all
a ≤ r := rank(G) = dim(T ). ((Ta)a≤dim(G) will be relevant in the concrete computations in Secs
5 and 6).
Let us also fix an auxiliary Riemannian metric g on Σ for the rest of this paper. µg will
denote the Riemannian volume measure on Σ associated to g, (·, ·)g,g the fibre metric on the
bundle Hom(T (Σ), g) ∼= T ∗(Σ)⊗g induced by g and (·, ·)g, and HΣ the Hilbert space HΣ := L2-
Γ(Hom(T (Σ), g), µg) of L
2-sections of the bundle Hom(T (Σ), g) w.r.t. the measure µg and the
fibre metric (·, ·)g,g. The scalar product ≪ ·, · ≫HΣ of HΣ is, of course, given by
≪ α1, α2 ≫HΣ=
∫
Σ
(α1, α2)g,gdµg ∀α1, α2 ∈ HΣ
Finally, we set H⊥ := L2HΣ(S
1, dt), i.e. H⊥ is the space of HΣ-valued (measurable) functions
on S1 which are square-integrable w.r.t. dt. The scalar product ≪ ·, · ≫H⊥ on H⊥ is given by
≪ A⊥1 , A
⊥
2 ≫H⊥=
∫
S1
≪ A⊥1 (t), A
⊥
2 (t)≫HΣ dt for all A
⊥
1 , A
⊥
2 ∈ H
⊥
By ⋆ we will denote four different operators: firstly, the Hodge star operator ⋆ : AΣ → AΣ,
secondly the operator ⋆ : C∞(S1,AΣ) → C∞(S1,AΣ) defined by (⋆A⊥)(t) = ⋆(A⊥(t)) for all
t ∈ S1, thirdly the operator H⊥ → H⊥ obtained by continuously extending ⋆ : C∞(S1,AΣ) →
C∞(S1,AΣ) to all of H⊥ and, finally, the Hodge operator Ω2(Σ, g)→ C∞(Σ, g) where Ω2(Σ, g)
denotes the space of g-valued 2-forms on Σ.
The four analogous mappings obtained by replacing the surface Σ by Σ\{σ0} will also be
denoted by ⋆.
3.3. Application of formula (2.28). The restriction of the Chern-Simons action function SCS
onto the space Aqax is rather simple. More precisely, we have
Proposition 3.1. Let A⊥ ∈ A⊥ and B ∈ C∞(Σ, g). Then
SCS(A
⊥ +Bdt) = −
k
4π
[
≪ A⊥, ⋆
(
∂
∂t + ad(B)
)
A⊥ ≫H⊥ −2≪ A
⊥, ⋆dB ≫H⊥
]
(3.3)
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Proof. It is not difficult to see that for all A⊥ ∈ A⊥ and A|| ∈ {A0dt | A0 ∈ C∞(M, g)} one
has SCS(A
⊥ +A||) = k4π
[∫
M Tr(A
⊥ ∧ dA⊥) + 2
∫
M Tr(A
⊥ ∧A|| ∧A⊥) + 2
∫
M Tr(A
⊥ ∧ dA||)
]
. By
applying this formula to the special case where A|| = Bdt and taking into account the definitions
of ⋆ and ≪ ·, · ≫H⊥ the assertion follows (cf. Prop. 5.2 in [23]). 
From Eq. (2.26) we obtain
WLO(L) =
1
Z(M)
∫ ∏
i
Trρi
(
P exp
(∫
li
A
))
exp(iSCS(A))DA
∼
∑
h∈[Σ,G/T ]
∫
C∞(Σ,P )
[∫
A⊥
∏
i
Trρi
(
P exp
(∫
li
A⊥ + (g¯hBg¯−1h )dt)
))
× exp(iSCS(A
⊥ + (g¯hBg¯−1h )dt))DA
⊥
]
det
(
1g0 − exp(ad(B)|g0)
)
DB
We would now like to apply formula (2.28) above and obtain an “Abelian version” of the equation
above. Before we can do this we have to extend the two GΣ-invariant functions
Aqax ∋ Aq 7→
∏
i
Trρi
(
P exp
(∫
li
Aq
))
∈ C (3.4)
Aqax ∋ Aq 7→ SCS(A
q) ∈ C (3.5)
to GΣ-invariant functions on A
qax
(Σ\{σ0})×S1 .
If σ0 is not in the image of the loops l
j
Σ, which we will assume in the sequel, then the
expression on the right-hand side of Eq. (3.4) makes sense for arbitrary Aq ∈ Aqax
(Σ\{σ0})×S1
and thus defines a GΣ\{σ0}-invariant function on A
qax
(Σ\{σ0})×S1 . The second function is just the
restriction (SCS)|Aqax . Let SCS : A
qax
|(Σ\{σ0})×S1 → C be given by
SCS(A
⊥ +Bdt)
:= − lim
ǫ→0
k
4π
∫
S1
∫
Σ\Bǫ(σ0)
[(
A⊥(t), ⋆
(
∂
∂t + ad(B)
)
A⊥(t)
)
g,g
− 2Tr(⋆dA⊥(t)B)
]
dµgdt,
for all A⊥ ∈ A⊥(Σ\{σ0})×S1 and B ∈ C
∞(Σ\{σ0}, g) for which the limit ǫ → 0 exists11, and
by SCS(A
⊥ + Bdt) := 0 otherwise. In the special case where A⊥ ∈ A⊥ ⊂ A⊥(Σ\{σ0})×S1 and
B ∈ C∞(Σ, g) ⊂ C∞(Σ\{σ0}, g) Stokes’ Theorem implies that∫
S1
≪ ⋆dA⊥(t), B ≫L2g(Σ,µg) dt =≪ A
⊥, ⋆dB ≫H⊥ (3.6)
so SCS is indeed an extension of (SCS)|Aqax . Moreover, it turns out that SCS is a GΣ-invariant
function (for a detailed proof, see [24]). Thus we can apply Eq. (2.28) and obtain
WLO(L) ∼
∑
h∈[Σ,G/T ]
∫
C∞(Σ,P )
[∫
A⊥
∏
i
Trρi
(
P exp
(∫
li
(Ω−1h A
⊥Ωh +Ω−1h dΩh +Bdt)
))
× exp(iSCS(Ω
−1
h A
⊥Ωh +Ω−1h dΩh +Bdt))DA
⊥
]
× det
(
1g0 − exp(ad(B)|g0)
)
DB (3.7)
It is not difficult to see that with A⊥sing(h) := πt(Ω
−1
h dΩh) we have
SCS(Ω
−1
h A
⊥Ωh +Ω−1h dΩh +Bdt)
= SCS(Ω
−1
h A
⊥Ωh + πg0(Ω
−1
h dΩh) +Bdt) +
k
2π ≪ ⋆dA
⊥
sing(h), B ≫ (3.8)
11for example, this will be the case if A⊥ = Ω−1h A
⊥
1 Ωh + Ω
−1
h dΩh with A
⊥
1 ∈ A
⊥ and h ∈ [Σ, G/T ]
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where πg0 denotes the orthogonal projection g→ g0 and where we have set
≪ ⋆dA⊥sing(h), B ≫:= lim
ǫ→0
∫
Σ\Bǫ(σ0)
Tr(⋆dA⊥sing(h)B)dµg
= lim
ǫ→0
∫
Σ\Bǫ(σ0)
Tr(dA⊥sing(h) ·B) (3.9)
It is now tempting and, in fact, justified (cf. Sec. 4.2 in [24]) to make the change of vari-
able Ω−1h A
⊥Ωh + πg0(Ω
−1
h dΩh) −→ A
⊥. Note for example that, without loss of generality, we
can assume that each mapping g¯h ∈ C
∞(Σ\{σ0}, G/T ) was chosen such that g¯h ≡ T ∈ G/T
holds on a neighborhood U of the point σ0. Then (Ωh)|U takes only values in T which implies
πg0(Ω
−1
h dΩh) = 0 on U . So the 1-form πg0(Ω
−1
h dΩh) has no singularity in σ0 and is therefore
contained in A⊥. Thus we can replace Ω−1h A
⊥Ωh+πg0(Ω
−1
h dΩh) by Ω
−1
h A
⊥Ωh. Finally, it is also
possible to make the change of variable Ω−1h A
⊥Ωh −→ A⊥ (taking into account that because, of
the compactness of G, we have det(Ad(Ωh(σ))) = 1 for every σ ∈ Σ; for more details see [24]).
After this change of variable we arrive at the following equation
WLO(L) ∼∑
h
∫
C∞(Σ,P )
[∫
A⊥
∏
i
Trρi
(
P exp
(∫
li
(A⊥ +A⊥sing(h) +Bdt)
))
exp(iSCS(A
⊥ +Bdt))DA⊥
]
exp(i k2π ≪ ⋆dA
⊥
sing(h), B ≫) det
(
1g0 − exp(ad(B)|g0)
)
DB (3.10)
Remark 3.1. Note that the 1-forms A⊥sing(h) are definitely not in A
⊥ if h 6= [1T ]. Thus it is not
surprising that if one tries to make the additional change of variable A⊥+A⊥sing(h) −→ A
⊥ one
obtains incorrect expressions, cf. again Sec. 4.2 in [24].
3.4. The decomposition A⊥ = Aˆ⊥ ⊕ A⊥c . Let us now have a closer look at the informal
measure exp(iSCS(A
⊥ + Bdt))DA⊥ in Eq. (3.10) above. In view of Eq. (3.3) this measure is
of “Gaussian type”. Naively, one could try to identify its “mean” and “covariance operator” by
writing down the following informal expression for SCS(A
⊥+Bdt), pretending that the operator
∂
∂t + ad(B) in Eq. (3.3) is bijective:
SCS(A
⊥ +Bdt) = − k4π ≪ A
⊥ −m(B), ⋆
(
∂
∂t + ad(B)
)
(A⊥ −m(B))≫H⊥ (3.11)
where m(B) := ( ∂∂t + ad(B))
−1 · dB. However, as the use of the word “pretend” above already
indicates the problem with this naive ansatz is that the operator ∂∂t+ad(B) : A
⊥ → A⊥ is neither
injective nor surjective so it is not clear what ( ∂∂t + ad(B))
−1 or m(B) = ( ∂∂t + ad(B))
−1 · dB
above should be.
In order to solve this problem let us first identify the kernel of ∂∂t + ad(B). It is easy to see
that ker( ∂∂t + ad(B)) = A
⊥
c where
A⊥c := {A
⊥ ∈ C∞(S1,AΣ) | A⊥ is constant and AΣ,t-valued} ∼= AΣ,t (3.12)
(here we have used the identification AΣ ∼= AΣ,g0 ⊕ AΣ,t). So it is reasonable to introduce a
direct sum decomposition of A⊥ of the form A⊥ = C ⊕ A⊥c and then restrict
∂
∂t + ad(B) to the
space C. This restriction is then clearly injective. A convenient12 choice for C, already used in
[23], is C := Aˆ⊥ where
Aˆ⊥ := {A⊥ ∈ C∞(S1,AΣ) | A⊥(t0) ∈ AΣ,g0} (3.13)
12alternatively, one can probably also work with the choice C := Aˇ⊥ := {A⊥ ∈ C∞(S1,AΣ) |
∫
A⊥(t)dt ∈
AΣ,g0}. The decomposition A
⊥ = Aˇ⊥⊕A⊥c is in some sense more natural than the decomposition A
⊥ = Aˆ⊥⊕A⊥c .
Moreover, it has a satisfactory “discrete analogue”, while the latter decomposition doesn’t. This is why in the
discretization approach developed in [26, 27] we work with (the discrete analogue of) Aˇ⊥. On the other hand,
the use of the space Aˇ⊥ in a continuum setting has certain technical disadvantages, which is why in [23, 24] and
the present paper we chose to work with Aˆ⊥.
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Note that the operator ∂∂t + ad(B), when restricted onto Aˆ
⊥, is still not surjective. We solve
this problem by replacing Aˆ⊥ by the slightly bigger space13
A˜⊥ := Aˆ⊥ ⊕ {A⊥c · (i
−1
t0 (·)− 1/2) | A
⊥
c ∈ AΣ,t} (3.14)
where i−1t0 is the inverse of the bijection
it0 : [0, 1) ∋ s 7→ iS1(s) · t0 ∈ S
1 (3.15)
(here iS1 is the mapping defined at the beginning of Sec. 2 and “·” denotes the standard
multiplication of S1 ⊂ C).
We can now extend ∂∂t : A
⊥ → A⊥ in an obvious way to an operator A˜⊥ → A⊥ and it turns
out that the (extended) operator ( ∂∂t+ad(B)) : A˜
⊥ → A⊥ is a bijection for every B ∈ C∞(Σ, P ).
The inverse operator ( ∂∂t + ad(B))
−1 : A⊥ → A˜⊥ is given explicitly by
∀t ∈ S1 :
(
( ∂∂t + ad(B))
−1A⊥
)
(t) =
1
2
[∫ i−1t0 (t)
0
A⊥(it0(s))ds−
∫ 1
i−1t0
(t)
A⊥(it0(s))ds
]
(3.16a)
if14 A⊥ ∈ C∞(S1,AΣ) takes only values in AΣ,t and
∀t ∈ S1 :
(
( ∂∂t + ad(B))
−1A⊥
)
(t)
=
(
exp(ad(B)|g0)− 1g0
)−1
·
∫ 1
0
exp(s · ad(B))A⊥(iS1(s) · t)ds (3.16b)
if A⊥ ∈ C∞(S1,AΣ) takes only values in AΣ,g0 . Note that the last expression is well-defined
because each B(σ), σ ∈ Σ, is an element of the (open) alcove P , from which it follows that
exp(ad(B(σ))|g0)− 1g0 ∈ End(g0) is invertible, cf. Remark 8.1 in [23].
We can now define m(B) rigorously by
m(B) := ( ∂∂t + ad(B))
−1 · dB
(∗)
= (i−1t0 (·)− 1/2) · dB ∈ A˜
⊥ (3.17)
(here step (∗) follows from Eq. (3.16a)). With this definition we have
SCS(Aˆ
⊥ +Bdt) = −
k
4π
≪ Aˆ⊥ −m(B), ⋆
(
∂
∂t + ad(B)
)
(Aˆ⊥ −m(B))≫H⊥ (3.18)
for all Aˆ⊥ ∈ Aˆ⊥ and B ∈ C∞(Σ, P ). Moreover, we have
SCS(Aˆ
⊥ +A⊥c +Bdt) = SCS(Aˆ
⊥ +Bdt)−
k
2π
≪ A⊥c , ⋆dB ≫HΣ (3.19)
In Eq. (3.10), the informal measure “exp(iSCS(A
⊥ + Bdt)DA⊥” appeared as part of a mul-
tiple integral. According to Eq. (3.19) we can write exp(iSCS(A
⊥ + Bdt)DA⊥ in the form
(exp(iSCS(Aˆ
⊥+Bdt))DAˆ⊥)⊗ (exp(−i k2π ≪ A
⊥
c , ⋆dB ≫HΣ))DA
⊥
c ) and according to Eq. (3.18)
the first factor is, at an informal level, a “Gauss-type” measure with “mean” m(B), “covariance
operator” C(B) : A⊥ → A˜⊥ given by
C(B) := −2πik (
∂
∂t + ad(B))
−1 ◦ ⋆−1 (3.20)
13in Sec. 8 in [23] we gave a detailed motivation for this ansatz in the special case t0 = iS1(0) (note that the
space A˜⊥ was denoted by C˜∞(S1,AΣ) there)
14note that in this case ( ∂
∂t
+ad(B))−1 ·A⊥ = ( ∂
∂t
)−1 ·A⊥ so it is clear that the right-hand side of Eq. (3.16a)
can not depend on B
14 AN ANALYTIC APPROACH TO TURAEV’S SHADOW INVARIANT
Let us now plug in the decomposition A⊥ = Aˆ⊥ ⊕ A⊥c into Eq. (3.10) above. Taking into
account Eqs. (3.18), (3.19) and the equality ≪ ⋆dA⊥c , B ≫L2g(Σ,µg)=≪ A
⊥
c , ⋆dB ≫HΣ we obtain
WLO(L) ∼∑
h
∫
A⊥c ×C∞(Σ,P )
[∫
Aˆ⊥
∏
i
Trρi
(
P exp
(∫
li
(Aˆ⊥ +A⊥c +A
⊥
sing(h) +Bdt)
))
dµˆ⊥B(Aˆ
⊥)
]
×
{
exp(i k2π ≪ ⋆dA
⊥
sing(h), B ≫) det
(
1g0 − exp(ad(B)|g0)
)
Zˆ(B)
}
× exp(i k2π ≪ ⋆dA
⊥
c , B ≫L2t (Σ,dµg))(DA
⊥
c ⊗DB) (3.21)
where
Zˆ(B) :=
∫
exp(iSCS(Aˆ
⊥ +Bdt))DAˆ⊥, (3.22)
dµˆ⊥B(Aˆ
⊥) := 1
Zˆ(B)
exp(iSCS(Aˆ
⊥ +Bdt))DAˆ⊥ (3.23)
Note that for B ∈ C∞(Σ, P ) we have15, informally,
Zˆ(B) ∼ det( ∂∂t + ad(B))
−1/2 (∗)∼ det
(
LB
)−1/2
(3.24)
where LB := (
∂
∂t + ad(B))|C∞(S1,AΣ,g0 ) and where ∼ denotes equality up to a multiplicative
constant independent of B. Moreover, we have16 (again informally)
det(LB) = det
(
1′g0 − exp(ad(B)
′
|g0)
)
(3.25)
where 1′g0 is the identity operator on AΣ,g0 and ad(B)
′
|g0 : AΣ,g0 → AΣ,g0 is defined “pointwise”,
i.e. (ad(B)′|g0Ac)(σ) = ad(B(σ))|g0 · Ac(σ) for all Ac ∈ AΣ,g0 and σ ∈ Σ. (We use the notation
1′g0 and ad(B)
′
|g0 in order to distinguish these operators from the operators 1g0 and ad(B)|g0 on
C∞(Σ, g0)).
3.5. Evaluation of det
(
1g0−exp(ad(B)|g0)
)
Zˆ(B). Let us now make rigorous sense of the heuris-
tic expression
det
(
1g0 − exp(ad(B)|g0)
)
Zˆ(B) ∼
det
(
1g0 − exp(ad(B)|g0)
)
det
(
1′g0 − exp(ad(B)
′
|g0)
)1/2 (3.26)
for B ∈ C∞(Σ, P ). The detailed analysis in Sec. 6 of [10] suggests that in the simplest case, i.e.
the case of constant17 B ≡ b, b ∈ P , the expression on the r.h.s. of (3.26) should be replaced by
the more complicated (and rigorous) expression(
det
(
1g0 − exp(ad(b)|g0)
)
)χ(Σ)/2 × exp
(
i cG2π ≪ ⋆dA
⊥
c + ⋆dA
⊥
sing(h), b≫L2t (Σ,dµg)
)
(3.27)
where cG is the dual Coxeter number
18 of G. For example, for G = SU(N) we have cG = N .
In Subsec. 6.3 below, not only constant functions B will appear but more general “step func-
tions”, i.e. functions B which are constant on each of the connected components X1,X2, . . . ,Xµ
of the set Σ\(
⋃
j arc(l
j
Σ)), cf. Subsec. 3.1.
Remark 3.2. Of course, these “step functions” are not well-defined elements of C∞(Σ, P ). Thus
it is actually necessary to use an additional regularization procedure in Subsec. 6.3 by which
the step functions are replaced by certain smooth approximations (later one has to perform a
limit procedure). As the implementation of this additional regularization procedure is on one
15for step (∗) observe that ∂
∂t
+ ad(B) = ∂
∂t
on the orthogonal complement of C∞(S1,AΣ,g0) in Aˆ
⊥
16compare Remark 2.1 above and take into account that the operator LB on C
∞(S1,AΣ,g0 ) =
C∞(S1,Ω1(Σ, g0)) is the “1-form analogue” of the operator (
∂
∂t
+ ad(B))|C∞(Σ×S1,g0) on C
∞(Σ × S1, g0) ∼=
C∞(S1, C∞(Σ, g0)) = C
∞(S1,Ω0(Σ, g0)) appearing in Remark 2.1
17which is the only case of relevance in [10], cf. our Subsec. 6.2 below
18This gives rise to the so-called “charge shift” k → k + cG. Let us mention that the prediction that such a
charge shift will appear here is contested by some authors, cf. Remark B.2 in [27]. If one does not believe that
this charge shift will appear one will have to drop the second factor on the r.h.s. of (3.27)
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hand straightforward and, on the other hand, would give rise to some rather clumsy notation
which would distract the reader from the main line of argument of this paper we have decided
not to include this additional regularization procedure here but to postpone it to a subsequent
paper.
The expression (3.27) and the results that we will obtain in Subsec. 6.3 below strongly suggest
that for such “step functions” B the expression (3.26) should be replaced by
µ∏
t=1
(
det
(
1g0 − exp(ad(bt)|g0)
))χ(Xt)/2 × exp(i cG2π ≪ ⋆dA⊥c + ⋆dA⊥sing(h), B ≫L2t (Σ,dµg)) (3.28)
where bt ∈ P , t ≤ µ, are given by B|Xt ≡ bt.
If we want to work with Eq. (3.21) we have to make sense of (3.26) for all B ∈ C∞(Σ, P )
even if later only special B will play a role. In view of (3.28) we suggest that for general
B ∈ C∞(Σ, P ) the expression (3.26) should be replaced by the (metric dependent) expression
(cf. Remark 3.3)
detreg
(
1g0 − exp(ad(B)|g0)
)
× exp
(
i cG2π ≪ ⋆dA
⊥
c + ⋆dA
⊥
sing(h), B ≫L2t (Σ,dµg)
)
(3.29)
where
detreg
(
1g0 − exp(ad(B)|g0)
)
:=
µ∏
t=1
exp
(
1
vol(Xt)
∫
Xt
ln
(
det
(
1g0 − exp(ad(B(σ))|g0)
))
dµg(σ)
)χ(Xt)/2
(3.30)
With this Ansatz we finally arrive at the following heuristic formula for the WLOs which will
be fundamental for the rest of this paper.
WLO(L) ∼∑
h∈[Σ,G/T ]
∫
A⊥c ×B
[∫
Aˆ⊥
∏
i
Trρi
(
P exp
(∫
li
(Aˆ⊥ +A⊥c +A
⊥
sing(h) +Bdt)
))
dµˆ⊥B(Aˆ
⊥)
]
×
{
exp(ik+cG2π ≪ ⋆dA
⊥
sing(h), B ≫) detreg
(
1g0 − exp(ad(B)|g0)
)}
× exp
(
ik+cG2π ≪ ⋆dA
⊥
c , B ≫L2t (Σ,dµg)
)
(DA⊥c ⊗DB) (3.31)
where
B := C∞(Σ, P ) (3.32)
Eq. (3.31) can be considered to be the generalization of formula (7.1) in [10] to arbitrary links
(cf. also Sec. 7.6 in [10]).
Remark 3.3. It would be desirable to find a more thorough justification (which is independent of
the considerations in Subsec. 6.3 below) for replacing expression (3.26) by (3.29). In particular,
such a justification will have to explain/answer why – for making sense of the expression (3.26)
– one has to use a regularization scheme that depends on the link L even though the expression
(3.26) does not, cf. Remark 4.2 in [24] for some more details.
3.6. The explicit Computation of the WLOs: overview. We will divide the evaluation of
the right-hand side of Eq. (3.31) into the following three steps:
• Step 1: Make sense of the integral functional
∫
· · · dµˆ⊥B
• Step 2: Make sense of the “inner” integral
∫
Aˆ⊥
∏
i Trρi(P exp(
∫
li
Aˆ⊥+A⊥c +A⊥sing(h)+
Bdt))dµˆ⊥B(Aˆ
⊥) in Eq. (3.31) and compute its value.
• Step 3: Make sense of the total expression on the right-hand side of Eq. (3.31) and
compute its value.
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4. The Computation of the WLOs: Step 1
In Sec. 8 in [23] we gave a rigorous implementation Φ⊥B of the integral functional
∫
· · · dµˆ⊥B .
Here we briefly recall the construction of Φ⊥B. Eqs. (3.18), (3.19) (3.17), and (3.20) suggest that
the heuristic “measure” µˆ⊥B on Aˆ
⊥ is of “Gaussian type” with “mean” m(B) and “covariance
operator” C(B). From the results in Sec. 8 in [23] it follows19 that the operator C(B) :
A⊥ → A˜⊥ ⊂ H⊥ is a bounded and symmetric (densely defined) operator on H⊥ = L2HΣ(S
1, dt).
This allows us to use the standard approach of white noise analysis and to realize the integral
functional
∫
· · · dµˆ⊥B rigorously as a generalized distribution Φ
⊥
B on the topological dual N
∗ of
a suitably chosen nuclear subspace N of H⊥. We will not go into details here. Let us mention
here only the following points:
i) It turned out in [23] that the nuclear space N which was chosen there using a standard
procedure coincides with the space A⊥. Thus the operator C(B) can be considered to
be an operator N → H⊥.
ii) The statement that Φ⊥B is a generalized distribution N
∗ means that Φ⊥B is a continuous
linear functional (N )→ C where the topological space (N ) (“the space of test functions”)
is defined in a suitable way. We will not give a full definition of (N ) here as this is rather
technical. For our purposes it is enough to know that each test function ψ ∈ (N ) is
a continuous mapping N ∗ → C and that (N ) contains the trigonometric exponentials
exp(i(·, j)) : N ∗ → C, j ∈ N , and the polynomial functions
∏n
i=1(·, ji) : N
∗ → C,
j1, j2, . . . , jn ∈ N . Here (·, ·) : N
∗ ×N → R denotes the canonical pairing.
iii) The generalized distribution Φ⊥B was defined in [23] as the unique continuous linear
functional (N )→ C with the property that
Φ⊥B(exp(i(·, j))) = exp(i≪ j,m(B)≫H⊥) exp(−
1
2 ≪ j, C(B)j ≫H⊥) (4.1)
holds for all j ∈ N . Note that Φ⊥B(exp(i(·, j))) is the analogue of the Fourier transfor-
mation of the Gauss-type “measure” µˆ⊥B and, at a heuristic level, one expects that this
Fourier transform is indeed given by the right-hand side of Eq. (4.1).
iv) The “moments” of Φ⊥B, i.e. the expressions Φ
⊥
B(
∏n
i=1(·, ji)) with fixed j1, j2, . . . , jn ∈ N
can be computed easily, using similar arguments as in the proof of Proposition 3 in [22].
In particular, the first and second moments are given by
Φ⊥B((·, j1)) =≪ j1,m(B)≫H⊥ (4.2)
and
Φ⊥B((·, j1) · (·, j2)) =≪ j1, C(B) j2 ≫H⊥ +≪ j1,m(B)≫H⊥ · ≪ j2,m(B)≫H⊥ (4.3)
for all j1, j2 ∈ N .
The higher moments are given by expressions that are totally analogous to the ex-
pressions that appear in the classical Wick theorem for the moments of a Gaussian
probability measure on a Euclidean space.
v) Clearly, the linear functional Φ⊥B : (N )→ C induces a linear function (N )⊗CMat(N,C)→
Mat(N,C) in an obvious way, which will also be denoted by Φ⊥B .
5. The Computation of the WLOs: Step 2
In order to make sense of
∫
Aˆ⊥
∏
iTrρi(P exp(
∫
li
Aˆ⊥ + A⊥c + A⊥sing(h) + Bdt))dµˆ
⊥
B(Aˆ
⊥) we
proceed in the following way:
• We regularize
∏
iTrρi(P exp(
∫
li
Aˆ⊥ + A⊥c + A⊥sing(h) + Bdt)) by using “smeared loops”
lǫi . Later we let ǫ→ 0.
• Then we introduce “deformations” Φ⊥B,φs of Φ
⊥
B w.r.t. a suitable family (φs)s>0 of dif-
feomorphisms of Σ× S1 such that φs → idΣ×S1 uniformly as s→ 0 (“Framing”)
19Note that the Hilbert space H appearing in Subsec. 8.2. in [23] is naturally isomorphic to our Hilbert space
H⊥ and we can therefore identify the two Hilbert spaces with each other
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• Finally we prove that the limit20
WLO(L, φs;A
⊥
c , A
⊥
sing(h), B) :=
lim
ǫ→0
Φ⊥B,φs
(∏
i
Trρi(P exp(
∫
lǫi
(·) +A⊥c +A
⊥
sing(h) +Bdt)
)
(5.1)
exists and we compute this limit explicitly for small s > 0.
5.1. Abelian G and general L. Let us start with considering the case where G is Abelian,
i.e. a torus, and where Σ = S2. For Abelian G we have G = T , P = t, g0 = {0}, cG = 0, and
[Σ, G/T ] = {[1T ]}. Thus we can drop the expression detreg
(
1g0 − exp(ad(B)|g0)
)
and we can
choose Ωh = 1, for h = [1T ], from which A
⊥
sing(h) = 0 follows. Accordingly, Eq. (3.31) simplifies
and we obtain
WLO(L) ∼
∫
A⊥c ×C∞(Σ,t)
[∫
Aˆ⊥
∏
i
Trρi
(
P exp
(∫
li
(Aˆ⊥ +A⊥c +Bdt)
))
dµˆ⊥B(Aˆ
⊥)
]
× exp(i k2π ≪ ⋆dA
⊥
c , B ≫L2t (Σ,dµg))(DA
⊥
c ⊗DB) (5.2)
For simplicity, we will only consider the special case where G = U(1) and where every ρi is
equal to the fundamental representation ρU(1) of U(1). In this case we can choose the basis
(Ta)a≤dim(G) to consist of the single element T1 = i ∈ u(1). Clearly, we have
TrρU(1)(P exp(
∫
l
Aˆ⊥ +A⊥c +Bdt)) = exp(
∫
l
Aˆ⊥) exp(
∫
l
A⊥c ) exp(
∫
l
Bdt)
for every loop l.
Let us now replace in Eq. (5.2) the integral functional
∫
· · · dµˆ⊥B by the functional Φ
⊥
B which
we have introduce in Sec. 4. As we pointed out in Sec. 4, Φ⊥B is a generalized distribution on
the topological dual N ∗ of N = A⊥. A general element Aˆ⊥ ∈ N ∗ will not be a smooth function,
so
∫
l Aˆ
⊥ =
∫ 1
0 Aˆ
⊥(l′(s))ds does not make sense in general. In [23] we solved this problem by
replacing Aˆ⊥(l′(s)), s ∈ [0, 1], by T1(Aˆ⊥, f l
ǫ
1 (s)), ǫ > 0, for suitable elements f
lǫ
1 (s) of N = A
⊥
which were defined using parallel transport w.r.t. the Levi-Civita connection of (Σ,g) (here (·, ·)
denotes again the canonical pairing N ∗ × N → R). However, this Ansatz requires the use of
some rather clumsy notation which distracts from the main points of the computation. For this
reason we will proceed in a different way in the present paper. Here we will just concentrate on
the special situation when the following condition is fulfilled:
(S) There is an open subset U of Σ which is diffeomorphic to R2 and which “contains” all
the ljΣ, i.e. which fulfills arc(l
j
Σ) ⊂ U , j ≤ n.
In this case U inherits an group structure from R2 and we can then use this group structure
+ : U×U → U rather than parallel transport w.r.t. the Levi-Civita connection for the definition
of the functions f l
ǫ
1 (s), s ∈ [0, 1], ǫ > 0. Moreover, by “identifying” U with R
2 we can simplify
our notation.
Let us fix a Dirac family (δǫS1)ǫ>0 on S
1 in the point 1 = iS1(0) ∈ S
1 and a Dirac family
(δǫΣ)ǫ>0 on U in the point (0, 0) ∈ U
∼= R2. Then we obtain a Dirac family (δǫ)ǫ>0 on U × S
1
(and thus also on Σ × S1) in the point ((0, 0), 1) given by δǫ(σ, t) = δǫΣ(σ)δ
ǫ
S1(t). We now
define f l
ǫ
1 (s) ∈ A
⊥
U×S1 by f
lǫ
1 (s) = T1l
′
Σ(s)δ
ǫ(· − l(s)) where we have used the identification
A⊥U×S1
∼= C∞(U × S1,R2 ⊗ g) (induced by the identification U ∼= R2) and where “−” denotes
the subtraction associated to the product group structure + : (U × S1) × (U × S1) → U × S1.
As f l
ǫ
1 (s) has compact support and as the subspace of A
⊥
U×S1 which consists of all elements with
compact support can be embedded naturally into the space A⊥ we can consider f lǫ1 (s) as an
20for Abelian G we have A⊥sing(h) = 0 for h ∈ [Σ, G/T ] = {[1T ]} so in this case we will use the notation
WLO(L, φs;A
⊥
c , B) instead of WLO(L, φs;A
⊥
c , A
⊥
sing(h), B)
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element of A⊥. Instead of using the notation f lǫ1 (s) we will use the more suggestive notation
T1l
′
Σ(s)δ
ǫ(· − l(s)) in the sequel and we set for every Aˆ⊥ ∈ N ∗∫
lǫi
Aˆ⊥ := T1(Aˆ⊥, T1
∫ 1
0
(liΣ)
′(s)δǫ(· − li(s))ds),
P exp
(∫
lǫi
(Aˆ⊥ +A⊥c +Bdt)
)
:= exp(
∫
lǫi
Aˆ⊥) exp(
∫
li
A⊥c ) exp(
∫
li
Bdt) (5.3)
and
WLO(L;A⊥c , B) := lim
ǫ→0
Φ⊥B
(∏
i
Trρi(P exp(
∫
lǫi
(·) +A⊥c +Bdt))
)
(5.4)
provided that the limit on the right-hand side exists.
Remark 5.1. Informally, we have
∫
l Aˆ
⊥ =
∫ 1
0 Aˆ
⊥(l′(s))ds = T1(Aˆ⊥, T1
∫ 1
0 l
′
Σ(s)δ(·−l(s))ds) where
δ denotes the informal “Dirac function” on U × S1 in the point ((0, 0), 1). So “loop smearing”
just amounts to replacing the ill-defined expression δ(· − l(s)) by the test function δǫ(· − l(s))
If we insert Eq. (5.3) into Eq. (5.4) above we obtain
WLO(L;A⊥c , B) =
∏
j
exp(
∫
lj
A⊥c ) exp(
∫
lj
Bdt)
× lim
ǫ→0
Φ⊥B
(
exp
(
T1
(
·,
∑
i
T1
∫ 1
0
(liΣ)
′(s)δǫ(· − li(s))ds
)))
(5.5)
From T1 = i and Eq. (4.1) we obtain
Φ⊥B
(
exp
(
T1
(
·,
∑
i
T1
∫ 1
0
(liΣ)
′(s)δǫ(· − li(s))ds
)))
=
∏
j,k
exp(−
1
2
≪ T1
∫ 1
0
(ljΣ)
′(s)δǫ(· − lj(s))ds,C(B) ·
(
T1
∫ 1
0
(lkΣ)
′(u)δǫ(· − lk(u))du
)
≫H⊥)
×
∏
i
exp(T1 ≪ m(B), T1
∫ 1
0
(liΣ)
′(t)δǫ(· − li(t))dt≫H⊥) (5.6)
Clearly, we have
lim
ǫ→0
T1 ≪ m(B), T1
∫ 1
0
(liΣ)
′(t)δǫ(· − li(t))dt≫H⊥
=
∫ 1
0
(i−1t0 (l
i
S1(t))− 1/2)dB((l
i
Σ)
′(t))dt =
∫ 1
0
liR(t)
d
dtB(l
i
Σ(t))dt (5.7)
where we have set li
R
:= i−1t0 ◦ l
i
S1 − 1/2. Thus we obtain from Eqs. (5.4)–(5.7)
WLO(L;A⊥c , B) =
(∏
j,k
exp(−
1
2
T (lj , lk))
)(∏
j
exp(
∫
lj
A⊥c )
)
×
{∏
j
exp(
∫
lj
R
(t) ddtB(l
j
Σ(t))dt) exp(
∫
lj
Bdt)
}
(5.8)
where we have set
T (lj , lk) :=
lim
ǫ→0
≪ T1
∫ 1
0
(ljΣ)
′(s)δǫ(· − lj(s))ds,C(B) ·
(
T1
∫ 1
0
(lkΣ)
′(u)δǫ(· − lk(u))du
)
≫H⊥) (5.9)
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provided that the limit T (lj, lk) exists for each pair (lj , lk). Taking into account that (l
j
S1
)′(t) =
(lj
R
)′(t) we see that∫
lj
R
(t) ddtB(l
j
Σ(t))dt+
∫
lj
Bdt =
∫ 1
0
{
lj
R
(u) dduB(l
j
Σ(u)) +B(l
j
Σ(u)) · (l
j
R
)′(u)
}
du
=
nj+1∑
i=0
∫ sji+1
sji
d
du
[
lj
R
(u) · B(ljΣ(u))
]
du =
nj∑
i=1
sgn(lj
S1
; sji ) ·B(l
j
Σ(s
j
i )) (5.10)
where (sji )0≤i≤nj+1 denotes the strictly increasing sequence of [0, 1] given by s
j
0 := 0, s
j
nj+1
= 1,
and {sji | 1 ≤ i ≤ nj} = Ij(t0) := (l
j
S1
)−1({t0}) with nj := #Ij(t0) and where21 we have set
sgn(lj
S1
; sji ) := lims↑sji
lj
R
(s) − lim
s↓sji
lj
R
(s) ∈ {−1, 0, 1}. Thus it follows that the last factor in
Eq. (5.8) equals ∏
j
exp
( ∑
u∈Ij(t0)
sgn(lj
S1
;u) ·B(ljΣ(u))
)
(5.11)
Let us now evaluate the expression T (lj , lk) for fixed j, k ≤ n. We will first concentrate on the
case where j 6= k. As C(B) = −2πik (
∂
∂t +ad(B))
−1 ◦ ⋆−1 = −2πik (
∂
∂t)
−1 ◦ (−⋆) = 2πik ⋆ ◦(
∂
∂t )
−1 we
obtain from Eq. (3.16a), setting l := lj, l˜ := lk,
T (l, l˜) = 2πik limǫ→0
∫ 1
0
∫ 1
0
[∫
S1
δǫS1(t− lS1(s))
(
∂
∂t
−1
δǫS1(t− l˜S1(u))
)
dt
× ≪ T1l
′
Σ(s)δ
ǫ
Σ(· − lΣ(s)), ⋆ (T1 l˜
′
Σ(u)δ
ǫ
Σ(· − l˜Σ(u)))≫HΣ
]
ds du (5.12)
where ∂∂t
−1
denotes the operator given by
(
∂
∂t
−1
f
)
(t) = 12
[∫ i−1t0 (t)
0 f(iS1(s)·t0)ds−
∫ 1
i−1t0
(t) f(iS1(s)·
t0)ds
]
for all f ∈ C∞(S1,R) and t ∈ S1. Clearly, for fixed s, u ∈ [0, 1] and sufficiently small ǫ
we have∫
S1
δǫS1(t − lS1(s))
(
∂
∂t
−1
δǫS1(t − l˜S1(u))
)
dt = −
1
2
[
1lS1 (s)<l˜S1(u)
− 1lS1(s)>l˜S1 (u)
]
(5.13)
where > denotes the order relation on S1 which is obtained by transport of the standard order
relation on [0, 1) with the mapping it0 (and which therefore depends on the choice of t0 ∈ S
1).
For simplicity, let us assume that g was chosen such that, when restricted onto a suitable
open neighborhood V of
⋃
j arc(l
j
Σ), it coincides with the restriction of the standard Riemannian
metric on U ∼= R2 onto V . Then we have
≪ T1l
′
Σ(s)δ
ǫ
Σ(· − lΣ(s)), ⋆ (T1 l˜
′
Σ(u)δ
ǫ
Σ(· − l˜Σ(u)))≫HΣ
= −Tr(T1T1)
〈
l′Σ(s), ⋆ l˜
′
Σ(u)
〉
R2
∫
Σ
δǫΣ(σ − lΣ(s))δ
ǫ
Σ(σ − l˜Σ(u))dµg(σ)
=
(
l′Σ(s)1 l˜
′
Σ(u)2 − l
′
Σ(s)2 l˜
′
Σ(u)1
) ∫
Σ
δǫΣ(σ − lΣ(s))δ
ǫ
Σ(σ − l˜Σ(u))dµg(σ) (5.14)
Here the last step follows because the Hodge operator ⋆ : R2 → R2 appearing above is just
given by ⋆ (x1, x2) = (x2,−x1). One can show (cf. [23, 21]) that for every smooth function
f : [0, 1] × [0, 1]→ R one has
lim
ǫ→0
∫ 1
0
∫ 1
0
[
f(s, u)
∫
Σ
δǫΣ(σ − lΣ(s))δ
ǫ
Σ(σ − l˜Σ(u))dµg(σ)
]
ds du
=
∑
s¯,u¯ with lΣ(s¯)=l˜Σ(u¯)
f(s¯, u¯)
1
|l′Σ(s¯)1 l˜
′
Σ(u¯)2 − l
′
Σ(s¯)2 l˜
′
Σ(u¯)1|
(5.15)
21in the special case where 0 ∈ Ij(t0) the definition of sgn(l
j
S1
; sji ) has to be modified in the obvious way
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Combining Eqs. (5.12)–(5.15) we obtain
exp(−12T (l, l˜)) = exp(
πi
k LK
*(l, l˜)) (5.16)
where we have set
LK*(l, l˜) :=
1
2
∑
s¯,u¯ with lΣ(s¯)=l˜Σ(u¯)
ǫ(s¯, u¯) (5.17)
with
ǫ(s¯, u¯) :=
[
1lS1 (s¯)<l˜S1(u¯)
− 1lS1 (s¯)>l˜S1(u¯)
]
sgn(l′Σ(s¯)1 l˜
′
Σ(u¯)2 − l
′
Σ(s¯)2 l˜
′
Σ(u¯)1) ∈ {−1, 1}
Clearly, LK*(l, l˜) depends on the choice of the point t0 ∈ S
1. Anyhow, it is closely related to
the linking number LK(l, l˜) of l and l˜ (which does, of course, not depend on t0). The precise
relationship will be given in Proposition 6.1 below.
Until now we have only studied the expression T (lj , lk) in the case j 6= k. The reason why
we have excluded the case j = k so far is that in a naive treatment of the case j = k the
so-called “self-linking problem” would appear. One can avoid the “self-linking problem” by
introducing an additional regularization procedure which is called “framing”. By a “framing” of
the link L = (l1, l2, . . . , ln) we will understand in the sequel (cf. Remark 5.2) a family (φs)s>0 of
diffeomorphisms of M such that φs → idM uniformly on M (or, at least uniformly on
⋃
i arc(li))
as s→ 0. We will call a framing (φs)s>0 “admissible” iff it has the following properties:
(F1) Each φs preserves the orientation of M and also the volume of M (if M is equipped with
the Riemannian metric gM induced by g)
(F2) Each φs is “compatible with the torus gauge” in the sense that φ
∗
s(A
⊥) = A⊥
(F3) Each two-component link (lj , φs ◦ lj), j ≤ n, is admissible for all sufficiently small s > 0.
From condition (F2) it follows that each φs induces a diffeomorphism φ¯s : Σ→ Σ and a linear
isomorphism (φs)∗ : A⊥ → A⊥ in a natural way (cf. Sec. 9.3 in [23]. Note that (φs)∗ does not
coincide with (φ−1s )∗).
Remark 5.2. Normally, by a “framing” of a link L = (l1, l2, . . . , ln) one understands a family
(X1,X2, . . . ,Xn) where each Xi is a smooth normal vector field on arc(li), i.e. Xi is a mapping
arc(li) → TM such that Xi(li(s)) ∈ Tli(s)M , s ∈ [0, 1], is normal (w.r.t. to gM ) to the tangent
vector l′i(s) ∈ Tli(s)M . One can always find a global vector field X onM such that X| arc(li) = Xi.
As M is compact, X induces a global flow (φs)s∈R on M . Clearly, φs → idM as s → 0 so X
induces a “framing” in the above sense.
With the help of the framing (φs)s>0 we can now solve the self-linking problem. The simplest
22
way to do this is the following: We introduce for each φs a “deformed” versions Φ
⊥
B,φs
of Φ⊥B .
Φ⊥B,φs is the unique continuous linear functional (N )→ C such that
Φ⊥B,φs(exp(i(·, j))) = exp(i≪ j,m(B)≫H⊥) exp(−
1
2 ≪ (φs)∗(j), C(B)j ≫H⊥) (5.18)
for every j ∈ N = A⊥ where (φs)∗ : A⊥ → A⊥ is the linear isomorphism mentioned above. We
then obtain a “framed” version of WLO(L;A⊥c , B) by setting
WLO(L, φs;A
⊥
c , B) := lim
ǫ→0
Φ⊥B,φs(
∏
i
Tr(P exp(
∫
lǫi
(·) +A⊥c +Bdt)) (5.19)
22The standard way of dealing with the self-linking problem consists in replacing some of the loops li that
appear in the singular terms by their “deformations” φs ◦ li where s is chosen small enough. If one proceeds in
this way one has to deal with each singular term separately. Moreover, the replacement of li by φs ◦ li has to be
made “by hand” in the middle of the computations rather the before beginning the computations. Clearly, this
is not very elegant.
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Carrying out similar computations as above (for details, see [23, 21]) we then obtain
lim
ǫ→0
Φ⊥B,φs(
∏
i
exp(T1(·, T1
∫ 1
0
(liΣ)
′(s)δǫ(· − li(s))ds)))
=
(∏
j
exp
(∫ 1
0
lj
R
(t) ddtB(l
j
Σ(t))dt
))(∏
j,k
exp(πiλLK*(lj , φs ◦ lk))
)
(5.20)
if s is sufficiently small. From Eqs. (5.3), (5.19), (5.20), and (5.10) above we finally obtain
(taking into account that for j 6= k one has LK*(lj , φs ◦ lk) = LK
*(lj , lk) if s is sufficiently small)
WLO(L, φs;A
⊥
c , B) =
(∏
j
exp(λπiLK*(lj , φs ◦ lj))
)(∏
j 6=k
exp(λπiLK*(lj , lk))
)
×
(∏
j
exp(
∫
ljΣ
A⊥c )
)
exp
( ∑
m∈M(t0)
ǫmB(σm)
)
(5.21)
if s > 0 is sufficiently small. Here we have set
M(t0) :=
n⋃
j=1
Mj(t0), with Mj(t0) := {(j, u) | u ∈ Ij(t0)} for j ≤ n (5.22)
and
σm := l
jm
Σ (um), ǫm := sgn(l
jm
S1
;um) for m ∈M(t0) (5.23)
where jm and um are given by m = (jm, um).
Of course, Eq. (5.21) can also derived in the general case, i.e. in the case when assumption
(S) above, which we have made in order to simplify the notation, is not fulfilled.
5.2. Non-Abelian G and L has no double points. Let us now consider the case where
G is a Non-Abelian (simple and simply-connected compact) Lie group. In the present sub-
section we will only consider the special situation where DP (L) = ∅, i.e. where the link
L = ((l1, l2, . . . , ln), (ρ1, ρ2, . . . , ρn)) has no double points. For simplicity we will give a detailed
computation only for the group G = SU(N) and we will assume that the “colors” (ρ1, ρ2, . . . , ρn)
of the link L all coincide with the fundamental representation ρSU(N) of G = SU(N) (see Remark
5.4 below for the case of general G and general link colors).
Let us fix an admissible framing (φs)s>0 of L with the following two extra properties:
(H1) For all j ≤ n and all sufficiently small s > 0 the set of “twist framing double points” of
(lj , φs ◦ lj) (in the sense of Remark 5.3 (1) below) is empty.
(H2) For every σ ∈ arc(ljΣ) which is not an lj-self-crossing double point
23 of (lj , φs ◦ lj) (in the
sense of Remark 5.3 (1) below) the points φ¯s(σ) and φ¯
−1
s (σ) lie in different connected
components of Σ\ arc(ljΣ) provided that s > 0 is sufficiently small.
Such a framing will be called “horizontal”.
Remark 5.3. i) In order to explain what the two notions “twist framing double points” and
“self-crossing double point” which we have used above mean we first note that if (l, l˜) is
an admissible link in Σ× S1 and p = πΣ(x) = πΣ(y) where x ∈ arc(l), y ∈ arc(l˜) then if
l˜ is “close” to l normally also y will be “close” to x. But there is one exception: If p is
“close” to a double point of l, y need not be “close” to x. In the first case we call p a
“twist double point” of (l, l˜) and in the second case a “l-self-crossing double point” (this
distinction can be made precise in a very similar way as in Def. 16 in [22]).
ii) As a motivation for the use of the term “horizontal” we remark that if an admissible
framing (φs)s>0 is induced by a tuple of vector fields (X1,X2, . . . ,Xn) like in Remark
5.2 above then for (φs)s>0 to be horizontal it is sufficient that each vector field Xj is
“horizontal” in the sense that dt(Xj) = 0.
23in which case φ¯s(σ) ∈ arc(l
j
Σ) would follow
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We would like to emphasize that here we do not follow the terminology of [22] where
the R3-analogue of this type of framing was not called “horizontal” but “strictly vertical”.
Using the Piccard-Lindeloef series expansion we obtain
P exp(
∫
lj
Aˆ⊥ +A⊥c +A
⊥
sing(h) +Bdt)
=
∞∑
m=0
∫
△m
[
D
lj
u1(Aˆ
⊥ +A⊥c +A
⊥
sing(h) +Bdt) · · ·D
lj
um(Aˆ
⊥ +A⊥c +A
⊥
sing(h) +Bdt)
]
du (5.24)
where we have set △m := {u ∈ [0, 1]
m | u1 ≥ u2 ≥ · · · ≥ um} and
D
lj
u (Aˆ
⊥ +A⊥c +A
⊥
sing(h) +Bdt) := (Aˆ
⊥ +A⊥c +A
⊥
sing(h) +Bdt)(l
′
j(u))
This holds if Aˆ⊥, A⊥c , and B are smooth. In order to be able to work also with general Aˆ⊥ ∈ N ∗
we now use again loop smearing. As in Subsec. 5.1 we will assume again for simplicity that
condition (S) above is fulfilled so that we can use the notation δǫ(· − lj(u)) and make the
identification A⊥U×S1
∼= C∞(U × S1,R2 ⊗ g). Recall that the orthogonal-basis (Ta)a≤dim(G) of g
was chosen such that Ta ∈ t for all a ≤ r = rank(G).
Let us now replace all terms of the form Aˆ⊥(l′(u)) by
∑
a Ta(Aˆ
⊥, Ta(lΣ)′(u)δǫ(· − l(u))) (here
(·, ·) denotes again the canonical pairing N ∗ × N → R). In particular, we replace Dlju (Aˆ⊥ +
A⊥c +A⊥sing(h) +Bdt) by
D
lǫj
u (Aˆ
⊥ +A⊥c +A
⊥
sing(h) +Bdt) :=∑
a
Ta(Aˆ
⊥, Ta(l
j
Σ)
′(u)δǫ(· − lj(u))) + (A⊥c +A
⊥
sing(h) +Bdt)(l
′
j(u))
where ǫ > 0 and we replace P exp(
∫
lj
Aˆ⊥ +A⊥c +A⊥sing(h) +Bdt) by
P exp(
∫
lǫj
Aˆ⊥ +A⊥c +A
⊥
sing(h) +Bdt)
:=
∞∑
m=0
∫
△m
[
D
lǫj
u1(Aˆ
⊥ +A⊥c +A
⊥
sing(h) +Bdt) · · ·D
lǫj
um(Aˆ
⊥ +A⊥c +A
⊥
sing(h) +Bdt)
]
du (5.25)
for Aˆ⊥ ∈ N ∗, A⊥c ∈ A⊥c , h ∈ [Σ, G/T ], B ∈ B. We then have
n∏
j=1
Trρj (P exp(
∫
lǫj
Aˆ⊥ +A⊥c +A
⊥
sing(h) +Bdt))
=
n∏
j=1
Trρj
[ ∞∑
mj=0
∫
△mj
mj∏
ij=1
[
D
lǫj
uij
(Aˆ⊥ +A⊥c +A
⊥
sing(h) +Bdt)
]
du
]
(5.26)
We will now apply the functional Φ⊥B,φs on both sides of the previous equation. From the as-
sumption that DP (L) = ∅ and that the framing (φs)s>0 is horizontal it follows for all sufficiently
small s > 0 that the following statement is true: For all sufficiently small ǫ > 0 the functions
ψ1, . . . , ψn on N
∗ given by
ψj := Trρj (P exp(
∫
lǫj
(·) +A⊥c +A
⊥
sing(h) +Bdt))
are “independent” w.r.t. the Φ⊥B,φs in the sense that
Φ⊥B,φs
(∏
j
ψj
)
=
∏
j
Φ⊥B,φs
(
ψj
)
(5.27)
holds (cf. Appendix A.). Thus we can interchange Φ⊥B,φs with
∏n
j=1 in Eq. (5.26). We have
assumed above that each representation ρj equals the fundamental representation ρSU(N) of G =
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SU(N). Thus, each Trρj can be replaced by Tr(·) := TrMat(N,C)(·). Clearly, Φ
⊥
B,φs
“commutes”24
with Tr(·) and so we can interchange Φ⊥B,φs and Tr(·). By interchanging Φ
⊥
B,φs
also with
∑
mj
,∫
△mj du, and
∏mj
i=1, which can be justified rigorously, we obtain
Φ⊥B,φs
(∏
j
Tr(P exp(
∫
lǫj
(·) +A⊥c +A
⊥
sing(h) +Bdt))
)
=
∏
j
Tr
[∑
mj
∫
△mj
mj∏
i=1
Φ⊥B,φs
(
D
lǫj
ui(·+A
⊥
c +A
⊥
sing(h) +Bdt)
)
du
]
(5.28)
Thus, by applying limǫ→0 on both sides of the previous equation and interchanging the limǫ→0
-limit with
∑
mj
and
∫
△mj · · · du (this can be justified in a similar way as the analogous steps
in the proof of Theorem 4 in [22]) and using Eq. (5.1) we obtain for sufficiently small s > 0
WLO(L, φs;A
⊥
c , A
⊥
sing(h), B)
= lim
ǫ→0
Φ⊥B,φs
(∏
j
Tr(P exp(
∫
lǫj
(·) +A⊥c +A
⊥
sing(h) +Bdt))
)
=
∏
j
Tr
[∑
mj
∫
△mj
mj∏
i=1
lim
ǫ→0
Φ⊥B,φs
(
D
lǫj
ui(·+A
⊥
c +A
⊥
sing(h) +Bdt)
)
du
]
(∗)
=
∏
j
Tr
[
exp
(∫ 1
0
du
[
lim
ǫ→0
Φ⊥B,φs
(
D
lǫj
u (·+A
⊥
c +A
⊥
sing(h) +Bdt)
)])]
(5.29)
In step (∗) we have taken into account that limǫ→0Φ⊥B,φs
(
D
lǫj
ui(· + A
⊥
c + A
⊥
sing(h) + Bdt)
)
∈ t
(cf. Eq. (5.30) below) so all the factors in the
∏mj
i=1 · · · product in the last but one line in Eq.
(5.29) commute with each other and the Piccard-Lindeloef series is reduces to the exponential
expression in the last line of Eq. (5.29).
Let us set lj
R
:= i−1t0 ◦ l
j
S1
− 1/2, j ≤ n. Then we have for fixed s > 0 and u ∈ [0, 1]
lim
ǫ→0
Φ⊥B,φs
(
D
lǫj
u (·+A
⊥
c +A
⊥
sing(h) +Bdt)
)
(∗)
= lim
ǫ→0
∑r
a=1
Ta ≪ m(B), Ta(l
j
Σ)
′(u)δǫ(· − lj(u))≫H⊥ +(A
⊥
c +A
⊥
sing(h) +Bdt)(l
′
j(u))
(+)
=
{
lj
R
(u) dduB(l
j
Σ(u)) +B(l
j
Σ(u)) · (l
j
R
)′(u)
}
+ (A⊥c +A
⊥
sing(h))(l
′
Σ(u)) (5.30)
Here step (∗) follows from Eq. (4.2) and step (+) follows in a similar way as Eq. (5.7) above.
From Eqs. (5.29) and (5.30) we now obtain (taking into account Eq. (5.10) above)
WLO(L, φs;A
⊥
c , A
⊥
sing(h), B)
=
n∏
j=1
Tr
[
exp(
∫
ljΣ
A⊥c ) exp(
∫
ljΣ
A⊥sing(h)) exp(
∑
m∈Mj(t0)
ǫmB(σm))
]
(5.31)
where Mj(t0) and ǫm, σm for m ∈ Mj(t0) are defined as at the end of Subsec. 5.1.
Remark 5.4. Most of the steps in the computation above can be generalized immediately to the
case where G is an arbitrary Non-Abelian (simple and simply-connected compact) Lie group
and each ρi, i ≤ n, an arbitrary finite-dimensional representation of G. The only exception
is the step where we interchange Φ⊥B,φs and Tr. Tr enters the computation because it is the
obvious extension of TrρSU(N) : G → C to a linear mapping Mat(N,C) → C. By contrast,
Trρi : G → C will in general not admit an extension to a linear mapping Mat(N,C) → C.
24More precisely, we have Φ⊥B,φs ◦ Tr(·) = Tr(·) ◦ Φ
⊥
B,φs where Φ
⊥
B,φs : (N ) ⊗Mat(N,C) → Mat(N,C) and
Tr : Mat(N,C)→ C on the r.h.s. and Φ⊥B,φs : (N )→ C and Tr : (N )⊗Mat(N,C)→ (N ) on the l.h.s.
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Luckily, this complication can be circumvented by taking into account that for every finite-
dimensional representation ρ : G→ GL(V ) (and, in particular, for ρ = ρ1, ρ2, . . . , ρn) one has
Trρ(P exp(
∫
l
A)) = TrEnd(V )(ρ(P exp(
∫
l
A))) = TrEnd(V )(P exp(
∫
l
ρ∗(A))) (5.32)
where ρ∗ : g → gl(V ) is the derived representation of ρ. Clearly, the mappings Φ⊥B,φs and
TrEnd(V ) can be “interchanged”
25. The generalization of Eq. (5.31) at which one then arrives is
the obvious one, i.e. in the general case one simply has
WLO(L, φs;A
⊥
c , A
⊥
sing(h), B)
=
n∏
j=1
Trρj
[
exp(
∫
ljΣ
A⊥c ) exp(
∫
ljΣ
A⊥sing(h)) exp(
∑
m∈Mj(t0)
ǫmB(σm))
]
(5.33)
5.3. Non-Abelian G and general L. As in Subsec. 5.2 let G be a Non-Abelian (simple and
simply-connected compact) Lie group. We will now consider the case where L is a general link
in Σ. (In order to simplify the notation we will again restrict ourselves to the case where G =
SU(N) and where the “colors” (ρ1, ρ2, . . . , ρn) of the link L all coincide with the fundamental
representation ρSU(N) of G = SU(N)). We will briefly sketch a strategy for evaluating (5.1)
which is similar to the strategy used in Sect. 6 in [22]. We first “cut” the loops of L into finitely
many subcurves in such a way that the following relations are fulfilled for every c ∈ C(L) where
C(L) denotes the set of curves which are obtained by cutting the loops in L (it is not difficult
to see that this is always possible if L is admissible)
• DP (c) = ∅ and πΣ(x) /∈ DP (L) if x ∈ Σ× S
1 is an endpoint of c.
• There is at most one c′ ∈ C(L), c 6= c′, such that DPo(c, c′) 6= ∅ and if there is such a c′
then #DP (c, c′) = 1.
where DPo(c, c
′) := DP (c, c′)\{πΣ(x) | x ∈ Σ × S1 is an endpoint of c or c′}. A “1-cluster” of
L is a set of the form {c}, c ∈ C(L), such that DPo(c, c
′) = ∅ for all c′ ∈ C(L) with c′ 6= c. A
“2-cluster” of L is a set of the form {c, c′}, c, c′ ∈ C(L), c 6= c′, such that DPo(c, c′) 6= ∅.
The set of 1-clusters (resp. 2-clusters) of L will be denoted by Cl1(L) (resp. Cl2(L)). From
the properties of C(L) above it immediately follows that the set Cl(L) defined by Cl(L) :=
Cl1(L) ∪ Cl2(L) is a partition of C(L). If cl = {c1, c2} ∈ Cl2(L) we write c1 < c2 iff the pair
(cˆ2, cˆ1) is positively oriented where cˆi, i ∈ {1, 2}, denotes the tangent vector of πΣ ◦ ci in the
unique double point p of (c1, c2).
Let ǫ > 0, A⊥c ∈ A⊥c , h ∈ [Σ, G/T ], B ∈ B be fixed and let cl ∈ Cl(L). We set
P cl
ǫ
(·+A⊥c +A
⊥
sing(h) +Bdt) := ⊗
#cl
i=1P exp(
∫
cǫi
(·+A⊥c +A
⊥
sing(h) +Bdt)) (5.34)
where we have set #cl := 1 (resp. #cl := 2) if cl ∈ Cl1(L) (resp. cl ∈ Cl2(L)) and where c1 is
given (resp. c1, c2 are given) by cl = {c1} (resp. cl = {c1, c2} where c1 < c2).
It is not difficult to see that there is a linear form βL on ⊗cl∈Cl(L)
(
⊗#clMat(N,C)
)
such that
for all ǫ > 0 we have
∏
iTr(P exp(
∫
lǫi
· + A⊥c + A⊥sing(h) + Bdt) = βL ◦
(
⊗cl∈Cl(L)P cl
ǫ
(· + A⊥c +
A⊥sing(h) +Bdt)
)
. If s > 0 is chosen small enough we have
Φ⊥B,φs
((
⊗cl∈Cl(L)P cl
ǫ
(·+A⊥c +A
⊥
sing(h) +Bdt)
))
= ⊗cl∈Cl(L)Φ⊥B,φs
(
P cl
ǫ
(·+A⊥c +A
⊥
sing(h) +Bdt)
)
(5.35)
25more precisely, we can make use of the equality Φ⊥B,φs ◦ TrEnd(V ) = TrEnd(V ) ◦Φ
⊥
B,φs where Φ
⊥
B,φs : (N ) ⊗
End(V ) → End(V ) and Tr : End(V ) → C on the r.h.s. and Φ⊥B,φs : (N ) → C and Tr : (N ) ⊗ End(V ) → (N ) on
the l.h.s. are the obvious mappings
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for all sufficiently small ǫ > 0. This follows in a similar way as Eq. (5.27) above (cf. also Eq.
6.3 in [22]). Eq. (5.35) implies
Φ⊥B,φs
(∏
i
Tr(P exp(
∫
lǫi
·+A⊥c +A
⊥
sing(h) +Bdt)
)
= βL
(
⊗cl∈Cl(L)Φ⊥B,φs
(
P cl
ǫ
(·+A⊥c +A
⊥
sing(h) +Bdt)
))
for all sufficiently small s > 0 and ǫ > 0. One can show that the limits
Rcl(φs;A
⊥
c , A
⊥
sing(h), B) := lim
ǫ→0
Φ⊥B,φs
(
P cl
ǫ
(·+A⊥c +A
⊥
sing(h) +Bdt)
)
(5.36)
exist. Consequently, we obtain
WLF(L, φs;A
⊥
c , A
⊥
sing(h), B) = βL(⊗cl∈Cl(L)R
cl(φs;A
⊥
c , A
⊥
sing(h), B)) (5.37)
The values of Rcl(φs;A
⊥
c , A
⊥
sing(h), B) can be computed explicitly using similar techniques as
in [22]. In the special case when the framing (φs)s>0 is horizontal and #cl = 1 the values
of Rcl(φs;A
⊥
c , A
⊥
sing(h), B) can be computed in a very similar way as those of the expres-
sion WLO(L, φs;A
⊥
c , A
⊥
sing(h), B) appearing in Eq. (5.29). By contrast, the computation of
Rcl(φs;A
⊥
c , A
⊥
sing(h), B) for #cl = 2 is rather tedious. We will postpone these computations to
a future paper.
6. The Computation of the WLOs: Step 3
We will now evaluate the whole expression on the right-hand side of Eq. (3.31) in a couple of
special cases and then make some remarks concerning the general case.
6.1. Special case 1: G = U(1) and general L. Let us go back to the situation of Subsec. 5.1
above, i.e. G = T = U(1) and Σ = S2. We want to evaluate the expression
WLO(L, φs) :=
∫
A⊥c ×B
WLO(L, φs;A
⊥
c , Bdt)
× exp(i k2π ≪ ⋆dA
⊥
c , B ≫L2t (Σ,dµg))(DA
⊥
c ⊗DB) (6.1)
where B = C∞(Σ, t) and where WLO(L, φs;A⊥c , B) is as in Eq. (5.19). In order to achieve this
we use the identification A⊥c ∼= AΣ,t(= AΣ), plug in the right-hand side of Eq. (5.21) into Eq.
(6.1) and make use of the Hodge decomposition
AΣ,t = Aex ⊕Aharm ⊕A
∗
ex (6.2)
where Aex := {df | f ∈ C
∞(Σ, t)}, A∗ex := {⋆df | f ∈ C∞(Σ, t)}, and Aharm := {A ∈ AΣ,t |
dA = d(⋆A) = 0}. As we have assumed here that Σ = S2 holds we have H1
R
(Σ) = 0 which
implies Aharm = {0}, i.e. Eq. (6.2) reduces to AΣ,t = Aex ⊕ A
∗
ex. Accordingly, we can
replace the
∫
· · ·DA⊥c integration in Eq. (6.1) by the integration
∫ ∫
· · ·DAexDA
∗
ex where
DAex, DA
∗
ex denote the “Lebesgue measures” on Aex and A
∗
ex. Clearly, we have
∫
ljΣ
Aex =
0 and ≪ ⋆dAex, B ≫L2t (Σ,dµg)= 0 for every Aex ∈ Aex. This means that the integrand in
the modification of Eq. (6.1) just described, does not depend on the variable Aex. Thus the∫
· · ·DAex-integration produces just a constant and we obtain
WLO(L, φs) ∼
∏
j
exp(λπiLK*(lj , φs ◦ lj))
∏
j 6=k
exp(λπiLK*(lj , lk))
×
∫
B
∫
A∗ex
[∏
j
exp(
∫
ljΣ
A∗ex)
][ ∏
m∈M(t0)
exp(ǫmB(σm))
]
× exp(i k2π ≪ ⋆dA
∗
ex, B ≫L2t (Σ,dµg))DA
∗
exDB (6.3)
Let us assume for a while that ljΣ is a Jordan loop in Σ = S
2. Then there are exactly two
connected components K+ and K− of Σ\ arc(l
j
Σ). Here K+ (resp. K−
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component of Σ\ arc(ljΣ) with the property that the orientation on ∂K+ = ∂K− = arc(l
j
Σ) which
is induced by that on K+ (resp. K−) coincides with (resp. is opposite to) the orientation on
arc(ljΣ) which is obtained from the standard orientation of S
1 by transport with ljΣ : S
1 →
arc(ljΣ). Stokes’ Theorem implies∫
ljΣ
A∗ex =
1
2
(
∫
∂K+
A∗ex +
∫
∂K−
A∗ex)
=
1
2
(
∫
K+
dA∗ex −
∫
K−
dA∗ex) = T1 ≪ ⋆dA
∗
ex, T1 ind(l
j
Σ; ·)≫L2t (Σ,dµg)
where we have set ind(ljΣ; ·) :=
1
2(1K+ − 1K−). This formula can be generalized to the situation
where ljΣ is not necessarily a Jordan loop but any smooth loop in Σ = S
2 with the property that
Σ\ arc(ljΣ) has only finitely many connected components. In this case we can “decompose” l
j
Σ
into finitely many Jordan loops ljΣ,1, . . . , l
j
Σ,m. More precisely, we can find a finite sequence of
(piecewise smooth) Jordan loops ljΣ,1, . . . , l
j
Σ,m such that arc(l
j
Σ) =
⋃m
i=1 arc(l
j
Σ,i) and arc(l
j
Σ,i)∩
arc(ljΣ,i′) ⊂ DP (lj) if i 6= i
′. Then we have
∫
ljΣ
A∗ex =
∑m
i=1
∫
ljΣ,i
A∗ex. So, setting
ind(ljΣ; ·) :=
m∑
i=1
ind(ljΣ,i; ·) (6.4)
we obtain again ∫
ljΣ
A∗ex = T1 ≪ ⋆dA
∗
ex, T1 ind(l
j
Σ; ·)≫L2t (Σ,dµg) (6.5)
Remark 6.1. One can show that for all σ ∈ Σ\ arc(ljΣ) with σ 6= σ0 we have
ind(ljΣ;σ)− ind(l
j
Σ;σ0) = ind(l
j
Σ\{σ0};σ) (6.6)
where ind(ljΣ\{σ0};σ) denotes the index of the point σ with respect to the loop l
j
Σ\{σ0} : [0, 1] ∋
t 7→ ljΣ(t) ∈ Σ\{σ0} = S
2\{σ0} ∼= R
2 (or the “winding number” of ljΣ\{σ0} around σ). Eq.
(6.6) characterizes ind(ljΣ; ·) on Σ\ arc(l
j
Σ) completely up to an additive constant. Clearly, this
additive constant does not affect the validity of Eq. (6.5). This means that if we had defined
ind(ljΣ; ·) by
ind(ljΣ;σ) :=
{
ind(ljΣ\{σ0};σ) if σ 6= σ0 and σ /∈ arc(l
j
Σ)
0 if σ = σ0 or σ ∈ arc(l
j
Σ)
(6.7)
then Eq. (6.5) would still hold. This alternative definition of ind(ljΣ; ·) (resp. a suitable gener-
alization of it) will be useful in Subsec. 6.3 below.
We will now evaluate the right-hand side of Eq. (6.3) at a heuristic level. In [25] we will
sketch how a rigorous treatment can be obtained. Recall that T1 = i. Thus we have[∏
j
exp(
∫
lj
A∗ex)
]
exp(i k2π ≪ ⋆dA
∗
ex, B ≫L2t (Σ,dµg))
= exp(i k2π ≪ ⋆dA
∗
ex, B +
2π
k
∑
j
T1 ind(l
j
Σ; ·)≫L2t (Σ,dµg)) (6.8)
Note that≪ ⋆dA∗ex, B+
2π
k
∑
j T1 ind(l
j
Σ; ·)≫L2t (Σ,dµg) vanishes for all A
∗
ex ∈ A
∗
ex if and only if B+
2π
k
∑
j T1 ind(l
j
Σ; ·) is a constant function, i.e. iff there is a b ∈ t with B = b−
2π
k
∑
j T1 ind(l
j
Σ; ·).
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So we obtain, informally,∫
B
∫
A∗ex
[∏
j
exp(
∫
ljΣ
A∗ex)
][ ∏
m∈M(t0)
exp(ǫmB(σm))
]
exp(i k2π ≪ ⋆dA
∗
ex, B ≫L2t (Σ,dµg))DA
∗
exDB
=
∫
B
[[∫
A∗ex
exp(i k2π ≪ ⋆dA
∗
ex, B +
2π
k
∑
j
T1 ind(l
j
Σ; ·)≫L2t (Σ,dµg))DA
∗
ex
]
×
∏
m∈M(t0)
exp(ǫmB(σm))
]
DB
=
∫
t
db
[∫
δ(B − (b− 2πk
∑
j
T1 ind(l
j
Σ; ·)))
∏
m∈M(t0)
exp(ǫmB(σm))DB
]
=
( ∏
m∈M(t0)
exp(−ǫm2πλ
∑
j
T1 ind(l
j
Σ;σm))
)(∫
t
db
∏
m∈M(t0)
exp(ǫmb)
)
(6.9)
Informally, we have∫
t
∏
m
exp(ǫmb) db =
∫
t
exp(
∑
m
ǫmb) db = δ(
∑
m
ǫm) = δ(
∑
j
wind(lj
S1
)) (6.10)
because
∑
m ǫm =
∑
j wind(l
j
S1
) where wind(lj
S1
) is the winding number of lj
S1
.
For evaluating the other factor in Eq. (6.9) we now use the 2-dimensional analogue of the
framing procedure of Sec. 5. We replace the expression ind(ljΣ;σm) by
1
2
[
ind(ljΣ; φ¯s(σm)) +
ind(ljΣ; φ¯
−1
s (σm))
]
where φ¯s : Σ→ Σ is as in the paragraph preceding Remark 5.2 above. Taking
into account that T1 = i we then obtain
WLO(L, φs) ∼(∏
j
exp(λπiLK*(lj , φs ◦ lj))
)(∏
j 6=k
exp(λπiLK*(lj , lk))
)
δ(
∑
j
wind(lj
S1
))
×
∏
j
∏
m∈M(t0)
exp(−πiλǫm
[
ind(ljΣ; φ¯s(σm)) + ind(l
j
Σ; φ¯
−1
s (σm))
]
) (6.11)
We will now make use of the following proposition, which is not difficult to prove.
Proposition 6.1. If l and l˜ are loops in Σ × S1 which are 0-homologous and which have the
additional property that (l, l˜) is admissible in the sense of Subsec. 3.1 then the linking number
LK(l, l˜) of the pair (l, l˜) is well-defined and we have
LK(l, l˜) = LK*(l, l˜)−
∑
u∈I
ǫu ind(l˜Σ;σu)−
∑
u∈I˜
ǫ˜u ind(lΣ; σ˜u) (6.12)
where we have set σu := lΣ(u), ǫu := sgn(lS1 ;u) for u ∈ I := l
−1
S1
({t0}) and σ˜u := l˜Σ(u),
ǫ˜u := sgn(l˜S1 ;u) for u ∈ I˜ := l˜
−1
S1
({t0})
From this proposition it follows that for sufficiently small s > 0 we have
LK(lj , φs ◦ lj) = LK
*(lj , φs ◦ lj)−
∑
m∈Mj(t0)
ǫm
[
ind(ljΣ; φ¯s(σm)) + ind(l
j
Σ; φ¯
−1
s (σm))
]
(6.13)
and that ∑
j 6=k
LK(lj , lk) =
∑
j 6=k
LK*(lj , lk)−
∑
j
∑
m∈M(t0)\Mj(t0)
2ǫm ind(l
j
Σ;σm) (6.14)
(here we have used that for every m ∈ M(t0)\Mj(t0) and every sufficiently small s > 0 one has
ind(ljΣ; φ¯s(σm)) + ind(l
j
Σ; φ¯
−1
s (σm)) = 2 ind(l
j
Σ;σm)). So, if every lj is 0-homologous (in which
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case
∑n
j=1wind(l
j
S1
) =
∑n
j=1 0 = 0 holds) we finally obtain from Eqs. (6.11), (6.13), and (6.14)
WLO(L, φs) ∼
(∏
j
exp(λπiLK(lj , φs ◦ lj))
)(∏
j 6=k
exp(λπiLK(lj , lk))
)
(6.15)
for sufficiently small s > 0. This is exactly the expression that was obtained by other methods,
see, e.g., [3, 34].
Remark 6.2. Eq. (6.12) only holds when we use the original definition of ind(ljΣ; ·) given in Eq.
(6.4). If we had defined ind(ljΣ; ·) by Eq. (6.7) instead we would have obtained a correction factor
of the form exp(C ·
∑
m ǫm) in Eq. (6.15) where C is a suitable constant. Of course, if every loop
is 0-homologous we have wind(lj
S1
) = 0, j ≤ n, and thus also
∑
m ǫm =
∑n
j=1wind(l
j
S1
) = 0. So
the correction factor is trivial and we obtain again Eq. (6.15)
6.2. Special case 2: G = SU(2) and L consists of vertical loops with arbitrary colors.
Let us now consider the case where G = SU(N) and where Σ is an arbitrary compact oriented
surface. (Later we will restrict ourselves to the special case N = 2). We will assume in the
present subsection that in the colored link L = ((l1, l2, . . . , ln), (ρ1, ρ2, . . . , ρn)), which we have
fixed in Subsec. 3.1 each li, i ≤ n, is a vertical loop (cf. Subsec. 2.1) above the point σi, i ≤ n.
The colors ρi can be arbitrary. In this situation we have∏
i
Trρi(P exp(
∫
li
Aˆ⊥+A⊥c +A
⊥
sing(h)+Bdt)) =
∏
i
Trρi(exp(
∫
li
Bdt) =
∏
i
Trρi(exp(B(σi)))
so we can conclude, informally, that the integral
∫
Aˆ⊥
∏
iTrρi(P exp(
∫
li
Aˆ⊥ + A⊥c + A⊥sing(h) +
Bdt))dµˆ⊥B(Aˆ
⊥) appearing in Eq. (3.31) coincides with
∏
iTrρi(exp(B(σi))). For G = SU(N),
for which cG = N , we thus obtain
26 from Eq. (3.31)
WLO(L) ∼
∑
h
∫
B
(∏
j
Trρj
[
exp(B(σj))
])(∫
A⊥c
exp(ik+N2π ≪ ⋆dA
⊥
c , B ≫L2t (Σ,dµg))DA
⊥
c
)
exp(ik+N2π ≪ ⋆dA
⊥
sing(h), B ≫) detreg
(
1g0 − exp(ad(B)|g0)
)
DB (6.16)
Eq. (6.16) can be considered as a reformulation of Eq. (7.24) in [10]. The evaluation of Eq.
(6.16) which we will give now differs only slightly from the analogous treatment given in Secs.
7.1–7.6 in [10].
Let us use again the Hodge decomposition (6.2) of A⊥c ∼= AΣ,t. In the present subsection
we do not assume that Σ ∼= S2 holds so the space Aharm ∼= H
1
R
(Σ) ⊗ t need not vanish. After
replacing the
∫
· · ·DA⊥c -integration in Eq. (6.16) by
∫ ∫ ∫
· · ·DAexDAharmDA
∗
ex, where DAex,
DAharm, DA
∗
ex denote the “Lebesgue measures” on the obvious spaces, we obtain∫
A⊥c
exp(ik+N2π ≪ ⋆dA
⊥
c , B ≫L2t (Σ,dµg))DA
⊥
c ∼
∫
A∗ex
exp(ik+N2π ≪ ⋆dA
∗
ex, B ≫L2t (Σ,dµg))DA
∗
ex
because the
∫
· · ·DAex- and
∫
· · ·DAharm-integrations are trivial. Taking into account that
≪ ⋆dA∗ex, B ≫L2t (Σ,dµg) vanishes for every A
∗
ex if and only if B ∈ C
∞(Σ, P ) is constant we
obtain
WLO(L) ∼
∑
h
∫
t
db
∫
B
DB
[
δ(B − b)
(∏
j
Trρj
[
exp(B(σj))
])
× exp
(
ik+N2π ≪ ⋆dA
⊥
sing(h), B ≫
)
detreg
(
1g0 − exp(ad(B)|g0)
)]
=
∑
h
∫
P
db
(∏
j
Trρj
[
exp(b)
])
exp(ik+N2π ≪ ⋆dA
⊥
sing(h), b≫)
× det
(
1g0 − exp(ad(b)|g0)
)χ(Σ)/2
26note that in contrast to the situation in Subsec. 6.1 and Subsec. 6.2 no framing is necessary in the present
subsection. For this reason we will denote the WLOs just by WLO(L) instead of WLO(L;φs)
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where db is the Lebesgue measure on t. Here we have used that
detreg
(
1g0 − exp(ad(B)|g0)
)
= det
(
1g0 − exp(ad(b)|g0)
)χ(Σ)/2
if B equals the constant function b, cf. Eq. (3.30).
From Eq. (3.9) and the definition of n(h) and A⊥sing(h) it follows immediately that
k+N
2π ≪ ⋆dA
⊥
sing(h), b≫=
k+N
2π n(h) · b (6.17)
where “·” denotes the scalar product on t induced by (·, ·)g. From exp(ad(b)|g0) = Ad(exp(b))|g0
we obtain
WLO(L) ∼
∑
h
∫
P
db f(exp(b)) exp(ik+N2π n(h) · b) (6.18)
where we have set f(t) :=
(∏
j Trρj(t)
)
det
(
1g0 −Ad(t)|g0
)χ(Σ)/2
, t ∈ T .
For simplicity, let us restrict ourselves to the the special case N = 2, i.e. G = SU(2). We can
then choose T to be the maximal torus {
(eiθ 0
0 e−iθ
)
| θ ∈ [0, 2π]} and P ⊂ t = Rτ = {θ·τ | θ ∈ R}
to be the (open) alcove
P := {θ · τ | θ ∈ (0, π)} where τ :=
(i 0
0 −i
)
(6.19)
Taking into account Eq. (2.31) and
{n(h) | h ∈ [Σ, G/T ]} = ker(exp|t) = 2πZ · τ (6.20)
τ · τ = −Tr(ττ) = 2 (6.21)
det
(
1g0 −Ad(exp(x · τ)))|g0
)
= sin(x)2 (6.22)
Trρj (exp(x · τ)) =
sin(djx)
sin(x)
(6.23)
where dj is the dimension of the representation ρj we obtain, informally,
WLO(L) ∼
∞∑
m=−∞
∫
(0,π)
eim(k+2)2xf(exτ ) dx
=
∫
1(0,π)(x)
( ∞∑
m=−∞
eim(k+2)2x
)
f(exτ ) dx
(∗)
=
∫
1(0,π)(x)δ π
k+2
Z(x)f(e
xτ ) dx =
k+1∑
l=1
f(e
π
k+2
lτ )
=
k+1∑
l=1
∏
j
sin(
ldjπ
k+2 )
sin( lπk+2)
sin2−2g( lπk+2) (6.24)
where δ π
k+2
Z is the periodic delta-function associated to the lattice
π
k+2Z in R and where g denotes
the genus of Σ. In step (∗) we have pretended that we can apply the Poisson summation formula∫
φ(x)
(∑∞
m=−∞ e
im(k+2)2x
)
dx =
∫
φ(x)δ π
k+2
Z(x)dx, which holds, e.g., if φ is a smooth function
of rapid decrease. Clearly, the function 1(0,π)(x)f(e
xτ ) is not smooth, it even has a singularity at
the points x = 0 and x = π if χ(Σ) < 0. In a rigorous treatment of the above derivation where,
among other things, “loop smearing” is used in a suitable way this complication can probably
be avoided.
6.3. Special case 3: G = SU(2) and L has standard colors and no double points. Let
us consider again the case where G = SU(N). (Later we will restrict ourselves to the special
case N = 2). We will now assume that the colored link L = ((l1, l2, . . . , ln), (ρ1, ρ2, . . . , ρn))
which we have fixed in Subsec. 3.1 is admissible and has no double points and that each ρj is
equal to the fundamental representation ρSU(N) of SU(N).
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As G = SU(N) is simply-connected Σ can be an arbitrary (oriented compact) surface. Note,
however, that the case Σ 6∼= S2 is slightly more complicated than the case Σ ∼= S2. Firstly, in
the Hodge decomposition (6.2) of A⊥c ∼= AΣ,t the space Aharm is not trivial if Σ 6∼= S2. Secondly,
in the case Σ 6∼= S2 the definition of the functions ind(l
j
Σ; ·) for general loops l
j
Σ in Σ is also more
complicated than in the case Σ ∼= S2.
In order to circumvent these complications in the present paper we will make the additional
assumption that for the link L considered each ljΣ is 0-homotopic. From this and DP (L) = ∅
it then follows that Σ\ arc(ljΣ) will have exactly two connected components and we can then
define the functions ind(ljΣ; ·) for arbitrary Σ in a similar way as in Subsec. 6.1 above for the
case Σ = S2. As in the case Σ = S2 there is a certain freedom in defining ind(ljΣ; ·). It turns
out that it has several advantages to define ind(ljΣ; ·) in analogy to Remark 6.1, i.e. to fix the
additive constant mentioned in Remark 6.1 by demanding that
ind(ljΣ;σ0) = 0 (6.25)
holds. As in Subsec. 5.2 let (φs)s>0 be a horizontal framing of L. In view of Eq. (3.31) and Eq.
(5.1) let us now set
WLO(L;φs) :=∑
h∈[Σ,G/T ]
∫
A⊥c ×B
WLO(L, φs;A
⊥
c , A
⊥
sing(h), B) exp(i
k+cG
2π ≪ ⋆dA
⊥
sing(h), B ≫)
× detreg
(
1g0 − exp(ad(B)|g0)
)
exp(ik+cG2π ≪ ⋆dA
⊥
c , B ≫L2t (Σ,dµg) (DA
⊥
c ⊗DB)
From Eq. (5.31) we obtain (for small s > 0)
WLO(L;φs) ∼∑
h∈[Σ,G/T ]
∫
B
[∫
A⊥c
∏
j
Tr
[
exp(
∑
m∈Mj(t0)
ǫmB(σm)) exp(
∫
ljΣ
A⊥c ) exp(
∫
ljΣ
A⊥sing(h))
]
× exp(ik+N2π ≪ ⋆dA
⊥
c , B ≫L2t (Σ,dµg)))DA
⊥
c
]
× exp(ik+N2π ≪ ⋆dA
⊥
sing(h), B ≫)) detreg
(
1g0 − exp(ad(B)|g0)
)
DB (6.26)
Let us again use the Hodge decomposition A⊥c ∼= AΣ,t = Aex ⊕ Aharm ⊕ A∗ex and replace
the
∫
· · ·DA⊥c -integration by
∫ ∫ ∫
· · ·DAexDAharmDA
∗
ex. Clearly,
∫
ljΣ
Aex = 0 and from the
assumption that each ljΣ is 0-homotopic it follows that also
∫
ljΣ
Aharm = 0 for all Aharm ∈ Aharm.
Thus the
∫
· · ·DAex- and
∫
· · ·DAharm-integrations are trivial and we obtain
WLO(L;φs) ∼∑
h∈[Σ,G/T ]
∫
B
{∫
A∗ex
∏
j
Tr
[
exp(
∑
m∈Mj(t0)
ǫmB(σm)) exp(
∫
ljΣ
A∗ex) exp(
∫
ljΣ
A⊥sing(h))
]
× exp(ik+N2π ≪ ⋆dA
∗
ex, B ≫L2t (Σ,dµg))DA
∗
ex
}
× exp(ik+N2π ≪ ⋆dA
⊥
sing(h), B ≫) detreg
(
1g0 − exp(ad(B)|g0)
)
DB (6.27)
From a straightforward generalization of Eq. (6.5) we obtain (recall that Ta ∈ t for a ≤ r)
∫
ljΣ
A∗ex =
r∑
a=1
Ta ≪ ⋆dA
∗
ex, Ta ind(l
j
Σ; ·)≫L2t (Σ,dµg) (6.28)
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Taking into account that27 for b ∈ t we have
Tr(exp(b)) = TrρSU(N)(exp(b)) =
∑
α∈WρSU(N)
exp(α(b)) (6.29)
where WρSU(N) is the set of infinitesimal weights α : t→ iR of ρSU(N) and setting
A :=WρSU(N) × · · · ×WρSU(N) (6.30)
(for an element (α1, . . . , αn) ∈ A we will often use the shorthand α) we thus have
∏
j
Tr
[
exp
( ∑
m∈Mj(t0)
ǫmB(σm)
)
exp
(∫
ljΣ
A∗ex
)
exp
(∫
ljΣ
A⊥sing(h)
)]
=
∑
α∈A
n∏
j=1
exp
(
αj(
∑
m∈Mj(t0)
ǫmB(σm) +
∫
ljΣ
A∗ex +
∫
ljΣ
A⊥sing(h))
)
=
∑
α∈A
exp
(∑
j
∑
m∈Mj(t0)
ǫmαj(B(σm)) +
∫
ljΣ
αj(A
⊥
sing(h))
)
× exp
(
−i≪ ⋆dA∗ex, ind(L,α)≫L2t (Σ,dµg)
)
(6.31)
where we have set
ind(L,α) := −
∑
j′
∑
a≤r
1
i
αj′(Ta) Ta ind(l
j′
Σ ; ·) (6.32)
Note that the function 1iαj takes values in R. So ind(L,α) is a well-defined element of
L2t (Σ, dµg).
We now regularize the expressions B(σm) using “framing” as in Subsec. 6.1. This amounts to
replacing B(σm) by
1
2
[
B(φ¯s(σm)) +B(φ¯
−1
s (σm))
]
. Then we obtain (for sufficiently small s > 0)
WLO(L;φs)
∼
∑
h∈[Σ,G/T ]
∫
B
∑
α∈A
{∫
A∗ex
exp(i≪ ⋆dA∗ex,
k+N
2π B − ind(L,α))≫L2t (Σ,dµg))DA
∗
ex
}
× exp
(∑
j
∑
m∈Mj(t0)
ǫm
1
2αj
(
B(φ¯s(σm)) +B(φ¯
−1
s (σm))
)
detreg
(
1g0 − exp(ad(B)|g0)
)
× exp
(∑
j
∫
ljΣ
αj(A
⊥
sing(h))
)
exp(ik+N2π ≪ ⋆dA
⊥
sing(h), B ≫)DB (6.33)
Similarly as in Subsec. 6.2 we can argue, informally28, that
∫
A∗ex exp(i ≪ ⋆dA
∗
ex,
k+N
2π B −
ind(L,α)) ≫L2t (Σ,dµg))DA
∗
ex vanishes unless B −
2π
k+N ind(L,α) is a constant function taking
29
values in P . In other words: the aforementioned integral vanishes unless there is a b ∈ P such
that B = b + 2πk+N ind(L,α) holds. Accordingly, let us replace the
∫
· · ·DB-integration by the
integration ∫
P
db
[∫
B
· · · δ(B − b− 2πk+N ind(L,α))DB
]
Let us set ǫj :=
∑
m∈Mj(t0) ǫm = wind(l
j
S1
) and choose for each j a fixed element of {σm | m ∈
Mj(t0)} which we will denote σj (if Mj(t0) is empty we choose an arbitrary point of arc(l
j
Σ)
27note that, as ρSU(N) is the fundamental representation of SU(N), all the weights that appear in the character
associated to ρSU(N) have multiplicity one
28we expect that it is possible to avoid this heuristic argument and to give a fully rigorous treatment instead,
cf. point (4) in Subsec. 7.2
29that B − 2π
k+N
ind(L,α) must take values in P follows from ind(L,α)(σ0) = 0, cf. Eq. (6.25)
32 AN ANALYTIC APPROACH TO TURAEV’S SHADOW INVARIANT
for σj). Moreover, let P
Σ denote the set of all mappings Σ → P and 1PΣ the corresponding
indicator function, i.e. for a function B : Σ→ t we have
1PΣ(B) =
{
1 if Image(B) ⊂ P
0 otherwise
We obtain (for small s > 0)
WLO(L;φs)
∼
∑
α∈A
∑
h∈[Σ,G/T ]
∫
P
db
(
1PΣ(B) exp
(∑
j
ǫj
1
2
[
αj
(
B(φ¯s(σj))) + αj
(
B(φ¯−1s (σj)))
])
×
[
exp
(∑
j
∫
ljΣ
αj(A
⊥
sing(h))
)
exp(ik+N2π ≪ ⋆dA
⊥
sing(h),
2π
k+N ind(L,α)≫)
]
× detreg
(
1g0 − exp(ad(B)|g0)
)
exp(ik+N2π ≪ ⋆dA
⊥
sing(h), b≫)
)
|B=b+ 2πk+N ind(L,α)
(∗)
=
∑
α∈A
∑
h∈[Σ,G/T ]
∫
P
db
(
1PΣ(B) exp
(∑
j
ǫj
1
2
[
αj
(
B(φ¯s(σj))) + αj
(
B(φ¯−1s (σj)))
])
×
[
1
]
× detreg
(
1g0 − exp(ad(B)|g0)
)
exp(ik+N2π n(h) · b)
)
|B=b+ 2πk+N ind(L,α)
(∗∗)
=
∑
α∈A
∑
h
∫
P
db
(
exp(ik+N2π n(h) · b)
)(
1PΣ(B) exp
(∑
j
ǫj
1
2
[
αj
(
B(φ¯s(σj)) +B(φ¯
−1
s (σj)))
])
×
µ∏
t=1
det
(
1g0 −Ad(exp(B(σXt)))|g0
)χ(Xt)/2)
|B=b+ 2πk+N ind(L,α)
(6.34)
Here step (∗) follows from Eq. (6.17) and the relation
r∑
a=1
Ta ≪ ⋆dA
⊥
sing(h), Ta ind(l
j
Σ; ·)≫ =
∫
ljΣ
A⊥sing(h) (6.35)
which is not difficult to show30. Step (∗∗) follows from
detreg
(
1g0 − exp(ad(B)|g0)
)
=
µ∏
t=1
det
(
1g0 −Ad(exp(B(σXt)))|g0
)χ(Xt)/2 (6.36)
(here we have fixed σXt ∈ Xt for each t ≤ µ). Eq. (6.36) follows from Eq. (3.30) if we take into
account that each function B = b + 2πk+N ind(L,α) is a “step function” in the sense of Subsec.
3.5.
For simplicity, let us now restrict ourselves to the special case where N = 2, i.e. G = SU(2).
Then, after informally interchanging the
∑
h∈[Σ,G/T ]-summation with the
∫
P -integration and
taking into account Eq. (6.19) and the relation 1PΣ(B) = 1P (B(σ0)) ·1PΣ(B) = 1P (xτ) ·1PΣ (B)
30if we had not defined ind(ljΣ; ·) such that Eq. (6.25) holds then we would have to replace Eq. (6.35) by the
equation
∑r
a=1 Ta ≪ ⋆dA
⊥
sing(h), Ta ind(l
j
Σ; ·)≫= n(h) · ind(l
j
Σ;σ0) +
∫
l
j
Σ
A⊥sing(h)
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for B = xτ + 2πk+2 ind(L,α), which holds because ind(L,α)(σ0) = 0, we obtain from Eq. (6.34)
WLO(L;φs)
∼
∑
α∈A
∫ π
0
dx
(∑
h
exp(ik+22π n(h) · xτ)
)
1P (xτ)
×
(
1PΣ(B) exp
(∑
j
ǫj
1
2
[
αj
(
B(φ¯s(σj)) +B(φ¯
−1
s (σj)))
])
×
µ∏
t=1
det
(
1g0 −Ad(exp(B(σXt)))|g0
)χ(Xt)/2)
|B=xτ+ 2πk+2 ind(L,α)
(+)
=
∑
α∈A
k+1∑
l=1
(
1PΣ(B) exp
(∑
j
ǫj
1
2
[
αj
(
B(φ¯s(σj)) +B(φ¯
−1
s (σj))
)])
×
µ∏
t=1
det
(
1g0 −Ad(exp(B(σXt)))|g0
)χ(Xt)/2)
|B= πk+2(lτ+2 ind(L,α))
(6.37)
In step (+) we have used that {exp(ik+22π (n(h) · xτ)
)
| h ∈ [Σ, G/T ]} = {exp(i2m(k+2)x
)
| m ∈
Z} (cf. Eqs. (6.20) and (6.21)) and as in Subsec. 6.2 above we have again pretended that we can
apply the Poisson summation formula. As in Subsec. 6.2 we expect that in a rigorous treatment
where, among other things, “loop smearing” and “point smearing” are used in a suitable way
this argument can be made rigorous, cf. [25].
For every l ∈ {1, 2, . . . , k + 1} and α ∈ A let us now set
ξl,α := l −
∑
j′
1
i
αj′(τ) ind(l
j′
Σ ; ·) (6.38)
Clearly, we can choose T1 =
1√
2
τ . Taking into account that ξl,α takes values in Z and that
ξl,α · τ = lτ + 2 ind(L,α) we obtain (with the help of Eq. (6.22))
WLO(L;φs) ∼
∑
α∈A
k+1∑
l=1
(
1Image(ξl,α)⊂{1,2,...,k+1}
µ∏
t=1
sin( πk+2ξl,α(σXt))
χ(Xt)
× exp
(
π
k+2
1
2
∑
j
αj(τ)ǫj(ξl,α(φ¯s(σj)) + ξl,α(φ¯
−1
s (σj)))
))
(6.39)
Taking into account that for sufficiently small s > 0 we have ind(lj
′
Σ ; φ¯s(σj))−ind(l
j′
Σ ; φ¯
−1
s (σj)) =
0 if j 6= j′, and ind(lj
′
Σ ; φ¯s(σj)) − ind(l
j′
Σ ; φ¯
−1
s (σj)) ∈ {−1, 1} (cf. condition (H2) in Subsec. 5.2)
and thus (ind(lj
′
Σ ; φ¯s(σj)) − ind(l
j′
Σ ; φ¯
−1
s (σj)))
2 = 1 if j = j′ we obtain from Eq. (6.38) (for
arbitrary l)
αj(τ) = −i
(
ind(ljΣ; φ¯s(σj))− ind(l
j
Σ; φ¯
−1
s (σj))
)(
ξl,α(φ¯s(σj))− ξl,α(φ¯
−1
s (σj)) (6.40)
Thus we obtain
WLO(L;φs) ∼
∑
(l,α)∈Pairsadm
µ∏
t=1
sin( πk+2ξl,α(σXt))
χ(Xt)
× exp
(
− πik+2
1
2
∑
j
ǫj
(
ind(ljΣ; φ¯s(σj))− ind(l
j
Σ; φ¯
−1
s (σj))
)
(ξl,α(φ¯s(σj))
2 − ξl,α(φ¯
−1
s (σj)))
2
)
(6.41)
where we have set
Pairsadm := {(l, α) ∈ {1, . . . , k + 1} ×A | Image(ξl,α) ⊂ {1, 2, . . . , k + 1}} (6.42)
We will now show that the right-hand side of Eq. (6.41) reduces to expression (B.10) in
Appendix B (up to a multiplicative constant depending only on the charge k). First we observe
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that each (l, α) ∈ Pairsadm determines an area coloring ηl,α of sh(L) with colors in Ik+2 (cf.
Appendix B) given by
ηl,α(Xt) =
1
2 (ξl,α(σXt)− 1) (6.43)
with σXt as above. It is well-known in the “physical interpretation” of the framework in Ap-
pendix B (cf., e.g., [36]) that the color 1/2 ∈ Ik+2 corresponds to the fundamental repre-
sentation ρSU(2) of SU(2). As we have only considered links where all the loops l1, l2, . . . , ln
carry the standard representation ρSU(2) one should expect that the constant “coloring” col1/2 :
{l1, l2, . . . , ln} → {0, 1/2, . . . , k/2} taking only the value 1/2 will play a role in the sequel. The
next proposition (in which we use the notation of Appendix B) shows that this is indeed the
case.
Proposition 6.2. For each (l, α) ∈ Pairsadm the area coloring ηl,α is admissible w.r.t. col1/2
and the mapping Ξ : Pairsadm ∋ (l, α) 7→ ηl,α ∈ ad(sh(L); col1/2) is a bijection.
Proof. Ξ is injective: Let us assume without loss of generality that σ0 ∈ Xµ. Then we have (cf.
Eq. (6.25))
l = ξl,α(σ0) = 2ηl,α(Xµ) + 1
so l is uniquely determined by ηl,α. Moreover, from Eqs. (6.40) and (6.43) it follows that also α
is uniquely determined by ηl,α, so Ξ is injective.
Ξ(Pairsadm) ⊂ ad(sh(L); col1/2): Let (l, α) ∈ Pairsadm and let e ∈ E(L). As we only consider
the special case DP (L) = ∅ where E(L) = {l1Σ, l
2
Σ, . . . , l
n
Σ} we have e = l
j
Σ for some fixed j ≤ n.
We have to prove that the triple (¯i, j¯, k¯) ∈ I3k+2 given by
i¯ = 1/2, j¯ = η(X1(e)), k¯ = η(X2(e))
fulfills the relations (B.5)–(B.8) in Appendix B with r¯ = k+2. Here X1(e) and X2(e) are defined
as in Appendix B. In order to see this first note that for sufficiently small s > 0 we have
j¯ − k¯ = η(X1(e))− η(X2(e))
= 12
(
ξl,α(φ¯s(σj))− ξl,α(φ¯
−1
s (σj))
)
= 12
αj(τ)
i
(
ind(ljΣ; φ¯s(σj))− ind(l
j
Σ; φ¯
−1
s (σj))
)
(6.44)
But
αj(τ)
i ∈ {−1, 1} and
(
ind(ljΣ; φ¯s(σj))− ind(l
j
Σ; φ¯
−1
s (σj))
)
∈ {−1, 1} so we obtain
|j¯ − k¯| = 12 (6.45)
As i¯ = 12 this implies relations (B.5) and (B.8). Moreover, Eq. (6.45) implies that at least one
of the two numbers j¯, k¯ ∈ Ik+2 = {0, 1/2, 1, . . . , k/2} must lies even in {1/2, 1, . . . , (k − 1)/2}.
Relations (B.6) and (B.7) now follow easily.
Ξ(Pairsadm) ⊃ ad(sh(L); col1/2): Let η ∈ ad(sh(L); col1/2). Let us assume without loss of
generality that σ0 ∈ Xµ. Let l := 2η(Xµ) + 1 and let αj : t→ C be given by
αj(τ) = −i sgn(X
+
j ; l
j
Σ))2
(
η(X+j )− η(X
−
j )) (6.46)
where we have set X+j := X1(l
j
Σ), X
−
j := X2(l
j
Σ) for l
j
Σ ∈ E(L) = {l
1
Σ, l
2
Σ, . . . , l
n
Σ} and where
sgn(X+j ; l
j
Σ) is defined as in Remark B.2. From (B.5)–(B.8) it follows that l ∈ {1, 2 . . . , k + 1}
and α := (α1, . . . , αn) ∈ A so (l, α) ∈ Pairsadm. Finally, from Eqs. (6.40), (6.46), (6.43) and
sgn(X±j ; l
j
Σ)) = ±
(
ind(ljΣ; φ¯s(σj))− ind(l
j
Σ; φ¯
−1
s (σj))
)
(6.47)
(which holds if s was chosen sufficiently small) we see that η = ηl,α holds. 
In the sequel we will set ad(sh(L)) := ad(sh(L); col1/2). Let X
±
j , j ≤ n, be defined as in the
last part of the proof of Proposition 6.2. Taking into account Eqs. (6.43), (6.47) and Proposition
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6.2 we now obtain from Eq. (6.41) (provided that s was chosen sufficiently small)
WLO(L;φs) (6.48)
∼
∑
η∈ad(sh(L))
( µ∏
t=1
sin( πk+2(2η(Xt) + 1))
χ(Xt)
)
× exp
(
− πik+2
1
2
∑
j
ǫj sgn(X
+
j ; l
j
Σ) · 4((η(X
+
j ) + 1/2)
2 − (η(X−j ) + 1/2)
2)
)
=
∑
η∈ad(sh(L))
( µ∏
t=1
sin( πk+2(2η(Xt) + 1))
χ(Xt)
)
×
{(∏
j
exp
(
− πik+22ǫj sgn(X
+
j ; l
j
Σ)(η(X
+
j )
2 + η(X+j )
)
×
(∏
j
exp
(
− πik+22ǫj sgn(X
−
j ; l
j
Σ)(η(X
−
j )
2 + η(X−j )
)}
=
∑
η∈ad(sh(L))
µ∏
t=1
(
sin( πk+2(2η(Xt) + 1))
χ(Xt)
)
×
µ∏
t=1
exp
(
− πik+22
(∑
j with arc(ljΣ)⊂∂Xt
ǫj sgn(Xt; l
j
Σ)
)
η(Xt)(η(Xt) + 1)
)
=
∑
η∈ad(sh(L))
µ∏
t=1
(
sin( πk+2(2η(Xt) + 1))
χ(Xt) × exp
(
− πik+22xt(η(Xt) · (η(Xt) + 1))
)
=
∑
η∈ad(sh(L))
µ∏
t=1
(vη(Xt))
χ(Xt) sin( πk+2)
χ(Xt)(−1)χ(Xt)2η(Xt) exp(2xtuη(Xt))(−1)
xt2η(Xt) (6.49)
where ui, vj, xt are given as in Eqs. (B.3), (B.4), and (B.11) in Appendix B.
As each ljΣ is – by assumption – a Jordan loop which is 0-homotopic it follows that
χ(Xt) = #{j ≤ n | arc(l
j
Σ) ⊂ ∂Xt} mod 2
for each t ≤ µ. So in the special case where all ǫj are odd we have
χ(Xt) = xt mod 2
for each t ≤ µ. If at least one ǫj is even then the last equation does not hold in general but
using a simple induction over the number of indices j for which ǫj is even it follows that one
always has ∑
t
χ(Xt)2η(Xt) =
∑
t
xt2η(Xt) mod 2
Moreover, we have ∏
t
sin( πk+2)
χ(Xt) = sin( πk+2)
χ(Σ) = sin( πk+2)
2−2g
For sufficiently small s > 0 we therefore obtain
WLO(L, φs) ∼ sin(
π
k+2)
2−2g ∑
η∈ad(sh(L))
µ∏
t=1
(vη(Xt))
χ(Xt) exp(2xtuη(Xt)) (6.50)
Apart from the constant factor sin( πk+2)
2−2g, which depends only on the charge k but not on
the link L, the right-hand side of Eq. (6.50) coincides exactly with the right-hand side of Eq.
(B.10) in Appendix B. In particular, WLO(L, φs) does not depend on the special choice of the
points t0 and σ0 at the beginning of Sec. 2.
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7. Outlook and Conclusions
7.1. Generalizing the computations of Subsec. 6.3 to links with double points. In
order to complete the computation of the WLOs for G = SU(2) and general links (with standard
colors) one has to carry out the following steps:
Firstly, one has to prove that the limits (5.36) exist and one has to calculate their values.
Secondly, one has to evaluate expression (5.37) explicitly, for example by rewriting it in terms
of “state sums” similar to the ones that appear in Eq. (6.2) in [22]. Finally, one has to perform
the
∫
· · ·DA⊥c and
∫
· · ·DB integrations, which can probably be done in a similar way as in
Subsec. 6.3. We consider it to be likely that after completing these steps one will finally arrive
at an expression for the WLOs that is given by the right-hand side of (B.9).
One word of caution is appropriate here, though: it is not not totally impossible that some-
thing similar will happen as in the axial gauge approach to Chern-Simons models on R3, cf.
[19, 4, 21, 22]. In [22] it turned out that, in the Non-Abelian case, the expressions for the WLOs
obtained for links with double points depended on the precise way in which the loop smearing
regularization procedure was implemented. This “loop smearing dependence” destroys topolog-
ical invariance and it is thus not surprising that the final expressions obtained for the WLOs
in [22] do not fully coincide with the knot polynomial expressions that were expected in the
standard literature. (For special non-integer values of the charge k topological invariance could
be recovered in [22] within a restricted class of loop smearing procedures, called “axis dependent
loop smearing”. However, the values of k for which this happens are exactly those that make
the relevant knot polynomials trivial).
If one interprets the loop smearing dependence as a reflection of the fact that axial gauge is in
a certain sense a rather “singular” gauge then it would seem natural to worry that a similar loop
smearing dependence problem (LSD problem) might appear in the torus gauge setting of the
present paper when evaluating the WLOs of links with double points. (After all “torus gauge
fixing” and “axial gauge fixing” share the aspect of being “singular” gauges).
On the other hand it is clear that the “singularity” of axial gauge fixing alone cannot be
“the cause” for the LSD problem. Clearly, axial gauge fixing is equally singular if the structure
group G of the model is Abelian but as we saw in [22] some of the additional algebraic relations
that hold in the Abelian case prevent the LSD problem from appearing. Instead we prefer to
interpret the LSD problem as a reflection of the idea that something is “wrong” with Chern-
Simons models on non-compact manifolds. For example, the non-compactness of the manifold R3
has the unpleasant effect that the expression SCS(A) is not defined for every A ∈ A. Following
[19] we therefore assumed in [22] in several computations that the 1-form A had compact support
(or, alternatively, was of rapid decrease). If one could make this assumption consistently then
things might not be so bad. One could then try to replace the space A of all gauge fields on
R
3 appearing in the relevant path integral expressions of the form
∫
A · · · exp(iSCS(A))DA by
the space Acomp of 1-forms on R
3 with compact support and hope that the new path integrals
reproduce the interesting knot invariants that appeared in [44] for Chern-Simons models on
compact manifolds. However, if one wants to apply axial gauge fixing there is (at least) one
argument that makes it necessary to work with the original space A of all gauge fields, cf. the
argument in Subsec. 2.2 in [22] that the mapping G˜ × Acax ∋ (Ω, A) 7→ A · Ω ∈ A is a bijection
(here Acax is the space of 1-forms which are “completely axial” and G˜ := {Ω ∈ G | Ω(0) = 1}).
The analogue of this argument where each of the three spaces Acax, G˜ and A is replaced by the
corresponding subspace of elements with compact support does not hold. In other words: for the
approach in [22] it was necessary to “combine” results that hold only for spaces with compact
support with results that hold only for the bigger spaces Acax, G˜ and A. It should therefore
not be too surprising that the axial gauge approach for Chern-Simons models on R3 runs into
difficulties (at least when using the implementation of [4, 21, 22]). In fact, the loop smearing
dependence was not the only complication/problem in [22]. There were two other problems:
Firstly, it turned out in [22] that the values of the WLOs differ from those expected in the
standard literature even for the few links for which there was no loop smearing dependence, i.e.
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for loops without double points31. Secondly, in the approach in [4, 21, 22] it was unclear right
from the beginning how quantum groups (resp. the corresponding R-matrices) could enter the
computations. Note that a quantum group Uq(g), q ∈ C\{−1, 0, 1}, is obtained from the classical
enveloping algebra U(g) by a deformation process that involves a fixed Cartan subalgebra t. But
such a Cartan subalgebra never played any role in [4, 21, 22].
By contrast, in the torus gauge approach to Chern-Simons models on M = Σ× S1 a Cartan
subalgebra t plays an important role right from the beginning. Moreover, as we have seen in
Subsec. 6.3 above, in the torus gauge approach to Chern-Simons models on Σ×S1 with compact32
Σ the values of the WLOs of links without double points do agree with those expressions expected
in the standard literature. (In [17] it is shown that this is also true for general groups G and
general link colorings, cf. point (1) in Subsec. 7.2 below). This makes us optimistic that also
the last complication, i.e. the LSD problem will not appear in the torus gauge approach.
Finally, we would like to emphasize that even if it turns out that the LSD problem does
appear during the evaluation of the WLOs of general links, the torus gauge approach is still
useful:
(a) By studying the WLOs of links consisting exclusively of three vertical loops in the torus
gauge approach one obtains a path integral derivation of the Verlinde formula resp. the
fusion rules, cf. [10].
(b) It is shown in [17] (cf. point (1) in Subsec. 7.2 below) that by studying WLOs of links
that are obtained by taking a loop without double points like in Subsec. 6.3 and adding
two vertical loops one can also obtain a path integral derivation of the so-called quantum
Racah formula (cf. [39]).
(c) With the help of the torus gauge approach one can probably gain a better understanding
of Witten’s surgery operations from a path integral point of view. In [44] arguments from
Conformal Field Theory are used in order to explain the appearance of the S- and T -
matrices in the formulas that relate the values of the WLOs under surgery operations.
In [28] we plan to give an alternative explanation which only uses arguments based on
the path integral.
7.2. Other Generalizations/Further Directions. The generalization of the computations
of Subsec. 6.3 to links with double points, discussed in the previous subsection, is clearly the
most important open problem that remains to be studied in the torus gauge approach. But there
are other directions for a generalization/extension of the results of the present paper which we
also find interesting. They are given in the following list:
(1) Generalize the results of Subsec. 6.3 and the results that can be expected if the project
described in Subsec. 7.1 can be completed successfully to arbitrary (simple simply-
connected compact) groups G and arbitrary link colorings. (Recall that in Subsec. 6.3
we only considered the special situation where G = SU(2) and where all the loops are
“colored” with the fundamental representation ρSU(2)). In fact, for the case of links
without double points this generalization has already been carried out in [17]. As a
by-product of the computations in [17] we obtained a “path integral derivation” of the
so-called quantum Racah formula, cf. [39].
(2) In a recent paper, cf. [13], Blau and Thompson study the partition function of Chern-
Simons models on 3-manifolds M which are the total spaces of arbitrary S1-bundles
(and not only trivial S1-bundles as in [10, 11, 12]). Similarly, one can ask whether the
results of the present paper can be generalized to Chern-Simons models on arbitrary
S1-bundles.
31provided that horizontal framing (=“strictly vertical framing” in the terminology of [22]) is used
32it is interesting to note that if one evaluates Eq. (3.31) for non-compact Σ, for which the set [Σ, G/T ] consists
of only one element and the summation
∑
h∈[Σ,G/T ] · · · is therefore trivial, one runs into difficulties. In particular,
the values of the WLOs of links without double points are then not given by the shadow invariant, which is
an other argument in favor of our claim that something is “wrong” with Chern-Simons models on non-compact
manifolds
38 AN ANALYTIC APPROACH TO TURAEV’S SHADOW INVARIANT
(3) The torus gauge approach will probably be useful for gaining a better understanding of
Witten’s surgery operations from a path integral point of view, cf. point (c) in the list
in Subsec. 7.1 above.
(4) It should be possible to obtain a rigorous realization of the full integral expression on
the right-hand side of Eq. (3.31) using results/techniques from white noise analysis, cf.
[25]. However, since this treatment based on white noise analysis is rather technical it
is natural to look for alternative approaches for making rigorous sense of the right-hand
side of Eq. (3.31). For example, one can study approaches which involve a suitable
discretization of the base manifold M = Σ × S1. For every fixed triangulation K of Σ
and every fixed triangulation of S1 there is a discrete analogue of the torus gauge fixing
procedure and it should be possible to “discretize” the computations in Secs. 5 and 6
of the present paper in such a way that the shadow invariant is recovered within this
discretized setting (possibly after taking a suitable continuum limit). Such an approach
is currently studied in [26, 27].
7.3. Conclusions. In the present paper we have shown how the face models that were intro-
duced in [41] arise naturally when evaluating the right-hand side of Eq. (3.31), which generalizes
formula (7.1) in [10]. Although we have carried out all the details only in some special cases
we think that it is reasonable to expect (cf. the arguments in Subsec. 7.1 above) that when
completing the computations for general links one will finally arrive at the formula (B.9) in
Appendix B (or, for G 6= SU(2), at the relevant generalization of formula (B.9) described in
[40]). If this turns out to be true then this would mean that we have solved problem (P1) of
the introduction for manifolds M of the form M = Σ × S1. Moreover, in view of point (4) in
Subsec. 7.2 this would probably also lead to the solution of problem (P2)’ for such manifolds.
Appendix A: Proof of Eq. (5.27)
First we observe that for all j, j′ ∈ N and s > 0 such that
πΣ(supp(j)) ∩ πΣ(φs(supp(j
′))) = ∅ (A.1)
holds, the functions (·, j) and (·, j′) on N ∗ are independent w.r.t. Φ⊥B,φs . This follows from the
Φ⊥B,φs-analogues of Eqs. (4.2) and (4.3) (with the help of the polarization identity).
Using the general Wick theorem analogue mentioned in Sec. 4 we see that this statement
can be generalized to arbitrary (finite) sequences j1, j2, . . . , jm ∈ N , m ∈ N, such that condition
(A.1) holds with j := ji, j
′ := ji′ , i, i′ ≤ m. Thus, for small s > 0, mi ∈ N, u1 < u2 < . . . < umi ,
and arbitrary polynomial functions pi in mi variables we have: the n-tuple ψ
ǫ
1, . . . , ψ
ǫ
n given by
ψǫi = pi
(
D
lǫi
u1(·+A
⊥
c +A
⊥
sing(h) +Bdt), . . . ,D
lǫi
umi
(·+A⊥c +A
⊥
sing(h) +Bdt)
)
, ǫ > 0
is independent w.r.t. Φ⊥B,φs if ǫ is sufficiently small (that the aforementioned support condition
is fulfilled for ψǫ1, . . . , ψ
ǫ
n and small ǫ > 0 follows from the assumptions that DP (L) = ∅ and
that the framing (φs)s>0 is horizontal).
Eq. (5.27) now follows with the help of a suitable limit argument (cf. also Proposition 4 in
[22] and the paragraph preceding Eq. (6.3) in [22]).
Appendix B: The shadow invariant for M = Σ× S1
For the convenience of the reader we will now recall some basic notions from [41], in particular
the definition of the “shadow invariant” which was introduced there (cf. also [36]).
For an admissible link L in M = Σ × S1 we will set D(L) := (DP (L), E(L)) where DP (L)
denotes, as above, the set of double points of L and E(L) the set of curves in Σ into which the
loops l1Σ, l
2
Σ, . . . , l
n
Σ are decomposed when being “cut” in the points of DP (L). Clearly, D(L)
can be considered to be a finite (multi-)graph. We set
Σ\D(L) := Σ\(
⋃
j
arc(ljΣ)) (B.2)
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As L was assumed to be admissible (cf. Subsec. 3.1) it follows that the set Cconn(Σ\D(L)) of
connected components of Σ\D(L) has only finitely many elements X1,X2, . . . ,Xµ, µ ∈ N, which
we will call the “faces” of Σ\D(L). In Sect. 3 in [41] it was shown how the link L induces
naturally a function Cconn(Σ\D(L)) → Z which associates to every face Xt ∈ Cconn(Σ\D(L)) a
number xt ∈ Z. xt was called the “gleam” of Xt and x
′
t := xt − zt/2 ∈
1
2Z with zt := #{p ∈
DP (L) | p ∈ ∂Xt} the “modified gleam” of Xt (cf. also Remark e) ii in Sec. 1 of [41]). We will
call the pair sh(L) := (D(L), (xt)t≤µ) the “shadow” of L.
Let us now fix an r¯ ∈ N and set
I := Ir¯ := {0, 1/2, 1, 3/2, . . . , (r¯ − 2)/2}
For each j ∈ I we set
uj := πi(j − j(j + 1)/r¯) = πij −
πi
r¯ j(j + 1), (B.3)
vj := (−1)
2j sin((2j + 1)π/r¯)
sin(π/r¯)
(B.4)
A “coloring” of L with colors in I is a mapping col : {l1, l2, . . . , ln} → I. An “area coloring”
of sh(L) with colors in I is a mapping η : {X1, . . . ,Xµ} → I. In the sequel let us fix a coloring
col of L. Clearly, col induces a mapping E(L) → I, which will also be denoted by col. For
every e ∈ E(L) let X1(e) and X2(e) denote the two faces that are “touched” by e. More
eX (e)
X (e)2 1
Figure 1.
precisely, X1(e) (resp. X2(e)) denotes the unique face Xt such that e ⊂ ∂Xt and, additionally,
the orientation which is induced on e by the orientation on ∂Xt coincides with (resp. is opposite
to) the orientation which e inherits from the loop on which it lies (this is illustrated in Figure 1
for a graph with 4 vertices and 8 edges).
An area coloring η will be called “admissible” w.r.t. col if for all e ∈ E(L) the triple (¯i, j¯, k¯)
given by
i¯ = col(e), j¯ = η(X1(e)), k¯ = η(X2(e))
fulfills the relations
i¯+ j¯ + k¯ ∈ Z (B.5)
i¯+ j¯ + k¯ ≤ r¯ − 2 (B.6)
i¯ ≤ j¯ + k¯ (B.7)
j¯ ≤ k¯ + i¯, k¯ ≤ i¯+ j¯ (B.8)
The set of all admissible area colorings η of sh(L) w.r.t. col will be denoted by ad(sh(L); col)
or simply by ad(sh(L)).
Note that every pair (p, η) ∈ DP (L) × ad(sh(L); col) induces a 6-tuple (¯i, j¯, k¯, l¯, m¯, n¯) ∈ I6
given by
i¯ = col(e1(p)), l¯ = col(e2(p))
and
j¯ = η(X1(p)), k¯ = η(X2(p)), m¯ = η(X3(p)), n¯ = η(X4(p))
where e1(p) and e2(p) are the two edges “starting” in p and X1(p),X2(p),X3(p),X4(p) the four
faces that “touch” the point p, cf. Figure 2. We can now define the “shadow invariant” | · | by
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e (p)
e (p)
X (p)
X (p)
X (p)
X (p)4
3
2
1
p 2
1
Figure 2.
|sh(L)| =
∑
η∈ad(sh(L))
( ∏
p∈DP (L)
symbq(η, p)
)( µ∏
t=1
(vη(Xt))
χ(Xt) exp(2x′tuη(Xt))
)
(B.9)
for all L as above. Here symbq(η, p) denotes the so-called quantum 6j-symbol which is associated
to the number q := exp(2πir¯ ) ∈ C and to the 6-tuple (¯i, j¯, k¯, l¯, m¯, n¯) induced by (η, p) (for more
details, see [32, 41]).
Remark B.1. Actually, | · | was defined in [41] as a function on the set of framed shlinks. What
we denote by |sh(L)| is in fact the (value of the) shadow invariant for the framed shlink sh(L)
which is obtained from L when equipping L with a “vertical” framing in the sense of [41]. Note
that in the special case where the link L has no double points “vertical” framing in the sense of
[41] is equivalent to what we called “horizontal” framing in Subsec. 5.2 above.
Remark B.2. In the special case where the link L has no double points, i.e. DP (L) = ∅, we
have E(L) = {l1Σ, . . . , l
n
Σ} and x
′
t = xt so formula (B.9) reduces to
|sh(L)| =
∑
η∈ad(sh(L))
µ∏
t=1
(vη(Xt))
χ(Xt) exp(2xtuη(Xt)) (B.10)
Moreover, in this special case xt is simply given by
xt =
∑
j with arc(ljΣ)⊂∂Xt
ǫj · sgn(Xt; l
j
Σ) (B.11)
where ǫj = wind(l
j
S1
) and where we have set sgn(Xt; l
j
Σ) := 1 (resp. sgn(Xt; l
j
Σ) := −1) if the
orientation on ∂Xt = arc(l
j
Σ) which is induced by the orientation on Xt coincides with (resp. is
opposite to) the orientation that is induced by ljΣ : S
1 → arc(ljΣ).
Appendix C: Some comments on the Faddeev-Popov determinant
A change of variable formula. In order to prepare the heuristic derivation of Eqs. (2.9a)–
(2.9b) which we will give below let us first state the following rigorous “change of variable
formula” for integrals on (finite dimensional) smooth manifolds:
Let X and Y be two diffeomorphic oriented smooth manifolds and let f : X → Y be a
fixed orientation preserving diffeomorphism. Moreover, let µX be a positive Borel measure on
X which comes from a volume form νX on X. (Observe that this condition is automatically
fulfilled in the special case where X is a Lie group and µX a (right) Haar measure). Similarly,
let µY be a positive Borel measure on Y which comes from a volume form νY on Y .
We then have for every χ ∈ C∞c (Y,C), i.e. every smooth function χ : Y → C with compact
support∫
χ(y) dµY (y) =
∫
χ νY =
∫
f∗(χ νY ) =
∫
(χ ◦ f) f∗(νY )
=
∫
(χ ◦ f) det(θ−1 ◦ df) νX =
∫
χ(f(x)) det(θ−1x ◦ dfx) dµX(x) (C.12)
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where df : TX → TY is the differential of f and where θ = (θx)x∈X is an arbitrary fixed
smooth33 family of linear isomorphisms θx : TxX → Tf(x)Y such that
θ∗x((νY )f(x)) = (νX)x for all x ∈ X (C.13)
Eq. (C.12) can easily be generalized to all smooth functions χ : Y → C which are integrable
w.r.t. µY (but do not necessarily have compact support). Also for such functions (the right-hand
side of the following equation will exist and) we have∫
χ(y) dµY (y) =
∫
χ(f(x)) det(θ−1x ◦ dfx) dµX(x) (C.14)
Observe that in the special case whereX and Y are (oriented) Lie groups and Lie(X) and Lie(Y )
are the corresponding Lie algebras we can make the identifications TxX ∼= Lie(X), x ∈ X, and
TyY ∼= Lie(Y ), y ∈ Y , induced by the right-translations on X and Y . After doing so every
linear isomorphism φ : Lie(Y ) → Lie(X) induces such a family θ = (θx)x∈X in the obvious
way. Moreover, if µX and µY are (right) Haar measures and νX and νY the corresponding
(right-invariant) volume forms then the family θ = (θx)x∈X associated to φ will automatically
have the property (C.13) above up to a multiplicative constant. In this case Eq. (C.14) implies∫
Y
χ(y) dµY (y) ∼
∫
X
χ(f(x)) det(φ ◦ dfx) dµX(x) (C.15)
where ∼ denotes equality up to a multiplicative constant independent of χ.
Remark C.3. Observe that if U is an open subset of a Lie group X we have TxU ∼= Lie(X) for
all x ∈ U . Moreover, the restriction (µX)|U of the (right) Haar measure µX is a well-defined
positive Borel measure on U . From these two observations it follows easily that Eq. (C.15)
above can be generalized to the situation where X (and therefore Y ) is not a Lie group itself
but only an open subset (of an oriented Lie group).
Derivation of Eqs. (2.9a)–(2.9b) in Sec. 2.3. Let M be a smooth manifold and G be a
compact connected Lie group with Lie algebra g. Let A := Ω1(M, g) be the space of smooth
g-valued 1-forms on M and set
G := C∞(M,G)
The group G operates on A from the right by34
A · Ω := Ω−1AΩ+ Ω−1dΩ (C.16)
Let Agf be a linear
35 subspace of A, which we assume to be “gauge fixing” in the sense that
the map
q : Agf × G ∋ (A,Ω) 7→ A · Ω ∈ A
is a bijection. The Faddeev-Popov determinant is essentially the “Jacobian” of the map q. More
precisely, for each A0 ∈ Agf and Ω0 ∈ G we can consider the differential
dq|(A0,Ω0) : TA0Agf × TΩ0G → Tq(A0,Ω0)A
as a linear map dq|(A0,Ω0) : Agf⊕C
∞(M, g)→ A provided that we have made the identifications
TA0Agf
∼= Agf , (C.17a)
Tq(A0,Ω0)A
∼= A (C.17b)
TΩ0G
∼= C∞(M, g) (C.17c)
33i.e. θ is smooth when considered as a map θ : TX → TY
34the notation which we use here is a bit sloppy. If we want we can assume without loss of generality that G is
a matrix Lie group (cf. Sec. 3.1 above) and in this case we can rewrite Eq. (C.16) as A ·Ω = Ω−1 ·A ·Ω+Ω−1 ·dΩ
where the two “·” on the right-hand side are the obvious multiplications induced by the corresponding matrix
multiplication
35the assumption that the subspace Agf is linear can be weakened, cf. Remark C.4 below
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(Here the first two identifications are obvious; the last identification is the one via the (informal)
linear isomorphism TΩ0G → T1G
∼= C∞(M, g) induced by the right-translation RΩ−10 : G ∋ Ω 7→
Ω · Ω−10 ∈ G). If we now fix a linear isomorphism
Ψ : A→ Agf ⊕ C
∞(M, g)
we can define, informally,36
△FP (A0,Ω0) := det(Ψ ◦ dq|(A0,Ω0)) (C.18)
Observation 1. △FP (A0,Ω0) is independent of Ω0, i.e. we have △FP (A0,Ω0) = △FP (A0, 1)
where 1 ∈ G is the unit element of G.
“Proof”: First observe that after making the identifications above we have37 dq|(A0,Ω0) =
Ω−10 dq|(A0,1)Ω0 = Ad(Ω0) ◦ dq|(A0,1). Since G is compact we have det(Ad(Ω0(x))) = 1 for
all x ∈ M so formally we obtain 1 = det(Ad(Ω0)) = det(Ψ ◦ Ad(Ω0) ◦ Ψ
−1) and therefore
det(Ψ ◦ dq|(A0,Ω0)) = det((Ψ ◦ Ad(Ω0) ◦Ψ
−1) ◦ (Ψ ◦ dq|(A0,1))) = det(Ψ ◦ dq|(A0,1)).
Let DΩ be the informal normalized (right) Haar measure on G and let DA and DAgf denote
the informal Lebesgue measures on A and Agf . (Here we have equipped A with a fixed scalar
product). Observe that also the product measure DAgf ⊗DΩ is then an informal (right) Haar
measure on Agf ×G. For every G-invariant function χ : A → C we therefore obtain by applying
the heuristic infinite dimensional analogue of Eq. (C.15) above∫
A
χ(A)DA ∼
∫
Agf×G
χ(q(Agf ,Ω)) det(Ψ ◦ dq|(Agf ,Ω)) (DAgf ⊗DΩ)
=
∫
Agf
∫
G
χ(Agf · Ω)△FP (Agf ,Ω)DΩDAgf
=
∫
Agf
χ(Agf )△FP [Agf ]DAgf (C.19)
where we have set
△FP [A0] :=
∫
G
△FP (A0,Ω)DΩ =
∫
G
△FP (A0, 1)DΩ = △FP (A0, 1) (C.20)
for every A0 ∈ Agf .
Remark C.4. In view of Remark C.3 above it makes sense to assume that Eq. (C.19) can be
generalized to suitable “open”38 subsets of A and Agf (we referred to this observation in the
last footnote before Eq. (2.14a) in Subsec. 2.3 above).
In order to evaluate △FP (A0, 1) explicitly it will be convenient to consider the function
H : Agf ⊕ C
∞(M, g)→ Agf ⊕ C∞(M, g)
given by
H = Ψ ◦ q ◦ (idAgf , exp)
where exp := expC∞(M,G) : C
∞(M, g) → C∞(M,G) is the “pointwise” exponential map. From
the chain rule and the relation (d expG)|0 = idg which, informally, implies d exp|0 = idC∞(M,g)
we obtain for every A0 ∈ Agf
△FP [A0] = △FP (A0, 1) = det(Ψ ◦ dq|(A0,1)) = det(dH|(A0,0)) (C.21)
where dH is now the “usual” total differential of a smooth map between (infinite-dimensional)
vector spaces.
36clearly, △FP (A0,Ω0) depends on Ψ via a multiplicative constant but this is irrelevant for our purposes
37we emphasize that the translation part Ω−10 dΩ0 in q(A0,Ω0) = A0 ·Ω0 = Ω
−1
0 A0Ω0+Ω
−1
0 dΩ0 does not make
an appearance in dq|(A0,Ω0) if the identifications (C.17) above are used
38since we are arguing on a heuristic level we will not bother to specify a topology here
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Observation 2. In the special case where Ψ was chosen such that Ψ(Agf ) = Agf for all Agf ∈ Agf
we have39
det(dH|(A0,0)) = det

 δH1(Agf ,0)δAgf |Agf=A0 δH1(A0,η)δη |η=0
δH2(Agf ,0)
δAgf |Agf=A0
δH2(A0,η)
δη |η=0

 = det
(
δH2(A0, η)
δη |η=0
)
(C.22)
since H1(Agf , 0) = Agf and H2(Agf , 0) = 0 and therefore
δH1(Agf ,0)
δAgf |Agf=A0
= idAgf and
δH2(Agf ,0)
δAgf |Agf=A0
= 0
Clearly, we can choose the linear isomorphism Ψ above such that Ψ2 = F where F is as in
Sec. 2.3 above and Eqs. (C.21) and (C.22) then imply
△FP [A0] = det
(δH2(A0, η)
δη |η=0
)
= det
(δF (A0 · exp(η))
δη |η=0
)
(C.23)
which coincides with Eq. (2.9b) in Sec. 2.3 above.
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