An acyclic decomposition of a digraph is a partition of the edges into acyclic subgraphs. Trivially every digraph has an acyclic decomposition into two subgraphs. It is proved that for every integer sX2 every digraph has an acyclic decomposition into s subgraphs such that in each subgraph the outdegree of each vertex v is at most degðvÞ sÀ1 l m : For all digraphs this degree bound is optimal. r
Introduction
Throughout this paper a digraph G ¼ ðV ; EÞ is a finite loopless directed graph without parallel edges (but possibly with 2-cycles). EðvÞ denotes the set of outgoing edges incident to a vertex vAV ; and degðvÞ ¼ jEðvÞj denotes the outdegree of v: For some set of edges E 0 DE; G½E 0 denotes the subdigraph G 0 ¼ ðV ; E 0 Þ: A vertex-ordering p of a digraph G ¼ ðV ; EÞ is a total order ðv 1 ; v 2 ; y; v n Þ of V : For each vertex v i ; let succ p ðv i Þ ¼ fðv i ; v j ÞAEðv i Þ : iojg and pred p ðv i Þ ¼ fðv i ; v j ÞAEðv i Þ : joig: Edges ðv i ; v j ÞAsucc p ðv i Þ (respectively, pred p ðv i Þ) are called successor (predecessor) edges of v i in p; and v j is called a successor (predecessor) of v i in p:
It is well known that a digraph G is acyclic if and only if G has a vertex-ordering p such that all edges are successor edges. p is then called a topological ordering (or topological sort) of G:
An acyclic decomposition of a digraph G ¼ ðV ; EÞ is a partition fE 1 ; E 2 ; y; E s g of E such that each G½E i is acyclic. Every digraph G has an acyclic decomposition into two subgraphs. To see this, take an arbitrary vertex-ordering p of G; and let E 1 ¼ S v succ p ðvÞ and E 2 ¼ S v pred p ðvÞ: Then p and its reverse are topological orderings of G½E 1 and G½E 2 ; respectively. Thus G½E 1 and G½E 2 are acyclic.
Our aim is to produce acyclic decompositions with a prescribed number of subgraphs such that in each subgraph each vertex has small outdegree proportional to its original outdegree. Such acyclic decompositions have been implicitly used in algorithms for orthogonal graph drawing [2, 7] . For a given acyclic decomposition fE 1 ; E 2 ; y; E s g of G; the outdegree of each vertex v in G½E i is denoted by deg i ðvÞ: Since every acyclic digraph has some vertex with outdegree zero, in every acyclic decomposition fE 1 ; E 2 ; y; E s g of G; there is a subgraph G½E i and a vertex v with
Thus Theorem 1 is optimal for all G and s: Note that Theorem 1 also holds when replacing outdegree by indegree-just reverse each edge and apply the outdegree result. Theorem 1 is related to the arboricity of a digraph. See [3] [4] [5] [6] for various 'diarboricity' definitions. Here the aim is to find acyclic decompositions with a small number of subgraphs, each satisfying some prescribed upper bound on the indegree or outdegree (or both). Define arb d ðGÞ (respectively, arb d ðGÞ) to be the minimum number of subgraphs in an acyclic decomposition of a digraph G into subgraphs with maximum indegree (outdegree) at most d: Let D À ðGÞ and D þ ðGÞ be the maximum indegree and outdegree of G: Karejan [3] showed that arb 1 
For each vertex v with jpred p ðvÞjodegðvÞ; regardless of where in s the successors of v in p are inserted,
and
Consider the base case with s Finally, note that using a similar approach to the median placement algorithm of Bied et al. [1] , each inductive step in the proof of Theorem 1 can be implemented in OðjV j þ jEjÞ time. Thus the desired acyclic decomposition can be determined in OðsðjV j þ jEjÞÞ time.
