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We present a model for quintessential inflation using a string modulus for the inflaton -
quintessence field. The scalar potential of our model is based on generic non-perturbative po-
tentials arising in flux compactifications. We assume an enhanced symmetry point (ESP), which
fixes the initial conditions for slow-roll inflation. When crossing the ESP the modulus becomes
temporarily trapped, which leads to a brief stage of trapped inflation. This is followed by enough
slow roll inflation to solve the flatness and horizon problems. After inflation, the field rolls down
the potential and eventually freezes to a certain value because of cosmological friction. The latter
is due to the thermal bath of the hot big bang, which is produced by the decay of a curvaton field.
The modulus remains frozen until the present, when it becomes quintessence.
I. INTRODUCTION
An array of recent observations has ascertained that
we live in a Universe which is engaging into accelerated
expansion at present [1]. The simplest explanation for
this observation is to assume a non-zero cosmological
constant, corresponding to vacuum energy density com-
parable to the density of matter today. However, such
a value for the cosmological constant is extremely fine-
tuned compared to theoretical expectations [2]. As a
result, a number of alternatives has been suggested in
the literature. Many of the alternative solutions postu-
late the existence of an unknown exotic substance, called
Dark Energy, whose properties (e.g. equation of state)
are such that it would drive the Universe to accelerated
expansion if it dominates the Universe content (for a re-
cent review see [3]). A particular type of such substance,
which fulfils the requirements of dark energy is a poten-
tially dominated scalar field. Under this hypothesis, the
cosmological constant may be set to zero, as once as-
sumed, so that the extreme fine-tuning of its value can
be avoided. This means that the scalar field either lies
at a metastable minimum of the scalar potential or is
rolling down a slope in the scalar potential leading to
the minimum, which corresponds to zero density. This
latter case has been envisaged some time ago in models
of ‘dynamical cosmological constant’ [4]. With respect
to accounting for dark energy, the scalar field has been
named ‘quintessence’ because it is the fifth element after
baryons, photons, CDM and neutrinos [5].
The idea of using a rolling scalar field in order to
achieve a phase of accelerated expansion in the Universe
history is, of course, not new. In fact, it is the basis of
the inflationary paradigm, where the scalar field is the so-
called ‘inflaton’ [6]. Hence, quintessence corresponds to
nothing more than a late time inflationary period, tak-
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ing place at present. In this respect, the credibility of
the quintessence idea has been enhanced by the fact that
the generic predictions of the inflationary paradigm in
the Early Universe are very much in agreement with the
observations.
Since they are based on the same idea, it was nat-
ural to attempt to unify early Universe inflation with
quintessence. Quintessential inflation was thus born
[7, 8, 9, 10]. The advantages of such unified models are
many. Firstly, quintessential inflation models allow the
treatment of both inflation and quintessence within a sin-
gle theoretical framework, with hopefully fewer and more
tightly constraint parameters. Another practical gain is
the fact that quintessential inflation dispenses with a tun-
ing problem of quintessence models; that of the initial
conditions for the quintessence field. It is true that at-
tractor - tracker quintessence alleviates this tuning but
the problem never goes away completely. In contrast, in
quintessential inflation the initial conditions for the late
time accelerated expansion are fixed in a deterministic
manner at the end of inflation. Finally, a further advan-
tage of unified models for inflation and quintessence is
the economy of avoiding to introduce yet again another
unobserved scalar field to explain the late accelerated ex-
pansion.
For quintessential inflation to work one needs a scalar
field with a runaway potential, such that the minimum
has not been reached until today and, therefore, there is
residual potential density, which, if dominant, can cause
the observed accelerated expansion. String moduli fields
appear suitable for this role because they are typically
characterised by such runaway potentials. The problem
with such fields, however, is how to stabilise them tem-
porarily, in order to use them as inflatons in the early
Universe.
In this paper (see also Ref. [11]) we achieve this by
considering that, during its early evolution our modu-
lus crosses an enhanced symmetry point (ESP) in field
space. As shown in Ref. [12], when this occurs the mod-
ulus may be trapped at the ESP for some time. This
can lead to a period of inflation, typically comprised by
2many sub-periods of different types of inflation such as
trapped, eternal, old, slow-roll, fast-roll and so on. After
the end of inflation the modulus picks up speed again
in field space resulting into a period of kinetic density
domination, called ‘kination’ [13]. Kination is terminated
when the thermal bath of the hot big bang (HBB) takes
over. During the HBB, due to cosmological friction [14],
the modulus freezes asymptotically at some large value
and remains there until the present, when its potential
density becomes dominant and drives the late-time ac-
celerated expansion [10].
Is is evident that, in order for the scalar field to play
the role of quintessence, it should not decay after the end
of inflation. Reheating, therefore should be achieved by
other means. One option is gravitational particle pro-
duction as discussed in Ref. [15]. However, because such
reheating is typically quite inefficient, in this paper we as-
sume that the thermal bath of the HBB is due to the de-
cay of some curvaton field [16] as suggested in Refs. [17].
Note that the curvaton can be a realistic field, already
present in simple extensions of the standard model (for
example it can be a right-handed sneutrino [18], a flat
direction of the MSSM and its extensions [19, 20] or a
pseudo Nambu-Goldstone boson [21, 22] possibly associ-
ated with the Peccei-Quinn symmetry [23] etc.). Thus,
by considering a curvaton we do not necessarily add an
ad hoc degree of freedom. The importance of the curva-
ton lies also in the fact that the energy scale of inflation
can be much lower than the grand unified scale [24]. In
fact, in certain curvaton models, the Hubble scale during
inflation can be as low as the electroweak scale [22, 25].
Our paper is organised as follows. In Sec. II we briefly
introduce the enhanced symmetry points (ESPs). In
Sec. III we discuss in detail the trapping of a rolling
modulus at an ESP and how this leads to a period of
inflation. In particular, we analyse the particle produc-
tion process, responsible for the trapping of the modu-
lus; we study trapped inflation and how it ends as well
as slow-roll inflation after the modulus escapes the trap-
ping. The morphology of the ESP is also investigated,
with all the various possibilities taken into account. In
Sec. IV we describe the string theoretical framework for
our quintessential inflation model. In Sec. V we study
in detail the inflationary dynamics in all cases. We
explore the parameter space in which enough inflation
is possible to solve the horizon and flatness problems,
while our inflaton does not violate the observational con-
straints on the amplitude of the density perturbations.
In Sec. VI we elaborate on the post-inflation era, which
includes kination and the hot big bang, paying particu-
lar attention to constraints on reheating and on gravi-
tational wave production from Big Bang Nucleosynthe-
sis as well as the coincidence requirements for successful
quintessence. Sec. VII includes a discussion on partic-
ular aspects concerning our modelling of inflation and
quintessence within the string theory framework and
what feedback we may obtain from the cosmology re-
garding the model parameters corresponding to the un-
derlying physics. In Sec. VIII we summarise our findings
and present our conclusions. Finally, we have included
an appendix (Sec. IX) which presents in more detail some
of the technical aspects of our calculations.
Throughout our paper we use natural units, where
c = ~ = 1 and Newton’s gravitational constant is
8πG = m−2P , with mP = 2.4× 1018GeV being the re-
duced Planck mass.
II. ON ENHANCED SYMMETRY POINTS
String theory compactifications possess distinguished
points in their moduli space at which some massive states
of the theory become massless. This often results in the
enhancement of the gauge symmetries of the theory [26].
However, this enhancement does not persist when the
field moves away from the point of symmetry, and there-
fore, such points can be associated with symmetry break-
ing processes [27], and with a string theoretical Higgs
effect leading to moduli stabilisation [28].
Even though from the classical point of view an en-
hanced symmetry point (ESP) is not a special point, as
a field approaches to it certain states in the string spec-
trum become massless [28]. In turn, these massless modes
create an interaction potential that may drive the field
back to the symmetry point. In that way a modulus can
become trapped at an ESP [12]. In this sense, quantum
effects make the ESP a preferred location in field space.
The strength of the symmetry point varies depending on
the degree of enhancement of the symmetry at the par-
ticular point; the higher the symmetry the stronger the
force driving the modulus back to the symmetry point.
One remarkable feature about moduli trapping is that
it can lead to a period of inflation called “trapped infla-
tion” [12]. This kind of inflationary mechanism arises
when the trapping is strong enough to make the kinetic
density of the modulus fall below the potential density
at the ESP, leading therefore to a period of inflation.
From the point of view of string cosmology, the main
virtue of the ESPs does not rely on the possibility of pro-
ducing such inflationary mechanism, but on their ability
to trap the field and hold it there, at least temporarily.1
In Ref. [31] it is argued that, because of their special
properties, the ESPs could well have been singled out in
the early Universe. Therefore, moduli trapping at ESP
is a mechanism that may assist in setting the initial con-
ditions for the fields, confining them to a precise location
1 In relation to this, we note that many attempts to obtain a sat-
isfactory stage of inflation rely on the presence in the scalar po-
tential of a saddle point. The literature on this is extensive, and
the reader is referred to Refs. [29] and [30], where this idea is car-
ried out in modular and brane inflation scenarios, respectively.
However, there is not yet definite explanation as to why should
the field start its evolution near the saddle point. Considering
an ESP can account for this.
3in field space. But more than this is needed to attain a
prolonged stage of inflation, for nothing secures that the
field satisfies slow-roll conditions at the ESP.
With respect to the properties of the scalar potential,
we have that the ESPs are dynamical attractors for the
action of the fields. Therefore the scalar potential is flat
at these points
V ′0 ≡ V ′(φ0) = 0 , (1)
where the prime denotes derivative with respect to the
modulus φ and φ0 denotes the position of the ESP. In
Ref. [32], the authors consider that the presence of the
ESP generates and extremum in the scalar potential. In
particular, both a maximum and a minimum are jointly
considered (requiring the presence of two ESPs).
In this paper we study the case of a single symmetry
point, and, in particular, we not only concentrate on the
possibility that the ESP results in a local extremum, but
we also consider the case in which the ESP generates a
flat inflection point.
III. FIELD DYNAMICS AT AN ESP
We now move on to describe the dynamics of the field
in a neighbourhood of the symmetry point. For now,
we make no assumptions on whether the ESP results in
a maximum, a minimum, or a flat inflection point. We
briefly review the basics of the trapping mechanism pre-
sented in Ref. [12], in which the authors show how the
trapping at an ESP occurs through a quantum process
of particle creation. Later on we describe in detail the
dynamics of the field once this process of production com-
pletes.
A. Particle production at the ESP
The Lagrangian of the system for the case of two real










V (φ) + Vint(φ, χ)
]
, (2)
where Vint(φ, χ) is the interaction potential between φ
and a real scalar field χ, which for simplicity we consider
massless and receiving only an effective mass through the
interaction potential Vint(φ, χ). Here, with respect to the
treatment in Ref. [12], we have included the potential
V (φ).
We study first the dynamics brought about by the in-
teraction potential Vint(φ, χ), neglecting the scalar poten-
tial V (φ), whose effect on the dynamics we consider later.
The study of the dynamics dictated solely by Vint(φ, χ)
can be simplified by considering an ESP located at the
origin, namely at φ0 = 0. Later on, we consider the ESP
at a generic location φ0.
Let us then set a single ESP at φ0 = 0, and consider





such that at the ESP the χ particles become massless,
with g being a dimensionless coupling constant. If φ
moves towards the symmetry point, then the effective
mass-squared of the χ field, m2χ = g
2φ2, depends on
time. This time dependent mass leads to the creation
of particles with typical momentum [12]
k0 ∼ (gφ˙0)1/2 , (4)
where φ˙0 denotes the velocity of φ in field space at φ0 = 0.
The production takes place when the field is within the
production window |φ| < ∆φ, whose width is given by
[12]
∆φ ∼ (φ˙0/g)1/2 , (5)
from which we relate k0 and the amplitude ∆φ of the
oscillations at the end of particle production
k20 ∼ g2(∆φ)2 . (6)








and the effective masses for the fields χ and φ are
m2χ = g





m2φ ≡ V ′′(φ0) , (9)
is the bare mass squared of the field, which, depending
on the nature of the symmetry point, may be negative,
positive or zero.
Taking this into account, the expectation value 〈χ2〉










where nχ denotes the number density of χ particles.
Note that this integral has a cutoff at momentum
k0 ∼ (gφ˙0)1/2, because for larger momenta the occupa-
tion number nk is exponentially suppressed as indicated
in Eq (7). Moreover, for momenta k ∈ (0, k0) we can
approximate
√
k2 + g2φ2 ∼ g|φ| as long as φ is outside
the production window, for, in view of Eqs. (4) and (5),
|φ| > ∆φ yields g2φ2 > k20 . Therefore, due to the inverse
dependence of 〈χ2〉 on φ displayed in Eq. (10), the field
moves under the influence of the potential
Veff(φ) ∼ V (φ) + gnχ|φ| . (11)
4We assume now that the scalar potential V (φ) plays
no role in the first stages of the trapping. For simplicity,
and only for the time being, we take it as approximately
constant and equal to
V0 ≡ V (φ0) , (12)
in the region of interest around the ESP at φ = φ0.
Therefore, we consider that φ evolves only under the in-
fluence of the interaction potential Vint(φ, χ). This im-
plies that the effective mass of φ is
m2eff ≃ g2〈χ2〉 , (13)
and also that the scalar potential V (φ) is initially flat-
ter than the Vint(φ, χ) in the region where the trapping
mechanism operates, i.e.
|V ′(φ)| < |V ′int(φ, χ)| ∼ gnχ . (14)
Under these conditions, the field finds itself performing
oscillations around the symmetry point in the interaction
potential given in Eq. (3). We denote by Φ the amplitude
of these oscillations.
After the field crosses the symmetry point the ampli-
tude of the first oscillation Φ1, and the number density
of χ particles created is given by [12]
Φ1 ∼ g−5/2φ˙1/20 , (15)
nχ ∼ g3/2φ˙3/20 . (16)
We can assume the amplitude Φ1 larger than ∆φ. Then,
once this amplitude is reached, the field bounces back
towards the symmetry point and a new production event
occurs when the field enters again the production win-
dow |φ| < ∆φ. The interaction potential is then rein-
forced by the newly created particles, and, after leaving
again the production window, the field bounces back this
time at an amplitude Φ2 < Φ1. The process continues
until the amplitude of the oscillations of φ is comparable
to the width of the production window, i.e. Φ ∼ ∆φ;
once the oscillations reach this point it can be considered
that no more particles are produced, and as a result of
the production processes, the field φ is trapped around
the enhanced symmetry point performing oscillations of
amplitude within the order of ∆φ. The final number den-
sity of χ particles created throughout the whole process
is given by [12]
nχ ∼ g−1/2φ˙3/20 . (17)
The picture we just described is simplistic, since once
it crosses the ESP, the field is always forced to fall back to
the symmetry point regardless of how far away is the first
turning point Φ1 from the symmetry point. However, in a
more realistic case, in order to avoid the overshoot prob-
lem we have to impose the condition Φ1 . mP , since
for larger values the coupling softens and the field, in-
stead of falling back to the symmetry point, would keep
rolling down its potential [33]. Consequently, in order to






. 1 , (18)
which depends on both the coupling constant g and the
initial condition φ˙
1/2
0 . Considering that g . 1 then we
should take φ˙
1/2
0 at least a couple of orders of magnitude
below the Planck scale in order to avoid overshoot. Con-
sequently, we set initial conditions for φ˙
1/2
0 a few orders
of magnitude below the Planck scale. As a result, for re-
gions of the field space with potential energy well below
the Planck scale we are led to consider an initial kinetic
dominated regime in which the field evolves completely
oblivious to the details of the scalar potential. Then, as
part of our initial conditions, we fix
φ˙20 ≫ V (φ0) . (19)
We also note that if we consider such a kinetic domi-
nated regime with the initial conditions described above,
then the effective mass squared of the field m2eff ≃ V ′′int(φ)
at the end of particle production is
V ′′int ≃ gnχ/∆φ ∼ g(m2P /φ˙0)H2 > g−4H2 ≫ H2 , (20)
where we have used m2P /φ˙0 & g
−5, from Eq. (18), and
g . 1. The field then oscillates at a rate faster than the
expansion of the Universe. We denote the end of particle
production with the scale factor a = 1.
B. Post-production oscillations
Next we study in detail the dynamics of the field after
particle production. Once this process finishes we have
to take into account the expansion of the Universe, which
ultimately helps to decrease further the amplitude of the
oscillations of φ. Consequently φ appears to be sitting
close to the symmetry point.
In what follows we compute explicitly how the field
decreases the amplitude of its oscillations as the Universe
expands.
1. Oscillatory dynamics
To study completely the oscillatory regime we assume
that the scalar potential V (φ) is flat enough not to
disturb the dynamics dictated by Vint(φ). Otherwise,
V ′(φ) would come soon to dominate over V ′int(φ, χ), i.e.
|V ′(φ)| > |V ′int(φ, χ)| [c.f. Eq. (14)], and the scalar po-
tential would become the driving force, thus finishing the
oscillations due to Vint(φ).
In order to determine the evolution of the field after
particle production in a precise way, we need to estab-
lish carefully the kind of motion of the field once the
5amplitude of its oscillations reaches Φ ∼ ∆φ. This corre-
sponds to the moment when the mass termm2χ = g
2φ2 no
longer dominates over the kinetic one k2 in the integral in
Eq. (10). As a result, the χ particles become relativistic,
and their energy is depleted as a−4 by the expansion of
the Universe. Moreover, for most of the oscillation of φ
we now have k2 > g2φ2, and consequently we can write√
k2 + g2φ2 ∼ k. As a direct consequence of this, 〈χ2〉
becomes φ-independent, and the field oscillates now in
the quadratic potential
Vint(φ, t) ∼ g2〈χ2〉φ2 , (21)




nkk dk ∼ gφ˙0 ∼ k20 , (22)
in agreement with what we obtain from Eq. (10) by
substituting |φ| → ∆φ, with ∆φ as given in Eq. (5).
Therefore, at the end of particle production the field is
oscillating in the quadratic potential in Eq. (21).
Here we state the main results concerning the evolu-
tion of the field φ and the expectation value 〈χ2〉, reserv-
ing the technical details of the computation for appendix
IXA. In this appendix we find that, as long as the field is
performing oscillations at a rate faster than the expansion
of the Universe (i.e. as long as m2eff & H
2) the amplitude















= k2(t) , (24)
where k(t) is the physical momentum of the χ particles.
The kinetic density of φ stored in the oscillations around
the ESP is depleted as
ρosc = Vint(Φ) ∝ a−4 , (25)
and the slope of the interaction potential Vint(φ), from
Eq. (21), decreases as
V ′int(Φ) ∼ g2〈χ2(t)〉Φ(t) ∝ a−3 . (26)
Finally, we observe that as long as the kinetic energy
dominates the total density, and thus H2 ∝ ρosc ∝ a−4,
the ratio m2eff/H






∝ a2 . (27)
2. Departure from oscillations
In the results stated above it is assumed that the scalar
potential V (φ) does not disturb the dynamics dictated
by the interaction potential Vint(φ), and hence the field
continues evolving according to the latter. A possible
way to finish this regime is to take into account the scalar
potential V (φ) and allow it to take over the dynamics,
thus finishing the oscillations driven by Vint(φ). In such
case the evolution of the system depends strongly on how
long this change in the dynamics is delayed, and also on
the kind of extremum, if any, generated by the presence
of the ESP.
We first describe the moment at which this change in
the driving force of the motion takes place. From the
equation of motion for φ derived from the Langrangian
in Eq. (2)
φ¨+ 3Hφ = −
[
V ′(φ) + V ′int(φ)
]
, (28)
it is clear that the change in dynamics takes place
when the slopes of V (φ) and Vint(φ) become compara-
ble, namely
|V ′(Φ)| ∼ V ′int(Φ) . (29)
If we denote by af the scale factor at this time, then
the corresponding amplitude Φf of oscillations is found
solving Eq. (29) for Φf
|V ′(Φf)| ∼ g2〈χ2〉afΦf . (30)
It is worth pointing out here that, even though the
interaction potential flattens as V ′int(Φ) ∝ a−3, not al-
ways can the scalar potential V (φ) satisfy Eq. (30) for
some amplitude Φf . Consequently trapped inflation can-
not end during the oscillations of the field in this case.
This can be understood as follows. With the field oscil-
lating close to the ESP, the slope of the scalar potential
















For example, if V (φ) were dominated by the term V (4)0 φ
4,
its slope at Φ would be
V ′(Φ) ∼ V (4)0 Φ3 , (33)
and given that the amplitude decreases as Φ ∝ a−1 [c.f.
Eq. (23)], the slope V ′(Φ) would decrease at the same
rate as V ′int(Φ), i.e. V
′(Φ) ∝ a−3. As a result, the inter-
action potential never flattens down to the level of the
scalar one for any amplitude Φf . In this case, the scalar
potential V (φ) is thus unable to end the trapping, and
the same would happen were V (φ) dominated by terms
higher than V (4)0 φ
4. As a result of this, we conclude that
if the scalar potential V (φ) starts to drive the dynamics
6during the oscillations around the ESP, then, in order to
solve Eq. (29) it is enough to consider the expansion





Note also that if the system went on oscillating un-
altered for a sufficiently long time, the amplitude of os-
cillations Φ would become arbitrarily small, and conse-
quently, Eq. (33) would hold only for V (2)0 = V
(3)
0 = 0.
However, as we show in the next section, the amplitude
of oscillations driven by Vint(φ) cannot become arbitrar-
ily small. There exists then a lower bound Φmin for the
amplitude of oscillations. Once this amplitude is reached
the field ceases to oscillate around the ESP.
From the considerations above it is clear that depend-
ing on how long this change in the dynamics is delayed,
we find that the field may evolve according to two distinct
possibilities. We comment below on each of them.
The first case corresponds to the case when V (φ) be-
comes relevant for the dynamics shortly after the field
is trapped. This is so when at the end of particle pro-
duction V ′(Φ) is not too different from V ′int(Φ) such that
the latter, due to its redshift given by Eq. (26), soon
catches up with the former. In this case, the field oscil-
lates around the ESP for a time interval short enough
to allow the oscillation energy to maintain dominance of
the total density. If the presence of the ESP does not
result in a minimum of V (φ) in which to stabilise the
field, then the latter continues rolling down its potential,
thus losing its chance to become the inflaton. If, on the
contrary, the ESP generates a minimum, the field may
be stabilised at it with a density V0 obtaining a mass
mφ > H , for the stabilisation of the field takes place
while it is oscillating faster than the Universe is expand-
ing. This case, in which the vacuum provided by the ESP
is rendered unstable by quantum tunnelling, thus leads
to the old inflation scenario [6]. Later on we examine the
evolution of the field after it tunnels under the potential
barrier provided by the ESP.
The second case corresponds to that in which the
scalar potential V (φ) is significantly flatter than the
interaction one at the end of particle production, i.e.
|V ′(Φ)| ≪ |V ′int(Φ)|. In this case, as the Universe ex-
pands, the energy stored in the oscillations of φ contin-
ues decreasing, and, eventually, becomes comparable to
the potential density V0 before the scalar potential V (φ)
becomes relevant. Then, if V ′(Φ) is still significantly less
than V ′int(Φ), the system reaches a point in which the en-
ergy of the oscillations ρosc falls below the potential den-
sity V0, the Universe becomes potential dominated and a
period of inflation begins. This type of inflationary mech-
anism, where the field is trapped in the time-dependent
interaction potential Vint(φ, t) given by Eq. (21), is called
trapped inflation [12].
3. The onset of trapped inflation
Let us start by computing the amplitude of oscillations
at the onset of trapped inflation, which we denote by
Φi, where the subscript “i” stands for the beginning of
trapped inflation. We can also write the scalar density






thereby defining a mass m0 corresponding to the Hubble
scale during trapped inflation, i.e. m20 ≈ 3H2. For the
time being we assume that V (φ) plays no role in the
dynamics, and thus the effective mass squared of the field
is m2eff ≃ V ′′int(φ).
As pointed out earlier, trapped inflation begins when
the kinetic density of the oscillating field falls below the
scalar density V0. Therefore, taking into account the de-
pletion rates given by Eqs. (23) and (25), the condition
for trapped inflation to commence reads








Although the field continues oscillating as trapped in-
flation proceeds, the fact thatH2 becomes approximately
constant has a profound effect on the oscillatory regime.
The key fact is that, as the Universe expands and H be-
comes approximately constant and equal to m0/
√
3, the






∝ a−2 , (37)
in contrast to the oscillation dominated regime in which
the ratio above grows as the Universe expands [c.f.
Eq. (27)]. As a result, even if the scalar potential V (φ)
does not take over the dynamics, the phase of oscilla-
tions ends in a phase of slow-roll inflation as soon as the
effective mass of the field becomes comparable to H .
In the following we compute the maximum length of
the inflationary phase sustained by the oscillations of the
field around the ESP.
The beginning of the end
As we said above, the transient between the oscilla-
tions of the field and its slow-roll motion commences
when meff ∼ H , at which moment the expansion of the
Universe starts to overdamp the oscillations. In terms of
the mass m0 defined in Eq. (35) we have
m2eff ≃ V ′′int ∼ g2〈χ2〉 ∼ m20 . (38)
As explained in appendix IXA, this time also corre-
sponds to the moment at which we can no longer apply
the depletion rates computed in Eqs. (23) and (24), and
7therefore those derived in Eqs. (26) and (37). To deter-
mine the amplitude of the oscillation at this time, when
g2〈χ2〉 ∼ m20, we use the relation
〈χ2(t)〉 ∼ g2Φ2(t) , (39)
which, upon using Eqs. (23) and (24), generalizes the
relation in Eq. (6). The minimum amplitude is thus ob-
tained requiring that g4Φ2 ∼ m20, namely
Φmin ∼ m0/g2 . (40)
Replacing now Φf by Φmin and taking Φi as given by
Eq. (36), we compute the maximum number of e-foldings












It must be emphasized here that Nosc is independent of
the initial value φ˙0. This is because the excess of kinetic




P must be exhausted
before trapped inflation can begin. Therefore, the same
amount of inflation is obtained taking φ˙20 ∼ V0 = m20m2P ,
hence setting the beginning of trapped inflation at ai = 1,
as can be seen from Eq. (36). This replacement thus
corresponds to suppressing the interphase in which the
excess of kinetic energy is depleted. As a result, the only
scale relevant in trapped inflation is m0.
Following the end of oscillations a phase of slow-roll
begins. If the field continues its evolution unaffected by
V (φ), then quantum perturbations generated by the vac-
uum fluctuation may come to drive the dynamics of the
field. Therefore, the slow-roll phase that follows the os-
cillations ends up in a phase of eternal inflation.
In what follows, we study this transient between slow-
roll and eternal inflation, thus assuming that the scalar
potential V (φ) continues playing no role in the dynam-
ics . The reason to study this regime is to examine the
several stages that the field may go through if the scalar
potential V (φ) is flat enough. Later on, we examine the
several cases that arise when V (φ) takes over at some
point after the end of the oscillations. As we show later,
the evolution followed by the field not only depends on
the time at which V (φ) takes over, but also on the kind
of extremum, if any, generated by the symmetry point.
C. Towards eternal inflation
In what follows it is useful to keep track of the slow-roll
parameters, defined as [34]














Using Eqs. (26) and (37) we can trace their evolution






∝ a−6 , ηosc ∼ g
2〈χ2〉
m20
∝ a−2 , (43)
where we have applied the depletion rates in Eqs. (23)
and (24). At the end of the oscillations, as defined by
Eq. (38), the parameter η ∼ 1, and the corresponding
ε parameter is ε ∼ g−2(m0/mP ). Hence, given that we
consider g . 1, and consequently ε≪ 1, the field is ready
to slow-roll as soon as η falls below 1.
Slow-roll
As the expectation value 〈χ2〉 continues decreasing fol-
lowing the scaling that we compute below, φ becomes in-
creasingly lighter as the slow-roll phase progresses. With
m2eff ≃ V ′′int falling now below H2, the field obeys the
so-called slow-roll equation of motion
3Hφ˙ ≃ −V ′int(φ) . (44)
The classical motion of the field ∆φc per Hubble time is





where V ′int is taken at Φmin and 3H
2 ≈ m20. Note that
here ∆φc should not be confused with the width of the
production window we used when describing the particle
production process. Using the estimate above, we can
compare the classical motion ∆φc with the module of
the field |φ| at the beginning of slow-roll (which can be












< 1 , (46)
which follows from the slow-roll condition η < 1. There-
fore, as a direct result of the slow-roll motion, the value
|φ| of the field after the end of oscillations remains within
the order of Φmin, and roughly constant during a Hubble
time.
|φ| . Φmin ∼ m0/g2 . (47)
Moreover, given that both the kinetic term k2 and the
mass term g2Φ2 in 〈χ2〉 [c.f. Eq. (10)] remain comparable
until the end of oscillations (see Eqs. (24) and (39)), the
mass term starts to dominate over the kinetic term soon
after the onset of the slow-roll phase. Consequently, the










for φ remains roughly constant per Hubble time (we recall
that nχ is the number density of χ particles). This result
allows us to obtain the decrease rate of both the slope
V ′int(φ) and the effective mass squared V
′′
int
V ′int ∼ g2〈χ2〉φ ∝ a−3 , (49)
V ′′int ∼ g2〈χ2〉 ∝ a−3 . (50)
8Taking the first of these into Eq. (45) we obtain the scal-
ing law for the classical motion ∆φc per Hubble time
|∆φc| ∝ a−3 , (51)










∝ a−6 , (52)
which must be compared to the “milder” rate that applies
during the oscillation epoch, ρkin ∼ ρosc ∝ a−4.
Vacuum fluctuations and eternal inflation
The appearance of a slow-roll phase is not the only
consequence brought about by the end of the oscilla-
tions. During the epoch of oscillations the field behaves
as heavy, with m2eff ≫ H2, and only when the field be-
comes effectively massless at the end of oscillations it
obtains a superhorizon spectrum of perturbations. The
typical value of the spectrum at horizon crossing is given
by the Hawking temperature δφ ≃ H/2π.
In the following we compute the growth of the scale
factor during the transient to the phase of eternal infla-
tion. While driven by the interaction potential Vint(φ, t),
the field behaves as a free field with a time-dependent
mass squared m2eff ≃ V ′′int = g2〈χ2〉. In the case of a
quadratic potential, the value of the field when it reaches
its equilibrium between classical and “brownian” motion,









Therefore, 〈φ2q〉 is such that the density of the field exci-
tations compares to T 4H, where TH ∼ H/2π is the Hawk-
ing temperature in a de Sitter Universe. Let us denote
by a˜ = 1 the scale factor at the onset of the slow-roll
phase. Using that at this time g2〈χ2〉 ∼ m20, and writing
H ∼ m0, we obtain
〈φ2q〉a˜=1 ∼ m20, (54)
which is less than the value φ2 at that time, which, as
explained earlier, is φ2a˜=1 ∼ Φ2min ∼ m20/g4. Therefore,
were the interaction potential static, the field would have
to roll down from φ ∼ Φmin to φ ∼ 〈φ2q〉1/2a˜=1 in order for
eternal inflation to occur. However, due to the scaling
V ′′int ∝ 〈χ2〉 ∝ a−3, the equilibrium value 〈φ2q〉 grows ex-
ponentially with time, and soon becomes comparable to
φ2, which, owing to the slow-roll motion, remains within
the order of Φ2min. As a result of this, the phase of eternal
inflation begins when
〈φ2q〉a˜ ∼ Φ2min . (55)
Using that V ′′int ∝ a−3 (see Eq. (50)), Eq.(53) implies
that 〈φ2q〉 grows as a3, i.e. 〈φ2q〉a˜ ∼ m20 a˜3. Therefore, the
condition above to begin eternal inflation reads now
m20a˜
3 ∼ Φ2min , (56)
and consequently, the phase of slow-roll leading to eternal
inflation lasts for a number of e-foldings given by






which is not much. Taking for example g ≃ 0.1, the
formula above gives Nsr ≈ 3 e-foldings. Putting together
the number of e-foldings during the epoch of oscillations
(Eq. (41)), and the number Nsr computed above, we can
estimate the number of e-foldings of trapped inflation







+ ln g1/6 . (58)
In view of this result, we emphasize that the main
virtue of the trapping mechanism does not rely on its ca-
pacity to produce inflation, but in that it sets the field at
a locally flat region in field space. Therefore, depending
upon the strength of the symmetry point, this mechanism
may fix the initial conditions leading to a prolonged stage
of inflation.
Once 〈φ2q〉 catches up with φ2 ∼ Φ2min, we can neglect
the decreasing effective mass of the field m2eff ∝ a˜−3, and
therefore treat it as a massless one. The rate of growth of
the region where the field can be considered as massless
is
〈φ2q〉 ∝ Φ2mine3H∆t , (59)
and since the fluctuations of the field, taken as massless
and minimally coupled, grow linearly with time during
inflation [36]
〈φ2〉 ∼ H3∆t/4π2 , (60)
where ∆t denotes the elapsed time since the field be-
comes effectively massless, they always lie within the re-
gion determined by 〈φ2q〉. As a result, the field behaves as
massless, and consequently performs a brownian motion
taking steps of amplitude δφ ∼ H/2π per Hubble time.
After Net e-foldings of eternal inflation, the root mean






With the phase of eternal inflation under way, the field
evolves under only the influence of vacuum fluctuations
until the scalar potential V (φ) can drive the dynamics of
the field again.
9Quantifying the flatness of V (φ)
In all the above we have assumed that V (φ) flat enough
to allow the field to progress until the phase of eternal
inflation. However, in the general case, the scalar poten-
tial may start to drive the dynamics at any moment after
the end of particle production.
We end this section quantifying the minimum steep-
ness of the scalar potential in order for the field to reach
each of the stages we just described above.
• Trapping: After crossing the ESP, the field starts to
oscillate around it if, according to Eq. (14), V (φ) is such
that
|V ′(Φ1)| < gnχ for Φ1 < mP , (62)
where nχ ∼ g3/2φ˙3/20 is the number density of χ particles
after the first crossing.
• Trapped inflation: The steepness of the interaction
potential at the onset of trapped inflation, V ′int(Φi), can
be computed using Eqs. (26) and (39) for Φi as given in
Eq. (36). Trapped inflation then occurs whenever V (φ)
is such that
|V ′(Φi)| . g5/2(m0mP )3/2 . (63)
• Slow-roll: Performing the same computation as above,
but this time for the amplitude at the end of oscillations
Φmin (see Eq. (40)), we conclude that the oscillations of
the field give way to a phase of slow-roll motion if V (φ)
is such that
|V ′(Φmin)| . m30/g2 . (64)
• Eternal inflation: The slope |V ′(Φmin)| ∼ m30/g2 at
the onset of the slow-roll phase, along with Eq. (49) and
the growth of the scale factor given in Eq. (57), allows
us to compute the slope V ′int at the end of the slow-roll
phase, V ′int ∼ g2m30. Therefore, a phase of eternal infla-
tion occurs when
|V ′(Φmin)| . g2m30 . (65)
This phase lasts until the field is sufficiently far away
from the ESP so that the scalar potential V (φ) becomes
the driving force again.
From the last two cases we observe that if the scalar po-
tential V (φ) takes over during the phase of slow-roll, the
field continues with its slow-roll motion over the scalar
potential V (φ), rather than over Vint(φ). This sets the
field free from its trapping while avoiding eternal infla-
tion. This happens whenever the slope of V (φ) lies in
the interval
g2m30 . |V ′(Φmin)| . m30/g2 . (66)
The length of this interval, within the order ofm30/g
2, de-
pends on the Hubble scale during inflation H ∼ m0, and
is controlled by the strength of the coupling constant g.
Enlarging the slow-roll phase in such a way we increase
the number of e-foldings attainable to solve the flatness
and horizon problems. It must be stressed that, although
eternal inflation may give rise to a large number of e-
foldings, the amplitude of the density perturbations gen-
erated during such a phase is typically δρ/ρ ∼ 1. There-
fore, if one is to produce a density perturbation compat-
ible with observations, a long-lasting phase of slow-roll
inflation is necessary.
D. The morphology of the ESP
As we pointed out earlier, the evolution of the field not
only depends on the time at which the scalar potential
drives the dynamics of the field, but also on the kind of
extremum induced in V (φ), which we assume to have a
runaway behaviour. Depending on the curvature of the
scalar potential, the ESP may then result in a minimum,
or a maximum, or a flat inflection point.
Now, we consider the ESP located at a generic value






where we have defined the displaced field φ¯
φ¯ ≡ φ− φ0 , (68)
in order to measure displacements from the symmetry
point. In turn, this displacement requires that, given
an amplitude of oscillation Φ around the ESP, we must
now compute the slope of the scalar potential V (φ) at
φ = φ0 +Φ.
1. ESP as a flat inflection point
In this case, the scalar potential at the ESP is such
that
V ′0 = V
′′
0 = 0 . (69)
The field, owing to the presence of the interaction po-
tential, is temporarily stabilised in the unstable effec-
tive vacuum provided by the ESP (see Fig.1). When the
scalar potential V (φ) starts to drive the dynamics the
field escapes towards the large field region. We discuss
briefly the cases that may arise depending on how long
the dominance of the scalar potential V (φ) is delayed.
In this case, and neglecting higher order terms in the
scalar potential, the tachyonic mass of the field near the
ESP is given by
m2φ ∼ V (3)0 φ¯ , (70)
and depending on it, the field may evolve according to
the following cases.
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i) |mφ| > H . In this case V (φ) becomes the driving
force during the period of oscillations. Having neglected
higher order terms we have V ′(φ0 + Φ) ∼ V (3)0 Φ2, and
thus, a solution Φf to Eq. (30), with V
′ now evaluated
at φ0+Φf , always exists, which, by making use Eq. (39),
is Φf ∼ |V (3)0 |/g4. Demanding now that Φf is such that
Φmin < Φf < ∆φ, where ∆φ is the width of the parti-
cle production window given in Eq. (5), and Φmin is the
minimum amplitude of oscillation given in Eq. (40), we
obtain the corresponding constraint on |V (3)0 |
g2m0 < |V (3)0 | . g4(φ˙0/g)1/2 . (71)
The field thus ceases to oscillate over the interaction po-
tential Vint(φ), and continues rolling down V (φ) yielding
a negligible amount of inflation, if any at all.
ii) |mφ| ∼ H . The field is escapes towards the end of its
oscillations. In terms of the steepness of V (φ), this case
corresponds to the upper bound in Eq. (64). Expanding
now around the symmetry point we have V ′(φ0+Φmin) ∼
V (3)0 Φ
2
min, and therefore, the upper bound in Eq. (64) is
rewritten in terms of the third derivative as
|V (3)0 | ∼ g2m0 . (72)
At that moment ε ≪ 1 and η ∼ 1, and hence the field
may drive a rather limited period of inflation known as
fast-roll inflation if V ′′(φ) does not increase significantly
away from the ESP [40].
iii) |mφ| < H . If the tachyonic mass is less, but not
much less than H , the field is set free during the slow-roll
phase that follows the epoch of oscillations. Rewriting
Eq. (66) in terms of the third derivative, we obtain
g6m0 . |V (3)0 | < g2m0 . (73)
The slow-roll parameters when the field starts to roll over
the scalar potential V (φ) are ε≪ 1 and η < 1, and hence
the field continues its slow-roll motion when released from
its trapping.
iv) |mφ| ≪ H . In this case the motion of the field, after
having gone completely though the slow-roll phase that
follows the epoch of oscillations, becomes dominated by
quantum fluctuations, thus entering a phase of eternal
inflation. This occurs when
|V (3)0 | . g6m0 . (74)
2. ESP as a minimum
This scenario is considered in Ref. [31], in which the
suggestion is made of stabilising all the moduli fields at
points of enhanced symmetry. However, in contrast to
Ref. [31], in our case the minimum due to the ESP pro-
vides an effective ground state which is rendered unstable
through quantum tunnelling, and hence it cannot be the










FIG. 1: The left panel shows a flat inflection point in the
scalar potential V (φ) brought about by the presence of an
enhanced symmetry point (ESP) located at φ0. The right
panel shows either the formation of a minimum, case (a), or
the formation of a maximum, case (b), at φ0 in the scalar
potential V (φ). If the ESP results in a minimum the field
access the large field region through quantum tunnelling. We
assume that after having tunnelled under the barrier, the field
appears at a value φt such that |V (φesc) − V0| ∼ T
4
H. If the
ESP results in a maximum, the field may either fall towards
the minimum, to tunnel then under the barrier, or escape
directly towards the large field region.
It is noteworthy that in this case, and once the field
becomes trapped in the interaction potential, the sub-
sequent evolution might not result in the stabilisation of
the field at the symmetry point. This happens when, due
to its redshift, the interaction potential Vint(φ) ceases to
drive the dynamics while the scalar potential V (φ) at
the turning points of the oscillation is still dominated by
terms other than the quadratic. In this case, it is clear
that the quadratic part of the scalar potential plays no
role in the dynamics, and, as a consequence, the ESP can
be effectively considered as a flat inflection point. The
condition for this to happen is V (2)0 < |V (3)0 |Φmin, where
V (2)0 ≡ V ′′(φ0).
It is interesting to determine, for a given V (2)0 , the pa-
rameter space for V (3)0 leading to stabilisation at the ESP.
Attending to the relative magnitude of the two deriva-
tives we find the following cases
i) V (2)0 < |V (3)0 |Φmin. In this case the scalar potential
V (φ) always takes over while it is dominated by V (3)0 .
Consequently, the ESP may be effectively considered as
a flat inflection point.
ii) |V (3)0 |Φmin < V (2)0 . In this case the field may still
escape towards the large field region, and there is pa-
rameter space of V (3)0 both for stabilisation and release.
We examine now this parameter space for a fixed value
of V (2)0 .
Using Eqs. (34) and (39), Eq. (29), which determines
the amplitude Φ (between Φmin and ∆φ) at which V (φ)
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starts to drive the dynamics, becomes
V (2)0 + V
(3)
0 Φ ∼ g4Φ2 . (75)
If the field is released, the solution Φf to this equation
must be such that the term V (3)0 Φ dominates from Φf ∼
∆φ, for which the equation above gives |V (3)0 | ∼ g4∆φ, to
the amplitude Φf ∼ V (2)0 /|V (3)0 |, for which Eq. (75) gives
|V (3)0 | ∼ g2
√
V (2)0 . Therefore, given V
(2)




V (2)0 < |V (3)0 | < g4∆φ . (76)
If |V (3)0 | ∼ g2
√
V (2)0 the field becomes stabilised in some
parts of the space while escaping trapping in others.
For values of |V (3)0 | smaller than g2
√
V (2)0 the field be-
comes stabilised at the ESP. Hence, for a given V (2)0 , we
have stabilisation if
|V (3)0 | < g2
√
V (2)0 . (77)
It must be stressed that the field value at which V (2)0
and V (3)0 φ¯ become comparable, namely φ¯ ∼ V (2)0 /|V (3)0 |,
when the field is stabilised, has a clear meaning. Writing
V (φ) as










the field value φt, defined by
V (φt) = V0 , with φt 6= φ0 , (79)
is at a distance from the symmetry point
φ¯t ∼ V (2)0 /|V (3)0 | . (80)
As a result, we may interpret the quantity V (2)0 /|V (3)0 | as
a measure of the width of the potential barrier generated
by the ESP.
In the case of stabilisation, when the scalar potential
V (φ) starts to drive the dynamics, the field continues ex-
hausting its kinetic density either oscillating about the
ESP, or slowly rolling to it. While stabilised at the ESP,
the field drives a period of old inflation [6], and once the
field is released from its minimum by tunnelling under
the barrier, it continues rolling its potential towards the
large field region. If V (2)0 < H
2, because of the de Sitter
background, the field never settles completely at the ESP,
with its excitations retaining always a density compara-
ble to T 4H, where TH ∼ H/2π is the Hawking temperature
in a de Sitter Universe. We assume that the field value
φesc at which the field emerges after tunnelling is such
that
|V (φesc)− V0| ∼ T 4H . (81)
Later in the next section, we study a phenomenolog-
ical approach to study the dynamics of the field after
tunnelling under the barrier.
There is, however, a special case in which the field
behaves in a remarkably different way. If m2φ ≪ H2 all
over the attractor basin, and the motion is dominated
by quantum fluctuations, the field does not access the
large field region by tunnelling under the barrier, but by
climbing to the top of the neighbouring maximum.
3. ESP as a maximum
In this case the ESP also results in the formation of
a neighbouring minimum. Therefore, when the scalar
potential V (φ) starts to drive the dynamics, the field is
released from the ESP and heads either for the neigh-
bouring minimum, or for the large field region. We notice
also that in this case φt, as defined in Eq. (79), is now
less than φ0, and therefore we consider |φt|.
If the field has a tachyonic mass mφ at φ0, and it is
set free falling towards the neighbouring minimum, using
V (φ) as given in Eq. (78), the mass at the minimum is
within the order of |mφ|. Hence, in this case we may
consider the ESP as resulting in a minimum with mass
within the order of mφ.
If the field heads for the large field region, the subse-
quent evolution may be studied according to the tachy-
onic mass of the field mφ.
When |m2φ| > H2 the field escapes trapping during the
epoch of oscillations. The field is then driven to large
values without having produced a significant amount of
inflation, if any. If |mφ|2 ∼ H2, the field is released at the
onset of the slow-roll phase that follows the oscillations.
As we said earlier, ε ≪ 1 and η ∼ 1, and thus the field
may drive a period of fast-roll inflation. Later on we
study this case in detail. If the tachyonic mass is less,
but not much less, than H and such that ε ≪ 1 and
η < 1, the field is released performing a slow-roll motion
over the scalar potential. Finally, if |m2φ| ≪ H2 the field
drives a period of eternal inflation.
Next we study analytically the entire evolution of the
field introducing a particular form for the scalar potential
V (φ).
IV. STRING INSPIRED QUINTESSENTIAL
INFLATION
Type IIB compactifications have received a great deal
of attention due to recent accomplishments in moduli
stabilisation [37]. In this type of compactifications, the
fluxes may stabilise all the moduli, but for the Ka¨hler
moduli. The integrated contribution of the fluxes induces
a non-zero superpotential, W =W0. Assuming that this
contribution is independent of the fields, i.e. a constant
superpotential, leads us to no-scale supergravity, in which
the Ka¨hler moduli remain exactly flat. However, these
flat directions can be lifted up by means of the introduc-
tion of some non-perturbative effects, such as gaugino
condensation or D-brane instantons [38]. Both sources
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generate a contribution to the superpotential, which, af-
ter the inclusion of the corresponding effect, takes the
form
W =W0 +Wnp with Wnp = Ae
−cT , (82)
whereW0 is the tree level contribution from fluxes, A and
c are constants, whose magnitude and physical interpre-
tation depends on the origin of the non-perturbative term
(in the case of gaugino condensation c is expected to take
on values c . 1), and T is a Ka¨hler modulus in units of
mP , for which
T = σ + iα with σ, α ∈ R . (83)
The inclusion of the non-perturbative superpotentialWnp
results in a runaway scalar potential characteristic of
string compactifications. In type IIB compactifications
with a single Ka¨hler modulus, this is the so-called vol-
ume modulus, which parametrises the volume of the com-
pactified space, and consequently, the runaway behaviour
leads to decompactification of the internal manifold.
The tree level Ka¨hler potential for the a modulus, writ-
ten in units of m2P , is
K = −3 ln (T + T¯ ) , (84)













To secure the validity of the supergravity approxima-
tion we consider σ > 1. Then, for values of c . 1, we









In order to study the inflationary dynamics, we turn to
the canonically normalized field φ associated to σ, which
due to Eq. (84) is given by
σ(φ) = exp (λφ/mP ) with λ =
√
2/3 . (87)
It is important to emphasize that, unless its parameters
are appropriately tuned [39], this kind or potential does
not feature, in general, a flat point in which V ′np(φ) = 0
at positive density Vnp(φ0) > 0. Therefore, in order to
account for the ESP we consider that the scalar potential
V (φ) receives an additive phenomenological contribution
important only in the neighbourhood of the ESP. There-
fore, if we denote this contribution by Vph(φ), the scalar
potential can be written as
V (φ) = Vnp(φ) + Vph(φ) . (88)
2 The imaginary part α of the T modulus can be taken such
that the ESP lies in a minimum in the direction of α, namely
cos(cα) = −1.
A restriction to this, is that the extra contribution
Vph(φ) must be negligible with respect to Vnp(φ) when
the field is away from the symmetry point
Vnp ≫ |Vph| for φ ≁ φ0 . (89)
V. INFLATIONARY DYNAMICS
A. ESP featuring no local extremum
As we pointed out earlier, the case in which the ESP
results in a flat inflection point, which corresponds to
V ′0 = V
′′
0 = 0 , (90)
is not the typical. The advantage of this case is that it is
the simplest one to model, for the ESP only produces a
“minimal distortion” in the scalar potential, in contrast
to the cases in which either a minimum or a maximum
are formed.
In order to compute derivatives of the potential V (φ)
we use an expansion around the symmetry point at φ0
neglecting any term higher than the lowest, which, in
this case, is the one in the third derivative (we justify
this approximation and its range of validity in appendix
IXB). Therefore, the evolution of the field, when close
to the ESP, depends only on |V (3)0 |, as shown in section
IIID. In the following we describe in detail the inflation-
ary stages that the field may go through.
We now study these two possibilities computing the
number of e-foldings attainable in each of them.
1. Moduli trapping and inflation
We consider that the modulus field starts in the high
energetic region near the Planck scale. At these high en-
ergies, the scalar potential is so steep that the field φ is
soon kinetically dominated, and as a result, it is oblivious
to the scalar potential. As φ evolves it is assumed to cross





thereby defining a mass scale m0 associated to the sym-
metry point. If the symmetry point is strong enough,
the field is trapped and remains there performing oscil-
lations of decreasing amplitude as the Universe expands,
as described in section III B.
When the oscillation density is sufficiently red-shifted
trapped inflation begins. This first inflationary stage,
which takes place during the oscillations of the field and
lasts only for a few e-foldings (see Eq. (41)), finishes when
the field becomes light. Then, following the oscillations,
the field engages in a period of slow-roll inflation. At this
moment, we estimate that the field is at a distance within
the order of Φmin ∼ m0/g2 away from the symmetry


























FIG. 2: The figure shows the shape of the scalar potential
V (φ) when an enhanced symmetry point (ESP), resulting in
a flat inflection point, is considered at φ0. The scalar potential
consists of a non-perturbative contribution (from either gaug-
ino condensation or D-brane instantons), a phenomenological
term Vph, added to account for the ESP, and an exponential
uplift contribution which dominates at large field values. The
shadowed interval in the φ-axis represents the region in which
the field exhausts completely its kinetic density after the end
of inflation. The slow down of the field begins at the onset of
the Hot Big Bang (HBB). We denote by φreh the field value
at that moment. This slow down finishes soon after, when the
field exhausts completely its kinetic density. The field then
remains frozen at the value φtoday from nearly the onset of
the HBB until today. The right panel shows a detail of the
relevant points of the evolution during the different inflation-
ary phases undergone by the field. Slow-roll after the phase
of oscillations around the ESP begins at φsr1 ∼ φmin. If there
is eternal inflation, this begins at φet ∼ φmin and finishes at
φsr2 , where the subsequent phase of slow-roll begins. Inflation
finishes at φe, where |η| ∼ 1.
we denote by φsr1 , is then
3
φ¯sr1 ∼ Φmin . (91)
Following the onset of the slow-roll phase, the field,
depending on the flatness of the scalar potential V (φ),
may evolve in two ways: either the scalar potential V (φ)
3 If the field is at φ0−Φmin when the phase of slow-roll begins, then
it starts to slow-roll towards the ESP, thus evolving towards a
phase of eternal inflation. Eventually, the field reaches the value
φ0 + Φmin after having undergone a phase of eternal inflation.
Also, depending on the magnitude of V
(3)
0 , the field may reach
the value φ0 + Φmin driven either by quantum fluctuations of
classically, in which case the phase of slow-roll over the scalar
potential V (φ) is larger than if the field were at φ0+Φmin at the
end of the oscillations.
starts to drive the dynamics during the slow-roll, and
the field continues its slow-roll motion over V (φ), or the
field continues reducing its density until quantum fluctu-
ations, generated during the slow-roll over Vint(φ), start
to govern the motion of the field.
2. Finishing trapping through slow-roll
The slow-roll motion begins with the field is at φsr1 ,
and η < 1, and finishes when η becomes of order 1. Mak-
ing use of the expansions V ′(φ) ∼ V (3)0 φ¯2 and V ′′(φ) ∼
V (3)0 φ¯ around the ESP, the slow-roll parameters can be
written as
ε ∼ η2 φ¯
2
m2P





From this, the field value φe at which the slow-roll ends
(namely when η ∼ 1) is given by
φ¯e ∼ m20/|V (3)0 | . (93)


















Using now the constraint on |V (3)0 | that corresponds to
this case (see Eq. (73)), and the values for φ¯sr1 and φ¯e
given in Eqs. (91) and (93) respectively, we compute the











which, after applying again Eq. (73), results in
1 . Nsr1 . g
−4 . (96)
3. Finishing trapping through eternal inflation
If the scalar potential is flat enough to allow the kinetic
energy of the field to be sufficiently depleted away, the
vacuum fluctuations produced during the slow-roll phase
over Vint(φ) start to drive the dynamics of the field, and
thus, a phase of eternal inflation begins. During this
phase the expectation value of the field φ performs a
brownian motion with steps of amplitude δφ ∼ m0 per
Hubble time, as explained in section III C. This brownian
motion lasts until the field is sufficiently far away from
the ESP so that the tilt and curvature of V (φ) can affect
seriously its motion.
The first thing to note here is that once the field is
no longer under the influence of Vint(φ), it behaves as a
massless field due to the condition V ′′(φ0) = 0. In this
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case, the transit between quantum and classical motion
occurs when the change in φ per Hubble time due to
quantum fluctuations, δφ ∼ m0, is comparable to the
classical slow-roll motion ∆φc ∼ φ˙/H over V (φ). Using
the slow-roll equation for the scalar potential V (φ) [c.f.
Eq. (44)], ∆φc can be written as ∆φc ∼ −V ′/H2. Hence,





where φsr2 denotes the field value at the beginning of the
slow-roll phase that follows eternal inflation. It must be
stressed that this value φsr2 differs from the one given in
Eq. (91) since they refer to different phases of slow-roll.
Using the expansion V ′(φsr2) ∼ V (3)0 φ¯2sr2 , we obtain






where we have written H ∼ m0. With this estimate we
can work out the number of e-foldings until the classical
motion of the field is recovered. To do this we recall that
the field value when eternal inflation begins, which we
denote by φet, is of the order of the field value during the
preceding slow-roll phase, as explained in section III C.
Therefore, in parallel to Eq. (91), the field value φet at
the beginning of eternal inflation is
φ¯et ≡ φet − φ0 ∼ Φmin . (99)
As eternal inflation proceeds, the expectation value of
the field, as measured with respect to the initial value
φ0 + Φmin, grows according to Eq. (61). As a result of
this, the expectation value of the field after N e-foldings
of eternal inflation is
φ¯N ∼ Φmin +m0
√
N, (100)
where we have considered the motion of the field along
the positive direction. Requiring now that φ
N
∼ φsr2 ,
with φsr2 as given in Eq. (98), and Φmin ∼ m0/g2, we ob-













although in some regions of space the quantum fluctua-
tions drive the field back towards the symmetry point,
rather than away from it, thus making eternal inflation
last forever.
Using the bound in Eq. (74) for the appearance of a




> g−6 . (102)
At the end of eternal inflation, when φ ∼ φsr2 , the slow-
roll parameters are given by ε ∼ m20/m2P ≪ 1 and η ∼
(|V (3)0 |/m0)1/2. Therefore, the only requirement to obtain
slow-roll motion is |V (3)0 | < m0, condition which for g . 1
is satisfied by virtue of Eq. (74). Consequently, a slow-
roll phase always takes place after eternal inflation. This
slow-roll phase finishes when η becomes within the order
of unity, which happens at field value φe, as given by
Eq. (93). The number of slow-roll e-foldings is found
replacing φ¯sr1 by φ¯sr2 in Eq. (94), and using the bound





& g−3 . (103)
Later on we compute the maximum number of slow-roll
e-foldings attainable.
Once this phase of slow-roll comes to an end, the field
continues rolling its potential V (φ) in a kinetically dom-
inated regime.
4. A realization of the symmetry point
We now consider a particular phenomenological real-
ization of the extra contribution Vph(φ) in Eq. (88). As
we did with the oscillatory dynamics, we now state the
main results derived from our analysis, displacing the
bulk of the computations to appendix IXB.
In a neighbourhood of the symmetry point the scalar
potential V (φ) can be expanded as







4 + . . . (104)
The lowest order term dominates if V (3)0 > V
(4)
0 φ¯. In this
case, given that the ESP requires
V ′ph(φ0) = −V ′np(φ0) , V ′′ph(φ0) = −V ′′np(φ0) , (105)
the only independent contribution from Vph(φ) is brought
about by the third derivative, and consequently, a
particular choice of Vph(φ) simply provides a different
parametrisation for the third derivative V (3)0 in terms of
the parameters of both Vnp(φ) and Vph(φ). A convenient
choice in terms of the field σ is
Vph(σ) = − M
coshq(σ − Σ) , (106)
whereM , Σ, and q are positive constants. We recall that









Imposing the conditions in Eq. (105) on the resulting
scalar potential V = Vnp + Vph, we obtain that the third
derivative V (3)0 with respect to the canonically normalized
field φ may be parametrised as follows







2/3, σ0 ≡ σ(φ0), µ = 2, 1 if Eq. (107) is
dominated either by the first or second term, respectively,





> 1 . (109)
This parameter controls the vanishing rate of the phe-
nomenological contribution Vph(φ): the larger the value
of ξ is, the closer to the ESP the effect of the sym-
metry point becomes subdominant with respect to the
non-perturbative contribution. Therefore, the larger the
value of ξ is, the less strong the symmetry point is, be-
cause the flat region generated decreases. The condition
ξ > 1 ensures a positive density V (φ0) at the ESP, and
that Vph(φ) becomes subdominant when the field is suf-
ficiently away from it. In fact, as we show in Sec. IXD,
ξ is related with the value φ¯ph which corresponds to the






As expected, φ¯ph increases when ξ becomes smaller.
At this point we emphasize that within the frame-
work provided by this parametrisation, the approxima-
tion made of keeping only the lowest order term in the





as we explain in appendix IXB. Therefore, in order to ob-
tain reliable results within this approximation, we must
require that the displaced field at the end of inflation, φ¯e
as given by Eq. (93), satisfies the equation above. This
requirement results in the constraint
1
(cσ0)4
. ξ2 , (112)
and since for typical values we have (cσ0) ∼ 10, the con-
straint above does not reduce the parameter space deter-
mined by ξ > 1. As a consequence, within the range of
parameters mentioned, the inflationary dynamics can be
studied by approximating the scalar potential V (φ) by a
cubic polynomial given by




In the following we study the parameter space and the
number of e-foldings attainable in a particular case where
the inflationary scale is set by H ∼ m0 ∼ 1 TeV.
Finally, we point out that the bound in Eq. (111) cor-
responds to field values larger than φ¯ph [c.f. Eq. (110)].
At such values we expect the tilt and curvature of the
scalar potential to increases significantly.
The model at intermediate scale m0 ∼ 1TeV
We consider typical values for the parameters of the
model, i.e. (cσ0) ∼ 10, c, λ . 1, and g ≃ 0.1. Inserting
these valuee into Eq. (110) it is easy to see that, roughly
speaking, φ¯ph/mP ∼ 0.1ξ−2. Hence, since ξ > 1, Vph
always becomes negligible at distances from the ESP less
than mP in field space.
We first compute the parameter space in terms of ξ
that leads to a slow-roll phase. As explained section III D,
this phase takes place if V (3)0 . g
2m0. Taking this into
Eq. (108) we obtain






where the left-hand side comes from Eq. (109). We thus
have
1 < ξ2 < 109 . (115)
This shows a large parameter space in which the crossing
of the ESP leads to a phase of slow-roll inflation driven
by φ.
As explained in section IIID, the slow-roll phase at
the end of trapping can be followed by another phase of
slow-roll over the scalar potential V (φ), rather than over
the interaction one Vint(φ). the field released and rolling
down its potential again. The parameter space for this











which applied to our particular example gives
105 < ξ2 < 109 . (117)
The maximum number of e-foldings attainable in this
case is
Nsr1 . g
−4 ∼ 104 , (118)
and therefore this particular case may provide a sufficient
amount of slow-roll inflation to solve the flatness and
horizon problems.
Finally, the remaining part of the parameter space cor-
responds to a dynamics leading to a phase of eternal in-
flation






which, for the values considered, is
1 < ξ2 < 105 . (120)
In this case, the number of e-foldings during the phase
of eternal inflation, and during the subsequent phase of
slow-roll, are given by Eqs. (102) and (103). The max-
imum number of e-folds, both of eternal and slow-roll
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inflation, corresponds to the minimum value of V (3)0 avail-
able in the parameter space. Using the parametrisation
in Eq. (108) and Eq. (109), the minimum value of |V (3)0 |















∼ O(105) . (122)
Moreover, in view of Eq. (103), we obtain that the mini-
mum number of e-foldings during the slow-roll phase fol-
lowing eternal inflation is Nsr2 & 10
3.
We can summarize this study by saying that the infla-
tionary dynamics arising from the scalar potential V (φ)
in the neighbourhood of a flat inflection point, can be en-






3. Moreover, the number of slow-roll e-
foldings provided is large enough to solve the flatness and
horizon problems. We emphasize that this phase of slow-
roll inflation is necessary given that the scale correspond-
ing to the observable Universe cannot exit the horizon
during eternal inflation, for in this case the density per-
turbation is typically δρ/ρ ∼ 1.
B. ESP featuring a local extremum
We examine now the evolution of the field in the neigh-
bourhood of an ESP featuring a local extremum. The
relevant cases, as pointed out in section IIID, boil down
to study the evolution after the tunnelling event from the
minimum, and the release of the field towards the large
field region when the ESP results in a maximum.
1. Phenomenological approach to an ESP
As we have commented earlier, in appendix IXB we
show that the scalar potential can be approximated by a
cubic polynomial when the field is within the region given
in Eq. (111). However, this result follows only when the
ESP results in a flat inflection point.
As we show in section III B, terms in V (4)0 and higher,
become subdominant once the field becomes trapped and
starts to decrease the amplitude of its oscillations around
the ESP. Therefore, in the following we assume that when
the ESP results in either a minimum or a maximum, the
scalar potential can be modelled as a cubic polynomial
along distances at least within the order of |φ¯t| away
from the ESP (see Eq. (80)). In our model we introduce
the squared mass of the field m2φ ≈ V (2)0 , and the field
value φt as free parameters. In this setting, the simplest
cubic potential accounting for a local extremum at φ0
with mass mφ is
















2. Tunnelling from the minimum
In this case, when the field tunnels under the barrier
provided by the ESP, a bubble with field value ∼ φt nu-
cleates. After that, the field continues rolling the scalar
potential and heading for the large field region. In the fol-
lowing we study whether the field, evolving according to
the potential given in Eq. (123), is able to drive a period
of slow-roll inflation long enough as to solve the flatness
and horizon problems. Therefore, we must require that
the bubble, once formed, inflates enough to encompass
the observable Universe4.
From Eq. (123) we obtain
























and thus, η remains in the same order of magnitude for
field values φ¯ − φ¯t . φ¯t. With these derivatives we can














In this simple setting, provided that φ¯t < mP , the field
undergoes slow-roll motion after tunnelling if η < 1,
namely mφ < H . Let us consider this case.
To compute the number of slow-roll e-foldings it is con-
venient to rewrite V (φ) (given in Eq. (123)) in terms of
the distance in field space traversed by the field after
emerging at5 φ¯esc ≈ φ¯t

















4 Only if there is inflation after nucleation can the bubbles perco-
late efficiently, thereby solving the graceful exit problem of old
inflation.
5 If we take φesc satisfying Eq. (81), comparing this equation with
Eq. (127) we obtain that |φesc − φt| ≪ φ¯t. Consequently, we
consider φesc ≈ φt.
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from which it is clear that taking φ¯t < mP , φ¯− φ¯t . φ¯t
and mφ < H , we can safely approximate V (φ) ≈ V0.
Bearing this in mind, the number of slow-roll e-foldings
achieved when the field rolls a distance within the order














P . It is important to
note that, even though for φ > φt+ φ¯t the field may still
satisfy slow-roll conditions, the additional amount of in-
flation obtained beyond this value is negligible, because
the above integral becomes suppressed. Moreover, it is
not justified to write V (φ) as in Eq. (123) (and hence as
in Eq. (127)) for field values φ > φt + φ¯t. This is be-
cause beyond that value, V (φ) becomes very steep again,
ending inflation anyway as a consequence. As a result,
Nsr can be approximated by considering that slow-roll
inflation ends at φ ≈ φt + φ¯t.
Finally, the requirement that the bubble generated af-
ter the tunnelling event is large enough as to encompass





& NH , (129)
thus constraining the mass mφ that the field must obtain






Finally, we comment on the case mφ ∼ H . In this,
given that ε≪ 1 and η ∼ 1, the field may drive a period
of inflation known as fast-roll inflation [40]. This period
of inflation occurs as long as η ∼ 1, which, in view of
Eq. (125), holds so long as φ− φt . φ¯t. However, only a
significant amount of inflation is achieved if |η| remains
within the order of unity up to field values exponentially
large compared to φt. As a result, the amount of inflation
in this case is negligible.
The case mφ ≪ H2 is different in the sense that the
field does not tunnel under the barrier to appear at φt,
but it climbs up to the maximum thanks to its motion
being dominated by quantum fluctuations. This kind of
barrier tunnelling is known as Hawking-Moss instanton
6 The amount of inflation needed to produce a flat Universe at
scales of at least 102H−10 , where H0 is the Hubble parameter
today, is

























Here we have assumed that after slow-roll inflation finishes, a
phase of kination takes over, and that this phase finishes when
the decay products of a curvaton field take over, thus recovering
the HBB.
[41]. Because the motion of the field is dominated by
quantum fluctuations, the evolution of the field is analo-
gous to the one followed for a flat inflection point. The
results obtained are similar.
3. Release from the maximum
When the ESP generates a maximum in the scalar po-
tential, the field is released when it is very close to the
maximum, and consequently the field may drive a long-
lasting period of inflation.
In this case, expanding the scalar potential in Eq. (123)
around the symmetry point, we obtain a quadratic po-
tential parametrised by the field’s tachyonic mass




In the case of a maximum we rewrite Eq. (125) as







where φ¯t is negative for the case of a maximum. The
tachyonic mass thus remains within the same order for
field values
φ¯ . |φ¯t| . (133)
As we have already explained, if the field is released
during the oscillations, i.e. if |m2φ| > H2, then it cannot
produce a significant amount of inflation. Consequently,
the only relevant case corresponds to |m2φ| . H2.
If |mφ| ∼ H , the scalar potential V (φ) takes over at
the end of the oscillations. This case can only be ap-
plied as long as φ¯ . |φ¯t|, since for larger distances the
tachyonic mass increases significantly, as Eq.(132) shows.
Therefore, within this region the field satisfies the Klein-
Gordon equation
¨¯φ+ 3H ˙¯φ− |m2φ|φ¯ = 0 . (134)
Solving this equation makes it possible to compute the




















and φb and φend are the field values at the beginning and
end of the fast-roll respectively. As explained in section
III B, the oscillations of the field around the ESP finish
when the amplitude of the oscillations compares to Φmin
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(see Eq. (40)). Therefore, since the field is set free at the
end of oscillations, we have
φ¯b ∼ Φmin ∼ m0/g2 . (137)
On the other hand, the field at the end of fast-roll in-
flation is given by φ¯end ∼ |φ¯t|, since for larger fields the
tachyonic mass becomes larger than H .
In order to compute the number of e-foldings it is nec-
essary to fix the remaining parameter φt. In Eq. (259)
in appendix IXB we estimate φ¯t for an ESP with V
(2)
0 =
m2φ. Using this, along with Eqs. (135)-(137) and φ¯end ∼




















When |m2φ| < H2 the field starts to slow-roll over the
scalar potential V (φ). The field value φsr at the begin-
ning of this phase is
φ¯sr ∼ Φmin . (140)
On the other hand, using the condition |η| ∼ 1 to finish
the slow-roll, along with the Eq (132), we obtain that the













Writing the first derivative as
























which formally extends the result given in Eq. (135) for
small values of |η|. It is easy to see that the number of
fast-roll e-foldings after slow-roll is negligible.
Finally, the case in which the field is superlight,
|mφ|2 ≪ H2, is equivalent to the case of a flat inflection
point with trapping finishing by quantum fluctuations,
which is studied in section V.
C. Constraints from the curvature perturbation
We now turn our attention to the observational con-
straints our model must comply with. In order to gener-
ate a spectrum of density perturbations through invoking
the presence of a curvaton field, we must first guarantee
that the density perturbation generated by the inflaton
itself does not excessively contribute to the total curva-
ture perturbation [24]. Imposing the COBE normaliza-





If the above bound is saturated then the curvature per-
turbation can indeed be entirely generated by the inflaton
field, with the contribution of the curvaton field rendered
negligible. In this case, the curvaton field can be respon-
sible only for reheating the Universe [17].
We now use the above bound to constrain the inflation-
ary processes studied so far. We consider first the case
of an ESP resulting in a flat inflection point. After that
we study the implications of the COBE bound when the
ESP results in a minimum, and finally when it results in
a maximum.
1. Perturbations for an ESP with V ′0 = V
′′
0 = 0
We consider that the field is moving over the scalar
potential V (φ), and performing a slow-roll motion which
takes places either right after the phase of oscillations,
thus avoiding the appearance of eternal inflation, or after
a phase of eternal inflation. In any case, using Eq. (92)








where φ is such that φ < φe. Taking the third derivative







We now require that the number of e-foldings obtained




















Working out φ¯−1 we obtain








where we have used the parametrisation of V (3)0 [c.f.









which for a mass m0 ∼ 1 TeV and a number of e-foldings
N & 102 results in ξ2 . 107/(cσ0)
3, and taking (cσ0) ∼
10 we obtain
ξ2 . 104 . (150)
If we compare the parameter space determined by
Eq. (150) with the one determined by Eq. (120) (see also
Eq.(117)), we conclude that if the field is not to pro-
duce an excessive curvature perturbation, then a phase
of eternal inflation is unavoidable.
2. Perturbations after tunnelling from the minimum
After having driven a period of old inflation, the field
tunnels under the potential barrier generated by the ESP.
Using Eq. (124), we obtain ε at the escaping point φesc ≈




where we have used Eq. (129). This constrains the dis-
tance φ¯t that the field has to tunnel under the barrier,
assuming that it escapes at φesc ≈ φt, in order to gener-
ate a negligible curvature perturbation while rolling down
its potential after the bubble nucleates. Using now the








which for our choice of parameters, and for Nsr & 10
2,
gives: ξ2 . 104. The maximum number of e-foldings,
computed considering ξ2 & 10, is Nsr ∼ 103.
3. Perturbations after release from the maximum
We consider first the case |mφ| ∼ H . Using Eq. (142)













The displaced field φ¯ must be such that the number of
fast-roll e-foldings obtained by rolling from φ¯ to φ¯end is
at least similar to NH. Therefore, demanding that Nfr &
NH , with Nfr as given in Eq. (135), results in
φ¯
|φ¯t|
. exp (−NHFφ) , (154)






Eqs. (154) and (155) thus guarantee a period of in-
flation long enough to solve the flatness and horizon
problems while contributing a negligible amount to the
observed curvature perturbation. Combining these two
equations we obtain a lower bound for |φ¯t|
|φ¯t| & 104m0|η|−1 exp(NHFφ) . (156)







which for (cσ0) ∼ 10, NH ≃ 60 and m0 ∼ 1 TeV leaves
parameter space with ξ2 & 10 only for |η| . 0.25.
Finally, the case |mφ| < H boils down to substitute
Fφ by η ∼ m2φ/m20 in the results above. In this case,
the minimum |η| available in the parameter space of ξ2
is |η| ∼ 2× 10−4. The number of e-foldings, according to
Eq. (143), is Nsr . 10
4.
VI. REHEATING AND QUINTESSENCE
In the first stage of its evolution after inflation, the
energy density of the field becomes again dominated by
its kinetic energy because of the steepness of the scalar
potential; this phase is known as kination, and the evo-
lution of the field is governed by the equation
φ¨+ 3Hφ˙ ≃ 0 . (158)
In order to achieve a successful model for quintessential
inflation, the field cannot decay after the end of inflation,
for otherwise it could not have survived until today to be-
come quintessence. The usual assumption to get around
this is to consider that the couplings of φ to the stan-
dard model particles are suppressed so that no instant
preheating mechanism applies [42], thereby avoiding the
decay of the field into a thermal bath of the standard
model particles. This is reasonable to assume for a mod-
ulus field when away from ESPs.
To recover the Hot Big Bang (HBB) it is necessary to
discuss an alternative method to achieve reheating after
inflation. One possibility to do this is through gravita-
tional reheating [15]. However, because this mechanism
is very inefficient, we consider a model in which reheating
is attained by the decay of a curvaton field [17]. As an
additional advantage, this curvaton field helps to produce
the correct amplitude of the primordial density pertur-
bations [16], while it also allows more easily inflation to
occur at relatively low energies [24, 25].
Then, the phase of kination finishes when the curva-
ton, or its decay products, catches up with the kinetic
energy of the field, eventually leading to the onset of the
HBB. It is possible here to envisage two scenarios to end
kination. One is to consider that the curvaton decays af-
ter the end of kination, and therefore a period of matter
domination follows kination, during which the Universe
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is dominated by the oscillating curvaton field [17]. The
other possibility is to consider that the curvaton field de-
cays before kination finishes, and the Universe becomes
radiation dominated at the end of kination. For our pur-
poses these two cases are roughly equivalent, for, once
kination finishes, the equation of motion of φ features an
asymptotic value φF , which does not differ much from
one case to the other. Consequently we adopt the sim-
plest scenario in which the curvaton field decays before
it dominates, leading to radiation domination after ki-
nation. Therefore, at the end of kination the Hubble













where g∗ is the number of relativistic degrees of freedom,
which for the Standard Model in the early Universe is
g∗ = 106.75, and Trh is the reheating temperature.
7
It must be stressed here that the asymptotic value φF
in the case of a double exponential potential is not fi-
nite due to the steepness of the potential. However, φF
is finite if V (φ) is at most as steep as an exponential
potential of the form
V (φ) ≃ Cne−bφ/mP , or V (σ) ≃ Cnσ−n , (160)
in terms of σ (see Eq. (87)), with





In order for the field φ to become quintessence, we have
to constrain its evolution with the so-called coincidence
requirement. This requires that the value at which the
field freezes, φF, at the beginning of the HBB is such that
V (φF) ≃ Ωφρ0 , (162)
where Ωφ ∼ 0.7 is the ratio of the scalar density to the
critical density, and ρ0 denotes the energy density of the
Universe today.
Once the field reaches its value φF , it remains frozen
until the density of the Universe is comparable to V (φF ).
The subsequent evolution of the field depends strongly on
the value of the slope b in Eq. (160) [9, 10]. If b2 < 2 the
potential density of the scalar field becomes dominant,
and the Universe engages in a phase of eternal accelera-
tion. Even though string theory disfavors this possibility
due to the appearance of future horizons [43], this sce-
nario cannot be ruled out from observations. It is possible
as well that the scalar density becomes dominant without
causing eternal acceleration. This occurs for slopes in the
7 Note that Trh is not associated with the decay of the inflaton. It
corresponds to the onset of HBB.
interval 2 < b2 < 3(1 + wB), where wB is the barotropic
parameter for the background component.




6, then the field unfreezes following an
attractor that mimics the background component. This
solution has ρφ/ρB = const. < 1 [9]. However, the field
does not follow its attractor immediately. It has been
shown [44] that the field oscillates for some time around
its attractor solution before it starts to follow its attrac-
tor. Numerical computations [45] show that a short pe-
riod of accelerated expansion is possible, even in the case
of dark energy domination without eternal acceleration.
In fact, this acceleration is found when the slope b of the
exponential tail V (φ) ∼ e−bφ/mP lies somewhere between
2 . b2 . 24 , (163)
which is equivalent to
√
3 ≤ n ≤ 6. Later on we com-
ment on how an exponential potential with slope b in this
interval can be theoretically motivated. Now we describe
how the coincidence requirement constrains our system
once we consider the term in Eq. (160) as the dominant
contribution to the scalar potential.
As we said before, after the end of inflation the scalar
field is governed by Eq. (158) with H = 1/3t, thus grow-
ing with time as ∼ ln t. However, once the Universe
becomes radiation dominated, with H = 1/2t, the equa-
tion of motion features an asymptotic value for t → ∞
[9, 10]. This value φF is given by











= φe +∆φ ,
(164)
We note here that at the end of inflation the field is very
close to the ESP, i.e. φ¯e ≪ mP , whereas ∆φ > mP .
Assuming also that φ0 . mP , we approximate φF ≈ ∆φ,









Hence, given that the field has to cover a number
of Planck lengths to reach the value φF , the non-
perturbative potential Vnp(φ) becomes rather subdom-
inant with respect to an exponential-like potential like
the one in Eq. (160). Assuming that this is the case at
φ ∼ φF , Eq. (162) applied to such a potential allows us







This equation constrains the slope of the exponential





m0mP determined by m0. Requiring now the
reheating temperature to be larger than the temperature
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at Big Bang Nucleosynthesis (BBN), TBBN, we turn the







which must be satisfied for the field to produce a period
of late time inflation.
Constraints from gravitational waves
Now we look at the constraints imposed by the density
of gravitons produced during the inflationary process.
Models of quintessential inflation are known to have a
relic graviton spectra with three different regions. This
is the result of the intermediate phase of kination between
the inflationary expansion and the HBB. Due to the stiff
equation of state during kination, the spectrum exhibits
a spike that corresponds to the production of gravitons
at high frequencies [46].
Due to the presence of the spike at high frequencies, it
is necessary to impose an integrated bound in order not




ΩGW(k) d ln k ≤ 2× 10−6 , (168)
where ΩGW(k) is the density fraction of the gravitational
waves with physical momentum k, h = 0.73 is the Hub-
ble constant H0 in units of 100 km/sec/Mpc. Using the
spectrum ΩGW(k) as computed in Ref. [46], the constrain
above can be written as [10]









where αGW ≃ 0.1 is the GW generation efficiency during
inflation, Ωγ(k0) = 2.6× 10−5h−2 is the density fraction
of radiation at present on horizon scales, and “rh” de-
notes the end of kination. The Hubble parameter at the
end of inflation is He ≈ m0/
√
3. Making use of Eq. (159)














Substituting the values given above, and applying the







. 4× 102 . (171)
Using the minimum reheating temperature Trh ∼
TBBN ∼ 1 MeV we find the constraint
m0 . (4× 102)3/8(mPTBBN)1/2 ∼ 105TeV , (172)
whereas for larger reheating temperatures, determined
by the parameters in the exponential function driving
quintessence [c.f. Eqs. (166) and (160)], the correspond-
ing bound is less demanding than the one above.
We thus conclude that the density in gravitational
waves, including the extra contribution from the spike
associated to kination, is negligible within the range of
masses m0 that we have considered.
VII. DISCUSSION
In this section we discuss whether it is possible to real-
ize our model of quintessential inflation with the volume
modulus of type IIB string theory. Such a realization
posses a number of well-known problems when it comes
to quintessence. One of them is related to variation of
fundamental constants in nature.
This problem can be overcome since in the later part of
the Universe history the field is frozen, and starts evolv-
ing only today with a characteristic time of variation
within the order of the Hubble time. This fact makes
quintessence consistent with no variation in the funda-
mental constants.
Another problem of moduli fields is that they couple
to ordinary matter with gravitational strength, therefore
giving place to long-range forces. These long-range forces
are strongly constrained by observations, and therefore,
a possible way out to this dilemma is to consider that
the coupling of this field to baryonic matter is further
suppressed.8
In the following we apply the model described in
the last section to the volume modulus, and investigate
whether this particular realization may lead to a success-
ful model of quintessential inflation.
A. The non-perturbative region and the location of
the ESP
An important fact in our model is that the location of
the ESP where the field may become the inflaton, lies in
the non-perturbative region of string theory. Within this
8 Consider, for example, a particle with mass m(T ), where T
is the modulus in question. Expanding the mass around the
present value T0 we have m(T ) ≃ m(T0) +m’ (T0)δT , where the
apostrophe denotes derivative with respect to T . Now, one
expects m’ (T0) = βm(T0)/mP , where β = O(1). This trans-
lates into an interaction between the particle and the mod-
ulus. Indeed, suppose that the particle is a fermion (e.g.
the electron). Then the relevant part of the Lagrangian is
Lψ = mψ¯ψ = m(T0)ψ¯ψ + β[m(T0)/mP ]δT ψ¯ψ. The latter term
expresses an interaction between the fermion and the modulus
in question. This interaction can be sufficiently suppressed if β
is tuned to be small: β . 10−3. This tuning, albeit significant,
is much less stringent than the tuning of Λ required in ΛCDM.
We would like to thank Lorenzo Sorbo for his feedback at this
point.
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region perturbative effects are thought to be subdomi-
nant, and therefore, one can rely on the scalar poten-
tial arising from non-perturbative effects such as gaugino
condensation, for example.
The non-perturbative region of string theory consists of
the region where the volume of the Calabi-Yau manifold,
when expressed in string units, is much less than unity,
i.e. Vst ≪ 1. In terms of the volume modulus T , the
volume of the Calabi-Yau manifold can be written as
Vst ∼ g3/2s (ReT )3/2 . (173)
Consequently, the non-perturbative region is determined
by the condition (ReT ) < g−1s . If we now identify the
volume modulus with the field in our model,
ReT ≡ σ , (174)
then, the location of the ESP within the non-perturbative
region amounts to σ0 < g
−1
s . In the following we assume
that the supergravity approximation is still valid for val-
ues of σ0 not very small. Consequently, we consider an
ESP within this region, and take σ0 . 1 but not much
less than one. In this case, the non-perturbative potential








In order to determine the evolution of the field and
the inflationary dynamics in terms of σ0 we need first to
express the parameters in our model which are relevant
to σ0.
When the ESP is such that V ′0 = V
′′
0 = 0, the depen-
dence on σ0 is solely brought about by V
(3)
0 . In Eq. (250)
in appendix IXB we show that this derivative may be
parametrised as follows









> 1 . (177)
Note that ζ is but the parameter ξ when the modulus
field under consideration is the volume modulus of type
IIB compactifications, and therefore, ζ plays exactly the
same role and has the same physical interpretation as ξ.
When the ESP results in a local extremum, with V ′0 =
0 and V (2)0 = m
2
φ, we have developed a phenomenological
approach with two free parameters: the bare mass m2φ
and the field value φ¯t (see section VB). In the following
we relate these parameters to the location of the ESP.
The location of the ESP is also constrained by the
parameter φ¯t. In Eq. (263) in appendix IXC we give
an estimate φ¯t in our phenomenological approach which
reads




We investigate now whether it is possible to employ our
phenomenological model in the non-perturbative region
of string theory while still obtaining enough inflation to
solve the flatness and horizon problems.
B. Inflation
1. At a flat inflection point
We must determine first whether the inflationary dy-
namics can be described by a cubic potential of the form
V (φ) ≈ V0 + 13!V (3)0 φ¯3, where V (3)0 is parametrised as in
Eq. (176). In Eq. (252) we obtain that V (φ) may be so





Requiring now that the displaced field at the end of infla-
tion φ¯e ∼ m20/|V (3)0 | [c.f. Eq. (93)] satisfies the equation
above, and using Eq. (176) we obtain
ζ & 1 , (180)
which holds in the entire parameter space for ζ, since this
is determined by ζ > 1, as shown in Eq. (177).
Assume first that the field escapes towards the large
field region during the slow-roll phase that follows the
phase of oscillations around the ESP. Using Eq. (95) and
writing V (3)0 in terms of ζ
2, the requirement to produce







On the other hand, the requirement not to generate
an excessive curvature perturbation during the last Nsr1
e-foldings comes from the COBE bound. Using Eq. (144)
and the parametrisation for V (3)0 given in Eq. (176), the







Since the bound in Eq. (181) is g-dependent, the param-
eter space for ζ is maximized for
g & 10−3 , (183)
which can be realized for typical values of g ≃ 0.1.
Smaller values of the coupling constant g, like g = 10−3,
have also been considered in the literature [42]. However,
one is not free to set the coupling constant g arbitrarily
small, for otherwise the field would overshoot the ESP
[c.f. Eq. (18)].
Therefore, using typical values for the coupling g, we
only need to impose Eq. (181), which, fixing m0 ∼ 1 TeV
and Nsr1 ∼ 102, leaves a large parameter space available
ζ2 . 107 . (184)
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We emphasize that, contrary to what we obtained for
a generic Kha¨ler modulus, using the volume modulus as
inflaton allows us to produce enough inflation to solve
the flatness and horizon problems, and to generate the
curvature perturbation either through a curvaton field or
through the inflaton itself. This may be seen as follows:
Using Eqs.(74) and (176), the parameter space leading to
eternal inflation is ζ2 . g6mP /m0. Comparing this with
Eq. (184) and using Eq. (183), the allowed range for the
coupling constant g is
10−3 . g . 10−2 . (185)
If the field is not released during the slow-roll phase
following the end of oscillations (according to the above
this occurs for 10−2 . g . 1, provided thatm0 ∼ 1 TeV),
the field starts to drive a phase of eternal inflation. When
eternal inflation ends, a phase slow-roll always follows,
and the corresponding number of e-foldings Nsr2 is given
by Eq. (103). The parameter space to obtain a number







where we have used Eqs. (103) and (176). Comparing
this equation with Eq. (182) (with Nsr1 replaced by Nsr2)
we conclude that the perturbations generated during the
phase of slow-roll are compatible with the COBE bound.
Therefore, the available parameter space is again deter-
mined by Eq. (184).
The upshot of this is that identifying the modulus field
in our model with the volume modulus of type IIB com-
pactifications, we can consistently locate the enhanced
symmetry point with V ′0 = V
′′
0 = 0 in the non-perturbative
region, and describe the inflationary dynamics at the
symmetry point through a simple cubic potential. More-
over, the amount of inflation so obtained is enough to
solve the flatness and horizon problems while generating
a curvature perturbation compatible with the COBE nor-
malization.
We remark here that in this case, the precise location
of the ESP is not constrained, and it may in principle be
anywhere within the non-perturbative region. However,
if the supergravity approximation is to be applied, we
must require that the ESP is not far from the border of
the non-perturbative region.
2. At a local extremum




in order to locate σ0 in the non-perturbative region.
Let us consider first the case of a local maximu. To
avoid producing an excessive curvature perturbation for
the curvaton mechanism to operate, we must constrain
the parameter φ¯t, which estimates the width of the poten-
















from imposing the COBE bound in Eq. (156) on the
parameter φ¯t. We obtain some parameter space with
ζ2 & 10 when
O(10−5) . |η| . 0.35 . (190)
C. Quintessence
Here we discuss a number of possible origins for the ex-
ponential term Cnσ
−n realizing the quintessential part
of the evolution. In this paper we consider a string
modulus field as quintessence. The scalar potential of
such a field is flat to all orders in perturbation theory.
Hence, a modulus field obtains its mass solely through
non-perturbative effects.
Along with these non-perturbative effects, there is a
number of possible contributions to the scalar potential
V (φ) that one may consider. In type IIB compactifica-
tions, these extra contributions depend on the volume
of the compactified space, parametrised by the volume
modulus T . The realization of quintessence with this vol-
ume modulus T considers the stabilisation of the volume
of the internal manifold due to excessive cosmic friction
[10, 14], rather than the stabilisation at a minimum of
the scalar potential. This, in turn, puts forward the pos-
sibility of having a dynamical internal manifold rather
than a frozen one, as has been recently suggested in the
literature [47].
It must be stressed that the crucial event in this stabil-
isation setting is the reheating of the Universe achieved
through the decay of a curvaton field. The decay prod-
ucts of such curvaton field provides a thermal bath that
sources the cosmic friction which freezes the field, as ex-
plained in section VA.
1. Quintessence through non-perturbative effects
In type IIB compactifications the fluxes stabilising the











H(3) = −2πK , (191)
where F(3) and H(3) are RR and NS three-form fluxes.
The warp factor for antibranes can be computed in terms
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of these fluxes, and it is found that this is minimized if the
antibrane is located at the tip of the Klebanov-Strassler
throat. For a set of N branes sitting at the tip of the
throat the warp factor is [37]
eAmin ∼ e−2πK/3Mgs , (192)
where gs is the string coupling. The D3-brane introduces
an uplifting term in the scalar potential which, written
in Planck units, is given by
δV (σ) ∼ e
4Amin
σ2
≡ C2σ−2 . (193)
This contribution dominates the scalar potential for large
values of σ where the non-perturbative potential Vnp, due
to its steepness, is subdominant. Consequently, at large
values of σ we approximate the scalar potential as V (φ) ≃
δV .
The reliability of the supergravity approximation in
this context requires gsM > 1 [48]. Also, to obtain C2
small enough to comply with the coincidence requirement
embodied in Eq. (167), we must consider a choice of fluxes
such that
K > gsM > 1 . (194)
Tuning appropriately these values we can always generate
the appropriate scale for C2. Also, in view of Eq. (166),
this allows us to increase the reheating temperature at
the onset of the HBB by increasing the units of flux K.
In the case we are considering, namely n = 2, taking




P with m0 ∼ 1TeV,





where C2 is written in Planck units. In this case, the ratio
between fluxes must be K/Mgs & 22. Taking gs = 0.1,
only approximately twice as many units ofK flux as those
of M flux are needed to generate the appropriate energy
scale.
It is also possible to consider other sources for the up-
lifting term δV , like for example the introduction of fluxes
of gauge field on D7-branes [49]. In this case, the scalar





≡ C3σ−3 , (196)
where E depends on the strength of the gauge fields con-
sidered.
In this case the constraint on C3 is alleviated thanks
to the higher value of n. If we consider the same value





which corresponds to an energy scale roughly within the
order of the TeV.
2. Quintessence in String perturbation theory
Another kind of corrections introducing an uplifting
term in the scalar potential V (φ), changing its structure
at large volume and breaking the no-scale structure, are
α′ corrections [50].
We consider the simplest case in which the volume of
the compactified space is determined by one single vol-
ume modulus T . In this case, the volume of the internal
manifold in the Einstein frame is V = (T + T¯ )3/2. This
case has already been considered in the literature [51].
The corrected Kha¨ler potential is







where K0 = −3ln (T + T¯ ) is the tree-level Kha¨ler poten-
tial, and ξˆ = − 12ζ(3)χe−3ϕ/2 where χ is the Eu¨ler num-
ber of the internal manifold, and eϕ = gs is the string




For large values of σ = ReT we can approximate the
superpotential by the classical one W = W0. In this
case, the scalar potential computed from W =W0 using
the Ka¨hler potential in Eq. (198) is





for the tree level potential is exponentially suppressed
for large values of σ [c.f. Eq. (85)]. When (ReT )3/2
is large compared to ξˆ we can compute the canonically
normalized field φ using K ≈ K0. As a result, φ is still
given by Eq. (87), and consequently we can identify the
exponential potential in terms of σ




≡ C9/2σ−9/2 . (201)
In this case, the bound for C9/2 obtained using Eq. (167)
with m0 ∼ 1 TeV results in
(C9/2)
1/4 . 10−7 , (202)
where C9/2 is written in Planck units (i.e. it corresponds
to the intermediate scale C
1/4
9/2 ∼ 1011 GeV).
D. Constraints for the quintessential-volume field
Not only must this picture be consistent from the theo-
retical point of view, but also from the observational one.
In this sense, it is well known that the excessive produc-
tion of light moduli fields with a late decay can spoil the
abundance of light elements predicted by BBN. However,
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we are interested in the risks put forward by the vol-
ume modulus. The most evident one is that, given that
this field controls the volume of the compactified space,
Kaluza-Klein modes may jeopardize BBN predictions.
In closed string theory, in addition to the usual trans-
lational modes, vibrational modes of closed strings wrap-
ping around the compact manifold are also present. The
mass of these excitations follows an inverse relation to






where R is the radius of the compactified space defined
by the volume of the Calabi-Yau manifold Vst ∼ R6, gs
is the string coupling and ms the string mass scale.
We now constrain the volume of the compactified space
in order to avoid a late decay disturbing the abun-
dances of light elements predicted by BBN. Recalling now
Eq. (165) for the frozen field computed in section VA,
we can estimate the volume Vst(σF ), with which we can
compute the mass of the lightest KK modes, as given by
Eq. (203). Also, assuming interaction of at least gravi-










where we have written the decay rate Γ ∼ m3KK/m2P . In
order to preserve the abundances predicted by BBN we










Applying this bound to the expression in Eq. (165) for










which for m0 ∼ 1TeV and TBBN ∼ 1 MeV results in
Trh > 1 GeV. Taking then the reheating temperature
Trh ∼ 10 GeV alleviates the constraint on m0 imposed
by Eq. (171), which now becomes
m0 . 10
7TeV . (207)
However, the reheating temperature results in a signif-
icantly stronger bound on the coefficient C9/2. Using




−12 ∼ 106 GeV . (208)
VIII. SUMMARY AND CONCLUSIONS
We have investigated in detail a realisation of
quintessential inflation within the framework of string
theory. Our inflaton - quintessence field is a string modu-
lus with a characteristic runaway scalar potential. In our
treatment we have avoided to specify in full detail our
string inspired theoretical basis in order for our consider-
ations to remain as generic as possible. In that sense, our
quintessential inflation realisation is more like a paradigm
than a specific model.
In this spirit we considered a broadly accepted form of
the non-perturbative superpotential (which can be due
to, for example, gaugino condensation or D-brane in-
stantons) and of the tree-level Ka¨hler potential shown
in Eqs. (82) and (84) respectively. The resulting
scalar potential appears in Eq. (86) and is of the form
V (σ) ∝ σ−ℓe−µcσ, where σ = Re T and ℓ, µ = 1, 2 de-
pending which term dominates in Eq. (86). Due to
Eq. (84) the canonically normalised modulus φ is in fact
related to σ as σ(φ) = e
√
2
3φ/mP [c.f. Eq. (87)]. Hence,
the scalar potential V (φ) is, in fact, of the form of a
double exponential.
Such a potential is too steep to support inflation. This
is why, we have assumed the existence of an enhanced
symmetry point (ESP) at some value φ0, corresponding
to potential density V0 = (m0mP )
2. The effect of the
ESP is twofold. Firstly, the ESP can trap the rolling
modulus and effectively stop it from rolling and secondly
the ESP generates a flat region in field space, which can
allow enough slow-roll inflation to occur, in order to solve
the horizon and flatness problems.
Indeed, as the modulus crosses the ESP, particle pro-
duction can generate a contribution Vint to the scalar po-
tential which is able to stop the roll of the modulus and
trap the latter at the ESP. This mechanism was described
in Ref. [12]. Trapping is successful under the condition
shown in Eq. (18), which depends on the coupling g of
the modulus with the produced particles at the ESP (In
a sense g is a measure of the “strength” of the ESP).
The overshoot problem is avoided when g & 10−3 [c.f.
Eq. (183)]. After being trapped the modulus oscillates
around the ESP under the influence of Vint. These oscil-
lations deplete its initial kinetic density until the latter
decreases below V0, in which case a phase of so-called
trapped inflation begins [12]. Trapped inflation dilutes
Vint until the latter is unable to restrain the field, at
which time the modulus is released and begins rolling
again over V (φ). As we have shown, trapped inflation
is brief and cannot suffice for the solution of the horizon
and flatness problems. The duration of trapped inflation
is independent from the value of the initial kinetic density
of the modulus, because all excess of the latter is depleted
before the onset of trapped inflation. Hence, our frame-
work is largely independent of initial conditions, provided
trapping occurs (i.e. the bound in Eq. (18) is satisfied).
Now, after the release of the modulus from trapping,
the latter may undergo a sufficiently long period of slow-
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roll inflation, while rolling over V (φ). This is due to
the second beneficial effect of the ESP; the fact that it
generates a “flat patch” on the scalar potential because of
the condition V ′(φ0) = 0. This flat patch can correspond
to a local extremum (maximum or minimum) or a flat




at the ESP sets the field at a locally flat region in field
space, which can result in a period of slow roll inflation
after the modulus is released.
The amount of slow-roll inflation is determined by the
deformation of the scalar potential due to the presence of
the ESP. We have attempted to model this deformation
by considering a contribution Vph to the scalar poten-
tial. The particular form of this contribution is chosen
as shown in Eq. (106). However, we have checked that
our results are independent of this form. In fact they are
dependent only on the extent of the effect of the ESP
on V (φ), which we parametrised by a quantity ξ, related
to the third derivative V (3)0 of the scalar potential at the
ESP as shown in Eq. (108). Roughly speaking, according
to Eq. (110), ξ−2 ∼ φ¯ph/mP , where φ¯np is the distance
from the ESP in field space over which Vph becomes neg-
ligible.
We have studied inflation in detail assuming all pos-
sible cases for the morphology of the ESP. To quantify
our findings we have chosen typical values for some of
our model parameters. In particular we considered the
values: (cσ0) ∼ 10, c . 1, and g ≃ 0.1. We also chose
a value for the inflationary Hubble scale: m0 ∼ 1 TeV,
which corresponds to inflation energy at the intermedi-
ate scale V0 ∼ 1010.5 GeV. The latter choice has little
fundamental justification but was assumed for illustra-
tive purposes. There is only a mild upper bound on m0
required in order to avoid excessive gravitational wave
generation. As shown in Eq. (172), the most stringent
case for this bound still allows m0 as large as 10
5 TeV.
Let us present a summary of our findings:
a) In the case of a flat inflection point we have found
that the condition for slow-roll inflation after the field es-
capes trapping is |V (3)0 | < g2m0 [c.f. Eqs. (73) and (74)].
Once this condition is satisfied obtaining a large number
of slow-roll e-foldings is easy to achieve if |V (3)0 | is small
enough compared with m0 [c.f. Eqs. (95) and (103)],
where the latter corresponds to the Hubble scale during
inflation: m0 ≈
√
3H∗. It is important to stress here that
m0 is determined by the location of the ESP on the scalar
potential, while |V (3)0 | is due to the “deformation” of the
scalar potential due to the ESP, which does not depend
on the location of the latter directly. This means that
these two scales are independent and, therefore, achieving
many slow-roll e-foldings can be in principle quite possi-
ble. With respect to our parameter ξ, the range for slow-
roll inflation is shown in Eqs. (114) and (116). Using our
9 Note that a shallow extremum may practically be equivalent to
a flat inflection point.
selected values the range of ξ, which allows slow-roll in-
flation is quite large: 1 < ξ2 < 109 [c.f. Eq. (115)], while
the maximum value of slow-roll inflationary e-foldings
is N ∼ 105 [c.f. Eq. (122)]. However, this parameter
space is truncated by the requirement that the generated
density perturbations are not excessive compared to the
COBE observations. Indeed, enforcing this constraint
and also demanding at least N & 102 slow-roll e-foldings
of inflation one obtains an upper bound on ξ, which is
shown in Eq. (149). Using our selected values, this bound
reads ξ2 . 104 [c.f. Eq. (150)].
b) In the case when the ESP generates a local mini-
mum on the scalar potential we have found the follow-
ing. Firstly, if mφ < g
√
m0|V (3)0 |, then the minimum is
so shallow that this case is practically equivalent to a
flat inflection point, where mφ is the mass of the field
at the ESP. In the opposite case the modulus can be-
come trapped at the local minimum. This is guaranteed
if mφ < m0, i.e. the mass at the ESP is less than the
Hubble scale. If, however, mφ > m0 then trapping at
the minimum occurs only if |V (3)0 | < g2mφ. Otherwise
the width of the potential hill is less than the amplitude
of the oscillating field at the end of trapping so the field
is released outside the potential barrier. If the field is
trapped at the local minimum a phase of old inflation
takes place until the field tunnels out. After it does so,
a phase of slow-roll inflation may occur. The latter has
to be long enough to allow the nucleated bubble to en-
compass the cosmological scales and overcome, thereby,
the graceful exit problem of old inflation. The num-
ber of slow-roll e-foldings after tunnelling is estimated
as N ∼ (m0/mφ)2. Hence, to encompass the cosmologi-
cal scales we requiremφ <
1
8m0 which is quite possible.
10
In this case the COBE constraint on the amplitude of the
generated density perturbations results in the bound in
Eq. (152). Using our selected values for the parameters
this bound becomes ξ2 . 104. The maximum number of
slow-roll e-foldings in this case is N ∼ 103, which is quite
sufficient for the horizon and flatness problems.
c) In the case when the ESP gives rise to a local
maximum we find that, provided mφ . m0, a phase of
fast/slow roll inflation takes place after the field is re-
leased from trapping. The number of e-foldings of in-
flation are given in Eqs. (138) and (143). Demanding
that inflation lasts enough to solve the horizon and flat-
ness problems provides an upper bound on ξ for given
η ∼ (mφ/m0)2. As before, this bound is strengthened
by the COBE constraint, which results in the bound in
Eq. (157). Using again our selected values for the model
parameters we have found that there is parameter space
for sufficient number of inflationary e-foldings only if |η|
lies in the range: 2 × 10−4 < |η| . 0.25. If the lower
bound is saturated the number of slow-roll e-foldings can
10 Note that if mφ ≪ m0 we are back to the flat inflection point
case.
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be as large as Nsr ∼ 104. Note here that, as with the case
of V (3)0 , the value of mφ is due to the deforming effect of
the ESP on the scalar potential and is not directly related
to the location of the ESP. This means that mφ and m0
may well be quite different. Consequently, a small value
of |η| is not necessarily fine-tuned.
In all cases we have found that sufficient slow-
roll inflation is possible provided V (3)0 ,mφ < m0 ∼ H∗.
Also, avoiding overshooting and imposing the COBE
constraint determines the range of ξ, which, when
m0 ∼ 1 TeV, is found to be 1 < ξ . 10−4. This shows
that there is ample parameter space for successful slow-
roll inflation.
After inflation is terminated the field becomes dom-
inated by its kinetic density and the Universe enters a
period of so-called kination [13]. During this period the
modulus is oblivious of the scalar potential and its rapid
roll can send it very far in field space. To reheat the
Universe we have assumed a curvaton field, whose de-
cay products in time dominate the kinetic density of the
rolling modulus [17]. The existence of a suitable curva-
ton, apart from reheating the Universe, can also provide
the required density perturbations [16] and allow for a
low inflation scale [22, 25]. After reheating, the modulus
roll is inhibited by cosmological friction as discussed in
Refs. [10, 14]. Consequently, in little time, the modulus
freezes at a value σF shown in Eq. (165). The modulus
remains frozen until the present, which guarantees the
non-variation of the fundamental constants through-out
the hot big bang despite the fact that the modulus is not
stabilised in a local minimum. Eq. (165) shows that σF
depends on the reheating temperature, which, in turn,
depends on the details of the curvaton model. There-
fore, in our framework curvaton physics can determine
the value of the string modulus in our Universe.
After the end of kination the modulus is expected to
freeze at a large value at the tail of the scalar potential.
At such values, we assume that the latter may be domi-
nated by a contribution of the form V (σ) = Cn/σ
n [c.f.
Eq, (160)], where Cn is a density scale and the value of
n is model dependent. The value of Cn is determined
by the coincidence requirement, if the modulus is to be-
come quintessence at present. This requirement results
in the constraint in Eq. (166), where we see that Cn de-
pends also on the reheating temperature and, therefore,
it is determined by curvaton physics. The requirement
that reheating occurs before Big Bang Nucleosynthesis
(BBN) sets an upper bound on Cn, shown in Eq. (167).
Crucially, the bound is strongly n-dependent.
This type of uplifting potential is again broadly ac-
cepted in string flux compactifications.We have discussed
some possibilities for the origin of the uplifting potential,
such as RR and NS fluxes onD3-branes (where n = 2 and
C
1/4
2 . 10 MeV), gauge field fluxes on D7-branes (where
n = 3 and C
1/4
3 . 1 TeV) and α
′-corrections (where
n = 9/2 and C
1/4
9/2 . 10
11 GeV). Cn may be further con-
strained in order to protect BBN from heavy KK modes.
It turns out that this constraint is important only in the




6 GeV.11 Note that the above bounds are
much more reasonable than the fine-tuning of Λ required
in ΛCDM.
According to Eq. (160), the scalar potential for the
canonically normalised field φ is of exponential form. For
the above discussed values of n and according to Ref. [45]
the modulus can cause a brief period of accelerating ex-
pansion while it unfreezes at present [9]. Thus, our model
does not lead to eternal acceleration and threfore does
not suffer from the existence of future horizons [43]. In
the future, the modulus eventually approaches +∞ which
corresponds to a supersymmetric ground state. If σ is the
volume modulus then this final state leads to decompact-
ification of the extra dimensions.
In conclusion, we have investigated a paradigm of
quintessential inflation using a sting modulus as the in-
flaton - quintessence field. We have shown that there ex-
ists ample parameter space for successful quintessential
inflation to occur with reasonable values of the model pa-
rameters (with possibly a mild tunning of gravitational
couplings between the modulus and the standard model
fields, required to overcome the 5th force problem). Trap-
ping occurs when the coupling of the modulus to other
fields at the ESP is strong enough, so that the ESP is not
overshot. The trapping effect can assimilate a variety of
initial conditions by depleting the excess kinetic density
of the modulus. The duration of the required slow-roll
inflation depends crucially on the extent of the flattening
effect the ESP has on the scalar potential (parametrised
by ξ) and also on the values of parameters linked with the
deformation at the ESP such as V (3)0 and mφ relative to
the Hubble scale m0 during inflation. The latter is deter-
mined by the location of the ESP and can be much differ-
ent to mφ or V
(3)
0 . Furthermore, a crucial role is played
by the value of the reheating temperature, which controls
both the value of the frozen modulus and the value of the
density scale in the uplift potential. The reheating tem-
perature is determined, in turn, by the particulars of the
assumed curvaton field. Due to the fact that the modu-
lus remains frozen until the present, the model does not
differ in its predictions from ΛCDM, which means that
it is in very good agreement with observations. However,
it may conceivably be linked to the intriguing possibil-
ity that some of the fundamental constants, such as the
fine-structure constant, may begin to vary at present.
11 The uplifting potential considered may even have a perturbative
origin, due to duality transformations σ → 1/σ of polynomial
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IX. APPENDIX
A. Elucidating the oscillatory regime
In this appendix we determine the dynamics of the
field during the oscillations after the particle production
events finish. The system is determined by the inter-




expected value of χ2 is given by Eq. (10), and the num-
ber density of χ particles with momentum k at particle
production, labelled by a = 1, is shown in Eq. (7).
As we pointed out in Sec. III B, the interaction poten-
tial becomes quadratic when particle production finishes,
for the mass term g2φ2 no longer dominates over k2 at
the end of particle production. However, the resulting
quadratic potential is time dependent, since the expan-
sion of the Universe decreases the expectation value 〈χ2〉.
The key point is to find out how the mass term g2φ2
decreases in relation to the kinetic term k2, for the in-
teraction potential remains quadratic only as long as the
dependence on φ of 〈χ2〉 is not restored by the evolution
of the system.
The first thing to note is that because of the expansion
of the Universe the number density of χ particles with








where the average momentum of this new distribution
being k¯(t) = k0/a as expected. Consequently, the expec-








Let us now consider a ≃ 1. Given that at the end of
particle production φ oscillates faster than the Universe
expands, we can approximate the integral by replacing








Now, the main contribution to this integral comes from
momenta within the order of the typical momentum k¯,
which for a ≃ 1 is k¯2 ∼ (gφ˙0) ∼ g2Φ2. Then, we can
approximate the integral by absorbing the term g2Φ2 into





(−πk2/k¯2) k dk ∼ k¯2(t) , (212)




, for a ≃ 1 . (213)
On the other hand, given that the χ particles become
relativistic at the end of particle production, their av-
erage density ρχ ∼ nχ
√
k2 + g2Φ2 must scale as a−4.
We thus conclude that the amplitude of the oscillations
Φ must initially scale at least as fast as a−1, for other-
wise the mass term g2Φ2 would dominate over k2 in the
average density ρχ.
To compute the initial scaling law for Φ we com-
pute the depletion rate of the modulus density in its
time-dependent quadratic potential. Using 〈χ2〉 as given
above, the interaction potential reads




At the end of particle production the field oscillates much
faster than the Universe expands. In this case, the de-
pletion rate of the energy of the oscillations ρosc can be
computed following Ref. [53]. There it is shown that in
the case of a potential factorizing as
V (φ, t) = f(t)v(φ) , (215)
and such that time variation of V is slow compared to the
oscillations of the field (i.e. provided that ∂ lnV/∂t ≪
1/V ′′(φ)1/2) the scaling of the oscillation energy is given
by
ρosc ∝ f1−γ/2a−3γ , (216)
where γ is a constant that reproduces the result for a
time-independent potential: ρosc ∝ a−3γ . In the par-
ticular case of the potential given in Eq. (214), we have
f(t) ∝ a−2 and v(φ) ∝ φ2, which implies that to re-
cover the time-independent result, namely f = cte in the
equation above, we must fix γ = 1. Also, in this particu-
lar case the condition ∂ lnV/∂t≪ 1/V ′′(φ)1/2 translates
into V ′′int ≫ H2, which is satisfied at the end of particle
production. Therefore, the initial scaling of the oscilla-
tion density given by Eq. (216) is
ρosc ∝ a−4 . (217)




2 ∝ a−2Φ2 we conclude that the amplitude of
the oscillations decreases as
Φ ∝ a−1 . (218)
Originally, this result is valid just for a ≃ 1. However,
this scaling for Φ implies that 〈χ2〉 remains independent
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of φ (for the term g2Φ2 in Eq. (211) never comes to domi-
nate over k2), which implies that Φ cannot decrease faster
than a−1, for once 〈χ2〉 becomes independent of φ, the
latter oscillates in the potential given in Eq. (214), thus
leading to Φ ∝ a−1. It is easy to see as well that the am-
plitude Φ cannot decrease lower than a−1 either. If that
were the case g2Φ2 would come to dominate the denom-
inator in Eq. (212), thus recovering the linear potential
Vint(φ) ∝ nχ|φ| that we had during particle production.
Identifying in this case f(t) ∝ nχ ∝ a−3 and v(φ) ∝ φ
we would obtain the same result as before, i.e. Φ ∝ a−1.
We conclude that as soon as particle production fin-
ishes, the amplitude of oscillations Φ and the expectation
value 〈χ2〉 scale as follows
Φ ∝ a−1 and 〈χ2〉 ∝ a−2 , (219)
regime which is maintained as long as V ′′int ≫ H2.
Lastly, given the fundamental role played by the effec-
tive mass squared V ′′int(φ) of the field in this computation,
it is necessary to establish the conditions under which the
curvature of the scalar potential V ′′(φ) can be neglected
with respect to V ′′int such that the effective mass of the
field is still given by Eq. (13). The key point to work
out this condition is the presence of the ESP, which for
small amplitude allows us to express the potential as a
polynomial. We recall here that the condition for small
amplitude is precisely Φ/mP < 1 (see Eq. (18)). Conse-
quently, expanding around the ESP we obtain
V ′(Φ) ∼ V ′′(Φ)Φ . (220)
Since the interaction potential is quadratic we can write
a similar relation:
V ′int(Φ) ∼ V ′′intΦ . (221)
Using these two equations it is visible that the condition
|V ′int| > |V ′| turns into |V ′′int| > |V ′′|. We then conclude
that the assumption of neglecting V ′′ in the effective mass
of φ is justified so long as the dynamics of the field is
driven by the interaction potential Vint(φ).
B. A realization of an ESP with V ′0 = V
′′
0 = 0
We consider the phenomenological term
Vph(σ) = − M
coshq(σ − Σ) , (222)












The ESP might be located where either the first or
second term dominates. In order to discuss the general





where we have considered cσ0 > 1, M is a constant and
(ℓ = 1, µ = 2) corresponds to Vnp dominated by the first
term, whereas (ℓ = 2, µ = 1) corresponds to Vnp domi-
nated by the second term including the flux contribution
W0. According to this, the scalar potential V (φ) we in-






coshq(σ − Σ) . (225)
The first condition to impose is that the extra contribu-
tion becomes negligible for values of σ > σ0. Evaluating






→ 0 for σ large . (226)
Consequently, in order to model appropriately the ESP
we take







V     (s)ph
V     (s)np
FIG. 3: The figure shows a pictorial representation of the flat
inflection point generated by the ESP. The phenomenological
contribution Vph(σ) must be engineered as to become sub-
dominant when away from the symmetry point, leaving only
the contribution from non-perturbative effects Vnp(σ).
We begin by imposing the presence of an ESP gener-





























1− (1 + q)tanh2(σ0 − Σ)
]
Vph(σ0) = 0 . (229)
Given that we have chosen Vph < 0, in order to have a
positive density V0 = Vnp(σ0)+Vph(σ0), Eq. (228) forces
us to take
q tanh(σ0 − Σ) > cµ+ ℓ
σ0
, (230)
which, given that tanh(σ0 −Σ) > 0, implies that q > cµ,
as required by Eq. (226). This is therefore the condition
we must comply with to model appropriately the ESP.
Moreover, given that for gaugino condensation we have
c . 1, then cµ . 1. As a result, to model appropriately
the ESP through the phenomenological term in Eq. (106)
we must take q > 1.
Substituting Eq. (228) in Eq. (229) we obtain an equa-















) tanh(σ0 − Σ)− 1
1 + q
= 0 . (231)
















2 + 3q − (1 + q)(2 + q) tanh2(σ0 − Σ)
]}
, (232)
where fi(ℓ) are polynomials with coefficients of order one.
Taking σ0 > 1, and using that ℓ, µ ∼ O(1) and c . 1,
the solution to Eq. (231) may be approximated by
tanh(σ0 − Σ) ≈ 1√
1 + q
≈ q−1/2 , (233)
where we have used q tanh(σ0 − Σ) > cµ. Introducing
this result into Eq. (230) we obtain a precise bound for
the allowed values of q:
√
q > cµ. We then describe the





> 1 , (234)
which controls the vanishing rate of the phenomenolog-
ical contribution due to the symmetry point; the bigger
the ξ the faster the effect of the symmetry point becomes
subdominant with respect to the non-perturbative con-
tribution. Therefore, the larger the value of ξ is, the less
strong the symmetry point is, because the flat region gen-
erated decreases.
Using Eqs. (233) and (234) we can simplify the expres-











≈ −2(cµ)3V0ξ2 . (235)
Taking into account the relation between σ and its canon-
ically normalized field φ (see Eq. (87)), we can work out
the corresponding derivative V (3)0 ≡ V (3)(φ0) in terms of
φ







and writing the inflationary density as in Eq. (35) we
finally obtain





This approximation consists of keeping just the lowest
order term in the expansion of the scalar potential V (φ)
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around the symmetry point. Therefore, for a given scalar
potential V (φ), the only requirement in order to neglect
terms next to the lowest is that the term with the fourth
derivative is negligible with respect to the one with V (3)0 ,
which yields
|V (3)0 | & |V (4)0 |φ¯ . (238)
We apply now this condition to the particular realiza-
tion of the ESP that we consider. This allows us estimate
the field displacement φ¯ for which the lowest order ap-
proximation is valid. First we compute the forth deriva-






















∼ 2(cµ)3V0 ξ2√q . (240)
Using now Eqs. (234), (235) and (239), along with
(cσ0) > 1 we obtain the following relation






This relation allows us to obtain an estimate the value
of the displaced field φ¯ beyond which the lowest order
approximation can no longer be applied. In view of










Given that the inflationary dynamics has been studied
using this approximation, we must require that the field
value at the end of inflation φ¯e ∼ m20/|V (3)0 | (see Eq. (93)),
is at most comparable to the displacement of the field
computed above. Therefore, in order to rely on the re-





Using φ¯e ∼ m20/|V (3)0 | and the parametrisation of |V (3)0 |
given in Eq. (237) the condition above becomes
1
(cσ0)2
. ξ , (244)
condition which, for typical values (cσ0) ∼ 10, and once
the phenomenological term satisfies Eq. (234), does not
impose any further constraint on the parameter space.
Realization for the volume modulus
This case is different from the one above in that now
σ0 . 1, in which case the non-perturbative potential








Also, given that cµ . 1 and σ0 . 1, we have 2σ
−1
0 & cµ.
Using this, Eq. (230) becomes
q tanh(σ0 − Σ) > 2σ−10 . (246)
In this case, the solution to Eq. (231) may me approxi-
mated by
tanh(σ0 − Σ) ≈ q−1/2 . (247)
As a result, to obtain a positive density we must now
consider
√
q > 2σ−10 . Likewise we did in Eq. (234), we






> 1 , (248)
which has the same role and physical interpretation as
the parameter ξ in the case of a generic modulus field.
Writing Eq. (232) in terms of this parameter ζ and ne-





≈ −2(2σ−10 )3V0 ζ2 . (249)
With respect to the canonical field we have




Working out the fourth derivative in terms of φ, and
using the previous result we obtain
V (4)0 ≈ −
(2λ)ζ
mP
V (3)0 , (251)
and consequently, the lowest order approximation may
be applied to the case of the volume modulus as long as





C. ESP resulting in a local extremum














where we have used the relation in Eq. (87) and have
written m2φ = V
(2)
0 .
Similarly to the case of the flat inflection point, the
derivative ∂
3V
∂σ3 |σ0 is given by Eq. (232), but this time
tanh(σ0 − Σ) obeys the equation
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obtained by substituting the first equation in Eq. (253)
into the second.
In order to have enough inflation after the bubble
nucleates we must take mφ < m0. Also, using that
ℓ, µ ∼ O(1), c . 1, and that cσ0 > 1, the coeffi-
cients in the equation above simplify in such a way that
tanh(σ0 − Σ) is well approximated by Eq. (231)







V     (s)np
V     (s)ph
FIG. 4: The figure shows a pictorial representation of the
formation of a local minimum in V (σ) due to the ESP. The
phenomenological contribution Vph(σ) is identical to the case
of the flat inflection point but is somewhat displaced.
When the ESP generates a local extremum in V (φ),
due to the non-vanishing second derivative, the compu-














which, upon substituting, becomes









With this result we can now estimate the parameter
φ¯t ∼ V (2)0 /|V (3)0 |
φ¯t ∼
m2φmP
| − 2(λµ)3(cσ0)3ξ2m20 + 3λm2φ|
, (258)
which, considering mφ < m0 and cσ0 > 1, is




Realization for the volume modulus
In this case, given that σ0 . 1 and that ℓ/σ0 > µc, the
equation for tanh(σ0 − Σ) becomes



















= 0 , (260)
whose solution, upon using ζ > 1 and taking mφ <
1
8 m0
in order to have enough inflation, is again
tanh(σ0 − Σ) ≈ q−1/2 . (261)
The third derivative in terms of φ is then









and the estimate for φ¯t is





D. The relation between ξ and φ¯ph
As ξ is parametrising the extent of the flattening effect
of the ESP on the scalar potential it should be, in prin-
ciple, related to the value φ¯ph over which Vph becomes
negligible with respect to Vnp as suggested by Eq. (226).






where σ¯ ≡ σ − σ0. From Eq. (222) we also have
Vph(σ) = Vph(σ0)
coshq(σ0 − Σ)













We would like to know how the fraction f evolves with











Now, by definition of the parameter ξ we have
q = ξ2(cµ)2, and therefore






Typically, ξ2cµ≫ 1. Consequently, for most of the pa-
rameter space we may approximate
q − cµ ≈ ξ2(cµ)2 . (270)
Substituting into Eq. (268) we find that the relative














Therefore, regarded as a function of σ¯/σ0, the expression





Let us express the above in terms of the canonically
normalised field. In view of Eq. (87) we obtain:
















where, we considered that in the entire parameter space
ξ2(cµ)2σ0 > 1. Qualitatively the above is what we ex-
pect; the larger the ξ is the closer to the ESP the Vph
becomes suppressed with respect to Vnp.
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