There are many applications where precise mode analysis is required. However, within the framework of abstract interpretation, the precision of an analyser depends, in part, on the expressiveness of the abstract domain and its associated abstraction function. This paper considers abstract domains for polymorphically typed logic programs where each nonvariable symbol is explicitly typed. We show how to construct precise domains and their abstraction functions that re ect the declared structure of terms. This domain construction is modular in that an abstract domain for a type does not depend on modules that import this type. A program is abstracted by replacing the uni cation operations with abstract uni cation operations. The precision of the domains is demonstrated for several examples using G odel programs. Correctness of the method is proven. The domain construction has been implemented in G odel.
Introduction
Modes characterise the degree to which program variables are instantiated at certain program points. This information can be used to underpin optimisations such as the specialisation of uni cation and the removal of backtracking, and to support determinacy analysis 9]. When a mode analysis is formulated in terms of abstract interpretation, the program execution is traced using descriptions of data (the abstract domain) rather than actual data, and operations on these descriptions rather than operations on the actual data.
Types restrict the underlying syntax so that only meaningful expressions are allowed. This enables most typographical errors and inconsistencies in the knowledge representation to be detected by the compiler. As a consequence, an increasing number of applications using typed languages such as Mercury 14] or G odel 8] are being developed.
In this paper we present new abstract domains for determining mode and related information in typed logic programs. The explicitly declared type information provided by the typed programs is used to determine, for each type, a specialised abstract domain and a de nition of abstract uni cation.
Such specialised domains are useful for characterising the behaviour of programs that may operate on partially instantiated data-structures. This has been demonstrated in 3] for lists. Rather than only distinguishing between ground and non-ground terms, 3] introduces a domain which can characterise a nil-terminated list. The domain can also characterise, for such a list, the instantiation of the list elements. We propose a domain for lists which is even more precise in that it can distinguish a non-variable not nil-terminated list from an unbound variable. Characterising the property of being non-variable is particularly important for programs that employ co-routining by means of delay declarations. Moreover, if the analyser only allows the more expressive domains for a xed number of \standard" types such as a list or binary tree (as in 3]), then any non-standard type (e.g. a ternary tree or a tree with an extra argument that represents balancing information) in the analysed program may not be analysed with the precision a orded to the standard types. Our abstract domains can be generated automatically so that analysers incorporating such a domain generator will be robust with respect to such changes in the data structures. The rest of the paper is organised as follows. Section 2 illustrates our domain construction with an example. Section 3 gives a brief overview of polymorphic many-sorted languages and programs, de ning much of the syntax used in the rest of the paper. Section 4 introduces the basic concepts for terms and types that are needed for the de nition of the abstract domains. Section 5 de nes the abstract domains and the abstraction functions for terms and programs. The relationship between concrete and abstract programs is formalised. Section 6 reports on the implementation. Section 7 concludes by discussing related and future work.
Motivating Example
The syntax used here is that of G odel 8]. G odel is a typed language and, as it has a distinctive syntax, confusion with the (untyped) language Prolog is avoided. Variables and parameters begin with lower case letters; constants, functions, (type) bases, (type) constructors, and predicates begin with upper case letters.
We use an example invented by Tony Bowers 2] to disprove a common point of criticism that \list attening" cannot be realised in G odel, i.e. terms such as 1, 2, 3] ] cannot be de ned, let alone attened. We do not know of any attempt to analyse the Prolog equivalent 13] of this program using xed domains for \standard" types. The Nests module provides a clear concept of nested lists, formalised by the type Nest(u). A trivial nest is constructed using function E, a complex nest by \nesting" a list of nests using function N. The code for attening a nest \writes itself by case analysis" 2]. The declaration for N is unusual in that the range type, Nest(u), is a proper subterm of the argument type List(Nest(u) Such abstract terms characterise nil-termination and, recursively, the instantiation of the list elements. The latter is approximated by the minimum degree of instantiation for all elements, ensuring the abstract domain is nite. Note that the list elements are only characterised for a nil-terminated list, for the characterisation to be downwards closed 12].
Using identi ers for the abstract terms whose names stem from the types does not serve the purpose of type inference as in the analysis of untyped programs, but is useful for various reasons, the simplest being that names such as List a and Int a associate the abstract term with the type of the term being abstracted. Note that the subscript a stands for \abstract". This example shows that, for lists, our abstract domain is similar to the domain proposed in 3] but even more expressive.
The principles used for the abstract domain for List(Int) Since integers are assumed to be constants and trivially terminated, there is no termination argument in the abstract term for Integer. In the presentation of the theory however, we always reserve termination argument to save unnecessary case distinctions.
Tracing program execution
It is a common assumption in abstract interpretation 4, 5, 11] that programs are in normal form: All literals in a clause are of the form Q(y 1 ; : : :; y l ) or x = f(y 1 ; : : :; y l ) or x = y, where the y k are all di erent variables. This means that all uni cations in a program are made explicit by equations. There is no loss of generality since every program can be translated into normal form. However for readability, we have not presented the Nests example in normal form.
In order to trace the instantiation of variables in the Nests program, the program execution is mimicked using the abstraction of Nests 
Preliminaries
Let (resp. f ) be an alphabet of type constructor (resp. function) symbols which includes at least one base (resp. constant) and let p be an alphabet of predicate symbols. Let U be a countably in nite set of type parameters so that the term structure T( ; U) is the set of parametric types. We de ne the order on types as the order induced by some (arbitrary but xed) order on constructor and parameter symbols, where parameter symbols come before constructor symbols.
Let V = fV j 2 T( ; U)g be a family of countably in nite, disjoint sets of variables, where each x 2 V has type . Each symbol in f (resp. p ) has its type as subscript. If f h 1 ::: n; i 2 f (resp. p h 1 ::: ni 2 p ) then 1 ; : : :; n 2 T( ; U) ? and 2 T( ; U) n U. We call the range type of f h 1 ::: n; i 2 f . A symbol will often be written without its type if it is clear from the context. Terms and atoms are de ned in the usual way 8]. The triple L = h p ; f ; V i de nes a polymorphic many-sorted rst order language.
In the rest of the paper, u; v denote parameters; x; y; z variables; t terms; ; (term) substitutions; ; ; types; and type substitutions. x; y (resp. u; v) denote tuples of distinct variables (resp. parameters). t (resp. ) denote tuples of terms (resp. types).
A literal 4 is either of the form x = f( y), where f 2 f , or of the form x = y, or of the form Q( y), where Q 2 p . A statement is of the form Q( y) g 1^: : :^g l where Q 2 p , l 0 and 2 For consistency with the notation for the abstract domain, Cons(y,z) rather than yjz] is used here. 3 More precisely: the abstract term for the concrete term to which x is bound. 4 We ignore negated literals here, although we have considered them in the implementation. each g k is a literal. If S is a set of statements, then the tuple P = hL; Si de nes a polymorphic many-sorted logic program.
The Structure of Terms and Types
An abstract term characterises the structure of a concrete term. Thus, to de ne the abstraction, we must rst formalise the characteristics of the concrete structure that we wish to abstract.
Relations between types
De nition 4.1 simple type] A simple type is a type of the form C( u), where C 2 . De nition 4.2 subterm type] Let ; 2 T( ; U). We say is a direct subterm type of We do not know of any real cases where these conditions are violated 2], and not only do our proofs rely on these, but also allowing for such programs would complicate the presentation.
In typed languages such as Mercury, the actual syntax ensures these conditions are always satis ed 7, 14] . Note that the Nests program satis es both conditions.
De nition 4.3 recursive type and non-recursive subterm type] Let be a simple type. We say is a recursive type of (denoted by = ) if and .
We say is a non-recursive subterm type of (denoted by ) if 6 and there is a such that and = . Note that every type is a recursive type of itself. The non-trivial case is when = and also + . In the example of Section 2 and in the implementation we distinguish between the cases, but in the theory a uniform presentation is preferred. For the Nests module of Section 2 we have Proof: For the rst statement, there is an f h 1 ::: n; i 2 f and a type substitution 0 such that for some i 2 f1; : : :; ng, 0 ( i ) = and 0 ( ) = . Consequently ( 0 ( i )) = ( ) and 
Traversing concrete terms
In Section 2 we demonstrated the importance of characterising termination of a term and instantiation of subterms of a term. With the terminology just introduced this can be made more precise. Consider a term t of type , where is simple. We are interested in the subterms of t of type where either or = . Termination of a term t of type means that no instance of t has a variable subterm of type .
De nition 4.4 recursive subterm] Let be a simple type and t be a term whose type is an instance of . We de ne a sequence R 0 ; R 1 : : : as follows: R 0 = fht; ig R k+1 = fhr i ; ( i )i j hf h 1 ::: n; i (r 1 ; : : :; r n ); ( )i 2 R k and ( i ) = for some g: If hr; i 2 R k for some k 0 we say that r is a recursive subterm of t.
We de ne two kinds of functions: one to decide termination and the other to extract a set of subterms of a given type. These functions traverse a term following the recursive subterms. We must make sure that, at each step in this traversal, it is well-de ned what the recursive subterms are. In the above sequence R 0 ; R 1 : : :, with every recursive subterm of t, we need to record the corresponding recursive type of , as well as the initial type . The functions we de ne are therefore also parametrised by such a recursive type, and it is always written, as in the above de nition, as a declared type with a type substitution applied.
De nition 4.5 termination function] Let be a simple type and f h 1 ::: n; i 2 f such that ( ) = for some . For a term t = f(t 1 ; : : :; t n ) the termination function is de ned as Z De nition 4.6 extractor for ] Let be a simple type, and f h 1 ::: n; i 2 f such that ( ) = for some , and 2 N( ). For a term t = f(t 1 ; : : :; t n ) the extractor for is de ned as E ( ) (f(t 1 ; : : :; t n )) = ft i j ( i ) = g
If t is a variable E ( ) (t) = ftg. For a set S of terms E ( ) (S) = S t2S E ( ) (t). For common examples this formalism turns out to be much simpler than these de nitions suggest. We found that writing the types by which these functions are parametrised as superscripts rather than as arguments, it is easier to concentrate on the terms on which these functions are de ned, and regard the types as a technical detail. We have kept the notation as consistent as possible so that the roles of types , , and type substitution are xed from now on.
Example 4.5 Consider again the Nests module of Section 2, and the computation of E v Nest(v) Nest(v) (N( E(7)]) ). In the recursive calls the rst and second superscripts stay the same, while the third superscript changes. We go through this computation in detail. The right hand side links this general notation with the example.
Consider simple types ; such that ( ) = for some . The following key lemma relates N( ) with N( ). Several subsequent statements will be relatively simple consequences. Lemma 4.5 Let and be simple types such that ( ) = for some , and t be a term whose type is an instance of ( ). Let N( ) = h 1 ; : : :; m i and 2 N( ). Then Z ( )
Proof: Note that , , and occur in the statement and thus are xed throughout the proof.
We use f as an abbreviation for f h 0 1 ::: 0 n ; 0 i , and r to denote (r 1 ; : : :; r n ). We write`' for a type if it is irrelevant.
The proof is by showing a step-by-step correspondence between the left and right hand side computations. We rst explain this informally for (2) . For the left hand side, we maintain a sequence of sets R k of tuples hr; 0 ( 0 )i, where 0 ( 0 ) = , and r is a subterm of t that still must be considered after k steps in the computation of E ( ) (t). Furthermore, we maintain a sequence of sets S k , where S k contains the terms that are extracted in the k-th step. So E ( ) (t) = S k 0 S k . For the right hand side, we do something similar but \on two levels". We maintaina sequence of sets A k of tuples hr; 0 ( 0 )i, where 0 ( 0 ) = (note: , not !), and r is a subterm of t that still must be considered after k steps in the computations of E j (t), for all j 2 N( ) with ( j ) = or ( j ) = . We maintain just one such sequence for all j because this sequence does not depend on j . For all j the subterms of t that are visited in the computation of E j (t) are the same. If in step k this computation nally arrives at a subterm s which is to be extracted, we must distinguish the cases ( j ) = and ( j ) = . In the rst case, s is inserted into a set B j k , which means s 2 S ( j)= E j (t). In the second case, E ( j) (s)
is computed. We insert the tuple hs; ( j )i into a set C j k , which has a role similar to R k and A k . Finally, we maintain a sequence of sets D j k , which has a role similar to S k and B k . So \ ": First assume r i 2 B j k for some j 2 N( ) with ( j ) = . By de nition either r i is a variable x and hx; i 2 A k , or there is hf( r); 0 ( 0 )i 2 A k?1 and 0 ( i ) = j . In the rst case by Part 1 hx; i 2 R k and thus x 2 S k . In the second case by Part 1 hf( r); ( 0 ( 0 ))i 2 R k?1 , and putting together that ( j ) = and j = 0 ( i ) it follows that r i 2 S k . (u) ).
In the next section we will de ne abstract terms and the usual order < on abstract terms: smaller abstract terms correspond to more instantiated concrete terms. The abstraction of terms relies on extractors. Thus it is important that the property \E ( ) (t) does not contain variables" is instantiation-closed. This property is a consequence of the following lemma. Lemma 4.6 Let and be simple types such that ( ) = for some , and t be a term whose type is an instance of ( ), and 2 N( Proof: The proof is by structural induction on t. If t is a variable or constant, the result is obvious. Suppose t = f h 1 ::: n; i (t 1 ; : : :; t n ) where n > 0. Then
Abstract Terms and Abstract Programs
In this section we de ne an abstract domain for each type. Then an abstraction function for terms is de ned, which means no more than formalising a description of terms. This abstraction is extended to atoms and sets of atoms. Thus, for an interpretation (a set of concrete atoms), there is a corresponding abstract interpretation (a set of abstract atoms). On the other hand there is an abstraction function for programs, which also involves abstracting atoms. To avoid confusion between the two functions, we call the latter @. The order < should not be associated in any way with the order (see Section 3).
Abstraction of terms
The abstract term for a variable is Any. For a term t = f h 1 ::: n; i (t 1 ; : : :; t n ), where = C( u), the abstract term has the form C A (: : :). The arguments are abstractions of subterms of t, as well as a termination ag. So C A (: : :) characterises the instantiation of t in a precise way.
De nition 5. The following lemma states the fundamental relationship between concrete and abstract termination functions and extractors.
Lemma 5.1 Let and = C( u) be simple types such that ( ) = for some , and 2 N( ).
Let t be a term whose type is an instance of ( ). Then
Abstraction of programs
The essential part of abstracting a program is abstracting equations 6 . All uni cations in a concrete (normal form) program are made explicit by equations, and the abstracted equations de ne corresponding uni cations between abstract terms. First we de ne for each f 2 f a predicate which expresses the dependency between (f(t 1 ; : : :; t n )) and (t 1 ); : : :; (t n ). The following theorem states the relationship between concrete and abstract equations.
Theorem 5.2 If t = f h 1 ::: n; i (t 1 ; : : :; t n ) then f dep ( (t); (t 1 ); : : :; (t n )) holds. Proof: By Def. 5.3, (t) = C A (t (E 1 (t)); : : :; t (E m (t)); (Z (t))). We have to verify (1) and (2) of Def. 5.5. By Def. 4.6, for all j 2 f1; : : :; mg t (E j (t)) = t (ft i j i = j g
(moving inwards)
AE j i ( (t i )));
so (1) holds. We now show (2) For an atom a de ne @(a) = a. For a clause K = h g 1^: : :^g l de ne @(K) = @(h) @(g 1 )^: : :^@(g l ). For a set S of clauses de ne @(S) = f@(K) j K 2 Sg. For a program P = hL; Si de ne @(P) = @(S) ff dep (a; a 1 ; : : :; a n ) j f dep (a; a 1 ; : : :; a n ) holdsg.
Correspondence between concrete and abstract programs
We assume a xed language L and a program P = hL; Si. For a substitution de ne = fx= (x ) j x 2 V g. G and H denote goals (= sequences of atoms). We use an operational semantics with left-to-right computation rule, in which a program state is a tuple hG; i where G is a goal and is a substitution. An initial state is a state where is empty. 
Implementation
The implementation of our mode analysis naturally falls into two stages: On the one hand there is the analysis of the type declarations and the abstraction of the program statements. On the other hand there is the evaluation of the abstract program.
We have implemented the rst stage of the analysis in G odel, using the G odel metaprogrammingfacilities, which operate on a ground representation of the program being analysed. There is a clean separation between the meta and object levels, unlike meta-programming in Prolog where variables in the analysed program are usually represented by variables.
Currently this implementation consists of about 2400 lines of code, of which 650 lines deal with the special treatment of G odel system modules. The types and predicates provided by the system modules need only be analysed and abstracted once and for all. Furthermore the implementation of the system predicates is hidden and thus not accessible to the meta-programming facilities. Therefore they had to be abstracted by hand according to their speci cations.
G odel meta-programming is rather slow. Even for simple programs, analysing the type declarations and generating an abstract program takes many seconds. However, there is no doubt that the code could be made more e cient, and of course, we could re-implement the analyser in another language. Our examples were simple only in that the programs contained few statements. The type declarations were much more complex than anything one would ever expect in practice! Since abstracting the program statements is relatively trivial, it seems reasonable to expect that generating abstract programs scales well. Furthermore many programs might use the same types and thus the abstract domains would not have to be re-generated.
Program: append reverse flatten tree to list quicksort (\two-point" domain) f (1) 1 Now consider the evaluation of the abstract program. In order to give an idea of the cost of a mode analysis using our domains, we transformed a few abstract programs into Prolog. We compared the cost of using our domains with the cost using a domain which can only distinguish groundness and non-groundness 4] (which is essentially the Pos domain 12]).
Before looking at the gures let us recall what the precision of our domains means. Whenever an analysis using our domains infers that an argument is partially instantiated but not necessarily ground, then a ground/non-ground domain cannot infer anything at all and thus is strictly less precise than our domain. This has two implications. First, if a particular program and initial goal have the property that arguments are either ground or free at most program points, then the advantage of our domains is small. On the other hand, if a particular program and initial goal have the property that arguments are either partially instantiated or free at most program points, then a ground/non-ground domain is almost useless.
For our rst experiments we used the analyser of 6]. Table 1 compares the analysis times using a ground/non-ground domain assuming a (1) ground input pattern and a (2) non-ground input pattern; using our domains assuming a (3) ground input pattern and a (4) non-ground input pattern. The gures are normalised wrt. (1) . The actual times were mostly in the order of less than a second.
E.g. consider append. Assuming an initial goal where the rst two arguments are ground, our analysis (3) infers essentially the same results obtained with a ground/non-ground domain (1) . Assuming an initial goal where the rst two arguments are terminated but not ground lists, our analysis (4) infers useful information (append is answered with the third argument being a terminated list) whereas a ground/non-ground domain (2) does not. Similar considerations apply for the other examples, except for quicksort, where assuming a non-ground input pattern is never very sensible, independently of the domain. We will have to conduct more experiments. One experience was that often quite large sets of possible call and answer patterns are enumerated in the course of our analysis. We expect that much is to be gained by nding ways of representing sets of patterns more concisely.
Conclusion
We have presented a general domain construction for mode analysis of typed logic programs. The program's type declarations are used to construct abstract domains. Each abstract term in an abstract domain characterises the degree of instantiation of concrete terms with the same type. The abstraction, in the sense of \reduction to the essential", lies in characterising two properties of a term: termination and instantiation of subterms. To ensure that the abstract domains are nite, we de ne a hierarchy on the types and approximate all subterms that occur at the same level in this hierarchy by a single abstract term whose size is xed.
The abstraction generalises the concept of nil-termination for lists. The Nests example demonstrates that this generalisation is non-trivial. However, our construction is still modular in that, for example, the abstract domain for lists is not a ected by the use of lists as arguments in functions of other types. For arbitrary user-de ned types, an analysis using our abstract domains is obviously more precise than previous approaches because for such types, only the modes ground, non-ground, and free had been considered.
The formalism that describes the construction of an abstract domain for arbitrary types which is precise and which meets the modularity requirement is, without doubt, complex. Nevertheless this formalismyields abstract domains for the commonexamples (lists, trees, di erence lists) that are comparable to the domains used in an analysis with a xed number of \stan-dard" types. Thus the domains and the operation de ned on the abstract terms (computing the abstract dependencies) turn out to be much simpler than the general de nitions suggest.
Admittedly our work is not as general as was originally intended, which is apparent by the Simple Range Condition and the Re exive Condition. In a study of existing G odel programs it was noted that these conditions were never violated in practice. By imposing these conditions, the construction and the proofs of essential results were considerably simpli ed.
Related work
This work was strongly motivated by 3]. One primary aim had been to map those ideas developed for Prolog to typed logic programming languages. Notably the title says that type dependencies are derived; it does not mention modes. A type in this context is merely a set of terms, and type analysis, i.e. inferring that an argument is instantiated to a term of a certain type, is inseparable from mode analysis. The analysis must account for incorrectly typed terms. E.g. as it cannot be assumed that a variable tail of a list will be bound to a list, a list whose tail is uninstantiated is always abstracted as any. Thus it is not even possible to capture that such a list is at least partially instantiated.
The imprecision of only distinguishing ground and non-ground arguments in mode analysis is pointed out in 1]. They consider untyped languages and specify types by set expressions. Set expressions are a powerful formalism which is used for directional type checking, i.e. checking that a set of call patterns for a predicate corresponds to a particular set of answer patterns.
Mercury 14] requires the user to declare the modes of predicates. The precision with which the instantiation of an argument can be characterised is similar to the precision of our approach, although there are di erences because of the di erent application. In particular, their mode declarations specify things such as that the elements of a list are de nitely free (not even aliased!), which presumably is needed for optimising uni cation. In the current implementation however, they only distinguish input (ground) arguments and output (free) arguments.
Future work
The implementation needs to be improved and an extended series of experiments should be conducted to judge both the cost and the degree of precision obtained in practice.
The performance of abstract interpretation analyses depends not only on the complexity of the abstract domains but also on the techniques used to evaluate the abstract program. We will have to investigate how these techniques (shown for Prolog e.g. in 4]) translate to G odel or other typed languages. During our implementation work we found that analysing typed languages adds some new aspects: Should the abstract domain for each type correspond to a type in the abstract program? Should it be ensured that no pattern is inferred by the abstract program whose concretisation violates the type system? Does such a restriction impede e ciency by limiting the use of non-ground structures 4] in the implementation of the analysis?
Our abstract domains may also be useful to specify delay declarations. In G odel, it can be declared that a predicate delays until an argument is ground or at least non-variable. We found however, that these declarations do not describe the behaviour of the G odel system predicates very precisely. Typically, the degree of instantiation required for a predicate to run safely without delaying can be precisely speci ed by an abstract term in our domains.
Another question is how the precision of our domains can be exploited for determinacy analysis. So far the domains are constructed taking the declarations as input. It would be interesting to investigate whether there is a general way to construct domains that also consider the program clauses and that are just precise enough to capture the information which is necessary to detect determinacy.
