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S O M M A I R E
Les cuprates constituent une classe de matériaux fortement corré-
lés. Cela signifie que dans ces matériaux, les électrons interagissent
fortement entre eux. Dans ces composés, on trouve de la supracon-
ductivité en dopant un isolant de Mott bidimensionnel situé à demi-
remplissage. Les quantités de transport électronique sont anisotropes,
c’est-à-dire qu’elles dépendent de la direction selon laquelle on les
mesure. Lorsque l’on dope le plan CuO2 en électrons, dans le régime
sous-dopé, on observe dans certaines expériences que l’antiferroma-
gnétisme (AFM) et la supraconductivité (SC) coexistent [5, 48, 57].
L’apparition de l’antiferromagnétisme coïncide avec la chute de la tem-
pérature critique Tc lorsqu’on approche la transition de Mott [57]. La
quantité d’intérêt dans ces travaux est la rigidité superfluide ρs. Cette
quantité caractérise la force de l’état supraconducteur et peut être
proportionnelle à la Tc [12, 41, 73, 77] lorsqu’elle est petite, comme cela
se produit près de la transition de Mott. On a donc calculé la rigidité
superfluide dans le régime de coexistence AFM+SC ainsi que dans
celui pur supraconducteur pour une variété de paramètres s’inscrivant
dans le modèle de Hubbard bidimensionnel à une bande. Des calculs
ont été effectués à température nulle et finie. À température nulle,
on trouve que la coexistence de phase entre l’AFM et la SC réduit
significativement la rigidité superfluide dans le régime sous-dopé en
électrons. Cette réduction de ρs réduirait par le fait même la Tc. À
température finie, aucune coexistence n’a encore été trouvée. Toutefois,
des études de l’effet de la structure de bande électronique sur ρs, Tc et
l’amplitude du paramètre d’ordre supraconducteur ont été menées.
On constate que la présence de sauts au deuxième voisin augmente la
valeur de la Tc du côté dopé en électrons, contrairement à celui dopé
en trous. Toujours à température finie, la relation de proportionnalité
de Uemura a été reproduite et on retrouve un accord qualitatif avec les
résultats expérimentaux [12, 73]. Les travaux réalisés suggèrent que
les fluctuations de phase classiques du paramètre d’ordre supracon-
ducteur diminueraient considérablement la valeur de Tc [11, 21, 40].
Expérimentalement, dans la région où les corrélations antiferromagné-
tiques se développent, une augmentation abrupte de la longueur de
pénétration magnétique devrait être observée.
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Première partie
P R É A M B U L E
Une courte introduction portant sur les cuprates supracon-
ducteurs est présentée. Notamment, le modèle théorique
employé afin d’étudier les cuprates est motivé. L’intérêt de
calculer la rigidité superfluide est discuté.

1
C U P R AT E S S U P R A C O N D U C T E U R S
Le contenu de ce mémoire porte principalement sur l’effet de la
compétition de phases sur la supraconductivité dans les cuprates.
En particulier, l’effet de cette compétition de phases sur la rigidité
superfluide est calculé en ayant recours à des méthodes numériques
sophistiquées. Les cuprates sont introduits et certaines de leurs carac-
téristiques sont énoncées. La méthodologie suivie dans l’obtention des
résultats est exposée.
introduction à la matière condensée
L’étymologie du mot atome stipule que ce dernier est constitué
de deux éléments provennant du grec : le préfixe «a-» désignant la
négation et le suffixe «-tome», qui d’après le mot grec «temnein»,
signifie «qui ne peut pas être coupé». Toutefois, force est d’admettre
que d’ores et déjà les avancées scientifiques des dernières décennies
ont révoqué les atomes au rang d’objets composites : les particules
élémentaires du modèle standard seraient jusqu’à maintenant les élé-
ments fondamentaux desquels s’articulent toutes les formes complexes
de l’univers. Toutefois, les atomes s’avèrent toujours des objets fon-
damentaux dont l’étude exige une compréhension de la mécanique
quantique ; ils constituent les éléments formant l’immense variété de
matériaux qui nous entourent. L’arrangement de ces atomes ainsi que
la nature des atomes composant les matériaux dictent leurs proprié-
tés physiques. Plus particulièrement, la particule élémentaire qu’est Les éléments
atomiques se
différencient par le
nombre de protons,
de neutrons et
d’électrons le
composant.
l’électron est l’objet principal à l’origine des phases électroniques du
D’autres excitations
bosoniques tels les
phonons associés aux
quanta de vibration
cristalline, les
magnons associés
aux excitations
collectives du spin
électronique, etc.,
peuvent être
impliquées dans le
diagramme de phase.
diagramme de phase d’un matériau, par définition. La grande diversité
de ces phases électroniques tient son origine des interactions entre les
électrons eux-mêmes, ainsi que des interactions entre les électrons et
différents modes d’excitations collectives (phonons, magnons, spinons,
etc.). Par exemple, la supraconductivité conventionnelle découverte
en 1911 [46] survenant dans les métaux de transition simples (Pb, Hg,
Al, etc.) est expliquée dans la théorie de Bardeen-Cooper-Schrieffer
(BCS) [8] par le processus d’échange d’un phonon virtuel entre deux
électrons de spins opposés : cet échange lie ces électrons en paires,
soit les paires de Cooper.
introduction à la supraconductivité
La supraconductivité est une des phases d’intérêt en ce qui concerne
ce mémoire. Il y a la supraconductivité conventionnelle décrite par la
3
4 cuprates supraconducteurs
théorie BCS, mais également la supraconductivité non-conventionnelle
dont les mécanismes physiques engendrant la supraconductivité dif-
fèrent. Ces deux catégories de supraconductivité déclinent les mêmes
phénomènes caractéristiques. En plus des fermions lourds et des orga-
niques, l’une des premières classes de matériaux supraconducteurs
non-conventionnels qui viola les prédictions théoriques de la théorie
BCS fut les cuprates. Les cuprates sont des matériaux quasi-bidimens-
ionnels caractérisés par des plans de CuO2 intercalés par des éléments
de terre-rares 1. Notamment, ces matériaux admettent une tempéra-
ture critique beaucoup plus élevée que celle prédite par la théorie
BCS en plus d’apparaître d’un état métallique très différent de l’état
métallique standard. Par conséquent, les mécanismes physiques à
l’origine de la supraconductivité dans les cuprates sont bien différents
de ceux à l’origine de la supraconductivité conventionnelle.
Les phénomèmes caractérisant la supraconductivité se rapportent
aux deux suivants :
— Effet Meissner, soit l’expulsion des champs magnétiques du
volume du matériau supraconducteur
— Absence de résistance électrique donnant lieu à des supercou-
rants électriquesLa température
critique Tc d’un
supraconducteur
conventionnel la
plus élevée
appartient au
superhydrure de
lanthane LaH10 [69]
à une pression de
190 GPa, alors que la
Tc la plus élevée
d’un
supraconducteur
non-conventionnel à
pression ambiante
est attribuée aux
cuprates
HgBa2CaCu2O6+δ
[60]. Cette famille de
cuprates comprend
trois plans CuO2 par
maille élémentaire.
Ces propriétés émergentes de la matière surviennent à faible tempéra-
ture, soit 0+ − 39K pour les supraconducteurs conventionnels, et en
deçà d’une valeur critique du champ magnétique. Plusieurs autres
facteurs influent sur l’état supraconducteur, notamment la pression
chimique et physique et la différence de potentiel appliquée sur un
matériau.
Tous les facteurs mentionnés précédemment sont des facteurs extrin-
sèques influençant l’état supraconducteur. Dans un supraconducteur
conventionnel, lorsque toutes les conditions sont réunies, les électrons
s’apparient en paires pour former des bosons composites (paires de
Cooper) et condensent ensemble dans l’état quantique de plus faible
énergie. De manière concomitante à la formation des paires de Cooper,
la cohérence de phase du paramètre d’ordre supraconducteur appa-
raît. La cohérence de phase existe dans les descriptions classique et
quantique du paramètre d’ordre. Le paramètre d’ordre surgit suite à la
brisure de symétrie spontanée du groupe de symétrie U(1) associé à la
conservation du nombre de particules. Ce paramètre d’ordre supracon-
ducteur représente la fonction d’onde macroscopique du condensat
de paires de Cooper et est un nombre complexe : il comprend par
conséquent une phase θ et une amplitude |φ|. Le coût énergétique
associé à la variation de cette phase θ constitue la rigidité superfluide.
Plus cette quantité est grande, plus l’état supraconducteur est robuste
face aux fluctuations des paramètres extrinsèques.
La rigidité superfluide, notée ρs, est une mesure des fluctuations
classiques et quantiques de la phase du paramètre d’ordre θ. Il n’est
1. Voir la figure 1.2
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toutefois pas prescrit que la formation de paires de Cooper et la
cohérence de phase surviennent simultanément : la formation locale
des paires de Cooper peut survenir à une température 2 Tcm plus
élevée que la température critique Tc [21]. Cela est le cas, par exemple,
dans les métaux bidimensionnels de faible taille, où Tcm > Tc [27, 36].
De plus, le fait de calculer ρs à la plus faible température accessible,
soit ρs(T → 0), fournit une borne supérieure à la Tc [22]. L’équation (3)
de [22] établit la borne supérieure que doit respecter la Tc par rapport
à ρs(T → 0).
Puisque ρs dans les cuprates supraconducteurs est faible, les fluc- La rigidité
superfluide est
particulièrement
faible dans le régime
sous-dopé des
cuprates.
tuations de phases classiques y seraient importantes [21, 40]. Elles
réduiraient Tc par rapport à Tcm. Les fluctuations de phase quan-
tiques ∆θ proviennent du principe d’incertitude 3 entre le nombre de
particules n et la phase θ : ∆n∆θ ≥ h¯2 . Cette contribution est faible
si le matériau a une faible constante diélectrique, autrement dit si
l’écrantage électronique est important.
motivation expérimentale
Les cuprates forment une classe de matériaux fortement corrélés
et cela signifie que les électrons de valence interagissent fortement
les uns avec les autres. Les cuprates sont des isolants à transfert de
charge à demi-remplissage, c’est-à-dire lorsque la densité électronique
n par orbitale de cuivre 3dx2−y2 de cuivre est n = 1. Ce ne sont
toutefois pas des isolants ordinaires compris dans le formalisme de
la théorie des bandes, mais des isolants de Mott 4 [16], c’est-à-dire
que leur mauvaise conductivité électrique est attribuable aux fortes
interactions électroniques. En changeant la concentration de terre-
rares ou d’oxygène dans la maille élémentaire, les couches réservoirs
des cuprates (fig.1.2) fournissent ou retirent des électrons du plan
CuO2. Doper un isolant de Mott en trous revient à diminuer la densité
d’électrons par atome de cuivre, de telle sorte que n < 1, alors que
doper un isolant de Mott en électrons revient plutôt à accroître cette
densité électronique (n > 1). Le fait de doper l’isolant de Mott dans les
cuprates, soit de modifier la densité électronique n de telle sorte que
n 6= 1, introduit l’antiferromagnétisme (AFM) ainsi que d’autres phases,
dont la supraconductivité de type d (dSC) [10, 74] dépendemment
du régime de dopage. Ces phases peuvent coexister sur un certain
domaine de dopage : certaines expériences montrent la coexistence
entre la dSC, l’AFM [44, 48] et l’onde de densité de charge (CDW) [20].
L’existence d’ondes de densité de paires (PDW) et la compétition de
cette dernière avec la supraconductivité expliquerait une variété de
phénomènes dans les cuprates, tels les oscillations quantiques et la
2. L’indice cm signifie champ-moyen.
3. La constante de Planck réduite est notée h¯.
4. L’isolant de Mott dans les cuprates est un isolant à transfert de charge.
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brisure sous inversion du temps [1]. Expérimentalement, la région
de coexistence entre la dSC et l’AFM ne surviendrait que du côté
dopé en électrons 5 [5, 48, 57]. Par coexistence de phase, on entend le
fait que les paramètres d’ordre de différentes phases peuvent exister
simultanément. Il semble, de manière générale, qu’il y ait plus de
phases qui compétitionnent les unes avec les autres du côté dopé en
électrons que du côté dopé en trous du diagramme de phase. CelaLes trous sont des
absences d’électrons
dans la mer de
Fermi. En matière
condensée, les trous
sont équivalents aux
positrons en
physique des hautes
énergies.
pourrait être la principale raison pour laquelle Tc est plus élevée du
côté n < 1.
Figure 1.1 – Diagramme de phase de certains cuprates montrant les phases
antiferromagnétique et supraconductrice seulement. La tem-
pérature T∗ représente délimite le pseudo-gap, celle notée TN
représente la température de Néel et celle notée Tc représente
la température critique supraconductrice. Le dôme supracon-
ducteur couvre une région plus large en dopage du côté dopé
en trous avec une Tc plus élevée. Le remplissage de la bande
(Band filling en anglais) de 12 correspond au demi-remplissage,
donc au cas n = 1. Sur cette figure, il manque notamment les
phases à onde de densité de charge (CDW) des deux côtés du
diagramme. La figure est tirée de [5].
Il est pertinent d’approfondir davantage la terminologie employée
pour décrire la physique des cuprates. On définit le dopage optimal
popt. comme selui auquel la Tc est maximale. Il existe deux valeurs
distinctes de popt. pour chacun des régimes de dopage (trous ou élec-
trons). La région entre le demi-remplissage et le dopage optimal popt.
est communément dénommée la région sous-dopée, alors que la région
partant de popt. allant jusqu’au dopage après lequel la supraconducti-
5. Voir fig.1.1.
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vité (SC) disparaît est la région surdopée. Le dopage est noté p et il est
relié à la densité de particules n comme suit : n = 1− p. Le chiffre 1
représente le demi-remplissage, soit n = 1. Un dopage positif est donc
un dopage en trous. Également, les phases précurseures à la phase
supraconductrice diffèrent qu’on se situe dans le régime sous-dopé
ou surdopé. Dans le régime sous-dopé, la supraconductivité émerge
d’un état métallique partiellement gappé, communément appelé le
pseudo-gap. Toutefois, dans le régime surdopé, la supraconductivité
émerge d’un mauvais métal (appelé strange metal en anglais) caracté-
risé par une résistivité intra-plan linéaire en température persistant
jusqu’à des températures autour de 1000K [29].
couche réservoir
couche réservoir
plan CuO2 (1)
plan CuO2 (2)
couche
séparatrice
Cu
O
a
b
c
a
b
Figure 1.2 – Illustration de la maille élémentaire d’un cuprates
(YBa2Cu3O7−δ) comportant deux plans CuO2. Le point
commun entre les cuprates peut être déduit du nom référant à
cette classe de matériaux : des plans CuO2 sont superposés les
uns aux autres et forment un groupe de plans mutuellement
séparés par un atome de terre rare (Yttrium dans ce cas)
agissant en tant qu’isolant. Ce groupe de plans est délimité par
des plans BaO qui constituent des réservoirs d’électrons (trous) :
le symbole δ dans la formule chimique représente la densité
électronique passant des plans CuO2 aux plans BaO dû aux
fortes interactions. Les axes principaux du cristal sont identifiés
par les axes a, b et c. Les électrons conduisent principalement
dans les plans CuO2 (selon les axes a et b) puisque les orbitales
électroniques des ions Cu2+ et O− sont fortement hybridés,
faisant des cuprates des matériaux quasi-bidimensionnels. La
figure est tirée de [80].
Matériaux fortement corrélés
Les fortes interactions électroniques dans les cuprates sont visibles
à travers plusieurs mesures expérimentales. Par exemple, des mesures
d’effet Hall montrent un changement drastique du nombre de por-
teurs de Hall à un dopage près de popt. [7, 76]. Le dopage auquel le
nombre de porteur de Hall passe d’un comportement en p à 1 + p
serait popt. ' 0.16 pour les composés YBa2Cu3Oy [7]. Dans ces mêmes
composés, popt. coïnciderait avec le dopage où le pseudo-gap apparaît,
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soit p∗. Ce changement de comportement serait associé aux fortes
interactions, mais il peut aussi être reproduit à l’aide des modèles
phénoménologiques de Yang-Rice-Zhang (YRZ) [84], d’antiferroma-
gnétisme colinéaire (AF) et spirale (sAF) [14, 71, 78]. Un coefficient de
Hall positif serait requis afin qu’il y ait de la supraconductivité non-
conventionnelle [76]. De plus, des mesures de spectroscopie résolue
en angle (ARPES) montrent une perte de poids spectral à la surface de
Fermi sans brisure de symétries ; cela suggère une fois de plus que les
cuprates sont des isolants de Mott dopés et que la physique de Mott
serait à l’origine du pseudo-gap [16].
Relation de proportionnalité de Uemura
Suite à la découverte des cuprates supraconducteurs, Uemura et al.
furent les premiers à observer une loi de proportionalité entre la rigi-
dité superfluide ρs et la température critique supraconductrice Tc dans
le régime sous-dopé en trous dans les cuprates supraconducteurs [77].
La rigidité superfluide est évaluée à la plus faible température acces-
sible, puisqu’elle est maximale à la température nulle (T → 0) — elle
constitue donc une borne supérieure à Tc. Cette relation universelle
ne dépend pas du nombre de plans CuO2 compris dans la maille
élémentaire fig.1.2, c’est-à-dire que la Tc est proportionnelle à ρs dans
le régime sous-dopé en trous indépendamment du nombre de plans
CuO2. Si l’on augmente le nombre de plans CuO2 dans la maille élé-
mentaire jusqu’à concurrence de 3, on se trouve à augmenter ρs ainsi
que la valeur maximale de Tc [54].
Par la suite, Tallon et al. raffinèrent cette étude en incluant des
données obtenues dans le régime sur-dopé pour différentes familles
de composés des cuprates [73]. Ce raffinement est montré à la fig.1.3 et
expose l’effet de la structure de bande électronique sur ρs. La relation
découverte par Uemura et al. liant Tc et ρs serait aussi valide pour le
régime sous-dopé en électrons des cuprates [41], tel que montré à la
fig.1.4. Les rapports entre ρs et Tc sont toutefois distincts d’un côté du
demi-remplissage par rapport à l’autre et cela reste inexpliqué.
Une relation de proportionnalité à la Uemura lierait également Tc à ρs
dans le régime surdopé des cuprates [12]. Cette relation serait linéaire
jusqu’à très faible ρs et elle serait robuste à l’insertion d’impuretés de
zinc (voir la fig.1.5).
motivation théorique
Étant donné que les cuprates constituent une classe de matériaux
fortement corrélés, on doit résoudre les équations du mouvement des
électrons de manière non-perturbative. Il faut toutefois un hamiltonien
modèle approprié aux cuprates qui gouverne le comportement des
électrons dans le plan CuO2 (voir fig.1.2).
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Figure 1.3 – Figure illustrant la relation entre Tc ainsi que la longueur de
pénétration intra-plan λ0 pour des cuprates LSCO, BSCO ainsi
que YBCO. Puisque ρs ∝ λ−20 , ρs augmente lorsque la longueur
d’onde de pénétration magnétique diminue. Suivant la flèche,
on augmente le dopage en trous. Le régime surdopé correspond
aux points suivant la valeur minimale de λ0. On note que la
relation entre Tc et ρs diffère selon si l’on se trouve dans le
régime sous-dopé ou dans le régime surdopé.
Modèle de Hubbard
Le modèle de Hubbard fut initialement proposé pour expliquer
la physique des cuprates par Anderson [4]. Le modèle de Hubbard
bidimensionnel à une bande comprendrait l’essentiel de la physique
sous-jacente à la supraconductivité non-conventionnelle observée dans
les cuprates supraconducteurs : il comprend la physique de Mott à
demi-remplissage, celle de la phase normale des cuprates (pseudo-
gap), et à l’intérieur de ce modèle l’AFM ainsi que la dSC apparaissent
en dopant l’isolant de Mott. La bande électronique traversant le ni-
veau de Fermi est celle de l’orbitale 3dx2−y2 du cuivre. Ce modèle,
lorsqu’exprimé sur un réseau d’orbitales dans la maille élémentaire,
prend la forme suivante
Hˆ =∑
ij,σ
tij
(
cˆ†i,σ cˆj,σ + cˆ
†
j,σ cˆi,σ
)
+U∑
i
nˆi,↑nˆi,↓ − µ∑
i,σ
nˆi,σ, (1.1)
où les états localisés électroniques exprimés dans la base de Wannier
sont identifiés par les indices de position du réseau i, j, le spin par
σ ∈ {↑, ↓} et l’opérateur nombre de particule est nˆiσ = cˆ†i,σ cˆi,σ. Les
opérateurs d’échelle cˆ(†)i,σ annihilent (créent) un électron de spin σ
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Figure 1.4 – Figure illustrant la relation entre Tc ainsi que la longueur de
pénétration intra-plan λ pour plusieurs cuprates. La ligne poin-
tillée montre la relation de proportionnalité liant Tc et ρs dans
le régime sous-dopé en électrons. Elle est comparée au cas sous-
dopé en trous. La Tc a une dépendance plus prononcée sur ρs
dans le régime sous-dopé en trous des cuprates que dans celui
sous-dopé en électrons.
Figure 1.5 – Figure illustrant la relation entre Tc ainsi que ρs pour des com-
posés de La2−xSrxCuO4. Le comportement linéaire serait violé
à plus faible température ou, de manière équivalente, à plus
faible ρs. Il ne changerait pas avec l’ajout d’impuretés.
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localisé sur le site de Cu i. Le potentiel chimique est noté µ et contrôle
la densité électronique, tout en influançant la partie diagonale de
tij qu’on met ici égale à zéro. Pour clarifier les équations, µ sera
fréquemment inclus dans le terme d’énergie cinétique du hamiltonien ;
il sera donc implicite. L’interaction de Coulomb est notée U et est
locale. Les termes de saut électronique tij sont limités au plan CuO2
des cuprates, de telle sorte que l’éq.(1.1) est projetée sur un réseau
carré bidimensionnel en supposant que les paramètres du réseau
intra-plan a, dans la direction x, et b, dans la direction y, sont tous
deux égaux [32]. Le paramètre du réseau c est perpendiculaire aux
plans CuO2, dans la direction z. Dans ce qui suit, afin de simuler
la structure de bande des cuprates supraconducteurs à température
nulle, on utilise les termes de saut premier-voisin t, deuxième-voisin
t′ et troisième-voisin t′′ donnés au tableau 1.1 [38, 54].
composés
paramètres
t′/t t′′/t
YBCO/BSCCO -0.3 0.2
LSCO/NCCO -0.17 0.03
Table 1.1 – Paramètres de liaison forte
Typiquement, dans les cuprates, t ∼ 250meV et il convient de
comparer les échelles d’énergie associées à U et à la largeur de bande
électronique W = 8t, puisque U ' W. L’interaction de Coulomb
U doit être plus grande que la largeur de bande électronique W
pour engendrer le gap de Mott. Tous les paramètres importants du
modèle de Hubbard sont représentés en unité d’énergie du terme
de saut premier-voisin t. Le modèle de Hubbard, bien que simple
en apparence, est extrêmement difficile 6 à résoudre en dimension
d ≥ 2, puisqu’il comporte un terme quadratique représentant l’énergie
cinétique digonale dans l’espace réciproque (des vecteurs d’onde k) et
un terme quartique représentant l’énergie potentielle dans l’espace réel
(des positions). Or, on sait en mécanique quantique que les opérateurs Le commutateur[
Rˆ, Pˆ
]
= i, et les
valeurs propres à Pˆ
sont les vecteurs
d’onde k.
de position Rˆ et de quantité de mouvement Pˆ ne commutent pas,
faisant en sorte qu’il est hautement non-trivial de diagonaliser le
hamiltonien (1.1).
Afin d’être en mesure de calculer des observables à un corps, il
faut résoudre le modèle de Hubbard (éq.(1.1)) en calculant la fonction
de Green électronique du système 7. La fonction de Green décrivant
la propagation des électrons interagissants dans la plan CuO2 sera
obtenue approximativement en ayant recours à la méthode de champ-
6. C’est aussi difficile en d = 1, pour les mêmes raisons, mais possible avec l’ansatz
de Bethe.
7. Les fonctions de Green sont présentées à la section 2.4.
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moyen dynamique sur amas (CDMFT) décrite à la section 4.2. Cette
méthode autocohérente résout le problème d’impureté de Anderson
décrit à la sous-section 3.0.1, même lorsque l’impureté est constituée
de plus d’un site.
Pour solutionner le modèle de Hubbard à température nulle (T = 0),
un solutionneur d’impureté de type diagonalisation exacte (Exact
Diagonalization en anglais) [63] est employé avec une paramétrisation
des bains telle que décrite dans Liebsch et Tong [42]. Les résultats
à T = 0 sont présentés dans l’article de Foley et al. [23]. Puisque les
corrélations antiferromagnétiques sont beaucoup plus importantes du
côté n > 1 [5, 57], le côté dopé en électrons est mis de l’avant dans ce
mémoire.L’emboîtement de la
relation de dispersion
électronique avec la
zone de Brillouin
réduite
antiferromagnétique
du côté dopé en
électrons amplifie les
fluctuations antifer-
romagnétiques.
À température finie, un solutionneur d’impureté de type Monte-
Carlo quantique en temps continu (Continuous-time Quantum Monte
Carlo en anglais) dans le développement la fonction d’hybridation
(CT-HYB) [43] est utilisé pour résoudre le modèle de Hubbard.
Phénoménologie
Puisque les cuprates ont des propriétés anisotropes, certaines ap-
proximations peuvent être effectuées lorsqu’il est question de calculer
la rigidité superfluide selon l’axe c. Dans une description approxi-
mative des cuprates basée sur un modèle à une bande, l’amplitude
de saut selon l’axe c est notée t⊥ et est supposée petite par rapport
à t pour tenir compte de la forte anisotropie de la conductivité des
cuprates dans l’état normal. Cela serait expliqué par le fait que les
porteurs de charge parcourent les différents plans de la maille élémen-
taire en sautant parmi les orbitales 4s du Cu [54] et que ce terme de
saut tiendrait sa dépendance en k uniquement des vecteurs d’onde de
la zone Brillouin bidimensionnelle des plans cuivre-oxygène : il aurait
une dépendance de la forme t⊥(kx, ky) ∝
(
cos kx − cos ky
)2 [2, 53, 54,
83]. Cette dépendance en k de t⊥ relève notamment du fait que les
quantités de transport sont largement supprimées lors de l’ouverture
du pseudo-gap survenant dans le plan cuivre-oxygène. Dans les cu-
prates, les interactions électroniques sont principalement restreintes
dans les plans CuO2, d’où l’intérêt de se restreindre aux fonctions de
Green décrivant la propagation électronique dans le plan CuO2. Ainsi,
il s’avère plus simple de calculer ρs selon l’axe c puisqu’on peut alors
faire abstraction des corrections de vertex. Bien que les corrections de
vertex soient nécessaires dans le plan CuO2 afin d’avoir une bonne
description des quantités de transport [31, 35], on calcule également
la rigidité superfluide dans le plan en négligeant les corrections de
vertex pour observer l’effet de la coexistence de phase AFM+dSC.
Dans le calcul de ρs selon l’axe c, les vertex de courant sont rem-
placés par un terme de saut t⊥(k) entre deux plans CuO2 dans une
maille élémentaire [24, 45, 53] :
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t2⊥(k) = t
2
bi cos
2 kz
(
cos kx − cos ky
)4 , (1.2)
où tbi ' 10meV [45, 53] est l’amplitude de saut requise pour qu’un
porteur de charge saute d’un plan CuO2 à l’autre dans la maille
élémentaire. Le terme de saut t⊥ est multiplié par cos kz puisqu’on
considère les sauts premiers-voisins selon l’axe z. L’expression du
terme de saut perpendiculaire éq.(1.2) pourrait être raffinée 8 selon
les classes de cuprates à l’étude [45]. Cette approximation est mise en
oeuvre aux section 5.5, section 5.6 et section 5.7.
Coexistence de phase
L’effet de la coexistence de phase sur ρs dans les cuprates a été étu-
dié dans la littérature dans le cadre de modèles champ-moyen de type
Bardeen-Cooper-Schrieffer (BCS) [66] et de type Mott-Hubbard [6].
Ces travaux, même si effectués dans un traitement champ-moyen,
montrent que la compétition de phase entre un ordre magnétique
ainsi qu’un ordre supraconducteur de type d (dSC) est néfaste pour
la rigidité superfluide. Dans un isolant de Mott antiferromagnétique
dopé, i. e., les cuprates supraconducteurs, l’effet de la compétition de
phase sur la rigidité superfluide n’a jamais été étudié et il a fallu déve-
lopper un formalisme approprié afin de calculer ρs dans le contexte
des méthodes de champ moyen dynamique sur amas. Ce formalisme
est présenté et dérivé de manière exhaustive au chapitre 5.
Hormis les méthodes quantiques sur amas utilisant la formalisme
des fonctions de Green pour résoudre des systèmes interagissants [23],
des méthodes solutionnant les fonctions d’onde, telle la DMET (Den-
sity Matrix Embedding Theory en anglais), ont montré [85] que l’état
fondamental électronique des cuprates supraconducteurs, dans le ré-
gime sous-dopé en électrons, comprend à la fois l’antiferromagnétisme
commensurable (AFM) et la supraconductivité de type d (dSC). Ces
calculs solutionnant le modèle de Hubbard sur un amas de 16 sites
en DMET ont aussi déterminé qu’une variété d’autres phases inhomo-
gènes, telles l’onde de densité de paires (PDW) et l’onde de densité
de charge (CDW), compétitionnent avec l’état supraconducteur dans
certains régimes de paramètres. De plus, des méthodes de réseaux de
tenseurs iPEPS fermioniques ont solutionné le modèle t-J et montrent
une compétition entre la dSC et des ordres de rayures [19].
8. Voir, par exemple, les éqs.(7) et (11) de [45].

Deuxième partie
N O T I O N S F O N D A M E N TA L E S
Chacun est enfermé dans sa conscience comme dans sa peau.
— Arthur Schopenhauer [61]
Les outils mathématiques importants pour résoudre des
systèmes quantiques à particules interagissantes y sont
présentés. La connaissance et la compréhension de ces
outils est importante pour la suite des choses. Les expres-
sions mathématiques saillantes sont encadrées afin de les
valoriser.

2
P R O B L È M E À N - C O R P S
La physique théorique dispose de plusieurs outils mathématiques
afin de pouvoir prédire et comprendre certains phénomènes natu-
rels. Dans ce chapitre, les outils essentiels aux problèmes physiques
à plusieurs particules interagissantes — plus succintement aux pro-
blèmes à N-corps — sont présentés et discutés. Notamment, l’équa-
tions de Schrödinger, équation fondamentale à la physique de la
matière condensée, est discutée. On enchaîne ensuite avec la présen-
tation du formalisme des intégrales de chemin. On poursuit avec
le formalisme des fonctions de Green, nécessaire à la résolution de
l’équation de Schrödinger d’un système interagissant, pour ensuite
clôturer avec la théorie de la réponse linéaire. Les développements
qui suivent sont inspirés des références [13, 18, 75]. À un certain mo-
ment dans ce chapitre et pour le reste du mémoire, sauf lors d’avis
contraires, les constantes fondamentales seront mises à l’unité par un
choix judicieux et implicite du système d’unités. Ceci permet d’alléger
significativement la notation.
mécanique quantique
De la même façon que les objets classiques, les objets quantiques
sont décrits par des équations du mouvement. Toutefois, la nature des
objets quantiques diffère de celle des objets classiques. En effet, lors-
qu’une personne ou que tout autre objet, i. e., un appareil de mesure,
effectue une mesure portant sur la dynamique d’un système quan-
tique, l’état du système à l’étude subit un changement imprévisible et
irréversible malgré le fait que l’évolution de l’état du système entre
différentes observations soit causale et déterministe. En fait, l’évolu-
tion d’un système quantique dont l’état est connu à un certain temps
peut être connue à un temps ultérieur tant que le système n’est pas
observé ou mesuré d’une quelconque façon. De plus, le principe de
superposition est applicable tant que le système physique n’est pas
soumis à l’observation extérieure. Si l’on considère l’état d’un système
|φ(t)〉 à un temps t de la forme
|φ(t)〉 = a1(t) |φ1〉+ a2(t) |φ2〉 , (2.1)
où a1(t), a2(t) ∈ C et |φ1〉 , |φ2〉 sont des vecteurs mutuellement or-
thonormaux de l’espace des états définissant l’objet quantique |φ〉 —
qu’on appelle aussi espace de Hilbert —, le fait que le produit scalaire
sur lui-même donne
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〈φ(t)|φ(t)〉 = |a1(t)|2 〈φ1|φ1〉+ |a2(t)|2 〈φ2|φ2〉
= |a1(t)|2 + |a2(t)|2 = 1 (2.2)
implique que l’évolution dans le temps de |φ〉 préserve son module et
est donc unitaire. Les coefficients |ai(t)|2 jouent le rôle de probabilités :
la probabilité que le système |φ(t)〉 soit caractérisé par l’état |φi〉 à un
temps t est |ai(t)|2. Si l’on suppose que l’état |φ(t)〉 à un temps t est
obtenu à partir d’un état initial |φ0〉 à un temps t0 en appliquant un
opérateur de translation dans le temps 1 Uˆ
|φ(t)〉 = Uˆ(t− t0) |φ0〉 , (2.3)
on doit avoir en vertu de l’éq.(2.2) que
Uˆ†(t0 − t)Uˆ(t− t0) = 1. (2.4)
Le vecteur |φ〉 est indépendant de la base choisie. Les vecteurs d’états
dépendent implicitement de la position. L’équation décrivant l’évolu-
tion de l’énergie totale d’un système quantique est :
ih¯
∂ |φ(t)〉
∂t
= Hˆ |φ(t)〉 .
Équation de Schrödinger
(2.5)
L’équation (2.5) est l’équation de Schrödinger. Le terme Hˆ est le
hamiltonien du système indépendant du temps t et ce dernier est
hermitien 2 puisque les énergies propres d’un système sont réelles.
La forme du hamiltonien dépend du système en considération. Le
facteur imaginaire assure que la solution à l’équation de Schrödinger
soit unitaire :
|φ(t)〉 = Ce− ih¯ Hˆ(t−t0)︸ ︷︷ ︸
Uˆ(t−t0)
|φ0〉 , (2.6)
où C est une constante unitaire (C = 1) en vertu de l’éq.(2.4). L’équa-
tion de Schrödinger a différentes représentations équivalentes et elles
sont discutées plus loin. Le hamiltonien Hˆ peut être décomposé en
une partie non-perturbative (sans interation) Hˆ0 et en une partie per-
turbative Vˆ (Vˆ = {Oˆ | [Hˆ0, Oˆ] = Hˆ0Oˆ − OˆH0 6= 0}) :
Hˆ = Hˆ0 + Vˆ. (2.7)
En général, étant donné un système physique décrit adéquatemment
par un hamiltonien Hˆ, les vecteurs propres de Hˆ0 sont connus. Toute-
fois, les vecteurs propres de Hˆ sont changés car ce dernier est perturbé
1. On note les opérateurs O par un accent circonflexe : Oˆ.
2. La transposée du conjugué complexe du hamiltonien est égale à lui-même((Hˆᵀ)∗ = Hˆ).
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par Vˆ et ces deux opérateurs ne commutent pas l’un l’autre, signifiant
que [Hˆ0, Vˆ] 6= 0. La perturbation Vˆ agissant sur le système sans in-
teraction Hˆ0 est un potentiel externe. Ce potentiel doit être distingué
d’une perturbation associée à l’observation ou à la mesure, puisque
Vˆ respecte la causalité et les équations du mouvement éq.(2.5), alors
que ce n’est pas le cas pour l’observation (mesure) qui est une action
inopinée, spontanée sur le système. Lorsqu’il y a observation ou me-
sure d’un système quantique, on dit que sa fonction d’onde s’effondre
dans un état ou dans un sous-espace d’états ε de l’espace de Hilbert
H (ε ⊂ H). Une façon de résoudre l’équation de Schrödinger avec
interactions est de recourir aux fonctions de Green introduites à la
section 2.4.
Représentations de l’équation de Schrödinger
L’équation de Schrödinger décrit l’évolution dans le temps de la
fonction d’onde, mais peut également décrire l’évolution d’opérateurs
Oˆ. On définit alors la représentation de Schrödinger de l’éq.(2.5) fai-
sant évoluer |φ〉 en gardant Oˆ statique, celle de Heisenberg faisant
plutôt évoluer Oˆ en maintenant |φ〉 statique, et celle d’interaction
constituant un hybride des deux dernières représentations. On note
OˆS les opérateurs dans la représentation de Schrödinger, OˆH ceux
dans la représentation de Heisenberg, et OˆI ceux dans la représenta-
tion d’interaction :
〈φ(t)|Oˆs|φ(t)〉 = 〈φ0|OˆH(t)|φ0〉 . (2.8)
Ces derniers sont reliés l’un à l’autre par l’éq.(2.6) comme suit :
OˆH(t) = Uˆ†(t, t0)OˆsUˆ(t, t0). (2.9)
Toutefois, la théorie des perturbations, importante pour la théorie de
la réponse linéaire et la définition des fonctions de Green à tempéra-
ture finie, est fondée sur la représentation d’interaction. Dans cette
représentation, la fonction d’onde et l’opérateur évoluent tous deux
indépendemment. On reprend alors l’éq.(2.7) pour la réécrire comme
suit :
Hˆ(t) = Hˆ0 + δHˆ(t), (2.10)
où Hˆ0 représente la partie du hamiltonien non-perturbative indépen-
dante du temps — soient les états stationnaires — et δHˆ(t) est la
perturbation appliquée à Hˆ0. Dans la représentation d’interaction,
l’opérateur unitaire d’évolution dans le temps est 3
Uˆ(t, 0) ≡ e− ih¯ Hˆ0tUˆI(t, 0) (2.11)
3. On pose ici t0 = 0 sans perte de généralité, car seul l’intervalle temporel t− t0
importe.
20 problème à n-corps
et
Uˆ†(t, 0) ≡ Uˆ†I (t, 0)e
i
h¯ Hˆ0t = UˆI(0, t)e
i
h¯ Hˆ0t. (2.12)
De cette façon, en vertu des éqs.(2.11) et (2.12), on a (t0 6= 0)
Uˆ(t, t0) ≡ e− ih¯ Hˆ0tUˆI(t, 0)UˆI(0, t0)e ih¯ Hˆ0t0 = e− ih¯ Hˆ0tUˆI(t, t0)e ih¯ Hˆ0t0 .
(2.13)
Par conséquent, l’éq.(2.8) peut être developpée ainsi :
〈φ(t)|Oˆs|φ(t)〉 = 〈φ0|Uˆ†I (t, 0)e
i
h¯ Hˆ0t0Oˆse− ih¯ Hˆ0tUˆI(t, 0)|φ0〉
= 〈φI(t)|OˆI(t)|φI(t)〉 . (2.14)
Or, quelles sont les équations du mouvement de UˆI(t, t0) ? Il faut partir
de l’équation de Schrödinger et y insérer les définitions issues des
éqs.(2.10) et (2.13) :
ih¯
∂UˆI(t, 0)
∂t
= e
i
h¯ Hˆ0tδHˆ(t)e− ih¯ Hˆ0tUˆI(t, 0) = δHˆI(t)UˆI(t, 0). (2.15)
Ainsi, pour un temps initial arbitraire, l’éq.(2.15) prend la forme géné-
rale
ih¯
∂UˆI(t, t0)
∂t
= δHˆI(t)UˆI(t, t0), (2.16)
ayant comme condition initiale que UˆI(t0, t0) = 1. Une façon d’obtenir
la solution perturbative à l’éq.(2.16) est d’intégrer par itération cette
dernière. La solution au premier ordre est
Uˆ(1)I (t, t0) ' 1−
i
h¯
∫ t
t0
dt′δHˆI(t′) +O(δHˆ2I ). (2.17)
L’éq.(2.17) constitue l’équation maîtresse de la théorie de la réponse
linéaire discutée à la section 2.5. La théorie de la réponse linéaire
est utilisée afin de dériver une expression pour calculer la rigidité
superfluide et les détails sont exposés au chapitre 5. La solution
complète à l’éq.(2.16) est la suivante :
UˆI(t, t0) = Tte−
i
h¯
∫ t
t0
dt′δHˆI(t′). (2.18)
L’éq.(2.18) est dérivée à l’Appendice A. L’ordre dans lequel les opéra-
teurs δHˆI(t′) associés à la perturbation agissent est important puisque
les règles de commutation entre les opérateurs bosoniques (ou d’anti-
commutation entre les opérateurs fermioniques) doivent être respec-
tées. Cette succession temporelle est assurée par le super-opérateur
d’ordonnancement Tt dont la définition mathématique est
Tt
[
AˆI(t1)BˆI(t2)
]
= AˆI(t1)BˆI(t2)θ(t1 − t2) + ζ BˆI(t2)AˆI(t1)θ(t2 − t1).
(2.19)
Les opérateurs d’interaction Aˆ et Bˆ sont arbitraires, ainsi que les temps
t1 et t2. Si les opérateurs de l’éq.(2.19) sont des fermions, on a que
ζ = −1, et s’ils sont des bosons, on a plutôt que ζ = 1.
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mécanique statistique
Lorsqu’on désire comprendre les transitions de phases quantiques,
il ne suffit pas de considérer la statistique quantique énoncée précé-
demment. Puisque la température T intervient, l’entropie intervient
nécessairement. Il faut donc ajouter à cela la statistique thermodyna- La température est
une quantité
thermodynamique
intensive alors que
l’entropie est
extensive. La
température ainsi
que l’entropie sont
des variables
conjuguées l’une de
l’autre. En fait, toute
variable
thermodynamique
intensive est
conjuguée à une
variable extensive.
mique. Pour ce faire, on suppose une observable Oˆ avec les valeurs
propres λα suivantes
Oˆ |φα〉 = λα |φα〉 . (2.20)
La valeur λα représente une quantité physique associée à l’état |φα〉,
i. e., la quantité de mouvement, le spin, etc. La probabilité quantique de
retrouver la valeur λα de Oˆ est P(λα) = |〈φα|ψ〉|2 si l’état du système
considéré est |ψ〉. Maintenant, on suppose un état |ψa〉 = ∑α cα |φα〉
dont la probabilité conditionnelle de préparation est pa. L’indice a
dénote les configurations possibles du système |ψ〉 établies à partir
de l’ensemble de vecteurs {|φ〉} ∈ H. La probabilité de mesurer un
système |ψ〉 ayant une valeur λβ est la somme sur l’ensemble des
configurations ainsi que leur poids statistique associé :
P(λβ) =∑
a
pa
∣∣〈φβ|ψa〉∣∣2 , (2.21)
où 4 〈φβ|φα〉 = δαβ étant donné que les vecteurs |φ〉 sont orthonormaux,
et
∑
a
pa = 1. (2.22)
La valeur moyenne d’une observable 〈Oˆ〉 est, à partir de l’éq.(2.21),
〈Oˆ〉 =∑
β
λβP(λβ)
=∑
β
λβ 〈φβ|∑
a
pa |ψa〉 〈ψa|︸ ︷︷ ︸
ρˆ
|φβ〉
=∑
β
〈φβ| ρˆλβ |φβ〉 = Tr
[
ρˆOˆ] , (2.23)
où ρˆ est l’opérateur densité. La matrice densité ρ contient l’ensemble
des états quantiques possibles {|ψa〉} et le poids statistique pa de
chacun de ces états dans ce mélange statistique. On veut maintenant
déterminer la forme de la matrice densité. Les démarches sont mon-
trées à l’Appendice B. La forme complète de l’opérateur densité est la
suivante
ρˆ =
e−βKˆ
Z , (2.24)
4. On note que δαβ = 0 si α 6= β et δαβ = 1 sinon : c’est le delta de Kronecker.
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où Kˆ ≡ Hˆ − µnˆ et nˆ est l’opérateur de densité de particules. La
fonction de partition dans l’ensemble grand-canonique s’écrit
Z = Tr
[
e−βKˆ
]
,
Fonction de partition
(2.25)
où la trace Tr[· · · ] s’effectue sur l’ensemble des états propres du
hamiltonien Hˆ puisqu’en général [Hˆ, nˆ] = 0, signifiant que nˆ et Hˆ
partagent les mêmes états propres. La ressemblance entre l’opérateur
ρˆ de l’éq.(2.24) et celui concernant l’évolution temporelle Uˆ (éq.(2.6))
conduira à travailler en temps imaginaire. En effet, afin d’accommoder
les statistiques thermodynamique et quantique, on doit prolonger le
temps réel dans le plan complexe. La fonction de partition éq.(2.25)
est l’une des quantités les plus puissantes de la physique, puisque
l’ensemble des quantités thermodynamiques peuvent être dérivées de
cette dernière. Une autre quantité extrêmement puissante, nécessitant
la connaissance de Z lorsqu’à température finie, est la fonction de
Green contenant l’essentiel de l’information sur la propagation d’une
particule contenue dans la fonction d’onde d’un système, interagissant
ou pas. Cette quantité est discutée à la section 2.4.
formalisme d’intégrales de chemin
L’émergence de la mécanique classique de la mécanique quantique
apparaît naturellement dans le formalisme d’intégrales de chemin qui
généralise le principe de moindre action classique à la mécanique quan-
tique. Ce formalisme permet d’unir la théorie des champs quantique
et la mécanique statistique ; il est même perméable au formalisme des
fonctions de Green discuté à la section 2.4. En mécanique quantique, la
fonction d’onde d’un système évolue d’un état initial |i〉 à un état final
| f 〉 en empruntant, échantillonnant plusieurs chemins ou parcours 5
distincts à la fois. Dans ce qui suit, on considère un système à une
particule dont les états final et initial sont des états propres |rm〉 de
l’opérateur position Rˆ. On reprend alors l’opérateur d’évolution dans
le temps (éq.(2.6)) faisant évoluer le système d’un état |i〉 à | f 〉 avec
la définition (éq.(2.7)) du hamiltonien et on discrétise le temps en N
intervalles infinitésimaux ∆t = limN→∞ tN pour insérer un ensemble
complet d’états {|rm〉} ∈ H entre chacun de ces intervalles
5. Au sens des équations du mouvement décrivant la fonction d’onde.
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〈 f | e− ih¯ Hˆ(t−t0) |i〉︸ ︷︷ ︸
Ti→ f
→ lim
N→∞
∫ N−1
∏
i=2
d3ri 〈rN |︸︷︷︸
〈 f |
e−
i
h¯ Hˆ∆t |rN−1〉 〈rN−1| · · · |r2〉 ×
〈r2| e− ih¯ Hˆ∆t |r1〉︸︷︷︸
|i〉
, (2.26)
où le terme sans interaction (Hˆ0) constitue le terme d’énergie ciné-
tique :
Ti→ f = lim
N→∞
∫∫ N−1
∏
i=2
d3ri
N−1
∏
m=1
d3 pm
(2pi)3
〈rN | e− ih¯ Pˆ
2
2m∆t |pN−1〉 〈pN−1| e− ih¯ Vˆ∆t |rN−1〉
× 〈rN−1| · · · |r2〉 〈r2| e− ih¯ Pˆ
2
2m∆t |p1〉 〈p1| e− ih¯ Vˆ∆t |r1〉 . (2.27)
L’opérateur Pˆ est l’opérateur quantité de mouvement dont les états
propres sont |pm〉. On a inséré dans l’éq.(2.27) la relation de fermeture
appropriée sur l’espace des vecteurs d’onde (quantité de mouvement) :∫ d3 p
(2pi)3 |p〉 〈p| = 1. On reprend maintenant l’éq.(2.27) sachant que
〈r|p〉 = e ih¯ p·r :
Ti→ f = lim
N→∞
∫ N−1
∏
i=2
d3ri
∫ N−1
∏
m=1
d3 pm
(2pi)3
e ih¯(pN−1·( rN−rN−1∆t )− p2N−12m −V(rN−1))∆t
×
· · · ×
[
e
i
h¯
(
p1·( r2−r1∆t )−
p21
2m−V(r1)
)
∆t
]
=
∫
D[p]
∫
D[r]e ih¯
∫
dt(p·∂tr−H(r,p))
=
∫
D[p]
∫
D[r]e ih¯ S[r,p]. (2.28)
L’éq.(2.28) établit l’ensemble des trajectoires empruntées par le sys-
tèmes dans l’espace des phases. Ces trajectoires peuvent interférer par
l’entremise de l’exponentielle oscillante. La définition des éléments dif-
férentiels D[· · · ] est claire par inspection. L’action du système S[r, p]
est définie comme
S[r, p] =
∫
dtL(r, ∂tr, t), (2.29)
où le langrangien L est simplement la transformée de Legendre du
hamiltonien H :
L(r, ∂tr, t) = p · ∂tr−H(r). (2.30)
Le lagrangien est une quantité scalaire et n’est pas un opérateur. Par
exemple, le lagrangien duquel découle l’équation de Schrödinger, où
φ et φ∗ sont des fonctions d’onde, est le suivant :
L[φ∗, φ, t] =
∫
d3rφ∗(r, t)
[
ih¯∂t − Hˆ
]
φ(r, t). (2.31)
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Ici, on sort de la mécanique quantique à une particule et on entre dans
la théorie des champs.
Il arrivera à quelques reprises de définir la fonction de partition
(éq.(2.25)) en tant qu’intégrale de chemin (éq.(2.28)). Toutefois, l’action
S dans la définition de la fonction de partition sous forme d’intégrale
de chemin est une fonctionnelle de champs fermioniques, i. e., φ et φ∗,
comme on le verra. Pour représenter Z en fonction d’une intégrale de
chemin, il faut toutefois aller une étape plus loin : il faut prolonger le
temps réel dans le plan complexe pour travailler en temps imaginaire
τ. Ce passage est requis afin que la statistique quantique associée à
l’équation de Schrödinger (éq.(2.5)) et que la statistique thermodyna-
mique puissent être simultanément considérées lorque vient temps
de pondérer l’importance statistique d’une configuration d’un sys-
tème. Quelle est la définition de τ ? Il suffit de comparer les termes
e−
i
h¯ Hˆt et e−βKˆ, respectivement associés à l’évolution de la probabilité
quantique et à l’évolution de la probabilité thermodynamique : si
l’on égalise les arguments de ces deux exponentielles, on trouve que
it
h¯ ≡ τ = β, donc que le temps imaginaire est équivalent à l’inverse de
la température. De plus, par inspection de l’éq.(2.25), on constate que
la trace de l’opérateur densité ρˆ est la somme sur les amplitudes de
chemin qui retournent à l’état initial de configuration après un temps
imaginaire β (cf. éq.(2.26)). Ainsi, en temps imaginaire, l’intégrale de
chemin éq.(2.28) devient la fonction de partition :
Z =
∫
D[p]
∫
D[r]e−
∫ β
0 dτ(− ih¯ p·∂τr+H(r,p)). (2.32)
Enfin, on souhaite formuler la fonction de partition de l’éq.(2.32)
en intégrale de chemin sur l’ensemble des configurations de champ
fermionique φ(†), où les particules sont des quanta d’excitation de ces
champs. Il est utile de travailler avec ces champs plutôt qu’avec lesL’espace de Fock est
la somme directe des
espaces de Hilbert
comportant
différents nombres de
particules.
variables canoniques r et p, puisque la fonction de partition échan-
tillonne des configurations dans l’espace de Fock qui ne comportent
pas nécessairement le même nombre de particules 6. La fonction de
partition de l’éq.(2.32) exprimée en fonction des champs fermioniques
φ(†) est
Z =
∫
D[φ†, φ]e−
∫ β
0 dτ
∫
d3r(φ†∂τφ+H(φ† ,φ)). (2.33)
Le passage de l’éq.(2.32) à l’éq.(2.33) est montré à l’Appendice C. Les
champs de l’éq.(2.33) sont des variables de Grassmann, soit les valeurs
propres de l’opérateur d’annihilation φˆ(†). Ces nombres de Grassmann
sont présentés à la section H.1.
L’éq.(2.33) peut également servir de fonction génératrice pouvant
générer des fonctions de corrélation d’ordre arbitraire si l’on ajoute
des champs sources λ et λ† :
6. C’est notamment le cas lorsqu’il y a des interactions, i. e., Vˆ 6= 0ˆ.
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Z [λ†, λ] =
∫
D[φ†, φ]e−S[φ† ,φ]−
∫
λφ†−∫ λ†φ, (2.34)
de telle sorte que la fonction de corrélation au deuxième ordre (fonc-
tion de Green) s’écrit
δ2 lnZ [λ†, λ]
δλδλ†
∣∣∣∣
λ=λ†=0
=
(
〈φφ†〉 − 〈φ〉〈φ†〉
) ∣∣∣∣
λ=λ†=0
.
Fonction de corrélation
(2.35)
La moyenne thermodynamique est 〈φ〉 = 1Z
∫ D[φ†, φ]φe−S[φ† ,φ].
fonction de green
Les fonctions de Green constituent une méthode générale de réso-
lution d’équations différentielles inhomogènes 7. Elles sont beaucoup
employées en mécanique quantique, car elles permettent notamment
de résoudre les équations de Schrödinger et de Dirac soumises à un
potentiel externe. Ces fonctions de Green, aussi connues sous le nom
de propagateurs, décrivent la propagation de l’analogue de la fonction
d’onde à une particule du système à l’étude. Afin de motiver la forme
des fonctions de Green, qui sont utilisées in extenso dans le reste du
mémoire, on reprend l’éq.(2.5) avec Hˆ = Hˆ0, dans laquelle on insère
la solution éq.(2.6) :
ih¯
∂
∂t
e−
i
h¯ Hˆ0(t−t0) |φ0〉 = Hˆ0e− ih¯ Hˆ0(t−t0) |φ0〉
= E0e−
i
h¯ E0(t−t0) |φ0〉
= E0 |φ0(t)〉 . (2.36)
On a posé que |φ0〉 dans l’éq.(2.36) est vecteur propre de Hˆ0, c’est-à-
dire que Hˆ0 est diagonal dans la base des vecteurs {|φ0〉}. Les termes
E0 sont donc les énergies propres associées aux vecteurs propres |φ0〉
de Hˆ0. Si l’on considère un hamitonien ayant la forme de l’éq.(2.7),
l’ensemble de vecteurs propres {|φ0〉} ne constituent plus la base
diagonale de Hˆ signifiant que les états propres ont été modifiés par Vˆ.
Dans ce cas, on réécrit l’équation de Schrödinger comme suit :[
ih¯∂t − Hˆ0︸ ︷︷ ︸
Lˆ
−Vˆ
]
|φ(t)〉 = 0. (2.37)
L’astuce est alors de définir le propagateur sans interaction G0(r, t; r′, t′)
7. La fonction de Green est notamment utilisée afin de résoudre l’équation de
Poisson inhomogène et déterminer le profil du potentiel électrostatique généré par
une charge électrique ponctuelle.
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LˆG0(r, t; r′, t′) = δ(r− r′)δ(t− t′) (2.38)
afin de trouver une solution autocohérente |φ(t)〉 vérifiant l’éq.(2.37).
Cette solution est construite à partir des états propres sans interaction
|φ0〉 déjà connus (on explicite cette fois-ci la dépendance en position
r) :
|φ(r, t)〉 = |φ0(r, t)〉+
∫
dr′
∫
dt′G0(r, t; r′, t′)Vˆ(r′) |φ(r′, t′)〉 . (2.39)
On ne travaille pas avec un hamiltonien Hˆ changeant dans le temps,
d’où le fait que Vˆ ne dépend que de la position. La dépendance
temporelle de Hˆ provient uniquement de l’équation de Schrödinger.
On vérifie facilement que l’éq.(2.39) est solution à l’éq.(2.37). D’après
la relation (2.38), la fonction de Green a la forme suivante :
G(r, t; r′, t′) = 1
ih¯∂t − Hˆ0 − Vˆ
δ(r− r′)δ(t− t′) = 1G−10 − Vˆ
, (2.40)
où G0 est la fonction de Green non-interagissante. De l’éq.(2.40), on
déduit que 8
G−1 = G−10
[
1− G0Vˆ
]
=⇒ G = [1− G0Vˆ]−1 G0
=⇒ G0 = G − G0VˆG
=⇒ G = G0 + G0VˆG. (2.41)
Pour avoir la solution complète de la fonction d’onde interagissante
|φ(t)〉, il faut développer l’éq.(2.41) et substituer le tout dans l’éq.(2.39).
La fonction de Green G satisfait l’équation de Dyson :
G = G0 + G0ΣG , (2.42)
où le terme de potentiel Vˆ est remplacé par la self-énergie Σ. La self-
énergie a les mêmes propriétés analytiques que la fonction de Green
G et elle contient l’effet de toutes les interactions que subissent les
électrons. Avec ce changement, la fonction de Green (éq.(2.40)) se
réécrit :
G = 1G−10 − Σ
.
Fonction de Green
(2.43)
À partir de maintenant, sauf avis contraire, les constantes fonda-
mentales sont choisies égales à l’unité : h¯ = kB = c ≡ 1 (c est la vitesse
8. On utilise une notation fonctionnelle où les indices (r, t) sont implicites et
sommés comme en notation matricielle.
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de la lumière). On travaille avec des systèmes à l’équilibre thermody-
namique et on suppose l’invariance par translation dans le temps et
dans l’espace
G(r, t; r′, t′)→ G(r− r′; t− t′).
L’invariance par translation de la fonction de Green (éq.(2.40)) entraîne
le fait que l’on puisse effectuer la transformée de Fourier suivante :
G(k,ω) =
∫
d(t− t′)eiωt
∫
d3(r− r′)e−ik·(r−r′)G(r− r′; t− t′).
(2.44)
D’autres solutions à l’équation de Schrödinger (éq.(2.38)) sont les
fonctions de Green retardée GR et avancée GA
GR(r, t; r′, t′) = −iθ(t− t′) 〈r|e−iHˆ(t−t′)|r′〉 (2.45a)
GA(r, t; r′, t′) = iθ(t′ − t) 〈r|e−iHˆ(t−t′)|r′〉 . (2.45b)
Cela peut être vérifié facilement sachant que ∂tθ (t− t′) = δ (t− t′)
et 〈r|r′〉 = δ(r − r′). La fonction de Heaviside est telle que θ(t −
t′) = 1 si t > t′ et 0 sinon. Ainsi, il est clair d’après l’éq.(2.46) que
la fonction de Green retardée décrit la probabilité qu’un électron 9
créé au temps t′ à la position r′ se propage jusqu’à la position r au
temps t avant d’être annihilé. La fonction GR est reliée à GA par
son conjugué complexe lorsqu’exprimée en fréquence. Puisque les
systèmes physiques sont causals, on emploiera la fonction de Green
retardée. Elle peut être représentée dans la base désirée, telle la base
dans laquelle le hamiltonien Hˆ est diagonal, pourvu que la relation
de fermeture appropriée ∑n,n′ |φn〉 〈φn′ | = δn,n′ soit insérée :
GR(r, t; r′, t′) = −iθ(t− t′)∑
n,n′
〈r|φn〉 e−iEn(t−t′) 〈φn′ |r′〉 . (2.46)
Les énergies propres En sont associées aux vecteurs propres |φn〉
et dépendent de la position relative r− r′. Elles sont implicitement
normalisées par le potentiel chimique µ, signifiant que ces énergies
propres sont telles que En → En − µ. Si l’on prend la transformée de
Fourier en fréquence et en vecteur d’onde (cf. éq.(2.44)) de l’éq.(2.46),
on trouve
GR(k,ω) = lim
η→0+
1
V ∑n,n′
〈k|φn〉 〈φn′ |k〉
ω+ iη − En(k)
= lim
η→0+∑n
Φn(k)Φ∗n(k)
ω+ iη − En(k) , (2.47)
où η ∈ R est une constante infinitésimalement positive nécessaire afin
que l’intégrale sur le temps soit définie. Cette constante complexe as-
sure par le fait même la causalité. De plus, V est le volume de la maille
9. Cet électron obéit aux équations du mouvement prescrites par le hamiltonien
Hˆ.
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élémentaire du cristal. Les fonctions d’onde Φ(∗)n correspondent aux
nième vecteurs propres des électrons du sytème. Afin que le système
puisse se propager d’un état |φn〉 à un état |φm〉 (n 6= m), il faut qu’une
perturbation Vˆ hors-diagonale dans l’ensemble des vecteurs propres
{|φn〉} s’ajoute à Hˆ décrivant le système physique initial.
La fonction de Green peut avoir maintes représentations et on ne
fait que décrire celles qui sont utiles, soient les représentations spec-
trale, de Lehmann et en temps imaginaire. Toutes ces représentations
sont équivalentes et permettent d’extraire plus ou moins facilement
certaines quantités physiques d’intérêt.
Représentation spectrale
La représentation spectrale de la fonction de Green (éq.(2.47)) est
obtenue en définissant la fonction spectrale A(k,ω′)
A(k,ω′) =∑
n
Φn(k)Φ∗n(k)2piδ(ω′ − En(k)) (2.48)
et en écrivant la fonction de Green G comme
GR(k,ω) = lim
η→0+
∫ ∞
−∞
dω′
2pi
A(k,ω′)
ω+ iη −ω′ . (2.49)
Dans cette représentation, il est évident d’après la formule de Weiers-
trass
lim
η→0+
1
ω± iη = limη→0+
(
ω
ω2 + η2
∓ iη
ω2 + η2
)
= P
(
1
ω
)
∓ ipiδ(ω), (2.50)
que la fonction spectrale peut être extraite de la fonction de Green
comme suit
−2ImGR(k,ω) = A(k,ω). (2.51)
La partie principale est notée P et est restreinte à l’axe réel. La fonction
spectrale (éq.(2.48)) donne la distribution de probabilité qu’un électron
ayant une quantité de mouvement k ait une énergie ω (h¯ ≡ 1). La
fonction spectrale respecte la règle de somme∫ ∞
0
dω′
2pi
A(k,ω′) = 1. (2.52)
La règle de somme de (2.52) est une conséquence directe de la norma-
lisation des états propres électroniques (voir l’éq.(2.48)). L’éq.(2.47) est
valide pour un système dépourvu de toute forme d’interaction (Vˆ quar-
tique en opérateurs d’échelle), puisque la fonction spectrale (éq.(2.51))
établit une relation de correspondance univoque entre l’énergie et la
quantité de mouvement, et k est toujours un bon nombre quantique
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dans les systèmes sans interaction. Dans les systèmes avec interaction,
la fonction spectrale (éq.(2.48)) prend effectivement la forme d’une
lorentzienne :
An (k,ω) = 2Zn,k
[
Γn,k (ω)
(ω− En(k)− ReΣ(k,ω))2 + Γ2n,k (ω)
]
+ 2piAinc, (2.53)
où Γn,k (ω) représente le temps de vie des quasiparticules et Zn,k le
poids de quasiparticule. Le terme Ainc représente la portion incohé-
rente de la fonction spectrale causée par les interactions. La partie
réelle de la self-énergie renormalise la relation de dispersion originale
En(k). Une courte démonstration de la fonction spectrale éq.(2.53) est Les quasiparticules
sont des excitations
cohérentes du champ
quantique
électronique
représenté par les
fonctions de
Grassmann φ(†). Les
quasiparticules sont
bien définies lorsque
Γ−1 > ω.
faite à l’Appendice D.
En deuxième quatification (cf. Appendice C), les fonctions de Green
retardées fermioniques — décrivant des particules soumises au prin-
cipe d’exclusion de Pauli, tels les électrons — sont de la forme
GRσ (r, t) = −iθ(t)〈{cˆσ(r, t), cˆ†σ}〉Hˆ (Kˆ = Hˆ − µnˆ)
= −iθ(t)Tr
[
e−βKˆ
Z
{
cˆσ(r, t), cˆ†σ
}]
. (2.54)
Les opérateurs d’échelle cˆ(†) sont exprimés dans la représentation
de Heisenberg. L’indice σ représente le spin des particules, nombre
quantique intrinsèque aux particules élémentaires. Les opérateurs cˆ(†)
annihilent (créent) un électron du vide, noté |0〉. Ces opérateurs sont
équivalents à ceux définis comme φˆ(†) à la section 2.3 (cf. Appendice C,
éq.(C.3)). Le principe d’exclusion de Pauli, prohibant le fait que deux
fermions occupent le même état, s’exprime par l’entremise de la rela-
tion d’anticommutation 10 {cˆ, cˆ†} = cˆcˆ† + cˆ† cˆ = 1ˆ. La notation 〈· · · 〉Hˆ
dans l’éq.(2.54) signifie Tr [ρˆ · · · ] et elle pondère le poids statistique de
chacun des états propres du système par rapport à Hˆ.
Représentation de Lehmann
Dans ce mémoire, la représentation de la fonction de Green est
utilisée afin de résoudre le problème d’impureté quantique (chapitre 3)
avec le solutionneur d’impureté par diagonalisation exacte (ED). Dans
le cadre de l’ED, les calculs sont effectués à température nulle de
telle sorte que l’on ne présente que la représentation de Lehmann
de la fonction de Green à température nulle. Cette représentation est
toutefois valide à température finie. On part alors de la fonction de À température nulle,
ρˆ se réduit au
projecteur sur l’état
fondamental.
Green retardée de l’éq.(2.54), sans l’opérateur densité ρˆ, dans laquelle
on insère un ensemble complet d’états propres dégénérés {|n′〉} dont
les valeurs propres sont En′ :
10. Consulter la section H.1 pourrait s’avérer utile !
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GRσ (r, t) = −iθ(t)Tr
[{
cˆσ(r, t), cˆ†σ(0, 0)
}] y invariance sous translationdans le temps
r = −r
= −iθ(t)∑
n
〈n| cˆσ(r, t)cˆ†σ(0, 0) + cˆ†σ(r,−t)cˆσ(0, 0) |n〉
= −iθ(t)∑
n,n′
[
〈n| eiHˆt cˆσ(r)e−iHˆt |n′〉 〈n′| cˆ†σ(0) |n〉
+ 〈n| e−iHˆt cˆ†σ(r)eiHˆt |n′〉 〈n′| cˆσ(0) |n〉
]
. (2.55)
On effectue alors la transformée de Fourier en fréquence ω de l’éq.(2.55),
similaire à l’éq.(2.47) (z ≡ ω+ iη) :
GRσ (r,ω) = −i
∫ ∞
0
dteizt ∑
n,n′
[
ei(En−En′ )t 〈n| cˆσ(r) |n′〉 〈n′| cˆ†σ(0) |n〉
+ e−i(En−En′ )t 〈n| cˆ†σ(r) |n′〉 〈n′| cˆσ(0) |n〉
]
= ∑
n,n′
[ 〈n| cˆσ(r) |n′〉 〈n′| cˆ†σ(0) |n〉
z− (En′ − En)︸ ︷︷ ︸
GRσ,e(r,z)
+
〈n| cˆ†σ(r) |n′〉 〈n′| cˆσ(0) |n〉
z− (En − En′)︸ ︷︷ ︸
GRσ,h(r,z)
]
.
(2.56)
À température nulle, les états dégénérés |n〉 sont les états fondamen-
taux (états de plus faible énergie) du système. Les états |n′〉 constituent
alors l’ensemble d’états comportant une particule de plus dans le cas
de GRσ,e(r, z) et une particule de moins dans le cas de GRσ,h(r, z). La
fonction de Green GRσ,e(r, z) décrit la propagation des électrons dans
le milieu alors que GRσ,h(r, z) décrit la propagation de trous (absences
d’électron dans la mer de Fermi).
Fonction de Green de Matsubara
Les fonctions de Green en temps imaginaire, aussi appelées fonc-
tions de Green de Matsubara, sont privilégiées dans les calculs parce
qu’en temps imaginaire, l’évolution de la probabilité quantique et la
probabilité thermodynamique sont considérées sur un pied d’égalité.
En effet, en temps imaginaire, l’opérateur d’évolution (éq.(2.6)) est,
dans la représentation d’interaction,
Uˆ(τ) = e−Hˆτ = e−Hˆ0τTτe−
∫ τ
0 dτ δHI(τ), (2.57)
puisque it ≡ τ. On note que l’éq.(2.11) a été mise à profit afin d’obtenir
l’éq.(2.57). L’opérateur d’ordonnancement dans le temps imaginaire
est Tτ (cf. éq.(2.19)). Or, comme l’opérateur densité (éq.(2.25)) équivaut
à l’opérateur d’évolution de l’éq.(2.57) pour un temps imaginaire
τ = β, la fonction de Green de Matsubara est, en vertu de l’éq.(2.54) :
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GRσ (r, τ) = −i〈Tτ cˆσ(r, τ)cˆ†σ〉Hˆ
= −Tr
[
e−βKˆ0
Z Tτe
− ∫ β0 dτ δHI(τ) cˆσ(r, τ)cˆ†σ
]
, (2.58)
où, par définition, Z = Tr
[
e−βKˆ
]
et où les opérateurs d’échelle
cˆ(†)(τ) = eHˆτ cˆ(†)e−Hˆτ. La fonction de Green de l’éq.(2.58) est anti- En temps imaginaire,
(cˆ(τ))† = cˆ†(−τ).périodique de période β et l’intervalle de temps imaginaire sur lequel
la fonction de Green de Matsubara doit être définie afin de contenir
toute l’information d’un système est restreinte au domaine τ ∈]0, β[.
En effet,
GRσ (r, τ) =
{
−GRσ (r, τ − β) si τ ∈ ]0, β[
−GRσ (r, τ + β) si τ ∈ ]− β, 0[
(2.59)
de telle sorte que soit l’intervalle τ ∈ ]− β, 0[ ou τ ∈ ]0, β[ suffit. L’in-
tervalle τ ∈ ]0, β[ est celui choisi dans ce mémoire. L’antiperiodicité de
période β de l’éq.(2.58) permet de définir la série de Fourier suivante
GR(r, τ) = 1
β
∞
∑
n=0
e−iωnτGR(r, iωn), (2.60)
où les fréquences de Matsubara fermioniques sont iωn ≡ (2n + 1)piβ
et constituent un ensemble discret le long de l’axe imaginaire. La
transformée de Fourier en fréquence de Matsubara s’écrit
GR(r, iωn) =
∫ β
0
dτ eiωnτGR(r, τ). (2.61)
Le fait que les opérateurs d’évolution ne soient pas unitaires en temps
imaginaire rend le prolongement analytique — le passage de fré-
quences imaginaires (iωn) aux fréquences réelles (ω) — compliqué et
il faut recourir à des méthodes sophistiquées telle la méthode d’entro-
pie maximale [30]. Cette méthode utilise la représentation spectrale de
la fonction de Green (éq.(2.49)) exprimée en temps imaginaire
GR(r, iωn) =
∫ ∞
−∞
dω
2pi
A(r,ω)
iωn −ω (2.62)
afin d’estimer le profil de la distribution spectrale A(r,ω), étant don-
née GR(r, iωn).
La définition de la fonction de Green de Matsubara éq.(2.58) est très
pratique, puisqu’elle permet de lier toute valeur moyenne d’observable
à un corps Oˆ à la fonction de Green :
〈Oˆ〉Hˆ = 〈cˆ†αOαβ cˆβ〉Hˆ
= − lim
τ→0−
Oαβ
〈
Tτ cˆβ (τ) cˆ†α
〉
Hˆ
= lim
τ→0−
OαβGRβα (τ) = lim
τ→0−
1
β∑n
OαβGRβα (iωn) e−iωnτ
=
1
β∑n
tr
[
OGR(iωn)
]
e−iωn0
−
. (2.63)
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On rappelle que la convention d’Einstein est utilisée, donc les indices
répétés sont sommés.
théorie de la réponse linéaire
La théorie de la réponse linéaire permet de calculer la réponse d’une
observable O causée par la perturbation δHˆ(t) (éq.(2.10)) au premier
ordre. Par exemple, pour calculer la réponse d’une observable Oa dans
la direction a du système de coordonnées cartésien, on doit considérer
la moyenne thermodynamique hors équilibre de l’opérateur Oˆa :
〈Oˆa(r, t)〉n.e. = 〈Uˆ†(t, t0)Oˆa(r)Uˆ(t, t0)〉Hˆ0
=∑
m
〈m| e
−βKˆ0
Z e
−iHˆ0t0Uˆ†I (t, t0)e
iHˆ0tOˆa(r)e−iHˆ0tUˆI(t, t0)eiHˆ0t0 |m〉
= Tr
[
e−βKˆ0
Z Uˆ
†
I (t, t0)Oˆa(r, t)UˆI(t, t0)
]
. (2.64)
La notation 〈· · · 〉Hˆ0 signifie que la moyenne thermodynamique est
prise par rapport aux états propres de Hˆ0. La propriété cyclique de la
trace, soit le fait que Tr
[
AˆBˆ
]
= Tr
[
BˆAˆ
]
, a été utilisée à l’éq.(2.64).
On veut calculer les fluctuations du courant paramagnétique lors-
qu’on applique un potentiel vecteur A. Pour ce faire, on considère
le hamiltonien décrivant des électrons interagissants soumis à un
potentiel vecteur 11 AOn rappelle que e
représente la charge
élémentaire
électronique. Elle est
donc prise positive.
Hˆ =∑
σ
∫
d3r
1
2m
cˆ†σ(r) [−i∇− eA]2 cˆσ(r) + Vˆ(r), (2.65)
où l’opérateur cˆ(†)σ détruit (annihile) un électron de spin σ. Le couplage
minimal au potentiel vecteur électromagnétique assure que les équa-
tions de mouvement soient invariantes de jauge U(1). Ce couplage
minimal est linéaire en A et cela justifie l’utilisation de la théorie de la
réponse linéaire. De l’éq.(2.65), on peut développer à partir du terme ci-
nétique les termes de courant diamagnétique JˆD et paramagnétique 12
JˆP :
Hˆ0 =∑
σ
∫
d3r
1
2m
[
cˆ†σ(r)∇2cˆσ(r)︸ ︷︷ ︸
Kˆσ(r)
+iecˆ†σ(r)∇ · (Acˆσ(r))
+ iecˆ†σ(r)A · ∇cˆσ(r) + e2A2cˆ†σ(r)cˆσ(r)
]
=∑
σ
∫
d3r
[
Kˆσ(r)− JˆP(r) ·A− JˆD(r) ·A︸ ︷︷ ︸
Jˆ(r)·A
]
, (2.66)
11. Le potentiel vecteur a une dépendance implicite sur le temps t et l’espace r.
12. Les calculs sont faits dans la jauge transversale où ∇ ·A = 0.
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où les opérateurs de densité de courant sont
JˆP(r) = − ie2m
[
cˆ†σ(r)∇cˆσ(r)−∇cˆ†σ(r)cˆσ(r)
]
(2.67a)
JˆD(r) = − e
2
2m
A cˆ†σ(r)cˆσ(r)︸ ︷︷ ︸
nˆσ(r)
. (2.67b)
On cherche la réponse de la densité de courant paramagnétique JˆP(r)
du système à l’application d’un potentiel vecteur, puisque la rigidité
superfluide définie au chapitre 5 y est directement proportionnelle. En
théorie de la réponse linéaire, la réponse de JˆP(r) occasionnée par A
est accessible via la fonction de corrélation courant-courant suivante :
χRJa Ji(r− r′, t− t′) = iθ(t− t′)
〈[
JˆPa (r, t), Jˆ
P
i (r
′, t′)
]〉
Hˆ0
.
Fonction de corrélation courant-courant
(2.68)
La formule de l’éq.(2.68) est démontrée à l’Appendice E et est associée
à la polarisation électrique d’un système. La notation [ JˆPa , JˆPi ] signifie
qu’un commutateur fait intervenir JˆPa et JˆPi . Dans un supraconducteur,
la réponse du système au potentiel vecteur est non-locale à l’intérieur
de l’échelle de la longueur de corrélation de Pippard ξP = νF/∆, où
∆ correspond au gap supraconducteur et νF à la vitesse de Fermi des
électrons. Lorsqu’on considère le courant diamagnétique (éq.(2.67b)) La vitesse de Fermi
d’un électron est la
vitesse du paquet
d’onde électronique à
la surface de Fermi
(ω = 0) suivant la
relation νF =
kF
m , où
kF est le vecteur
d’onde électronique à
la surface de Fermi
et m est la masse de
l’électron.
comme faisant partie de la perturbation, ce qui est nécessaire pour
préserver l’invariance de jauge, le kernel représentant la réponse du
système au potentiel vecteur A est donné par
Qa,i(r− r′, t− t′) = n(r
′, t′)e2
2m
δa,iδ(r− r′)δ(t− t′)− χRJa Ji(r− r′, t− t′)
(2.69)
qui, dans l’espace de Fourier, aurait la forme suivante
Qa,i(q, ν) =
nq=0e2
2m
δa,i − χRJa Ji(q, ν), (2.70)
où
χRJa Ji(q, ν) = i
∫
d3r
∫ ∞
0
dte−i(q·(r−r
′)−ν(t−t′))
〈[
JˆPa (r, t), Jˆ
P
i (r
′, t′)
]〉
Hˆ0
= i
〈[
JˆPa (q, ν), Jˆ
P
i (−q,−ν)
]〉
Hˆ0
= i
〈[
JˆPa (q), Jˆ
P
i (−q)
]〉
Hˆ0
. (2.71)
La densité de particule de l’éq.(2.70) est n(r′, t′) = ∑σ〈nˆσ(r′, t′)〉Hˆ0 . On
se place dans le cas invariant sous translation dans l’espace où cette
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densité est constante. La notation de quadri-vecteur empruntée de la
physique des hautes énergies, i. e., q ≡ (q, ν), sera beaucoup employée
dans ce mémoire.
La fonction de corrélation courant-courant (éq.(2.71)) est le kernel de
la polarisation électrique, c’est-à-dire que la fonction retardée décrivant
les fluctuations de la densité de courant s’écrit
δ〈 JˆPa (q, ν)〉 = Qa,i(q, ν)Ai(q, ν). (2.72)
La relation éq.(2.72) quantifie la polarisabilité électrique d’un système
vis-à-vis le potentiel vecteur et elle peut être reliée à la loi d’Ohm
δ〈 JˆPa (q, ν)〉 = σa,i(q, ν)Ei(q, ν), (2.73)
où Ei est le champ électrique dans la direction cartésienne i et σa,i
est le kernel de la conductivité électrique. Les relations (2.72) et (2.73)
sont reliées par le fait que le champ électrique est dérivé du potentiel
vecteur A :
Ei(q, t) = −∂Ai(q, t)
∂t
, (2.74)
si l’on suppose que le potentiel scalaire φ ne varie pas dans l’espace.
En effet, puisque la polarisation électrique (éq.(2.72)) ne dépend que
de la partie spatiale du champ de jauge électromagnétique, soit A, on
laisse tomber φ. Le potentiel vecteur est nul pour des temps infinis
t→ ±∞, de telle sorte que limt→±∞ A(q, t) = 0. Ainsi, en prenant la
transformée de Fourier de l’éq.(2.74), on peut connecter la fonction
de corrélation courant-courant χ à la conductivité électrique σ de la
manière suivante :
σa,i(q, ν) = −iQa,i(q, ν)
ν+ iη
, (2.75)
où η → 0+. La relation éq.(2.75) est cruciale afin de dériver une expres-
sion permettant de calculer la conductivité de Hall dans des systèmes
multibandes, i. e., des systèmes ayant plusieurs bandes électroniques
traversant le niveau de Fermi ou des systèmes antiferromagnétiques
ayant une seule bande traversant le niveau de Fermi 13. Le prolon-
gement analytique de la partie réelle de la conductivité de Hall est
dérivé pour des systèmes multibandes dans un document séparé dis-
ponible sur demande. Les calculs partent des résultats de Nourafkan
et Tremblay [51].
13. C’est le cas des cuprates dans le régime sous-dopé en trous ou en électrons.
Troisième partie
M É T H O D E S T H É O R I Q U E S
La beauté est la forme de la finalité d’un objet, en tant qu’elle
est perçue dans cet objet sans représentation d’une fin.
— Emmanuel Kant [33]
Dans cette partie du mémoire, les différentes méthodes
théoriques utilisées pour calculer la rigidité superfluide
sont exposées dans plus de détails. Le modèle d’impu-
reté d’Anderson, les attributs des méthodes quantiques
sur amas et les différents solutionneurs d’impureté tels la
diagonalisation exacte (ED) et le Monte Carlo quantique en
temps continu dans le développement d’hybridation (CT-
HYB) sont abordés. Tous ces différents solutionneurs s’in-
corporent dans la méthode quantique de champ moyen
dynamique sur amas (CDMFT), soit la méthode quantique
sur amas qui est employée dans ce mémoire.

3
L E P R O B L È M E D ’ I M P U R E T É Q UA N T I Q U E
Il existe plusieurs modèles pouvant fidèlement caractériser certains
systèmes électroniques fortement corrélés et parmi ceux-ci s’inscrit le
modèle de Hubbard bidimensionnel à une bande. Ce modèle figure
parmi les modèles les plus étudiés en matière condensée puisqu’il
contiendrait l’essentiel de la physique fondamentale expliquant le com-
portement des électrons — par conséquent, les phases électroniques
observées — dans les cuprates supraconducteurs [4]. Ce modèle a
été décrit d’entrée de jeu à la section 1.4, éq.(1.1). On présente le
modèle d’impureté d’Anderson, élément central à l’approximation
champ moyen dynamique, qui sera exposée au chapitre 4. Le modèle
d’impureté d’Anderson fut initialement proposé par Anderson afin
d’expliquer la formation de moments magnétiques dans les métaux
comportant des impuretés magnétiques [3]. 1
Modèle d’impureté d’Anderson
Le modèle de Hubbard décrit à la section 1.4 peut être intégré au
modèle d’impureté de Anderson. L’idée générale du modèle d’impu-
reté d’Anderson est de simuler les interactions électroniques survenant
sur une impureté. Cette impureté peut être un atome ou un amas
d’atomes munis d’un nombre arbitraire d’orbitales atomiques et elle
est hybridée à une bande d’électrons libres représentant l’environne-
ment, i. e., le reste du réseau (matériau). Ces impuretés représentent
une portion d’un matériau à l’étude, i. e., une portion du réseau de
Bravais. On privilégie l’utilisation d’un amas comme impureté afin
d’avoir une résolution spatiale pour pouvoir briser des symétries non-
locales et engendrer l’apparition de paramètres d’ordre non-locaux,
tels la supraconductivité de type d et l’antiferromagnétisme commen-
surable. Si l’on s’intéressait seulement à la supraconductivité de type
s qui est locale, on pourrait utiliser un seul atome comme impureté.
Dans cette section, on note les électrons libres par les opérateurs cˆ
et les électrons sur l’amas par dˆ. Le super-réseau d’amas est constitué
d’amas de dimension 2× 2 juxtaposés l’un à l’autre 2. Cet amas 2× 2
comprend la taille minimale prescrite permettant d’inclure toutes les
corrélations bidimensionnelles dynamiques de courte portée et ces
dernières peuvent tenir leur origine du spin, de la charge, etc. Le
hamiltonien régissant les électrons sur l’amas est noté Hˆloc et coïncide
1. On réitère que par simplicité, sauf sous avis contraire, les constantes h¯, kB ainsi
que les paramètres du réseau a et c sont portées à égaler 1 dans les formules.
2. Voir la fig.(5.2).
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avec le modèle de Hubbard éq.(1.1). Le hamiltonien des électrons dans
l’environnement est noté Hˆb. Le fait que Hˆloc[dˆ†, dˆ] ne commute pas
avec Hˆb[cˆ†, cˆ] rend les calculs non-triviaux. La CDMFT (tiré de l’an-
glais, Cellular Dynamical Mean-Field Theory) est une méthode théorique
de champ moyen dynamique sur amas et est expliquée à la section 4.2.
Le hamiltonien sur l’amas incluant l’hybridation aux électrons de
conduction cˆ utilisé pour calculer la self-énergie sur l’amas décrivant
les interactions électroniques intra-amas s’écrit [63]
Hˆ =−∑
ij,σ
(
t′ij + µ
)
dˆ†i,σdˆj,σ +U∑
i
nˆi↑nˆi↓︸ ︷︷ ︸
Hˆloc
+∑
iα,σ
(
θiα,σdˆ†i,σ cˆα,σ + c.h.
)
︸ ︷︷ ︸
Hˆhyb
+∑
α,σ
(eα,σ − µ) cˆ†α,σ cˆα,σ︸ ︷︷ ︸
Hˆb
, (3.1)
où l’opérateur d’échelle dˆ(†) crée (annihile) un électron sur l’amas
et cˆ(†) crée (annihile) un électron dans l’environnement d’électrons
non-corrélés. La matrice de terme de saut intra-amas est t′ij avec i et
j désignant les sites sur l’amas et le spin est désigné par σ ∈ {↑, ↓}.
Le terme c.h. signifie le conjugué hermitien. Le hamiltonien Hˆhyb
permet aux électrons de sauter de l’impureté dans l’environnement et
de revenir après un certain temps imaginaire τ sur l’impureté. Ainsi,
les électrons non-corrélés de l’environnement dans lequel l’amas est
encapsulé sont couplés à l’amas via la matrice d’hybridation amas-
environnement θiα,σ, où α désigne les degrés de liberté des électrons
dans l’environnement. Les énergies des électrons de l’environnement
sont caractérisés par eα,σ. Dans les notes de cours de Tremblay [75],
les équations du mouvement du hamiltonien éq.(3.1) sont dérivées et
cela permet d’introduire le formalisme nécessaire à la présentation du
solutionneur d’impureté CTQMC (tiré de l’anglais, Continuous-Time
Quantum Monte Carlo) dans l’expansion d’hybridation CT-HYB.
En s’inspirant des éqs.(2.31) et (2.39), l’action Sc[d†, d] qui décrit
l’impureté s’écrit, en fonction des variables de Grassmann 3 d(†),
Sc[d†, d] = −
∫ β
0
dτ
∫ β
0
dτ′∑
ij,σ
d†i,σ(τ)G0ij,σ(τ − τ′)
−1
dj,σ(τ′)
+
U
2
∫ β
0
dτ∑
i,σ
d†i,σ(τ)d
†
i,−σ(τ)di,−σ(τ)di,σ(τ), (3.2)
et elle permet de définir la fonction de partition de l’impureté Zc
constituant une partie intégrante du solutionneur d’impureté CT-
HYB :
Zc =
∫
D[d†, d]e−Sc[d† ,d] = Tr
[
Tτe−βHˆloc e−βHˆhyb e−βHˆb
]
. (3.3)
3. Consulter la section H.1 pour plus amples détails.
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Dans l’éq.(3.1), la fonction de Green de Weiss 4
G0ij,σ(iωn) =
[
iωn + µ+ tij − Γij(iωn)
]−1
contient les paramètres variationnels qui représentent les degrés de
liberté du reste du réseau. La fonction d’hybridation Γij(iωn) joue le
rôle de champ moyen dynamique dans la procédure autocohérente de
la CDMFT, c’est-à-dire que les valeurs des paramètres variationnels la
définissant (θ(∗) et e de l’éq.(3.1)) convergent vers les valeurs simulant
l’effet de l’environnement sur les électrons de l’impureté.
4. Puisque l’on travaille avec des système causals, on est toujours amenés à utiliser
les fonctions de Green retardées GR que l’on notera à l’avenir tout simplement G.
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M É T H O D E S T H É O R I Q U E S Q UA N T I Q U E S S U R A M A S
Dans ce chapitre, l’idée générale enveloppant les différentes exten-
sions sur amas de la théorie de champ moyen dynamique (DMFT)
est présentée. En particulier, une des extensions de la DMFT — soit,
la théorie de champ moyen dynamique sur amas (CDMFT) — est
expliquée. De tous les éléments de la procédure autocohérente de la
CDMFT, le solutionneur d’impureté est le plus important. Seuls deux
solutionneurs sont décrits : celui utilisé à température nulle, basé sur
la méthode dite de diagonalisation exacte (ED), et celui utilisé à tempé-
rature finie, soit le Monte-Carlo quantique en temps continu (CT-HYB).
On expliquera aussi les différentes procédures de périodisation de la
fonction de Green de l’amas Gc, quantité d’intérêt produite par ces
méthodes théoriques quantiques sur amas.
idée générale et points communs
Dans les systèmes électroniques fortement corrélés, c’est-à-dire dans
les systèmes électroniques ayant une énergie cinétique 〈Hˆ0〉 compa-
rable à l’énergie potentielle 〈Vˆ〉, 〈Hˆ0〉 ∼ 〈Vˆ〉, les méthodes de résolu-
tion reposant sur la théorie des perturbations s’avèrent déficientes et
il faut plutôt recourir aux méthodes non-perturbatives. Comme l’on
s’intéresse à la description des phases de la matière, il faut pouvoir
accéder aux corrélations électroniques. Pour ce faire, il est nécessaire
d’opter pour une impureté quantique ayant une résolution spatiale,
tel un amas, pour pouvoir décrire les fluctuations des corrélations
non-locales jusqu’à un vecteur d’onde de coupure limité en borne
inférieure à la taille de la zone de Brillouin réduite du super-réseau
srBZ 1. De cette façon, il est possible de décrire des transitions de phase
issues de la brisure spontanée de symétrie, de laquelle un paramètre
d’ordre non-local peut émerger. Par exemple, la supraconductivité est
un état de la matière issu de la brisure spontanée de la symétrie 2 U(1),
alors que l’antiferromagnétisme est issu de la brisure spontanée de
la symétrie de spin SO(3) à une symétrie réduite Z2. Ces deux états
ordonnés ont un paramètre d’ordre non-local et sont discutés dans
ce mémoire. Le paramètre d’ordre supraconducteur est décrit par un Si la symétrie du gap
supraconducteur
était de type s, le
paramètre d’ordre
serait local.
nombre complexe |Ψ(r, t)| eiθ(r,t).
En matière condensée, un système physique comprend une infinité
de degrés de liberté et ces derniers peuvent être de différentes natures :
spin, charge, bande, orbitale, quantité de mouvement (k), etc. C’est
1. Voir la fig.(4.1).
2. Le phénomène de brisure de symétrie est détaillé à la section 5.1.
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d’ailleurs pour cette raison que l’on peut décrire les particules élémen-
taires, tel l’électron, à l’aide du formalisme de la théorie des champs
quantiques. Les méthodes quantiques sur amas sont des méthodes de
champ moyen dynamique, signifiant qu’elles constituent une classe
d’approximations qui permettent de considérer les corrélations entre
des degrés de liberté localisés spatialement de manière exacte, tout en
traitant les corrélations à plus longue portée comme formant un milieu
effectif autocohérent. Ainsi, on peut séparer les degrés de liberté d’un
système en deux sous-ensembles : le premier comportant les degrés
de liberté de l’amas traités de manière exacte et l’autre comportant
les degrés de liberté restant qui sont approximés en champ moyen et
qui affectent le premier. La procédure de la méthode repose sur un
principe d’autocohérence.
Afin de découpler du reste du réseau les degrés de liberté de l’amas
traités exactement, on sépare le vecteur du réseau de Bravais r en un
vecteur r˜m situant les m amas dans le super-réseau et un vecteur Ri
situant les i sites à l’intérieur de l’amas : r = r˜m + Ri. Dans l’espace
réciproque, le vecteur de Bloch k est plutôt séparé en un vecteur k˜
de la zone de Brillouin réduite du super-réseau et un vecteur Kj du
super-réseau réciproque : k = k˜+Kj. En conséquence, on doit séparer
les éléments de la fonction de Green G, soient le terme à un corps t
et la self-énergie Σ, en une portion intra-amas (tc,Σc) et une portion
inter-amas 3 (δt, δΣ) :
G(z, r˜m − r˜n)−1 = (z + µ)− t(r˜m − r˜n)− Σ(z, r˜m − r˜n), (4.1)
où
t(r˜m − r˜n) = tcδr˜m ,r˜n + δt(r˜m − r˜n) (4.2)
Σ(z, r˜m − r˜n) = Σc(z)δr˜m ,r˜n + δΣ(z, r˜m − r˜n) (4.3)
Le potentiel chimique est noté µ. On a considéré l’invariance par
translation dans les équations (4.1), (4.2) et (4.3). Le terme de saut
t issu de la théorie des liaisons fortes (tight-binding en anglais) joue
le rôle de Hˆ0 dans l’éq.(2.40). Toutes les quantités des relations (4.2)
et (4.3), intra-amas ou inter-amas, sont de dimension Nc × Nc, avec
Nc représentant le nombre de sites constituant l’amas. En s’inspirant
de Maier et al. [43], on insère les constituants des équations (4.2) et
(4.3) dans l’éq.(4.1), pour obtenir :
G(z,
r˜m−r˜n︷︸︸︷
r˜ )−1 = (z + µ)− tcδr˜,0 − Σc(z)δr˜,0 − δt(r˜)− δΣ(z, r˜)
= Gc(z)−1 − δt(r˜)− δΣ(z, r˜), (4.4)
où l’on a défini la fonction de Green limitée aux degrés de liberté sur
l’amas
Gc(z)−1 = (z + µ)− tcδr˜,0 − Σc(z)δr˜,0.
3. Pour éviter la confusion entre les indices, on note les fréquences de Matsubara
iωn ≡ z, et ce jusqu’à avis contraire.
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En vertu de l’éq.(2.42), G(z, r˜) obtenue à l’éq.(4.4) peut également
s’exprimer comme :
G(z, r˜)−1 = G0(z, r˜)−1 − Σ(z, r˜)
= (z + µ)− tcδr˜,0 − δt(r˜)︸ ︷︷ ︸
G0(z,r˜)−1
−Σc(z)− δΣ(z, r˜)︸ ︷︷ ︸
Σ(z,r˜)
= Gc(z)−1 + Σc(z)− δt(r˜)︸ ︷︷ ︸
G0(z,r˜)−1
−Σc(z)− δΣ(z, r˜)
= Gc(z)−1 − δt(r˜)− δΣ(z, r˜), (4.5)
et donc,
G(z, r˜) = Gc(z) + Gc(z) [δt(r˜) + δΣ(z, r˜)] G(z, r˜). (4.6)
Une expression équivalente à l’éq.(4.6) existe dans l’espace réciproque
k — ou plutôt dans une portion de la zone de Brillouin originale,
soit la zone de Brillouin réduite du super-réseau k˜ — et on a qu’à
effectuer la transformée de Fourier partielle pour représenter le tout
dans l’espace mixte (R, k˜) :
G(z, k˜) = Nc
N ∑r˜m ,r˜n
e−ik˜·(r˜m−r˜n)GRi ,Rj(r˜m − r˜n)
= Gc(z) + Gc(z)
[
δt(k˜) + δΣ(z, k˜)
] G(z, k˜). (4.7)
L’approximation saillante qui est effectuée dans toutes les méthodes
théoriques de champ moyen sur amas, que ce soit la CDMFT, l’approxi-
mation dynamique sur amas (DCA) [43], la théorie de perturbation sur
amas (CPT) [65], etc., est de négliger la self-énergie inter-amas. Une des La CDMFT converge
plus rapidement que
la DCA dans le
calcul de quantités
locales, puisque la
réprésentation de la
CDMFT se
rapproche davantage
de l’espace réel que
celle de la DCA.
raisons justifiant cette approximation tire son origine de la complexité
additionnelle des calculs associée à l’ajout de δΣ. Ainsi, l’ensemble des
approximations qui suivent et qui distinguent les méthodes théoriques
sur amas reposent sur le traitement du terme de saut inter-amas δt.
Les différentes procédures de périodisation qui visent à représenter
G(z, k˜) dans la zone de Brillouin originale (notée par les vecteurs
d’onde k) comptent aussi comme des approximations.
Détermination de t(k˜)
De manière générale, la portion du hamiltonien de Hubbard re-
présentant l’énergie cinétique des électrons Hˆ0 d’un système tend
à délocaliser la fonction d’onde décrivant l’ensemble des particules
interagissantes. On considère dans ce cas-ci l’énergie cinétique Hˆ0
suivante :
Hˆ0 = −∑
m,n
i,j
tmnij cˆ
†
i,m cˆj,n, (4.8)
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où cˆ†i,m est un opérateur d’échelle créant un électron sur le site i de
l’amas m, cˆj,n est un opérateur d’échelle annihilant un électron sur le
site j de l’amas n, et tmnij est le tenseur de termes de saut entre les sites
du réseau complet repérés par l’ensemble {i, m} ainsi que {j, n}. Or,
puisque le vecteur du réseau complet r = Rj + r˜n est décomposé en
un vecteur de position intra-amas Rj et un vecteur de position inter-
amas r˜n — le vecteur de la zone de Brillouin originale k = Kj + k˜
décomposé en un vecteur de zone de Brillouin (srBZ) k˜ et un vecteur
du super-réseau réciproque Kj —, on peut écrire la transformée de
Fourier partielle de la zone de Brillouin réduite au super-réseau direct
comme suit :
cˆj,n =
1√
Nc
∑˜
k
eik˜·r˜n cˆj(k˜). (4.9)
On note que le plan d’atomes de cuivre constitue le réseau de Bravais
du plan CuO2, comportant N vecteurs r, où les atomes d’oxygène
agissent en tant que réservoir électronique sans interaction. Il y a N
atomes de cuivre dans le réseau. Ainsi, on dénombre N/Nc amas dans
le réseau. En fait, les kernels de la forme
1√
N
〈r|k〉 = 1√
N
eik·r (4.10)
figurant dans les transformées de Fourier sont des générateurs de
translation dans le réseau de Bravais : il y a autant de générateurs de
translation qu’il y a de sites dans le réseau direct. Ces générateurs et
l’identité du groupe forment une base orthogonale pour l’espace de
Hilbert réel de dimension N × N, étant donné le réseau de Bravais
bidimensionnel. Par exemple, le terme eiKj·r˜n de l’éq.(4.10) produit
l’identité (Kj · r˜n = 2pim ∀ j, n, m ∈ Z), puisque ce dernier ne génère
aucune translation sur le super-réseau.
Si maintenant on insère l’éq.(4.9) dans l’éq.(4.8), on trouve
Hˆ0 = − 1Nc ∑m,n
i,j
tmnij ∑˜
k
e−ik˜·r˜m ∑˜
k′
eik˜
′·r˜n cˆ†i (k˜)cˆj(k˜
′). (4.11)
En posant maintenant que r˜m − r˜n = ∆m,n ≡ ∆, l’éq.(4.11) devient
Hˆ0 = − 1Nc ∑∆,n
i,j
t∆ij ∑˜
k,k˜′
ei(k˜
′−k˜)·r˜n e−ik˜·∆ cˆ†i (k˜)cˆj(k˜
′)
= −Nc
Nc
∑
∆
i,j
t∆ij ∑˜
k
∑˜
k′
δk˜′ ,k˜e
−ik˜·∆ cˆ†i (k˜)cˆj(k˜
′)
= −∑
∆
i,j
t∆ij ∑˜
k
e−ik˜·∆ cˆ†i (k˜)cˆj(k˜). (4.12)
On constate que Hˆ0 est désormais diagonal dans la zone de Brillouin
réduite (espace des k˜) ; c’est le résultat recherché puisque l’on veut
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pouvoir reconstituer le réseau original en juxtaposant les amas. La
construction du terme de saut inter-amas à l’éq.(4.2), δt (r˜m − r˜n),
est effectuée dans la représentation mixte (r˜, R) à l’Appendice F et
s’appuie sur la fig.5.2.
K4
K3
K2K1
k˜
Figure 4.1 – La zone de Brillouin originale (BZ) est couverte de couleur jau-
nâtre, la zone de Brillouin réduite antiferromagnétique (rBZ) est
contenue dans le diamant vert alors que la zone de Brillouin
réduite du super-réseau (srBZ) est couverte de noir. La fonc-
tion de Green de l’amas Gc(k˜, iωn) est définie dans la zone de
Brillouin réduite srBZ et la fonction de Green complète de l’état
supraconducteur pur G(k, iωn) dans la zone de Brillouin origi-
nale BZ. Un vecteur d’onde de la zone de Brillouin originale k
est décomposé comme : k = K + k˜, où k˜ est une vecteur de la
srBZ et K un vecteur du super-réseau réciproque. Les vecteurs
d’onde du super-réseau réciproque Kj avec j ∈ {1, 2, 3, 4} sont :
K1 = (0, 0), K2 = (pi, 0), K3 = (0,pi) et K4 = (pi,pi).
cdmft
La CDMFT est une méthode théorique autocohérente visant à ré-
soudre les équations du mouvement d’électrons interagissants sur un
amas en traitant les corrélations locales. Les degrés de liberté à plus
longue portée sont approximés par un champ moyen déterminé de
manière autocohérente 4. Les degrés de liberté du réseau — l’envi-
ronnement de l’amas — sont simulés en CDMFT par un continuum
d’électrons libres dans le cas d’un solutionneur d’impureté CTQMC
ou une par un ensemble fini d’orbitales non correlées dans le cas d’un
solutionneur ED. Cet environnement constitué d’électrons libres est
hybridé à un amas représentant une portion du réseau de Bravais com-
plet. La CDMFT, à l’aide d’un solutionneur d’impureté, est la méthode
4. Ce sujet a été abordé dans la section 4.1.
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par laquelle la fonction de Green de l’amas peut être calculée. Cette
dernière est calculée en employant les solutionneurs de diagonalisation
exacte (ED) fondée sur l’algorithme de Lanczos [63] ou le solutionneur
basé sur le Monte-Carlo quantique en temps continu dans le déve-
loppement de la fonction d’hybridation (CT-HYB). Tous les différents
solutionneurs d’impureté exigent de travailler sur l’axe imaginaire
avec les fréquences de Matsubara fermioniques iωn ≡ 2pi(n + 1)/β,
où n ∈ Z et β est l’inverse de la température (kB ≡ 1).
Dans les méthodes quantiques sur amas, le vecteur associé au para-
mètre de réseau dans l’espace réel r = r˜ + R est segmenté, r˜ situant
l’amas dans le super-réseau d’amas reconstituant le réseau de Bravais
et R situant les sites dans l’amas. Le vecteur d’onde de Bloch de la
zone de Brillouin originale k = k˜ + K est également segmenté, k˜
étant le vecteur d’onde de la srBZ et K le vecteur du super-réseau
réciproque. La fonction de Green interagissante sur l’amas GcRiRj(iωn)
décrite dans la base mixte (k˜, R) s’exprime comme suit :
GcRiRj(iωn) =
[
iωn + µ− t′ − Γ(iωn)− Σc(iωn)
]−1
ij , (4.13)
où Σc est la matrice de la self-énergie, t′ est la matrice du terme de saut
intra-amas, et Γ est la fonction d’hybridation dont la forme peut être
déduite des équations du mouvement 5 à partir du hamiltonien de
l’éq.(3.1) :
ΓRiRj (iωn) =∑
α,σ
θiα,σθ
∗
jα,σ
iωn − eα,σ . (4.14)
Une fois la self-énergie de l’amas Σc déterminée à l’aide d’un solution-
neur d’impureté, on suppose qu’elle correspond à celle du réseau,
signifiant que la fonction de Green du réseau G(k˜, iωn) s’écrit, en
vertu de l’éq.(4.7) :
G(k˜, iωn)−1 = iωn + µ− t(k˜)− Σc(iωn). (4.15)
La self-énergie Σc peut être réécrite comme suit en partant de l’éq.(4.13) :
Σc(iωn) = iωn + µ− t′ − Gc(iωn)−1 − Γ(iωn). (4.16)
L’autocohérence de la CDMFT réside dans le fait que la fonction de
Green du réseau projetée sur l’impureté G¯(iωn)
G¯(iωn) = NcN ∑˜
k
1
iωn + µ− t(k˜)− Σc(iωn)
(4.17)
coïncide avec celle de l’éq.(4.13), de telle sorte que
G−10 (iωn)−
N
Nc
∑˜
k
[
iωn + µ− t(k˜)− Σc(iωn)
]
= Σc(iωn), (4.18)
5. La dérivation complète est faite dans cette référence [75], ch.56.
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où G0(iωn) est la fonction de Weiss. Au fil de ce mémoire, il est
sous-entendu que G(k˜, iωn), G¯(iωn) et Gc(iωn) ont une dépendance
implicite sur les sites intra-amas Ri et Rj, de même que sur le spin
σ. L’éq.(4.18) constitue la relation d’autocohérence de la CDMFT et
elle tient du fait que G¯(iωn) = Gc(iωn). Or, comment s’articule la
procédure d’autocohérence de la CDMFT ? Autrement dit, comment
arrive-t-on à obtenir une fonction de Weiss convergée contenant la
fonction d’hybridation représentant adéquatemment l’environnement
de l’impureté ? Il faut se fier à l’équation d’autocohérence (4.18) afin
d’arriver à cette procédure itérative autocohérente permettant de faire
converger G0 :[
G(i+1)0
]−1
︸ ︷︷ ︸
Fonction de Weiss :
itération i + 1
=
[
G¯
[
G(i)0
]]−1
︸ ︷︷ ︸
Fonction de Green du réseau
projetée sur l’amas : itération i
+ Σc
[
G(i)
]
.︸ ︷︷ ︸
Self-énergie de l’amas :
itération i
(4.19)
À l’éq.(4.19), on suppose qu’on a atteint la ième itération dans la pro-
cédure autocohérente de l’éq.(4.18), c’est-à-dire qu’on a résolu le pro-
blème d’impureté quantique pour la ième fois. On obtient alors la
ième self-énergie de l’amas Σc. Or, à cette self-énergie Σc est associée
une fonction de Green du réseau G(i) unique 6, puisque la CDMFT
suppose que la self-énergie de l’amas est égale à celle du réseau, d’où
la notation Σc[G(i)]. Toutefois, la fonction de Green du réseau projetée
sur l’amas dépend elle-même de la fonction de Weiss obtenue à la ième
itération, d’où le terme G¯
[
G(i)0
]−1
. La fonction de Weiss subséquente
se rapprochant de la solution convergée est obtenue de l’addition
(4.19). La procédure est également illustrée sous forme graphique à la
fig.4.3 dans le cas où l’ED est utilisée comme solutionneur d’impureté.
À la première itération, une fonction de Weiss d’essai est posée. Le
choix de l’essai peut influer sur la rapidité de la convergence et peut
même entraîner des solutions non physiques.
Les trois fonctions de Green G (éq.(4.15)), Gc (éq.(4.13)) et G¯ (éq.(4.17))
sont exprimées dans la base mixte (R, k˜) suivante, en supposant un
appariement de type singulet entre les électrons formant les paires de
Cooper :
Ψˆ =

cˆk˜↑,1
cˆk˜↑,2
...
cˆ†−k˜↓,Nc−1
cˆ†−k˜↓,Nc

Ψˆ† =
(
cˆ†k˜↑,1 cˆ
†
k˜↑,2 . . . cˆ−k˜↓,Nc−1 cˆ−k˜↓,Nc
)
.
(4.20)
6. Voir la sous-section 5.4.1 et l’Appendice J.
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Autrement dit, ces fonctions de Green s’expriment comme des fonc-
tions de corrélation entre différents spineurs de Nambu : G(k˜, τ) =
〈TτΨˆ(τ)Ψˆ†(0)〉. Dans ce mémoire, on traite le cas spécifique où le
nombre de sites intra-amas est Nc = 4.
Diagonalisation exacte (ED)
Le but d’un solutionneur d’impureté est de solutionner les équa-
tions du mouvement des électrons interagissants sur une impureté en
calculant la fonction de Green de l’amas Gc. La diagonalisation exacte
résout le modèle d’impureté en trouvant l’état fondamental du ha-
miltonien de l’éq.(3.1). En diagonalisation exacte, l’environnement de
l’impureté est représenté par un nombre fini Nb de bains électroniques
comportant quelques orbitales électroniques non-interagissantes. Les
différents bains peuvent s’hybrider ensemble et leur configuration
peut être soumise à des règles de symétrie. Un amas en ED peut avoir
la forme présentée à la figure 4.2.
Figure 4.2 – Exemple d’amas 2x2 utilisé en ED. Les points bleus sont les
sites physiques constituant le réseau atomique bidimensionnel
auxquels sont rattachés des bains d’énergie discrète représentant
les degrés de liberté du reste du réseau. Les paramètres de bain
sont les paramètres variationnels optimisés dans la CDMFT
et elles ne sont qu’une construction abstraite. Les différentes
teintes jaunâtres des bains évoquent le fait que généralement,
différents bains connectés à différents sites atomiques peuvent
avoir différents paramètres. Également, différentes symétries
peuvent lier les bains l’un à l’autre. La figure est tirée de [15].
Puisque la fonction Gc issue de l’ED est résolue en diagonalisant
la hamiltonien (3.1), il faut construire l’espace de Hilbert du système
complet de taille dim(H)(Nb+Nc) = 4(Nb+Nc). Cette croissance exponen-
tielle de l’espace de Hilbert contraint la taille de l’amas à résoudre et le
nombre d’orbitales total sur l’impureté. On utilise la représentation de
Lehmann de la fonction de Green (éq.(2.56)) pour exprimer l’équation
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d’autocohérence (4.18). La relation d’autocohérence ne peut pas être
satisfaite exactement avec un nombre de bains fini. Lorsqu’on résout
les équations d’autocohérence de la CDMFT avec un solutionneur ED,
cela signifie qu’une fonction de distance d doit être minimisée sous
un certain seuil de tolérance [63] : le critère de convergence suivant
doit être vérifié :
d = ∑
RiRj
iωn<iωc
∑
σσ′
W(iωn)
∣∣∣∣∣(Gc(iωn)−1 − G¯(iωn)−1)RiRj ,
σσ′
∣∣∣∣∣
2
. (4.21)
Il est ainsi impossible d’avoir que Gc égalise G¯, puisque l’environne-
ment est représenté par des bains discrets et ne peut comporter le
nombre de degrés de liberté infini du reste du réseau. Ainsi, afin de
représenter fidèlement les degrés de liberté importants, une fréquence
de coupure iωc, avec 7 ωc = 2t, est ajoutée pour discriminer entre
les degrés de libertés de hautes énergies et ceux de plus faibles éner-
gies. La fonction poids W(iωn) est telle que W(iωn) = 1 si ωn < 2t
et W(iωn) = 0 sinon. La température fictive définissant la grille de
fréquences de Matsubara est β = 50/t [23]. En insérant les définitions
(4.13) et (4.17) des fonctions de Green dans l’équation d’autocohé-
rence (4.21), on constate que la fonction d’hybridation Γ est optimisée
de telle sorte que l’éq.(4.21) est minimisée. L’optimisation emploie
la méthode de Powell [52]. Les détails de l’implémentation de l’ED
en CDMFT sont présentés de manière exhaustive dans la thèse de
Charlebois [15] et dans l’article de Foley et al. [23].
solutionneur d’impureté
paramètres variationnels - essai
d =
∑
RiRj
iωn≤iωc
∑
σσ′
∣∣∣∣(Gc(iωn)−1 − G¯(iωn)−1)RiRj ,
σσ′
∣∣∣∣2 Σc(iωn) = iωn − t′ − Gc(iωn)−1 − Γ(iωn)
G¯(iωn) = NcN
∑
k˜
[
iωn − t(k˜)−Σc(iωn)
]−1
d ≤ 1× 10−5?
G(k˜, iωn)−1 = iωn − t(k˜)−Σc(iωn)
Gc(iωn)
Γ(iωn)
Σc(iωn)G¯(iωn)
min(d)
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Figure 4.3 – Illustration procédurale de la CDMFT
Quand on utilise l’ED pour obtenir les fonctions de Green à tempé-
rature nulle, les densités spectrales (éq.(D.4)) ont un profil piqué. Pour
alléger les calculs, plutôt que d’intégrer sur l’axe imaginaire, on in-
troduit une autre température artificielle pour introduire une certaine
largeur à mi-hauteur dans la fonction de densité spectrale (cf. éq.(2.53))
et on somme sur les fréquences de Matsubara fermioniques. La perte La sommation sur
les fréquences de
Matsubara permet
d’étudier également
l’effet de la
température sur les
données.
d’information est contrôlée lorsqu’on fait intervenir cette température
fictive, comme indiqué à l’Appendice M.
7. L’unité d’énergie du terme de saut premier-voisin est notée t.
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Monte-Carlo quantique en temps continu (CTQMC)
L’autre solutionneur utilisé est celui CT-HYB de la famille CTQMC.
Ce dernier permet de solutionner les équations du mouvement des
électrons sur l’amas à température finie, contrairement à l’ED qui fonc-
tionne à température nulle. D’une certaine façon, le solutionneur d’im-
pureté CT-HYB somme sur l’ensemble des diagrammes de Feynman
régissant la propagation des électrons sur l’impureté. Afin de compter
tous les diagrammes de Feynman importants, il faut échantillonner
l’espace des phases à l’aide de la fonction de partition de l’impureté
(éq.(3.3)) en utilisant une méthode de calcul stochastique comme le
Monte-Carlo. Contrairement aux autres solutionneurs membres de
la famille CTQMC tels CT-INT et CT-AUX, CT-HYB est particuliè-
rement bien adapté pour solutionner le modèle de Hubbard à fort
couplage, puisque la complexité de l’algorithme CT-HYB croît comme
aeNcβ2 + bNcβ3 [25], où β resprésente l’inverse de la température, Nc
le nombre de sites sur l’impureté et a  b. Toutefois, l’applicabilité
de CT-HYB se limite aux amas de faible dimension et les faibles tem-
pératures ne sont pas aussi facilement accessibles que si CT-INT ou
CT-AUX était utilisé : la complexité de ces derniers croît comme β.
À la lumière de la sous-section 3.0.1, on expose les aspects saillants
du solutionneur d’impureté CT-HYB développé par Werner et al. [82].
Comme mentionné précédemment, le solutionneur d’impureté CT-
HYB fait partie de la famille des solutionneurs d’impureté utilisant le
Monte-Carlo quantique en temps continu (CTQMC). Cette famille de
solutionneurs — donc celui en question dans ce mémoire (CT-HYB) —
est présentée en détails par Gull et al. [25]. Ce qui distingue le solu-
tionneur CT-HYB du reste de la famille CTQMC est qu’il échantillonne
les différents diagrammes de Feynman en développant la fonction de
partition (éq.(3.3)) en fonction du hamiltonien d’hybridation Hˆhyb :
Zc =∑
k
(−1)k
∫ β
0
dτ1 · · ·
∫ β
τk−1
dτkTr
[
e−β(Hˆloc+Hˆb)Hˆhyb(τk)×
Hˆhyb(τk−1) · · · Hˆhyb(τ1)
]
. (4.22)
La fonction de partition éq.(4.22) est une fonction de distribution
de haute dimensionnalité et une chaîne de Markov est utilisée afin
d’échantillonner aléatoirement l’espace des configurations. Si la chaîne
de Markov converge, la fonction de partition éq.(4.22) représente la
fonction de distribution cible et le bilan global est satisfait [56]. Pour
ce faire, la chaîne de Markov doit être ergodique, c’est-à-dire que
toutes les configurations du système doivent être échantillonées si le
programme roulait un temps infini 8. Le hamiltonien Hˆhyb est défini à
l’éq.(3.1). Si l’on développe l’éq.(4.22) et que l’on ne conserve que les
termes pairs non-nuls, on trouve
8. Voir la section 3.6 de [56].
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Zc = Zb∑
k
∫ β
0
dτ1 · · ·dτk
∫ β
0
dτ′1 · · ·dτ′k ∑
i1···ik
i′1···i′k
tr
[
Tτe−βHˆloc dˆik(τk)dˆ†i′k(τ
′
k)
× · · · dˆi1(τ1)dˆ†i′1(τ
′
1)
]
detΓi1···iki′1···i′k . (4.23)
Le passage de l’éq.(4.22) à l’éq.(4.23) est dérivé à l’Appendice G. Le
terme detΓi1···iki′1···i′k correspond au déterminant des fonctions de Green
des électrons sans interaction du bain (cˆ). La fonction de partition
des électrons dans le bain est notée Zb. La fonction de partition de
l’éq.(4.23) constitue le poids statistique d’une configuration Ck dans
une distribution inconnue. Une configuration associée à un ordre de
développement k comporte, par exemple, l’ensemble suivant :
Ck = {[τ1, τ′1, σ1] · · · [τk, τ′k, σk]}. (4.24)
On cherche à déterminer cette distribution en échantillonnant l’espace
des configurations du système de manière ergodique. Les configura-
tions Ck comportent chacune l’ensemble des k vertex définissant les
diagrammes de Feynman échantillonnés.
Lorsqu’on progresse dans la chaîne de Markov, c’est-à-dire lors-
qu’on passe d’une configuration Ck → Ck±1, on doit ajouter ou retirer
un vertex à la fois. Puisqu’on travaille avec des fermions, les règles
d’anticommutation entre les opérateurs fermioniques font en sorte
que certains poids statistiques de l’éq.(4.23) deviennent négatifs. Pour
traiter ce problème, les signes des poids statistiques sont absorbés
dans l’observable dont la moyenne thermodynamique est évaluée
et la fonction de partition considérée prend seulement des valeurs
positives 9.
Périodisation
Aussitôt que la fonction de Green du réseau éq.(4.15) a été calculée,
utilisant soit un solutionneur ED ou CTQMC pour déterminer Σc(iωn),
il est possible de périodiser cette dernière afin de la définir dans la
zone de Brillouin originale et restaurer l’invariance par translation.
La fonction de Green du réseau éq.(4.15) peut être réécrite de la
manière suivante
Gij(k˜, iωn)−1 =
[
iωn + µ− t(k˜)− Σc(iωn)
]
ij
=Mij(iωn)−1 − t(k˜), (4.25)
où Mij(iωn) est le cumulant de la fonction de Green. On met en
valeur cette quantité puisqu’elle est locale et cela provient du fait que
la self-énergie δΣ(k˜, iωn) de la section 4.1 n’existe pas entre les amas
constituant les impuretés du modèle d’Anderson (voir la fig.(5.2)).
9. Pour plus de détails, voir la section 3.6.5 de [56].
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Pourquoi périodise-t-on, quelle en est la raison ? Périodiser au sens
large revient à étendre l’effet des interactions calculées dans la zone
srBZ (espace des k˜) à celle de la zone de Brillouin originale k. Par
exemple, la zone de Brillouin originale BZ diffère si l’on a de l’AFM
ou pas s’ajoutant à la supraconductivité dSC. Périodiser G(k˜, iωn) ou
le cumulant pour la représenter dans la zone de Brillouin réduite AFM
(rBZ) paraît naturel puisque la maille élémentaire double en surface
étant donnée la périodicité commensurable de (pi,pi). Notamment,La taille de la zone
de Brillouin originale
bidimensionnelle est
divisée par 2 si la
taille de la maille
élémentaire est
doublée, par
réciprocité.
dans le calcul de la rigidité superfluide, lorsqu’il y a coexistence
AFM+dSC, le domaine de validité dans la BZ (zone des k) est restreint
à la zone rBZ 10, car la taille de la zone BZ est divisée 11 par 2. Ainsi, en
périodisant dans la zone rBZ, les fonctions de Green G de dimension
initiale 2Nc × 2Nc représentées dans la base mixte éq.(4.20) diminuent
de moitié leur dimension — à Nc × Nc, puisque l’on se retrouve à
projeter dans la zone rBZ.
Deux options sont disponibles lorsque vient temps de périodiser :
on peut soit périodiser la fonction de Green G (éq.(4.15)) ou périodiser
le cumulant de G (éq.(4.25)) 12. Ces deux options sont abordées dans
cette sous-section, respectivement.
La procédure de périodisation de la fonction de Green s’exprime
comme [64] :
G(k, iωn) = 1Nc ∑Ri ,Rj
e−ik·(Ri−Rj)GRiRj
(
k˜, iωn
)
, (4.26)
alors que la procédure de périodisation du cumulant de la fonction de
Green estIl est important
d’insister sur le fait
que la périodisation,
bien qu’elle puisse
être exprimée sous
forme d’une matrice
hermitique, n’est pas
unitaire.
G(k, iωn) = 1Nc

 ∑
Ri ,Rj
e−ik·(Ri−Rj)MRiRj (iωn)
−1 − e(k)

−1
,
(4.27)
où Nc prend en compte le nombre de sites intra-amas. Par exemple, la
relation de dispersion électronique e(k) est soit celle exprimée dans la
base éq.(5.38) dans la situation de coexistence AFM+dSC ou dans la
base éq.(5.44) dans un système uniquement supraconducteur. Les pro-
cédures de périodisation (éq.(4.26) et éq.(4.27)) donnent des résultats
différents l’un de l’autre comme l’on voit au chapitre 6. La fonction de
Green de l’amas GRiRj
(
k˜, iωn
)
est périodique modulo K, signifiant que
la périodisation de cette fonction de Green apparaissant dans l’(4.26)
est invariante sous la transformation k˜ → k˜ + K. Toutefois, contrai-
rement à la fonction de Green de l’amas, le cumulantMRiRj (iωn) de
l’éq.(4.27) ne dépend pas de k˜. Dans le cas où l’on périodise dans la
10. cf. éqs.(5.36) et (5.37).
11. Voir fig.(4.1).
12. Au chapitre 6, la périodisation de la fonction de Green sera notée pér. G et celle
du cumulant pér. M
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zone de Brillouin originale lorsque seule la dSC est présente et que
Nc = 4, les vecteurs d’onde du super-réseau réciproque sont
K ∈ {(0, 0), (pi, 0), (0,pi), (pi,pi)},
alors que dans le cas où l’AFM est aussi présent, Nc = 2 et
K ∈ {(0, 0), (pi, 0)} ou {(0, 0), (0,pi)}.
Les deux sous-ensembles K dans la procédure de périodisation AFM-
dSC sont équivalents et donnent la même fonction de Green G(k, iωn),
comme laisse entendre la figure 4.1. Ainsi, périodiser la fonction de
Green éq.(4.15) à l’aide la formule éq.(4.26) ou le cumulant éq.(4.27) re-
vient, dans un système où coexistent AFM+dSC, à projeter la fonction
de Green du réseau sur la zone rBZ.
Toutefois, il faut être prudent, puisque les transformations éq.(4.26)
et éq.(4.27) ne sont pas unitaires en soit — on doit annuler les vec-
teurs d’onde du super-réseau réciproque hors-diagonaux afin de re-
trouver l’invariance sous translation dans la zone BZ (ou rBZ pour
l’AFM+dSC), soit en supposant que Ki = Kj. La transformation uni-
taire complète serait plutôt :
G(k˜ + Ki, k˜ + Kj; iωn)
=
1
Nc
∑
RiRj
e−i(Ri ·Ki−Rj·Kj)e−ik˜·(Ri−Rj)GRiRj(k˜, iωn). (4.28)
On doit comprendre que le fait d’égaliser Ki = Kj et d’ainsi obtenir
l’éq.(4.26) ne change rien aux résultats de calculs de quantité à un
corps telle la densité de particule sur le réseau :
n =
1
β∑n
∫ d2k˜
(2pi)2 ∑i
e−ik˜·(Ri−Ri)Gii(k˜, iωn)eiωn0+
=
1
β∑n
∫ d2k˜
(2pi)2
tr
[G(k˜, iωn)] eiωn0+ . (4.29)
Toutefois, le calcul de la rigidité superfluide, quantité physique faisant
intervenir deux corps (deux fonctions de Green), est affecté par le
rejet de ces éléments hors-diagonaux puisque différentes fonctions de
Green matricielles se multiplient entre elles 13. Si toutefois on utilisait
directement la transformation unitaire éq.(4.28), cela ne changerait rien
à la formule de la rigidité superfluide éq.(5.19) car elle fait intervenir
une trace. On obtiendrait alors immédiatement les équations de la rigi-
dité superfluide dans le schéma sans périodisation 14, i. e., éq.(5.31). Le
lecteur ou la lectrice est convié(e) à se référer à la thèse de Verret [80]
pour une discussion plus approfondie en lien avec les transformées
de Fourier partielles et les différentes représentations mixtes.
13. Voir, par exemple, les équations (5.37) ainsi que (5.40).
14. En ne périodisant pas, on rejette l’approximation Ki = Kj. Les résultats obtenus
sans périodisation sont notés tr. au chapitre 6.

Quatrième partie
L A R I G I D I T É S U P E R F L U I D E
On n’entend que les questions auxquelles on est en mesure de
trouver reponse.
— Friedrich Nietzsche [50]
Dans cette portion de l’ouvrage, la rigidité superfluide
ρs est expliquée en détail au chapitre 5. Un formalisme
permettant de dériver une expression décrivant la rigidité
superfluide pour des systèmes d’appariement singulet de
taille arbitraire et comportant une quantité quelconque de
phases en compétition y est présentée. Notamment, les
formules de la rigidité superfluide avec supraconductivité
seulement ainsi qu’en régime de coexistence AFM+SC y
sont présentées et, le cas échéant, les formules en régime
de coexistence de phase sont démontrées. Ensuite, au cha-
pitre 6, on montre et discute les résultats numériques de
la rigidité superfluide obtenus à température nulle avec
une implémentation ED de la CDMFT, ainsi que les résul-
tats à température finie obtenus avec une implémentation
CT-HYB de la CDMFT. L’essentiel de mes contributions
scientifiques s’y retrouve. De la même façon que dans
l’introduction, les formules importantes sont encadrées.

5
R I G I D I T É S U P E R F L U I D E
Dans ce chapitre, on justifie d’un point de vue phénoménologique,
dans le formalisme d’action effective, pourquoi les fluctuations de
phase du paramètre d’ordre supraconducteur affecteraient la longueur
de pénétration λ et, par conséquent, la température critique Tc de la
transition supraconductrice [73, 77]. Pour ce faire, on s’appuie sur
l’action régissant les équations du mouvement de l’électrodynamique
quantique scalaire (SQED). On dérive également, utilisant le forma-
lisme des dérivées fonctionnelles, les formules générales de la rigidité
superfluide dans les cas où l’on inclut les corrections de vertex, ou
pas. Ensuite, en reprenant la formule générale de la rigidité super-
fluide sans correction de vertex, on précise la forme de cette dernière
lorsque l’on trace sur la fonction de Green de l’amas Gc et lorsque l’on
périodise Gc dans la zone de Brillouin réduite antiferromagnétique.
On présente finalement la formule de la rigidité superfluide prévalant
dans le régime où seulement la supraconductivité est présente. On
rétablit le système d’unité S.I. dans cette section, puisqu’une analyse
dimensionnelle est requise afin de pouvoir comparer les résultats
numériques de la longueur d’onde de pénétration avec les données
expérimentales au chapitre 6.
symétrie brisée et supraconductivité
Les symétries du hamiltonien H d’un système peuvent être diffé-
rentes de celles de l’état fondamental de H. Il suffit qu’il y ait brisure
spontanée de la symétrie engendrant une transition de phase afin que
cela se produise. La brisure de symétrie permet d’éliminer certains
états de configuration à plus haute énergie libre F lorsque certains Dans l’ensemble
grand-canonique,
l’énergie libre F
s’écrit
F = E− TS− µn,
où E est l’énergie, T
la température, S
l’entropie, µ le
potentiel chimique et
n la densité de
particules.
paramètres physiques, tels la température et le potentiel chimique µ
diminuent. Les crossovers, principalement présents dans la physique
des électrons fortement corrélés, permettent également de réduire
la taille de l’espace des phases, par exemple, lorsque la température
diminue. Un exemple simple se produit dans le modèle de Hubbard bi-
dimensionnel à une bande à N particules, dans lequel il y a un passage
à 1 U ' W entre un régime métallique, où l’espace de Hilbert H sur
chaque site du réseau est H = {|0〉 , |↑〉 , |↓〉 , |↑↓〉}, et un régime para-
magnétique dégénéré où H = {|↑〉 , |↓〉}. En traversant ce crossover à
demi-rempli où les fluctuations de charge sont gappées dans le régime
paramagnétique, le système passe d’un espace de configurations de
dimension 4N à 2N . Toujours à demi-rempli, à plus basse température
1. La variable W décrit la largeur de bande.
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dans le diagramme de phase, le système rencontre un autre crossover
à T ' 4t2U , cette fois-ci du régime paramagnétique au régime d’isolant
de Mott AFM. Dans le régime d’isolant de Mott AFM, il y a levée deSi l’on considère le
modèle de Hubbard
bidimensionnel à une
bande, il s’agit d’un
crossover à T ' 4t2U
plutôt que d’une
transition de phase.
Le théorème de
Mermin-Wagner
interdit les
transitions de phase
lorsque la dimension
de l’espace réel est
moindre que 3 et que
la symétrie brisée est
continue.
dégénérescence et des états de spin singulet |s〉 = 12 (|↑↓〉 − |↓↑〉) ainsi
que triplet |t〉 = 12 (|↑↓〉+ |↓↑〉) se forment. L’état AFM se produit
localement, lorsque l’état électronique est une combinaison linéaire de
|s〉 et |t〉, i. e., |s〉+ |t〉 = |↑↓〉 et |t〉 − |s〉 = |↓↑〉. Un crossover ne brise
toutefois pas la symétrie.
Typiquement, lors d’une brisure de symétrie, si un hamiltonien H
est invariant par une transformation du groupe A, alors le groupe de
symétrie de l’état fondamental B, état issu d’une brisure de symétrie,
est tel que B ⊂ A. Ce ne sont toutefois pas tous les sous-groupes
B qui sont réalisés dans l’état fondamental ; des règles de sélection
s’appliquent lors d’un changement de phase [47]. Comment peut-on
appliquer ces idées de symétrie brisée à la supraconductivité ? Dans la
description de Landau de la transition supraconductrice, l’énergie libre
d’un supraconducteur à proximité de la transition peut être exprimée
en tant que fonctionnelle d’un paramètre d’ordre complexe Ψ(x) relié
à la densité d’électrons ns formant le condensat de paires de Cooper.
Le paramètre d’ordre supraconducteur Ψ associé à une brisure de
symétrie de jauge U(1) s’écrit Ψ(x) = |Ψ(x)| eiθ(x). Lors d’une brisure
de symétrie spontanée, la phase ainsi que l’amplitude du paramètre
d’ordre sont fixées spontanément. Le nombre total de particules n’est
alors plus conservé. La rigidité de la phase du paramètre d’ordre
ou la rigidité superfluide de l’état fondamental supraconducteur cor-
respond au changement dans l’énergie libre lorsque la phase dudit
paramètre d’ordre est déformée. Dans ce qui suit, on s’attarde au
cas où ∇x |Ψ(x)|2  |Ψ(x)|2∇xθ(x), où |Ψ(x)|2 = ns est la densité
superfluide et x ≡ (τ, r) est le quadrivecteur en temps imaginaire.
théorie de london
La théorie de London apparut en 1935 et fut la première théorie de
la supraconductivité permettant d’expliquer la répulsion du champ
magnétique d’un supraconducteur. Cette théorie explique le diamagné-
tisme parfait des supraconducteurs à partir des équations de Maxwell,
en particulier
∇× B(r) = µ0Js(r) (5.1a)
∇ · B(r) = 0 (5.1b)
où l’éq.(5.1a) représente la loi d’Ampère à champ électrique E statique
dans le temps, l’éq.(5.1b) représente la loi de Gauss pour un champ
magnétique B et µ0 est la perméabilité du vide. Js est la densité de
courant sans dissipation 2 dans le supraconducteur, autrement dit le
2. Aussi appelée densité de supercourant.
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courant de paires de Cooper. Cette densité de courant prend la forme
suivante en fonction du potentiel vecteur A :
Jas (r) = −
∫
d3r′
[
1
µ0λ2(r− r′)
]
ab
Ab(r′), (5.2)
où λ est la longueur de pénétration magnétique, définie un peu plus
loin. Dans l’éq.(5.2), les indices italiques a, b ∈ {x, y, z} dénotent la
direction de λ dans le système cartésien. λ dépend de la différence
en position r − r′, puisque le potentiel vecteur peut avoir un effet
retardé sur Js. Toutefois, si on suppose que la longueur de cohérence
supraconductrice ξ est plus courte que λ, on peut alors négliger la
dépendance de λ sur la position r. En vertu de la loi de Gauss (5.1b)
et de la définition (5.2), si l’on prend le rotationnel de l’éq.(5.1a), on
trouve Afin d’arriver à
l’éq.(5.4), on a utilisé
l’identité vectorielle
selon laquelle
∇× (∇× B) =
∇ (∇ · B)−∇2B.
∇2Ba(r) =
[
1
λ2
]
ab
Bb(r). (5.3)
Le tenseur de l’éq.(5.4) est symétrique. La solution à l’équation diffé-
rentielle (5.4) est la suivante :
Ba(r) = Bb0
[
e−
|r|
λ
]
ab
, (5.4)
où B0 est l’amplitude en surface du champ magnétique. La solution
(5.4) montre qu’étant donné un courant sans dissipation Js, on a une
expulsion du champ magnétique du matériau supraconducteur. Des
supercourants se formeraient à la surface du matériaux supracon-
ducteurs, à l’intérieur d’un distance de l’ordre de λ, et ces derniers
s’opposeraient au champ magnétique B appliqué. Puisqu’on a négligé
la dépendance en r de λ, cette relation d’équivalence entre la densité
superfluide ns et la longueur de pénétration de London λ peut être
établie :
λ−2ab δab =
nse2
m∗
µ0δab = ρabµ0δab, (5.5)
où µ0 est la perméabilité magnétique, e est la charge électrique, m∗
la masse renormalisée des électrons. On a supposé à l’éq.(5.5) que la
densité superfluide est indépendante de la direction a ou b. ρab est
la rigidité superfluide. La relation éq.(5.5) est celle qui permettra de
comparer les résultats théoriques avec les données expérimentales.
fluctuations de phase classiques
Dans la théorie de Ginzburg-Landau, il est stipulé que l’énergie libre
F d’un état supraconducteur est une fonctionnelle d’un paramètre
d’ordre complexe Ψ relié à la densité de particules ns composant
le condensat supraconducteur, aussi nommée densité superfluide.
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Dans cette théorie, le condensat d’électrons formerait un superfluide
conduisant l’électricité sans dissipation. Cette théorie a pu expliquer
les supraconducteurs conventionnels de type I.
Une avenue peu commune est empruntée à l’Appendice I afin
d’expliquer le rôle de la rigidité superfluide dans le cadre de la théorie
de Ginzburg-Landau, et le lecteur ou la lectrice désirant élargir sa
compréhension est convié(e) à la lire. Les équations de Ginzburg-
Landau y sont dérivées à partir de l’action de l’électrodynamique
quantique en champ scalaire (SQED) et l’importance des fluctuations
classiques de la phase du paramètre d’ordre supraconducteur sur
l’énergie libre y est montrée. On arrive notamment à cette expression
de l’action de la phase du paramètre d’ordre :
S[θ] ' ρs
2
∫
d3r
∫ β
0
dτ
[
h¯2
(e∗)2α
|∂τθ(x)|2 +
(
h¯
e∗
∂iθ(x)− Ai(x)
)2 ]
.
Action de la phase du paramètre d’ordre
(5.6)
Dans l’équation (5.6), la rigidité superfluide est notée ρs et elle a la
forme suivante : ρs =
ns(e∗)2
m∗ (cf. (5.5)). Le terme α dépend de la masse
du condensat de paires de Cooper et e∗ = 2e est la charge de ces
paires.
Puisque l’énergie libre s’écrit F = −1/β lnZ , où la fonction de
partition 3 Z = ∫ D[Ψ]e−S[|Ψ|]−S[θ], on remarque à partir de l’équa-
tion (5.6) que si les fluctuations classiques de la phase du paramètre
d’ordre θ(x) sont grandes, même lorsque les fluctuations d’amplitude
du paramètre d’ordre peuvent être négligées, elles entraîneront des
fluctuations de l’énergie libre. La rigidité superfluide ρs de l’éq.(5.6) a
donc pour effet de stabiliser l’énergie libre si sa valeur est grande par
rapport aux fluctuations de phase du paramètre d’ordre supraconduc-
teur. Les fluctuations classiques de phase du paramètre d’ordre Ψ(x)
affecteraient donc la robustesse de la phase supraconductrice [21]. Ces
fluctuations de phase dans les cuprates supraconducteurs seraient
importantes lorsque ρs est faible 4 et elles repousseraient la cohérence
de phase de la fonction d’onde macroscopique de paires de Cooper à
des températures moindres que celle à laquelle les paires de Cooper
se forment (Tcm) [21, 49]. La température critique Tc serait alors plus
petite que celle que l’on obtiendrait dans un traitement champ-moyen.
3. Lorsqu’on travaille en temps réel avec un système non-relativiste, la fonction
de partition prend la forme
∫ D[Ψ]e ih¯ S[Ψ], puisque −ih¯dτ = dt.
4. Ces fluctuations de phase seraient présentes dans les matériaux supraconduc-
teurs de faible dimensionnalité, i. e., les pnictures à base de fer [67], les supraconduc-
teurs organiques [68] et les cuprates supraconducteurs [21].
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formule générale
Comment calcule-t-on la rigidité superfluide de manière générale ?
Et dans les cuprates ? On répond à ces questions dans cette section.
La fonctionnelle d’énergie libre F d’un système couplé au potentiel
vecteur est une fonctionnelle génératrice (cf. éq.(2.35)) dont les champs
sources sont le potentiel vecteur lui-même, de telle sorte que la rigidité
superfluide peut être reliée à la fonction de corrélation courant-courant
(voir section 2.5, éq.(2.68)) comme suit :
〈Tτ Jˆa(r, τ; A) Jˆb(r′, τ′; A)〉Hˆ
=
−β
V
δ2F [G]
δAa(r, τ)δAb(r′, τ′)
∣∣∣∣
A=0
, (5.7)
où la valeur moyenne est évaluée dans l’état fondamental supracon-
ducteur, les indices a, b ∈ {x, y, z} dénotent les axes cartésiens, V est
le volume de la maille élémentaire et F est l’énergie libre du système.
En particulier, on calcule le courant transverse Jˆa (r, τ) induit par un
champ magnétique décrit par un potentiel vecteur transverse Ab (r′, τ′)
dirigé selon les axes principaux de la maille élémentaire (voir fig.1.2). On peut interpréter
un trou comme une
excitation
fermionique dans la
mer de Fermi, alors
que l’électron est une
excitation au-dessus
de la mer de Fermi.
Dans ce qui suit, on montre que la fonction de corrélation courant-
courant de l’éq.(5.7) est proportionnelle à l’expression de la rigidité
superfluide ρs. Pour ce faire, il faut construire la fonction de partition
Z du système en calculant les intégrales de chemin sur l’ensemble
des configurations possibles du paramètre d’ordre supraconducteur.
Ainsi, exploitant la notation compacte x ≡ (r, τ) = (ri, τ), on peut
montrer à partir des éqs.(5.6) et (5.7) que La constante α est
proportionnelle à
l’inverse de la masse
du condensat de
paires de Cooper.
1
V
δ2F [G]
δAa (r, τ) δAb (r′, τ′)
∣∣∣∣
A=0
= − 1
βV
δ
δAa(x)
(
δ ln∑x′′
∫∫ D[θ]D[|Ψ|]e−S[θ]−S[|Ψ|]
δAb(x′)
) ∣∣∣∣
A=0
=
1
βV
δ
δAa(x)
(
1
Z ∑x′′
∫∫
D[θ]D[|Ψ|]e−S[Ψ]×
[
− nse
∗α
h¯
∫
ddr′′
∫ β
0
dτ′′



>
δi,bδ (x′ − x′′)
δAi(x′′)
δAb(x′)
(
∂iθ(x′′)− e
∗
h¯
Ai(x′′)
) ])∣∣∣∣
A=0
=





:1
1
Z
1
βV ∑r′′ ,τ′′
∫∫
D[θ]D[|Ψ|]e−S[Ψ]
(
e∗
h¯
)2
αnsδa,b
=
(
e∗
h¯
)2
αnsδa,b = ρs. (5.8)
Dans l’éq.(5.8), on a décidé de représenter les éléments différentiels
des fonctionnelles dans un système de coordonnées cylindriques. La
représentation de D[Ψ] dans ce système est D[Ψ] → |Ψ| D[θ]D[|Ψ|].
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Or, puisque ∇x |Ψ(x)|2  |Ψ(x)|2∇xθ(x), |Ψ(x)| peut être approximé
comme constant |Ψ(x)| → |Ψ|. La constante |Ψ| apparaît dans la
fonction de partition Z , donc disparaît de l’éq.(5.8). On note que les
fonctions constituant le paramètre d’ordre θ → θ(x) et |Ψ| → |Ψ(x)|
ont une dépendance implicite sur la position r et le temps imaginaire
τ. Encore une fois, comme la densité superfluide varie peu avec la
position et le temps 5, on peut factoriser la densité superfluide ns en
dehors des intégrales. Il est important d’insister sur le fait que D[θ]Le fait de considérer
une longueur de
cohérence ξ
beaucoup plus faible
que la longueur de
pénétration
magnétique λ
permet de factoriser
ns, puisque ns varie
sur une longueur
proportionnelle à ξ,
signifiant que le
kernel de la rigidité
superfluide peut être
approximé comme
constant.
et D[|Ψ|] représentent les éléments différentiels dans l’espace des
configurations du paramètre d’ordre.
Approche microscopique : corrections de vertex
On dérive ici une expression de la rigidité superfluide ρab (a, b ∈
{x, y, z}) comprenant les corrections de vertex, afin de pouvoir la
comparer avec celle qui les néglige. Afin d’y parvenir, on part de
l’énergie libre de l’ensemble grand-canonique définie en tant que
fonctionnelle de champ source microscopique φ :
F [φ] = − 1
β
ln Tr
[
Tτ e−ψˆσ¯(1¯)φσ¯,σ¯′ (1¯,2¯)ψˆσ¯′ (2¯)︸ ︷︷ ︸
Υ[φ]
e−βKˆ
]
1 ≡ (k1, τ1, σ1). (5.9)
Ici, Tτ est le super-opérateur d’ordonnancement dans le temps, la
trace Tr[· · · ] signifie ∑σ 1N ∑k 1β ∑n[· · · ], où N est le nombre de mailles
élémentaires dans le réseau, et Kˆ = Hˆ0k,σ − µnˆ+ λVˆ est le hamiltonien
avec interaction normalisé par le potentiel chimique µ. La variable
λ ∈ {0, 1} dans Kˆ établit la force des interactions, où λ = 0 décrit le
système sans interaction et λ = 1 décrit le système avec interaction.
Le hamiltonien sans interaction est Hˆ0k,σ, la perturbation du système
est Vˆ alors que l’opérateur de nombre de particules est nˆ. L’intérêt
de travailler avec la fonctionnelle de l’éq.(5.9) vient notamment de ce
qu’elle permet de générer les fonctions de corrélation en dérivant par
rapport aux champs sources, en plus d’être reliée à la fonctionnelle de
Kadanoff-Baym 6 [9] Ω[G] :
Ω[G] = F [φ]− 1
β
Tr [φG] . (5.10)
Ω[G] est une fonctionnelle de la fonction de Green interagissante,On explicite le fait
que la self-énergie est
une fonctionnelle de
la fonction de Green
en écrivant Σ[G].
Cette fonctionnelle
est bijective,
c’est-à-dire qu’il
existe une solution
unique Σ pour une
fonction de Green
interagissante G
donnée et vice-versa.
Toutefois, Σ et G
sont invertibles
localement
seulement [55].
i. e., comportant une self-énergie Σ[G] non-nulle. Les fonctionnelles
F [φ] et Ω[G] sont reliées par une transformée de Legendre. La fonc-
tionnelle Ω[G] est stationnaire lorsque la fonction de Green G est la
solution physique, c’est-à-dire lorsque G est décrite par l’équation de
Dyson (éq.(2.42)). On démontre brièvement à l’Appendice J que la
forme du grand potentiel Ω[G] est
5. cf. éq.(5.6).
6. cf. Tremblay [75], ch.64.
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Ω[G] = Φ[G]− 1
β
Tr
[(
G−10 − G−1
)
G
]
− 1
β
Tr
[
ln
(
−G−1
)]
, (5.11)
où Φ[G] est la fonctionelle de Luttinger-Ward, définie comme
β
δΦ[G]
δG(1, 2) = Σ[G](2, 1). (5.12)
À la lumière de l’Appendice J, Ω[G] est stationnaire lorsque le champ
source φ est nul puisque l’on retrouve alors l’équation de Dyson. Ainsi,
l’énergie libre qu’on utilise est un cas particulier de l’éq.(5.9) :
F [φ = 0] = Ω[G]φ=0 = − 1
β
ln∑
k
[
e−β[(Hˆ
0
k,σ+Vˆ)−µNˆ]
]
︸ ︷︷ ︸
≡Z
, (5.13)
où k ≡ (k, iωn) est le quadrivecteur dans l’espace réciproque. La
somme est définie comme ∑k[· · · ] ≡ 1N ∑k 1β ∑n[· · · ], où N est le
nombre de mailles élémentaires. Puisqu’on travaille sur un réseau dis-
cret, le couplage minimal s’effectue par la substitution de Peierls [28],
se résumant par la substitution selon laquelle ki → k¯i = ki − eh¯ Ai.
Cette substitution doit se faire dans la base orbitale si l’on néglige les
termes d’interaction dipolaire intra-atomique, comme il est argumenté
dans l’article de Nourafkan et Tremblay [51]. Le hamiltonien sans
perturbation devient alors Hˆ0k,σ → Hˆ0k− eh¯ A,σ = Hˆ
0
k¯,σ. Dans un système
supraconducteur, le hamiltonien est représenté dans la base de Nambu
et la substitution de Peierls doit être apprêtée avec précaution. En effet,
dans ces systèmes, la substitution de Peierls diffère d’un signe lors-
qu’elle est faite sur des opérateurs associés aux électrons (cˆ†k− eh¯ A) ou
aux trous (cˆk+ eh¯ A). Pour cette raison, le couplage minimal au champ
électromagnétique d’un hamiltonien exprimé dans la base de Nambu
et défini sur un réseau d’orbitales s’écrit 7 Hˆk12m×2m− eh¯ Aσ3⊗1m×m . La ma-
trice σ3 ⊗ 1m×m consiste en le produit tensoriel entre la matrice de
Pauli σ3 et le reste de l’espace de Hilbert de dimension m × m re-
présenté par l’identité. Cette matrice s’assure que la substitution de
Peierls soit appropriée pour les systèmes supraconducteurs. Plus loin,
on verra que la taille de la matrice identité 1 est directement liée au
nombre de symétries de la plaquette ainsi qu’à sa dimension dans le
modèle d’impureté d’Anderson : plus la dimension de la plaquette est
grande et que la quantité de symétries est faible, plus la dimension m
de 1 sera grande.
La substitution de Peierls est une approximation prenant en compte
le fait que la fonction d’onde de Bloch d’un électron dans un cristal
accumule une phase dépendant de la trajectoire semi-classique qu’em-
prunte le paquet d’onde 8. On calcule alors le courant moyen (évalué
7. La notation restera la même dans les systèmes supraconducteurs : ki → k¯i =
ki − eh¯ Aiσ3 ⊗ 1m×m. L’identité 12m×2m sera laissée implicite par la suite.
8. La substitution k± eh¯ A est possible parce qu’on regarde la réponse transversale,
c’est-à-dire que la dépendance spatiale de A n’est pas dans la même direction que le
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dans l’état supraconducteur) dans le cadre de la théorie de la réponse
linéaire en partant de l’éq.(5.13) :
〈ja〉 = − 1V
δF
δAa
=
1
βV ∑¯
k
tr
[
1
Z
δ
δAa
exp
(
−β
[(
Hˆ0k− eh¯ Aσ3⊗1m×m + Vˆ
)
− µNˆ
])]
=
1
βV ∑j ∑¯k
tr
[
−β
δHˆ0k¯ j
δk¯ j
δk¯ j
δAa︸︷︷︸
=− eh¯ δa,jσ3⊗1m×m
e−β[(Hˆ
0
k¯+Vˆ)−µNˆ]
Z︸ ︷︷ ︸
≡ρˆ
]
=
e
h¯V ∑¯
k
tr
[
ρˆΨˆ†k¯v
a
k¯ σ3 ⊗ 1m×m︸ ︷︷ ︸
T3(m×m)
Ψˆk¯
]
= lim
τ−τ′→0−
e
h¯V ∑¯
k
tr
[
vak¯T3(m×m)Gk¯ (iωn) e−iωn(τ−τ
′)
]
=
e
h¯V
1
N ∑¯
k
1
β∑n
tr
[
vak¯T3(m×m)Gk¯ (iωn) e−iωn0
−]
, (5.14)
où ρˆ est l’opérateur densité, Ψˆ(†)k¯ sont des spineurs de Nambu et v
a
k¯ ≡
δH0k¯a
δk¯a
est le vertex de courant. Dans le formalisme de Nambu, la fonction
de Green et le terme de vertex de courant sont matriciels, d’où la trace
notée tr dans l’éq.(5.14). Lors du passage de la quatrième ligne à la
cinquième ligne de l’éq.(5.14), on a utilisé la propriété selon laquelle la
valeur moyenne d’un opérateur quadratique en opérateurs de champ
est reliée à la fonction de Green retardée à un corps (éq.(2.63)). L’étape
qui suit est le calcul de ρab = − δ〈ja〉δAb
∣∣∣∣
A=0
:
ρab = − eh¯V
δ
δAb
1
N ∑¯
k
1
β∑n
tr
[
vak¯T3(m×m)Gk¯ (iωn) e−iωn0
−] ∣∣∣∣
A=0
=
e2
h¯2β
1
VN ∑¯
k
∑
n
tr
([
vbak¯ (T3(m×m))
2︸ ︷︷ ︸
12m×2m
Gk¯ (iωn) e−iωn0
−
]
+
[
vak¯T3(m×m)
δGk¯ (iωn)
δAb
e−iωn0
−
])∣∣∣∣
A=0
=
e2
h¯2VNβ
∑
k
∑
n
tr
( [
vbak Gk (iωn) e−iωn0
−]−
[
vakT3(m×m)Gk (iωn)
δG−1k (iωn)
δkb︸ ︷︷ ︸
Π(k,iωn)
T3(m×m)Gk (iωn) e−iωn0
−
])
.
(5.15)
vecteur A. Le gradient, représenté par k, n’agit donc pas sur A. C’est la raison pour
laquelle la jauge de Landau a pu être utilisée.
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Le terme Π(k, iωn) est le terme de vertex de courant comprenant
les corrections. Dans la sous-section 5.4.2, on suppose que Π(k, iωn)
est similaire au vertex de courant vak, c’est-à-dire qu’on suppose que
la self-énergie ne se couple pas au potentiel vecteur. Ce point sera
discuté un peu plus en profondeur plus loin. L’expression diagram-
matique de l’éq.(5.15) apparaît à la fig.5.1. Une dérivation similaire à
l’éq.(5.15) pour le calcul de l’effet Hall est effectuée par Nourafkan
et Tremblay [51].
Sans corrections de vertex
À la sous-section 5.4.1, on n’a fait aucune approximation concernant
les corrections de vertex. De manière générale, la self-énergie se couple
au potentiel vecteur Ai parce que G se couple à A au travers le terme
cinétique H0k,σ, et donc
δΣ
δG
δG
δA 6= 0. Sans corrections de vertex, on peut
écrire l’énergie libre en tant que fonctionnelle de le fonction de Green
du système comme suit 9 :
F [G] = − 1
β
Tr ln (−G−1). (5.16)
Cette fois-ci, la trace est définie comme suit :
Tr [· · · ] ≡∑
n
1
N ∑¯
k
∑
σ
tr [· · · ] .
La trace tr est effectuée sur un espace de Nambu quelconque. On
calcule ensuite ρab telle que décrite par l’éq.(5.8) en utilisant l’éq.(5.16) :
ρab = − 1βVN ∑
k¯,n,σ
δ
δAb
tr
[
G δG
−1
δAa
] ∣∣∣∣
A=0
Gσ(k¯, iωn)→ G
et Ai(x)→ Ai
= − 1
βVN ∑
k¯,n,σ
(
tr
[
δG
δAb
δG−1
δAa
]
+ tr
[
G δ
2G−1
δAbδAa
]) ∣∣∣∣
A=0
. (5.17)
La relation suivante concernant les dérivées fonctionnelles s’applique :
δAi = − eh¯δk¯i T3(m×m). On réitère que l’on suppose que la self-énergie de
la fonction de Green G−1 = iωn + µ− H0k¯,σ − Σc (iωn) ne dépend pas
du potentiel vecteur Ai. Par conséquent, on a : δk¯iG−1 = −δk¯i H0k¯,σ =
−λik¯,σ ≡ −λi et δk¯ jδk¯iG−1 = −δk¯ jδk¯i H0k¯,σ = −λ
ji
k¯,σ ≡ −λji. En utilisant
le fait que
δGG−1
δAi
= 0
=⇒ δG
δAi
G−1 + G δG
−1
δAi
= 0
=⇒ δG
δAi
= −G δG
−1
δAi
G , (5.18)
9. Voir l’Appendice H pour une démonstration.
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l’éq.(5.17) devient
ρab = − 1βVN ∑
k¯,n,σ
(
−tr
[
G δG
−1
δk¯b
δk¯b
δAb
G δG
−1
δk¯a
δk¯a
δAa
]
+ tr
[
G δ
2G−1
δk¯bδk¯a
δk¯b
δAb
δk¯a
δAa
])∣∣∣∣
A=0
= − e
2
h¯2βVN
∑
k,n,σ
(
−tr
[
G δG
−1
δkb
T3(m×m)G
δG−1
δka
T3(m×m)
]
+ tr
[
G δ
2G−1
δkbδka
])
=
e2
h¯2βVN
∑
k,n,σ
(
tr
[
GλbT3(m×m)GλaT3(m×m)
]
+ tr
[
Gλab
])
. (5.19)
Le premier terme de la formule de la rigidité superfluide éq.(5.19) est
le terme paramagnétique alors que le deuxième terme est le terme
diamagnétique. Les fonctions λi sont les vertex de courant et λji
correspond à l’inverse du tenseur de masse effective. Il est important
de souligner que la rigidité superfluide ρab est nulle si la fonction de
Green électronique G ne possède aucune partie anormale, puisque
dans ce cas la fonction d’onde du système n’est pas un état cohérent
macroscopique. La forme diagrammatique l’éq.(5.19) est illustrée à la
figure 5.1.
Figure 5.1 – Illustration diagrammatique de la rigidité superfluide sans cor-
rections de vertex.
La ligne ondulée de la fig.5.1 représente l’interaction, soit le propaga-
teur d’un boson d’échange (photon) caractérisé par un quadrivecteur
q ≡ (q, iqn), avec iqn = 2npiβ les fréquences de Matsubara bosoniques et
n ∈ N. Les lignes munies d’une flèche sont des propagateurs électro-
niques caractérisés par un quadrivecteur k ≡ (k, iωn), iωn ≡ (2n+1)piβ
sont les fréquences de Matsubara fermioniques, et n ∈ N. Le premier
diagramme de la fig.5.1 est une excitation électron-trou. En l’absence
de supraconductivité, les termes paramagnétique et diamagnétique
s’annulent exactement. Dans un état supraconducteur pur, seules lesLes fonctions de
Green anormales
F(†) sont les
éléments
hors-diagonaux de la
fonction de Green,
i. e., éq.(4.15), et
elles décrivent la
propagation de paires
de Cooper.
fonctions de Green anormales F(†) contribuent à ρs et elles ont la forme
F(†)↑,↓ (k,−k) = 〈cˆ(†)k(−k),↑(↓) cˆ
(†)
−k(k),↓(↑)〉Hˆ, lorsque l’état supraconducteur
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est de type singulet. L’Appendice N discute notamment des différentes
contributions qui s’ajoutent à ρs lorsque le système comprend l’AFM
et la SC. Les différentes formules de la rigidité superfluide pour les
différents régimes dépendent de la forme du hamiltonien représentant
le système. On les détermine dans les sous-sections qui suivent.
formules obtenues sans périodisation
L’objectif de cette section est d’arriver à une expression de la rigidité
superfluide selon tous les axes principaux de la maille élémentaire
lorsque l’on trace la fonction de Green de l’amas. En d’autres mots, on
veut calculer la rigidité superfluide sur le réseau où l’invariance par
translation est brisée. Plutôt que d’utiliser cette dernière longue para-
phrase, l’expression «tracer sur la fonction de Green de l’amas» sera
utilisée. En effet, à la fin, l’invariance par translation du super-réseau
nous permet d’utiliser seulement la fonction de Green de l’amas. La
dérivation est effectuée dans un formalisme approprié aux méthodes
sur amas, présentées au chapitre 4. Cette formule que l’on s’apprête
à démontrer est la plus générale dans le contexte des méthodes sur
amas : elle est plus générale que celles utilisées si l’on périodisait Gc
(voir la sous-section 4.2.3). On rappelle que les fonctions de Green
issues de la boucle d’autocohérence de la CDMFT ont une représen-
tation matricielle puisqu’elles contiennent les corrélations à courte
portée ; autrement dit, elles ont une résolution spatiale. Le hamilto-
nien champ-moyen comportant les brisures de symétrie potentielles
de la fonction Green de l’amas doit pouvoir être représenté dans
la base mixte (R, k˜) de l’amas. Ainsi 10, un hamiltonien quadratique
champ-moyen général représenté dans la base mixte (éq.(4.20)) avec
un couplage singulet des paires de Cooper s’écrit, dans le cas où
Nc = 4,
Hˆ = ∑˜
k
Cl,m,nσlαβτ
m
abσ˜
n
rs cˆ
†
k˜,α,a,r cˆk˜,β,b,s
+
(
∑˜
k
Dl′ ,m′ ,n′σl
′
αβτ
m′
ab σ˜
n′
rs cˆ
†
k˜,α,a,r cˆ
†
k˜,β,b,s + c.h.
)
, (5.20)
où C et D sont des tenseurs représentant l’éventail de paramètres
d’ordre possibles, i. e., ceux permis par les symétries du hamiltonien.
Le hamiltonien Hˆ peut être décomposé en un terme d’énergie ciné-
tique Hˆ0 et un terme d’énergie potentielle Vˆ. Dans l’éq.(5.20), les
matrices de Pauli σ, τ et σ˜ agissent respectivement sur l’espace du
spin, l’espace du sous-réseau antiferromagnétique et tout autre es-
pace associé à tout autre nombre quantique levant la dégénérescence
de spin sur chacun des sites du sous-réseau AFM (voir fig.5.3). Ces
matrices de Pauli sont au nombre de trois et sont des générateurs
du groupe SU(2). Ainsi, les sites d’amas i ∈ {1, · · · , Nc = 4} de la
10. On suit la convention d’Einstein selon laquelle les indices répétés sont sommés.
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figure 5.2 peuvent être identifiés sous forme de doublets d’indices
(a, r), où a dénote les sous-réseaux AFM et r la dégénérescence (ou
pas) de spin sur les sites des sous-réseaux. Ainsi, on pourrait faire les
associations suivantes : 1 ≡ (A, 1), 2 ≡ (B, 1), 3 ≡ (B, 2) et 4 ≡ (A, 2).
Le tenseur de termes de saut de l’éq.(4.12) devient alors : tij → tar;bs.
Puisqu’il y a dégénérescence de spin sur les sites des sous-réseaux
AFM a ∈ {A, B}, les sites 1 et 4 sont équivalents ainsi que le doublet 2
et 3, et la procédure de périodisation réduisant l’espace de Nambu de
moitié se vaut. Les matrices τab et σ˜rs de l’éq.(5.20), lorsque combinées,
déterminent l’ensemble des sauts électroniques sur le réseau original
bidimensionnel.
Le hamiltonien de l’éq.(5.20) est représenté explicitement dans la
base mixte suivante :
Ψˆ† =
(
cˆ†k˜,↑,a,r cˆ
†
k˜,↑,a,s . . . cˆ−k˜,↓,b,r cˆ−k˜,↓,b,s
)
. (5.21)
Quelle forme prend le hamiltonien de l’éq.(5.20) si l’on considère
un hamiltonien comprenant les termes de sauts électroniques entre les
différents sites du réseau, le paramètre d’ordre antiferromagnétiqueLa matrice de termes
de sauts tij (tar;bs)
comporte les sauts
au premier, deuxième
et troisième plus
proche voisins.
M et le paramètre d’ordre supraconducteur de type d ∆k ? Afin de
répondre à cette question, on débute en explicitant le terme associé à
l’énergie cinétique Hˆ0 du système. Pour ce faire, il faut écrire les trois
termes de saut (t, t′, t′′) dans le formalisme jusqu’ici discuté. La figure
5.3 illustre un amas de la fig.5.2 dans la base mixte (R, k˜). On s’appuie
ainsi sur la fig.5.3 afin de générer l’ensemble des sauts considérés. On
montre comment on peut générer l’ensemble des termes de saut 11
considérés à partir des matrices τ et σ˜ :
tar;bs
[
τ1abσ˜
1
rs + τ
1
abσ˜
0
rs
]
= {t(A,1);(B,2), t(A,2);(B,1), t(A,1);(B,1), t(A,2);(B,2)}
= t (saut premier voisin) (5.22a)
tar;bsτ0abσ˜
1
rs
= {t(A,1);(A,2), t(B,1);(B,2)}
= t′ (saut deuxième voisin) (5.22b)
tar;bsτ0abσ˜
0
rs
= {t(A,1);(A,1), t(A,2);(A,2), t(B,1);(B,1), t(B,2);(B,2)}
= t′′ (saut troisième voisin). (5.22c)
Le terme cinétique Hˆ0 de l’éq.(5.20) est la somme des équations (5.22a),
(5.22b) et (5.22c), le tout multiplié par la matrice σ3αβ puisque l’on
travaille dans la base de Nambu augmentée éq.(5.21) :
Hˆ0 = − ∑˜
k
tar;bsσ3αβ
[
τ0abσ˜
0
rs + τ
1
abσ˜
1
rs + τ
0
abσ˜
1
rs + τ
1
abσ˜
0
rs
]
cˆ†k˜,α,a,r cˆk˜,β,b,s.
(5.23)
11. Le tenseur tar;bs est hermitique signifiant que tar;bs = tbs;ar.
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Figure 5.2 – Les amas constituant le super-réseau sont équidistants l’un par
rapport à l’autre et respectent la géométrie du plan CuO2 des
cuprates, c’est-à-dire que le plan est reconstitué par une suc-
cession d’amas carrés 2× 2, car les paramètres du réseau a et
b sont égaux — il s’agit d’une très bonne approximation. Les
portions du super-réseau constituées de lignes pointillées repré-
sentent les segments inter-amas sur lesquels la self-énergie n’est
pas définie. Les vecteurs du super-réseau r˜i sont décrits par les
flèches bleues. Les sauts entre les différents amas accumulent
une phase (voir l’Appendice F pour de plus amples détails)
proportionnelle au pas du réseau. Le parallélogramme rempli
de rouge représente une autre forme d’amas avec laquelle l’on
aurait pu tapisser le super-réseau si la configuration des para-
mètres du réseau du matériau étudié le permettait. À la fig.5.3,
un amas est présenté ainsi que les paramètres champ-moyens
associés aux ordres issus de brisures de symétrie recherchés
dans les méthodes théoriques sur amas.
Afin de déterminer la forme du terme potentiel Vˆ, on doit définir les
paramètres d’ordre associés à l’antiferromagnétisme M et à la supra-
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conductivité de type d ∆. Ces paramètres d’ordre sont déterminés
dans la limite Hartree-Fock :
MeiQ·(Rar−Rbs)+φ = lim
η→0+
1
β∑n
e−iωnησ3αβτ
3
abσ˜
0
rs
〈
cˆ†k˜,α,a,r(iωn)cˆk˜,β,b,s
〉
Hˆ
(5.24a)
∆ar;bs = lim
η→0+
1
β∑n
e−iωnησ1αβ
[
τ1abσ˜
0
rs − τ1abσ˜1rs
]
×〈
cˆ†k˜,α,a,r(iωn)cˆ
†
−k˜,β,b,s
〉
Hˆ
. (5.24b)
Dans l’équation (5.24a), φ est une phase arbitraire et le vecteur Q =
(pi,pi) est le vecteur de diffusion antiferromagnétique défini dans la
zone de Brillouin réduite k˜. Le terme associé à l’énergie potentielle Vˆ
du hamiltonien Hˆ de l’éq.(5.20) s’écrit donc
Vˆ = −MeiQ·(Rar−Rbs)+φ ∑˜
k
σ3αβτ
3
abσ˜
0
rs cˆ
†
k˜,α,a,r cˆk˜,β,b,s
+
(
∑˜
k
∆ar;bsσ1αβ
[
τ1abσ˜
0
rs − τ1abσ˜1rs
]
cˆ†k˜,α,a,r cˆ
†
−k˜,β,b,s + c.h.
)
. (5.25)
Bien entendu, le hamitonien complet de l’éq.(5.20) est Hˆ = Hˆ0 + Vˆ,
où Hˆ0 provient de l’éq.(5.23) et Vˆ provient de l’éq.(5.25) :
Hˆ = − ∑˜
k
tar;bsσ3αβ
[
τ0abσ˜
0
rs + τ
1
abσ˜
1
rs + τ
0
abσ˜
1
rs + τ
1
abσ˜
0
rs
]
cˆ†k˜,α,a,r cˆk˜,β,b,s
−MeiQ·(Rar−Rbs)+φ ∑˜
k
σ3αβτ
3
abσ˜
0
rs cˆ
†
k˜,α,a,r cˆk˜,β,b,s
+
(
∑˜
k
∆ar;bsσ1αβ
[
τ1abσ˜
0
rs − τ1abσ˜1rs
]
cˆ†k˜,α,a,r cˆ
†
−k˜,β,b,s + c.h.
)
. (5.26)
Ainsi, si l’on exprime le hamiltonien de l’éq.(5.26) en fonction des
paramètres d’ordre champ-moyens ainsi que des termes de saut dans
l’espace de Fourier de la zone de Brillouin réduite k˜ (cf. fig.5.3), on
trouve :
Hˆk˜ = ∑˜
k
ek˜σ
3
αβ
[
τ1abσ˜
1
rs + τ
1
abσ˜
0
rs
]
cˆ†k˜,α,a,r cˆk˜,β,b,s
+ ∑˜
k
ζk˜σ
3
αβτ
0
abσ˜
1
rs cˆ
†
k˜,α,a,r cˆk˜,β,b,s + ∑˜
k
Ωk˜σ
3
αβτ
0
abσ˜
0
rs cˆ
†
k˜,α,a,r cˆk˜,β,b,s
−MeiQ·(Rar−Rbs)+φ ∑˜
k
σ3αβτ
3
abσ˜
3
rs cˆ
†
k˜,α,a,r cˆk˜,β,b,s
+ ∑˜
k
σ1αβ
[
∆xk˜τ
1
abσ˜
0
rs − ∆yk˜τ1abσ˜1rs
]
cˆ†k˜,α,a,r cˆ
†
−k˜,β,b,s + c.h.
= ∑˜
k
Ψˆ†k˜,α,a,rH
αβ;ab;rs
k˜
Ψˆk˜,β,b,s, (5.27)
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ϵk˜
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(A, 1) (B, 1)
(A, 2)(B, 2)
Ωk˜
Figure 5.3 – Illustration de Hˆ dans la base orbitale. Amas 2× 2 découpé
du plan CuO2 dans la maille élémentaire des cuprates supra-
conducteurs. Les sites A et B représentent les sous-réseaux
issus des bandes antiferromagnétiques. Les relations de dis-
persion électroniques premier-voisin ek˜, deuxième-voisin ζk˜,
troisième-voisin Ωk˜, ainsi que le paramètre d’ordre supracon-
ducteur ∆x,y
k˜
y sont montrés. Comme mentionné, chacun des
sites de l’amas est associé à un doublet d’indice. De plus,
sign
(
∆y
k˜
)
= −sign
(
∆x
k˜
)
.
où ek˜ = −2t(cos k˜y + cos k˜x) est la relation de dispersion aux sites
premier-voisins du réseau, ζk˜ = −2t′(cos (k˜x + k˜y) + cos (k˜x − k˜y)) est
la relation de dispersion aux sites deuxième-voisins,Ωk˜ = −2t′′(cos 2k˜x +
cos 2k˜y) est celle aux sites troisième-voisins, et ∆xk˜ = ∆ cos k˜x et ∆
y
k˜
=
−∆ cos k˜y. Le spineur de Nambu augmenté Ψˆ(†) de l’éq.(5.27) a 8
dimensions et partage la structure de celui de l’éq.(5.21) :
Ψˆ†k˜,α,a,r =
(
cˆ†
k˜,↑,A,1 cˆ
†
k˜,↑,A,2 cˆ
†
k˜,↑,B,1 cˆ
†
k˜,↑,B,2 cˆ−k˜,↓,A,1 cˆ−k˜,↓,A,2 cˆ−k˜,↓,B,1 cˆ−k˜,↓,B,2
)
Ψˆk˜,β,b,s =

cˆk˜,↑,A,1
cˆk˜,↑,A,2
cˆk˜,↑,B,1
cˆk˜,↑,B,2
cˆ†−k˜,↓,A,1
cˆ†−k˜,↓,A,2
cˆ†−k˜,↓,B,1
cˆ†−k˜,↓,B,2

.
(5.28)
La base de l’équation (5.28) découle directement de l’éq.(4.20) lorsque
Nc = 4.
Dans le but de déterminer la formule pour calculer la rigidité su-
perfluide dans la situation où l’on trace sur la fonction de Green de
l’amas Gc, on suit les étapes de la sous-section 5.4.2 en utilisant le
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hamiltonien matriciel Hαβ;ab;rs
k˜
de l’éq.(5.27) à la place de H0k,σ. À partir
de l’éq.(5.19), une expression compacte de ρs à l’intérieur du plan
CuO2 sans correction de vertex aurait la forme suivante :
ρtr.‖,ab =
1
βVN ∑¯˜k,n,σ
tr
G ∂Hαβ;ab;rs¯˜k
∂Ab
G
∂Hαβ;ab;rs¯˜k
∂Aa
+ G
∂2Hαβ;ab;rs¯˜k
∂Aa∂Ab
 ∣∣∣∣
A=0
.
(5.29)
La formule (5.29) développée donne
ρtr.‖,ab =
e2
h¯2βVN
∑˜
k
[
δek˜
δk˜b
δek˜
δk˜a
(
tr [GTeGTe]− tr [GTe′GTe′ ]
)
+
δek˜
δk˜b
δζk˜
δk˜a
(
tr [GTeGT001]− tr [GTe′GT301]
)
+
δek˜
δk˜b
δΩk˜
δk˜a
(
tr [GTeGT000]− tr [GTe′GT300]
)
+
δζk˜
δk˜b
δζk˜
δk˜a
(
tr [GT001GT001]− tr [GT301GT301]
)
+
δζk˜
δk˜b
δek˜
δk˜a
(
tr [GT001GTe]− tr [GT301GTe′ ]
)
+
δζk˜
δk˜b
δΩk˜
δk˜a
(
tr [GT001GT000]− tr [GT301GT300]
)
+
δΩk˜
δk˜b
δΩk˜
δk˜a
(
tr [GT000GT000]− tr [GT300GT300]
)
+
δΩk˜
δk˜b
δek˜
δk˜a
(
tr [GT000GTe]− tr [GT300GTe′ ]
)
+
δΩk˜
δk˜b
δζk˜
δk˜a
(
tr [GT000GT001]− tr [GT300GT301]
)]
, (5.30)
où a, b = {x, y} dans ce cas particulier. La formule éq.(5.30) est dérivée
à la section K.1 de l’Appendice K. Les différentes matrices T sont
exprimées dans la base (5.28) et elles sont définies comme suit :
Tlmn ≡ σlαβτmabσ˜nrs.
Les combinaisons suivantes sont utilisées à l’éq.(5.30) : Te = T011 + T010
et Te′ = T311 + T310.
Pour trouver la rigidité superfluide dans la direction z (perpendi-
culaire aux plans CuO2), on a besoin des vertex de courant obtenus
par une dérivée de la relation de dispersion par rapport à kz. Tel que
mentionné dans la sous-section 1.4.2, selon le cuprate considéré, cette
dépendance en kz peut être très différente. Tous ces cas seront considé-
rés dans des travaux à venir. Dans ce mémoire, on remplace plutôt les
vertex de courant premiers-voisins de l’équation (5.36) par le vertex
de courant dans la direction z, soit vz = −tbi sin kz
(
cos kx − cos ky
)2,
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z y
x
A B
Figure 5.4 – Exemple d’empilement des plans CuO2 dans les cuprates selon
l’axe z. Les différents sous-réseaux AFM A et B sont représentés
en orange et jaune, respectivement (cf. fig.5.3). La flèche rouge
illustre un saut premier-voisin entre deux plans superposés.
La flèche cyan montre un saut deuxième-voisin entre deux
plans. Les flèches bleues montrent des sauts troisièmes-voisins
entre deux plans CuO2. Pour ne pas surcharger la figure, seule
la moitié des termes de saut deuxièmes-voisins et troisièmes-
voisins est illustrée et une certaine portion des termes de saut a
été grisée. Tous les termes de saut constituant t⊥ passent d’un
sous-réseau AFM à l’autre en sautant d’un plan à l’autre.
parce que ce ne sont que ces termes qui lient deux sous-réseaux
AFM distincts 12. Cela permet de mettre en évidence l’effet du fac-
teur
(
cos kx − cos ky
)2 qui pondère surtout la région où se trouve le
pseudo-gap dans le cas dopé en trous. Ce facteur devrait avoir moins
d’influence du côté dopé en électrons. Ensuite, il est important de
noter dans la dernière équation que la seule quantité dépendant de z
est contenue dans le vertex de courant vz. En effet, on ne conserve que
les termes dominants en tbi et on néglige cette composante en z dans
les fonctions de Green 13. Ainsi, uniquement le terme de la formule
(5.30) comportant deux vertex de courant premiers-voisins contribue
à 14 ρ⊥. Le terme de saut t⊥ a une périodicité de 2pina dans la direction
x et de 2pimb dans la direction y, avec n, m ∈ N. L’intégrale sur kz peut
donc être faite, et elle contribue en un facteur 12 . On trouve alors
12. Voir la figure 5.4.
13. Les sauts premiers-voisins dans la direction perpendiculaire aux plans CuO2
ne sont pas compris dans la procédure d’autocohérence de la CDMFT. Les effets de
la troisième dimension sont négligeables [79].
14. L’ordre AFM selon l’axe z requiert que l’on ne considère que le terme ayant deux
vertex de courant premiers-voisins. Si l’on conservait tous les termes de l’éq.(5.30) et
que l’on remplaçait tous les vertex de courant par vz, on considérerait à la fois un
ordre antiferromagnétique et ferromagnétique selon z.
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ρtr.⊥,zz =
4e2
h¯2βVN
∑˜
k
t¯2⊥(k˜) (tr [GTeGTe]− tr [GTe′GTe′ ]) ,
ρs ⊥ au plan en traçant sur l’amas (SC+AFM)
(5.31)
où t¯2⊥(kx, ky) =
1
2 t
2
bi
(
cos kx − cos ky
)2. En revanche, si l’on considérait
simultanément un ordre antiferromagnétique et ferromagnétique, ρtr.⊥,zz
s’écrirait
ρtr.⊥,zz =
4e2
2h¯2βVN
∑˜
k
t¯2⊥(k˜)∑
cd
∑
c′d′
F†cd(k˜)Fc′d′(k˜), (5.32)
où les fonctions de Green anormales 4× 4 sont notées 15 F(†)(k˜) =
Gc1:4(5:8),5:8(1:4)(k˜, iωn). Les formules éqs.(5.30), (5.31) et (5.32) décrivant
ρtr.⊥,zz permettent de s’affranchir des procédures de périodisation de la
fonction de Green Gc qui éliminent les éléments hors-diagonaux de
Gc.
En vertu de l’éq.(5.5), puisqu’on calcule la rigidité superfluide ρtr.⊥,zz
selon l’axe c, on peut calculer λzz ≡ λc à partir de l’éq.(5.31). À l’instar
de l’axe c, on peut calculer λab dans le plan CuO2, avec a, b ∈ {x, y}, à
partir de l’éq.(5.30). Le développement diagrammatique de la formule
éq.(5.31) est similaire à la fig.5.1, à la différence près que les vertex de
courant sont les vitesses 16 t¯⊥ restreignant les porteurs de charge des
plans CuO2 à sauter d’un plan adjacent à l’autre 17
Figure 5.5 – Illustration diagrammatique de la rigidité superfluide sans cor-
rections de vertex avec l’approximation des vertex de courant.
Le terme paramagnétique de la fig.5.5 décrit le passage d’un porteur
de charge interagissant d’un plan CuO2 i à celui adjacent i + 1 d’une
maille élémentaire à l’autre. Ce serait plus compliqué autrement. Le
terme diamagnétique est quant à lui développé au premier ordre afin
de rendre compacte les formules (éqs.(5.30) et (5.31)) décrivant ρtr..
15. Les indices associés à G délimitent la portion de G définissant F ; F occupe les
lignes 1 à 4 (1 : 4) et les colonnes (5 : 8) de G. F occupe également la portion de G
allant des lignes 5 à 8 et des colonnes 1 à 4.
16. Consulter l’éq.(1.2).
17. Il faut également que les porteurs de charge changent de sous-réseau AFM en
sautant d’un plan adjacent à l’autre (voir la fig.5.4).
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formules avec périodisation (afm+sc)
Dans la situation où seuls l’AFM et la dSC existent et que l’on
périodise la fonction de Green Gc ou le cumulant, on se trouve à
tronquer l’espace de Nambu augmenté de l’éq.(5.28) de moitié. En
effet, en périodisant, on élimine les degrés de liberté associés aux
matrices σ˜ de l’éq.(5.27). En effet, si l’on périodise la fonction de Green
du réseau ou le cumulant éq.(4.15) afin de la projeter sur la zone de
Brillouin reduite antiferromagnétique (fig.4.1), cela revient à laisser
tomber toute différentiation entre sites d’un même sous-réseau (A
ou B) produite par les matrices σ˜ (cf. éq.(5.27)), de telle sorte que
le hamiltonien éq.(5.20) prend alors la forme suivante dans l’espace
(R, k), avec {a, b} = {A, B} 18 et {α, β} = {↑, ↓} : On rappelle ici que
K · r˜ = 2pin, avec
n ∈ Z.Hˆ =∑
k
ekσ
3
αβτ
1
ab cˆ
†
k,α,a cˆk,β,b +∑
k
(ζk +Ωk) σ3αβτ
0
ab cˆ
†
k,α,a cˆk,β,b
+ M∑
k
eiQ·(Ra−Rb)+φσ3αβτ
3
ab cˆ
†
k,α,a cˆk,β,b
+∑
k
∆abσ1αβτ
1
ab cˆ
†
k,α,a cˆ
†
−k,β,b + c.h., (5.33)
où ek, ζk et Ωk sont les relations de dispersion (cf. éq.(5.27)) repré-
sentées dans la rBZ, Q = (pi,pi) est le vecteur d’onde antiferroma-
gnétique, et ∆ab = ∆ si ra − rb = ±ex et ∆ab = −∆ si ra − rb = ±ey,
correspondant à l’appariement singulet dx2−y2 . On note que la base
mixte est dorénavant (R, k), où k est élément de la zone de Brillouin
rBZ (fig.4.1), puisque l’on a périodisé afin de tout décrire dans la rBZ.
Si l’on complète la transformée de Fourier de l’éq.(5.33) dans la zone
de Brillouin originale BZ en exprimant ces paramètres d’ordre en La zone de Brillouin
originale k est deux
fois plus grande que
celle
antiferromagnétique
rBZ, en vertu du
vecteur d’onde de
diffusion
Q = (pi,pi).
fonction de k, on obtient 19
Hˆk =∑
k,σ
γk cˆ†k,σ cˆk,σ + M∑
k
[(
cˆ†k,↑ cˆk+Q,↑ − cˆ†k,↓ cˆk+Q,↓
)
+ c.h.
]
+∑
k
(
∆∗k cˆ−k,↓ cˆk,↑ + ∆k cˆ
†
k,↑ cˆ
†
−k,↓
)
, (5.34)
où
γk = −2t(cos ky + cos kx)− 2t′(cos (kx + ky) + cos (kx − ky))
− 2t′′(cos 2kx + cos 2ky) (5.35)
est la relation de dispersion comprenant les sauts premiers-voisins,
deuxièmes-voisins et troisièmes-voisins. La fonction de gap est ∆k =
∆(cos kx − cos ky). Le hamiltonien éq.(5.35) n’est plus exprimé sous
forme matricielle, contrairement au hamiltonien éq.(5.33).
18. Se référer à la fig.5.3.
19. On ne fait pas la distinction entre les vecteurs de la zone rBZ ou BZ dans la
notation. Le cas échéant sera mentionné ou laissé implicite selon la situation.
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Afin de déterminer les formules pour calculer la rigidité super-
fluide selon tous les axes principaux de la maille élémentaire dans
le cas où il y a coexistence AFM+dSC et que l’on périodise Gc, il
suffit de reprendre, à l’instar de la section 5.5, les démarches de la
sous-section 5.4.2. Les étapes de calcul explicites sont montrées à la
section K.2 de l’Appendice K. Après périodisation dans la rBZ, la
fonction de Green habillée obtenue de la CDMFT réduit sa dimension,
passant d’une matrice 8× 8 à 4× 4. La périodisation dans la zone
de Brillouin rBZ (cf. éq.(5.33)) écarte la dimension associée à σ˜ de
l’éq.(5.27). La formule permettant de calculer la rigidité superfluide
dans le plan cuivre-oxygène des cuprates est
ρ
per.
‖,ab =
e2
h¯2βVN
∑
k
[
δζ¯k
δkb
δζ¯k
δka
(
tr [GT00GT00]− tr [GT30GT30]
)
+
δζ¯k
δkb
δek
δka
(
tr [GT00GT01]− tr [GT30GT31]
)
+
δek
δkb
δζ¯k
δka
(
tr [GT01GT00]− tr [GT31GT30]
)
+
δek
δkb
δek
δka
(
tr [GT01GT01]− tr [GT31GT31]
)]
, (5.36)
auquel cas a, b = {x, y}. La fonction ek est la relation de dispersion
premier-voisin, alors que la fonction ζ¯k est comprend les relations de
dispersion deuxième-voisin et troisième-voisin. Puisque les paramètres
de réseau a et b sont équivalents, les deuxième et troisième termes de
l’éq.(5.36) sont équivalents. La formule de ρ⊥ est
ρ
per.
⊥,zz =
e2
h¯2βVN
∑
k
t¯2⊥(k)
(
tr [GT01GT01]− tr [GT31GT31]
)
,
ρs ⊥ au plan avec périodisation (SC+AFM)
(5.37)
où, encore une fois, t¯2⊥(kx, ky) =
1
2 t
2
bi
(
cos kx − cos ky
)2. On rappelle
que V est le volume de la maille élémentaire AFM et que N est le
nombre de mailles élémentaires en question. Les traces tr [· · · ] sont
effectuées sur l’espace de Nambu suivant :
Ψˆ†k,α,a =
(
cˆ†k,↑,A cˆ
†
k,↑,B cˆ−k,↓,A cˆ−k,↓,B
)
Ψˆk,β,b =

cˆk,↑,A
cˆk,↑,B
cˆ†−k,↓,A
cˆ†−k,↓,B
.
(5.38)
À l’Appendice N, la signification de chacun des termes de l’éq.(5.36)
est expliquée. Il est possible de calculer la longueur d’onde de pé-
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nétration λ à partir de l’éq.(5.36) (ou (5.37)). Pour ce faire, on utilise
l’éq.(5.5) en substituant ρab par ρ
per.
‖,ab (ou ρ
per.
⊥,zz).
formules avec état pur supraconducteur (sc)
Lorsqu’on intègre sur la BZ, les expressions de la rigidité superfluide
pour tous les axes principaux de la maille élémentaire en présence de
coexistence AFM + dSC (éq.(5.36) et éq.(5.37)) surestiment les résultats
de la rigidité superfluide ρSC lorsqu’il y a uniquement supraconducti-
vité, autrement dit lorsque M = 0 dans l’éq.(5.33). On discute ce point
à l’Appendice N en y détaillant la procédure employée afin d’éliminer
le surdénombrement des contributions. On s’abstient de dériver ρSC,
puisque les résultats se retrouvent déjà dans la littérature [18, 24]. On
ne fait qu’énoncer et discuter des résultats. La rigidité superfluide
dans le plan CuO2 est
ρSC‖,ab =
e2
h¯2βVN
∑
k
δγk
δkb
δγk
δka
(
tr [GG ]− tr [σ3Gσ3G]
)
, (5.39)
où a, b = {x, y} dans ce cas-ci et γk est la relation de dispersion
complète (éq.(5.35)). Le terme σ3 est la matrice de Pauli diagonale
représentée dans l’espace de Nambu. La rigidité superfluide sans
correction de vertex selon l’axe cristallin c décrivant un système su-
praconducteur s’écrit
ρSC⊥,zz =
e2
h¯2βVN
∑
k
t¯2⊥(k)
(
tr [GG ]− tr [σ3Gσ3G]
)
.
ρs ⊥ au plan avec périodisation (SC)
(5.40)
Lorsqu’on périodise, tr [. . .] agit sur l’espace de Nambu supposant
l’appariement singulet des paires de Cooper Ψˆk =
(
cˆk,↑ cˆ†−k,↓
)ᵀ
. De
manière similaire au cas en régime de coexistence, en régime pur on
peut s’affranchir de tout schéma de périodisation de la fonction de
Green en effectuant la trace sur cette dernière. Dans cette situation, la
formule alternative a plutôt l’allure suivante :
ρtr.,SC⊥,zz =
4e2
h¯2βVN
∑˜
k
t¯2⊥(k˜)tr
[
F†(k˜)F(k˜)
]
. (5.41)
La formule de la rigidité superfluide parallèle au plan traçant sur
l’amas ρtr.,SC‖,ab est équivalente à l’éq.(5.41), si l’on remplace le préfacteur
t¯⊥(k˜) par les dérivées partielles de la relation de dispersion apparais-
sant dans l’éq.(5.39). En traçant, le spineur de nambu a plutôt la forme
décrite à l’éq.(5.28) et la fonction de Green anormale 4× 4 est notée
F(†).
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Pour calculer ρSC⊥,zz (ou ρ
SC
‖,ab), à l’instar de ρ
per.
⊥,zz (ou ρ
per.
‖,ab), on pério-
dise la fonction de Green de l’amas Gc ou le cumulant (cf. fig.4.1) et on
porte la fonction de Green périodisée dans l’éq.(5.40) (éq.(5.39)). Si l’on
substitue la fonction de Green G de l’éq.(5.40) par celle champ-moyen
G(k, iωn) =
[
G↑↑(k, iωn) F↓↑(k, iωn)
F∗↓↑(k, iωn) −G∗↓↓(k, iωn)
]
=
iωn1+ γkσ3 + ∆′kσ1 + ∆
′′
kσ2
(iωn)2 − E2k
, (5.42)
où ∆k = ∆′k + i∆
′′
k est le gap supraconducteur, γk est la relation de
dispersion électronique et Ek =
√
γ2k + ∆
2
k est le spectre des quasipar-
ticules de Bogoliubov, on trouve
ρSC =
4e2
h¯2βVN
∑
k
t¯⊥(k)2
∆2k[
(ωn)2 + γ2k + ∆
2
k
]2 . (5.43)
Pour aboutir à l’éq.(5.42), on a simplement développé les équations
du mouvement en partant de la définition de la fonction de Green et
du hamiltonien BCS symétrique particule-trou :
HˆBCSk,σ =
1
2∑k,σ
γk cˆ†k,σ cˆk,σ +
1
2∑k,σ
γ−k cˆ†−k,σ cˆ−k,σ +∑
k
∆k cˆ†k,↑ cˆ
†
−k,↓
+∑
k
∆∗k cˆ−k,↓ cˆk,↑
=∑
k
(
cˆ†k,↑ cˆ−k,↓
)(γk ∆k
∆∗k −γ−k
)(
cˆk,↑
cˆ†−k,↓
)
+ e−k. (5.44)
Diagonaliser le hamiltonien éq.(5.44) permet de retrouver le spectre
des bogoliubons. De l’expression éq.(5.43), il est clair que si le gapLa rigidité
superfluide comporte
surtout la physique
près du niveau de
Fermi (ω = 0), car
les contributions à
ρs diminuent très
rapidement
(∝ 1
(iωn)4
) en
augmentant en
fréquence de
Matsubara.
supraconducteur est nul, soit ∆k = 0, la rigidité superfluide est nulle.
La rigidité superfluide est une quantité qui converge rapidement en
fonction des fréquences de Matsubara (ρs ∝ 1(iωn)4 ) contrairement à,
par exemple, la densité de particules où n ∝ 1
(iωn)2
. On peut donc
sommer sur un ensemble de fréquences de Matsubara moins grand
pour calculer ρs en étant tout aussi précis que pour le calcul de la
densité de particules 20.
20. Voir la section M.2.
6
R É S U LTAT S
Dans ce chapitre, les résultats de calculs de la rigidité superfluide à
température nulle et à température finie sont présentés et commentés.
On réitère que les résultats à température nulle (T = 0) ont été obtenus
en utilisant le solutionneur d’impureté ED, alors que ceux à tempé-
rature finie ont été obtenus en utilisant le solutionneur d’impureté
CT-HYB. Les solutions physiques montrant une coexistence de phase
entre l’AFM et la dSC ont été obtenues en ED-CDMFT seulement et
elles ont été calculées par Foley et al. [23]. L’effet des sauts inter-
plans sur la relation d’autocohérence CDMFT a été négligé, ce qui est
cohérent avec le fait que le terme de saut interplan n’est pas inclus
dans les fonctions de Green. Cette coexistence apparaît dans le régime
mixte dSC+AFM, c’est-à-dire lorsqu’on relaxe les symétries de l’amas
permettant ladite coexistence.
Les résultats à T = 0 suggèrent que la coexistence de phase réduit si-
gnificativement ρs dans le régime sous-dopé en électrons des cuprates
et cette réduction amplifierait les fluctuations de la phase du paramètre
d’ordre supraconducteur [21]. Elle serait par conséquent, en vertu de
la relation de proportionnalité de Uemura (cf. sous-section 1.3.2), à
l’origine la diminution de la température critique Tc. Plusieurs tenta-
tives ont été réalisées afin de faire converger une solution comportant
de l’AFM et de la dSC à partir de CT-HYB pour avoir des résultats à
température finie, mais aucune n’a été concluante. Jusqu’à présent, au-
cune phase mixte comportant l’AFM et la dSC n’a été trouvée avec les
solutionneurs d’impureté de type CTQMC [23] et cela représente un
grand défi. Cependant, l’effet de la frustration de spin 1 à température
finie sur la rigidité superfluide, la température critique supraconduc-
trice ainsi que le paramètre d’ordre supraconducteur a été étudié et
est discuté à la section 6.2. Typiquement,
chacune des figures
présentées a nécessité
des dixaines d’heures
de temps de calculs.
Tous les programmes
utilisés sont
optimisés, car tous
les gains en
performance, aussi
minimes soient-ils,
peuvent réduire le
temps de calcul de
quelques heures.
Il est à noter que tous les résultats sur la rigidité superfluide montrés
ont été obtenus ayant choisi les constantes des paramètres du réseau
(a, b, c), la charge électrique e, la constante de Planck h¯, la constante
de Boltzmann kB et le terme de saut premier-voisin t égales à 1. Pour
pouvoir comparer des quantités physiques avec l’expérience, i. e., la
longueur de pénétration λ, il faut effectuer une analyse dimensionnelle
afin d’exprimer ces dernières dans le système d’unités SI. Dans certains
graphiques à T = 0, à quelques valeurs de ρs sont associées des valeurs
de λ afin de comparer à l’expérience (cf. éq.(5.5)). On note pér. G le
schéma de périodisation de la fonction de Green, pér. M pour désigner
1. La frustration de spin apparaît sur l’amas 2× 2 lorsque le terme de saut au
deuxième voisin est inclus dans les calculs, soit lorsque t′ 6= 0.
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le schéma de périodisation du cumulant et tr. le schéma où l’on trace
sur la fonction de Green.
résultats à température nulle
Dans la présente section, les résultats de ρs issus des calculs utilisant
l’ED sont montrés. La rigidité superfluide selon tous les axes de la
maille élémentaire des cuprates a été évaluée. Dans le cadre de la théo-
rie des liaisons fortes, deux ensembles de termes de saut reproduisant
la structure de bande électronique associée à différents composés sont
considérés. Ils sont tabulés à la sous-section 1.4.1 (tab.1.1). Dans l’ar-
ticle de Foley et al. [23], aucune coexistence AFM+dSC n’a été trouvée
pour l’ensemble de paramètres YBCO du côté dopé aux trous. Pour
ce composé, la coexistence n’apparaît que du côté dopé en électrons.
En revanche, de la coexistence a été trouvée sur un petit domaine
de dopage en trous pour l’ensemble de paramètres associé aux com-
posés LSCO, en plus d’avoir été trouvée du côté dopé en électrons.
On suppose une maille élémentaire (fig.1.2) comportant deux plans
CuO2, bien que cela ne change pas la relation entre Tc et ρs [77] —
elle est universelle. Les paramètres du modèle de Hubbard (1.1) sont
normalisés à l’énergie du terme de saut premier-voisin t ∼ 250meV.
On rappelle que la valeur du terme de saut interplan à l’éq.(1.2) qui a
été choisie est tbi = 10meV [45, 53]. Le couplage entre les plans CuO2
change selon les différents composés, que ce soit des cuprates de la
famille YBCO ou LSCO [44].
On montre dans le corps de ce mémoire, dans l’ordre, les résultats 2
sur ρzz ainsi que ρ‖ pour le schéma pér. G (éq.(4.26)). Les données des
autres schémas, soient pér. M et tr., sont présentées et analysées à la
section L.1 de l’Appendice L. Qualitativement, les schémas pér. M et
tr. changent similairement l’effet de la coexistence sur ρs. Ces deux
schémas semblent moins efficaces lorsque la frustration de spin sur
la plaquette 2× 2 est élevée. En ce qui concerne le calcul de ρs selon
l’axe c dans le régime pur dSC, on utilise la formule (5.40), alors que
dans le régime mixte, c’est plutôt l’éq.(5.37) qui est sollicitée. Dans
le régime pur dSC, ρ‖ est évaluée en ayant recours à l’éq.(5.39), alors
que l’éq.(5.36) prend la relève lorsqu’il y a compétition de phase. Les
formules éq.(5.37) et éq.(5.36) sont uniquement utilisées en régime
mixte, dans l’état dSC+AFM. Lorsqu’on utilise la formule (5.37) avecLe programme utilisé
pour calculer ρs est
écrit en Julia et est
disponible sur
GitHub à l’adresse
suivante : https:
//github.com/
oliviersimard.
des solutions de l’état pur dSC en sommant sur les vecteurs d’onde
dans la zone de Brillouin originale, on retrouve les mêmes résultats
pour ρzz à un facteur 2 près par rapport au cas où l’on aurait utilisé
l’éq.(5.40). En effet, dans un système AFM, contrairement à un système
pur dSC, il faut diviser par 2 le résultat de la somme effectuée dans la
zone de Brillouin originale (BZ) pour ne pas surdénombrer les états
2. La rigidité superfluide selon l’axe c est notée ρzz (ou ρ⊥) et celle intra-plan ρ‖.
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quantiques 3. On montre à l’Appendice N des résultats sur ρs dans La zone de Brillouin
réduite AFM est 2
fois plus petite que
celle originale.
l’état pur dSC calculés avec les formules en régime coexistence (5.36)
et (5.37) en sommant sur la BZ. La grille de fréquences de Matsubara
iωn utilisée a 500 éléments, c’est-à-dire que n = {0, · · · , 499}. Pour
sommer sur les fréquences de Matsubara, une température fictive de
β = 500/t a été utilisée afin de contourner les difficultés associées à
l’intégration sur l’axe imaginaire. On montre à l’Appendice M que
la rigidité superfluide converge rapidement en fonction de β et en
fonction de la taille de la grille de fréquences iωn.
Dans le but de comprendre autant que possible toutes les compo-
santes affectant ρzz, l’effet du terme de saut t⊥ (éq.(1.2)) été évalué
en retirant le coefficient
(
cos kx − cos ky
)4 de l’éq.(1.2) pour tous les
ensembles de paramètres de liaison forte et tous les schémas de pério-
disation, dans le régime de coexistence ainsi que dans le régime pur. En retirant le facteur(
cos kx − cos ky
)2
de t⊥, on ôte la
pondération du
pseudo-gap. On
conserve toujours le
terme en cos kz afin
de lier les plans l’un
à l’autre selon l’axe
z.
Une sélection de figures montrant cet effet est présentée dans le corps
de ce mémoire et à la section L.1 de l’Appendice L.
Il fut mentionné à la section 5.1 que la bidimensionnalité du sys-
tème empêche la brisure de symétrie U(1) associée à l’apparition de
la supraconductivité, en vertu du théorème de Mermin-Wagner. Ce
dernier aspect, conjugué à la taille limitée de l’amas, signifie que l’am-
plitude du paramètre d’ordre dSC 〈D〉 correspond à la formation de
paire de Cooper locales. Ainsi, les dômes supraconducteurs 〈D〉 ne
délimitent aucunement la région du diagramme de phase garantissant
la cohérence de l’état supraconducteur, puisque des paires locales
peuvent se former et fluctuer sans être cohérentes. Autrement dit,
la température critique supraconductrice évaluée en CDMFT est la
température champ-moyen. Il en va de même pour la brisure de sy-
métrie SO(3) associée à l’AFM : le paramètre d’ordre AFM 〈M〉 fait
état des fluctuations AFM, lorsqu’elles apparaissent, et n’assure pas la
cohérence de cet état.
La différence entre les régimes pur et mixte est dans la paramétri-
sation des bains et dans les symétries du système [23]. Dans l’état
pur, les symétries imposées sur les bains et la plaquette évacuent la
possibilité que l’ordre AFM puisse s’installer. Toutefois, en relaxant les
symétries imposées au système amas-bain, la quantité de degrés de
liberté augmente et la compétition entre l’AFM et la supraconductivité
dSC est admise, car on laisse la possibilité à l’AFM d’émerger. Le
régime de coexistence peut seulement apparaître dans le régime mixte On peut confondre
les mots régime et
état lorsqu’on parle
du régime de
coexistence.
de la paramétrisation des bains. En effet, un système pur dSC a une
symétrie C2v sur la plaquette, alors que le régime mixte a plutôt une
symétrie réduite à C2. Puisque les symétries diffèrent, les représen-
tations irréductibles des fonctions de Green diffèrent. De plus, par
état de coexistence, on entend le fait que l’état comprend l’existence
simultanée de plus d’un paramètre d’ordre : dans ce cas-ci l’AFM et
la dSC.
3. Voir en particulier les figs.N.3, N.4 et N.5.
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Présentation des figures
Dans les figures qui suivent, tous les dopages pour lesquels appa-
raissent à la fois des données associées à 〈M〉 et à 〈D〉 constituent des
dopages dont les calculs ont été effectués dans le régime mixte, c’est-
à-dire en permettant en principe aux deux symétries d’être brisées.
La rigidité superfluide calculée dans le régime mixte et celle calculée
dans le régime pur sont indiquées respectivement par des points verts
et noirs. Lorsque des points noirs et verts se superposent, cela signifie
que seule la dSC est stable pour ces dopages dans le régime mixte.
Si toutefois ρs est nulle en régime mixte, cela signifie que l’AFM a
dominé sur la dSC — cela se produit principalement dans le régime
sous-dopé en électrons. Lorsque l’interaction de Coulomb locale U
dépasse une certaine valeur critique Uc, la transition de Mott apparaît
à demi-remplissage (n = 1) et la supraconductivité y disparaît (figs.6.1,
6.2, 6.3, 6.7, 6.8 et 6.9), puisque c’est alors un isolant de charge. Le côté
où n < 1 correspond au côté dopé en trous alors que le côté n > 1
correspond au côté dopé en électrons. Une asymétrie entre ces deux
côtés se révèle à travers 〈D〉 et ρs, notamment. Cette asymétrie est
principalement due à la structure de bande électronique, car le modèle
de Hubbard est symétrique particule-trou lorsque t′′ = t′ = 0. Les
sous-figures placées dans les figures principales tracent le comporte-
ment de l’amplitude des paramètres d’ordre supraconducteur 〈D〉 et
antiferromagnétique 〈M〉 en fonction de la densité de particules n.
Seuls les résultats de ρs obtenus avec la périodisation de la fonction
de Green pér. G sont montrés dans le corps principal de cet ouvrage.
La raison justifiant ce choix est que l’on estime que le schéma pér. G éli-
mine plus efficacement l’effet de la brisure de symétrie sous translation
issue de la dimension finie de l’impureté. La sous-section 6.1.4 élabore
sur cet avis en analysant les différents schémas de périodisation.
À la sous-section 4.2.3, il fut mentionné qu’il existe deux sous-
ensembles équivalents de vecteurs du super-réseau réciproque K, soit
Ky = {(0, 0), (0,pi)} et Kx = {(0, 0), (pi, 0)}, pour périodiser Gc dans
la zone de Brillouin réduite AFM (rBZ) (cf. fig.4.1). À moins d’avis
contraire, dans le régime de coexistence, toutes les fonctions de Green
dans les schémas pér. G ainsi que pér. M ont été périodisées en utilisant
l’ensemble associé à Ky. Dans les schémas pér. G et pér. M, intervertir
Kx et Ky ne change rien au calcul de ρzz, puisque la fonction de Green
de l’amas est définie modulo K. De plus, on ne devrait pas s’attendre
à ce que ρxx 6= ρyy.
Rigidité superfluide interplan
Nonobstant le fait que le couplage interplan dans les cuprates soit
faible, les porteurs de charge peuvent se propager d’un plan à l’autre,
produisant un courant selon l’axe c. On peut alors calculer ρzz en vertu
6.1 résultats à température nulle 83
de l’éq.(5.7). Les figures 6.1, 6.2, 6.3 et 6.4 comparent ρzz dans l’état pur
dSC et dans l’état dSC+AFM en fonction de la densité de particules
n. Certaines longueurs de pénétration selon l’axe c, λc, obtenues à
partir de l’éq.(5.5) sont montrées : ces dernières sont cohérentes avec
la littérature [53, 83].
Figure 6.1 – Rigidité superfluide selon l’axe c (ρzz) en fonction de la densité
de particules n en régimes de coexistence et pur pour U = 12t,
t′ = −0.3t et t′′ = 0.2t. La sous-figure de gauche illustre l’am-
plitude du paramètre d’ordre dSC 〈D〉 en fonction de la densité
de particules dans l’état pur. La sous-figure de droite illustre
l’amplitude des paramètres d’ordre dSC 〈D〉 et AFM 〈M〉 dans
le régime mixte. Dans la sous-figure de droite, les deux points
bleus près de n = 1 où 〈D〉 6= 0 ne peuvent être considérées
comme des solutions physiques étant donné qu’il s’agit de seule-
ment 2 points. Le régime mixte est stable seulement du côté
n > 1. Les carrés creux verts de la figure principale montrent ρzz
calculée en régime mixte dSC+AFM alors que les points noirs
montrent ρzz calculée dans l’état pur dSC. Tous ces résultats ont
été obtenus en périodisant la fonction de Green de l’amas issue
de la CDMFT, comme indiqué par l’inscription pér. G dans le
titre.
Les figures 6.1 et 6.2 montrent des résultats de coexistence obtenus
avec les paramètres de bandes YBCO à U = 12t > Uc et U = 8t > Uc,
respectivement. Les figures 6.3 et 6.4 montrent des résultats de co-
existence pour les paramètres de liaison forte des composés LSCO à
U = 6.55t > Uc et U = 5t < Uc, respectivement. Pour les paramètres
tight-binding YBCO, au-delà du Uc, il est de constat que l’amplitude
de 〈D〉 est plus grande du côté dopé en électrons, alors que ρzz est
légèrement plus élevée du côté dopé en trous. Lorsque n < 1, comme
le montrent les figures 6.1 et 6.2, 〈D〉 et ρzz diminuent en augmentant
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U. Des études du poids spectral dans le pseudo-gap des cuprates
montrent que l’interaction électronique doit être plus forte du côté
dopé en trous que du côté dopé en électrons pour reproduire l’expé-
rience [72, 81]. La rigidité superfluide ρzz a déjà été calculée par Gull
et Millis [24] dans l’état pur en DCA à U = 6t > Uc et β = 60/t
pour des paramètres de bandes légèrement différents lorsque n < 1.
Ils obtiennent un comportement de la rigidité superfluide similaire,
en ce que ρzz admet un maximum dans le régime surdopé, que cette
valeur maximale colle avec celle qu’on obtient et que les régimes de
dopage sur lequels ρzz est définie se ressemblent.
Figure 6.2 – ρzz en fonction de n en régimes de coexistence et pur pour
U = 8t, t′ = −0.3t et t′′ = 0.2t. La présentation des résultats est
idem à la fig.6.1.
De plus, on remarque à partir des figures 6.1 et 6.2, et des figures
6.3 et 6.4, qu’augmenter l’interaction de Coulomb U augmente le
recouvrement entre 〈M〉 et 〈D〉, c’est-à-dire la région de coexistence
en dopage du côté dopé en électrons. Cela est observé pour tous les
paramètres de bande (tab.1.1). Toutefois, du côté dopé en électrons
dans le régime de coexistence, accroître U pour les paramètres de
bande t′ = −0.3t et t′′ = 0.2t repousse la suppression de 〈D〉 à dopage
plus élevé, alors que pour les paramètres t′ = −0.17t et t′′ = 0.03t, le
fait d’augmenter U élimine 〈D〉 à plus faible dopage.
La chute relative de ρs pour l’ensemble {t′ = −0.3t, t′′ = 0.2t}
à U = 8t est plus grande que pour U = 12t. Quant à l’ensemble
{t′ = −0.17t, t′′ = 0.03t}, diminuer U semble plutôt n’avoir aucun
effet sur ρs. On trouve une diminution plus graduelle de ρs lorsque
l’AFM apparaît à U = 6.55t qu’à U = 5t. On ne peut d’ailleurs statuer
sur la nature de la transition de phase associée à l’apparition de l’AFM
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Figure 6.3 – ρzz en fonction de n en régimes de coexistence et pur pour
U = 6.55t, t′ = −0.17t et t′′ = 0.03t. Idem à la fig.6.1.
(〈M〉), à savoir si elle est de premier ou de deuxième ordre. Il faudrait
raffiner en dopage la région d’apparition de l’AFM et augmenter la
taille de l’impureté pour pouvoir statuer sur la nature de la transition
de phase avec certitude.
Dans les figures 6.1, 6.2, 6.3 et 6.4, on constate que, dans les régimes
surdopés en trous, la chute de ρs semble plus soudaine à l’approche
du dopage maximal que dans le régime surdopé en électrons. Cette
réduction brutale dans le régime surdopé en trous est ce que l’on
attendrait d’un supraconducteur conventionnel (BCS).
Effet du terme de saut t⊥
Lorsqu’on mentionne
des résultats calculés
sans t⊥, on entend
par là que la
dépendance en(
cos kx − cos ky
)2
de t⊥ est délaissée.
On peut s’interroger sur l’effet du couplage de t⊥ sur ρs en calculant
ρs sans la dépendance en
(
cos kx − cos ky
)2 de t⊥. Ce terme de saut
s’assure que l’effet du pseudo-gap ayant lieu dans le plan se répercute
selon l’axe c de la maille élémentaire des cuprates, particulièrement
dans la dépendance en k du pseudo-gap. L’effet de t⊥ sur les autres
schémas pér. M et tr. est discuté à la sous-sous-section L.1.1.1. Retirer
cette dépendance aux vertex de courant réduit davantage la rigidité
superfluide dans les schémas pér. G et pér. M, particulièrement dans le
régime sous-dopé en électrons lorsqu’il y a coexistence (voir figs.6.5 et
6.6). De plus, en l’absence de cette dépendance de t⊥, ρzz est plus apla-
tie et monotone en fonction du dopage dans le régime de coexistence
du côté sous-dopé en électrons.
Le terme de saut t⊥ de l’éq.(1.2) prend une valeur maximale dans les
portions de la zone de Brillouin où k = (0,pi) ou (pi, 0). Ces portions
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Figure 6.4 – ρzz en régimes de coexistence et pur en fonction de n sous la
valeur critique Uc pour U = 5t, t′ = −0.17t et t′′ = 0.03t. Idem
à la fig.6.1.
de la BZ sont souvent dénommées les régions antinodales, puisque
pour ces valeurs de vecteur d’onde, le gap supraconducteur est maxi-
mal. La réduction de ρs survenant avec le retrait de
(
cos kx − cos ky
)2
de t⊥ peut être expliquée par le fait que l’on retire en même temps une
pondération favorable à la rigidité superfluide des régions antinodales,
là où le gap dSC est maximal. De plus, on remarque qu’en développant(
cos kx − cos ky
)2
= 1− 2 cos kx cos ky +
[
cos 2kx + cos 2ky
]
/2, on ob-
tient, de gauche à droite, les termes de saut premiers, deuxièmes et
troisièmes-voisins d’un plan CuO2 à l’autre (selon l’axe z). Le fait de
retirer cette dépendance annulerait les contributions à ρzz des sauts
deuxièmes-voisins et troisièmes-voisins lorsque les paires de Cooper
sautent d’un plan à l’autre 4 — ce serait pour cela que ρzz est plus
affectée dans le régime de coexistence avec une réduction encore plus
marquée.
Rigidité superfluide intra-plan
Puisque les différents plans constituant une maille élémentaire des
cuprates sont faiblement couplés l’un à l’autre, et donc que la physique
intra-plan détermine les propriétés selon l’axe c, on a pu s’affranchir
des corrections de vertex de courant en calculant ρzz. Toutefois, l’his-
toire est différente pour les calculs de fonctions de corrélation à plu-
sieurs points dans le plan cuivre-oxygène. Dans ce cas, il faut inclure
4. Voir la figure 5.4.
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Figure 6.5 – Effet du terme de saut t⊥ (tperp) sur ρzz en régime de coexis-
tence pour U = 12t, t′ = −0.3t et t′′ = 0.2t. La sous-figure de
gauche illustre les amplitudes des paramètres d’ordre dSC 〈D〉
et AFM 〈M〉 en fonction de la densité de particules n, en régime
mixte. Seulement le côté dopé en électrons y est montré. La
figure principale présente en points rougeâtres ρzz calculée en
l’absence de t⊥ en fonction de n, alors que les points creux verts
illustrent ρzz avec t⊥ en fonction de n. Les points verts sont les
mêmes que ceux à la fig.6.1.
les corrections aux vertex de courant causées par les fortes interac-
tions ; elles ont pour effet de renormaliser les interactions elle-mêmes
d’une manière autocohérente en plus d’avoir un effet retardé. Malgré L’effet retardé
signifie que les effets
des interactions
électroniques à un
temps donné peuvent
ne pas avoir de
conséquences
immédiates et
qu’elles peuvent
avoir des
répercussions à des
temps ultérieurs.
le fait que ces corrections soient nécessaires afin d’avoir un traitement
quantitatif rigoureux, on a voulu vérifier l’effet de la coexistence de
phase sur la rigidité superfluide dans le plan. On s’attend à ce que
le résultat qualitatif soit identique, soit que la coexistence de phase
résulte en une diminution rapide de la rigidité superfluide, corrections
de vertex ou pas.
Que l’on calcule ρs dans le régime de coexistence selon l’axe a ou
b de la maille élémentaire, les résultats devraient être les mêmes. La
véracité de la dernière affirmation se rapporte à la symétrie C2v du
plan CuO2. Toutefois, dans le régime dSC+AFM, les quantités ρxx
et ρyy ne sont pas égales dans tous les schémas de périodisation et
dans tous les régimes de paramètres. Les quantités croisées telles ρxy
ou ρyx sont nulles en régime pur dSC et en régime de coexistence
dSC+AFM, puisque l’on a invariance sous translation dans le temps
et une topologie du système qui est triviale. Quelques valeurs de ρ‖
ont été converties en longueur de pénétration λ‖ à l’aide de l’éq.(5.5).
Les valeurs de λ‖ immédiates suivant la chute de ρ‖ sont plus courtes
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Figure 6.6 – Effet du terme de saut t⊥ (tperp) sur ρzz en régime de coexistence
pour U = 6.55t, t′ = −0.17t et t′′ = 0.03t. Les points verts sont
les mêmes que ceux à la fig.6.3. La présentation est identique à
la fig.6.5.
que celles de λc suivant la chute de ρzz, pour les mêmes paramètres.
L’anisotropie est de l’ordre de λzz(T = 0)/λ‖(T = 0) ∼ 25 [53].
Les figures 6.7 et 6.8 illustrent la rigidité superfluide intra-plan
(ρxx et ρyy) en fonction de la densité de particules n, respectivement
pour U = 12t > Uc et U = 8t > Uc, pour l’ensemble de paramètres
de bandes t′ = −0.3t et t′′ = 0.2t. Les figures 6.9 et 6.10 montrent
ρxx et ρyy en fonction de n pour l’autre ensemble de paramètres de
liaison forte t′ = −0.17t et t′′ = 0.03t, respectivement à U = 6.55t
et U = 5t. Tous ces différents ensembles de paramètres admettent
une nette réduction de ρs aussitôt que 〈M〉 acquiert une valeur non-
nulle. Contrairement à la sous-section 6.1.2, la chute relative de ρs
à U = 8t (fig.6.8) est aussi importante que celle à U = 12t (fig.6.7),
pour t′ = −0.3t et t′′ = 0.2t. Également, les chutes relatives de ρs à
U = 6.55t et U = 5t pour t′ = −0.17t et t′′ = 0.03t, lorsque 〈M〉 6= 0,
sont similaires.
Dans les régimes pur et mixte, ρ‖ est calculée à partir de l’éq.(5.36).
La formule de ρ‖ (5.39) aurait pu être utilisée sur les solutions obtenues
dans le régime pur dSC. Ce qui explique ce choix est ce qui suit :
bien que les formules (5.36) et (5.39) s’équivalent dans la limite où
〈M〉 → 0, les résultats numériques de ρ‖ issus de la périodisation
de la Gc diffèrent (voir la figure N.4). En effet, le calcul de ρ‖ semble
exacerber les effets de la brisure de symétrie par translation et les
différents schémas de périodisation auraient davantage de difficultés
à rétablir cette invariance. Afin de vérifier l’accord entre les formules
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Figure 6.7 – Rigidité superfluide intra-plan (ρ‖) en fonction de la densité
de particules n pour U = 12t, t′ = −0.3t et t′′ = 0.2t. Le
schéma de périodisation de la fonction de Green est utilisé
et les corrections de vertex négligés. Les points verts de la
figure principale décrivent ρyy, les points bleus ρxx et les points
noirs, où il y a seulement de la supraconductivité, ρxx ou ρyy,
tous en fonction de n. Les points bleus et verts sont difficiles
à distinguer l’un de l’autre à cause du recouvrement. La sous-
figure de gauche illustre le comportement de l’amplitude du
paramètre d’ordre dSC en fonction de n. La sous-figure de droite
illustre plutôt l’amplitude des paramètres d’ordre AFM 〈M〉
et dSC 〈D〉 calculés dans un régime mixte en fonction de la
densité de particules par orbitale 3dx2−y2 de cuivre.
(5.36) et (5.39) lorsque 〈M〉 → 0, il suffit de bâtir la fonction de Green
de l’éq.(5.36) à partir de la définition du hamiltonien (K.12), puis
de porter le paramètre d’ordre AFM à zéro (M → 0) : on retrouve
l’éq.(5.39) en raison du fait que les dérivées partielles de la relation de
dispersion premier-voisin ∂ek∂kx et
∂ek
∂ky changent de signe en traversant la
délimitation de la rBZ (zone en forme de diamant de la figure 4.1).
Les rigidités superfluides ρxx et ρyy calculées dans le régime pur
dSC sont égales pour tous les paramètres considérés lorsqu’on emploie
l’éq.(5.39), mais ce n’est pas le cas lorsque l’éq.(5.36) est employée (voir
figs.6.7, 6.8, 6.9 et 6.10). Le fait que ρxx et ρyy soient égales dans le
régime dSC en utilisant l’éq.(5.39) peut être expliqué ainsi : en vertu
de la relation de dispersion éq.(5.35), la multiplication des vertex de
courant de l’éq.(5.39) reste inchangée, que l’on effectue une dérivée
seconde par rapport à x ou y. Les valeurs de ρxx (ou ρyy) peuvent être
moindres que ρzz dans l’état dSC. Toutefois, la conversion des données
en unités SI devrait rectifier le tir en raison du fait que tbi ∼ t25 —
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Figure 6.8 – ρ‖ en fonction de n pour U = 8t, t′ = −0.3t et t′′ = 0.2t. La
présentation de la figure est idem à la fig.6.7.
on devrait s’attendre à ce que ρs selon l’axe c soit plus faible que la
rigidité superfluide intra-plan, puisque les longueurs de pénétration
magnétiques sont plus petites dans le plan que dans la direction
perpendiculaire au plan [53].
Figure 6.9 – ρ‖ en fonction de n pour U = 6.55t, t′ = −0.17t et t′′ = 0.03t.
Idem à la fig.6.7.
Similairement aux résultats de ρzz à la sous-section 6.1.2, dans les
régimes mixte dSC+AFM ou pur dSC, ρ‖ ne suit pas le même profil
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que celui du paramètre d’ordre dSC 〈D〉. De plus, dans l’état pur, les
valeurs maximales de ρ‖ sont moins prononcées que celles des calculs
selon l’axe c. Dans le régime de coexistence, si l’on compare les valeurs
de ρxx et ρyy, on remarque que ces derniers ont des comportements
très similaires et que leurs valeurs se rapprochent l’une de l’autre
dans le régime de coexistence. Pour les paramètres de bande YBCO,
les différences entre ρxx et ρyy sont plus importantes du côté dopé en
trous.
Figure 6.10 – ρzz en fonction de n pour U = 5t, t′ = −0.17t et t′′ = 0.03t.
Idem à la fig.6.7.
Effet de la périodisation
Deux des trois schémas de périodisation présentés à la sous-section 4.2.3
constituent des procédures menant à la reconstruction du réseau ori-
ginal (plan CuO2) à partir de l’amas 2× 2 considéré. L’une d’entre
elles périodise le cumulant (pér. M), soit la portion locale de la fonc-
tion de Green Gc comportant la self-énergie Σc(iωn). Cette dernière
admettrait de meilleurs résultats lorsqu’on calcule des quantités à
un corps, i. e., la densité de particules (4.29) [59]. Si l’on compare les
résultats de la pér. G à la sous-section 6.1.2 avec ceux de la pér. M à
la sous-section L.1.1, on constate que la pér. G atténue la diminution
de ρs à faible dopage dans le régime sous-dopé en électrons. Du côté
dopé en trous, on trouve un meilleur accord entre les deux schémas
pér. G et pér. M que du côté dopé en électrons. La chute de ρs en pér.
M serait accélérée à plus faible dopage dans le régime de coexistence.
De plus, il semble qu’en pér. M la réduction soudaine de ρs dans le
régime AFM+dSC soit plutôt une hausse soudaine.
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Figure 6.11 – ρ‖ en régimes de coexistence et pur en fonction de n pour U =
12t, t′ = −0.3t et t′′ = 0.2t. Le vecteur Kx = {(0, 0), (pi, 0)} est
utilisé dans le schéma de périodisation du cumulant.
Les schémas de périodisation ont pour but d’effacer les effets de la
brisure de symétrie de translation associée à la taille finie de l’impu-
reté. Le schéma jugé le plus efficace est celui pour lequel la différence
entre ρxx et ρyy est minimale et dont la différence entre les calculs
de ρzz en régime pur utilisant les formules (5.37) et (5.40) se traduit
par un facteur 5 2. Ainsi, une façon de vérifier lequel des schémas de
périodisation est le plus efficace serait de calculer ρxx et ρyy en pér. G
et pér. M. La figure 6.11 montre ρ‖ dans le schéma de périodisation du
cumulant. L’effet d’intervertir Kx et Ky est le même pour la périodisa-
tion de la fonction de Green, c’est-à-dire que ρxx et ρyy sont inchangés.Le plan
cuivre-oxygène a une
symétrie C2v en
raison du fait que les
paramètres du
réseaux a et b sont
égaux.
Il est clair, si l’on compare les figures 6.7 et 6.11, qu’en pér. M, ρxx n’est
pas semblable à ρyy. Un autre aspect suggère que la pér. M est moins
efficace que la pér. G : lorsqu’on calcule ρzz en régime pur dSC avec
la formule de coexistence (5.37) en intégrant sur la BZ en pér. G, on
trouve un facteur 2 séparant lesdites données à celles calculées avec la
formule en régime pur (5.40), mais ce n’est pas le cas 6 pour tous les
dopages en pér. M. Tout cela 7 suggère que périodiser le cumulant est
moins efficace que périodiser la fonction de Green lorsqu’on calcule
ρs avec un amas 2× 2.
5. Ce facteur 2 apparaît si l’on utilise la formule en coexistence (5.37) en sommant
sur la zone de Brillouin originale BZ. Si on somme sur la rBZ, aucun facteur ne
différencie les éqs.(5.37) et (5.40).
6. Voir la figure N.3.
7. Les schémas pér. M et tr. admettent des résultats similaires.
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résultats à température finie
Les résultats de ρs calculés à température finie sont exposés dans
cette section. Les données ont été recueillies en utilisant un solu-
tionneur d’impureté de type CTQMC dans le développement de la
fonction d’hybridation (CT-HYB). À la sous-section 6.1.4, on a justifié
pourquoi la périodisation de la fonction de Green (pér. G) est plus effi-
cace lorsque vient le temps de reconstituer le réseau complet à partir
de l’amas. De la même façon, à température finie, la pér. G donne les
résultats les plus probants, ceux les plus près de l’expérience. Ainsi,
seuls les résultats calculés dans le schéma pér. G sont montrés dans ce
mémoire pour ne pas le surcharger. Toutefois, un document séparé fait
état des résultats obtenus dans la périodisation du cumulant (pér. cum)
et il peut être distribué à la demande. La rigidité superfluide calculée
dans le plan ρ‖ à température finie fait aussi partie du document
distribué à la demande.
La rigidité superfluide ρ⊥ a été évaluée en pér. G à la sous-section 6.2.1.
À température finie, la phénoménologie des cuprates introduite à la
sous-section 1.4.2 est toujours appliquée pour calculer ρ⊥. Les régimes
dopés en électrons et en trous sont tous deux considérés.
Les effets du terme de saut électronique au deuxième voisin t′ sur
l’amplitude du paramètre d’ordre supraconducteur |φ| dans l’état pur,
la température critique supraconductrice Tcm et la rigidité superfluide
ρs sont investigués dans ce qui suit. Ce terme de saut t′ contribue à la
frustration de spin sur l’amas 2× 2 lorsque sa valeur absolue est aug-
mentée, particulièrement lorsque la structure de bande électronique
permet un emboîtement avec la zone de Brillouin réduite AFM (rBZ).
L’effet de la frustration de spin sur la relation de proportionnalité de
Uemura est également évalué.
Rigidité superfluide interplan
Tel que discuté à la section 5.1, la transition de phase supraconduc-
trice est caractérisée par l’apparition d’un paramètre d’ordre brisant
la symétrie U(1) du hamiltonien décrivant les électrons. Afin d’évaluer
l’amplitude du paramètre d’ordre supraconducteur dans l’état pur,
l’éq.(5.24b) est mise à contribution. L’amplitude |φ| est évaluée pour
une plage de température et pour toutes les densités électroniques
admettant une valeur de |φ| non nulle, tel que montré à la figure 6.12.
Plusieurs choses sont à constater à partir de la figure 6.12. Premiè-
rement, l’augmentation de |t′| augmente l’asymétrie entre les dômes
supraconducteurs des deux côtés du demi-remplissage. Deuxième-
ment, du côté dopé en électrons, si l’on augmente |t′|, la dSC subsiste
jusqu’à plus haute température que du côté dopé en trous [17]. Toute-
fois, les côtés n > 1 et n < 1 voient tous deux leur plage de dopage
diminuer de la même façon lorsque |t′| s’accroît. Finalement, il est à
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Figure 6.12 – Figure d’intensité de couleur de l’amplitude du para-
mètre d’ordre en fonction de n pour U = 8t et t′ =
{−0.3,−0.2,−0.1}. À demi-remplissage (n = 1), on retrouve
la transition de Mott. Les régimes dopé en trous et dopé en
électrons sont présentés.
remarquer que les amplitudes |φ| dominent du côté n > 1 par rapport
à celui n < 1, comme on peut le voir par grille de couleur.
Le profil délimitant les dômes supraconducteurs de la figure 6.12
représentent la température critique supraconductrice à laquelle les
paires de Cooper se forment, soit Tcm. Il ne s’agit pas de la Tc associée
à l’établissement d’un ordre supraconducteur macroscopique — cette
température est plus faible que Tcm, puisque la cohérence de phase
survient à plus faible température. Comme la Tc calculée correspond
réellement à Tcm, on la notera Tcm. Ce profil est présenté à la fig.6.13.
À la figure 6.13, la sous-figure de gauche montre le côté dopé en trous
et celle de droite le côté dopé en électrons. L’effet d’augmenter |t′|
n’est pas le même selon si l’on se retrouve d’un côté ou de l’autre : du
côté n < 1, l’augmentation de la frustration de spin réduit Tcm, alors
que du côté n > 1, la Tcm est augmentée. De plus, les courbes de Tcm
se superposent toutes l’une sur l’autre du côté n < 1, contrairement
à n > 1 où les courbes se croisent peu après le dopage maximal p∗.
Contrairement à l’expérience, ces calculs effectués à U = 8t concluent
que la température critique Tc devrait être plus élevée lorsque l’on
dope le plan CuO2 en électrons. Or, expérimentalement, une Tc plus
élevée est observée en dopant les cuprates en trous. Les faits que les
valeurs de l’interaction de Coulomb peuvent changer en modifiant
le dopage [72], que ce soit Tcm et non Tc qui soit calculée, et qu’il
y ait compétition de phase réduisant ρs du côté dopé aux électrons
(cf. section 6.1) pourraient corriger ce désaccord avec l’expérience.
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Figure 6.13 – Tcm en fonction de n pour U = 8t ∀ t′. Les barres d’erreur
sont issues de la résolution du balayage en température. Si
l’on raffinait en température, la valeur des barres d’erreur
diminuerait. Les régimes dopés en électrons et en trous sont
séparés l’un de l’autre par clarté. Augmenter la valeur de |t′|
fait en sorte qu’on accroît le changement en potentiel chimique
lorsque la température augmente. Ce changement en µ est très
important près de Tcm lorsque t′ = −0.3t et cela rend difficile
la délimitation de Tcm (cf. fig.6.12).
Il a été mentionné 8 que si l’on calcule ρs à la plus faible température
disponible, on peut établir une borne supérieure à la valeur de Tc.
À la figure 6.14, l’amplitude |φ| est présentée pour β = 50/t. Ces
courbes sont des coupes à β = 50/t de la fig.6.12. Le comportement
qualitatif des courbes à la fig.6.14 est similaire à la fig.6.13, du côté
n < 1 comme celui n > 1. En effet, du côté n > 1, accroître |t′| a
pour effet d’amplifier la valeur de |φ|, contrairement au côté n < 1.
Les courbes sont symétriques et se superposent lorsque n < 1. Elles
se croisent lorsque n > 1, mais pas au même endroit. En vertu des
figures 6.13 et 6.14, le fait que |φ| et Tcm ne suivent pas le même profil
suggère que la force d’appariement varie beaucoup avec le dopage.
La figure 6.15 illustre l’amplitude de ρ⊥ en fonction de la tempé-
rature et de la densité électronique n pour toutes les valeurs de t′
étudiées. Les effets de t′ sur ρ⊥ sont équivalents à ceux sur |φ|, puis-
qu’à toute valeur non-nulle de |φ| correspond une valeur non nulle 9
de ρ⊥. Les valeurs de ρ⊥ sont plus élevées du côté n > 1.
La figure 6.16 présente des coupes à β = 50/t de ρ⊥ obtenues de
la fig.(6.15). Du côté n > 1, l’augmentation de |t′| augmente la valeur
8. Voir la section 1.2.
9. cf. éq.(5.43) où |φ| → ∆.
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Figure 6.14 – Amplitude du paramètre d’ordre |φ| en fonction de n à
β = 50/t pour U = 8t ∀ t′. Les barres d’erreur sont issues des
oscillations des 10 dernières itérations de la solution convergée
(fonction de Green Gc). Si l’on augmentait le nombre d’itéra-
tions ou le nombre de processeurs en parallèle, la valeur des
barres d’erreur diminuerait. Les régimes dopés en électrons et
en trous sont séparés l’un de l’autre par clarté.
Figure 6.15 – Figure d’intensité de couleur de ρ⊥ en fonction de T et de n
pour U = 8t et t′ = {−0.3,−0.2,−0.1}. À demi-remplissage
(n = 1), on retrouve la transition de Mott. Les régimes dopés
en trous et en électrons sont présentés.
maximale de ρ⊥ en plus de la déplacer à plus faible dopage (voir
figs.6.15 et 6.16). Du côté n < 1, la diminution de |t′| accroît la valeur
maximale de ρ⊥ et ne semble pas en affecter la valeur en dopage.
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Figure 6.16 – ρ⊥ en fonction de n à β = 50/t pour U = 8t et ∀ t′. Les régimes
n > 1 et n < 1 sont séparés l’un de l’autre par clarté.
Il est de constat que ρ⊥ est faible dans les régions sous-dopées, là
où la température Tcm est maximale (cf. figs.6.13 et 6.16). Il serait
donc raisonnable de prétendre que les fluctuations de phase sont
importantes dans les régions sous-dopées et que Tc < Tcm.
Ayant en possession les figures 6.13 et 6.16, il est possible de repro-
duire les figures de Uemura similaires aux figures 1.3, 1.4 et 1.5. La
figure 6.17 illustre les figures de Uemura pour n < 1 et n > 1 à la
plus faible température utilisée, soit β = 50/t. De manière similaire
au comportement de Tcm en fonction de n, la figure de Uemura 6.17
lorsque n > 1 serait plus adéquate pour n < 1 en vertu de la figure
1.3. À n < 1 et n > 1, les régions surdopées admettent une relation
liant Tcm et ρ⊥ qui est linéaire et cette relation semble robuste par
rapport à t′. Toutefois, du côté surdopé en électrons, cette linéarité
existe sur un plus grand régime de dopage plus |t′| est grand. Du
côté surdopé en trous, on trouve plutôt le comportement inverse : la
relation linéaire liant Tcm à ρzz se prolonge sur un plus grand domaine
de dopage lorsque |t′| diminue. Cette relation linéaire est observée
expérimentalement (fig.1.5).
S’il y avait de la compétition de phase dans le régime sous-dopé à
température finie, les résultats à température nulle suggèrent que la
relation de Uemura y serait moins abrupte, un peu à l’image de la
relation dans la région surdopée. Il serait toutefois intéressant d’en
voir l’effet quantitatif si l’on arrivait à faire converger des solutions du
modèle de Hubbard dans le régime mixte.
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Figure 6.17 – Relation de proportionnalité de Uemura reliant Tcm à ρ⊥ pour
tous les dopages considérés. Si l’on suit la courbe dans le
sens horaire partant de la branche du haut, on se trouve à
augmenter le dopage. La région sous-dopée est celle précédant
la valeur maximale de ρ⊥, alors que celle suivant cette valeur
maximale correspond à la région surdopée.
Cinquième partie
C O N C L U S I O N
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C O N C L U S I O N
La rigidité superfluide ρs est une quantité essentielle à la caractérisa-
tion d’un ordre supraconducteur. La rigidité superfluide a été calculée
pour les cuprates supraconducteurs selon tous les axes cristallins, pour
plusieurs valeurs d’interaction de Hubbard et différentes structures de
bande, à température nulle comme à température finie. À température
nulle, l’effet de la coexistence de phase sur la rigidité superfluide a été
évaluée. À température finie, les effets de la structure de bande élec-
tronique sur la rigidité superfluide, l’amplitude du paramètre d’ordre
supraconducteur et la température critique ont été investigués.
Premièrement, les valeurs de dopage où Tc, le paramètre d’ordre su-
praconducteur |φ| et la rigidité superfluide ρs(T → 0) sont maximales
ne coïncident pas. Le fait qu’à température finie les valeurs de Tc et
de |φ| n’aient pas le même profil signifie que la force d’appariement à
l’origine de la formation des paires de Cooper varie substantiellement
avec le dopage, c’est-à-dire avec la densité électronique par orbitale de
cuivre dans le plan CuO2.
Deuxièmement, la faible valeur de ρs(T → 0) près de la transition
de Mott implique que les fluctuations de phase classiques y contrôlent
Tc [11, 21, 34, 40]. Ainsi, dans le régime sous-dopé des cuprates, la tem-
pérature champ-moyen Tcm correspondant à la formation locale des
paires de Cooper serait plus élevée que celle à laquelle la cohérence
de phase du paramètre d’ordre apparaît. La nature de la transition de
phase dans le régime sous-dopé s’apparenterait à celle de Kosterlitz-
Thouless [36] survenant, par exemple, dans les couches minces de
supraconducteurs conventionnels [27]. On rappelle que cette cohé-
rence de phase est essentielle à l’existence de l’état supraconducteur
macroscopique.
Troisièmement, la relation entre la température critique Tc et la
rigidité superfluide à faible température ρs(T → 0) dans le régime sur-
dopé est linéaire et universelle, c’est-à-dire qu’elle est indépendante de
la frustration de spin sur le réseau d’atomes du plan CuO2. Ce résultat
est corroboré par des résultats expérimentaux sur des composés de
La2−xSrxCuO4 [12].
Quatrièmement, à température finie, l’augmentation de la frustra-
tion de spin, soit l’augmentation de |t′|, réduit l’étendue en dopage
électronique du dôme supraconducteur, que l’on se situe du côté dopé
en trous ou de celui dopé en électrons.
Finalement, à température nulle, il est clair que la coexistence de
phase entre la supraconductivité de type d et l’antiferromagnétisme
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commensurable est très néfaste pour la rigidité superfluide à faible
température ρzz(T → 0).
En vertu des résultats théoriques discutés, une réduction nette de la
rigidité superfluide concomitante à l’apparition de l’ordre antiferroma-
gnétique devrait mener à une augmentation nette de la longueur de
pénétration magnétique, dans le plan CuO2 ou selon l’axe perpendicu-
laire. Ainsi, ce travail prédit que dans les régions où les fluctuations an-
tiferromagnétiques se développent, les expériences devraient observer
que la longueur de pénétration magnétique augmente abruptement.
Cette réduction dépend fortement de l’interaction électronique et de
la structure de bande électronique.
Dans un futur projet, il serait intéressant de pouvoir quantifier
l’effet de la coexistence de phase entre l’antiferromagnétisme et la
supraconductivité à température finie sur la rigidité superfluide. On
serait alors en mesure de construire des figures de Uemura et d’étudier
l’effet de la coexistence sur la relation entre Tc et ρs à température
finie. Cela constituerait un test de plus à l’application des formules de
la rigidité superfluide en régime de coexistence dérivées dans le cadre
de cette maîtrise.
Sixième partie
A P P E N D I X

A
S O L U T I O N À L’ É Q UAT I O N D E S C H R Ö D I N G E R
D A N S L A R E P R É S E N TAT I O N D ’ I N T E R A C T I O N
On dérive la solution à l’opérateur d’évolution TˆI(t, t0) à partir de
l’éq.(2.16) et on la présente dans sa forme finale. Le super-opérateur
d’ordonnancement dans le temps Tt est introduit naturellement dans
le développement mathématique.
On intègre par partie l’éq.(2.16) en itérant une infinité de fois de
manière récursive
TˆI(t, t0) = 1− ih¯
∫ t
t0
dt′δHˆI(t′)TˆI(t′, t0)
= 1− i
h¯
∫ t
t0
dt′δHˆI(t′) + (−i)
2
h¯2
∫ t
t0
dt′δHˆI(t′)
∫ t′
t0
dt′′δHˆI(t′′)
+
(−i)3
h¯3
∫ t
t0
dt′δHˆI(t′)
∫ t′
t0
dt′′δHˆI(t′′)
∫ t′′
t0
dt′′′δHˆI(t′′′)
+ · · · , (A.1)
qui itérée seulement au premier ordre donne
Tˆ(1)I (t, t0) ' 1−
i
h¯
∫ t
t0
dt′δHˆI(t′) +O(δHˆ2I ). (A.2)
Dans l’éq.(A.1), les temps se succèdent ainsi par ordre chronologique :
t > t′ > t′′ > t′′′ > · · · . Toutefois, ces variables temporelles sont
muettes, mis à part t et t0 définissant les bornes temporelles, et on
peut les remanier en préservant l’ordre chronologique dans l’ordon-
nancement. Pour ce faire, il faut définir un super-opérateur 1 d’or-
donnancement du temps Tτ. Afin de donner un exemple concret, on
remanie le terme représentant la deuxième itération du développe-
ment récursif de l’éq.(A.1) :
1. Le nom de super-opérateur lui est attribué car cet opérateur agit sur des
opérateurs, les opérateurs HˆI en l’occurence.
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Tˆ(2)I (t, t0) = 1+
1
ih¯
∫ t
t0
dt′δHˆI(t′) + 1
(ih¯)2
∫ t
t0
dt′δHˆI(t′)
∫ t′
t0
dt′′δHˆI(t′′)
+O(δHˆ3I ) y changement
de variable t′ ↔ t′′
= 1+
1
ih¯
∫ t
t0
dt′δHˆI(t′)
+
1
2!
1
(ih¯)2
[∫ t
t0
dt′
∫ t′
t0
dt′′δHˆI(t′)δHˆI(t′′)θ(t′ − t′′)
+
∫ t
t0
dt′′
∫ t′′
t0
dt′δHˆI(t′′)δHˆI(t′)θ(t′′ − t′)
]
+O(δHˆ3I )
= 1+
1
ih¯
∫ t
t0
dt′δHˆI(t′)
+
1
2!
1
(ih¯)2
∫ t
t0
dt′
∫ t
t0
dt′′Tτ
[
δHˆI(t′)δHˆI(t′′)
]
+O(δHˆ3I ).
(A.3)
En vertu de l’éq.(A.3), il est clair que la définition du super-opérateur
d’ordonnancement agissant sur deux opérateurs d’interaction quel-
conque est la suivante :
Tt
[
AˆI(t1)BˆI(t2)
]
= AˆI(t1)BˆI(t2)θ(t1 − t2) + ζ BˆI(t2)AˆI(t1)θ(t2 − t1).
(A.4)
Si les opérateurs de l’éq.(A.4) sont des fermions, on a que ζ = −1,
et s’ils sont des bosons, on a plutôt que ζ = 1. La généralisation
de l’éq.(A.4) est donnée à l’éq.(5.16) de Bruus et Flensberg [13]. À
un ordre d’expansion infini (limn→∞ O(δHˆnI )), l’opérateur unitaire
dans la représentation d’interaction (éq.(A.1)) s’écrit en fonction du
super-opérateur Tt, dans sa forme finale,
TˆI(t, t0) =
∞
∑
n=0
1
n!
(
1
ih¯
)n ∫ t
t0
dt1 · · ·
∫ t
t0
dtnTt
[
δHˆI(t1) · · · δHˆI(tn)
]
= Tte−
i
h¯
∫ t
t0
dt′δHˆI(t′). (A.5)
B
L’ O P É R AT E U R D E N S I T É
Dans le but de dériver une expression pour l’opérateur densité,
on doit faire intervenir la loi de la nature selon laquelle le mélange
statistique physiquement valide et celui maximisant l’entropie S[ρˆ]
définie comme
S[ρˆ] = −kBTr [ρˆ ln ρˆ] , (B.1)
où kB est la constante de Boltzmann. La trace Tr[· · · ] a la même
définition qu’à l’éq.(2.23). On remarque de l’éq.(B.1) que l’entropie est
une mesure logarithmique du nombre d’états pouvant être occupés
par le système. Il faut toutefois maximiser l’entropie en ajoutant deux
multiplicateurs de Lagrange associés aux contraintes sur l’opérateur
densité ρˆ :
Max
[
S[ρˆ]− ζ1Tr
(
ρˆOˆ)− ζ0Tr (ρˆ)] . (B.2)
On assume dans l’éq.(B.2) que la fonction S[ρˆ] est concave. Les multi-
plicateurs de Lagrange sont ζ0 et ζ1. Les contraintes de l’éq.(B.2) sont
que la trace de ρˆ est unitaire (ζ0), d’après l’éq.(2.22), et que la moyenne
d’une observable 〈Oˆ〉 est constante (ζ1), puisque le système est à
l’équilibre thermodynamique. On utilise alors le principe variationnel
pour accéder à la forme de ρˆ à partir des éqs.(B.1) et (B.2) :
−kBTr
[
δρˆ
(
ln ρˆ+ 1+ ζ1Oˆ + ζ0
)]
= 0
=⇒ ln ρˆ+ 1+ ζ1Oˆ + ζ0 = 0
=⇒ ρˆ = e−ζ1Oˆ−ζ0−1. (B.3)
La première contrainte agit sur ζ0 :
Tr [ρˆ] = Tr
[
e−ζ1Oˆ−ζ0−1
]
= Tr
[
e−ζ1Oˆ
Z
]
= 1, (B.4)
où Z = eζ0+1 = Tr
[
e−ζ1Oˆ
]
est la fonction de partition du système
auquel est associée ρˆ. L’opérateur densité a donc la forme
ρˆ =
e−ζ1Oˆ
Z , (B.5)
où ζ1 est proportionnel à l’inverse de la température β ≡ 1kBT et Oˆ est
remplacé par le hamiltonien Hˆ normalisé par le potentiel chimique
107
108 l’opérateur densité
µ parce qu’on travaille dans l’ensemble grand-canonique : Hˆ → Kˆ =
Hˆ − µnˆ, où nˆ est l’opérateur de nombre de particule (densité). Par
conséquent, ρˆ a la forme suivante :
ρˆ =
e−βKˆ
Z . (B.6)
C
L A D E U X I È M E Q UA N T I F I C AT I O N
La fonction de partition (éq.(2.32)) d’un système peut être expri-
mée en fonction des opérateurs d’échelle bosoniques ou fermioniques.
Puisque les interactions électroniques constituent un des centres d’in-
térêt, on s’attarde au cas fermionique. On reprend encore une fois
l’équation de Schrödinger (éq.(2.5)), mais cette fois-ci on y insère un
ensemble complet d’états propres {|m〉} ∈ H du hamiltonien Hˆ et on
travaille en temps imaginaire : On rappelle que
l’énergie d’un
système décrit par le
hamitonien Hˆ dans
l’état |φ〉 est
〈φ|Hˆ|φ〉.
ih¯∑
m
〈φ(t)| ∂t |m〉 〈m|φ(t)〉 = ∑
m,m′
〈φ(t)|m′〉 〈m′| Hˆ |m〉 〈m|φ(t)〉
=⇒ ih¯∑
m
φ∗m(t)∂tφm(t) = ∑
m,m′
φ∗m′(t)Hm′ ,mφm(t)︸ ︷︷ ︸
H(φ∗ ,φ)
. (C.1)
On constate alors que les fonctions d’onde φ et ih¯φ∗, interprétées
comme champs fermioniques, sont conjuguées l’une de l’autre au
même titre que les opérateurs de position Rˆ et de quantité de mouve-
ment Pˆ :
∂tφm(t) =
∂H(φ∗, φ)
ih¯∂φ∗m
∂tr =
∂H(r, p)
∂p
(C.2a)
ih¯∂tφ∗m(t) = −
∂H(φ∗, φ)
∂φm
∂tp = −∂H(r, p)
∂r
. (C.2b)
On peut donc promouvoir les fonctions d’onde φ et ih¯φ∗ au rang
d’opérateurs φˆ et φˆ†, respectivement, et cela constitue essentiellement
la deuxième quantification. La règle d’anticommutation des opérateurs
d’échelle est
{φˆ(r, t), φˆ†(r′, t′)} = ih¯δ(t− t′)δ3(r− r′). (C.3)
Il est donc clair qu’en fonction de ces opérateurs de champ fermio-
nique — obéissant aux règles d’anticommutation — que la fonction de
partition de l’éq.(2.32) devient, après la trace sur des états cohérents,
Z =
∫
D[φ†, φ]e−
∫ β
0 dτ
∫
d3r(φ†∂τφ+H(φ† ,φ)). (C.4)
Les champs fermioniques φ(†) obéissent à l’algèbre de Grassmann et
constituent les valeurs propres des opérateurs d’échelle φˆ(†) lorsqu’on
considère des états propres cohérents. Les états cohérents ainsi que
l’algèbre de Grassmann sont expliqués à la section H.1.
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D
L A R E P R É S E N TAT I O N S P E C T R A L E AV E C
I N T E R A C T I O N
Une expression de la fonction spectrale décrivant un système in-
teragissant est dérivée dans cette section de l’appendice, puisque
l’éq.(2.48) n’est pas adéquate pour ces systèmes. Pour débuter, on
sépare la self-énergie de la fonction de Green de l’éq.(2.43) en sa par-
tie réelle et imaginaire. Il faut ensuite extraire la partie réelle de la
fonction de Green résultante en vertu de l’éq.(2.51) pour obtenir
An (k,ω) = −ImΣ (k,ω)
pi
[
(ω− (En(k) + ReΣ (k,ω)))2 + (ImΣ (k,ω))2
] .
(D.1)
On constate immédiatement de l’éq.(D.1) que la fonction spectrale est
maximale lorsque ω − En(k)− ReΣ (k,ω) = 0. Les nouveaux pôles
de la fonction de la fonction de Green sont les excitations associées
aux quasiparticules. On suppose que ce maximum est atteint lorsque
ω = εn(k), où εn(k) est la relation de dispersion des quasiparticules.
En développant l’éq.(D.1) à proximité de ce maximum en fonction
de ω jusqu’au premier ordre, on peut définir le poids spectral des
quasiparticules
Zn,k ≡
(
1− ∂ReΣ (k,ω)
∂ω
)−1 ∣∣∣∣
εn(k)
, (D.2)
de telle sorte que le poids spectral de l’éq.(D.1) prend la forme :
An (k,ω) = Zn,k
pi
×[
−Zn,kImΣ (k,ω)
(ω− En(k)− ReΣ(k,ω))2 + (Zn,kImΣ (k,ω))2
]
.
(D.3)
À partir de l’éq.(D.3), puisque la densité spectrale est une fonction
strictement positive, on en déduit que ImΣ(k,ω) ≤ 0. En définissant
le taux de diffusion des quasiparticules se propageant dans l’état
propre de la portion sans interaction Hˆ0 de Hˆ comme suit
Γn,k (ω) ≡ −Zn,kImΣ (k,ω) ,
le poids spectral électronique d’un système en interaction est, dans sa
forme finale,
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An (k,ω) = 2Zn,k
[
Γn,k (ω)
(ω− En(k)− ReΣ(k,ω))2 + Γ2n,k (ω)
]
+ 2piAinc. (D.4)
La forme du poids spectral des quasiparticules a la forme d’une
Lorentzienne, et par souçis de normalisation de An (k,ω), il faut
ajouter le facteur de 2pi à l’éq.(D.4). Le poids de quasiparticule Zn,k ≤
1, de telle sorte que le reste du poids spectral est distribué dans la
portion incohérente Ainc.
E
L A F O N C T I O N D E C O R R É L AT I O N
C O U R A N T- C O U R A N T
La fonction de corrélation courant-courant évaluant la réponse li-
néaire de la densité de courant paramagnétique d’un système soumis
à un potentiel vecteur A est dérivée. On débute la démonstration en
portant l’éq.(2.17) dans l’éq.(2.64),
〈 JˆPa (r, t)〉n.e. =
〈(
1+ i
∫ t
t0
dt′δHˆI(t′)
)
JˆPa (r, t)
(
1− i
∫ t
t0
dt′δHˆI(t′)
)〉
Hˆ0
= 〈 JˆPa (r, t)〉+ i
〈∫ t
t0
dt′δHˆI(t′) JˆPa (r, t)
〉
Hˆ0
− i
〈∫ t
t0
dt′ JˆPa (r, t)δHˆI(t′)
〉
Hˆ0
. (E.1)
On suppose que la perturbation δHˆ du hamiltonien Hˆ couple la
lumière à la matière au travers le vecteur potentiel électromagnétique
A. L’éq.(E.1) est directement liée à la rigidité superfluide. La rigidité
superfluide a pour but de calculer les processus de relaxation de la
fonction d’onde et comme il s’agit d’une quantité thermodynamique,
la composante temporelle (le potentiel scalaire) du quadri-vecteur
électromagnétique n’intervient pas. La perturbation, soit le couplage
entre la densité de courant de charge JPa (r, t) et le vecteur potentiel
A(r, t), s’écrit :
δHˆI(t′) = −
∫
d3r′ JˆPi (r
′, t′)Ai(r′, t′). (E.2)
Dans ce cas, l’éq.(E.1) devient
δ 〈 JˆPa (r, t)〉 = i
∫ t
t0
∫
dt′d3r′〈 JˆPa (r, t) JˆPi (r′, t′)〉Hˆ0 Ai(r′, t′)
− i
∫ t
t0
∫
d3r′dt′〈 JˆPi (r′, t′) JˆPa (r, t)〉Hˆ0 Ai(r′, t′)
= i
∫ t
t0
∫
dt′d3r′
〈[
JˆPa (r, t), Jˆ
P
i (r
′, t′)
]〉
Hˆ0
Ai(r′, t′). (E.3)
On a utilisé le fait que les fluctuations de courant par rapport à
l’équilibre sont décrites par δ〈 JˆPa 〉 = 〈 JˆPa 〉n.e − 〈 JˆPa 〉Hˆ0 . L’éq.(E.3) est
communément connue sous le nom de formule de Kubo. Le morceau
essentiel de l’éq.(E.3) est la fonction de corrélation courant-courant :
χRJa Ji(r− r′, t− t′) = iθ(t− t′)
〈[
JˆPa (r, t), Jˆ
P
i (r
′, t′)
]〉
Hˆ0
. (E.4)
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Elle constitue la réponse paramagnétique du système électronique lors
de la présence d’un potentiel vecteur. Toutefois, pour avoir l’invariance
de jauge, il faut ajouter la contribution diamagnétique, soit le premier
terme de l’(2.70) associée au courant diamagnétique JD. La fonction
de corrélation éq.(E.4) est retardée puisque les systèmes physiques
sont causals.
F
L A R E P R É S E N TAT I O N M I X T E
Les termes de saut inter-amas δt (r˜m − r˜n) sont dérivés pour un amas cf. éq.(4.2) du
chapitre 4.carré de dimension 2× 2. La figure 5.2 fait référence à ces calculs :
le vecteur du super-réseau r˜1 = 2axˆ, r˜2 = 2ayˆ et r˜3 = 2axˆ + 2ayˆ. La
collection de termes de saut inter-amas est écrite ci-dessous 1 Il doit avoir 8
différents termes de
saut inter-amas,
puisqu’il y a 8 amas
périphériques à celui
positionné à r˜0
(cf. fig.5.2).
t2axˆij =
cˆk˜,1,σ cˆk˜,2,σ cˆk˜,3,σ cˆk˜,4,σ

cˆ†k˜,1,σ t
′′e−2ik˜xma 0 0 0
cˆ†k˜,2,σ te
−2ik˜xma t′′e−2ik˜xma t′e−2ik˜xma 0
cˆ†k˜,3,σ 0 0 t
′′e−2ik˜xma 0
cˆ†k˜,4,σ t
′e−2ik˜xma 0 te−2ik˜xma t′′e−2ik˜xma
(F.1a)
t2ayˆij =

t′′e−2ik˜
y
ma 0 0 0
0 t′′e−2ik˜
y
ma 0 0
te−2ik˜
y
ma t′e−2ik˜
y
ma t′′e−2ik˜
y
ma 0
t′e−2ik˜
y
ma te−2ik˜
y
ma 0 t′′e−2ik˜
y
ma
 (F.1b)
t−2axˆ−2ayˆij =

0 0 0 0
0 0 0 0
0 0 0 0
t′e−2ik˜xma−2ik˜
y
ma 0 0 0
 (F.1c)
t−2axˆ+2ayˆij =

0 0 0 0
0 0 t′e−2ik˜xma+2ik˜
y
ma 0
0 0 0 0
0 0 0 0
 (F.1d)
t2axˆ−2ayˆij =

0 0 0 0
0 0 0 0
0 t′e2ik˜xma−2ik˜
y
ma 0 0
0 0 0 0
 (F.1e)
t2axˆ+2ayˆij =

0 0 0 t′e2ik˜xma+2ik˜
y
ma
0 0 0 0
0 0 0 0
0 0 0 0
 (F.1f)
(F.1g)
1. Il ne faut pas oublier d’additionner ces termes à tc.
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L’hermiticité du hamiltonien de Hubbard entraîne que
(
t∆ij
)∗
= t∆ji ,
donc t−2axˆ,yˆij =
(
t−2axˆ,yˆji
)∗
, tel que convenu d’après l’éq.(F.1). La somme
de l’ensemble des termes de l’éq.(F.1) constitue le terme δt (r˜m − r˜n) de
l’éq.(4.2) représenté dans la zone de Brillouin originale, soit le terme
δt(k˜) de l’éq.(4.7).
G
M O N T E - C A R L O Q UA N T I Q U E E N T E M P S C O N T I N U
C T- H Y B
Dans cette section, on démontre la forme finale (4.23) associée à la
fonction de partition échantillonnée avec l’algorithme CT-HYB [25].
On redéfinie Hˆhyb de l’éq.(4.22) comme
Hˆhyb = ∑
iα,σ
(
θiα,σdˆ†i,σ cˆα,σ + θ
∗
iα,σ cˆ
†
α,σdˆi,σ
)
≡ ˆ˜Hhyb + ˆ˜H
†
hyb.
Puisque Hˆloc consiste en le modèle de Hubbard et qu’il s’agit d’une in-
teraction de nature densité-densité, il conserve le nombre de particules
sur l’impureté. Par conséquent, parmi l’ensemble des combinaisons de
termes issues de l’éq.(4.22), seuls ceux ayant un nombre égal de ˆ˜Hhyb
et de ˆ˜H†hyb engendrent une trace non-nulle. Donc, étant donné que
seuls les ordres de développement paires en k donnent des résultats
non-nuls, on associe par défaut un ordre de développement paire
k→ 2k (k ≥ 0) :
Zc =∑
k
1
(2k)!
∫ β
0
dτ1 · · ·
∫ β
0
dτ2kTr
[
e−β(Hˆloc+Hˆb)Tτ
(
ˆ˜Hhyb(τ2k) + ˆ˜H
†
hyb(τ2k)
)
×
(
ˆ˜Hhyb(τ2k−1) + ˆ˜H
†
hyb(τ2k−1)
)
· · ·
(
ˆ˜Hhyb(τ1) + ˆ˜H
†
hyb(τ1)
)]
.
(G.1)
Étant donné un ordre d’expension k, il existe (2k)! permutations, donc
(2k)! termes différents lorsqu’on multiplie les développements de Hˆhyb
entre eux dans l’éq.(G.1). Or, parmi ces (2k)! termes figurent k! termes
pairs ainsi que k! termes impairs. Le nombre de termes pairs (non-
nuls) est donc (2k)!k!k! si l’on ne tient pas compte de l’ordre d’apparition
des éléments ( ˆ˜Hhyb et ˆ˜H
†
hyb) constituant les termes impairs et pairs.
Ne comportant que les termes de puissance paire, l’éq.(G.1) devient
Zc =∑
k
1
k!
∫ β
0
dτ1 · · ·
∫ β
0
dτk
1
k!
∫ β
0
dτ′1 · · ·
∫ β
0
dτ′kTr
[
e−β(Hˆloc+Hˆb)Tτ×
ˆ˜Hhyb(τk) ˆ˜H
†
hyb(τ
′
k)
ˆ˜Hhyb(τk−1) ˆ˜H
†
hyb(τ
′
k−1) · · · ˆ˜Hhyb(τ1) ˆ˜H
†
hyb(τ
′
1)
]
.
(G.2)
On peut alors réécrire l’éq.(G.2) comme :
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Zc =∑
k
1
(k!)2
∫ β
0
dτ1 · · ·
∫ β
0
dτk
∫ β
0
dτ′1 · · ·
∫ β
0
dτ′k×
∑
σ
∑
i1···ik
α1···αk
∑
i′1···i′k
α′1···α′k
θikαk ,σθ
∗
i′kα
′
k ,σ
· · · θi1α1 ,σθ∗i′1α′1 ,σTr
[
e−β(Hˆloc+Hˆb)Tτ×
dˆik(τk)cˆ
†
αk
(τk)cˆα′k(τ
′
k)dˆ
†
i′k
(τ′k) · · · dˆi1(τ1)cˆ†α1(τ1)cˆα′1(τ′1)dˆ†i′1(τ
′
1)
]
. (G.3)
On constate que la trace est effectuée à la fois sur les opérateurs dˆ(†) et
cˆ(†). On est toutefois en mesure de séparer la trace en deux pour que
chacune agisse exclusivement sur chacun de ces opérateurs. Alors,
Zc =∑
k
1
(k!)2
∫ β
0
dτ1 · · ·
∫ β
0
dτk
∫ β
0
dτ′1 · · ·
∫ β
0
dτ′k×
∑
σ
∑
i1···ik
α1···αk
∑
i′1···i′k
α′1···α′k
θikαk ,σθ
∗
i′kα
′
k ,σ
· · · θi1α1,σθ∗i′1α′1,σ×
tr
[
e−βHˆlocTτ dˆik(τk)dˆ†i′k(τ
′
k) · · · dˆi1(τ1)dˆ†i′1(τ
′
1)
]
×
tr
[
e−βHˆbTτ cˆ†αk(τk)cˆα′k(τ′k) · · · cˆ†α1(τ1)cˆα′1(τ′1)
]
. (G.4)
Puisque les électrons cˆ(†) sont non-interagissants, on peut employer le
théorème de Wick. La fonction de partition du bain Zb s’écrit
Zb =∏
σ
∏
γ
(
1+ e−β(eγ,σ−µ)
)
.
Dans l’éq.(G.4), on retrouve le déterminant suivant :
1
Zb Tr
[
Tτe−βHˆb ∑
α1···αk
α′1···α′k
θikαk ,σθ
∗
i′kα
′
k ,σ
· · · θi1α1,σθ∗i′1α′1,σ
× cˆ†αk(τk)cˆα′k(τ′k) · · · cˆ†α1(τ1)cˆα′1(τ′1)
]
= detΓi1···iki′1···i′k . (G.5)
On est donc en mesure d’écrire la fonction de partition complète de
l’amas Zc :
Zc = Zb∑
k
∫ β
0
dτ1 · · ·dτk
∫ β
0
dτ′1 · · ·dτ′k ∑
i1···ik
i′1···i′k
tr
[
Tτe−βHˆloc dˆik(τk)dˆ†i′k(τ
′
k)
× · · · dˆi1(τ1)dˆ†i′1(τ
′
1)
]
detΓi1···iki′1···i′k . (G.6)
H
I N T É G R A L E D E C H E M I N G AU S S I E N N E
L’objet de cette section de l’appendice est d’aboutir à une expression
utile et compacte de l’énergie libre sans corrections de vertex F [G]
pouvant décrire toute fonction de corrélation à une particule. Pour ce
faire, on considère une action fermionique quadratique en opérateur
de champ dˆγ, avec γ désignant une collection de nombres quantiques
associés aux degrés de liberté internes du champ quantique, i. e. le
spin σ, la quantité de mouvement k, l’orbitale atomique ν, etc. Ces
opérateurs de champ peuvent bien-sûr être des spineurs existant
dans un espace plus abstrait, i. e. l’espace d’isospin de la théorie BCS,
pourvu que les opérateurs en question soient assujettis aux règles
d’anticommutation et que le hamiltonien soit hermitique. On présente
dans un premier temps l’algèbre anticommutative de Grassmann afin
de définir par la suite les états cohérents fermioniques 1. Ces états
cohérents fermioniques s’avèrent très utiles, puisque ces derniers sont
des états propres aux opérateurs de champ fermoniques ; les quanta
d’excitation du champ sont donc des états propres dans la base des
états cohérents.
algèbre de grassmann et état cohérent
On énonce les propriétés les plus importantes de l’algèbre de Grass-
mann, que l’on invoquera dans d’éventuelles démarches mathéma-
tiques. Plusieurs ouvrages couvrent déjà ce sujet de manière exhaustive
[18, 75, 86]. Le lecteur ou la lectrice est convié(e) à se référer à [75]
afin d’approfondir sa compréhension. Le domaine d’applicabilité de
cette algèbre dans le domaine de la physique de la matière condensée
théorique se restreint principalement à celui de la description d’état
cohérent fermionique. L’aspect particulier de cette algèbre repose sur
son arithmétique anticommutative, comme le fait que les éléments de
cette algèbre ζ et η anticommutent : Tout nombre de
Grassman η possède
un élément conjugué
η†, indépendants
l’un l’autre. η ainsi
que η† sont doués
des mêmes qualités.
ζη = −ηζ. (H.1)
Les règles de groupe auxquelles sont assujettis les nombres de Grass-
mann sont les mêmes que celles définissant l’algèbre générale, si l’on
omet l’anticommutativité : l’algèbre de Grassmann est munie d’une Autrement dit,
l’algèbre est
non-abélienne.
loi de composition interne, d’un élément neutre et est associative.
L’éq.(H.1) implique que η ∗ η = −η ∗ η =⇒ η2 = 0 et, de manière
équivalente, que (η + ζ)2 = 0. Ainsi, il s’ensuit que la fonction de
Grassmann f (η) la plus générale doive être linéaire, soit f (η) = a+ bη,
1. Cette section s’inspire particulièrement de [75].
119
120 intégrale de chemin gaussienne
où a, b ∈ C sont des nombres éléments d’une algèbre commutative,
i. e., l’algèbre générale.
Il faut maintenant définir les opérations d’intégration ainsi que de
dérivation sur des fonctions grassmanniennes. On doit pouvoir, par
définition d’une intégrale, effectuer un changement de variable :∫
dη f (η + ζ) =
∫
dη f (η)
=⇒
∫
dη a + b (η + ζ) =
∫
dη a + bη y changement de variable
d(η + ζ) = dη
=⇒
∫
dη bζ = 0. (H.2)
Donc, de l’éq.(H.2), on a que
∫
dη = 0.
Résultat important #1
(H.3)
L’étude de la dérivée d’une fonction grassmannienne est plus di-
recte :
d f (η)
dη
=
d (a + bη)
dη
= b. (H.4)
On utilise maintenant les résultats de l’éq.(H.2) et de l’ éq.(H.4) pour
montrer que ∫
dη
d f (η)
dη
=
∫
dη b = 0. (H.5)
Toutefois, il est possible de définir une fonction plus générale f (η, η†) =
k + aη + bη† + cηη†. Dans ce cas, la dérivée totale s’écrit
∂ f (η, η†)
∂η
+
∂ f (η, η†)
∂η†
= a + cη† + b− cη. (H.6)
Si maintenant on intègre l’expression de l’éq.(H.6), en vertu de l’éq.(H.5)
et de l’éq.(H.3), on devrait obtenir un résultat nul :∫
dη†
∂ f (η, η†)
∂η
+
∫
dη
∂ f (η, η†)
∂η†
=
∫
dη†
[
a + cη†
]
+
∫
dη [b− cη]
= c
∫
dη† η† − c
∫
dη η
= 0. (H.7)
On remarque que, pour que l’éq.(H.7) tienne, il suffit que
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∫
dη η =
∫
dη† η† = 1.
Résultat important #2
(H.8)
Ainsi, la dérivée et l’intégrale sont les mêmes opérations, i. e., ∂ηη =∫
dη η = 1. On ajoute à cela le fait que tout nombre de Grassmann
anticommute avec tout opérateur de champ fermionique, i. e., dˆγη =
−ηdˆγ. Bien entendu, les nombres de Grassmann commutent avec les
nombres ordinaires.
Comme mentionné précédemment, un état cohérent |dγ〉 (〈dγ|) est
un état propre aux opérateurs d’échelle dˆ† (dˆ). Cela signifie qu’on a
l’équation aux valeurs propres suivante :
dˆγ |dγ〉 = dγ |dγ〉
〈dγ| dˆ†γ = 〈dγ| d†γ,
(H.9)
où dγ (d†γ) est la valeur propre de dˆ†γ(dˆγ). Partant de l’état du vide |0〉, On considère
toujours un nombre
de Grassmann dγ
indépendant de son
conjugué d†γ.
on peut définir l’état cohérent |dγ〉 (〈dγ|) afin qu’il respecte l’éq.(H.9),
comme suit :
|dγ〉 = edˆ†γdγ |0〉 =
(
1+ dˆ†γdγ
)
|0〉
〈dγ| = 〈0| ed†γ dˆγ = 〈0|
(
1+ d†γdˆγ
)
,
(H.10)
de telle sorte que l’application de l’opérateur d’annihilation (création)
sur un état cohérent (état cohérent conjugué) donne, utilisant les faits
que {dˆγ, dˆ†γ′} = δγ,γ′ et que, par exemple, dˆγdγ = −dγdˆγ et d2γ = 0,
dˆγ |dγ〉 = dˆγ
(
1+
(dˆ†γdγ)
1!
+
(dˆ†γdγ)2
2!
+ · · ·
)
|0〉
=
(
dγ + 2dγ
(dˆ†γdγ)
2!
+ 3dγ
(dˆ†γdγ)2
3!
+ · · ·
)
|0〉
= dγ
(
1+
(dˆ†γdγ)
1!
+
(dˆ†γdγ)2
2!
+ · · ·
)
|0〉
= dγ |dγ〉
〈dγ| dˆ†γ = 〈0|
(
1+
(d†γdˆγ)
1!
+
(d†γdˆγ)2
2!
+ · · ·
)
dˆ†γ
= 〈0|
(
d†γ + 2
(d†γdˆγ)
2!
d†γ + 3
(d†γdˆγ)2
3!
d†γ + · · ·
)
= 〈0|
(
1+
(d†γdˆγ)
1!
+
(d†γdˆγ)2
2!
+ · · ·
)
d†γ
= 〈dγ| d†γ.
(H.11)
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Cela justifie donc l’apparition des nombres de Grassmann dans les
actions définissant des systèmes fermioniques. Cela justifie de plus la
relation de dispersion surcomplète des états cohérents fermioniques :
1 = |0〉 〈0|+ |1〉 〈1| =∑
γ
∫
dd†γddγ |dγ〉 〈dγ|+ dγ |dγ〉 〈dγ| d†γ
=∑
γ
∫
dd†γddγe
−d†γdγ |dγ〉 〈dγ| ,
où |0〉 représente l’état vide et |1〉 l’état rempli.
fonctionnelle d’énergie libre
On reprend l’objectif principal de l’Appendice H, celui étant de
déterminer la forme de l’expression de l’énergie libre sans correction
de vertex en tant que fonctionnelle de fonction de Green. Pour ce faire,
on suppose alors un hamiltonien quadratique complètement général
de la forme Hˆ = dˆ†γHγδdˆδ, où Hγδ consiste en une matrice. L’action
correspondante S s’écrit alors :
S =
∫ β
0
dτd†γ
(
∂τ + Hγδ
)
dδ, (H.12)
où les opérateurs fermioniques sont transmutés par leur nombre de
Grassmann respectif dˆ† (dˆ) → d† (d) ; ceux-ci correspondent à la
valeur propre de l’état cohérent fermionique. Les nombres de Grass-
mann ont une dépendance en temps imaginaire héritant de celle des
opérateurs d’échelle et dγ (d†δ) → dγ(τ) (d†δ(τ)). Puisque les opéra-
teurs fermioniques sont antipériodiques en temps imaginaire, les fonc-
tions grassmanniennes le sont également dγ(τ) (d†γ(τ)) = −dγ(τ +
β) (−d†γ(τ+ β)), signifiant que les fonctions grassmanniennes peuvent
se décomposer comme suit :
dγ(τ) =
1√
β
∞
∑
n=−∞
dγ(iνn)e−iνnτ. (H.13)
On est alors en mesure de discrétiser le temps imaginaire, et donc
discrétiser l’expression pour l’action (H.12) :
S = ∑
γ,τ
δ,τ′
d†γ(τ)Mγδ(τ, τ
′)dδ(τ′), (H.14)
où Mγδ(τ, τ′) peut être conçue comme une matrice :
Mγδ(τ, τ′) = δ(τ − τ′)
(
∂τ′δγ,δ + Hγδ
)
. (H.15)
On peut effectuer une transformée de Fourier sur l’éq.(H.15) afin de
passer du temps imaginaire τ aux fréquences de Matsubara iωn en
employant l’éq(H.13). L’action (H.12) devient alors
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S =
1
β2
∞
∑
n′′=−∞
∞
∑
n′=−∞
∞
∑
n=−∞
d†γ(iν
′
n)e
iν′nτe−iωn(τ−τ
′) (∂τ′δγ,δ + Hγδ)×
dδ(iωn)e−iνn′′τ
′
=
1
β2
∞
∑
n′′=−∞
∞
∑
n′=−∞
∞
∑
n=−∞
∑
τ,τ′
∑
γδ
d†γ(iνn′)e
iνn′τe−iωn(τ−τ
′)×
(−iνn′′δγ,δ + Hγδ) dδ(iνn′′)e−iνn′′τ′
=
1
β2
∞
∑
n′′=−∞
∞
∑
n′=−∞
∞
∑
n=−∞
∑
τ
e(iνn′−iωn)τ∑
τ′
e(iωn−iνn′′ )τ
′
∑
γδ
d†γ(iνn′)×(−iνn′′δγ,δ + Hγδ) dδ(iνn′′)
=
1
β2
∞
∑
n′′=−∞
∞
∑
n′=−∞
∞
∑
n=−∞
βδiνn′ ,iωnβδiωn ,iνn′′ ∑
γδ
d†α(iνn′)×(−iνn′′δγ,δ + Hγδ) dδ(iνn′′)
=
∞
∑
n=−∞
∑
γδ
d†γ(iωn)
(−iωnδγ,δ + Hγδ)︸ ︷︷ ︸
Mγδ(iωn)
dδ(iωn). (H.16)
On peut alors interpréter l’expression de l’action (H.16) comme une
équation matricielle. La fonction de partition du système Z devient,
avec l’éq.(H.16) :
Z =
∫
D
[
d†, d
]
exp
[
−
∫ β
0
dτd†γ
(
∂τδγ,δ + Hγδ
)
dδ
]
=
∫∫
∏
α
dd†αddα exp
[
−
∞
∑
n=−∞
∑
γδ
d†γ(iωn)Mγδdδ(iωn)
]
. (H.17)
On désire maintenant transformer l’expression (H.17) dans une base
où la matrice Mγδ est diagonale. Pour ce faire, on suppose que les vec-
teurs d†γ(iωn) = a†α(iωn)U†αγ et dδ(iωn) = Uδα′aα′(iωn), où les matrices
unitaires U diagonalisent Mγδ :
d†γMγδdδ = a
†
αU
†
αγMγδUδα′aα′ = a
†
αmαδα,α′aα′ . (H.18)
Pour alléger la notation, les dépendances redondantes en iωn dans
l’éq.(H.18) ont été omises. Les valeurs propres de Mγδ sont mα. Le
jacobien d’une transformation unitaire consiste en le déterminant de
la matrice identité (det[UδαU†αγ] = det[1] = 1) signifiant que cette
transformation ne change rien à l’intégrale de chemin gaussienne :
Z =
∫∫
∏
λ
da†λdaλ ×
δ
[
d†, d
]
δ [a†, a]
exp
[
−
∞
∑
n=−∞
∑
α
a†α(iωn)mαaα(iωn)
]
=
∫∫
∏
λ
da†λdaλ ×
∣∣∣∣∣U†λγ 00 Uδλ
∣∣∣∣∣ exp
[
−
∞
∑
n=−∞
∑
α
a†α(iωn)mαaα(iωn)
]
=∏
λ
∫∫
da†λdaλ exp
[
−
∞
∑
n=−∞
∑
α
a†α(iωn)mαaα(iωn)
]
. (H.19)
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Il s’agit alors d’une intégrale gaussienne qui peut être évaluée en vertu
de la section H.1 :
Z =∏
λ
∫∫
da†λdaλ
[
1−
∞
∑
n=−∞
∑
α
a†α(iωn)mαaα(iωn)
]
=∏
λ
mλ. (H.20)
On a utilisé les règles de sélection dans l’éq.(H.20). Or,
Z =∏
α
mα = det
[
Mγδ
]
= det
[
∂τδγδ + Hγδ
]
T.F.
= det
[
−G(iωn)−1
]
. (H.21)
De cette façon, puisque l’énergie libre F = − 1β lnZ , on a :
F [G] = − 1
β
ln
[
det
[
−G(iωn)−1
]]
, (H.22)
faisant en sorte que la fonctionnelle d’énergie libre sans correction de
vertex adaptée aux fonctions de corrélations à une particule s’écrit
F [G] = − 1
β
Tr
[
ln
[
−G−1
−G∞(iωn)
−1]]
.
Énergie libre
(H.23)
La trace Tr[· · · ] comprend la somme sur toutes les variables définissant
la fonction de Green, i. e., les fréquences de Matsubara iωn, la quantité
de mouvement k et le spin σ, ainsi que la trace sur l’espace de Nambu 2
tr, de telle sorte que Tr[· · · ] ≡ 1N ∑k ∑n ∑σ tr[· · · ]. Il est possible de
sommer sur les fréquences de Matsubara dans l’éq.(H.22) dans le plan
complexe en étendant les intégrales de contour jusqu’à l’infini et en
employant le théorème des résidus. Toutefois, la normalisation G∞
est nécessaire afin que le contour de l’intégral à l’infini ne puisse
contribuer et elle s’écrit :
−G∞(iωn)−1 = lim
E→∞
(E− iωn) . (H.24)
Cette constante est discutée au chapitre 68.2 de [75]. En dérivant l’éner-
gie libre par rapport au potentiel vecteur, le terme (H.24) ne contribue
pas et c’est la raison pour laquelle cette normalisation n’est mention-
née qu’ici. On suppose dans cet exercice que Hγδ → ek, autrement dit
que le hamiltonien passe d’une fonction matricielle à une fonction sca-
laire. Également, étant donnée l’antipériodicité des fonctions de Green
2. Cet espace peut être de dimension arbitraire. On traîte en particulier les espaces
de Nambu de dimensions 2, 4 et 8.
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fermioniques en temps imaginaire, la sommation sur les fréquences
de Matsubara peut se restreindre à une sommation avec τ = 0−, de
telle sorte que
F = − 1
β
Tr
[
ln
[ −G(iωn)−1
−G∞(iωn)−1
]]
= − 1
βN ∑k,n
[
ln (ek − iωn)− lim
E→∞
ln (E− iωn)
]
eiωn0
+
. (H.25)
Puisque que l’on étend l’intégrale de contour dans le sens antihoraire
contournant la discontinuité le long de l’axe réel allant de ω = ek à
ω → +∞, on accumule une phase de 2pi traversant la discontinuité.
Tout d’abord, on réécrit l’éq.(H.25) en employant la fonction de conver-
gence appropriée 3 aux fermions f (z), avec z ≡ iωn, ne changeant pas
la valeur des résidus aux pôles :
F = − 1
N ∑k
∮ dz
2pii
f (z)
[
ln (ek − z)− lim
E→∞
ln (E− z)
]
. (H.26)
Une discontinuité évidente apparaît lorsque z = ek. Le terme à l’équa-
tion (H.24) permet d’étendre le contour à l’infini. Pour contourner
la discontinuité, on n’intègre pas directement sur l’axe réel, mais on
repousse infinitésimalement les intégrales de contour dans les plans
complexes inférieur et supérieur :
F = − lim
η→0
1
N ∑k
∫ ∞
−∞
dω
2pii
f (ω) [ln (ek −ω+ iη)− ln (ek −ω− iη)] .
(H.27)
De plus, de manière générale, on a que
eln z = z = eln z+2piik ⇒ ln z = ln z + 2piik, (H.28)
où k ∈ Z. Ainsi,
ln (ek −ω+ iη)− ln (ek −ω− iη) = 2piiΘ (ω− ek) , (H.29)
où la fonction de Heaviside ne fait qu’assurer que ω ≥ 0, étant le
domaine de validité de la fonction logarithmique, et k=1, puisqu’une
seule révolution de l’intégrale de contour autour de la discontinuité
suffit. Par conséquent, l’éq.(H.27) devient :
F = − 1
N ∑k
∫ ∞
ek
dω f (ω) =
1
βN ∑k
∫ ∞
ek
dω
∂ ln
(
1+ e−βω
)
∂ω
=
1
βN ∑k
[
ln
(
1+ e−βω
)] ∣∣∣∣∞
ek
= − 1
βN ∑k
ln
(
1+ e−βek
)
. (H.30)
L’éq.(H.30) donne bien le résultat d’énergie libre auquel on s’attend
d’un système fermionique sans interaction.
3. Voir [75] pour plus de détails.
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L’ É L E C T R O D Y N A M I Q U E Q UA N T I Q U E S C A L A I R E
L’action effective adéquate pour décrire un condensat de paires de
Cooper provient de l’électrodynamique quantique scalaire (SQED). La
théorie SQED est l’équivalent de l’électrodynamique quantique (QED),
mais pour des champs scalaires complexes, donc pour des bosons
chargés. L’électrodynamique quantique (QED) ordinaire décrit plutôt
le couplage du champ électromagnétique aux fermions, à la matière.
La SQED est la première théorie ayant réussi à concilier la mécanique
quantique et la théorie de la relativité restreinte. Il existe des particules
décrites par un champ scalaire complexe, donc de spin 0, pouvant se
coupler au champ électromagnétique, et parmi ces dernières s’illus-
trent les paires de Cooper présentes dans les supraconducteurs. Les
paires de Cooper ayant une symétrie d’appariement de type singulet
constituent des bosons composites, puisque les électrons appariés
ont des spins opposés. Ces bosons composites portent une charge
élémentaire e∗ = 2e. La charge e∗ est prise positive, par opposition à
la charge électrique de la paire de Cooper −e∗ qui est négative. Les
équations du mouvement de paires de Cooper couplées au champ
électromagnétique sont décrites par le lagrangien de la théorie SQED.
On peut dériver l’action de Ginzburg-Landau du paramètre d’ordre
supraconducteur à partir de l’action décrivant la théorie SQED et on
le montre brièvement. L’action de la théorie SQED s’écrit [26, 62] 1 : Les unités de l’action
relativiste sont h¯c.
Donc, l’expression de
la fonction de
partition est, par
exemple,∫ D[φ, φ†]e− ih¯c S[φ,φ† ].
Le signe négatif de
l’argument de
l’exponentiel
provient du fait que
la signature du
tenseur métrique
(−,+,+,+) a été
choisie. On aurait pu
choisir la signature
(+,−,−,−) et le
signe de l’argument
aurait été positif.
S[φ, φ†, A] =
∫
d4x
[
h¯2c2
2
(Dµφ)†Dµφ+ m2c42 φφ†︸ ︷︷ ︸
LKG
− u
4!
(
φφ†
)2
− 1
4
FµνFµν︸ ︷︷ ︸
LEM
]
, (I.1)
où Dµ =
(
∂µ + i e
∗
h¯ Aµ
)
est le couplage minimal, φ(†) représente le
champ scalaire complexe, m la masse des paires de Cooper, c la
vitesse de la lumière et d4x =
(
cdt, d3x
)
. La dépendance du champ
φ sur l’espace-temps est implicite. Le quadri-vecteur potentiel est
Aµ = (Φ/c, A), où Φ est le potentiel scalaire. La densité lagrangienne
du champ électromagnétique LEM que l’on omettra par la suite est
définie à partir du tenseur de Maxwell Fµν = ∂µAν − ∂νAµ. On utilise
la signature du tenseur métrique suivante : (−,+,+,+). La fonction
de partition de la SQED Z [λ, λ†, jµ] s’écrit (cf. éqs.(2.34),(2.35))
1. Les indices grecs, i. e., µ et ν, sont réservés pour décrire les indices de l’espace-
temps, alors que les indices latins sont réservés pour les indices de l’espace euclidien.
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Z [λ, λ†, jµ] =
∫
DφDφ†
∫
DAµe− ih¯c (S[φ,φ† ,A]−
∫
x λ
†φ−∫x φ†λ), (I.2)
où λ(†) sont des champs sources utiles pour générer les fonctions de
corrélation. L’action de l’éq.(I.1) est invariante de jauge locale U(1),
puisque l’éq.(I.1) comprend le couplage minimal. En effet, la dérivée
covariante Dµφ, avec les transformations de jauge
Aµ → A′µ = Aµ − ∂µΛ(x)
φ→ φ′ = ei e∗h¯ Λ(x)φ,
est telle que la relation suivante est satisfaite :
(Dµφ)′ = (∂µ + i e∗h¯ A′µ
)
φ′ = ei
e∗
h¯ Λ(x)Dµφ.
Le terme Λ(x) est une fonction différentiable de l’espace-temps. Le
coefficient u devant le terme d’interaction quartique est normalisé
par le facteur 14! afin d’éviter que les diagrammes de Feynman to-
pologiquement équivalents soient surdénombrés. Si l’on retirait le
couplage minimal de l’éq.(I.1) (se traduisant par Dµ → ∂µ) et que l’on
supposait une solution de type onde plane 2 φ→ φ0√
E
e−
i
h¯ pµx
µ
, la densité
lagrangienne de Klein-Gordon LKG décrirait la relation de dispersion
relativiste − 1
h¯2
pµpµ − m2c2h¯2 =
( E
h¯c
)2 − |p|2
h¯2
− m2c2
h¯2
= 0. Les unités de φ
sont [φ] = L−3/2E−1/2, où L et E représentent respectivement les uni-
tés de longueur et d’énergie. Si l’on développe l’éq.(I.1) en omettant
LEM, on obtient :
S[φ, φ†, A] = c
∫
dt
∫
d3r
[
h¯2c2
2
(
∂µ + i
e∗
h¯
Aµ
)
φ
(
∂µ − i e
∗
h¯
Aµ
)
φ†
+
m2c4
2
φφ† − u
4!
(
φφ†
)2]
= −c
∫
dt
∫
d3r
[
h¯2c2
2
∣∣∣∣(1c ∂t + i e∗h¯cΦ
)
φ
∣∣∣∣2
− h¯
2c2
2
∣∣∣∣(∂i + i e∗h¯ Ai
)
φ
∣∣∣∣2 + m2c42 φφ† − u4! (φφ†)2
]
.
(I.3)
Afin d’inclure les effets de la température, il faut passer en temps
imaginaire en effectuant la transformation de Wick dans l’éq.(I.3).
Cette transformation permet de calculer simultanément l’ensemble
des configurations de champ possibles φ(†) compte tenu de la pro-
babilité statistique thermodynamique et de la probabilité quantique
2. On suppose une solution de type onde plane puisque l’on s’intéresse à des
bosons composites libres couplés au champ électromagnétique. La normalisation
relativiste des états d’impulsion est 1 =
∫ d3 p
(2pi)32E |p〉 〈p|, où E est l’énergie des
particules. Le facteur 12(2pi)3 est absorbé dans la constante φ0.
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d’une configuration. Elle permet également de passer d’un espace de
Minkowski à un espace euclidien. Cette transformation se traduit par
la substitution des expressions suivantes : t→ −ih¯τ, et donc ∂t → ih¯∂τ.
Ainsi, la dérivée covariante devient, par exemple, ∂µ →
(− ih¯c∂τ , ∂i),
impliquant que ∂µ∂µ = 1h¯2c2 ∂
2
τ + ∂
2
i . En développant l’éq.(I.3) en temps
imaginaire, on trouve
S[φ, φ†, A] = −ih¯c
∫
dτ
∫
d3x
[
1
2
|∂τφ|2 + e
∗Φ
2
(
φ∂τφ
† − φ†∂τφ
)
− (e
∗Φ)2
2
φ†φ
+
h¯2c2
2
∣∣∣∣[(∂i + i e∗h¯ Ai
)
φ
]∣∣∣∣2 + m2c42 φφ† − u4! (φφ†)2
]
= −ih¯c
∫
dτ
∫
d3x
[
1
2
|∂τφ|2 − JτΦ
+
h¯2c2
2
∣∣∣∣[(∂i + i e∗h¯ Ai
)
φ
]∣∣∣∣2 + m2c42 φφ† − u4! (φφ†)2
]
,
(I.4)
où Jτ = − e∗2
(
φ∂τφ
† − φ†∂τφ
)
+ (e∗)2Φφ†φ est le terme temporel en
temps imaginaire (J0) du quadri-vecteur courant suivant
Jµ = − ih¯ce
∗
2
[
φ†Dµφ− (Dµφ)† φ
]
.
On note que Jµ est obtenu à partir du théorème de Noether en utilisant
la densité lagrangienne LKG de l’éq.(I.1) :
Jµ =
∂LKG
∂
(
∂µφ
)δφ+ ∂LKG
∂
(
∂µφ†
)δφ†,
où δφ = i e
∗
h¯ φ et δφ
† = −i e∗h¯ φ†, parce qu’une transformation globale de
groupe U(1) du champ φ(†) s’exprime comme 3 φ → φ′ = ei e∗h¯ Λφ. La
constante Λ est globale. Ainsi, une transformation infinitésimale du
groupe U(1) sur φ est, i. e., φ′ − φ = (1 + i e∗h¯ Λ+ · · · )φ− φ ' i e
∗
h¯ Λφ.
Maintenant, si l’on considère que le terme de champ φ correspond au
paramètre d’ordre supraconducteur Ψ déjà mentionné, que Φ = 0 et
que Ai = 0, l’éq.(I.4) devient [39, 58] : L’action est réelle,
i. e., composée de
puissances paires du
paramètre d’ordre,
puisque le système
est invariant sous un
changement global
de phase.
S[Ψ] =
∫
d3r
∫ β
0
dτ
[
1
2
|∂τΨ(x)|2 + α2 |∂iΨ(x)|
2 +
Ξ
2
|Ψ(x)|2
+
u
4!
|Ψ(x)|4
]
, (I.5)
où α ∝ h¯2c2 et Ξ ∝ m2c4. On retrouve cette dernière expression (éq.(I.5))
à la page 22 de la référence [58]. Le terme α a donc la dimensionnalité
suivante : α = [J2 ·m2]. Le facteur −ih¯c de l’éq.(I.4) est absorbé dans
3. cf. Schwichtenberg [62], p.137.
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le préfacteur à l’action figurant dans la définition de la fonction de
partition sous forme d’intégrale de chemin éq.(I.2). L’action complè-
tement générale du paramètre d’ordre supraconducteur en présence
d’un champ électromagnétique s’écrit alors
S[Ψ, A] =
∫
d3r
∫ β
0
dτ
[
1
2
|∂τΨ(x)|2 − JτΦ(x)
+
α
2
∣∣∣∣(∂i + i e∗h¯ Ai(x)
)
Ψ(x)
∣∣∣∣2 + Ξ2 |Ψ(x)|2 + u4! |Ψ(x)|4
]
.
(I.6)
Le terme α dépend de la masse du condensat de paires de Cooper.
Les coefficients Ξ et u sont des constantes de couplage déterminées
microscopiquement (cf. L. Fetter et Walecka [39], Ch.53). Obtenir les
équations du mouvement associées au champ électromagnétique et
au paramètre d’ordre à partir de l’éq(I.6) revient, respectivement, à
calculer les dérivées fonctionnelles suivantes :
j =
δS[Ψ, A]
δAi(x)
=
αe∗
h¯
Re{Ψ(x)(∂i + i e
∗
h¯
Ai(x))Ψ∗(x)} (I.7a)
δS[Ψ, A]
δΨ(x)
=
α
2
(
∂i + i
e∗
h¯
Ai(x)
)2
Ψ∗(x) +
Ξ
2
Ψ∗(x) +
u
12
Ψ(x)Ψ∗(x)2
+
1
2
e∗Φ(x)∂τΨ∗(x)− (e∗Φ(x))2 Ψ∗(x) = 0. (I.7b)
L’éq.(I.7a) est celle décrivant la densité du super-courant dans lej décrit la densité de
courant (m−3s−1)
sans dissipation, soit
celle générée par les
paires de Cooper
dans le condensat.
supraconducteur alors que la dernière équation éq.(I.7b) est une équa-
tion non-linéaire «à la Schrödinger». Or, étant donné que la rigidité
superfluide est la réponse linéaire du courant au potentiel vecteur
Ai et qu’elle est la quantité d’intérêt, on considère que Φ = 0. Donc,
si l’on développe le paramètre d’ordre dans l’action éq.(I.6) et qu’on
sépare l’action S[Ψ] en ses différentes contributions S[|Ψ|] et S[θ], on
obtient
S[|Ψ|] =
∫
d3r
∫ β
0
dτ
[
1
2
(∂τ |Ψ(x)|)2 + α2 (∂i |Ψ(x)|)
2
+
Ξ
2
|Ψ(x)|2 + u
4!
|Ψ(x)|4
]
(I.8a)
S[θ] =
∫
d3r
∫ β
0
dτ
|Ψ(x)|2
2
[
|∂τθ(x)|2 + α
(
∂iθ(x)− e
∗
h¯
Ai(x)
)2]
.
(I.8b)
Puisqu’on considère que ∇x |Ψ(x)|2  |Ψ(x)|2∇xθ(x), on peut fac-
toriser |Ψ(x)|2 de l’éq.(I.8b). Comme le module de l’amplitude du
paramètre d’ordre supraconducteur élevé au carré est nul autre que la
densité superfluide ns, S[θ] devient
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S[θ] ' ρs
2
∫
d3r
∫ β
0
dτ
[
h¯2
(e∗)2α
|∂τθ(x)|2 +
(
h¯
e∗
∂iθ(x)− Ai(x)
)2 ]
.
(I.9)

J
G R A N D P O T E N T I E L D E B AY M - K A D A N O F F
On expose dans cette section quelques propriétés importantes de
Ω[G]. On commence en constatant de l’éq.(5.9) que
β
δF [φ]
δφ(1, 2)
= G(2, 1). (J.1)
Ainsi, en vertu des équations (5.10) et (J.1), on a que
β
δΩ[G]
δG(1, 2) = −φ(2, 1). (J.2)
La fonction de Green avec champ source φ s’écrit
G(2, 1)−1 = G0(2, 1)−1 − φ(2, 1)− Σ(2, 1). (J.3)
En utilisant les définitions éq.(5.9) et éq.(5.10), on est en mesure de
calculer la dérivée partielle suivante, à fonction de Green constante,
∂Ω[G]
∂λ
∣∣∣∣
G
=
δF [φ]
δφ(1¯, 2¯)
∂φ(1¯, 2¯)
∂λ
∣∣∣∣
G
+
∂F [φ]
∂λ
∣∣∣∣
G
− 1
β
∂φ(1¯, 2¯)
∂λ
G(2¯, 1¯)
∣∣∣∣
G
− 1
β
φ(1¯, 2¯)
∂G(2¯, 1¯)
∂λ
∣∣∣∣
G
. (J.4)
Puisque l’on travaille à fonction de Green constante, l’éq.(J.4) devient
simplement, en vertu de l’éq.(J.1),
∂Ω[G]
∂λ
∣∣∣∣
G
= λ
∂F [φ]
∂λ
1
λ
=
1
λ
Tr
[
TτΥ[φ]λVˆ e
−βKˆ
ZK
]
K
=
1
λ
〈λVˆ〉K , (J.5)
où 〈· · · 〉K signifie que la moyenne est prise par rapport à Kˆ. On a
multiplié l’éq.(J.5) par λλ = 1. De l’éq.(J.5), on peut écrire∫ 1
0
dλ
∂Ω[G]
∂λ
= Ω[G]λ=1 −Ω[G]λ=0
=
∫ 1
0
dλ
1
λ
〈λVˆ〉K , (J.6)
donc que
Ω[G]λ=1 = Ω[G]λ=0 +
∫ 1
0
dλ
1
λ
〈λVˆ〉K. (J.7)
Les expressions Ω[G]λ=1 et Ω[G]λ=0 représentent respectivement Ω
pour lequel G est évalué à λ = 1 (pleine interaction) et Ω pour lequel
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G est évalué à λ = 0, donc Σ = 0 (sans interaction). L’éq.(J.7) implique
donc, portant l’éq.(J.3) dans l’éq.(5.10), que la fonctionnelle de Baym-
Kadanoff avec interaction Ω[G]λ=1 ≡ Ω[G] s’exprime comme :On utilise le fait que
le terme Tr [ΣG] = 0
lorsque λ = 0,
autrement dit
lorsqu’il n’y a
aucune interaction
Vˆ.
Ω[G] = Φ[G]− 1
β
Tr
[(
G−10 − G−1
)
G
]
− 1
β
Tr
[
ln
(
−G−1
)]
︸ ︷︷ ︸
=Ω[G]λ=0
, (J.8)
où G0 est la fonction de Green sans interaction et Φ[G] est la fonction-
nelle de Luttinger-Ward (cf. éq.(5.12)). Ainsi, l’éq.(J.8) donneOn note que la
fonctionnelle Φ[G]
ne dépend que du
terme d’interaction
quartique Vˆ, sans
égard au terme
quadratique du
hamiltonien.
β
δΩ[G]
δG(1, 2) = −φ(2, 1) = Σ[G](2, 1)− G0(2, 1) + G(2, 1). (J.9)
Étant donnée une fonction de Green sans interaction G0, il existe une
solution unique de la fonction de Green avec interaction G[G0] — de
la self-énergie Σ[G] — calculée à l’aide d’un solutionneur d’impureté
quantique 1. Lorsque le champ source de l’éq.(5.9) est nul, on retrouve
l’équation de Dyson depuis l’éq.(J.9), soit la solution physique
β
δF [φ = 0]
δG(1, 2) = β
δΩ[G]φ=0
δG(1, 2) = G(2, 1)
−1 − G0(2, 1)−1 + Σ(2, 1) = 0
=⇒ G(2, 1)−1 = G0(2, 1)−1 − Σ[G](2, 1). (J.10)
Lorsque φ est porté à 0, on retrouve l’équation de Dyson. La définition
de l’énergie libre éq.(5.13) est donc celle physique. On reconnaît que
le dernier terme de l’éq.(J.8) correspond a la forme de l’énergie libre
de l’éq.(H.23).
1. Cela n’est toutefois pas toujours vérifié en pratique [37]
K
F O R M U L E S D E L A R I G I D I T É S U P E R F L U I D E
Dans cette section de l’appendice, on démontre les formules de la
rigidité superfluide (1) lorsqu’on trace sur la fonction de Green de
l’amas et (2) lorsqu’on périodise la fonction de Green de l’amas ou le
cumulant dans la zone de Brillouin réduite AFM.
formules en traçant sur l’amas
Pour débuter, on réécrit le hamiltonien Hαβ;ab;rs
k˜
de l’éq.(5.27) dans la
base de spineur de Nambu Ψˆ éq.(5.28), de telle sorte que le hamiltonien
Hαβ;ab;rs
k˜
s’écrit explicitement comme suit
Hαβ;ab;rs
k˜
=
Ωk˜ −M ζk˜ ek˜ ek˜ ∆s ∆p,k˜ ∆xd,k˜ ∆
y
d,k˜
ζk˜ Ωk˜ −M ek˜ ek˜ ∆p,k˜ ∆s ∆
y
d,k˜
∆x
d,k˜
ek˜ ek˜ Ωk˜ + M ζk˜ ∆
x
d,k˜
∆y
d,k˜
∆s ∆p,k˜
ek˜ ek˜ ζk˜ Ωk˜ + M ∆
y
d,k˜
∆x
d,k˜
∆p,k˜ ∆s
∆∗s ∆∗p,k˜ ∆
x∗
d,k˜ ∆
y∗
d,k˜ −Ω−k˜ + M −ζ−k˜ −e−k˜ −e−k˜
∆∗
p,k˜
∆∗s ∆y∗d,k˜ ∆
x∗
d,k˜ −ζ−k˜ −Ω−k˜ + M −e−k˜ −e−k˜
∆x∗d,k˜ ∆
y∗
d,k˜ ∆
∗
s ∆∗p,k˜ −e−k˜ −e−k˜ −Ω−k˜ −M −ζ−k˜
∆y∗d,k˜ ∆
x∗
d,k˜ ∆
∗
p,k˜
∆∗s −e−k˜ −e−k˜ −ζ−k˜ −Ω−k˜ −M

.
(K.1)
On a omis la phase eiQ·(Rar−Rbs)+φ associée au paramètre d’ordre M
dans l’éq.(K.1), ne changeant rien au résultat final. De plus, on expose
tous les types de symétrie de l’appariement supraconducteur possibles
sur un amas 2× 2, soient s (∆s), d (∆d) et p (∆p). ek˜, ζk˜ et Ωk˜ sont
respectivement les relations de dispersion premier-, deuxième- et
troisième-voisin (cf. fig.5.3). Afin d’alléger toute cette notation, on pose
que
Tlmn ≡ σlαβτmabσ˜nrs,
faisant en sorte que l’éq.(K.1) devienne simplement (on suppose ∆∗ =
∆)
Hk˜ = ∑˜
k
[
ek˜ (T311 + T310) + ζk˜T301 +Ωk˜T300
+ ∆xd,k˜T110 + ∆
y
d,k˜
T111 + ∆p,k˜T101
]
+ ∆sT100 −MT330. (K.2)
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On note que la symétrie d impose que ∆xd,k˜ = −∆
y
d,k˜
. Les doublets
d’indices {α, β}, {a, b} et {r, s} sont laissés implicites.
Pour déterminer l’expression de la rigidité superfluide lorsque l’on
trace sur l’amas ρtr., il faut partir de l’éq.(5.8) en construisant la fonc-
tionnelle d’énergie libre (éq.(5.16)). Le développement menant à la
formule de la rigidité superfluide ρtr. est très similaire au cas général
à la sous-section 5.4.2. La seule différence apparaît dans la définition
de la fonction de Green G et elle intervient dans la forme de l’énergie
libre :
F [G] = − 1
βN ∑˜
k,n
tr
[
ln
(
Σc(iωn)− G−10 (iωn)
)]
, (K.3)
où
G = 1
iωn + µ−Hk˜︸ ︷︷ ︸
G−10 (iωn)
−Σc(iωn) (K.4)
et Hk˜ est celui de l’éq.(K.2). Encore une fois, la self-énergie de l’amas
Σc est supposée indépendante du potentiel vecteur A. On expose
dans ce qui suit les grandes lignes de la démarche mathématique
visant à déterminer ρtr.. On commence par calculer le courant moyen
〈ja〉 = − 1V δFδAa :Le quadrivecteur en
fréquence de
Matsubara dans la
zone de Brillouin
réduite (rBZ) est
défini comme
k˜ ≡ (k˜, iωn).
〈ja〉 = 1
βVN ∑¯
k˜
tr
[
1
Σc(iωn) +Hk˜− eh¯ AT300 − (iωn + µ)1
(δek˜− eh¯ AT300
δAa
[T311 + T310]
+
δζk˜− eh¯ AT300
δAa
T301 +
δΩk˜− eh¯ AT300
δAa
T300
)]
=
e
h¯βVN ∑¯
k˜
tr
[
G
(
T300 [T311 + T310]
δek˜− eh¯ AT300
δ ¯˜ka
+ T300T301
δζk˜− eh¯ AT300
δ ¯˜ka
+ T300T300
δΩk˜− eh¯ AT300
δ ¯˜ka
)]
=
e
h¯βVN ∑¯
k˜
tr
[
G
(δek˜− eh¯ AT300
δ ¯˜ka
[T011 + T010]
+
δζk˜− eh¯ AT300
δ ¯˜ka
T001 +
δΩk˜− eh¯ AT300
δ ¯˜ka
T000
)]
, (K.5)
où tr [· · · ] agit dans l’espace de Nambu (éq.(5.28)). La substitution de
Peierls s’écrit dans l’éq.(K.5) comme suit : k˜i → ¯˜ki = k˜i− eh¯ AiT300. On a
supposé dans l’éq.(K.5) que le système est invariant sous translation 1
1. Cette supposition est toutefois grossière, puisque l’on sait que la longueur de
cohérence dans les cuprates est de l’ordre du nanomètre, signifiant que la fonction
d’onde des paires de Cooper ne peut moyenner le désordre à l’échelle atomique.
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(k˜ = −k˜). Cela permet toutefois d’établir la notation compacte qu’on
a utilisée dans l’éq.(K.5), par exemple :
δζk˜− eh¯ A
δAa
T301 →
δζk˜− eh¯ AT300
δAa
T301 = − eh¯
δζk˜− eh¯ AT300
δ ¯˜ka
T001
δek˜− eh¯ A
δAa
T311 →
δek˜− eh¯ AT300
δAa
T311 = − eh¯
δek˜− eh¯ AT300
δ ¯˜ka
T011.
(K.6)
Maintenant, si l’on calcule ρtr.ab = − δ〈ja〉δAb
∣∣
A=0, on obtient
ρtr.ab =
e2
h¯2βVN
∑¯
k˜
tr
[
G
( δ2e ¯˜ki
δ ¯˜kbδ ¯˜ka
[T311 + T310] +
δ2ζ ¯˜ki
δ ¯˜kbδ ¯˜ka
T301
+
δ2Ω ¯˜k
δ ¯˜kbδ ¯˜ka
T300
)]∣∣∣∣
A=0
+
e2
h¯2βVN
∑¯
k˜
tr
[
G
(
δe ¯˜k
δ ¯˜kb
[T011 + T010] +
δζ ¯˜k
δ ¯˜kb
T001
+
δΩ ¯˜k
δ ¯˜kb
T000
)
G×(
δe ¯˜k
δ ¯˜ka
[T011 + T010] +
δζ ¯˜k
δ ¯˜ka
T001 +
δΩ ¯˜k
δ ¯˜ka
T000
)]∣∣∣∣
A=0
. (K.7)
De l’éq.(K.7), on est en mesure de distinguer la contribution diama-
gnétique (1er terme) de celle paramagnétique (2e terme) à la rigidité
superfluide. On a tiré bénéfice de l’éq.(5.18) pour arriver à la com-
posante paramagnétique de l’éq.(K.7). Aussitôt que les dérivées fonc-
tionnelles par rapport à A ont agit, on porte A→ 0. Il est convénient
d’invoquer la périodicité de la zone de Brillouin dans l’intégration du
terme diamagnétique afin de regrouper sous une forme plus uniforme
les composantes paramagnétique et diamagnétique de l’éq.(K.7), i. e. 2,
∫ d3k˜
(2pi)3
δ2ek˜
δk˜bδk˜a
tr
[
G [T311 + T310]
]
= −
∫ d3k˜
(2pi)3
δek˜
δk˜a
tr
[
δG
δk˜b
[T311 + T310]
]
. (K.8)
En profitant derechef de l’éq.(5.18), remplaçant cette fois-ci la dérivée
fonctionnelle de A par kb, on arrive à l’expression finale de ρtr.ab
2. On utilise le fait que 1NV ∑k˜ →
∫ d3 k˜
(2pi)3 .
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ρtr.ab =
e2
h¯2βVN
∑˜
k
[
δek˜
δk˜b
δek˜
δk˜a
(
tr [GTeGTe]− tr [GTe′GTe′ ]
)
+
δek˜
δk˜b
δζk˜
δk˜a
(
tr [GTeGT001]− tr [GTe′GT301]
)
+
δek˜
δk˜b
δΩk˜
δk˜a
(
tr [GTeGT000]− tr [GTe′GT300]
)
+
δζk˜
δk˜b
δζk˜
δk˜a
(
tr [GT001GT001]− tr [GT301GT301]
)
+
δζk˜
δk˜b
δek˜
δk˜a
(
tr [GT001GTe]− tr [GT301GTe′ ]
)
+
δζk˜
δk˜b
δΩk˜
δk˜a
(
tr [GT001GT000]− tr [GT301GT300]
)
+
δΩk˜
δk˜b
δΩk˜
δk˜a
(
tr [GT000GT000]− tr [GT300GT300]
)
+
δΩk˜
δk˜b
δek˜
δk˜a
(
tr [GT000GTe]− tr [GT300GTe′ ]
)
+
δΩk˜
δk˜b
δζk˜
δk˜a
(
tr [GT000GT001]− tr [GT300GT301]
)]
, (K.9)
où Te = T011 + T010 et Te′ = T311 + T310 et a, b ∈ {x, y, z}. On rappelle
que V est le volume de la maille élémentaire et que N est le nombre
de mailles élémentaires. Calculer la rigidité superfluide dans le plan
CuO2 (ρtr.‖,ab) revient à contraindre les variables a et b à x et y dans
l’éq.(K.9). Pour calculer ρtr. selon l’axe c, les deux vertex de courant
premiers-voisins du premier terme de l’éq.(K.9) sont chacun remplacé
par la dérivée partielle par rapport à kz du terme de saut (1.2) (cf. 5.4).
L’éq.(K.9) devient, suite à la substitution de l’éq.(1.2) et l’intégration
selon kz,
ρtr.⊥,zz =
4e2
h¯2βVN
∑˜
k
t¯2⊥(k˜) (tr [GTeGTe]− tr [GTe′GTe′ ]) . (K.10)
Les formules éqs.(K.9) et (K.10) permettent d’éliminer le rejet d’infor-
mation causée par la procédure de périodisation (éq.(4.28)).
formules en présence d’afm et de dsc
Le hamiltonien de l’éq.(5.33) peut être réécrit dans la base de Nambu
de l’éq.(5.38), auquel cas l’éq.(5.33) devient :
Hˆ = ∑
k
Ψˆ†k ,α ,aHαβ ;abk Ψˆk ,β ,b , (K.11)
avec Hαβ ;abk s’écrivant
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Hαβ ;abk =
ζk + Ωk − M ek 0 ∆k
ek ζk + Ωk + M ∆k 0
0 ∆k −ζk − Ωk + M −ek
∆k 0 −ek −ζk − Ωk − M
 .
(K.12)
Le vecteur d’onde k est celui de la zone rBZ. L’équation du gap su-
praconducteur peut être déduite de l’éq.(K.2) en laissant tomber les
matrices σ˜ ou plus directement de l’éq.(5.33) : ∆k = ∆
(
cos kx − cos ky
)
.
En temps ordinaire, les termes nuls de la matrice éq.(K.12) représente-
rait le gap supraconducteur local s. De manière générale, la valeur de
ce gap local issue des calculs numériques n’est pas nulle, mais cette
quantité peut être laissée de côté dans la dérivation de la formule
de la rigidité superfluide. Dans ce cas-ci, de manière similaire à la
section K.1, on utilise la notation suivante :
Tlm = σlαβτ
m
ab, (K.13)
où les matrices σ et τ représentent l’ensemble complet de générateurs
SU(2) dans leur représentation irréductible C2. On rappelle que σ0
est l’identité du groupe. Les matrices σlαβ agissent dans l’espace de
spin et τmab agissent dans l’espace du sous-réseau AFM. En fonction
des matrices à l’éq.(K.13), il est possible de réexprimer le hamiltonien
éq.(K.12) :
Hk =∑
k
[
ζ¯kT30 + ekT31 + ∆kT11
]
−MT33. (K.14)
Encore une fois, les doublets d’indices {α, β} et {a, b} sont omis. Cette
fois-ci, le terme ζ¯k comprend les relations de dispersions deuxième- et
troisième-voisin, alors que le terme ek est encore la relation de disper-
sion premier-voisin. L’éq.(K.14) remplace l’éq.(K.2) dans l’éq.(K.4). À
l’instar de l’éq.(K.5) de la section K.1, on débute les calculs de la rigi-
dité superfluide dans le régime de coexistence AFM+dSC en calculant
la courant 〈ja〉, mais cette fois-ci en utilisant la fonction de Green de
l’amas périodisée :
〈ja〉 = 1
βVN ∑¯
k
tr
[
1
Σc(iωn) +Hk− eh¯ AT30 − (iωn + µ)1
×(
δζ¯k− eh¯ AT30
δAa
T30 +
δek− eh¯ AT30
δAa
T31
)]
=
e
h¯βVN ∑¯
k
tr
[
G
(
δζ¯k− eh¯ AT30
δk¯a
T00 +
δek− eh¯ AT30
δk¯a
T01
)]
. (K.15)
Le terme V est le volume de la maille élémentaire AFM et N est
le nombre de mailles élémentaires AFM. De manière équivalente à
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l’éq.(K.6), la substitution de Peierls s’écrit ki → k¯i = ki − eh¯ AiT30, de
telle sorte que
δζ¯k− eh¯ A
δAa
T30 → δζ¯k¯
δAa
T30 = − eh¯
δζ¯k¯
δk¯a
T00
δek− eh¯ A
δAa
T31 → δek¯
δAa
T31 = − eh¯
δek¯
δk¯a
T01.
(K.16)
En calculant ρper.ab = − δ〈ja〉δAb
∣∣
A=0, on trouve
ρ
per.
ab =
e2
h¯2βVN
∑¯
k
tr
G
 δζ¯k¯
δk¯bδk¯a
T30 +
δek¯
δk¯bδk¯a
T30T01︸ ︷︷ ︸
T31
 ∣∣∣∣
A=0
+
e2
h¯2βVN
∑¯
k
tr
[
G
(
δζ¯k¯
δk¯b
T00 +
δek¯
δk¯b
T01
)
G×(
δζ¯k¯
δk¯a
T00 +
δek¯
δk¯a
T01
)] ∣∣∣∣
A=0
. (K.17)
Puisque les dérivées fonctionnelles ont agit sur le potentiel vecteur, on
peut maintenant le porter à être nul, soit A→ 0. Ensuite, la périodicité
de la zone de Brillouin entraîne que∫ d3k
(2pi)3
δζ¯k
δkbδka
tr [GT30]
= −
∫ d3k
(2pi)3
δζ¯k
δka
tr
[
δG
δkb
T30
]
. (K.18)
Utilisant encore l’éq.(5.18) pour réexprimer l’éq.(K.17), on trouve
ρ
per.
ab =
e2
h¯2βVN
∑
k
[
δζ¯k
δkb
δζ¯k
δka
(
tr [GT00GT00]− tr [GT30GT30]
)
+
δζ¯k
δkb
δek
δka
(
tr [GT00GT01]− tr [GT30GT31]
)
+
δek
δkb
δζ¯k
δka
(
tr [GT01GT00]− tr [GT31GT30]
)
+
δek
δkb
δek
δka
(
tr [GT01GT01]− tr [GT31GT31]
)]
.
(K.19)
Porter les variables a et b à x ou y permet de calculer ρper.‖,ab. En rem-
plaçant les vertex de courant premiers-voisins dans l’éq.(K.19) par la
dérivée partielle du terme de saut interplan (1.2) par rapport à kz et
en portant a = b = z, on obtient
ρ
per.
⊥,zz =
e2
h¯2βVN
∑
k
t¯2⊥(k)
(
tr [GT01GT01]− tr [GT31GT31]
)
. (K.20)
L’éq.(K.20) est la formule selon l’axe c pour laquelle on opte lorsqu’on
périodise la fonction de Green ou le cumulant.
L
AU T R E S S C H É M A S D E P É R I O D I S AT I O N
Dans cette section de l’appendice, des résultats de la rigidité super-
fluide calculée dans d’autres schémas, soient ceux de la périodisation
du cumulant (pér. M) et de la trace (tr.), sont montrés et brièvement
discutés. Tous les schémas de périodisation de la fonction de Green
de l’amas Gc, ainsi que la tr., ont été testés pour tous les différents
paramètres considérés, à température nulle et finie. Toutefois, par
souçis de concision, seules quelques figures ont été sélectionnées.
résultats à température nulle
À la section 6.1, ρs dans le schéma pér. G a été présentée. Qu’advient-
il à ρs lorsqu’on opte pour un différent schéma de périodisation ?
Périodiser le cumulant de la fonction de Green entraîne des valeurs
de ρs plus faibles que si l’on périodisait la fonction de Green, dans
le plan CuO2 comme selon l’axe c. Par contre, dans l’état dSC+AFM,
tracer sur Gc admet les valeurs de ρs les plus élevées, tous schémas
confondus. Lorsqu’on utilise le schéma pér. M, la formule éq.(5.37) est
utilisée en régime dSC+AFM, alors que c’est plutôt l’éq.(5.40) dans
le régime dSC. Si l’on trace sur Gc, la formule utilisée dans le régime
dSC+AFM est l’éq.(5.31), alors que celle utilisée dans le régime dSC
est l’éq.(5.41).
Dans le schéma tr., on ne présente pas les résultats dSC et dSC+AFM
dans la même figure, puisque ces derniers diffèrent beaucoup l’un
de l’autre. Que ce soit dans le régime mixte ou pur, lorsque seule
la supraconductivité est la solution stable, les formules éq.(5.41) et
éq.(5.31) donnent des résultats différents. Lorsque l’on trace sur Gc,
les espaces réciproques 1 rBZ et BZ ne sont plus considérés, car Gc est
représentée dans la srBZ, que l’on soit dans un régime pur dSC ou
dans un régime dSC+AFM. La forme de la zone de Brillouin réduite du
super-réseau (srBZ) ne dépend que de la taille et de la configuration de
l’amas. Elle ne dépend pas de la phase (dSC+AFM, dSC ou AFM) dans
laquelle la solution converge. Le schéma tr. ne fait aucune différence
entre le régime de coexistence et celui pur.
Rigidité superfluide interplan
Lorsque l’on compare ρzz obtenue à l’aide de la pér. M à celle obtenue
à l’aide de la pér. G, on constate que le schéma pér. G amplifie la
réduction de ρzz aussitôt que l’AFM apparaît. Toutes les données
1. Voir la fig.4.1.
141
142 autres schémas de périodisation
en pér. M ne montrent pas une chute aussi importante de ρs qu’en
pér. G. Les figures L.1 et L.2 montrent ρzz en fonction de la densité
électronique pour t′ = −0.3t et t′′ = 0.2t à U = 12t et U = 8t,
respectivement. En revanche, les figures L.3 et L.4 montrent ρzz en
fonction de n pour les paramètres de bande t′ = −0.17t et t′′ = 0.03t à
U = 6.55t et U = 5t, respectivement. Puisque les résultats de ρzz dansOn rappelle que ρzz
est calculée en
régime mixte avec la
formule (5.37), alors
que ρzz en régime
pur dSC est calculée
à l’aide de la formule
(5.40).
l’état dSC calculés avec les formules (5.40) ou (5.37) ne s’équivalent
pas à un facteur 2 2 si l’on intègre sur la BZ, les données en régime
mixte n’ayant que la dSC comme solution stable (points verts) ne se
superposent pas exactement sur celles de ρzz en régime pur (points
noirs) — par exemple, le côté sous-dopé en trous de la fig.L.2.
Figure L.1 – Rigidité superfluide selon l’axe c (ρzz) en fonction de la densité
de particules n en régimes de coexistence et pur pour U = 12t,
t′ = −0.3t et t′′ = 0.2t. La sous-figure de gauche illustre l’ampli-
tude du paramètre d’ordre dSC 〈D〉 en fonction de la densité de
particules dans l’état pur. La sous-figure de droite illustre l’am-
plitude des paramètres d’ordre dSC 〈D〉 et AFM 〈M〉 dans l’état
mixte. Les carrés creux verts de la figure principale montrent la
rigidité superfluide calculée en régime mixte dSC+AFM alors
que les points noirs montrent ρzz calculée dans l’état pur dSC.
Tous ces résultats ont été obtenus en périodisant le cumulant
de la fonction de Green.
À la figure L.5, où les paramètres U = 5t, t′ = −0.17t et t′′ = 0.03t
sont utilisés, tous les schémas de périodisation y sont illustrés dans
le régime pur dSC. Pour tous les ensembles de paramètres utilisés, la
rigidité superfluide calculée dans le régime dSC lorsqu’on trace sur
Gc (tr.) est plus élevée 3. Il vient ensuite la rigidité superfluide calculée
2. cf. figN.3.
3. La formule (5.41) est utilisée dans cette situation.
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Figure L.2 – ρzz en fonction de n en régimes de coexistence et pur pour
U = 8t, t′ = −0.3t et t′′ = 0.2t. Idem à la figure L.1.
Figure L.3 – ρzz en fonction de n en régimes de coexistence et pur pour
U = 6.55t, t′ = −0.17t et t′′ = 0.03t. La description de la figure
est idem à la figure L.1.
en utilisant la pér. G. Dans le régime pur, dans tous les cas, la rigidité
superfluide la plus faible est obtenue en pér. M.
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Figure L.4 – ρzz en fonction de n en régimes de coexistence et pur pour
U = 5t, t′ = −0.17t et t′′ = 0.03t. Idem à la figure L.1.
Figure L.5 – ρzz en fonction de n en régime pur dSC pour U = 5t, t′ = −0.17t
et t′′ = 0.03t. Tous les schémas sont montrés, soient pér. G, pér.
M et tr. Les données de ρzz en pér. M sont multipliées par un
facteur 4 par clarté.
Effet du terme de saut bicouche t⊥
À la sous-sous-section 6.1.2.1, on a évalué l’effet du terme de saut
bicouche t⊥ lorsque l’on périodise la fonction de Green. On expose
quelques exemples montrant l’effet de la dépendance en k‖ de t⊥ dans
L.1 résultats à température nulle 145
les schémas pér. M (figs.L.6 et L.7) et tr. (figs.L.8 et L.9). Pour tous
les différents paramètres, retirer la dépendance en k‖ des vertex de
courant t⊥ diminue ρzz dans les schémas pér. M. et tr.
Figure L.6 – Effet du terme de saut bicouche t⊥ sur ρzz en régime de coexis-
tence pour U = 12t, t′ = −0.3t et t′′ = 0.2t. Il peut être utile de
comparer avec la figure L.1, car les points verts sont les mêmes
données sur les deux figures. Idem à la figure 6.5.
Rigidité superfluide intra-plan
Les effets de la périodisation sont plus marqués lorsque vient temps
de calculer ρxx ou ρyy. Les quantités ρxx ainsi que ρyy se distinguent
plus l’une de l’autre lorsque l’on périodise le cumulant que lorsque la
fonction de Green est périodisée. Il s’agit de comparer les figs.6.9 et
L.10. Il ne devrait pas avoir de distinction entre ρxx et ρyy lors du calcul
de la rigidité superfluide dans le plan CuO2. Pour cette raison, on
soupçonne que la périodisation de Green pér. G effectue un meilleur
travaille pour rétablir l’invariance sous translation en reconstruisant le
réseau avec l’amas. La pér. M semble mieux fonctionner pour calculer
ρzz que pour calculer ρ‖ si l’on se fie à la sous-section 6.1.4.
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Figure L.7 – Effet du terme de saut bicouche t⊥ sur ρzz en régime de coexis-
tence pour U = 8t, t′ = −0.3t et t′′ = 0.2t. Il peut être utile de
comparer avec la figure L.2, car les points verts sont les mêmes
données sur les deux figures. Idem à la figure 6.5.
Figure L.8 – Effet du terme de saut bicouche t⊥ sur ρzz en régime de co-
existence pour U = 12t, t′ = −0.3t et t′′ = 0.2t. Le schéma tr.
est celui utilisé. Idem à la figure 6.5. Les valeurs sans t⊥ sont
multipliées par un facteur 12 en plus pour la clarté.
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Figure L.9 – Effet du terme de saut bicouche t⊥ sur ρzz en régime de co-
existence pour U = 8t, t′ = −0.3t et t′′ = 0.2t. Le schéma tr.
est celui utilisé. Idem à la figure 6.5. Les valeurs sans t⊥ sont
multipliées par un facteur 12 en plus pour la clarté.
Figure L.10 – ρ‖ en fonction de n pour U = 6.55t, t′ = −0.17t et t′′ = 0.03t
dans le schéma pér. cum. La description est idem à la figure 6.7.

M
É VA L UAT I O N N U M É R I Q U E D E ρ s
On montre dans cette partie de l’appendice que les données de la
rigidité superfluide à T = 0 convergent en fonction de β ainsi qu’en
fonction du nombre n de fréquences de Matsubara utilisé. Pour ce
faire, quelques exemples sont illustrés.
Les fonctions de Green sont définies par une variété de nombres
quantiques, comme le spin σ , le vecteur d’onde k , etc. Elles sont aussi
exprimées sur une grille de n fréquences de Matsubara fermioniques
iω n pour avoir une résolution en énergie ω . Cette grille de fréquence
est spécifiée par une température β et une énergie seuil associée à la
fréquence de Matsubara la plus élevée nmax 1, comme suit :
iωn =
(2n + 1)pi
β
.
La rigidité superfluide est une quantité convergeant selon ρs ∝ 1(iωn)4
(cf. éq.(5.43)) ; elle capture donc la physique de basse énergie près du
niveau de Fermi.
convergence en β
La convergence en β est montrée pour un échantillon de paramètres
utilisés. Pour l’intégralité des paramètres de bande et pour toutes les
valeurs d’interaction, ρ s converge en augmentant β. Tous les résultats
de ρzz illustrés comprennent t⊥ — or, la convergence en β s’applique
toujours sans t⊥ et elle est plus rapide. La rigidité superfluide obtenue
en périodisant la fonction de Green converge plus rapidement en β
que ρ s obtenue en périodisant le cumulant ou en traçant ; cela est plus
marqué dans le régime de coexistence dSC+AFM.
Toutes les données de ρzz ne semblent pas converger au même
rythme. En effet, si l’on se fie aux figures M.1 et M.2 pour U = 12t,
t′ = −0.3t et t′′ = 0.2t, on peut constater que les données dans les
régions sur-dopées convergent seulement sur une plus grande plage
de température β. Ce phénomène est retrouvé, par exemple, pour
U = 5t, t′ = −0.17t et t′′ = 0.03t aux figures M.4 et M.5. Cela peut être
expliqué par le fait qu’à plus fort dopage, les corrélations électroniques
sont plus faibles et la physique de basse énergie gagne en importance.
En diminuant la température fictive, donc en augmentant β, la rigidité
superfluide croît. C’est le comportement auquel on devrait s’attendre,
puisqu’on réduit alors l’intervalle séparant les premières fréquences
1. L’énergie seuil correspond à la fréquence de Matsubara avec la valeur maximale
de n considérée, nmax.
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Figure M.1 – Convergence en β de ρzz en fonction de la densité de particules
en régime de coexistence pour U = 12t, t′ = −0.3t et t′′ = 0.2t.
Tous ces résultats ont été obtenus dans le schéma pér. G.
de Matsubara. Les corrélations quantiques à proximité du niveau de
Fermi sont alors mieux capturées. Le nombre maximal de fréquences
de Matsubara utilisé pour étudier la convergence en β est nmax = 500.
Figure M.2 – Convergence de ρzz en fonction de la densité de particules en
régime de coexistence pour U = 12t, t′ = −0.3t et t′′ = 0.2t.
Tous ces résultats ont été obtenus dans le schéma pér. M.
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D’après les figures M.3 et M.6, il semble que diminuer la tempé-
rature fictive accentue les effets résiduels de la brisure de symétrie
sous translation. Ainsi, une température fictive plus élevée atténuerait
les effets de taille finie de l’amas sur ρs en traçant sur la fonction de
Green Gc. On note que la convergence est particulièrement lente pour
U = 5t (fig.M.6).
Figure M.3 – Convergence de ρzz en fonction de la densité de particules en
régime de coexistence pour U = 12t, t ′ = −0.3t et t ′ ′ = 0.2t.
Tous ces résultats ont été obtenus dans le schéma tr.
Les figures M.7 et M.8 montrent que la convergence en β tient
également pour ρ‖, peu importe les paramètres de liaison forte exposés
dans le tableau 1.1.
convergence en nmax
Qu’arrive-t-il maintenant si l’on varie l’énergie seuil associée à
iωnmax , ou de manière équivalente, la taille de la grille en fréquences
de Matsubara nmax ? Les figures M.9 et M.10 illustrent deux exemples
pour deux différents schémas de périodisation pér. G et pér. M, respec-
tivement. La température fictive β est fixée à β = 500/ t pour toutes
les valeurs montrées. Pour ces deux figures, on peine à distinguer les
données de ρzz calculées avec une valeur de nmax = 50 et plus ; la
rigidité superfluide est donc une quantité qui converge rapidement en
fonction de la taille de la grille de fréquences de Matsubara. La conver- La taille de la grille
de fréquences de
Matsubara nmax
correspond au
nombre de fréquences
de Matsubara
utilisées.
gence est montrée seulement pour des résultats de ρzz à U = 12t,
bien qu’elle tienne également pour toute valeur d’interaction U, tout
paramètre de liaison forte et tout axe de la maille élémentaire. On peut
remarquer que la convergence en nmax est plus rapide du côté dopé
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Figure M.4 – Convergence de ρzz en fonction de la densité de particules en
régime de coexistence pour U = 5t, t′ = −0.17t et t′′ = 0.03t.
Tous ces résultats ont été obtenus dans le schéma pér. G.
Figure M.5 – Convergence de ρzz en fonction de la densité de particules en
régime de coexistence pour U = 5t, t′ = −0.17t et t′′ = 0.03t.
Tous ces résultats ont été obtenus dans le schéma pér. M.
en trous que celui en électrons. De plus, il semble que la convergence
de ρs en fonction de nmax soit plus rapide du côté dopé en trous que
de celui dopé en électrons.
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Figure M.6 – Convergence de ρzz en fonction de la densité de particules en
régime de coexistence pour U = 5t, t′ = −0.17t et t′′ = 0.03t.
Tous ces résultats ont été obtenus dans le schéma tr.
Figure M.7 – Convergence de ρ‖ en fonction de la densité de particules en
régime de coexistence pour U = 8t, t′ = −0.3t et t′′ = 0.2t.
Tous ces résultats ont été obtenus dans le schéma pér. G.
154 évaluation numérique de ρ s
Figure M.8 – Convergence de ρ‖ en fonction de la densité de particules en
régime de coexistence pour U = 5t, t′ = −0.17t et t′′ = 0.03t.
Tous ces résultats ont été obtenus dans le schéma pér. G.
Figure M.9 – Convergence de ρzz en fonction de la taille de la grille de
fréquences de Matsubara nmax dans les régimes de coexistence
et pur pour U = 12t, t ′ = −0.3t et t ′ ′ = 0.2t. La tempéra-
ture fictive utilisée est la même pour toutes les valeurs, soit
β = 500/ t. La fonction de Green est périodisée pér. G. Idem à
la fig.6.1.
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Figure M.10 – Convergence de ρzz en fonction de la taille de la grille de
fréquences de Matsubara nmax dans les régimes de coexis-
tence et pur pour U = 12t, t ′ = −0.3t et t ′ ′ = 0.2t. La
température fictive est aussi fixée à β = 500/ t. Le cumulant
de Gc est périodisé pér. M. Idem à la fig.6.1.
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N O R M A L I S AT I O N D E ρ s
Les détails des calculs de ρ s dans l’état dSC+AFM sont expliqués.
À la section L.1, il a été mentionné qu’aucune distinction n’est faite
entre le régime pur dSC et celui dSC+AFM dans le schéma tr. : ces
deux régimes sont tous deux traités de la même façon dans l’espace
des k˜ (cf. fig.4.1). Dans le schéma tr., les fonctions de Green G c sont
toujours de dimension 8 × 8 pour l’amas 2 × 2 qui est considéré
(voir, i. e., les éqs.(5.30) et (5.36)). Lorsqu’il y a périodisation d’une
fonction de Green G c en régime mixte, on représente G c dans la zone
rBZ, que ce soit une solution obtenue en régime pure dSC ou en
régime de coexistence dSC+AFM — cela signifie que l’éq.(5.37) est
appliquée sans distinction entre les régimes dSC et dSC+AFM. Ce cas
est donc l’analogue de la tr., mais on travaille plutôt dans l’espace des
vecteurs d’onde de la zone de Brillouin AFM réduite (rBZ). Les figures
N.1 et N.2, respectivement pour les schémas pér. G et pér. M, montrent
les résultats de ρ z z obtenus en utilisant l’éq.(5.37) et en intégrant sur
la zone BZ 1.
Dans le régime dSC, la formule (5.40), par exemple 2, est admissible
uniquement dans l’état pur dSC. Comme mentionné, on peut toutefois
traiter les phases dSC et AFM+dSC du régime mixte sans distinction
avec l’éq.(5.37). Si l’on décortique les contributions de l’éq.(5.36) terme
par terme, on aurait les équivalences suivantes dans la base mixte
(base orbitale) :
1. 4
(
F↓↑AA(k,−k)F↑↓AA(−k, k) + F↑↓AB(k,−k)F↓↑BA(−k, k)
+ F↑↓AB(k,−k)F↓↑BA(−k, k) + F↓↑BB(k,−k)F↑↓BB(−k, k)
)
2. 4
((
F↑↓AB(k,−k) + F↑↓BA(k,−k)
) (
F↓↑AA(−k, k) + F↓↑BB(−k, k)
)
+
(
F↓↑AB(k,−k) + F↓↑BA(k,−k)
) (
F↑↓AA(−k, k) + F↑↓BB(−k, k)
))
3. 4
(
F↓↑AB(k,−k)F↑↓AB(−k, k) + F↓↑BA(k,−k)F↑↓BA(−k, k)
+ F↑↓AA(k,−k)F↓↑BB(−k, k) + F↓↑AA(k,−k)F↑↓BB(−k, k)
)
,
où k est le vecteur d’onde exprimé dans la zone de Brillouin anti-
ferromagnétique (rBZ). A et B sont les deux sous-réseaux AFM. La
1. En intégrant sur la BZ, le facteur 2 dénombrant les états de spin est conservé,
parce qu’on veut montrer ce qu’il arrive si l’on traite les données convergées dans
l’état pur dSC avec la formule valide dans le régime de coexistence.
2. On aurait bien-sûr pu considérer l’éq.(5.41) ou (5.39) et rien n’aurait changé.
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première série de termes (1.) correspond à tous les processus de dif-
fusion de paires de Cooper entre deux plans CuO2 préservant l’état
initial de chacune des paires — les nombres quantiques A, B et ↑, ↓
sont inchangés par rapport à l’état initial de la paire de Cooper. La
deuxième série de termes (2.) représente l’ensemble des processus de
diffusion de paires de Cooper entre deux plans CuO2 par lesquels
l’un des électrons appariés change de sous-réseau AFM par rapport
à l’état initial. Finalement, l’ensemble de termes (3.) correspond aux
processus de diffusion entre deux plans CuO2 par lesquels les deux
électrons appariés changent de sous-réseau AFM par rapport à l’état
initial. Dans la limite où 〈M〉 → 0, les équations applicables dans le
régime pur dSC et celles applicables dans le régime mixte dSC+AFM
doivent être égales 3 selon l’axe c.
On définit un facteur de normalisation évalué en utilisant les for-
mules de ρs dans le régime dSC+AFM avec des fonctions de Green Gc
ayant convergé dans un régime pur dSC — cela entraîne le fait que
l’on périodise des solutions de l’état pur dSC dans la rBZ. Ce facteur
de normalisation ferait le pont entre les formules valides en régime
pur dSC et celles valides en régime de coexistence. Il devrait avoir
une valeur constante de 2 pour tous les paramètres considérés. Des
exemples de facteurs de normalisation sont présentés sous forme de
points rouges aux graphiques N.3 et N.4.
Figure N.1 – Calcul de ρzz en fonction de n dans le régime mixte utilisant
uniquement la formule en régime de coexistence (5.37) et inté-
grant sur la BZ pour tous les paramètres U, t′, t′′ considérés.
La périodisation pér. G est utilisée avec le terme de saut t⊥.
3. Cela sert de critère pour déterminer lequel des schémas de périodisation entre
pér. G et pér. M est le plus efficace.
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Dans le cas d’un régime pur dSC, on ne retrouve que cette contri-
bution, puisqu’il n’existe aucun sous-réseau et les quatres orbitales
électroniques constituant l’impureté d’Anderson 2× 2 sont équiva-
lentes :
ρSC⊥,zz ∝ 4F↑↓(k,−k)F†↑↓(k,−k), (N.1)
où F(†) correspond à la fonction de Green anormale déjà introduite à
la sous-section 5.4.2. Les vecteurs d’onde k sont exprimés dans la zone
de Brillouin originale BZ. Pour arriver à l’éq.(N.1), il faut imposer la
condition selon laquelle ∆ = ∆∗, ce qui est valide dans le cas d’un
système invariant par inversion du temps.
Figure N.2 – Calcul de ρzz en fonction de n dans le régime mixte utilisant
uniquement la formule en régime de coexistence (5.37) et inté-
grant sur la rBZ pour tous les paramètres U, t′, t′′ considérés.
La périodisation pér. M est utilisée avec le terme de saut t⊥. En
pér. M, utiliser la formule de coexistence sur des solutions en
régime dSC ne colle pas aux résultats obtenus employant la
formule dédiée au régime pur, même en intégrant sur la rBZ.
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Figure N.3 – Exemples montrant ρzz pour U = 12t, t′ = −0.3t et t′′ = 0.2t
en pér. G et pér. M. Les points noirs illustrent ρzz calculée dans le
régime pur dSC. Les points bleus montrent les données de ρ⊥
dans le régime mixte obtenues en utilisant la formule en régime
dSC+AFM (5.37). Les points rouges correspondent aux valeurs
de ρzz lorsque la formule (5.37) est utilisée avec des données
dSC en intégrant sur la zone de Brillouin originale. Dans le
schéma pér. G, pour tous les dopages, tous les paramètres
étudiés donnent un rapport de dSCdSC non nor. =
1
2 . Ce n’est pas
le cas pour le schéma pér. M, où ce rapport varie selon le
dopage. Cela indique, ajouté au comportement erratique de
ρzz en fonction du dopage, que la pér. G est plus efficace que la
pér. M pour rétablir l’invariance sous translation lorsque vient
temps de calculer des quantités à deux corps comme ρs avec
des solutions d’un amas 2× 2.
normalisation de ρ s 161
Figure N.4 – Exemples montrant ρyy pour U = 5t, t′ = −0.17t et t′′ = 0.03t,
et ρxx pour U = 12t, t′ = −0.3t et t′′ = 0.2t, en pér. G. Les
points rouges illustrent ρyy dans le régime pur évaluée avec la
formule en régime dSC+AFM (5.36). Les points bleus sont les
données de ρyy en régime mixte évaluées avec la formule (5.36),
alors que les points noirs sont les données de ρ‖ calculées
avec l’éq.(5.39). Dans les schémas pér. G et pér. M, les rapports
dSC
dSC non nor. ne sont pas constants en fonction du dopage, et ce
même si la formule (5.36) en régime de coexistence dans le plan
équivaut à celle de ρ‖ (5.39) dans l’état pur lorsque 〈M〉 → 0.
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Figure N.5 – Exemples montrant ρzz pour U = 5t, t′ = −0.17t et t′′ = 0.03t,
et U = 8t, t′ = −0.3t et t′′ = 0.2t en pér. G. Les points rouges re-
présentent ρzz dans le régime pur dSC calculée avec la formule
(5.37) en intégrant sur la BZ. Les points noirs illustrent ρzz éva-
luée avec l’éq.(5.40) dans l’état supraconducteur pur. Les points
bleus sont équivalents, à un facteur 2 près, à ceux présentés
à la figure N.1 : ils représentent ρzz calculée dans le régime
mixte sans distinction des régimes pur dSC et de coexistence
dSC+AFM. Un facteur 2 différencie les points rouges des noirs,
parce qu’avec l’AFM, la zone de Brillouin réduit de moitié et il
faut diviser par deux l’intégrale sur l’espace réciproque (BZ)
pour ne pas surdénombrer les états quantiques.
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