Abstract
In this paper we consider whether L(R) has "enough information" to contain a counterexample to the continuum hypothesis. We believe this question provides deep insight into the difficulties surrounding the continuum hypothesis. We show sufficient conditions for L(R) not to contain such a counterexample. Along the way we establish many results about non-stationary towers, non-reflecting stationary sets, generalizations of proper and semi-proper forcing and Chang's conjecture. §0.
In this paper we present some work related to the continuum problem, which can be rephrased as the problem of the existence of a surjective (possibly partial) function f : R → ω 2 (ω 2 is the least ordinal of cardinality the second uncountable cardinal.) The existence of such a function is equivalent (in Zermelo-Fraenkel set theory with the axiom of choice, ZFC) with the failure of the continuum hypothesis. Godel [G] , in 1933, showed that the continuum hypothesis is consistent with ZFC and Cohen [C] , in 1963, showed that the negation of the continuum hypothesis is consistent with ZFC. For a while there was some hope that a plausible strong axiom would settle the continuum hypothesis, and work continues in that direction to this day. Conventional large cardinals are unaffected by "small forcing" and thus, unfortunately, can have no direct bearing on the continuum hypothesis itself.
What is less clear is whether large cardinals can settle the existence of a definable or constructible surjection f : R → ω 2 . Unpublished work of Abraham, Shelah, Solovay, Woodin and others show that one can force (with "small forcing") a ∆ 2 1 -definable wellordering of the reals, even with the C.H. failing. On the other hand, large cardinals yield "sharps" for easily defined "inner-models" and consequently these inner-models cannot define a counterexample to the C. An attractive version of this problem is: Is there a surjective function f : R → ω 2 which lies in L(R)? In other words, having all of the real numbers and ZF as resources, can you define/construct a counterexample to the C.H.? Since the C.H. is consistent with large cardinals, if large cardinals settle this question, then they must settle it with the negative answer.
A function from the reals onto the ordinals yields a natural equivalence relation; that of being in the same fiber over an ordinal. The project of counting the classes of definable equivalence relations has a long history. Silver [Si] , showed that every Π 1 1 -equivalence relation has either a countable number of classes or a perfect set of inequivalent reals. Burgess [Bu] , showed that every Σ 1 1 equivalence relation has either less then or equal ω 1 -classes or a perfect set of classes. Kechris [Ke2] , showed that under the assumption of ZF+AD L(R) , that every Σ 1 2 -equivalence relation has either less then or equal ω 1 classes or a perfect set of inequivalent reals. Shelah [Sh6] showed the analogous result for Π 1 2 -equivalence relations, assuming that only countably many reals are constructible from a given real. This paper is a collection of theorems proved (in the main) from 1986 to 1989 that we viewed as partial results towards showing that sufficiently large cardinals implied no equivalence relation in L(R) can have exactly ω 2 classes. However, in December 1991, after the original version of this paper had been typed, Woodin proved that if there is a measurable cardinal and the non-stationary ideal on ω 1 is ℵ 2 -saturated then δ 1 2 = ℵ 2 , refuting our conjecture. (The hypothesis of Woodin's theorem are consistent [F-M-S] .) We present many of our results here anyway for several reasons. First, we find them of independent interest. Further, at this time, there are no known techniques for getting a function in L(R) that maps the reals onto the ω 3 of V consistent with large cardinals (or even AD in L(R).) Conceivably our techniques could be used to refute the existence of such a function. Finally, they can be combined with Woodin's results to prove highly non-trivial theorems; e.g. that it is inconsistent to have the non-stationary ideal on ω 1 be ℵ 2 -saturated AND PFA does not imply that the non-stationary ideal on ω 1 is saturated. (It is open whether it is consistent to have an ℵ 3 -saturated ideal on ℵ 2 and simultaneously have the non-stationary ideal on ℵ 1 be ℵ 2 saturated.)
We note that others have considered this question before us, notably Kechris, Martin and Moschovakis. (See Moschovakis' book [Mo2] or Martin's article [Ma] for detailed discussion.)
In this paper we prove that various large cardinal type properties (such as saturated ideals) imply there is no such example in L(R). Our investigations take us fairly far afield as we prove results about reflection and non-reflection of stationary sets, Chang's conjecture, the proper forcing axiom and various non-stationary towers. We illustrate many of the obstacles towards generalizing proper and semiproper forcing to cardinals above ℵ 1 . We get extensive information about when, in the presence of large cardinals, a partial ordering can introduce a new equivalence class to a weakly homogeneously Suslin equivalence relation.
An outline of the paper is as follows: In §1, we define "θ", weak and strong homogeneity and prove some basic well-known results. We also prove a new result that implies the existence of a "non-stationary tower" that yields a generic elementary embedding with critical point any regular cardinal above ω 1 but doesn't change the class of ordinals with cofinality ω.
In §2, we discuss stationary set reflection. We define the class of internally approachable structures and show that stationary sets of these structures may reflect. We prove ZFC counterexamples to general stationary set reflection (say in P ω 2 (H(λ))). We consider the "Chang's conjecture" (ω 3 , ω 2 )→ →(ω 2 , ω 1 ) and prove some cofinality results. We show that under PFA (or weaker) there is no cardinal κ such that V Col(ω 2 ,<κ) has a pre-saturated ideal on ω 2 or satisfies (ω 3 , ω 2 )→ →(ω 2 , ω 1 ). In §3, we define the notion of reasonable forcing and show that if a reasonable partial ordering adds a new class to a weakly-homogeneously-Suslin equivalence relation, then that relation has a perfect set of inequivalent reals. We exhibit, under certain assumptions, some reasonable partial orderings that add new classes to any weakly-homogeneously-Suslin equivalence relation with ≥ ω n classes; as a consequence, these assumptions imply that θ < ω n . We prove some abstract results that imply θ < ω n in more general settings. These results are applied in §4.
In §4, we return to the study of non-stationary towers. We show that if certain towers are presaturated, then θ < ω n , that certain reflection properties imply that one non-stationary tower can be embedded (as a complete subalgebra) in another tower (hence θ < ω n by §2), and discuss the relationship between towers of ideals with critical point ω n and ideals on ω n after collapsing a cardinal. We introduce a reflection hypothesis "H" and show that it consistently fails. As a consequence, we get the consistency of the existence of a huge cardinal κ, where (densely often) the non-stationary tower when restricted to I.A. up to κ with critical point ω n , is not κ-saturated (we also show that the full non-stationary tower is never κ-saturated). We show, under C.H., that "H" implies presaturation and that it is consistent (relative to a huge cardinal) for "H" to hold for a tower of ideals.
In §5, assuming the existence of supercompact cardinals, we show that Namba forcing adds a new equivalence class to a prewellordering in L(R) if and only if that prewellordering has length at least ω 2 . This argument involves proving the determinacy of a game played on the Namba conditions by using homogeneous trees. approach towards exploiting them.
Throughout this paper we will attempt to stick to the standard vernacular set theory. Some common abbreviations and conventions are as follows: A partial ordering P is "stationary set preserving" iff every stationary subset of ω 1 in V remains stationary in V P . "M.M." is an abbreviation for:
Martin's Maximum If P is stationary set preserving and D α : α < ω 1 is a collecting of dense subsets of P, then there is a filter G ⊆ P with G ∩ D α = ∅ for all α < ω 1 .
We will frequently be doing "proper-forcing" type arguments. "H(λ)" will be the collection of sets of hereditary cardinalty < λ. A typical structure will be of the form A = H(λ), ∈, ∆, . . . where ∆ will always denote a well-ordering of H(λ) in order-type |H(λ)|. If we consider a λ < λ and H(λ ), ∈, ∆ , . . . we will tacitly assume that ∆ = ∆ H(λ). An algebra on a set X is simply a structure A = X, f i i∈ω where each f i : X <ω → X. If A = X, f i , ∆ is an algebra with ∆ a well-ordering of X and Y ⊆ X, then Sk A (Y ) is the elementary substructure of A generated by Y . A structure A = X, R i , c j , f k i,j,k∈ω is skolemized iff there are skolem functions for A among the f k 's. We will always assume that skolem functions are closed under composition.
If P is a partial ordering, λ > |P|, and N ≺ H(λ), ∈, P, ∆ , then q ∈ P is (N, P)-generic iff q for all dense sets D ∈ N ,Ġ ∩ N ∩ D = ∅, whereĠ is the canonical term for the generic object for P. We will say that q is strongly (N, P)-generic iff for all dense sets D ∈ N there is an r ∈ D ∩ N with q ≤ r. If q is strongly N, Pgeneric we can form the model N [q] achieved by interprating all P-terms lying in N "according to q".
If P is a partial ordering and p ∈ P we will write P/p for the subordering of P consisting of those q ≤ p. If ϕ is a forcing statement and p ∈ P we will write p ϕ to mean p ϕ or p ¬ϕ. For inaccessible λ, we will write Col(κ, < λ) for the < κ-closed Levy collapse that makes λ = κ + . If X is an arbitrary set we will write Col(κ, X) for the partial ordering that adds a bijection between κ and X with approximations of size < κ.
If µ is a regular cardinal we will use "cof(µ)" to abbreviate the class of ordinals of cofinality µ. We will abuse this convention on occasion to write a statement of the form: "cof(α) = µ" to mean that the cofinality of α is µ. A set X ⊆ OR is "µ-closed" if whenever Y ⊆ X has order type µ, we have sup Y ∈ X. X is < µ-closed iff X is γ-closed for all γ < µ. If j is an elementary embedding, then "crit(j)" is the critical point of j, i.e., the least ordinal moved by j (if such exists).
We will write (κ, λ)→ →(κ , λ ) to mean that whenever A = κ, f i i∈ω is a structure, there is a B ≺ A with |B| = κ and |B ∩ λ| = λ . §1. Preliminaries
M is an ordinal and if the C.H. holds, θ M ≤ ω 2 . We will write θ for θ L(R) . In the presence of large cardinals, a "sharps" argument shows that the cofinality of θ is ω. Hence θ < ω 2 or θ > ω 2 , assuming large cardinals. Let f be a function, f : R onto −→ α. Then f canonically defines a prewellording (pwo) of L(R) of length α by setting s ≤ f t iff f (x) ≤ f (t). Thus, to study definable functions f , it suffices to study definable prewellorderings. This is frequently more convenient, since prewellorderings can be viewed as subsets of the reals. Each prewellordering has a canonical equivalence relation given by x ∼ y iff x ≤ y and y ≤ x. If every set of reals in L(R) is Lebesgue measurable and ≤∈ L(R) is a prewellordering, then there is no perfect set A ⊆ R with the property that if x, y ∈ A are distinct, then x ∼ y. (Were there to be such a set A, then ≤ A would be a wellordering of A. Since A is perfect, this would induce a wellordering of the reals lying in L(R).)
Equivalence relations without a perfect set of inequivalent reals are frequently called thin. We will frequently be getting information about the length of a prewellordering by proving that were the prewellordering too long, then the associated equivalence relation could not be thin. In [Ha-Sa], Harrington and Sami prove that if ∼ is thin and ∼ is suslin in a robust enough pointclass Γ for which determinacy holds, then the equivalence classes of ∼ can be wellordered in Γ. Consequently, counting the number of classes of definable equivalence relations is equivalent (assuming enough determinacy) to computing the length of prewellorderings.
If ≤ is a pwo in L(R) of length α, then there is a formula ϕ ( x, z, u, v) , and m, n ∈ ω, and ordinals β ∈ OR m and r ∈ R n such that for all reals s, t, L(R) |= ϕ( β, r, s, t) iff s ≤ t.
We claim there is a formula ψ( x, u, v) such that ψ defines a prewellordering in L(R) of length ≥ α, using only the ordinal parameters β.
To see this, we work in L(R). For each tuple ( r, s) and ( r , s ) we let ( r, s) ≤ * ( r , s ) iff a) ϕ( β, r , u, v) does not define a prewellordering or b) ϕ( β, r, u, v) defines a prewellordering ≤ r of some ordinal length and ϕ( β, r , u, v) defines a prewellordering ≤ r of another ordinal length and the rank of s in ≤ r is less than or equal to the rank of s in ≤ r . Then ≤ * is a prewellordering of R n+1 of length ≥ α definable from β. Using a pairing function from R n+1 to R we get the ψ as desired. We will use the notions of homogeneously and weakly-homogeneously Suslin sets of reals. These ideas were defined by Kechris as an outgrowth of work by Martin connecting large cardinals and determinacy. Let Z be a set. A Z-tree is a set T ⊆ (ω × Z k ) <ω such that if σ ∈ T and n < h(σ) (the length of σ) then
ω and for all n, ( f n, g n) ∈ T }, and
<ω is κ-homogeneous iff there is a sequence µ s : s ∈ ω <ω such that: a) for all s, µ s is a κ-complete measure on {σ: (s, σ) ∈ T } b) for all s, n and X with µ s (X) = 1, µ s n ({σ z: (s, σ) ∈ T and (s n, σ z) ∈ c) x ∈ p[T ] iff for all sequences X n : n ∈ ω such that µ x n+1 (X n ) = 1 there is a g: ω → Z such that for all n, g n + 1 ∈ X n . (This latter condition is equivalent to lim
for some κ-homogeneous tree T . A standard fact [Ke1] is that if A ⊆ ω ω is κ-homogeneously Suslin for some κ > |R|, then A is determined. We will use the proof of this in §5.
A closely related notion is that of a κ-weakly-homogeneously Suslin set of reals: A ⊆ ω ω is κ-weakly-homogeneously Suslin iff there is a κ-homogeneously Suslin B ⊆ ω ω such that A = {x: ∃y(x, y) ∈ B}. For our purposes, the main significance of weak-homogeneity is that guarantees a strong form of absoluteness. The following fact appears in [Ke1] . Fact 1.1 Suppose A is κ-weakly-homogeneously Suslin. Then there are trees T and
, and if P is any forcing with |P| < κ,
. The other main result we will use is due to Woodin [W2] :
Suppose there is a supercompact cardinal γ. Let A be a set of reals in L(R). Then for arbitrarily large κ < γ there are α ∈ OR <ω , and ϕ a formula such that A = {x ∈ ω ω : L(R) |= ϕ(x, α)} is κ-weakly-homogeneously Suslin. Further, if T and T are the trees from Fact 1.1 and P is a partial ordering of cardinality < κ, then
The trees T and T act in the manner of "Borel codes" to provide absoluteness for (complicated) weakly-homogeneously Suslin sets of reals. For example, if A ⊆ ω ω × ω ω is a κ-weakly-homogeneously Suslin equivalence relation with canonical trees T , T and |P| < κ, then we can view
still defines an equivalence relation extending A. (See §2 for a proof). We will sometimes write A P for p[T ] in V P , or if ∼ is our equivalence relation we will write ∼ P for p[T ] in V P . Let A be κ-weakly-homogeneously Suslin with canonical trees T , T ; λ >> |T |, P a partial ordering of cardinality < κ, and N ≺ H(λ), , T, T , P, ∆ . Suppose that Q is a partial ordering of size < κ and G ∈ V Q is N ∩ P-generic over N . Consider N [G] , the realization (using G) of all of the P-terms lying in N . Then:
For most of this paper we will put the hypothesis on our equivalence relations and prewellorderings that they lie in L(R) and that there are sufficiently large cardinals in the universe, V . These results also work in more generality assuming enough determinacy and homogeneity. So, for example, our results work for sets of reals in L(R # ) assuming the existence of a supercompact cardinal.
We will frequently be considering variations on stationary sets. If X ⊆ P(Y ) we define X to be stationary iff for any algebra A = Y i f i i∈ω there is a Z ∈ X such that Z is a subalgebra of A. (This definition of stationary is due to Shelah, but appears prominently in Woodin's work [W3] .) If |Y | = |Y |, then there is a canonical correspondence between stationary subsets of P(Y ) and stationary subsets of P(Y ). Namely, if we fix a bijection f : Y → Y , and X ⊆ P(Y ), then X corresponds to X = {f Z: Z ∈ X}. This map X → X is canonical in the sense that if g: Y → Y is another bijection and X * = {g Z: Z ∈ X}, then X * ∆X is not stationary. If Y is an ordinal α and X ⊆ α, then X is stationary in this sense iff X is stationary in the classical sense. If Y is an ordinal α and X ⊆ {Z ∈ P κ (α): Z ∩ κ ∈ κ}, then X is stationary in the new sense iff it is stationary in the usual sense. We will adopt the convention that if κ ⊆ Y , P κ (Y ) = {Z ⊆ Y : |Z| < κ and Z ∩ κ ∈ κ}. We will frequently consider stationary subsets of P κ (H(λ)) for some λ. These canonically correspond to stationary subsets of P κ (|H(λ)|). The collection of non-stationary sets form a normal ideal, the non-stationary ideal and the dual of this ideal is the closed unbounded (club) filter. We will write N S(P κ (Y ) S) for the restriction of the nonstationary ideal to the set S ⊆ P κ (Y ). We write N S(α) cof(β) for the non-stationary ideal on α restricted to α ∩ cof(β).
If S ⊆ P κ (H(λ)), then S has support β iff for all N, M ∈ P κ (H(λ)) if
We note that the minimal support is uniquely determined. If S ⊆ P(H(α)) and Z ∈ P(H(β)), we will frequently consider "Z ∈ S" iff Z ∩ H(α) ∈ S. If α < β, we have a map
given by π (Z) = Z ∩ H(α). This induces a map π: H(α) ) is, and if Y ⊆ P(H(α)), and Y is stationary, then {Z ∈ P(H(β)): π (Z) ∈ Y } is stationary. If I = I β : β < κ is a sequence with each I β an ideal on P(H(β)), then I β : β < κ is a tower provided that for all α < β,
positive. If I = I β : β < κ is a tower of ideals, then for each α < β, we get an injective Boolean algebra homomorphism
is the collection of ∼-classes with the ordering ≤. Note that b(I β : β < κ) is determined by I β : β ∈ X where X ⊆ κ is unbounded. These towers have been studied extensively and fruitfully by Woodin [W1] . We refer the reader to this paper for basic facts.
We now will fix some notation. The most important special case of this theory is when each I β is the non-stationary ideal on H(β). Another important case we will consider is when we have a sequence of sets S = S α : α < κ with each S α I α -positive, and I α S α : α < κ form a tower. We will write b(I S) for this tower. A typical example is when S α = {Z ∈ P λ (H(α)): Z ∩ α is ≤ γ-closed} and I α is the nonstationary ideal. (We will prove shortly that this is an example.) We will write N S(λ, < κ) for the tower of non-stationary ideals and ≤ γ-closed-N S(λ, < κ) for the non-stationary tower concentrating on z that have ≤ γ-closed intersection with the ordinals. We will write b(N S(λ, κ)) for the forcing arising from the nonstationary ideals restricted to S α = {z ∈ P λ (H(α)): α < κ and z ∩ λ ∈ λ}, and b(≤ µ-closed-N S(λ, κ)) for the nonstationary tower forcing restricted, the sequence
If A is a structure with universe H(κ) and z ⊂ H(κ), we define A z to be the structure achieved by restricting all functions in the language of A to z. (To avoid partially defined functions, we define functions to be 0 at elements of z where the corresponding values in A are outside z.) If A is skolemized and the skolem functions are closed under composition, and N is a substructure of A z then taking the skolem hull of N in A adds no new elements to N that lie in z. We will denote the skolem hull of z inside A, by sk A (z). A partial ordering P is κ-saturated iff P has the κ-c.c.. A partial ordering is (λ, κ)-presaturated (or κ-presaturated) iff for any collection A β : β < α < λ (any collection A β : β < α where α < κ) of antichains in P there is a dense collection of q ∈ P such that for all β, |{p ∈ A β : p is compatible with q}| < κ. For regular κ and |P| ≤ κ, (λ, κ)-presaturation is equivalent to κ having cofinality bigger than λ in V P . Similarly κ-presaturation is equivalent to κ being a regular cardinal in V P . If, for some reason, we know V P |= κ ≤ λ + , then κ-presaturation is equivalent to (λ, κ)-presaturation.
If I = I β : β < κ is a tower of normal ideals on P λ (H(κ)), then we can force with b(I) to obtain a generic ultrafilter G. We can then form the ultrapower of V by G using functions F : P λ (H(κ)) → V that lie in V and have "bounded support". (F has bounded support if there is an α < κ such that for each x ∈ P λ (H(κ)), F (x) is determined by x ∩ α.) The resulting ultrapower is a class M definable in V [G] , and we get an elementary embedding j: V → M . For each α < κ, j α ∈ M and consequently M is well-founded up to κ. Further, for all X ⊆ P λ (H(κ)) with support α, X ∈ G iff j H(α) ∈ j(X). If b(I) is also κ-presaturated, then M is well-founded and
(See [B-T] and [W1] for details.) Also, if S = S β : β < κ is a sequence of sets so that I = I S forms a tower, then κ-saturation of b(I) implies the κ-saturation of b(I ).
Standard facts about normal ideals imply that if A ⊆ b(I) and |A| < κ (κ regular), then the boolean sum of A in b(I), ΣA, is equal to the class of the Let I = I α : α < κ be a normal tower. If N ≺ H(λ), ∈, I, ∆ where λ >> κ, then N is good for I iff N ∈ C for all C ∈ N such that C ∈Ȋ α for some α < κ. An easy normality argument shows that for any normal tower I there is a stationary collection of good N . If N is good for I and A is a maximal antichain in b(I) with A ∈ N , then N contains a sequence of representatives X a : a ∈ A such that a = [X a ] I . We say that N catches A below δ iff for some a ∈ N ∩A with supp a < δ, N ∩ supp a ∈ X a . Note that a good N can catch at most one a ∈ A, regardless of the sequence of representatives chosen. A good N is self-generic at γ iff for all antichains A ⊆ b(I) that lie in N and are maximal among {p ∈ b(I): supp p < γ}, N catches A. (The idea of "catching an index for an antichain" and self generic models comes from [F-M-S] and was used by Woodin in [W1] , [W2] and [W3] .) We note
Similarly, if A α : α < δ is a sequence of antichains and
Hence, for all α < δ, |{b ∈ A α : b is compatible with T γ }| < κ. This is the mechanism typically used to show presaturation.
We are now ready to state the only original theorem in this section.
Theorem 1.3. Let κ be a Woodin cardinal, and let µ < κ be regular. For each strong limit γ < κ of cofinality bigger than µ, let S γ = {x ∈ P µ ++ (H(γ)): x ∩ µ ++ ∈ µ ++ and x∩γ is ≤ µ-closed}. Let I be the sequence of ideals N S(µ ++ , γ) S γ : γ < κ (i.e., I =≤ µ-closed-N S(µ ++ , < κ)). Then a) I is a tower and b) b(I) is κ-presaturated. (In fact a slightly more general thing is true: we can replace ≤ −µ-closed by < µ-closed and µ ++ by any regular λ > µ.) Corollary 1.4. Assume κ is Woodin. Then for all regular µ < κ, there is a normal κ-presaturated tower I such that when forcing with b(I) any cardinal λ of cofinality > µ remains cofinality > µ and (µ ++ ) V becomes cofinality µ + and b(I) preserves all cofinalities ≤ µ.
Note: If N is a set we will say that N is µ-closed iff N ∩ OR is µ-closed.
Proof of Corollary from Theorem. Let µ 1 = µ ++ . Let G ⊆ b(I) be generic and j: V → M ⊆ V [G] be the generic elementary embedding with critical point µ 1 and with M transitive and M <κ ⊆ M . Since µ < κ, M is correct (with respect to V [G] ) about cofinalities below µ. Let λ be a regular cardinal in V such that the cofinality of λ in V [G] is smaller than λ. Suppose that V [G] |= cof(λ) ≤ µ. Since κ remains regular and |b(I)| ≤ κ, we cannot have λ ≥ κ. If λ < κ, we consider j λ
Hence, by the elementary of j, V |= cof(λ) ≤ µ. Thus b(I) preserves "cofinality > µ".
Since j µ + = id and
Remark. Many results of Woodin about nonstationary towers hold also for µ-closed nonstationary towers. For example, forcing with b(≤ µ-closed-N ST (λ, κ)) preserves stationary subsets of κ. However, not all facts about the nonstationary tower carry over:
Proposition 1.5. Suppose P is κ-presaturated (κ regular), j: V → M is definable in V P , M is well-founded and M <κ ⊆ M . Suppose that α < κ is a regular cardinal bigger than the critical point of j and j(α) = α. Then j α is not ω-closed.
Proof. If j α is ω-closed, then for ordinals below α, j preserves the property of having cofinality ω or having cofinality > ω below α. Let S γ : γ < α be a partition of α ∩ cof(ω) into stationary sets. Let f : α ∩ cof(ω) → α be given by f (δ) = S γ iff δ ∈ S γ . Consider j α. Then j α is closed under j(f ). Since j α is ω-closed, j α intersects each set on the list j(S γ : γ < α). (Note each set on this list really is stationary since M <κ ⊆ M .) Since j α is closed under f , we must have j α = α. But this contradicts α > crit j.
We begin the proof of 1.3 by introducing a construction elaborated on in §3. Fix µ and a regular cardinal λ κ. Let A = H(λ), ∈, ∆, {µ}, f i i∈ω be a skolemized algebra on H(λ) (as usual the f i 's are assumed to be closed under composition). Define a sequence of functions and expansions of A,
For each α ∈ (λ∩x) <ω , define a sequence µ i : i ∈ ω as follows:
++ , α ∪ {µ 0 , . . . , µ i }) + 1 and µ ω = sup µ n : n ∈ ω . Then each µ n ∈ x and there is a ρ ∈ x ∩ µ ++ with ρ > µ n for all n. An induction Lemma 1.6. Let γ 0 < γ 1 be strong limit cardinals of cofinality > µ. Let A be a skolemized algebra on H(γ 1 ) expanding H(γ 1 ), ∈, ∆, T, {γ 0 }, {µ} , where T is some closed unbounded subset of γ 1 of order-type the cofinality of γ 1 . Let x ⊆ H(γ 0 ) be µ-closed, and x ⊆ H(γ 1 ) the subalgebra of A generated by
Proof. Suppose not. Let ξ be the least ordinal in x such that x∩ξ is not µ-closed, or γ 1 if no such ξ exists. Then ξ > γ 0 by assumption. If ξ is not a regular cardinal, then since x ≺ H(γ 1 ), ∈, ∆, T there is a continuous sequence α δ : δ ∈ cof(ξ) cofinal in ξ definable in x from parameters in x. But cof(sup{δ:
is not µ-closed, contradicting the minimality of ξ. Thus we may assume that ξ is regular.
We can now prove a) of Theorem 1.3. Let γ 1 > γ 0 ≥ µ ++ be two strong limit cardinals of cofinality > µ. We must show that if
The first implication is easy. If A is a skolemized algebra on H(γ 0 ), then the functions determining A can be extended arbitrarily to yield an algebra A on H(γ 1 ),
The second implication follows from Lemma 1.6. Let A be an algebra on H(γ 1 ). We may assume A expands H(γ 1 ), ∈, ∆, {γ 0 }, {µ}, T for some club T ⊆ γ 1 of order type the cofinality of γ 1 . Consider A. Then there is an algebra B on H(γ 0 ) such that if x ≺ B and x is the substructure of A generated by x, then x ∩ H(γ 0 ) = x. Let x ≺ B with x ∈ S. By Lemma 1.6, x is µ-closed x ≺ A and x ∩ H(γ 0 ) ∈ S. This proves the second implication. Lemma 1.7. Let κ be a regular cardinal and A be a skolemized algebra expanding H(κ), ∈, ∆ . Let x α : α < δ ≤ µ + be a continuous increasing sequence of µ-closed substructures of A of cardinality µ + , and let γ α : α < δ ⊆ x 0 \µ ++ be an increasing sequence of cardinals closed in sup γ α : α < δ . Suppose: a) x α+1 is a γ α+1 -end-extension of x α , i.e. x α+1 ∩ H(γ α+1 ) end extends
Proof. We may assume δ < µ + (since the theorem is easy if δ = µ + ) and hence that γ α : α < δ is bounded in x 0 . Let γ = sup γ α : α < δ . Then γ ∈ x 0 . Suppose ξ ∈ x α \γ is a regular cardinal for some α. If i ∈ z ∩ ξ, then there is some α ∈ γ <ω ∩ z and an A term τ such that i = τ ( α). Hence, for some ρ
Similarly we see that If ξ ∈ z is the minimal ordinal such that z ∩ ξ is not µ-closed, then, as in 1.6, ξ is a regular cardinal, and ξ ∈ x α for some α. But cof(z ∩ ξ) = cof(x α ∩ ξ) = µ + since x α is µ-closed. This is a contradiction.
We now need a variation of the standard "catch-your-tail" lemma in proper forcing.
Proof. Since x is a substructure of A, x ≺ A and hence x ∩ H(2
Note that the y above is ≤ µ-closed, by Lemma 1.6. Woodin made the following definition: Let I be tower of ideals on
is maximal and for all algebras A on H(2
In the situation of Theorem 1.3, with
(See the preliminaries to Theorem 1.3 for the definition of "good".)
The following lemma is a fairly general fact about towers that we prove in the special case of
Lemma 1.9. Suppose κ is a Woodin cardinal, and A is a maximal antichain in b(I). Then there are unboundedly many δ < κ at which A is semi-proper.
Proof. We will use the following property of Woodin cardinals: If f : κ → κ, then there is a δ and a j:
Suppose the lemma fails; then for some γ and for each δ > γ, there is an algebra A δ and a stationary set S δ of ≤ µ-closed subsets of H(2 γ + ) consistuting a counterexample. Since S δ is stationary, it is a condition in b(I).
Let f : κ → κ be a function such that 1) If f δ ⊆ δ, then δ > γ and A H(δ) is a maximal antichain 2) For all inaccessible δ, f (δ) = ρ +ω for some ρ > δ and for some condition Let δ and j: V → M be as guaranteed by Woodinality for f . Let
. This is a contradiction.
We can now finish the proof of Theorem 1.3. Since b(I) makes each ordinal α < κ have cardinality ≤ µ + , by the discussion previous to Theorem 1.3 it suffices to show: Claim 1.10. Let A α : α < µ + be a sequence of maximal antichains in b(I), and p ∈ b(I). Then there is a condition q ∈ b(I)/p such that for all α < µ + , |{a ∈ A α : a is compatible with q}| < κ.
Proof. We begin with:
Subclaim. There is a ξ < κ such that q = {N ∈ p: N is ≤ µ-closed and for all α, N catches A α below ξ} is stationary.
To see that the claim follows from the subclaim: if a ∈ A α and a is compatible with q, then there is a good µ-closed N ≺ H(2
Since A α is an antichain and N is good, N can catch at most one element of A.
Since N ∈ q, N catches some element of A below ξ. Hence supp a < ξ. Thus |{a ∈ A α : a is compatible with q}| ≤ |H(ξ)| < κ. To see the subclaim; let γ −1 = supp(p), and choose an increasing closed sequence γ α : −1 ≤ α < µ + such that each γ α+1 is inaccessible and A α is semi-proper γ α+1 . Let ξ = sup{γ α : −1 ≤ α < µ + . We will see that q = {N : N is µ-closed and for all
Then there is a closed unbounded set C α witnessing the semi-properness of A α at γ α , and C α is definable in A.
Consider A. By Lemma 1.8, if x is a µ-closed substructure of A, of cardinality µ + , with γ α ∈ x and y ≺ A α is a µ-closed γ α -end-extension of x including x∩H(2 γ α ) and y is the subalgebra of A generated by y ∩ γ α , then y ∩ H(2
is the subalgebra of A generated by N α+1 ∩ γ α+1 . Note that 1.8 and 1.9 allow us to build N α+1 from N α and keep N α+1 µ-closed. By 1.7 we can take unions at limit stages and remain µ-closed.
Then, by 1.7, N is µ-closed, N ≺ A and N catches each A α below γ α+1 . Hence N ξ = N ∩H(ξ) witnesses the stationarity of q. This concludes the proof of Theorem 1.3. §2. Reflection principles for stationary sets, the good ones, and the bad ones In §3, we will see that if ω 1 holds and there is a partial ordering that adds a saturated ideal on ω 2 without collapsing ω 1 or ω 2 , then θ < ω 2 . In [F-M-S] it's shown that in the model resulting from a Levy-collapse of a supercompact cardinal to be ω 2 there is a saturated ideal on ω 1 and that the non-stationary ideal on ω 1 is presaturated. One might hope the analogous result is true at ω 3 if you collapse a supercompact to be ω 2 . In this section we see, in some detail, what goes wrong with this approach. In particular, we prove some ZFC nonreflection results for stationary subsets of [κ] <ω 2 for regular κ > ω 2 . We show that it is consistent to have ω 1 and a saturated ideal on ω 2 in a < ω 1 -closed forcing extension of V , but that M M implies that this property fails. We also prove under M M that (ω 3 , ω 2 ) → →(ω 2 , ω 1 ) and prove (in ZFC) that (ω 3 , ω 2 )→ →(ω 2 , ω 1 ) implies some cofinality results about the "Chang ideal".
We begin by giving a definition, probably due the Shelah, though not in this terminology.
There are many variations on this definition appropriate in different contexts such as Chang's Conjecture.
The length of an internally approachable structure is not uniquely defined. For N ≺ H(κ), ∈, ∆ with N ∩ λ ∈ λ however, the cofinality is well defined and is equal to the cofinality of N ∩ λ. We also have the following:
and N is internally approachable. Then N is internally approachable of length ≤ β iff there is an increasing sequence α δ : δ < β cofinal in ψ such that for all δ < β , α δ : δ < δ ∈ N and β ≤ β.
Proof. Suppose that N is internally approachable of length ≤ β. Let N δ : δ < β be a witness to this. Then, if we let α δ = sup(N δ ∩ λ) the sequence α δ : δ < β witness the proposition.
For the other direction, suppose α δ : δ < β is cofinal ψ and each initial segment is in N . Let N α : α < γ be any sequence witnessing N is internally approachable. Without loss of generality, for α < α ,
Then M δ : δ < β witnesses that N is internally approachable of length β .
We will write I.A. for the class of internally approachable structures, I.A.(cof(α)) for the internally approachable structures of cofinality α and I.A.(length α) for the internally approachable structures of length α.
Cardinal arithmetic can have a heavy bearing on I.A. For example, if κ ω < λ for all κ < λ, then, modulo a closed unbounded set, IA(cof(ω 1 )) = IA(length ω 1 ) = {N : N ω ⊆ N }. Also, an immediate corollary of proposition 2.2 with λ = ω 2 for example is that if ω 1 holds and
and N is internally approachable, then N is internally approachable of length exactly cof(N ∩ ω 2 ).
Let κ be regular and A an expansion of H(κ), ∈, ∆ . Let λ < κ be regular. Define a sequence of structures and functions F i , F * i and A i for i < λ by induction.
(In 4.17 we call A * the internalization of A.
Proposition 2.3. Suppose that x is a substructure of A * , with λ ∈ x, |x| = λ and x ∩ λ ∈ λ. Let z ∈ H(γ) for some γ ∈ x be such that if x * is the subalgebra of A * generated by x ∪ {z} then
Proof. Let x δ : δ < β witness the fact that that x ∈ I.A. (length β). Then we may assume that for δ < δ ,
be the function defined so that g(y, ·): |y|
y is the ∆-least such function. Since g is definable, x and x * are closed under g. Since
* from x δ : δ < δ and z. Hence x * δ : δ < β witnesses that x * ∈ I.A. (length β).
We also have (see [F-M-S]):
Proposition 2.4. Let λ < κ be regular cardinals, then {N S(λ, α) IA: α < κ} is a tower.
Proof. If α < α and N ∈ I.A. ∩ P λ (H(α )) with α ∈ N then N ∩ α ∈ I.A. ∩ P λ (H(α)). Hence, if S ⊆ P λ (H(α )) ∩ I.A. is stationary then {N ∩ H(α): N ∈ S} ⊆ I.A. and is stationary.
Let S ⊆ P λ (H(α)) ∩ I.A. be stationary, and A be an algebra on H(α ). Choose an x ∈ S such that if x * is the subalgebra of A * generated by
The following lemma has independent interest:
Proof. Suppose S ∩ I.A. is stationary. Let f : H(κ) → H(κ) be a term for a function in V [G] . Choose a λ >> κ and let M ≺ (H(λ ), ∈, δ, κ, ∆, f , be in I.A. with M ∩ H(κ) ∈ S and |M | = |M ∩ λ|. (Such an M exists by 2.4.) Let M α : α < γ witness that M is internally approachable. We may assume that the M α 's are increasing under inclusion and form a continuous tower. Build a decreasing sequence p α : α < γ ⊆ Col(λ, |H(κ)|) as follows: At limit α, p α = β<α p β . At stage α+1, choose the ∆-least p α+1 ≤ p α such that for all maximal antichains A ∈ M α for Col(λ, |H(κ)|) there is a q ∈ A with p α+1 ≤ q. Since for all α < γ, the sequence M α : α < α ∈ M , the construction can be carried out inside M so that for each α < γ, p α :
As witnessed by lemma 2.5, there is a very close connection between I.A. and the Levy collapse. Indeed, using the techniques of lemma 2.5 it is easy to show that if P is an arbitrary partial ordering that forces |H(γ)| = δ, adds no new <-δ sequences and leaves H(γ) in I.A.(length δ), then P adds a V-generic object for Col(δ, |H(γ)|).
While we are on the topic of forcing and I.A. we will prove that the next lemma which is used in §4, and is a variation of Solovay's classical product lemma: Lemma 2.6. Let λ < α < β be regular cardinals and λ >> β. Let
there is an s, (r, s) ∈ A}. Let N δ : δ < ξ be a continuous and increasing sequence witnessing N ∈ I.A. Since p is strongly (Col(λ, ≤ α), N )-generic, we may assume with no loss of generality that there is a sequence p δ : δ ≤ ξ such that p = p ξ , for η ≤ ξ a limit ordinal, p η = δ<η p δ and for all η < ξ, p δ : δ < η ∈ N (e.g., take p δ = p (N δ ∩ λ)).
Claim. Let C = {δ < ξ: p δ is Col(λ, ≤ α)-generic over N δ }. Then C is closed and unbounded.
Proof. Let f : ξ → ξ + 1 be defined by f (δ) = least δ ≤ ξ such that for all maximal antichains A ∈ N δ there is a q ∈ N ∩ A with p δ ≤ q. Each fixed point of f is in C. Since both of the sequences N δ : δ < ξ and p δ : δ < ξ are continuous, f is Since Col(λ, ≤ α) is < λ-closed, for each δ, there is a maximal antichain A δ ∈ N such that for all s ∈ A δ and all maximal antichains A ∈ N δ there is an r ∈ A, s ≤ r. Because p ξ is N -generic, f (δ) < ξ for all δ. Since f is continuous, maps ξ to ξ and cof(ξ) > ω, f has an unbounded set of fixed points.
Clearly each initial segment of C is in N . Hence, by passing to a subsequence, we may assume for all δ, p δ is N δ -generic, and that for all γ, (N δ , p δ ): δ < γ ∈ N γ+1 . We now define a decreasing continuous sequence of conditions
Definition 2.7. Let λ be a cardinal and S ⊆ P κ (H(λ)) be stationary. S reflects to a set of cardinality µ iff for any closed unbounded set C ⊆ P κ (H(λ)) there is an X ⊆ H(λ) with µ ⊆ X, |X| = µ and C ∩ S ∩ P κ (X) is stationary in P κ (X). S reflects to a set of cardinality < µ iff for any closed unbounded set C ⊆ P κ (H(λ)) there is an X ⊆ H(λ) with µ ∩ X ∈ µ, |X| < µ and C ∩ S ∩ P κ (X) is stationary in P κ (X).
In [F-M-S] it's shown that if one collapses a supercompact cardinal to be ℵ 2 (using the Levy collapse), then every stationary set in P ω 1 (H(λ)) (λ arbitrary) reflects to a set of cardinality ℵ 1 . This, in turn, implies that the non-stationary ideal on ℵ 1 is pre-saturated. Were it the case that collapsing a supercompact cardinal to be ℵ 3 yielded a model where every stationary subset of P ω 2 (H(λ)) reflected to a set of size ℵ 2 , then it would follow from a supercompact that θ < ℵ 2 (see Corollary 2.11). Unfortunately, this isn't the case. The best we can do is:
Theorem 2.8. Let µ be regular uncountable. Let κ be a supercompact cardinal and G ⊆ Col(µ, < κ) be generic. Then V [G] |= for all cardinals λ and all stationary sets S ⊆ P µ (H(λ)) ∩ I.A.. S reflects to a set of cardinality µ.
Proof. Let j: V → M be a 2 |H(λ)| -supercompact embedding with M transitive. Standard large cardinal arguments shown that there is a V -generic H ⊆ Col(µ, j(κ)) such that j can be extended to aĵ:
S is stationary iff S = {N : g N ∈ S} is a stationary subset of P µ (µ). Since S is (essentially) a stationary subset of µ, the stationarity of S in V [H ] is preserved by the < µ-closed forcing required to extend
Hence by elementarity, V [G] |= S reflects to a set of size µ.
We now discuss various examples of non-reflecting stationary sets. We use a definition of Baumgartner [B1] : For κ, µ ∈ {ω, ω 1 }, let
The following theorem uses methods of Shelah [Sh1] :
Suppose that every stationary subset of S = S(ω 2 , H(λ); ω 2 , ω 3 ; κ, µ) reflects to a set of size ω 2 . Then there is a closed unbounded set C ⊆ P ω 2 (H(λ)) for all N ∈ C ∩ S there is a stationary X ⊆ ω 3 ∩ cof(µ) for all β ∈ X there is an increasing sequence
Proof. Otherwise, there is a stationary set B of counterexamples. Let R ⊆ H(λ) reflect B to a set of size ω 2 ; so |R| = ω 2 ⊆ R and B ∩ P ω 2 (R) is stationary. Let f : ω 2 → R be a bijection and R * = {δ: f δ ∈ B and f δ ∩ ω 2 = δ}. Then (modulo a club subset of ω 2 ), R * ⊆ ω 2 ∩ cof(κ) and is stationary. Let
Corollary 2.10. Let λ > ω 3 and κ, µ ∈ {ω, ω 1 }. Suppose that every stationary subset of S = S(ω 2 , H(λ); ω 2 , ω 3 ; κ, µ) reflects to a set of size ω 2 , then there is a structure
There is a non-reflecting stationary subset
b) There is a non-reflecting stationary subset B ⊆ S(ω 2 , H(λ); ω 2 , ω 3 ; ω 1 , ω).
Proof of Corollary 2.11a). Suppose it were false. Fix A as in 2.10.
. Let X witness 2.10 for N 0 . Let γ be the ω nd 2 element of X and choose N 1 witnessing 2.10 for N and γ.
Since |N 1 | = ω 1 there is a γ ∈ X ∩ γ with N 1 ∩ γ bounded in γ . Let N 1 witness 2.10 for N 0 and γ . Clearly
Now repeatedly use 2.10 to build sequences N i : i < ω 2 and
N i . Since all of the N i and N i have the same intersection with ω 2 , for i < j, N j is an ω 3 -end extension of N i and similarly N j and
2.11b) is proven the same way, only we build N i and N i just for i < ω 1 . Letting [B1] implies that N ∩ ω 3 and N ∩ ω 3 are both ω-closed in sup N ∩ ω 3 . The rest of the proof is identical.
We note that there is nothing special about ω 2 in 2.9-11. We did this case for concreteness. Theorem 2.9 and Corollaries 2.10-2.11 hold with any regular γ replacing ω 2 .
We now present a result of Shelah which implies that if the C.H. fails, a generic object for a non-stationary tower always contains a non-reflecting stationary set.
Theorem 2.12. Let 2 ℵ 0 ≥ ℵ 2 and γ a cardinal and κ i : i < ω an increasing sequence of measurable cardinals bigger than γ. Let S ⊆ P ω 2 (γ) be stationary and for all N ∈ S, N ∩ ω 2 ∈ ω 2 . Then there is a non-reflecting stationary set T ⊆ P ω 2 (sup{κ i : i ∈ ω}) such that for all N ∈ T , N ∩ γ ∈ S.
Proof. Let r α : α < ω 2 ⊆ 2 ω be an enumeration of ω 2 distinct elements of 2 ω . Let T = {N ∈ P ω 2 (sup{κ i : i ∈ ω}): N ∩ γ ∈ S and if δ = N ∩ ω 2 and cof(N ∩ κ i ) = ω j then r δ (i) = j}. An easy indiscernibility argument shows T stationary. Suppose that T reflected to a set A ⊆ sup{κ i : i ∈ ω} with ω 2 ⊆ A and |A| = ω 2 . Let
. By the definition of T , s N = r δ N . But there are only two possibilities for s N (corresponding to cof(δ N ) = ω or cof(δ N ) = ω 1 ). But this is a contradiction since there is a stationary collection of possibilities for
Shelah has proved much more far reaching nonreflection results using his theory of reduced products. For example he proves that for a cofinal class of cardinals λ there is a sequence x α : α ∈ S , such that S ⊂ λ ∩ cof(ω 1 ) is stationary x α ⊆ α and if Z ⊆ λ ∩ cof(ω 1 ) has cardinality ω 2 , then {x α : α ∈ Z} has a transversal (a 1 − 1 choice function). Since any sequence x α : α ∈ λ ∩ cof(ω 1 ) with x α ⊇ x α also has this property, the sequence of x α 's can be modified (say under ♦(λ ∩ cof(ω 1 ))) so that S = {x α : α ∈ λ ∩ cof(ω 1 )} is a stationary subset of P ω 2 (H(λ) ), x α ∩ α is ω-closed and sup x α ∩ λ = α. Note that such an S cannot reflect to a set X of size ω 2 . If it did, then Z = S ∩ P ω 2 (X) would have cardinality ω 2 (since the sup transversal. Thus, Shelah's results and techniques provide a very powerful obstacle to stationary set reflection. Now that we've seen what goes wrong with the proofs that a supercompact yields a presaturated ideal on ω 2 , we show that there is an inherent obstacle: Theorem 2.13. Assume P F A. There is no partial ordering P which doesn't add reals or collapse ω 2 and has the property that V P |= there is a presaturated ideal on ω 2 .
Theorem 2.14. Assume P F A. There is no partial ordering P which doesn't add reals or collapse ω 2 and has the property that V P |= (ω 3 , ω 2 )→ →(ω 2 , ω 1 ).
The proofs of 2.13 and 2.14 are similar, however for 2.14 we need the additional result:
Theorem 2.15. (ZFC) Let κ, λ, µ be three consecutive cardinals. Then there is a structure A = (µ, f i ) i∈ω such that if B ≺ A with |B| = λ, and |B ∩ λ| = κ, then cof(sup B ∩ λ) = cof(κ). In particular, B ∩ µ is < κ-closed in sup(B ∩ µ).
Remark. 2.15 has many consequences. For example, under C.H., it implies that there is an expansion A of H(ω 3 ), ∈, ∆ such that if B is any (ω 2 , ω 1 )-Chang elementary substructure of A with ω 1 ⊆ B, then B ω ⊆ B. Further, it can be used with the core model theory to show that the consistency strength of (ω 3 , ω 2 )→ →(ω 2 , ω 1 ) is quite high.
Proof of 2.14. We may assume that (µ, λ)→ →(λ, κ) since otherwise the theorem is vacuous. Let γ µ and let A be a fully skolemized elementary substructure of H(γ), ∈, ∆ of cardinality µ, with µ ⊆ A. Let f : A → µ be a bijection and A be the structure with domain µ isomorphic to A via f . Then, if B A , f µ , we see that F −1 (B) ∩ µ = B. Thus, were the theorem false, there would be a B ≺ A such that |B| = |B ∩ µ| = λ, |B ∩ λ| = κ and cof(sup B ∩ λ) = κ.
Proof of Claim. Let f i be a skolem function. For the purposes of computing
Thus, if B A is a counterexample, we may assume that κ ⊆ B and B ∩ λ ∈ λ and has cofinality different from κ. Let B be the transitive collapse of B and j: B → B be the inverse of the transitive collapsing map. Then, λ B = crit(j) = B ∩ λ and µ B , the successor in B of λ B , is λ. (Since |B ∩ µ| = λ, µ B ≥ λ. On the other hand, for all α ∈ B ∩ µ there is a bijection h:
Hence the order type of B ∩ µ is λ.)
In H(γ), there is a sequence x α : α < µ such that x α ⊆ λ is unbounded and x α : α < µ is almost disjoint. Hence in B , there is such a sequence x α : α < µ B . For each α * < µ B , there is a pairwise disjoint sequence of sets x α * α : α < α * ∈ B such that for each α < α * , x α * α contains a "tail" of x α . In H(γ), choose a g: κ
possibilities for δ α , there are λ many α's with the same δ α . Choose α * < µ B such that for some δ < κ, there are κ many α < α * with δ α = δ. Then {g −1 [x α * α ]: α < α * and δ α = δ} is a collection of κ disjoint subsets of δ < κ, a contradiction. We note a debt to Shelah's style of argument in [Sh2] . We can now prove Theorems 2.12 and 2.13.
Definition 2.16. A sequence C α : α ∈ ω 2 ∩ cof(ω 1 ) is a ♦ + (cof(ω 1 )) sequence iff C α ⊆ P(α), |C α | = ω 1 and for all x ⊆ ω 2 there is a closed unbounded set C,
We will use results of Baumgartner and Todorcevic:
Theorem. Baumgartner [B2] Assume that there are no "Canadian trees". (This is implied by PFA). Let b γ : γ < ω 2 be an enumeration of the bounded subsets of ω 2 . For α ∈ cof(ω 1 ) ∩ ω 2 , let C α = {x ⊆ α: for all β < α there is a γ < α with
Theorem. (Todorcevic [To] ) PFA implies that if P is a partial ordering that adds a subset of ω 1 , then either P adds a real or collapses ω 2 .
We state these results in a somewhat convoluted way in order to make the following remark: Assuming PFA, there is a sequence C α : α < ω 2 that remains a ♦ + (cof(ω 1 ))-sequence in any forcing extension of V a partial ordering P which neither adds reals nor collapses ω 2 .
Thus to prove 2.12 and 2.13, it suffices to show that a ♦ + (cof(ω 1 ))-sequence implies that there is no presaturated ideal on ω 2 and that (ω 3 , ω 2 )/ → →(ω 2 , ω 1 ). So suppose that I is a normal presaturated ideal on ω 2 . Let G ⊆ P(ω 2 )/I be generic and j: V → M ⊆ V [G] be the generic elementary embedding, where M is the transitive collapse of "
the presaturation of I. Now suppose that (ω 3 , ω 2 )→ →(ω 2 , ω 1 ). Let A = H(ω 5 ), ∈, ∆, C α : α < ω 1 , f i i∈ω be a fully skolemized structure. By 2.15, there is a B ≺ A with |B| = |B ∩ ω 3 | = ω 2 and δ = B ∩ ω 2 ∈ cof(ω 1 ). Then |P(ω 2 ) ∩ B| ≥ |B ∩ ω 3 | = ω 2 . On the other hand, if x ∈ P(ω 2 ) ∩ B there is a closed unbounded set C x ⊆ ω 2 with C x ∈ B, and for all
We now outline a consistency result which is also relevant to Theorem 3.11, Corollary 3.13.
Theorem 2.17. Suppose κ is a huge cardinal. then there is a generic extension V of V satisfying: a)
there is a saturated ideal on κ in a < ω 2 -closed forcing extension.
(Sketch of Proof ). (See [Ku2] and [Fo2] for similar arguments and proof techniques) Let Sq(ℵ 1 ) be the standard partial ordering for adding a ℵ 1 sequence using countable conditions. Then, assuming C.H., Sq(ℵ 1 ) is countably closed and has the Let Q be any partial ordering. Define A(Q, α, β) to be {τ | τ ∈ V Q , τ ∈ S(α, β) = 1 and for all τ , τ = τ = 1 implies rank(τ ) ≤ rank(τ )} ordered by τ ≤ A σ iff τ ≤ σ = 1. Standard theory (see e.g. [Fo2] ) shows that if β is inaccessible, and |Q| < β, then A(Q, α, β) is < α-closed and β-c.c. Further B(Q * S(α, β)) is canonically a regular subalgebra of B(Q × A(Q, α, β)).
Define a partial ordering P as follows. P will be a κ-stage iteration (with amalgamation) using countable supports. P will be countably closed and κ-c.c. and will make κ = ℵ 2 .
Let P 0 = S(ℵ 1 , κ). For α a limit, P α is determined by P β : β < α since we are taking countable supports.
At an inaccessible stage α where P α ∩ V α has the α-c.c. and P α ∩ V α is a regular subalgebra of P α , let
where A(Sq(ℵ 1 ), α, κ) is defined in V P α ∩V α . For any other α, let P α+1 = P α * {1}. Standard arguments (see [Fo2] ) show P = P κ to be κ-c.c. and ω-closed. Let V = V P * Sq P (ℵ 1 ) . To see that V satisfies condition b): Let j: V → M be a huge embedding with critical point κ. Let λ = j(κ). Since P κ is κ-c.c. and j is elementary, P κ = j(P) ∩ V κ is a regular subalgebra of j(P) and hence P * A(Sq(ℵ 1 ), κ, λ) is a regular subalgebra of j(P). Since P κ * Sq P κ (ℵ 1 ) is a regular subalgebra of j(P) * Sq j(P) (ℵ 1 ) we see that
is a regular subalgebra of j(P) * S j(P) j (ℵ 1 ). Hence P * Sq(ℵ 1 ) * S(κ, λ) is a regular subalgebra of j(P) * Sq j(P) (ℵ 1 ).
, and m is a master condition, i.e., if H 2 ⊆ S(λ, j(λ)) is generic with m ∈ H 2 then j can be extended to j
One can check easily that (ω 3 , ω 2 )→ →(ω 2 , ω 1 ) in this model.
Remark. by adding an arbitrarily large collection of cohen reals to V , we get a model where the continuum is arbitrarily large and there is a partial ordering Q that preserves ω 1 and ω 2 and adds a saturated ideal on ω 2 . With a little more work we can arrange that V have the continuum arbitrarily large and Q be < ω 2 -closed. Proof. We go by induction on m. For m = 0, this is immediate. Assume N ∩ P ω 1 (ℵ m−1 ) is stationary. Let A = ℵ m , f i i∈ω be an algebra on ℵ m . We must find a countable x ∈ N with x A. By the downward Lowenheim-Skolem theorem, there is an α ∈ ℵ m with α closed under each f i . Since m ≤ n, N ⊇ ℵ n , and N H(λ), ∈, f i i∈ω , there is an f ∈ N , f : α
Consider the algebra B on ℵ m−1 arrived at by "copying over" each
is stationary, there is a y ∈ N , |y| = ω and y B. Then x = f y ∈ N and x A.
Let N α : α < ℵ n witness N ∈ I.A. (length ℵ n ). We may assume that for α < β, N α ⊆ N β . There is a sequence of functions f α : α < ℵ n with f α : |N α | → N α and for all δ < ℵ n , f α :
Fix an algebra A on N . We must find an x ∈ N ∩ P ω 1 (N ) with x A. Since each |M α | ≤ ℵ n−1 , there is an α, with M α A. Since M α ∈ N , there is an
We begin this section by defining "reasonable" forcing, a weakening of proper forcing. We show that reasonable forcing cannot add a new equivalence class to a weakly-homogeneously-Suslin equivalence relation, unless that relation has a perfect set of inequivalent reals. We then give some examples of reasonable forcing notions and deduce some results about the value of θ. We finish with some more involved arguments about pairs of non-stationary towers.
Definition 3.1. A partial ordering P is reasonable iff for all ordinals α, P ω 1 (α)
V is stationary in P ω 1 (α)
Standard proper forcing arguments yield the following proposition: Proposition 3.2. Let P be a partial ordering. Then the following are equivalent: 1) P is reasonable 2) for all p ∈ P there is an elementary substructure N ≺ H(λ), ∈, ∆, P, {p} for some λ ≥ (2 2 |P| ) + and an (N, P)-generic q ≤ p 3) for all p ∈ P and all sufficiently large regular λ there is an elementary substructure N ≺ H(λ), ∈, P, {p} and an (N, P) generic q ≤ p.
We now show that weakly-homogeneously-Suslin equivalence relations remain equivalence relations after "small" forcing: Lemma 3.3. Suppose that P is a partial ordering and ∼ is a κ-weakly-homogenouslySuslin equivalence relation with canonical tree T and |P| < κ. Then for all generic
Proof. Let T be the canonical tree for ∼ and T the canonical tree for ∼. Since |P| < κ, T and T remain "complemented trees" after forcing with P. Let G ⊆ P be generic. We must see that {(x, y): (x, y) ∈ p[T ]} is symmetric, reflexive and transitive. However, for each of these properties, there is a canonical tree S in V which is ill-founded iff there is a counterexample.
We do the case of transitivity: Let S = {(s, t, u, σ, ρ, τ ): (s, t, σ) ∈ T , (t, u, ρ) ∈ T and (s, u, τ ) ∈ T }. Then both in V and in V [G] , S is ill-founded iff the relation p[T ] is not transitive. Since S is well-founded in V , it remains well-founded in V [G] .
Theorem 3.4. Let ∼ be a κ-weakly-homogeneously-Suslin equivalence relation and P a reasonable partial ordering of cardinality < κ. Let G ⊆ P be generic. Suppose that there is a τ ∈ V [G] ∩ ω ω such that for all f ∈ V ∩ ω ω , τ ∼ f . Then in V , there is a perfect set of inequivalent reals.
Proof. We may assume that for some term τ , 1 for all f ∈ ω ω ∩ V , f ∼ G τ . Forcing with P × P we get τ and τ r ; the interpretation of τ by the "left" generic object and by the "right" generic object. Since |P × P| = |P| < κ, p[T ] is still an equivalence relation ∼ P×P in V P×P .
Claim. For all p ∈ P, (p, p) τ ∼ P×P τ r .
Proof of Claim. Otherwise fix such a p and let N ≺ H(λ), ∈, τ, P, {p}, T, T, ∼, ∆ be such that for some q ≤ p, q is (N, P)-generic. Choose G 0 ∈ V with p ∈ G 0 and G 0 generic over N for P ∩ N . Let G ⊆ P be V -generic with q ∈ G and G 2 = N ∩ G .
To finish the theorem, we build a tree p s : s ∈ 2 <ω such that:
ω we get a real τ f and
ω } is a perfect set of inequivalent reals.
We now give some examples of reasonable forcing:
Example 3.5. Any proper forcing is reasonable.
This example shows immediately that θ < ω 2 in the "standard model" of PFA, gotten by iterating proper forcing up to a supercompact cardinal. For, in such a model, the C.H. holds at a cofinal collection of the iteration. If a long prewellordering in L(R) were introduced by an initial segment of the forcing, it would have length less then ω 2 in a later stage. Since further proper forcing cannot add a new class to this prewellordering, the prewellordering has length less then ω 2 in the final model. We note that by Woodin's result that "N S ω 1 is saturated and there is a measurable cardinal implies that δ 1 2 = ℵ 2 " we see for example that "Con(ZFC + there is a supercompact cardinal) implies P F A N S ω 1 is saturated." Example 3.6. Any ℵ ω -c.c., cardinal preserving forcing.
To see that this is true, let P be a cardinal preserving, ℵ ω -c.c. forcing, and G ⊆ P be generic. We go by induction on α to see that P ω 1 (α)
V is stationary in V [G] . We must show that if A = α, f i i∈ω ∈ V [G] is a structure with universe α, then there is a countable x ∈ V that is closed under every f i .
Since P preserves cardinals, it suffices to consider cardinals α ∈ V [G] . For α = ω 1 , there is a β < α so that β is the universe of some elementary substructure of A. Since β ∈ V and β is countable in V , x = β works.
For α ∈ (ω 1 , ℵ ω ), suppose this is true for all β < α. Again, by downward Lowenheim-Skolem arguments, there is an ordinal β < α, so that β is the universe of an elementary substructure of A. By the induction hypothesis on |β|, there is an x ∈ P ω 1 (α) V so that x ⊆ β and x is closed under f i β <ω . For α ≥ ℵ ω , we note that ℵ ω -c.c. implies ℵ n -c.c. for some n < ω. Hence, there is a Y ∈ V , |Y | < ℵ ω and Y is the universe of an elementary substructure of A. Applying the induction hypothesis to |Y | we get the result.
We now define an ideal on a regular cardinal κ first discovered by Shelah and given the name I[κ]: Fix a skolemized structure A = H(λ), ∈, ∆, A, f i i∈ω where λ κ. Let Y A = {α: there is a sequence α i : i < cof(α) cofinal in α such that for all j < cof(α), α i : i < j ∈ Sk A (α)}. Note that if A 1 and A 2 are structures on H(λ 1 ) and H(λ 2 ) then there is a structure B on H(max{λ 1 , λ 2 }) such that necessarily proper) ideal which Shelah calls I [κ] . Note that I[κ] is closed under diagonal unions.
If κ = µ + , µ is regular and C α : α < κ is a µ sequence then A = H(λ), ∈, ∆, C α : α < κ , f i i∈ω witnesses that I[κ] contains a relatively closed unbounded set of points of cofinality µ in κ; for α of cofinality µ every initial segment of C α is in Sk A (α). Further, if κ <κ = κ, let x α : α < κ enumerate κ <κ . Let A = H(λ), ∈, ∆, x α : α < κ , f i i∈ω . Let S = {δ: there is a sequence δ i : i < µ cofinal in δ such that for all j < µ, there is an α < δ with δ i : i < j = x α }. Then S is stationary and S ⊆ Y A . Hence there is a stationary set in I[κ].
It is apparently an open problem whether I[κ] always contains a stationary set.
Questions. a) Is it consistent that
Is it consistent for there to be an ℵ 3 -saturated ideal I on ℵ 2 with I[ℵ 2 ] ⊆ I? c) Is it consistent for there to be an ℵ 3 saturated ideal on ℵ 2 with N S ω 1 being ℵ 2 saturated? In the presence of a measurable cardinal, this would require a postive answer to b)
Example 3.7. Let n > 1 be a positive integer. Suppose that I is a normal, ℵ n+1 presaturated ideal on ℵ n and that there is a set S ∈ I[ℵ n ] with S ∈ I . Then P = P(ℵ n )/I is reasonable. In particular, if ℵ n−1 holds and I is any saturated ideal on ℵ n then P(ℵ n )/I is reasonable.
Example 3.8. Suppose that I is the non-stationary ideal on ℵ n restricted to points of cofinality ℵ n−1 . Then if I is saturated, P(ℵ n )/I is reasonable.
We prove 3.7 and 3.8 in parallel. For 3.7, we first assume that the ideal is saturated.
Recall from §1 that if I is an ideal on κ, and N ≺ H(λ), ∈, ∆ with α = N ∩ κ ∈ κ, then N is good provided that α ∈ ∩{C: C ∈ N ∩ I }. If I is the non-stationary ideal on κ, then every N ≺ H(λ), ∈, ∆ with N ∩ κ ∈ κ is good. In 3.7, the main problem is to get a good N in IA (length ℵ n−1 ).
Lemma 3.9. Assume the hypothesis of 3.7 and that the ideal I is saturated. Let λ ℵ n . Let p ∈ I + , p = [X]. Then there is a good N ≺ H(λ), ∈, ∆, I, [X] with N ∈ I.A. (length ℵ n−1 ) and N ∩ ℵ n ∈ X.
Proof. Let λ λ and let A = H(λ ), ∈, {λ, X}, I, ∆, f i i∈ω be a skolemized structure such that S A ∈ I . Let M α : α < ℵ n be a continuous tower of elementary substructures of A with |M α | = ℵ n−1 and M α ∩ ℵ n ∈ ℵ n , and let M = Hence for a closed unbounded set of α ∈ D, M α is good. Choose an α ∈ S A ∩ X with M α good and
. This is possible since λ ∈ M α and for each j < ℵ n−1 , α i :
We now finish the proofs of 3.7 and 3.8 simultaneously (assuming that I is saturated): Let p = [X] ∈ I + . We show condition 2) of Proposition 3.2 holds. Let N ≺ H(λ), ∈, ∆, I, {X} be a good substructure in I.A. (length ℵ n−1 ) with
Thus, there is an a ∈ A, with α ∈ a.
To summarize: for all maximal antichains A ∈ N , there is an a ∈ A ∩ N with N ∩ ℵ n ∈ a; i.e., N is "self-generic".
Hence there is a closed unbounded set R ⊆ P ω 1 (N ) such that for all N ∈ R and all maximal antichains A ∈ N there is an a ∈ A ∩ N with α ∈ a. By Theorem 2.18,
Proof of Claim. a) Since Y ∈ N and α ∈ Y and N is good, Y ∈ I + . b) Let A ∈ N be a maximal antichain. Then Y ⊆ ∪(A ∩ N ). Since this is a countable union and I is countably complete, q ≤ Σ(A ∩ N ) in P(ℵ n )/I. This finishes the proof of 3.8 and 3.7 under the assumption that I is saturated. If we only assume that I is presaturated, the proof is similar to the proof of 3.6 in that we show inductively that for all m, P ω 1 (ℵ m )
V is stationary after forcing with P(ℵ n )/I. However, since ℵ n is collapsed, we need a special argument to see that P ω 1 (ℵ n ) V remains stationary. Let G ⊂ P(ℵ n )/I be generic, and j : V → M ⊂ V [G] be the induced generic embedding. Since there is an S ∈ I[ℵ n ] ∩ I , there is a structure A and a sequence α i :
x is a bounded subsequence of elements Hence, for all j < ℵ n−1 , α i : i < j ∈ V . In V , choose a sequence f α : α ∈ ℵ n such that each f α : ℵ n−1 → α is a bijection. For j < ℵ n−1 , let A j = {f α i "j : i < j} ∈ V . Then A j : j ∈ ℵ n−1 is a continuous sequnce of subsets of ℵ V n each of cardinality less then ℵ n−1 . Hence if B is a structure on ℵ V n that lies in V [G] , for some j, A j ≺ B. Since A j has cardinality less then ℵ n , we can use our induction hypothesis to see that P ω 1 (A j )
V is stationary in V [G] . Hence there is a countable 3.7, 3.8
From 3.7 and 3.8 we can prove the following theorems. (We have actually proved something stronger though more technical to state.) Theorem 3.10. Let n > 1 be a positive integer. Suppose P(ℵ n )/(N S ℵ n cof(ℵ n−1 )) is ℵ n+1 -saturated. Then any weakly-homogeneously-Suslin equivalence relation has either ≤ ℵ n−1 classes or a perfect set of inequivalent reals.
Theorem 3.11. Assume ℵ n−1 and there is a saturated ideal on ℵ n . Then any weakly-homogeneously-Suslin equivalence relation has either ≤ ℵ n−1 classes or a perfect set of inequivalent reals.
Proofs of 3.10, 3.11. It just remains to show that forcing with a saturated ideal on ℵ n adds a new equivalence class to any weakly-homogeneous-equivalence relation with at least ℵ n -classes. Let [X α ]: α < γ be an enumeration of the ∼ equivalence classes with γ ≥ ℵ n . Let T be the canonical tree for ∼ and T the canonical tree for ∼. Let G ⊆ P(ℵ n )/I be generic and j: V → M ⊆ V [G] be the canonical embedding. Then j T is a subtree of j(T ) and similarly j T is a subtree of T . Consider j( x α : α < γ ) = y α : α < j(γ) . For each α, y j(α) = x α . Hence for
Corollary 3.12. Suppose there is a supercompact cardinal and N S(ℵ n ) cof(ℵ n−1 ) is ℵ n+1 -saturated. Then θ < ℵ n .
Corollary 3.13. Suppose that there is a supercompact cardinal, ℵ n−1 and some (possibly trivial) ℵ n -closed partial ordering P adds a presaturated ideal to ℵ n . Then θ < ℵ n . (Actually, all that is required is that P not collapse cardinals below ℵ n+1 . The hypothesis of 3.11 and 3.13 are easily seen to be consistent. See theorem 2.17)
For more corollaries, about more general preorderings, see [Fo1] . Because of Theorem 2.4, to prove θ < ℵ n , it suffices to find a reasonable partial ordering P such that in V P , there is an elementary embedding j: V → M ⊆ V P , with critical point ℵ n and M well-founded. We now present a more refined, somewhat more difficult method for showing θ < ℵ n .
Theorem 3.14. Let n > 1 be an integer. Suppose ℵ n−1 and there is a partial ordering P and a cardinal κ with κ <κ = κ such that a) P ⊆ H(κ), P preserves κ and cardinals less than
, there is an elementary embedding j: V → M (M transitive) with crit(j) = ℵ n and j(ℵ n ) = κ. d) For all α < κ, and all p ∈ P there is a partial ordering Q such that Q is a regular subalgebra of P/p, preserves ℵ n , adds no new reals and |α| = ℵ n in V Q . Then every κ + -weakly-homogeneous-equivalence relation has either ≤ ℵ n−1 classes or a perfect set of inequivalent reals.
Remark. Condition d) is satisfied if there is a regular subalgebra Q of P that preserves ℵ n , adds no new reals and makes κ = ℵ n+1 . The existence of such a Q also Proof of 3.14. Let λ κ be regular. Since λ-closed forcing preserves ∼ and all of the hypothesis of 3.14, we may assume that λ = |H(λ)|. Let F : H(λ) → λ be such a bijection.
Let ∼ have ≥ ℵ n equivalence classes and [x α ]: α < γ be an enumeration of them. Let T and T be the canonical trees from weak-homogeneity for ∼ and ∼. Let G ⊆ P be generic. In V [G] , consider A = H(λ), ∈, P, G, ∆, ∼, H(λ) V , κ, τ, T, T , F where τ is a term for a real in the ω th n class of j( x α : α < γ ). As before,
. Choose a p ∈ G, p α * =α for some α ∈ OR and let Q be as in hypothesis b) for p and α. Let H ⊆ Q be generic over V with H ∈ V [G] . H] is stationary in V [G] . Following the argument of 2.18, we show by induction on m ≤ n that P ω 1 (ℵ m )
V [H] is stationary in V [G] . For m = 0 this is immediate. Assume that it is true for m − 1. Let B be an algebra on ℵ m that lies in V [G] . Then for some γ ∈ ℵ m , γ is subalgebra of B.
Hence there is an x ∈ P ω 1 (γ) ∩ V [H] that is a subalgebra of B.
In V [G] , fix a collection of skolem functions for A closed under composition and let A be the resulting algebra restricted to the set α.
Since
, there is an x ∈ P ω 1 (α) ∩ V [H] closed under the algebra for A . Let N be the elementary substructure of H(λ) V , ∈ , T, T , P, {p}, ∆, τ, F generated by x. Then N ∈ V [H] and Sk
We now finish the argument more or less as in 3.4, with notation as fixed in 3.4.
Claim 3.17. For all P ∈ P, (p, p) τ ∼ τ r .
Proof. Otherwise, let G ⊆ P be generic over V with p ∈ G. Without loss of generality we may assume that p α =α. Take Q as in hypothesis d) and H ⊆ Q be generic. Moving to V [H], we take an N satisfying 3.16.
Note. This is the only place we use that Q adds no new reals in an essential way. From Claim 3.17, we can work in V [H] to build a tree p s : s ∈ 2 <ω ⊆ N as in Theorem 2.4. This yields a perfect set of inequivalent reals lying in V [H] .
Claim 3.18. There is a perfect set of inequivalent reals in V .
Proof. We have several reasons why this is true. Under the actual hypothesis given for 3.14, if S ⊆ ω <ω is a tree in V [H] such that K = [S] is a perfect set of inequivalent reals in V [H] , then S ∈ V and absoluteness yields that [S] V is a perfect set of inequivalent reals.
If, instead we assume that ω ω ∩ V [G] ⊆ M , but not that Q doesn't add reals, we can argue as follows:
be a perfect set of inequivalent reals. Let S ⊆ ω <ω be a tree such that K = [S] . Define an ordering T by setting the universe of T = {(s, t, σ): s, t ∈ S, (s) = (t) , s = t and (s, t, σ) ∈ T } and ordering T by reverse inclusion. then T is definable in V [H] and, both in V [H] and V [G] , T is well founded iff for all distinct reals x, y ∈ [S], x ∼ y. Hence in V [G] , [S] is a perfect set of inequivalent reals. Since S ∈ M , and M computes ∼ "correctly", M |= [S] is a perfect set of inequivalent reals. Hence V |= ∃ a perfect set of inequivalent reals. This proves 3.18 and finishes Theorem 3.14.
We can eliminate both arguments for 3.18 by appealing to the following fact:
Fact 3.19. Let ∼ be a κ-weakly-homogeneously-Suslin equivalence relation with κ > 2 ℵ 0 . Let P be a partial ordering of cardinality < κ. Then ∼ has a perfect set of inequivalent reals iff ∼ has a perfect of inequivalent reals in V P .
The proof of this fact uses standard homogeneity techniques and we omit it. The hypothesis that Q not add reals was only used to show that τ ∈ V [H] . In the intended application, where P is some tower of ideals such as b − N S(ω 2 , < κ), this can be arranged by c.c.c. forcing as follows (we do this for ω 2 for concreteness):
For each y ∈ ω ω , let S(y) be the collection of sequence numbers of y. Suppose that [Y α ]: α < γ is a list of the equivalence classes of ∼ where ∼ is a κ + -weakly-homogeneous-equivalence relation and γ ≥ ω 2 .
Let A ⊆ ω 2 . By almost disjoint forcing, one can force a real x such that for all y ∈ V , |x ∩ S(y)| = ω iff y ∈ [Y δ ] for some δ ∈ A. Iterating this forcing ℵ 1 -times with finite supports produces a generic object J and a sequence x
Let , : (2 ω ) 3 → 2 ω be a canonical pairing function on the reals. For each
forcing to produce a sequence of reals x α : α < ω 1 so that for all x, y, z:
There is a β for all α > β, |x α ∩ S( x, y, z )| = ω iff for some δ, ξ, β,
assume that the hypothesis of 3.14 holds, with the exception that Q might add reals. We want to show that no regular subalgebra of P that preserves ω 2 adds a real in the ω 
, where H ⊆ Q is generic, then j §4. More on non-stationary towers.
Theorem 3.4 shows that the existence of a reasonable forcing that yields a generic elementary embedding with critical point ω n implies that θ < ω n . The ordinary non-stationary tower is clearly not reasonable as it adds Prikry sequences to many measurable cardinals; hence it doesn't preserve cof(ω). In §1 we showed that this crude problem can be overcome by forcing with the ω-closed non-stationary tower with critical point ω 2 . We discuss that problem further here.
Theorem 3.14 gives us a technique for doing some preliminary forcing before using the non-stationary tower; this technique allows us to use a weaker form of "reasonable" forcing. In this section, we discuss application of 3.14 in the more general context of embedding one non-stationary tower in another.
We discuss the relationship between the non-stationary tower forcing and forcing with the non-stationary ideal on a cardinal (after a suitable collapse). We introduce the hypothesis H; show that it holds if the appropriate non-stationary tower is saturated (or saturated below some condition) and that it consistently fails at a huge cardinal.
where κ is inaccessible. Then every weakly homogeneous equivalence relation with ≥ ℵ n classes has a perfect set of inequivalent reals.
Proof. In view of Theorem 3.4 and the remarks following 3.11, it suffices to prove that P = b(N S(ℵ n , κ) I.A.(length(ℵ n−1 ))) is reasonable. Let G ⊆ P be generic. Then for all γ < κ, {N ≺ H(γ): N ∈ I.A. of length ω n } ∈ G. In particular,
N α , N α : α < ω n−1 is an increasing continuous chain of subsets of N of cardinality ℵ n−2 such that for all β < ω n , N α : α < β ∈ N } ∈ G.
Since M is closed under γ-sequences,
Since j is 1 − 1 and crit (j)
Since κ is preserved by forcing with P, a downward Lowenhein-Skolem Theorem argument gives that every structure A with universe κ lying in V [G] has an elementary substructure with domain an ordinal γ < κ. Since P ω 1 (γ)
V is stationary in V [G] , there is a countable elementary substructure of A with universe in V .
Since |P| = κ, a chain condition argument yields that every structure A with domain a cardinal µ ≥ κ has an elementary substructure B whose domain has cardinality κ and lies in V .
We note that 4.1 works for any κ-presaturated tower of normal ideals that concentrates on I.A. We show later in this section that it is consistent to have such a tower that is κ-saturated.
We now examine conditions under which the hypothesis 3.14 hold. (See §1 for Theorem 4.2. Let µ 0 < µ 1 < κ be regular and κ Woodin. Let P = b(N S(µ 0 , κ)) and p ∈ P. Suppose that p reflects to a set of size < µ 1 . Let λ be a Woodin cardinal with supp p < λ < κ. Then there is a q ∈ Q = b(N S(µ 1 , λ)) and a p ≤ p such that Q/q is a regular subalgebra of P/p .
Remark. As usual, for the sake of clarity, we haven't proven the theorem in its fullest generality; it holds for many towers of ideals (e.g., <-γ-closed N S(γ, κ)). To see the connection with 3.14, take µ 0 = ω n−1 , µ 1 = ω n , κ a limit of Woodins.
Proof. Let G ⊆ P be generic with p ∈ G, and j: V → M ⊆ V [G] be the generic embedding. Then M is closed under < κ-sequences from V [G] , so it suffices to show that M contains a generic object for Q over
, and hence for some b ∈ B, z ∈ j(b). Thus, G Q is generic.
We are reduced to showing that there is some p ∈ P/p with p
Claim 4.3. p is stationary.
The claim clearly suffices, since p j V λ+2 ∈ j(p ).
Proof of Claim 4.3. Fix an algebra A on H(κ) expanding H(κ), ∈, ∆, {p, λ} . We need to build an N ≺ A with N ∈ p . Since p reflects to a set of size < µ 1 , there is a Z 0 ≺ A,
Hence N ∈ p as required.
Corollary 4.4. Let µ 1 be supercompact and µ 0 < µ 1 be any regular cardinal. Then for all Woodin κ > λ > µ 1 and all p ∈ b(N S(µ 0 , λ)) there is a q ∈ b(N S(µ 1 , λ)) and a p ∈ b(N S(µ 0 , κ)) so that below q, b(N S(µ 1 , λ)) is a regular subalgebra of b(N S(µ 0 , κ)).
Unfortunately, Corollary 4.4 says nothing interesting about the value of θ.
Corollary 4.5. Let µ 0 ≤ γ < µ 1 < κ be regular (e.g., µ 0 = γ = ω 2 ). Suppose that µ 1 is supercompact and κ is a Woodin limit of Woodin cardinals. Let V = V Col(γ,<µ 1 ) . Then in V : If p ∈ b(N S(µ 0 , κ)) ∩ I.A., then there is a p ≤ p a λ > supp(p), and a q ∈ b(N S(µ 1 , λ)) such that b (N S(µ 1 , λ) )/q is a regular subalgebra of b(N S(µ 0 , κ))/p . Proofs of 4.4 and 4.5. 4.4: If µ 1 is supercompact, then every stationary set in P µ 0 (H(κ)) reflects to a set of size < µ 1 .
4.5: By Theorem 2.8, every stationary subset of P µ 0 (H(κ)) ∩ I.A. reflects to a set of size < µ 1 . Proposition 4.6. Let µ 0 < µ 1 < λ < κ be regular and λ, κ be Woodin. Suppose that p ∈ b(N S(µ 0 , κ)) has support σ < λ and q ∈ b(N S(µ 1 , λ)), q Q p is stationary. Then p reflects to a set of size < µ 1 .
Proof. Let H ⊆ b(N S(µ 1 , λ) ), be generic with q ∈ H. Let j: V → M be the associated elementary embedding. Then
Thus M |= j(p) reflects to a set of size < j(µ 1 ), hence, by elementarity, V |= p reflects to a set of size < µ 1 .
We now turn to the relationship between towers of ideals with critical point µ and ideals on µ in the forcing extension. (Of course our main interest is µ = ω n , some n).
Let µ be regular and κ be an inaccessible cardinal and Q a partial ordering collapsing κ to be µ + by µ-closed forcing. Let µ < γ < κ with γ a cardinal. If S ⊆ P µ (H(γ) ), G ⊆ Q is generic and f : µ → H(γ) is a bijection in V [G] , define S ⊆ µ by setting S = {δ: f δ ∈ S}. Then, modulo a closed unbounded set in µ, S is independent of f and {δ: f δ ∩ µ = δ} is closed and unbounded. In V [G] , the map S → S is ⊆ order-preserving.
Let I be a normal ideal on µ in V Q . For γ < κ, define an ideal I γ ⊆ PP µ (H(γ)) by putting S ∈ I γ iff S ∈ I Q = 1. Then I γ is a normal ideal and I = I γ : γ < κ is a tower of ideals.
Define ι: b( I) → B(Q) * P(µ)/I by letting ι(S) = S ∈ I , [S] . Then ι is a well-defined order and antichain preserving map.
Since I is normal, it contains the non-stationary ideal. Since Q is µ-closed and for γ < κ, |2 H(γ) | = µ in V Q , Q adds a generic object to Col(µ, |H(γ)|) for each γ < κ. Thus, if S ⊆ P µ (H(γ)) and S is I-positive then S is stationary in µ. By Lemma 3.5, S ∩ P µ (H(γ) ∩ I.A. is positive. We can go further:
Proposition 4.7. Suppose I is a normal ideal on µ in V Q . Then for each γ, I γ extends the nonstationary ideal on P µ (H(γ)) I.A. If I is the non-stationary ideal on µ (or the non-stationary ideal on µ restricted to cofinality δ < µ) then I γ is exactly the non-stationary ideal on P µ (H(γ)) ∩ I.A. (or the non-stationary ideal on
Proof of 4.7. We have already proved the first statement. To finish, let S be positive with respect to the nonstationary ideal on P µ (H(γ)) I.A. (or this ideal restricted to cofinality δ). Using arguments similar to the proof of Lemma 2.5, S is stationary in V Q .
We have proved:
Proposition 4.8. Suppose that Q is µ-closed, κ c.c. and
We get considerably more information in the case of the non-stationary ideal. First, since ♦ µ holds on all cofinalities in V Q , the non-stationary ideal is not saturated (even when restricted to some particular cofinality or stationary set in V ).
Theorem 4.9. Let µ be a regular cardinal and κ > µ be an inaccessible cardinal, Q = Col(µ , < κ), and suppose
(Theorem 4.9 also is true for the Silver collapse and other decent collapses.)
Proof of 4.9. By Lemma 2.5, in this case the embedding
is given by ι(S) = 1, S . It suffices to show that ι is a neat embedding; i.e., that if A ⊆ P = b(N S(µ, κ) I.A.(cof(δ))) is a maximal antichain, then ι A is a maximal antichain.
Let A = S β : β < γ be a maximal antichain for some γ ≤ κ. Let λ >> κ and A = H(λ), ∈, ∆, {µ, κ}, A, ι, f k k∈ω be a fully skolemized structure. Let s β = suppS β . We may assume that for all N ∈ S β , β ∈ N and Sk A (N ) ∩ s β = N . Let q ∈ Q andṪ be a Q-term for a stationary subset of µ ∩ cof(δ). We must show that there is a β < γ and a p ≤ q such that p S β ∩Ṫ is stationary. (This implies that ι(S β ) ∩ (q,Ṫ ) = 0 in B(Q * N S(µ) cof(δ)), hence (q,Ṫ ) is compatible with some element of ι A.) If this fails, let (q,Ṫ ) be the ∆-minimal counterexample.
Since Col(µ, < κ) is κ c.c., there is an α < κ such that q ∈ Col(µ, ≤ α) and 1 QṪ ∈ V Col(µ,≤α) . We may assume that 2 α < s β for all β. Since q for all β, S β ∩ T is not stationary, there is a sequence Ḃ β : β < κ such thatḂ β is a Col(µ, ≤ s β )-term for an algebra with domain H(2
) k∈ω , where f k : k ∈ ω are skolem functions for A. Let T * = {N C: |N | < µ, and there is an (N, Col(µ, ≤ α))-generic p ≤ q with p N ∩ µ ∈ T }.
Claim 4.11. T * is stationary in P µ 2 (H(2
Proof. If not, let C be an expansion of C with no elementary substructure in G] , and N = f δ 0 . Then p = ∪(G∩N ) has cardinality < µ in V [G] , hence is a condition in Col(µ, < κ). As q ∈ G ∩ N , p ≤ q and p is strongly (Col(µ, ≤ α), N )-generic. Since V [G] |= δ 0 ∈Ṫ , there is a p ≤ p with p δ 0 ∈Ṫ , a contradiction.
Since T * is stationary and A is a maximal antichain,, there is a β 0 , T * ∩ S β 0 is stationary. Let N ∈ T * ∩ S β 0 (so β 0 ∈ N and if N = Sk A (N ), then N ∩ H(s β 0 ) = N ). Since B β : β < γ is definable in A, B β 0 ∈ N . Since N ∈ T * , there is a p ≤ q with p ∈ Col(µ, ≤ α) that is N -generic (hence N -generic) and p N ∩ µ = N ∩µ ∈Ṫ . By Lemma 3.6, there is a p ≤ p such that p is Col(µ, ≤ s β )-generic over N . Since p is generic, p N ∩ µ ∈Ṫ and N ∩ H(2 s β ) B β , a contradiction. We introduce to the hypothesis "H". "H" is a little known hypothesis about a strong embedding. (The motivation for and our discussion of H owes much to Let j: V → M be an elementary embedding with crit(j) = κ. Suppose V j(κ) ⊆ M . (For example j might be almost-huge.) Let I be a tower of ideals on P µ (H(κ)) where µ < κ is regular. Let ∆ be a well ordering of H(j(κ)) with j(∆) H(j(κ)) = ∆.
We now turn to the saturation of the non-stationary tower.
Definition 4.12. Hypothesis H holds for I and j provided for all λ ∈ [κ, j(κ)) and α < κ and all j( I) positive sets S ⊆ P µ (H(λ)), there is an N ∈ j(S) and an
We will write simply "H" when I is the non-stationary tower. One reason that "H" is relevent is the following theorem:
Theorem 4.13. Suppose j is an almost-huge embedding and b( I) is κ-saturated. Then H holds for j and I.
Proof of 4.13. Let S ⊆ P µ (H(λ)), (λ ∈ [κ, j(κ)]) and R ∈ P κ (H(λ)) be arbitrary. Then the pair (S, R) yields a set S R ⊆ P µ (|R|), namely if f : R → |R| is any bijection, we let S R = {f N : N ∈ P µ (R) ∩ S and f N ∩ |R| = N ∩ |R|}. As usual S R is well-defined (independently of f ) modulo the closed unbounded filter on P µ (|R|). In particular, using the equivalence between towers on P µ (α) : α < κ and on P µ (Hα) : α < κ , we see that if I is a normal tower, [S R ] I is well defined. We need:
Lemma. Suppose that S ⊆ P µ (H(λ)) is j(I)-positive and α < κ. Then there is a set R ⊆ H(λ), |R| < κ, α ⊆ R and S R is I-positive. In fact, if A is any algebra on H(λ), we can find such an R with R A.
Starting with a sufficiently large cardinal, κ can be assumed to be almost huge in W . By 4.8, this implies the existence of a κ-saturated tower of ideals I in W . By 4.13, "H" holds for I. Thus:
Corollary 4.14. Suppose κ is a huge cardinal and j: V → M is a huge embedding with critical point κ. Then there is a forcing extension V P and a tower of ideals I on P µ (H(κ)) in V P such that V P satisfies H for I and j. 
Proof of 4.16. Since |P| = κ and P is κ-presaturated, if P adds a new ω-sequence to V , there is an α < κ such that P adds a new ω-sequence to α. Let G ⊆ P be generic, and
Proof of 4.15. We must follow the usual path to presaturation. The only wrinkle is that we "shrink" to catch indices. Let P = b(N S(ω 2 , κ) I.A. (cof(ω 1 )) ). We will not use the C.H. until the conclusion of the argument.
. For all α < κ and all maximal antichains A ⊆ P and all algebras A = H(λ), ∈, ∆, κ, P, A, f i i∈ω there is a closed unbounded set C ⊆ P ω 2 (H(λ)) for all M ∈ C ∩ I.A.(cof(ω 1 )), we have M ≺ A and for all x ∈ M there is an N ≺ M (in the language of A) such that N ∩ α = M ∩ α, N ∈ I.A.(cof(ω 1 )), x ∈ N and N catches A.
Proof. Otherwise fix α < κ, A ⊆ P and A that yield a counterexample. Let S ⊆ I.A.(cof(ω 1 )) be the stationary set of counterexamples. Since S is stationary, we may assume for all M ∈ S we have the same x ∈ M witnessing the failure of the 4.17. Call this witness x 0 . Since S is a stationary set, there is a b ∈ j(A) such that b ∩ S is stationary, hence a condition in j(P). We may assume that supp b ≥ supp S. Let γ ∈ [2 supp b , j(κ)) and B * be the internalization of B = H(2 γ ) + , ∈, ∆, A, S, b, A, {x}, κ, λ (see the remarks after 2.2.).
Apply H for α and S * . Then we get an N ∈ j(S * ) and an N , N, ∈, j(∆), {j(κ)} N , ∈, j(∆), {j(κ)} .
(See the proof of Proposition 2.4). Since j(B * ) includes skolem functions for j (B) ,
Thus:
By the elementarity of j,
This contradicts the definition of S.
From 4.17 we deduce the apparently stronger statement that for all algebras A on H(λ) there is a closed unbounded set C of elementary substructures of A of size ℵ 1 such that for all M ∈ C ∩ I.A.(cof(ω 1 )) and all antichains A ∈ M and all α, x ∈ M , there is an N M such that N catches A, x ∈ N and N ∩ α = M ∩ α. For if this failed, there would be a stationary set S of counterexamples M . For each M in S there would be a witness (α, A, x) ∈ M to the failure. This defines a regressive function of S and by normality, a stationary subset of S would all have the same counterexample. This contradicts 4.17.
Now we "catch-our-tail":
Lemma 4.18. Let A 0 = H(λ), ∈, ∆, f i i∈ω be an arbitrary structure on H(λ),
, ∈, A 0 , ∆ . Let g j : j ∈ ω be a list of functions from H(λ) to H(λ), closed under composition and such that if M is a subset of H(λ) closed under g j : j ∈ ω and M * is the substructure of B * (the internalization of B) We must show that for all p ∈ P there is a stationary set S ∈ b(N S(ω 2 , κ) I.A.) with S ≤ p and a γ < κ for all i < ω 1 , S (∃a ∈ A i ∩Ġ)supp(a) < γ. (With a little more work we could actually show that there is a γ < κ, {N ≺ H((2 
Since κ is the critical point of some j: V → M with R j(κ) ⊆ M , the set T in claim 4.19 reflects to a stationary set S ⊆ P ω 2 (H(κ)) ∩ I.A.(cof(ω 1 )) with support γ < κ such that every N ∈ S catches each antichain A i below γ. By the results of Section 1, this proves Theorem 4.15.
We now turn our attention to the failure of saturation of the non-stationary towers. We will exhibit a dense collection of antichains of size κ in b(N S(µ, κ)) (for κ a regular limit of measurables). Then we will prove that it is consistent that H fail for b(N S(µ, κ) I.A.) (and hence for b(N S(µ, κ))). By Theorem 4.13 this shows that it is consistent for b(N S(µ, κ) I.A.) not to be κ-saturated.
We note that H. Woodin has constructed special towers of stationary sets which are saturated.
Theorem 4.20. Let κ be a regular limit of measurable (or Ramsey) cardinals and µ be a regular cardinal. Then for all p ∈ b(N S(µ, κ)) there is an antichain A ⊆ b(N S(µ, κ))/p of cardinality κ (even though κ may be huge).
Proof. Let p have support γ. Let κ α : α < κ be an increasing sequence of measurable cardinals bigger than γ such that κ α > sup
The following claim clearly suffices for the theorem.
Claim 4.21. S α is stationary.
Proof. Let A = H(κ), ∈, ∆, f i i∈ω be an algebra. Let N A be arbitrary. Suppose that λ ∈ N is measurable. Let U ∈ N be a normal ultrafilter on λ. For each x ∈ N and each function f i either there is an
Hence we can build a continuous chain N δ : δ < δ * ≤ µ of elementary substructures of A of cardinality < µ and an increasing sequence β δ : δ < δ * by induction such that a) N 0 ∩ H(γ) ∈ p; b) if there is a β ∈ N δ ∩ α with cof sup(N δ ∩ κ β ) < ω 1 , then β δ is the least such β and N δ+1 is a κ β -end extension of N δ with cof sup(N δ+1 ∩ κ β ) = ω 1 ;
An easy continuity argument shows δ * < µ. Again we can κ α -end extend N δ * to an N ≺ A of cardinality < µ with cof(sup N ∩ κ α ) = ω. Then N A and N ∈ S α . Hence S α is stationary.
Very similar arguments can be used to show that the complement of I.A. is always stationary. This is true even without the use of large cardinals.
The situation with the non-stationary tower on I.A. is more delicate. In view of Proposition 4.1., it would be extremely desirable to prove (in an ω 1 , . . . , ω n preserving forcing extension of V ) that b(N S(ω n , κ) I.A.) is κ-presaturated. We do not know this fails, but the following result shows that κ-saturation consistently fails:
Theorem 4.22. Assume that there is a huge cardinal κ. Then there is a partial ordering P that preserves ω 1 , . . . , ω n such that in V P , κ is still huge and H fails of N S(ω n , κ) I.A.. Corollary 4.23. Con(ZF C+ there is a huge cardinal) implies Con(ZF C + κ is huge +b(N S(ω n , κ) I.A.) is not κ-saturated).
Proof of Corollary. Theorem 4.13.
Definition. Let κ (cof(≤ δ)) be the statement: there is a sequence C α : α ∈ κ ∩ cof(≤ δ) such that a) |C α | = cof(α), and C α is closed and unbounded in α;
We use:
Theorem (Baumgartner) . Let M be a model of ZF C with a huge cardinal κ. Then there is a partial ordering P ∈ M such that M P |= κ is huge, κ (cof(≤ ω n )), ω n−1 and ♦(E) for all stationary E ⊆ κ. Thus to prove Theorem 4.22, it suffices to assume that we are in a forcing extension of V where κ is huge, κ (cof(≤ ω n )), ω n−1 and ♦(E) for all stationary E ⊆ κ.
From these assumptions we construct a counterexample to H which is a subset of I.A.. First, there is a stationary set E 0 ⊆ κ ∩ cof(ω n−1 ) such that for all γ ∈ κ ∩ cof(ω n ), E 0 ∩ γ is not stationary in γ. (Namely, for some δ ∈ ω n ∩ cof(ω n−1 ), E 0 = {α: o.t.(C α ) = δ}.) Let {S α : α ∈ E 0 } be a witness to ♦(E 0 ) and let Γ κ : κ → H(κ) be a bijection. Since κ is weakly compact, there is a stationary set of regular λ < κ such that:
is a bijection. Let j: V → M be a huge embedding with critical point κ. Choose a regular λ ∈ (κ, j(κ)) such that:
is a bijection. This yields a stationary set E ⊆ λ ∩ cof(ω n−1 ) (namely j(E 0 ) ∩ λ) and a ♦(E)-Further, there is a well-ordering ∆ of H(λ) (namely the one induced by j(Γ κ ) λ) such that j(∆) H(λ) = ∆. By "coding", using ∆, we can rewrite our ♦-sequence as A α : α ∈ E where A α = X α , ∈, ∆ X α , f * i i∈ω is a structure with domain X α ⊆ H(λ), X α ∩ λ = α and for all structures A = H(λ), ∈, ∆, g j j∈ω there is an α with A α ≺ A. Again we may assume that j( A α : α ∈ E ) λ = A α : α ∈ E .
Let α ∈ E and γ i : i ∈ ω n−1 be the ∆-least closed and unbounded subset of α with γ i+1 ∈ cof(ω n ). Let C α : α ∈ ω n be a ω n−1 -sequence. Define a continuous increasing chain of elementary substructures N α δ : δ ≤ σ of A α as follows: a) N α 0 = Sk({γ i : i ∈ ω n−1 } ∪ ω n−1 ); b) if δ is a limit ordinal of cofinality ≥ ω n−1 and there is no γ ∈ E which is a limit point of N α δ that is not in N α δ , set σ = δ; c) if δ is a limit not covered by b), let ψ = N δ ∩ ω n and
Claim 4.24. For all α, σ < ω n .
Proof. Clearly σ ≤ ω n . Suppose σ = ω n . Note that each N α δ has cardinality ω n−1 . Let ρ be the least ordinal such that for a stationary set S of δ ∈ ω n ∩ cof(ω n−1 ),
is a witness to N α ∈ I.A. Let S = {N α : α ∈ E and A α expands X α , ∈, ∆ X α , A β : β < α }. Then S is a stationary subset of P ω n (H(λ)) ∩ I.A. We claim H fails for S.
Suppose M ∈ j(S), N ⊆ M with N ∩ H(λ) ∈ S. Then for some α ∈ E, N ∩ H(λ) = N α . Since N α is unbounded in α and j(E) ∩ λ = E, α ∈ M . But then N α ∈ M as N α is definable from A α and {γ i : i < ω 2 }. Hence N α ∩ ω 2 ∈ M ∩ ω 2 , contradicting N, M being witnesses for H.
We finish this section by remarking that to our knowledge it is an open problem whether H is consistent for the non-stationary tower restricted to the internally approachable sets. It is also open whether the non-stationary tower restricted to I.A. can be made presaturated. Finally, we don't know whether H itself implies that θ < ω 2 . §5.
In this section we discuss the difficulties of forcing a new class for a weakly homogeneously Suslin equivalence relation. Subsequent to the results of the original version of this section, Woodin showed that iterating the "antichain sealing" forcing for the non-stationary ideal on ω 1 (see [F-M-S] ) can make δ 1 2 = ℵ 2 . In particular that M M implies δ 1 2 = ℵ 2 . This improves many of the results intended for this section and we omit them. Instead, we will prove an exact characterization of when Namba forcing changes a prewellordering.
We will work with prewellorderings in L(R) (instead of equivalence relations) for convenience. Results of Woodin [W3] and Harrington and Sami [Ha-Sa] imply that Theorem 5.1 extends to arbitrary thin, equivalence relations in L(R). (Harrington and Sami's results implies that if A.D. holds and all sets in L(R) carry scales and ∼ is an equivalence relation in L(R), then either ∼ has a perfect set of classes or the classes of ∼ can be well-ordered by a definition of the same complexity as the scales. Woodin showed, from a supercompact, that there is a canonical inner model M containing all the reals satisfying ZF + AD R + "every set of reals has a scale", and that every set of reals in M is weakly homogeneous. This more than suffices to extend our results to equivalence relations in L(R). (See also [Fo1] and the remarks in §1.)) Theorem 5.1. Suppose there is a supercompact cardinal κ. Let ≤ ∈ L(R) be a prewellordering. Then Namba forcing adds a new ≤ equivalence class iff ≤ has length at least ω V 2 .
Proof. We consider what Namba forcing does to a homogeneous equivalence relation. For specificity, we view Namba forcing as the collection of trees T ⊆ ω <ω 2 with a stem σ and for all ϕ ∈ T , ϕ ⊇ σ implies |{α: ϕ α ∈ T }| = ω 2 . The ordering is reverse inclusion. Any of the variants of Namba forcing also work for this argument. Suppose Namba forcing adds a new equivalence class to ∼, but ∼ has only ω 1 classes. By [M-S] , ∼ is γ-homogeneously Suslin for each γ < κ, by a tree T γ . Choose T to be any such tree for γ > ω. We imitate the proof that Namba forcing adds no new reals assuming C.H., using the homogeneity of ∼ to show that a particular game is determined.
Let τ be a term for a real in V [G] , (where G ⊆ Namba forcing, generic over V ) and V [G] |= τ ∼ v for all v ∈ V . Denote conditions in the Namba forcing by T . Usual fusion arguments give a tree T such that if σ ∈ T is of length n, then T σ τ n (T σ = {ϕ ∈ T : ϕ ⊇ σ}.) Without loss of generality T has no stem.
For each real α ∈ ω ω we define 2 games, G α and G * α . The game G α is defined as follows:
Player I plays a sequence of subsets of ω 2 , B i : i ∈ ω 2 with |B i | ≤ ω 1 . Player II plays a sequence of elements of ω 2 , σ(i): i ∈ ω 2 so that σ(i): i ≤ n ∈ T and σ(i) ∈ B(i).
Given a play of the game we canonically get a real t ∈ ω ω by setting t(u) = m iff σ(i): i < m τ (u) = m. Player II wins a play of the game G α iff t ∼ α.
player II to continuously provide "evidence" that α ∼ t:
II σ(0)β(0) σ(1)β(1) σ(2)β(2) · · · Player I plays B i : i ∈ ω with B i ⊆ ω 2 and |B i | ≤ ω 1 . Player II plays ( σ, β) with σ(i) ∈ B i and σ n (τ n, α n, β n) ∈ T . Player II wins a play of the game iff the play is of infinite length. We note that if player II wins a play of G * α and t is the resulting real, then t ∼ α. We first want to prove that for some α, player II has a winning strategy in G * α . Since G * α is closed, it is determined. Claim 5.2. Suppose that player I has a winning strategy in G * α . Then player I has a winning strategy in G α .
Proof. Let S * α be a winning strategy for player I in G * α . Let µ ρ,ν : ρ, ν ∈ (ω) n , n ∈ ω be measures witnessing the homogeneity of T . Define S α (σ(0), . . . , σ(n)) = B n+1 iff for µ t n+1,α n+1 -almost all β, S * α ((σ(0)β(0)), . . . , (σ(n)β(n))) = B n+1 . (Where T σ n+1 t n + 1 = τ n + 1.)
Since each µ t n+1,σ n+1 is |ω ω 1 2 |-complete, B n+1 is well-defined. Suppose that S α is not a winning strategy for player I. Let I S α (∅) S α (σ(0)) S α (σ(0), σ(1)) · · · II σ(1) σ(1) · · · be a play of the game by S α with player II winning. Then t ∼ α. By the definition of S α , there is a sequence of X n : n ∈ ω such that µ t n,α n (X n ) = 1 and for all β ∈ X n S α (σ(0), . . . , σ(n − 1)) = S * α (σ(0)β(0), . . . , σ(n − 1)β(n − 1)). Since t ∼ α, there is a sequence β = β n : n ∈ ω such that for all n, β n ∈ X n . But then the play I S α (∅) S α (σ(0)) · · · II σ(0)β(0) σ(1)β(1) · · · is a win for player II in G * α even though I has played according to his strategy S * α ; a contradiction. Claim 5.2
Now, suppose for all α, player I wins G * α . Then for all α, player I wins G α . Choose a collection of representatives α i : i ∈ ω 1 of all of the ∼ equivalence classes. Define a sequence of sets B n : n ∈ ω and ordinals σ n : n ∈ ω by induction as follows:
Let B 0 = i∈ω 1 S α i (∅). Suppose that B n is defined and |B n | = ω 1 . Let σ n be an element of ω 2 \B n such that (σ(0), . . . , σ(n − 1), σ(n)) ∈ T . Let B n+1 = i∈ω 1 S α i (σ(0), . . . , σ(n − 1), σ(n)). Then |B n+1 | = ω 1 .Note that since |B n | = ω 1 , it is always possible to choose the σ n 's. Then for all i ∈ ω 1 , the play:
is a legal play in G α i by the strategy S α i . Define t(n) = m iff (σ(0), . . . , σ(n)) τ (n) = m. Then for some i, t ∼ α i . But t is the result of a legal play of G α i according to S α i , a contradiction. Hence for some i ∈ ω 1 , player II has a winning Claim 5.3. There is a Namba subtree T of T and a function f : T → OR <ω such that for all σ = (σ 0 , . . . , σ n ) ∈ T , T σ (τ n, α n, f ( σ)) ∈ T , and if σ is an initial segment of σ , f ( σ) is an initial segment of f ( σ ).
The claim suffices to prove this direction of the theorem, since if σ = σ i : i ∈ ω is a Namba-generic sequence and τ V [ σ] is the generic real, then for all n, (τ
n, α n, f ( σ n)) ∈ T . Hence τ V [ σ] is equivalent to α.
Proof of Claim 5.3. Let S * α be a winning strategy for player II in G * α . By induction on n, we define T n = { σ ∈ T : ( σ) = n}, and a collection of partial plays {P σ : σ ∈ T n } and f T n . If n = 0, T = {∅}, and f (∅) = ∅. Suppose σ ∈ T n . Let α δ : δ ∈ ω 2 enumerate the successors of σ in T .
Say that an ordinal γ conforms for σ iff for some δ < ω 2 there is a β, (γ, β) is II's response according to S * α in the run of the game with initial segment P σ where I plays {α δ : δ < δ} as his n th move. The pair (γ, β) conforms for σ if γ conforms for σ and (γ, β) is II's response to the least such δ, δ γ .
Let T n+1 = { σ γ: γ conforms for σ} and P σ γ = P σ {α δ : δ < δ γ } (γ, β) and f ( σ γ) = f ( σ) β, where (γ, β) conforms for σ.
Then T = n∈ω T n and f clearly satisfy the claim. This proves that if ∼ is a homogene-ously-Suslin equivalence relation with ≤ ω 1 classes, then Namba forcing doesn't add a new class.
To prove the other direction of the theorem: let be a prewellordering in L(R) with at least ω 2 -classes. Let G be generic for Namba forcing.
Since is weakly homogeneous, for all x, y ∈ L(R) V , x y iff x G y. Hence the length of G is at least the lenght of . By [F-M-S], there is a further "small" forcing extension H and elementary embeddings j 1 : H] . If the length of is exactly ω 2 in V , then L(R)
V |= the length of is regular.
V [G] |= δ has cofinality ω, and the length of is regular. Thus, the length of V [G] is greater than ω V 2 . If the length of is greater then ω 2 , let x ∈ L(R)
V [G] be of G -rank ω V 2 . Suppose there is a y ∈ L(R) V with y ∼ x. Then for all z ∈ V , z y (or y z) iff z G x (or x G Z). If Namba forcing adds no new equivalence classes, this implies that y has rank ω V 2 in V . Thus j 1 (y) = y has regular rank in L(R)
V [H] , but x = j 2 (x) has singular rank in L(R)
V [H] . Since V [G] |= x ∼ y, we have L(R) V [H] |= x ∼ y, a contradiction. Theorem 5.1. §6.
In this section we remark on a curious observation and strengthen Theorem 2.12.
Definition 6.1. Let κ be an inaccessible cardinal, P a partial ordering and j: V → M be a generic embedding in V P . The pair (P, j) is κ-Levy-like iff 1) crit(j) = ω 1 , j(ω 1 ) = κ 2) M is transitive and ω ω ∩ V P = ω ω ∩ M 3) if r ∈ V P ∩ ω ω , then r ∈ V Q for some regular subalgebra Q of P with |Q| < κ. The following is well-known:
Lemma 6.2. If P is a partial ordering, κ is inaccessible and a) V P |= κ = ω 1 b) for all r ∈ V P ∩ ω ω there is a regular subalgebra Q of P with |Q| < κ and r ∈ V Q . Then for all V -generic G ⊆ P there is a V -generic H ⊆ Col(ω, < κ) with
Our observation is the following:
Theorem 6.3. For all inaccessible κ and all α < θ there is a γ such that for all κ-Levy-like (P, j), j(α) = γ.
Corollary 6.4. If θ > ω n , then for all inaccessible κ there is a γ for all κ-Levy-like (P, j), j(ω n ) = γ.
Proof of 6.3. Let be a prewellordering of ω ω in L(R) of length at least α + 1. Then for some formula ϕ, some real r and some ordinals δ ∈ OR <ω with j( δ) = δ, = {(x, y): ϕ L(R) (x, y, r, δ)}. (Note that since P is a set, there is a proper class of ordinals fixed by j with Boolean value 1.) Since has length at least α + 1, we can find an s ∈ ω ω such that L(R) |= "the -rank of s is α". Consider j: V → M . Then L(j(R)) |= "the j( )-rank of j(s) is j(α)". Since neither s nor δ are moved by j, this last statement can be expressed in the form ψ(s, δ, j(α)), in L(j(R)). Since (P, j) is κ-Levy-like, L(j(R)) = L(R) Col(ω,<κ) . We note that for each ordinal γ, the formula (ψ(š,ˇ δ,γ)) L(R) is a V Col(ω,<κ) forcing statement mentioning only parameters in V . Hence, by the homogeneity of the Levy collapse, for all γ, the truth value of ψ(š,ˇ δ,γ) L(R) is determined in V P by the trivial condition in Col(ω, < κ).
This theorem is surprising when considered in the context of the plethora of κ-Levy-like forcings. We remark some of the examples:
Examples 6.5. Let κ 0 < κ 1 be the Woodin cardinals. The following partial orderings P canonically induce a j with (P, j) κ 1 -Levy-like. Hence if θ > ω n there is a γ such that for each of the (P, j)'s below, j(ω n ) = γ. a) P = N S(ω 1 , κ 1 ) b) P = N S(ω 1 , κ 0 ) * N S(κ 0 , κ 1 ) c) P = N S(ω 2 , κ 0 ) * N S(ω 1 , κ 1 ) d) P = N S(κ 0 , κ 1 ) * N S(ω 1 , κ 1 ) e) If κ 1 is (say) supercompact, P = Radin forcing through κ 1 * N S(ω 1 , κ 1 ) A canonical approach towards showing θ < ω n using Theorem 6.3 would be to a model V P such that if j and j P are the generic embeddings from N S(ω 1 , κ) in V and V P respectively, then j P (ω n ) > j(ω n ). The idea here would be to introduce enough "new" functions in the generic ultrapower to change where ω n goes. This necessitates adding new functions F : P ω 1 (α) V P → ω n (α < κ) and still maintinaing the old functions as defined on stationary subsets of P ω 1 (α) V P . In particular, for all α < κ, P ω 1 (α)
V must be stationary in V P ; i.e., P must be "reasonable" (see §2). The next proposition suggests some difficulties with this approach. In particular, it implies that if |P| < κ, P is reasonable and G ⊆ b(N S (ω 1 , κ)) V P is generic and concentrates on P ω 1 (α) V : α < κ , then {[F ] G : there is an α < κ, F : P ω 2 (α) → ω n and F ∈ V } is cofinal in {[F ] G : there is an α < κ, F : P ω 1 (α) → ω n , F ∈ V P }.
Proposition 6.6. Let κ be inaccessible and P be a reasonable partial ordering with |P| < κ. Let α < κ andḟ : P ω 1 (α) V → ω n be an element of V P andṠ a P-term for a stationary subset of P ω 1 (α)
V . Let p ∈ P. Then there is a condition q ≤ p and a function g: P ω 1 (β) → ω n in V (some β, κ > β ≥ α) such that:
q {x ∈ P ω 1 (β): g(x) ≥ f (x ∩ α) and x ∩ α ∈Ṡ} is stationary.
Proof. Fix p ∈ P. Let λ >> α ∪ |P| with λ < κ. For each N ∈ P ω 1 (H(λ)), if there is an (N, P)-generic q N ≤ p such that q N N ∩ α ∈Ṡ choose such a q N . By shrinking q N we may assume that if q N exists, q N f (N ∩ α) = α N some α N .
Claim 6.7. Let A = {N ≺ H(λ), ∈, {ρ}, P,ḟ, ∆ : q N exists}. Then A is stationary in V .
Proof. If not, let A = H(λ), ∈, . . . , f i i∈ω be an algebra on H(λ) such that no N A is in A. Let G ⊆ P be generic with p ∈ G. Since P is reasonable anḋ S G ⊆ P ω 1 (α) V is stationary in V [G] , A = {N ∈ P ω 1 (H(λ)) V : N A and G ∩ N is generic over N and N ∩ α ∈Ṡ G } is stationary in V [G] . For any N ∈ A , there is a q N ∈ G that is (N, P)-generic and q N N ∩ α ∈Ṡ; a contradiction.
Let β = |H(λ)| and b: β → H(λ) be a bijection such that b α is the identity. Let g: P ω 1 (β) → ω 2 be defined by setting g(x) = 0 if b x ∈ A and g(x) = α N + 1 if b x = N ∈ A. If the proposition fails for this g, then there is a P-term for a club set D ⊆ P ω 1 (β) V such that p (∀x ∈ D)(x ∩ α ∈ S ⇒ g(x) < f (x ∩ α)). Using b, this yields a P-termĊ ⊆ P ω 1 (H(λ)) V such that p (∀N ∈Ċ) (if N ∩ α ∈ S, then f (N ∩ α) > g(b 
