Introduction {#Sec1}
============

Socioeconomic mortality differentials in Austria increased between the 1980s and 1990s for people at working ages (35--64 years) as two papers have recently shown (Doblhammer et al. [@CR13]; Schwarz [@CR50]). This unfavorable development applied mainly to men: the relative mortality risk of men with tertiary education was 43% lower in relation to men with basic education in 1981/1982. Ten years later, the relative mortality risk was 54% lower (Doblhammer et al. [@CR13]). A similar, but less dramatic, development has been observed for women, where the corresponding risks increased from 20 to 26%. Austria does not represent an exception with this development. Growing socioeconomic mortality disparities have been observed for various European countries as well as for the United States during recent decades, typically with stronger effects for men than for women (e.g., Davey Smith et al. [@CR8]; Feldman et al. [@CR18]; Kunst et al. [@CR29]; Lauderdale [@CR30]; Leinsalu et al. [@CR31]; Mackenbach et al. [@CR36]; Martikainen et al. [@CR40]; Pappas et al. [@CR46]; Preston and Elo [@CR47]; Valkonen [@CR57], [@CR58]). What sets Austria apart from most of the other studies is an increase not only in relative, but also in absolute mortality levels at adult ages for men.

The aim of this article is to assess which causes of death have been crucial for the described widening gap in socioeconomic mortality differentials among women and men in Austria at ages 35--64 ("working ages"). The motivation stems from the question whether there is "a common background behind growing inequalities in mortality in Western European countries?" (Koskinen [@CR27], p. 838). The literature suggests that diseases of the circulatory system play an important role. By reviewing numerous studies, Valkonen ([@CR57]) concludes "the decline in cardiovascular mortality has been more rapid in the upper than in the lower socio-economic men in all countries for which we have data. This difference in trends has been the most important single cause for the widening of the socioeconomic mortality gap" (p. 309). Other causes contributed as well, but their impact is hard to generalize (Koskinen [@CR27]; Valkonen [@CR57]). In a more recent study for Finland, Norway, England and Wales, Belgium, Austria, Switzerland, Turin, and Barcelona and Madrid, Huisman et al. ([@CR22]) obtain similar results with respect to the role of circulatory diseases: "Cardiovascular diseases contributed the most to these differences in mortality. In men, the top five specific contributory causes were ischaemic heart disease, lung cancer, COPD, other cardiovascular diseases, and cerebrovascular diseases. In women they were ischaemic heart disease, other cardiovascular diseases, cerebrovascular diseases, pneumonia, and COPD" (p. 497). [1](#Fn1){ref-type="fn"} Hence, our aim is to "go beyond the simple assessment such as 'the gap is widening"' as suggested by Kunst et al. ([@CR29], p. 231) and analyze the impact of various causes of death on women and men at working ages. Due to their prominent position in the literature, cardiovascular and cerebrovascular diseases are analyzed in more detail than other causes.

Data and Methods {#Sec2}
================

Data {#Sec3}
----

### Merging of Data {#Sec4}

Our data are constructed by linking the census records from 1981 to 1991 with the subsequent death records for 1 year: 12 May 1981 to 11 May 1982 and 15 May 1991 to 14 May 1992. Mortality data and information on socioeconomic characteristics on the individual level for the whole population are only available for those two time periods in Austria. Since Austria had at that time no population register with unique personal identification numbers, the linkage was made using the following variables: birth date (day, month, year), marital status (if married, also year of marriage) and last residential address. Out of the 90,693 death certificates submitted to the central bureau of statistics in 1981/1982, 1,389 records (1.53%) had to be excluded due to erroneous dwelling information. Out of the remaining 89,304 certificates, 91.62% could be linked to the census records. With a proportion of 90.09% in 1991/1992, the merging rate was only slightly less successful. This lower value can probably be explained by the absence of the variable 'marital status' in the 1991/1992 linkage procedure. Residential mobility between the census date and the (potential) date of death is the main factor to determine whether a death record can be linked successfully to a census record. We made some comparisons of the distribution of characteristics in (a) all death records and (b) the linked death records. Linkage success is not uniformly distributed across age: in our age-range (35--64 years), the merging rate is even higher than in the population as a whole. This is caused by the fact that younger people as well as old people are more likely to change residence (e.g., leaving home for the young, and entering a nursing home for the elderly). We discovered that the merging rate for women was lower than for men. Due to the higher life expectancy of women, men are more likely to be cared for at home than women. Geographically, the merging differed between the states (Länder) of Austria. In Burgenland---a rural region, where the highest linkage rate was recorded---elderly individuals tend to live with their relatives, whereas in Vienna, the most urban of the nine Länder, merging success was lower. Further details of the linkage, such as the scoring algorithm for matching death and census records, are explained in Doblhammer ([@CR11]) and Doblhammer et al. ([@CR13]).

### Choice of Education as Indicator for Socioeconomic Status {#Sec5}

Regardless of whether socioeconomic status (SES) is measured via income, wealth, education, or occupation, an inverse relationship with mortality is found (Goldman [@CR19]). Mortality is typically lower with higher income, more wealth, and more time spent in education (e.g., Kitagawa and Hauser [@CR26]; Kunst [@CR28]). The choice of indicator does not only reflect an academic tradition where, for example, British researchers tend to focus on occupational groups and American researchers on education to measure socioeconomic status (Christenson and Johnson [@CR6]; Davey Smith et al. [@CR9]). Each of these indicators addresses also a different health dimension: whereas the kind of job might be more related to occupational hazards, income could affect housing conditions and access to medical care. Despite the conclusion of Davey Smith et al. ([@CR9], p. 153) that "as a single indicator of socioeconomic position occupational social class is a better discriminator of socioeconomic differences in mortality \[\...\] than is education", we chose, nevertheless, to use education as an indicator for socioeconomic status in our analysis for several theoretical and practical reasons (see, for example: Elo et al. [@CR14]; Liberatos et al. [@CR32]; Valkonen [@CR56], [@CR57]). Most importantly, educational level remains fairly stable throughout adult life. It applies equally to women and men, irrespective of whether they are in the active labor force or not. In addition, a decrease in health may affect occupational status but not educational level. [2](#Fn2){ref-type="fn"} Since education can be expected to address rather the behavioral and lifestyle dimension of health (Lynch et al. [@CR35]), [3](#Fn3){ref-type="fn"} it can be considered a good proxy variable for risk factors that have been singled out by Marmot ([@CR39]) to be important for socioeconomic mortality differentials: obesity, smoking, alcohol, and poor diet. There are, however, also practical reasons to focus on education rather than occupation. First, the previous study by Doblhammer et al. ([@CR13]) has shown that the trends by education are clearer than by occupation. Second, the changes between 1981 and 1991 in absolute numbers by occupation as given in Doblhammer et al. ([@CR13], pp. 472--473) suggest a change in the classification of occupations between the two census dates.

The Austrian census used seven categories for education which were grouped into three categories: "Allgemeinbildende Pflichtschule" was used as "Low" education, women and men with "Hochschule" and "Hochschulverwandte Ausbildung" were considered to have "High" education. The remaining groups ("Lehre", "Fachschule", "Allgemeinbildende Höhere Schule" and "Berufsbildende Höhere Schule") were put into the category "Medium". Table [1](#Tab1){ref-type="table"} shows the distributions of women and men aged 35--64 by educational level and survival status for both periods of analysis. All percentages sum up to 100 column-wise. For each subpopulation, between 1.2 (Men 1981/1982: 1,222,873) and 1.4 million individuals (Women 1991/1992: 1,412,312) were exposed to the risk of dying. Slightly less than 10,000 men died during each of the two periods, whereas 5,532 women died in 1981/1982 and 4,775 10 years later. In both subpopulations during both time periods, people with "high" education constitute the smallest group. "Low" education is the predominant group among women; the most common group among men is "medium" education.Table 1Numbers of women and men aged 35--64 by educational level at census date and survival status 1 year after censusEducationSurvivedDiedAllCounts%Counts%Counts%*Women, 1981/1982*Low849,86162.553,93171.06853,79262.59Medium482,19435.491,53327.71483,72735.46High26,5671.96681.2326,6351.95∑1,358,622100.005,532100.001,364,154100.00*Women, 1991/1992*Low698,64649.642,94561.68701,59149.68Medium645,93745.891,72636.15647,66345.86High62,9544.471042.1863,0584.46∑1,407,537100.004,775100.001,412,312100.00*Men, 1981/1982*Low459,25437.854,60747.85463,86137.93Medium684,56856.424,72649.08689,29456.37High69,4225.722963.0769,7185.70∑1,213,244100.009,629100.001,222,873100.00*Men, 1991/1992*Low390,65228.393,79740.50394,44928.47Medium878,94063.875,30856.61884,24863.83High106,4557.742712.89106,7267.70∑1,376,047100.009,376100.001,385,423100.00

By contrasting "high" and "low" education in the remainder of this article, we deliberately leave out large parts of the population ("medium education"). Since the socio-economic gradient in mortality in Austria is monotonous along the educational categories, as shown previously by Doblhammer et al. ([@CR13]), this does not affect the main goal of our article: to analyze the full extent of socio-economic inequality in mortality in Austria over time and the role various causes of death contribute to this development.

### Causes of Death {#Sec6}

Causes of death were coded in the death certificates in 1981/1982 as well as in 1991/1992 using the ninth revision of the International Classification of Diseases (ICD-9). Therefore we did not have the typical problems which emerge when reconstructing causes of death across various ICD revisions (see, for example, Meslé and Vallin [@CR42]). We encountered, however, problems which can be possibly attributed to changes in coding practice---a phenomenon that is not uncommon when working with causes of death (see, for example, Shkolnikov et al. [@CR52]): 1,111 deaths among men at ages 35--64 were attributed to diseases of the digestive system in 1981/1982, among them 325 were due to liver cirrhosis (30%) and 786 due to other digestive diseases (70%). Ten years later, 1,178 men died of digestive diseases where roughly 81% were counted as liver cirrhosis (959 deaths) and only 19% (219 deaths) as caused by other digestive diseases.

In order to avoid these problems in conjunction with the relatively low number of deaths in the age-range we are analyzing, we used large groups for causes of death apart from circulatory diseases which we grouped into "Ischaemic Heart Disease", "Cerebrovascular Diseases," and "Other Circulatory Diseases". Table [2](#Tab2){ref-type="table"} gives an overview of the causes of death we analyzed, what their respective ICD-9 codes are and how they were distributed between women and men aged 35--64 during the two analyzed time periods in Austria. The most common cause of death among women was cancer (43.75%), men died most often from all kinds of circulatory diseases, especially from ischaemic heart disease (20.50%). The residual category "Rest" consists mainly of external causes of death such as accidents. However, other causes of death can be found in that category (e.g., infectious diseases); the latter occur, however, so rarely, that they cannot constitute a category of their own.Table 2Numbers of death by cause of death for women and men for time periods 1981/1982 and 1991/1992 (absolute and relative frequencies)Cause of deathICD-9 Code1981/19821991/1992TotalCounts%Counts%Counts%*Women*Cancers140-2392,30741.702,20346.144,51043.76Ischaemic heart disease410-41458510.5755811.691,14311.09Cerebrovascular diseases430-4384407.954108.598508.25All other circul. diseases390-45962511.304278.941,05210.21Respiratory diseases460-5191472.661172.452642.56Diseases of the digestive system520-5794197.573737.817927.68RestRemainder1,00918.2468714.391,69616.45TotalAll5,532100.004,775100.0010,307100.00*Men*Cancers140-2392,53226.302,93631.315,46828.77Ischaemic heart disease410-4142,06121.401,83519.573,89620.50Cerebrovascular diseases430-4386366.617077.541,3437.07All other circul. diseases390-4598869.206196.601,5057.92Respiratory diseases460-5193133.252903.096033.17Diseases of the digestive system520-5791,11111.541,17812.562,28912.04RestRemainder2,09021.711,81119.323,90120.53TotalAll9,629100.009,376100.0019,005100.00*Total (Women and Men)*Cancers140-2394,83931.925,13936.329,97834.04Ischaemic heart disease410-4142,64617.452,39316.915,03917.19Cerebrovascular diseases430-4381,0767.101,1177.892,1937.48All other circul. diseases390-4591,5119.971,0467.392,5578.72Respiratory diseases460-5194603.034072.888672.96Diseases of the digestive system520-5791,53010.091,55110.963,08110.51RestRemainder3,09920.442,49817.655,59719.09TotalAll15,161100.0014,151100.0029,312100.00

Methods {#Sec7}
-------

We analyze the changes in socioeconomic mortality differentials using two different methods: relative mortality differentials and absolute mortality differentials. Relative differences are typically easy to comprehend; nevertheless, it is important to take into account absolute measurements for mortality since a "50% higher rate of a rare health problem may be much less important than a 10% higher rate of a frequent health problem" (Mackenbach and Kunst [@CR37], p. 759). Using both approaches---relative and absolute mortality measurements---might also help to bridge the gap which appears to exist between a public health policy perspective interested mainly in absolute mortality on the one hand, and the practice of epidemiologists on the other hand who typically work with relative mortality measurements (Valkonen [@CR57]).

*Relative* mortality differentials were estimated using a Generalized Linear Model (GLM) framework for binary data since the response we are interested in is the state of an individual at the end of the observation period, i.e., either alive or dead. We chose the canonical link for binary data, the logistic link. The model we estimated was $$\documentclass[12pt]{minimal}
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\begin{document}$$ \log \left(\frac{\pi_i}{1-\pi_i}\right)=\alpha + \sum_{{\rm age}=40-44y}^{60-64y} \beta_{\rm age}x_{{\rm age},i} + \sum_{\rm edu=Medium}^{\rm High} \gamma_{\rm edu}x_{{\rm edu},i} $$\end{document}$$where the probability of dying of individual *i* is denoted as π~*i*~; the estimated parameters are the intercept α, five β parameters to control for age (each age-group spans 5 years with ages 35--39 employed as the reference category) and two γ parameters for the effect of medium and high education (low education served as the baseline category). We did not control for any other covariates apart from age since we wanted to be able to compare our results from both approaches (relative and absolute mortality differentials). One of the major advantages of using a logit link (instead of the probit or the complementary log--log, for instance) is the interpretation of the estimated parameters (McCullagh and Nelder [@CR41]). Exponentiating the parameter estimates allows to interpret odds ratios as relative risks if the number of events is relatively small in comparison to the number of exposures (Woodward [@CR66]), a condition which is fulfilled for our analysis.

*Absolute* mortality differentials were analyzed using *Decomposition Analysis*. *Decomposition* of mortality rates can be considered to be the other side of the coin of the typical approach used to analyze absolute mortality differentials via age-standardized mortality rates (Das Gupta [@CR7]). Instead of comparing *artificial rates* (due to standardization with an arbitrary population), the focus is on the *observed rates* and their changes over time (or other categories). Decomposition analysis in general enables to disentangle the "components of a difference of two rates" (Kitagawa [@CR25]). The difference between two observed rates can be split up into a direct component (e.g., change in mortality) and a compositional component (e.g., change in age structure). Our focus of interest is, however, not a simple decomposition of two rates but a "difference of differences": The differences in mortality between 1981/1982 and 1991/1992 for education "High" **minus**;The differences in mortality between 1981/1982 and 1991/1992 for education "Low".

Our decomposition analysis closely follows the notation and methods outlined in Vaupel and Canudas-Romo ([@CR62], [@CR63]), Vaupel et al. ([@CR64]) and Canudas-Romo ([@CR5]). In the remainder of this section, we will use the following notation: age is denoted by *a*, *e*~*j*~ represents the two educational levels of interest: high (*j* = 1) and low (*j* = 2) education. The two time periods 1981/1982 and 1991/1992 are expressed as *t*~*k*~, *k* = 1,2; subscript *i* denotes the *i*th cause of death (CoD). The age-specific size of a population at age *a* with *e*~*j*~ at time *t*~*k*~ is $\documentclass[12pt]{minimal}
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With ([2](#Equ2){ref-type=""}) and ([3](#Equ3){ref-type=""}), and assuming the independence of causes of death, we can write the death rate of a population with educational level *j* at time *t*. For example, the death rate of a population with educational level 1 (*e*~1~) at time *t*~2~ will be given by$$\documentclass[12pt]{minimal}
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Now, we decompose the difference of differences in death rates between different educational levels over time. First, the difference of death rates between different educational levels at time *t*~*k*~ is$$\documentclass[12pt]{minimal}
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Using the formula for decomposition of averages (see Canudas-Romo [@CR5]; Vaupel and Canudas-Romo [@CR62], for example) we can decompose the change in an average $\documentclass[12pt]{minimal}
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Results {#Sec8}
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Trends in Relative Inequality {#Sec9}
-----------------------------

Figure [1](#Fig1){ref-type="fig"} shows the odds-ratios for men with high education in relation to the reference category low education including the respective 95% confidence intervals. The bar in light gray indicates results for 1981/1982 whereas darker gray indicates results for 1991/1992. The upper left panel in Fig. [1](#Fig1){ref-type="fig"} iterates the previously described result (Doblhammer et al. [@CR13]; Schwarz [@CR50]): the gap in educational inequalities increased between 1981/1982 and 1991/1992. The relative risk of dying for men with high education was 48% in 1981/1982. Ten years later, it dropped to 36%. The remaining seven panels display for our selected causes of death whether they could be relevant for this development or not. One can see that the gap in educational inequalities stagnates between the two time points for "Other Circulatory Diseases", "Digestive Diseases", and "Rest". If respiratory diseases were the major cause of death for men in Austria at those ages, the gap in all-cause mortality would have decreased. Although the gap is still considerable in 1991/1992 (36%), the relative risk of dying from these diseases was much lower for men with high education 10 years earlier (12%). Besides cancers and cerebrovascular diseases, the largest increase in mortality differentials by education can be attributed to ischaemic heart disease. The gradient by education was relatively flat in 1981/1982 for this disease. Within 10 years the relative mortality risk for men with high education in relation to low education fell from 89% to 47%.Fig. 1Relative mortality differentials: odds-ratios and their 95% confidence intervals for men with high education in relation to the reference category low education by cause of death in 1981/1982 and 1991/1992

Previous analyses have shown that the development of mortality differentials by education are less pronounced for women than for men (Doblhammer et al. [@CR13]; Schwarz [@CR50]). Indeed, as our analysis shows in Fig. [2](#Fig2){ref-type="fig"}, the existing gap remained almost perfectly constant.[4](#Fn4){ref-type="fn"} If this pattern is broken down by cause of death, an interesting feature emerges: the stagnation in mortality differentials by education over time is the outcome of some causes of death with an increasing gap and some causes of death with a decreasing gap. Previously, existing gaps disappeared almost completely for cancers and respiratory diseases. Also the residual category would decrease the gap. Their impact is offset by all circulatory diseases (ischaemic heart disease, cerebrovascular diseases, "other circulatory diseases") and diseases of the digestive system. Relative mortality risks for women with high education in relation to low education decreased between 1981/1982 and 1991/1992 from 60% to 21% for ischaemic heart disease, from 64% to 44% for cerebrovascular diseases and from 80% to 57% for all remaining circulatory diseases.Fig. 2Relative mortality differentials: odds-ratios and their 95% confidence intervals for women with high education in relation to the reference category low education by cause of death in 1981/1982 and 1991/1992

Summarizing the results for relative mortality differentials, we detected, for women as well as for men, an increase in mortality inequalities by education for ischaemic heart disease and cerebrovascular diseases. Respiratory diseases showed the opposite effect for both sexes whereas existing educational differentials for cancers disappeared for women. The analysis of relative mortality differentials does not indicate how relevant a certain cause of death is for all-cause mortality. This feature is taken explicitly into account when absolute mortality differentials are studied.

Decomposition of Trends in Absolute Inequality {#Sec10}
----------------------------------------------

Tables [3](#Tab3){ref-type="table"} and [4](#Tab4){ref-type="table"} present the results of our decomposition of absolute mortality levels. Each of these two tables is divided into three sub-tables. The top table displays the analysis for individuals with high education, the corresponding table in the middle for people with low education and the bottom table shows the difference between "high" and "low" education. In each subtable we give for each cause of death (and the sum of all causes) by columns:The observed death rates in 1981/1982 (or the difference between "high" and "low") andthe observed death rates in 1991/1992 (or the difference between "high" and "low") andthe observed difference between the previous two columns, indicated by $\documentclass[12pt]{minimal}
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\begin{document}$$\Updelta$$\end{document}$DirectComp.*High minus low education*Cancer −13.277 −20.830−7.553 −2.919 −4.633Cerebro. −3.752 −6.117−2.365 −1.186 −1.179Circulatory −6.355 −4.9561.3992.796 −1.397Digestive −9.775 −11.014−1.239 −0.499 −0.740IHD −4.209 −12.027−7.818 −4.427 −3.391Respiratory −3.640 −2.6620.9781.646 −0.668Rest −16.669 −14.1352.5353.794 −1.260∑ −57.677 −71.740−14.063 −0.794 −13.268Table 4Decomposition of death rates (per 10,000) of women into direct and compositional ("Comp.") componentsCause of deathDeath rate\
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\begin{document}$$\Updelta$$\end{document}$DirectComp.*High education*Cancer12.0459.848−2.1971.396 −3.592Cerebro.1.8820.953−0.929 −0.251 −0.678Circulatory3.3881.271−2.117 −1.159 −0.958Digestive2.6350.477−2.158 −1.687 −0.471IHD2.2580.477−1.782 −1.410 −0.372Respiratory0.3760.6350.2590.646 −0.387Rest3.0112.859−0.152 −0.1530.001∑25.59616.520−9.076 −2.618 −6.457*Low education*Cancer18.60317.834−0.769 −1.3750.606Cerebro.3.8244.0510.227 −0.0400.266Circulatory5.3774.036−1.341 −1.6080.267Digestive3.6243.464−0.160 −0.2200.060IHD5.1425.7110.5690.1460.423Respiratory1.2941.116−0.178 −0.2330.055Rest8.3905.940−2.450 −2.6550.206∑46.25542.153−4.102 −5.9851.884Cause of deathHigh − Low\
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\begin{document}$$\Updelta$$\end{document}$DirectComp.*High minus low education*Cancer −6.558 −7.986 −1.4282.770 −4.198Cerebro. −1.942 −3.098 −1.155 −0.211 −0.944Circulatory −1.990 −2.766 −0.7760.449 −1.225Digestive −0.989 −2.987 −1.998 −1.467 −0.531IHD −2.884 −5.235 −2.351 −1.556 −0.795Respiratory −0.918 −0.4810.4370.880 −0.443Rest −5.378 −3.0812.2982.502 −0.205∑ −20.659 −25.633 −4.9743.367 −8.341

Between 1981/1982 and 1991/1992 death rates for all causes combined were decreasing for men with high education and with low education (Table [3](#Tab3){ref-type="table"}). The observed death rates (per 10,000) for men with high education dropped from 42.639 to 25.457 (−17.181). If the age-structure had been the same in 1991/1992 as in 1981/1982, mortality would have dropped by 13 deaths per 10,000 (12.929). Since the compositional component points in the same direction (−4.252), we can conclude that the change in the age-structure favored decreasing mortality. Typically, this is the effect of a rejuvenating population. [5](#Fn5){ref-type="fn"} The strongest direct reductions in mortality were found for men with high education for ischaemic heart disease (−7.325) and cancer (−3.052). For men with low education (middle of Table [3](#Tab3){ref-type="table"}), the observed death rate dropped from 100.315 to 97.196. This is the outcome of antagonistic developments for the actual improvements in mortality ("Direct") and the changing composition of the population ("Comp."). If the population structure had remained the same for men with low education, mortality would have dropped almost as much for them as it did for men with high education (−12.135 vs.  −12.929); the compositional component counteracted this development (9.016) which can be traced back to an aging subpopulation of men with low education. [6](#Fn6){ref-type="fn"} The largest mortality improvements were found for "all other circulatory diseases" (−4.144), "rest" (−4.345), and ischaemic heart disease (−2.899). The main interest of our analysis is shown in the lower third of Table [3](#Tab3){ref-type="table"}. The gap between men with high education and men with low education increased from 57.677 to 71.740. The major reason is the changing composition of the population (−13.268). The relatively low impact of direct effects (−0.794) is the result of developments for some causes of death which would have increased the gap even further, most notably ischaemic heart disease (−4.427) and cancer (−2.919), and of developments for some causes which would have decreased the differential mortality by education over time: circulatory diseases (2.796), respiratory diseases (1.646) and "rest" (3.794).

As shown in Table [4](#Tab4){ref-type="table"}, observed mortality decreased also for women with high and with low education (High: 25.596 to 16.520; Low: 46.255 to 42.153). Similar to the results for men, we find that compositional changes favored a decrease in mortality for individuals with high education (−6.457), but not for low education (1.884). It is important to note that the direct effect in mortality change was stronger for women with low education (−5.985) than for women with high education (−2.618), supporting a narrowing of socioeconomic mortality differentials. This is consequently reflected in the comparison "High minus Low Education" in the lower third of Table [4](#Tab4){ref-type="table"}. The decrease in absolute mortality differentials among women can be attributed to worsening mortality from cancer and respiratory diseases among the highly educated (direct effects are positive: 1.396 and 0.646) and faster decreases in mortality from "All Other Circulatory Diseases" and "Rest" for women with lower education than for women with higher education. Similar to men, we can see that the development of ischaemic heart disease among women would have increased the gradient in socioeconomic mortality differentials (direct effect  −1.556) more than any other disease (Digestive Diseases  −1.467, Cerebrovascular Diseases  −0.211).

Summary {#Sec11}
=======

Our analysis has shown for men that the increasing gap in relative mortality differentials by education were mainly caused by ischaemic heart disease, cerebrovascular diseases and cancers. Only respiratory diseases displayed the opposite trend. Relative mortality differentials from all causes remained almost constant for women. This is the outcome of different developments for various causes of death which cancel each other out on the aggregated level of all causes of death. All circulatory diseases would have increased the gap between women with low and women with high education, whereas respiratory diseases, diseases of the digestive system and the residual category would have diminished educational inequalities in mortality.

The decomposition analysis iterated the finding of relative mortality differentials that ischaemic heart disease and cancer contributed to an increase in socioeconomic mortality differentials for men. We have seen, however, that "all other circulatory diseases", respiratory diseases, and "rest" would have reduced the gap between men of high and of low education. Mortality from ischaemic heart disease contributed to an increasing gap in educational mortality differentials among women as well, together with diseases of the digestive system and cerebrovascular diseases. This development was offset by several other causes of death, most notably cancers.

Our research has shown one feature which, to our knowledge, has not been reported before: the importance of changes in the population composition for the development of socioeconomic mortality differentials over time. For example, the increasing educational gradient in absolute mortality for men was, on the one hand, the result of *direct* mortality improvements; the *compositional* effect was, on the other hand, however, 16 times stronger. [7](#Fn7){ref-type="fn"} Also within one educational group, compositional effects often play the lead role. One can see, for instance, that deaths from cancer per 10,000 for women with high education dropped from 12.045 to 9.848. This decrease in the observed death rates was, however, not influenced by improvements in mortality. On the contrary, mortality actually increased (1.396) and was offset by a younger population structure as measured by the compositional component (−3.592).

Discussion {#Sec12}
==========

Changes in demographic parameters which can be interpreted as averages can be explained by three broad categories (Vaupel and Canudas-Romo [@CR62]): problems with the data (Level-0), real changes in the phenomenon of interest (Level-1) and compositional changes (Level-2). Hence, we need to discuss first whether data problems or compositional distortions could have an impact before we interpret our results. We exclude poor data as a potential reason for our results because both sources of data, census data and official death registration, are of high quality. Since we were not able to link all death certificates---but more than 90%---with the census, our results for absolute mortality are slightly too low (exact number of exposures but not all events). Although the data did not allow us to check for a potential linkage bias by education, [8](#Fn8){ref-type="fn"} we assumed that our results are not affected for several reasons: first, our main interest is the development in mortality differentials over time. Even if a linkage bias by education is present, it is rather unlikely that it will change over time. Second, Schwarz ([@CR50]) reports for his analysis of Austrian data a decreasing success rate of linked cases with increasing age, [9](#Fn9){ref-type="fn"} he does not mention a bias in linkage by education, though. Third, a similar data linkage problem was experienced by Huisman et al. ([@CR22]) for Madrid. They describe that "\[t\]here was no variation by education in the percentage of linkage obtained in this population" (Huisman et al. [@CR22], p. 493).

Changes in the composition of a population can have distorting effects for the actual demographic phenomenon of interest. Decomposition analysis enabled us to clearly distinguish between direct effects of developments in mortality and changes in the composition of the population. Our analysis has shown that these compositional effects can overshadow direct effects. Regardless of sex, the compositional effect for people with high education favored decreasing mortality whereas the composition of the population of people with low education changed unfavorably for survival. We interpret these effects to be the outcome of the educational expansion in Austria during the 1970s, with more people increasingly attending higher education than in the past. During the first period 1981/1982, this did not yet affect our age-range of 35--64 years. Ten years later, however, the average age of highly educated people decreased due to the replacement effect of the education expansion, while less people "entered" the population with low education causing an aging of this group.

The general picture we have obtained for direct mortality effects has also been found in other countries: cardiovascular diseases and, in particular among them, ischaemic heart disease decreased faster for higher than for lower socioeconomic groups (e.g., Mackenbach et al. [@CR36]; Martikainen et al. [@CR40]; Middelkoop et al. [@CR44]; Steenland et al. [@CR55]; Valkonen et al. [@CR59]). The opposite effect for cancer among women has been documented for several countries (Mackenbach et al. [@CR38]) as well as for The Hague in the Netherlands (Middelkoop et al. [@CR44]).

Especially with the decrease in cardiovascular mortality, Austria shares a "common background" (Koskinen [@CR27]) with other Western European countries, a development which has even been labeled the "cardiovascular revolution" (Meslé and Vallin [@CR43]; Vallin and Meslé [@CR60]). Higher survival for a specific cause of death can be either explained by introducing better technology for treating the disease or by behavioral factors aiming at reducing cardiovascular risk factors. If the first strain of causality was right, the differential pace in cardiovascular mortality improvements could be explained by better access to medical technology for people with higher socioeconomic status than for women and men from lower socioeconomic groups. From an institutional perspective, this is rather unlikely (Bennett et al. [@CR3]; Federal Ministry of Health and Women [@CR17]; Schneider et al. [@CR49]). The Austrian health system is based on the model of compulsory health insurance and hospital care with a maximum additional payment of less than 130 Euros at that time. [10](#Fn10){ref-type="fn"} "In addition, although private health insurance policies allow patients to choose hospital rooms with slightly more amenities than those for patients covered by the national health system, Austrian laws guarantee that medical care must be similar between the two systems of care" (Bennett et al. [@CR3]). In practice, total equality is not even achieved in the egalitarian Austrian health care system: as a recent study has shown for the OECD countries (van Doorslaer et al. [@CR61]), there is almost no socio-economic gradient in the probability of visiting a doctor in general; richer people, however, are more likely to see a specialist. This might have some influence. We assume, nevertheless, that these reductions in cardiovascular mortality are the outcome of changes in risk-factor related behavior---a point of view which is also typically expressed in the literature (e.g., Breslow [@CR4]). Another example is the study of all-cause mortality, cardiovascular mortality, and acute myocardial infarction by Lynch et al. ([@CR34]). They state that their "findings imply that efforts to reduce the disease burden associated with low SES can legitimately focus on the behavior, psychosocial and biologic risk factors that mediate the relation" (p. 941).

In a recently published working paper, Schwarz ([@CR51]) illustrates that the typical behavioral risk factors such as healthy diet, physical exercise and obesity have a social gradient in Austria. Other studies for Austria also point in this direction. Schmeisser-Rieder and Kunze ([@CR48]), for example, have shown that during their investigation which spanned the years 1978--1998 a declince was observed in the proportion of people in Austria who knew their blood pressure and of people who had their blood pressure measured during the last 3 months before the interview. This could turn out to be problematic since women and men with lower education tend to have higher blood pressure (de Gaudemaris et al. [@CR10]). Obesity, another risk factor for ischaemic heart disease, also shows a social gradient in Austria as demonstrated by Kirchengast et al. ([@CR24]). The major risk factor for all cardiovascular diseases and many other diseases is smoking. During our observation period, the prevalence of smoking increased---especially for women (Haidinger et al. [@CR20]; World Health Organization [@CR67]). Studies for our age-range found out that a social gradient for smoking almost does not exist for women in Austria (Huisman et al. [@CR23]). As shown by Schwarz ([@CR51]), there is a crossover by social gradient among women. Before the age of 45, lower educated women tend to smoke more, whereas smoking is more prevalent among higher educated women at later ages. This crossover could also explain the differential development for cancer and ischemic heart disease among women. If smoking has an impact on both causes of death but for cancer at a different age than for ischaemic heart disease, it is possible that cancer rather diminished the gap in socioeconomic mortality differentials whereas ischaemic heart disease increased it.

Conclusions {#Sec13}
===========

The article has shown that socioeconomic inequalities in mortality persisted or even increased for people at working ages in Austria for all causes of death between 1981/1982 and 1991/1992. Our analysis presented the causes of death which showed a clearly widening gap in socioeconomic mortality differentials. The identification of such vulnerable population subgroups is only the first step and probably the easiest step for reducing inequalities in mortality which has been one of the major targets of the World Health Organization Europe since the 1980s. In the 2002 European Health Report, the first goal mentioned is "reducing excess mortality, morbidity and disability, especially in poor and marginalized populations" (WHO Regional Office for Europe [@CR65], p. 2). Implementing effective policies is, however, not straightforward. Policies which try to tackle these inequalities will face various stumbling-blocks. First, at which age should public health policies start? Besides the aforementioned risk factors, a growing amount of literature suggests that the onset of many diseases, and in particular cardiovascular diseases, are affected by early childhood or even fetal life (e.g., Barker [@CR2]; Doblhammer [@CR12]; Elo and Preston [@CR15]; Eriksson [@CR16]). Second, consequences of current public health policies may be hard to assess due to lagged effects. As Lopez et al. ([@CR33], p. 243) diagnoses: "death rates from lung cancer generally do not reach their maximum until 30 or 40 years after the peak in smoking prevalence." Third, one can doubt whether public health policies are successful at all in reducing levels of inequality. In a recent study, socioeconomic mortality differentials turned out to be larger in the rather egalitarian country of Denmark than in the United States, which is typically labeled to be rather a liberal, laissez-faire country (Hoffmann [@CR21]). Pamuk ([@CR45]) found increasing levels in inequality in mortality in England and Wales *after* the introduction of the National Health Service in 1948. Also Preston and Elo ([@CR47]) found increasing socioeconomic inequality in mortality in the United States between 1960 and 1985---despite the introduction of Medicare in 1966. [11](#Fn11){ref-type="fn"} Finally, it should be added that the assessment of whether socioeconomic differences in mortality are changing over time within a country is becoming more challenging. Changes in the size and composition of socioeconomic groups can be accounted for, as we have done in this study. The *meaning* of belonging to a certain group at a certain point of time can change dramatically, however, for instance, attending school which is classified as "low education" used to be the norm in many countries for long periods of time, whereas nowadays pupils with basic schooling are rather from a selected population. This problem applies equally to many occupational groups. Widening gaps in socioeconomic mortality differentials can, therefore, also be the outcome of stronger selection over time into a specific socioeconomic category.
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COPD is the abbreviation for "chronic obstructive pulmonary disease".

It should be mentioned that in recent years the direction of causation has been discussed with medical scientists being "often convinced that the dominant if not exclusive pathway is that variation in socioeconomic status produces health disparities. \[\...\] Economists are now making contributions about the alternative pathway" (Smith [@CR53], p. 145).

As Smith ([@CR54], p. 21) puts it when discussing the impact of education: "One possibility is that the education experience itself has little to do with it, but it is simply a marker for personal traits \[\...\] that may lead people to acquire more education and to be healthier.

The parameter estimates are  −0.372 for 1981/1982 and  −0.379 for 1991/1992.

This is indeed the case. Assuming that the average age in each 5-year age-group is the midpoint of the respective interval, we calculated that the mean age for men with high education was 47.05 years in 1981/1982 and 46.15 years in 1991/1992.

Again, we calculated the average age of the population for both time-points. In 1981/1982 the mean age of men with low education was 49.01 years; 10 years later, the corresponding figure was 49.90 years.

As one can see in Table [3](#Tab3){ref-type="table"}, the gap in mortality increased ( −14.063). The contribution of direct mortality improvements (−0.794) was very modest when compared to the compositional effect (−13.268).

Checking for a bias by sex, age, or location was straightforward---see Sect. 2.1.1---as these variables are included not only in the census information but also in the death certificates. Since information on education is not available in the death records, we were unable to compare the distributions of linked and unlinked cases.

His analysis includes ages until 74.

According to Schneider et al. ([@CR49], p. 391), this maximum was due in the case of 28 or more days as an inpatient in a hospital. It should be additionally mentioned that even in countries like the United States, which are less egalitarian than Austria, differences in socioeconomic groups turned out to be rather negligible in the analysis of "who is at greatest risk for receiving poor-quality health care?" as a recent study has shown (Asch et al. [@CR1]).

One can, of course, argue that "\[t\]hese findings do *not* imply that egalitarian socio-economic policies cannot help to reduce socio-economic differences in mortality. It is more than likely that mortality differences in the Nordic countries would have been larger in the absence of egalitarian policies, or that mortality differences in the United States would have been smaller if income inequalities in this country would have been as small as in Nordic countries." (Kunst [@CR28], p. 142).
