The new generations of SRAM-based FPGA (Field Programmable Gate Array) devices are the preferred choice for the implementation of reconfigurable computing platforms intended to accelerate processing in real-time systems. However, FPGA's vulnerability to hard and soft errors is a major weakness to robust configurable system design.
Introduction
The use of reconfigurable computing platforms in real-time systems enabled a significant speedup in performance over traditional, non-reconfigurable, implementations. New and more flexible systems are achieved using soft microprocessor cores implemented in SRAM-based FPGAs, and by mapping compute--intensive sections of an application to reconfigurable hardware. This enables a quicker response to changes in the system's environment, which is an important feature when very stringent response intervals are imposed to the system. This degree of integration and flexibility was made possible by the reduction in the size of transistors in each new generation of semiconductor technology, which led to a greater integration and to a per unit power reduction, enabling chips to grow in size and complexity. However, new submicron scales also brought some negative aspects, namely the vulnerability to soft errors, also called single-event upsets (SEUs), which are radiation--induced transient errors Another negative aspect due to the smaller technological scales is the increased threat of electromigration, which may result in permanent physical damages to the chip. The number of defects related to small manufacturing imperfections that are not detected by production testing has been growing as scale goes down. These defects are especially prone to electromigration phenomena, resulting, after large periods of operation, in the emergence of permanent faults.
The recent addition of new features to FPGAs, such as dynamic reconfiguration and self-reconfiguration, may help to cope with the problems mentioned above, in particular when dealing with hard real-time systems that require a high reliability level.
Dynamic reconfiguration involves the reconfiguration of a fraction of the configurable resources, without disturbing the operation of those functions that are not modified, while self-reconfiguration [2] enables currently configured functions to control the dynamic reconfiguration of other areas of the same FPGA. Their combined use makes feasible the implementation of the autonomous recovering mechanism proposed here. The mechanism has the ability to restore the fault-free operation of the system when a faulty condition is detected.
The implementation of online structural test and fault tolerance strategies were largely explored in previous works [3] [4] . However, those previous approaches relied on a rotate and test methodology, whose primary aim was the structural test of the FPGA. Moreover, only a small fraction of the resources were configured to be tested at a time. These solutions create a test latency that must be taken into account since it degrades the performance of the test strategy. If a defect affects the functionality of a given function, the resulting fault will be propagated until the test function reaches the defective resource. By then, the fault may already have had catastrophic consequences.
This paper presents a new methodology that aims to increase the reliability of real-time systems based on reconfigurable platforms implemented in dynamically reconfigurable FPGAs. The drawback associated to previous approaches is avoided by the introduction of fault tolerance techniques.
In the next section traditional hardware redundancy techniques are briefly analyzed, followed by the presentation of the proposed methodology. Several aspects related to its practical implementation are then discussed, and future research lines are presented in the concluding section.
Hardware redundancy techniques
Traditionally, highly critical applications relied on hardware redundancy to increase their reliability. One of the best known of such approaches is Triple Modular Redundancy (TMR), a static redundancy technique that achieves fault tolerance without actually detecting any fault. In this method, each module, which may be a complete system, such as a computer, or a less complex unit, like a microprocessor or even an adder or a gate, is replicated three times. The voting element collects the outputs from the three sources and delivers the majority vote at its output. In this case, it is assumed that the majority voter does not fail, which is an unrealistic principle. When this assumption is not verified, the reliability of the voter element will determine the reliability of the circuit, since it will fail if the voter fails. However, the reliability of a voter in a redundant system can be improved by replicating this element as well, in a scheme that is called T-TMR [5] .
In new nanometre technology, the use of fault tolerance mechanisms is essential, not only due to soft errors, but because it is unrealistic to expect that a manufacturing test will cover all possible faults. In particular, delay faults emerging from defects of resistive type, or due to crosstalk or ground bounce, are almost impossible to foresee [6] .
Hardware redundancy is also a preferred choice to improve the reliability of highly critical applications based on FPGAs [7] [8] . Due to their inherent configurability, FPGAs are especially suitable for the implementation of modular redundancy, since it does not require any new architectural feature and it is function independent.
If it is clear that hardware redundancy increases the reliability of a system, it is also obvious that any proposed methodology has also to take into consideration the cumulative impact of single errors, as their added effect may lead to the quick disruption of a system. The great advantage of using reconfigurability is that in the event of a module failure a diagnose-and--repair mechanism may be activated and the initial redundancy re-established. This may be done transparently and without human intervention, since physical component replacement is not needed. This means that a higher level of maintainability is achieved, without even implying the inoperability of the affected circuit, since it is protected by TMR. This is both true to hard and soft errors, despite the different repair mechanisms that must be adopted to overcome them.
The Built-In Shelf-Healing methodology
In a TMR implementation, if a module fails it should be promptly replaced to keep the reliability level. However, it is not easy to detect a fault in a TMR implementation using traditional online test strategies, due to the inherent masking properties of redundancy.
In our approach we propose the implementation of a Built-In Self-Healing (BISH) methodology, which can be divided into three tasks: detection, diagnosis and repair. These tasks are controlled by a soft microprocessor core implemented in the same FPGA, and having a compatible reliability index. Due to the usual long time interval between module failures [9] , a generic soft microprocessor core that carries on other tasks related to the operation of the real-time system may be used for this purpose. At the moment, this methodology is being applied only to soft-errors, but we plan to extend its usage to hard errors, making use of active replication techniques [10] .
The detection of faults is done through a scan chain that regularly captures the values at the outputs of all the modules and voters, including those of the soft microprocessor core, as shown in figure 1 .
Upsets may also affect the values shifted through the scan chain, thus leading to wrong fault diagnosis and consequently to the extemporaneous activation of a repairing mechanism. However, despite representing an additional unnecessary task for the reconfiguration mechanism, it does not affect system operation. If the structural configuration of the scan chain is affected by a VOLUME 1 fault, either due to a hard or soft error, several neighbouring bits in the scan chain will be disturbed, indicating that a simultaneous general failure in all modules of one or more functions is taking place. If this happens, and since the probability of a general failure is very low, the scan chain must be checked first. The Boundary Scan (BS) chain may also be used to capture each FPGA output [1 ] . As a hard-wired implementation, this scan chain is less prone to soft errors.
Fig. 1. Example of a T-TMR implementation with a scan chain
The captured bitstream is shifted to the internal microprocessor where it is analyzed. Since the scan chain cells completely wrap the modules and voters, it is possible to confine the origin of an error to the space between them, corresponding to the module or voter where the value was captured, and to the interconnections in-between [12] .
Three possible causes for a fault to appear may be considered:
1 The output of the module is captured again and its correctness verified. This technique is known as scrubbing, and defined as the process of re-writing the configuration memory during (and without disturbing) normal FPGA operation [13] . If no error on the configuration bitstream is detected, but the fault persists, the most probable reason is the existence of a physical defect in the array. To restore the reliability index, the affected module has to be relocated to a fault-free area and its input and output connections re-established releasing the faulty area to be tested [4] . This procedure is controlled by the microprocessor.
When the defect location is identified, the defective resource is "marked down", to avoid its use in case of future reconfigurations. A list of faulty resources is maintained in memory by the microprocessor. This memory must also be protected against upsets using error checking and correction techniques based on Hamming or Hsiao codes [6] .
The remaining resources that are tested OK can be reused in later replacements of any other faulty module. In this way, the available spare resources are almost entirely restored for future replacements. Figure 2 shows the diagram flow of the proposed methodology. The microprocessor is also implemented using T-TMR to ensure a reliability index compatible with the remaining blocks. The micronrocess,or is, divided in small functional modules, facilitating replacement in VOLUME 1 case of fault detection, and reducing the spare space needed for relocation in case of fault detection. If the defective module is part of one of the three implemented processors, the remaining two will be responsible for the replication of the malfunctioning module. Subsequent test procedures will already be assumed by the whole three.
Self-reconfiguration is necessary to embed the whole system in a single FPGA, including the BISH features. The Virtex-I1 and Virtex-I1 Pro families have an Internal Configuration Access Port (ICAP), which enables a soft microprocessor core to control its own dynamic reconfiguration or the reconfiguration of any external modules, without stopping or disturbing the operation of the whole system.
To be able to implement the proposed methodology the soft microprocessor core shall be able to manipulate directly the FPGA configuration bitstream. This is necessary to create partial reconfiguration files for scrubbing and replication procedures. To support this feature, a software tool is being developed, based on the JBits software -a set of Java classes that provide an Application Programming Interface (API) to access the Xilinx FPGA bitstream [14] . This tool will create the partial configuration files and will carry out the partial and dynamic reconfiguration of the FPGA through the ICAP interface. Consequently, the microprocessor shall be prepared to run this software. Two solutions are being considered: the use of a generic microprocessor; or the use of a Java processor. In the first case, a generic soft processor core will run a Java Virtual Machine (Java VM) developed specifically for that microprocessor and to support the set of Java classes used by the reconfiguration tools. The disadvantage of this solution is the amount of memory needed to hold the JAVA VM.
The second hypothesis, the use of a Java processor, seems to be the most adequate solution for the inclusion of the BISH feature, since the software necessary to its implementation is developed using Java. These will also speed up its execution, reducing time latency between detection and correction of any fault. The disadvantage of this solution is that any other applications concerning the operation of the system, not related to the BISH feature, have to be rewritten in JAVA, which, in some cases, may not be feasible. However, this should not be a problem when developing a completely new product.
Conclusions
In this paper a new methodology aimed to increase the reliability of real-time systems is presented. Apart from the presentation of the whole project and of the detailed description of some of the solutions already assumed, the proposal presents a set of issues that are being studied and must be sorted out to ensure its complete success.
Further research is necessary and several issues related to the use of TMR in reconfigurable systems have yet to be considered. Current work is being done towards their resolution and integration into the project.
