I. Introduction
RF/microwave circuit simulations can decrease the "time-to-market' and are as such valuable tools for circuit and system level designers. At present, the usefulness of simulators is limited in many practical cases by the characteristics of the component models that are used. If a model becomes too complex (e.g. many transistors in the component modelled) simulation speed as well as accuracy decrease significantly. It is also possible that it is very hard to construct an accurate model because of device physics, as is often the case with relatively new power transistor technologies (e.g. HBT). A solution is to construct generic behavioural models, also called black-box models, describing the electrical behaviour of the component by means of relatively simple mathematical expressions. The model parameters can be calculated based upon measured data (loadpull, harmonic distortion, compression,...) or on simulated data. Measurement based model extraction is typically used for modelling power transistors, while simulation based modelling is typically used for reduction of model complexity. This paper shows how novel black-box frequency domain behavioural models, compatible with existing commercial simulators, can be constructed in practice based upon three concepts: time invariant describing functions, linearisation and multidimensional curve fitting.
II. Theory of the Behavioural Model
In general, a frequency domain behavioural model describes the relationship between the spectral components of the input and output signals at the ports of a device-under-test (DUT). Note that this DUT can be an individual transistor as well as a Gilbert-cell mixer containing over 20 transistors. Similar to s-parameters, incident travelling voltage waves are used as the input signals, and the scattered travelling voltage waves as the output signals. From a mathematical point of view the model is a set of complex functions (one function for each output spectral component) with as arguments all input spectral components. The modelling problem can then be stated as finding a good approximation, based upon a limited set of measurements or simulations, of these functions. These approximations are called the "describing functions". Although the basic concept is very simple, namely fitting a set of functions, three important ingredients were needed to make this approach successful in practice.
First, there is the concept of time invariance. It is based on the fact that any time delay applied on the set of input signals has to result in the same time delay for the output components. This implies that the functional form of these "describing functions" is not arbitrary, but needs to be such that applying a frequency proportional phase shift to all input components (the fre-29 29th European Microwave Conference -Munich 1999 quency domain equivalent of a time delay) will correspond to the same frequency proportional phase shift for all output components. A mathematical treatment of this is given in [1] .
Secondly there is the introduction of linearisation. In the most general approach, one needs to fit a non-linear "describing function" with as many arguments as there are spectral components. To illustrate the difficulties this introduces, suppose the DUT is a bipolar power transistor with a big fundamental and significant second and third harmonic signals present at the base as well as the collector. In this case, the general "describing function" has 6 complex arguments, corresponding to 12 real arguments. It is not hard to imagine that it is merely impossible to do a set of experiments covering this high dimensional input space. In many cases, however, most of the spectral input components are relatively small compared to a limited set of dominant spectral components (the fundamental signals in the case of a power amplifier). One can then apply the superposition principle and linearise the "describing function" in the small arguments [3] . This linearisation has a major impact on the dimensionallity of the input space, reducing it to a manageable size.
A third ingredient is multidimensional curve fitting. One cannot use linearisation for all input components, so the problem of fitting a non-linear function defined on a multidimensional input space remains. Experience shows that these "describing functions" are smooth functions, and can as such easily be approximated using artificial neural network (ANN) technology. This is demonstrated in [2] . One potential problem with the ANN technology is that they provide accurate models at the higher input levels, but they do not behave like polynomials for small input signals, as predicted by Volterra-theory. This implies that, although the absolute error will remain small, the relative error of the model will become infinity when the input power is going towards zero. This is solved by combining the ANN's with the VIOMAP polynomial technology, which is explained in [4] .
Finally, all three concepts are combined and successfully applied to several examples, as shown in the following paragraphs.
Ill. Modelling a Power Transistor based upon Measured Data A first example is the modelling of a silicon bipolar power transistor. The model is integrated in an harmonic balance simulator and allows to accurately simulate the transistor behaviour with a large 1.8 GHz drive signal being present at the base. The model predicts most of the classical power transistor characteristics such as compression, harmonic distortion, AM-to-PM, PAE, fundamental and harmonic loadpull behaviour. Note that time domain voltage and current waveforms can easily be calculated since phase as well as amplitude of all spectral components are known. In order to gather the necessary experimental data, a special "harmonic loadpulr' set-up was build [3] . An NNMS was used as receiver in order to accurately measure amplitudes as well as phases of all spectral components under consideration. Fig. 1 illustrates the model accuracy, showing an overlay of modelled as well as measured time domain current and voltage waveforms under a particular bias, input power and matching conditions. As can be seen on this figure the difference between the two traces is small, indicating that the model is accurate.
IV. Modelling a Mixer and an Amplifier based upon Simulated Data
A second example is the modelling of a Gilbert-cell mixer, a power anplifier, and the cascade of the two, based upon simulated data. present. Three black-box models are extracted:
the Gilbert-cell mixer, the power amplifier, and finally the cascade of the two. The performance of the black-box ANN based models is then compared with the corresponding complete circuit models. As expected, there is a significant improvement in simulation speed (up to a factor of 80) with a negligible deterioration of accuracy.
To our surprise the accuracy of the cascade of the two black-box models was even better than the accuracy of the cascade of the two circuit models. This rather peculiar behaviour was due to the fact that the large number of transistors, encountered with the circuit models, limited the maximum order of the harmonic balance simulator, thereby reducing simulation accuracy. A comparison between the harmonic distortion characteristic (both in amplitude and in phase) based on the circuit and the black-box model is shown in Fig. 2 
