A reactive system for open terrain navigation: Performance and limitations by Langer, D. et al.
AIAA-94-1218-CP
A REACTIVE SYSTEM FOR OPEN TERRAIN
NAVIGATION: PERFORMANCE AND LIMITATIONS
D. Langer, J. Rosenblatt, M. Hebert
The Robotics Institute
Carnegie Mellon University
5000 Forbes Avenue
Pittsburgh PA 15213
N94- 30566
f-:1
Abstract
We describe a core system for autonomous navigation ;
- in outdoor natural terrain. The system consists of three
parts: a perception module which processes range im-
ages to identify untraversable regions of the terrain, a
local map management module which maintains a rep-
resentation of the environment in the vicinity of the ve-
hicle, and a planning module which issues commands
to the vehicle controller. Our approach is to use the
concept of _'early traversability evaluation," and on
the use of reactive planning for generating commands
to drive the vehicle. We argue that our approach leads
to a robust and efficient navigation system. We illus-
trate our approach by an experiment in which a vehicle
travelled autonomously for one kilometer through un-
__mapped cross-country terrain.....
1 Introduction
Autonomous navigation missions through unmapped open
terrain are critical in many applications of outdoor mobile
robots. To successfully complete such missions, a mobile
robot system needs to be equipped with reliable perception
and navigation systems capable of sensing the environment,
of building environment models, and of planning safe paths
through the terrain. In that respect, autonomous cross-coun-
try navigatio_n imposes two special challenges in the design
of the perception system. First, the perception must be able
to deal with very rugged terrain. Second, the perception
system must be able to reliably process a large number of
data sets over a long period of time.
Several approaches have been proposed to address these
problems. Autonomous traverse of rugged outdoor terrain
has been demonstrated as part of the ALV [11 ] and UGV
[ 10] projects. JPL's Robby used stereo vision [9] as the ba-
sis of its perception system and has been demonstrated over
a 100 m traverse in outdoor terrain. Other efforts include:
France's VAP project which is also based on stereo vision
[2]; the MIT rovers which rely on simple sensing modalities
[1]. Most of these perception systems use range images,
from active ranging sensors or passive stereo, and build a
map of the terrain around or in front of the vehicle. The
planning systems use the maps to generate trajectories. The
approaches used in the existing planning systems range
from purely reactive to fully proactive, depending on the
type of maps. The main questions in building such systems
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are: What should be in the map, and when should the map
be computed?
In this paper, we argue that relatively simple methods ofob-
: stacle detection and local map building are sufficient for
cross-country navigation. Furthermore, when used as input
to a reactive planner, the vehicle is capable of safely travel-
ing at significantly faster speeds than would be possible
with a system that planned an optimal path through a de-
tailed, high-resolution terrain map. Moreover, we argue that
an accurate map is not necessary because the vehicle can
_safely traverse relatively large variations of terrain surface.
For these reasons, we propose an approach based on "early
evaluation of traversability" in which the output of the per-
. ception system is a set of untraversable terrain regions used
- by a planning module to drive the vehicle. The system relies
: on "early evaluation" because the perception module clas-
sifies regions of the terrain as traversable or untraversable
as soon as a new image is taken. As we will show, early tra-
versability evaluation allows for a more reactive approach
to planning in which steering directions and speed updates
are generated rapidly and in which the vehicle can respond
to dangerous situations in a more robust and more timely
manner.
The goal of this paper is to present and discuss the perfor-
mance of the overall system. We start by giving an over-
view of the approach and of the system architecture in
Section 2; we then describe the performance of the system
in an actual experiment in Section 3. We focus on the indi-
vidual components of the system in Sections 4 to 6. More
detailed descriptions of the components may be found in [5]
for the local map module, [12] for the planning component,
and in [8] for the complete system description.
2 Early Evaluation of Traversability:
Overview
The perception and navigation system was developed as
part of the Unmanned Ground Vehicle (UGV) project. The
support vehicle is a retrofitted HMWVV suitable for cross-
country navigation (Figure 1). The sensor is the Erim laser
range finder which acquires 64x256 range images at 2 Hz.
An estimate of vehicle position is available at all times by
combining readings from an INS system and from encod-
ers. The goal of this system is to enable the vehicle to travel
through unmapped rugged terrain at moderate speeds, typi-
cally two to three meters per second.
Because of the speed requirement, the perception system
must update the local terrain map fast enough to keep up
with vehicle motion. For that reason, it is impractical to
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buildadetailed,high-resolutionterrainmapeverytimea
newimageistaken.Moreover,anaccuratemapisnotnec-
essarybecausethevehiclecansafelytoleraterelatively
largevariationofterrainsurface.Forthesereasons,weused
in thisexampleanapproachbasedon"earlyevaluationof
traversability"inwhichtheoutputoftheperceptionsystem
isasetof untraversableterrainregionswhichisusedbya
planningmoduletodrivethevehicle.Untraversableregions
areterrainfeaturessuchashighslopes,ditches,or tallob-jectswhichwouldendangerthevehicle.Thesystemrelies
on"earlyevaluation"becausetheperceptionmoduleclas-
sifiesregionsof theterrainastraversableoruntraversable
assoonasanewimageistaken.Thishastheadvantageof
reducingtheamountofdatapassedtotheplannerforpath
generationa dreducingtheamountofcomputationneeded
inlaterstagesofplanning.
Figure 1: The testbed vehicle.
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Figure 2: Architecture of the navigation system.
Figure 2 summarizes the system developed based on the
idea of "early traversability". The perception component of
the system consists of a terrain evaluation module which
takes images from a range scanner and outputs untravers-
able regions to a local map manager. The local map manag-
er maintains a consistent description of the terrain around
the vehicle as it travels and send periodically a description
of the untraversable regions in the vicinity of the vehicle to
an arc generation module. The arc generation module rates
each arc out of a finite set of arcs between forbidden if the
arc hits an obstacle and clear if the arc does not pass close
to any obstacle region. The arc generation module gener-
ates traversability votes for each of the arcs rather than the
best arc to follow next. This permits the combination of
these votes with votes from other modules. For example,
we have used a goal-seeking module which steers the vehi-
cle toward the next goal point, in practice, any navigation
module could be substituted to the goal-seeking module.
3 System Operation: A Typical Mission
Figure 3 and Figure 4 show a typical run of the perception
and navigation system. Figure 3 (a) shows the environment
used in this experiment. The terrain includes hills, rocks,
and ditches. The white line superimposed on the image of
the terrain shows the approximate path of the vehicle
through this environment. The path was drawn manually
for illustrative purpose. Figure 3 (b) shows the actual path
recorded during the experiment projected on the average
ground plane. In addition to the path, Figure 3 (b) shows the
obstacle regions as black dots and the intermediate goal
points as small circles. In this example, the vehicle com-
pleted a one kilometer loop without manual intervention at
an average speed of 2 m/s. The input to the system was a set
of I0 waypoints separated by about one hundred meters on
average. Except for the waypoints, the system does not
have any previous knowledge of the terrain. Local naviga-
tion is performed by computing steering directions based on
the locations of untraversable regions in the terrain found in
the range images. An estimated 800 images were processed
during this particular run.
Figure 4 shows close-ups of three sections of the loop of
Figure 3. The black lines show the approximate paths fol-
lowed by the vehicle in these three sections. Figure 5 shows
the elevation map obtained by pasting together the images
taken along the paths. In each figure, the grey polygons are
the projections of the fields of view on the ground, the
curved grey line is the path of the vehicle on the ground, and
the white dots indicate locations at which images were tak-
en. The images are separated by approximately two meters
in this case. The paths shown in Figure 5 are the actual paths
followed by the vehicle. It is important to note that these
maps are included for display purposes only and that the
combined elevation maps are not actually used in the sys-
tem. Finally, Figure 6 shows displays of the local map
which is maintained at all times around the vehicle. The
squares correspond to 40x40 cm patches of terrain classi-
fied as untraversable regions or obstacles. These local maps
are computed from the positions shown in Figure 4 and Fig-
ure 5 by the white arrows. The trajectories are planned us-
ing this compact representation rather than the detailed
maps of Figure 5.
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(a)Viewofterrainand approximate path. Figure 4: Local path of vehicle in three sections of theloop of Figure 3. The arrows indicate the locations at
which the local maps are displayed in Figure 5 below.
(b) Exact path of vehicle; the obstacle re-
gions are shown as black dots; the interme-
Figure 3: A Loop through natural terrain.
Figure 5: Display of the terrain as elevation maps for
the sections shown in Figure 4. The polygons indicate
the projection of the field of view of the sensor on the
ground. The white line shows the path followed by the
vehicle in this section. The white dots show the posi-
tions at which the images were taken. The arrows are
placed at the same locations as in Figure 4.
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Figure 6: Display of the local traversability map at the
locations marked by arrows in Figure 4 and Figure 5.
Only the portion of the map in the immediate vicinity
of the vehicle is displayed here. The vehicle is depicted
by a rectangle. The untraversable regions are shown as
squares.
4 Perception
The range image processing module takes a single image as
input and outputs a list of regions which are untraversable.
After filtering the input image, the module computes the
(x,y,z) location of every pixel in the range image in a coor-
dinate system relative to the vehicle's current position. The
coordinate system is defined so that the z axis is vertical
with respect to the ground plane, and the y axis is pointing
in the direction of travel of the vehicle. It is convenient to
center the coordinate at the point used as the origin for ve-
hicle control, in this case between the two rear wheels, rath-
er than at the origin of the sensor. The transformation takes
into account the orientation of the vehicle read from an INS
system. The points are then mapped into a discrete grid on
the (x,y) plane. Each cell of the grid contains the list of the
(x,y,z) coordinates of the points which fall within the
bounds of the cell in x and y. The size of a cell in the current
system is 20 cm in both x and y. This number depends on
the angular resolution of the sensor, in this case 0.5 °, and on
the size of terrain features which need to be detected. The
terrain classification as traversable or untraversable is first
performed in every celt individually. The criteria used for
the classification are the height variation of the terrain with-
in the cell, the orientation of the vector normal to the path
of terrain contained in the cell, and the presence of a discon-
tinuity of elevation in the cell. To avoid frequent erroneous
classification, the first two criteria are evaluated only if the
number of points in the cell is large enough. In practice, a
minimum of five points per cell is used. Once individual
cells are classified, they are grouped into regions and sent to
the local map maintainer.
Figure 7 shows the operation of the perception module in a
typical outdoor scene. Figure 7(a) shows a video image of
the scene and Figure 7(b) shows the corresponding range
image used for evaluating terrain traversability. Figure 7(c)
shows the elevation map obtained by converting the range
pixels to a Cartesian coordinate system in which z is ap-
proximately the vertical direction with respect to the ground
plane. The maximum elevation with respect to the reference
plane is one meter in this example. Figure 7(d) shows the
result of the traversability evaluation. In this display, the
traversable parts of the map are set to 0, the untraversable
parts are set to 1. The set of bushes and rocks on the left side
of the scene are correctly identified as untraversable. The
classification of Figure 7(d) is converted to a list of obstacle
patches and sent to the local map manager.
(a) A section of terrain from
the path of Figure 2.
(c) Elevation map from
the range image of (a).
(b) Range image of the (d) Terrain classification on
terrain shown in (a). the map of (c).
Figure 7: Example of range image processing.
This range image processing algorithm has several impor-
tant properties. First, it does not build a complete, high-res-
olution map of the terrain, which would require
interpolating between data points as in [7], an expensive op-
eration. Instead, the algorithm evaluates only the terrain for
which there is data. Second, the algorithm processes each
image individually without explicitly merging terrain data
from consecutive images. Instead, it relegates the task of
maintaining a local map of untraversable regions to a sepa-
rate local map module. The importance of this is that the lo-
cal map module deals only with a few data items, the cells
classified as untraversable, instead of with raw terrain data.
As a result, maintaining the local map is simpler and more
efficient. Because of these two features, range image pro-
cessing is very fast, typically on the order of 200ms on a
conventional Sparc II workstation. The main limitation is
the 2 Hz acquisition rate of the sensor, not the processing
time.
It is clear the range image processing module may miss un-
traversable regions of the terrain because the terrain is eval-
uated only where data is present in the image and because
the data may be too sparse to provide complete coverage of
the terrain at long range. However, because of the process-
ing speed, a region that is missed in a given image will be-
come visible in subsequent images quickly enough for the
vehicle to take appropriate action. Although this problem
effectively reduces the maximum detection range of the
perception system, we argue that the other possible solu-
tions would reduce the maximum range even further and
would introduce additional problems. The most obvious so-
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lutionis tomergedatafromafewimagesbeforecommit-
tingto a terrainclassification.Thissolutioneffectively
reducesthemaximumdetectionrangebecausethesystem
hastowaituntilenoughoverlappingimagesaretakenbe-
foreaterrainregionisevaluated.In addition,mergingim-
agesis in itselfa difficultproblembecauseit requires
preciseknowledgeof thetransformationbetweenimages.
Inparticular,evenasmallerrorinrotationanglesbetween
twoimagesmayintroduceenoughdiscrepancybetweenthe
correspondingelevationterrainmapstocreateartificialob-
staclesattheinterfacebetweenthetwomaps.(Wereferthe
readerto [6] for a morequantitativedescriptionof this
problem.)Therefore,unlessthevehicleandpositionesti-
mationsystemsaredesignedtoproduceveryaccuratepose
estimates,it ispreferabletonotmergeimagesexplicitlyand
torelyonfastprocessingtocompensateforthesparsityof
thedata.
5 Local MaD Managemen_
The purpose of the local map module is to maintain a list of
the untraversable cells in a region around the vehicle. In the
current system, the local map module is a general purpose
module called Ganesha, developed by Dirk Langer [5]. In
this system, the active map extends from 0 to 20 meters in
front of the vehicle and 10 meters on both sides. This mod-
ule is general purpose in that it can take input from an arbi-
trary number of sensor modules and it does not have any
knowledge of the algorithms used in the sensor processing
modules.
The core of Ganesha is a single loop (Figure 8) in which the
module first gets obstacle cells from the perception mod-
ules, and then places them in the local map using the posi-
tion of the vehicle at the time the sensor was processed. The
sensing position has to be used in this last step because of
the latency between the time a new image is taken, and the
time the corresponding cells are received by the map mod-
ule, typically on the order of 600ms. At the end of each
loop, the current position of the vehicle is read and the co-
ordinates of all the cells in the map with respect to the vehi-
cle are recomputed. Cells that fall outside the bounds of the
active region are discarded from the map. Finally, Ganesha
sends the list of currently active cells in its map to the plan-
ning system whenever the information is requested. Be-
cause the map module deals only with a small number of
terrain cells instead of with a complete model, the map up-
date is rapid. In practice, the update rate can be as fast as 50
ms on a SparclI workstation. Because of the fast update
rate, this approach is very effective in maintaining an up-to-
date local map at all times. One last advantage of Ganesha's
design is that it does not need to know the details of the
sensing part of the system because it uses only information
from early terrain classification. In fact, the only sensor-
specific information known to the map module is the sen-
sor's field of view which is used for checking for consisten-
cy of terrain cells between images as described below.
A different design of the local map module would be to
maintain a much larger map with more information than
just a list of terrain cells which would theoretically allow
the navigation system to use data recorded from earlier im-
ages. There are two problems with this approach, however.
First, the local map module is now forced to maintain a
much larger amount of data, most of which is never used,
introducing additional delays in the system. Second, errors
in vehicle position accumulate to a point at which most of
the map becomes useless. These two problems offset the
occasional gain in additional information in the map.
In this design of the navigation system, the local map and
planning modules do not have access to the original sensor
data and therefore cannot correct possible errors in the out-
put of the perception. In particular, a region which is mis-
takenly classified as traversable will never be reclassified
because the local map module cannot go back to the origi-
nal data to verify the status of the region. It is therefore im-
portant to use conservative values for the detection
parameters in order to ensure that all the untraversable re-
gions of the terrain are classified as such. The drawback of
this approach is that the perception module may generate
terrain regions which are incorrectly classified. For exam-
ple, this may occur because of noise in the image or because
of an erroneous reading of vehicle pose. Because the per-
ception processes images individually without explicitly
building maps, it cannot detect that this erroneous classifi-
cation is inconsistent with previous observations. This
problem is solved by the map maintainer which does main-
tain a history of the observations. Specifically, an untravers-
able map cell which is not consistent across images is
discarded from the local map if it is not reported by the per-
ception module as untraversable in the next overlapping im-
ages. Because the terrain classification is fast compared to
the speed of the vehicle, many overlapping images are tak-
en during a relatively short interval of distance travelled. As
a result, an erroneous cell is deleted before the vehicle starts
altering its path significantly to avoid it.
New objects from
perception +
Corresponding Planning module
vehicle position l
Figure 8: Local map loop.
6 Path Planninq
The last piece of the system is a trajectory planner which
generates commanded steering radius and velocity with a
high update rate. The trajectory planner, developed by Julio
Rosenblatt [ 12][ 13], is composed of several modules. A set
of two behaviors generates votes for every possible arc at
the current vehicle position. An obstacle avoidance behav-
ior computes the votes based on the distribution of untra-
versable terrain cells around the vehicle as reported by the
local map module. Arcs that steer the vehicle away from the
untraversable regions are given a high vote, while arcs that
would cause the vehicle to travel through a forbidden re-
gion are given low votes. A second behavior gives higher
votes to arcs that steer the vehicle toward intermediate goal
points. This second behavior ensures that the overall path of
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thevehiclefollowsthedesiredglobaltrajectory.The last
module of the trajectory planner is an arbitrator which com-
bines the votes from the two behaviors and sends the arc
with the highest weight to the vehicle controller. Although
we describe the architecture for trajectory planning strictly
in the context of rugged terrain navigation, the architecture
is very general in that it can accommodate a variety of be-
haviors, it is sensor-independent, and it can implement dif-
ferent strategies for combining weights.
Figure 9 illustrates the operation of the arc generation sys-
tem. Figure 9(a) shows a display of the local map in the vi-
cinity of the vehicle. The untraversable regions are
displayed as before as squares corresponding to 40cm by
40cm terrain patches. Figure 9(b) shows the distribution of
votes computed from this local map. The votes are between
-1.0 and 1.0. The votes are computed for a list of 39 arcs
with turning radii ranging from -8 to +8 meters.
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(b) Corresponding distribution of votes.
Figure 9: (a) Example of local traversability map; (b)
Distribution of votes In this example. The votes between
-1.0 (forbidden arc) and 1.0 (clear arc) are computed
for 39 arcs with radii between -8 and 8 meters.
The computation of the vote for a particular arc is con-
trolled by three parameters: a maximum and minimum col-
lision distance, and a near miss factor. These parameters are
used as follows: Any arc for which the vehicle would col-
lide with an obstacle cell at a distance less than the mini-
mum distance is assigned a vote of -1.0; an arc which does
not collide with an obstacle at a distance less than the max-
imum distance is assigned a vote of 1.0; and any arc which
intersect an obstacle cell at an intermediate distance is as-
signed a negative vote weighted by the distance so that the
vote increase as the collision occurs further along the arc.
Finally, the near miss factor is used for penalizing the arcs
which does not have any direct collisions but which pass
close to obstacle cells. The votes decrease as the obstacle
cells are closer to the arc.
This algorithm realizes a good compromise between the
need to avoid obstacle regions, the need handle near-misses
when an arc does not collide with an obstacle in order to
take into account the uncertainty in the control system, and
the need for limiting the Iookahead distance of the planner
in order to avoid situations in which the vehicle would be
blocked by obstacles that are very far away and therefore do
not pose any threat.
Because the trajectory planner generates only local arcs
based on compact local information, the obstacle cells, it
has a very high update and allows for rapid correction of
small errors due tO System delays or isolated perceptloh er-
rors. This is in contrast to the trajectory planner alternative
in which a sequence of arcs is planned ahead instead of a
single steering direction. In this case, trajectory planning is
considerably slower and therefore introduces significant la-
tency in the navigation system. A side-effect is that the sys-
tem cannot recover from an error in the terrain map until it
has already started executing a significant portion of the
path through this map. This can be avoided by using more
precise map building algorithms, but only at the cost of ad-
ditional latency in the system. We refer the reader to [6] and
[3] for a more precise description of the performance and
limitations of this type of approach.
7 Conclusion
In summary, early evaluation of terrain traversability al-
lows us to achieve continuous motion at moderate speeds
by: reducing the amount of computation required by the
perception system; simplifying local map management and
path planning; hiding the details of sensing from all the
modules except perception; and avoiding the problems
caused by merging multiple terrain maps using inaccurate
position estimates. The drawback of this approach is that an
error in the perception system cannot be corrected later in
the system because only the perception module has access
to the sensor data. This problem is eliminated by using a
fast reactive path planner and a simple perception algorithm
with fast cycle time relative to vehicle speed, both of which
allow the system to correct quickly for occasional percep-
tion errors.
While appropriate in many instances, this approach is not
suited for all vehicles. In particular, we have made the as-
sumption that the vehicle can safely negotiate terrain varia-
tions which are detectable far enough in advance that the
vehicle is able to modify its path appropriately. For exam-
ple, this vehicle at these speeds can tolerate terrain discon-
tinuities of 20cm. With a range resolution of 7cm and an
O
angular accuracy of 0.5 , such a discontinuity can be detect-
ed in time to avoid it with an arc of radius less than the min-
imum turning radius of 7.5 m, assuming a 2Hz image
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acquisitionrateandanadditional0.5secondslatencyinthe
system.Sensoracquisitionrateandresolutionarethetwo
numbersthatsethardlimitsonthespeed.
Wehavedescribedthenavigationsystemasadistributed
systemcomposedofthreemodules.Recently,wehaveim-
provedourapproachbymergingallthreemodulesintoa
singleintegratedmodules.Theintegratedmodulesprocess-
esrangeimagesonescanlineatatime,extractingobstacle
regions,andmaintainingitsownlocalmapinternally.At
regularinterval,themodulevaluatesvotesforafixedset
of arcsbasedonthecurrentlocalmap,muchin thesame
wayasthearcgenerationdescribedinSection6,andsends
thevotesto anarbiterwhichcombinesthemwithvotes
fromexternalmodules.Thisintegratedapproachallowsfor
betterperformancebyeliminatingsomeofthelatencydue
tothedistributednatureofthesystem,andbyensuringthat
obstacler gionsarereportedassoonastheyaredetectedby
theperceptionprocessing.
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