Abstract. This work considers gradient structures for the Becker-Döring equation and its macroscopic limits. The result of Niethammer [17] is extended to prove the convergence not only for solutions of the Becker-Döring equation towards the Lifshitz-Slyozov-Wagner equation of coarsening, but also the convergence of the associated gradient structures. We establish the gradient structure of the nonlocal coarsening equation rigorously and show continuous dependence on the initial data within this framework. Further, on the considered time scale the small cluster distribution of the Becker-Döring equation follows a quasistationary distribution dictated by the monomer concentration.
1. Introduction 1.1. The Becker-Döring model. In this work, we are interested in gradient structures for the Becker-Döring equation and its macroscopic limits. The BeckerDöring equation [3] is a model for the coagulation and fragmentation of clusters consisting of identical monomers. The main modeling assumption is only monomers are able to coagulate and fragment with other clusters in a way that the total density of monomers is conserved Hereby, n l (t) is the density of clusters of size l at time t. The evolution of the densities n l (t) is given by an countable number of ordinary differential equations of the formṅ
The detailed balance condition for this system reads J l (t) = 0 for all l, satisfied by a one-parameter family of equilibrium solutions ω l (z) := z l Q l , with Q 1 := 1 and
. (1.5) To specify the long-time behavior, we introduce the convergence radius of the series z → l lz l Q l by z s ∈ [0, ∞] as well as its value at the convergence radius
( 1.6) We are interested in the regime where z s ∈ (0, ∞) and ̺ s ∈ (0, ∞). We will assume that the rates are explicitly given as follows: Hereby, the parameter z s is consistent with its definition as radius of convergence (cf. Lemma 4.1) and ̺ s as defined in (1.6) is strictly positive and finite under Assumption 1.1.
Then, as investigated by [2] solutions to the Becker-Döring equation with ̺ 0 ≤ ̺ s converge to the equilibrium state ω l (z), where z = z(̺ 0 ) is given such that Hence, the excess mass ̺ 0 − ̺ s > 0 vanishes in the limit t → ∞. The interpretation is, that the excess mass is contained in larger and larger clusters as times evolve. These large clusters form a new phase, e.g. liquid droplets formed out of supersaturated vapor. It is the aim of the is work to add some aspect to the understanding of the formation of the new phase. The crucial ingredient for the above convergence statements is the existence of a Lyapunov functional F of the form of a relative entropy F z (n) := H(n | ω(z)). Hereby, z > 0 is a parameter selecting the stationary state and the relative entropy is defined by A calculation shows that it is formally decreasing along solutions to the BeckerDöring equation
(a l n 1 n l − b l+1 n l+1 )(log a l n 1 n l − log b l+1 n l+1 ) =: −D(n(t)) ≤ 0.
(1.8) Hence, the Lyapunov function can be interpreted as a free energy dissipating along the flow. This indicates, that the free energy is minimized as t → ∞. By the mass conservation (1.1), we expect the long-time limit to be the solution to the following minimization problem inf F (n) :
(1.9)
In the first case the infimum is attained and the parameter z = z(̺ 0 ) is chosen such that ∞ l=1 lω l (z) = ̺ 0 . In the second case the infimum is not attained (cf. [2, Theorem 4.4] ). From now on, we choose z = z(̺ 0 ) in this particular form and omit the supscript. Hence, the functional reflects correctly the long-time behavior of the equation. Moreover, the Lyapunov function has the form of a relative entropy and the question arises, whether their exists a gradient structure for the Becker-Döring equation having this relative entropy as driving free energy.
1.2. Gradient flow structure. To bring the system into the framework of gradientflows, it is helpful to interpret the Becker-Döring equation as the following system of chemical reactions
Hereby, X l denotes a cluster of size l and the rates for coagulation {a l } l≥1 and fragmentation {b l } l≥2 are positive as in Assumption 1.1. In this formulation, we can use the gradient structure as observed by Mielke [15] for chemical reactions under detailed balance condition and it turns out that the Becker-Döring equation is indeed a gradient flow with respect to the Lyapunov function (1.7) under a suitable metric. The same metric was discovered by Maas [14] in the setting of reversible Markov chains. The existence of the metric depends crucially on the detailed balance condition satisfied by the equilibrium (1.5)
where k l is the stationary equilibrium flux and the implicit parameter z is chosen according to ̺ 0 as described after (1.9). The equations (1.2), (1.3), (1.4) can be compactly rewritten with the help of (1.11) aṡ 12) with e l i = 0 for i = l and e l l = 1 for l ∈ N. Since the free energy F is of the form of a relative entropy (1.7), we can identity its variation as
Then, the gradient flow formulation of the Becker-Döring equation takes the forṁ 13) where the Onsager matrix K is defined by
(1.14)
and Λ(·, ·) is the logarithmic mean given for a, b > 0 by
The identification of (1.12) and (1.13) is based on the algebraic identity
We refer to Appendix A for the more general structure behind this identities and applications to other coagulation and fragmentation models.
1.3. Variational characterization. The gradient flow formulation allows for a variational characterization initiated by de Giorgi and its collaborators [7] under the name of curves of maximal slope. From the interpretation of the Becker-Döring model as chemical reaction, it is clear the the total number of particles is conserved, which suggests to define the state manifold
Possible variations of the state manifold consistent with the Becker-Döring dynamic are given by the linear space T M = span e 1 + e l − e l+1 : l ∈ N . By the definition of the Onsager matrix (1.14), we have that the following space is well-defined
A crucial ingredient to study the underlying metric structure is the continuity equation and curves of finite action.
Definition 1.2 (Curves of finite action). A pair
(ii) The pair (n, φ) satisfies the continuity equation for t ∈ (0, T ) in the weak form, that is for all ψ ∈ C 1 c ((0, T ), R) and all l ∈ N holds
The action A of a pair (n, φ) ∈ M × T * n M is defined by 18) where ∇ r φ := φ r+1 − φ r − φ 1 and
where D(n) = A(n, −DF (n)) is given as in (1.8).
The nonlocal gradient ∇ r φ in (1.18) can be avoided by interpreting the monomer concentration n 1 = ̺ − ∞ l=2 ln l as a nonlocal boundary condition. Along this idea a Fokker-Planck equation with such type of boundary condition having similar features like the Becker-Döring model was recently introduced in [6] .
Curves of finite action give a variational formulation to solutions of the BeckerDöring equation. In comparison to the direct gradient flow equation (1.13), this avoids regularity questions arising from the application of the chain rule. The concept was introduced in [7] and further investigated in [1] : For any curve (n, φ) ∈ CE T of finite action holds
Moreover, equality is attained if and only if n is a solution of (1.12). We provide the crucial observation of the proof, which follows formally by eval-
where we used that K is positive semidefinite and the Cauchy-Schwarz inequality. The equality case is read off from the equality case in Cauchy-Schwarz. For a rigorous treatment in a similar situation, we refer to [10, Section 2.5]. We use this variational structure to pass to the limit after a suitable rescaling.
1.4. The macroscopic limit. The connection between the Becker-Döring equation with positive excess mass ̺ 0 − ̺ s =̺ > 0 and a macroscopic theory of coarsening is due to Penrose [22] . He observed by formal asymptotics that the macroscopic part of the Becker-Döring dynamics converges after a suitable rescaling (cf. Section 2.1) to a classical coarsening model introduced by Lifshitz and Slyozov [13] , and Wagner [25] 
Hereby, the measure ν t (dλ) is the distribution of particles of macroscopic size λ ∈ R + . Moreover, the parameters α, γ and q satisfy Assumption 1.1 and we will call the nonlocal conservation law (1.21) the LSW equation in the following. Formally, the total mass is conserved and the evolution stays in the state manifold for any t > 0
The LSW equation are a gradient flow as formally observed by Niethammer [16, Section 4] . The driving energy of the system is given exactly by the first oder expansion of the macroscopic part of a suitable rescaling of the free energy (1.7) (with z = z s ) driving the Becker-Döring equation (cf. Lemma 4.2)
Let us introduce a formal Riemannian structure and define a tangent space on M by T ν M := s : R + → R λs dλ = 0 . An identification of tangent and cotangent vectors is obtained via the operator
By an integration by parts of the identity 0 = λs ν(dλ) holds the inclusion prop-
Let us formally derive the gradient structure for the LSW equation (cf. [16, Section 4] ), that is we assume all differentials and quantities to be smooth enough. The differential of the energy (1.22) is given for some s ∈ T ν M by using the identification
where u ∈ R can be chosen such that u − DE(ν) ∈ T * ν M thanks to λ α wν(dλ) = 0. Then, the gradient flow in weak form satisfies for alls
where
Hence, we obtain the identification
where u = u(ν) is a Lagrangian multiplier chosen such that w ∈ T * ν M , that is it satisfies the constraint λ α w ν(dλ) = 0 and is formally given by (1.21). Hence, the gradient flow of the energy E with respect to the metric induced by K is given by
where u(ν t ) given by (1.21). To make the above observation rigorous, we use the de Giorgi formalism of curves of maximal slope. Up to technical details, which is dealt with in Section 3, we can define an action functional as follows: For a pair (ν, w) solving the continuity equation
Then, by the identification of tangent and co-tangent vectors via s = −∂ λ (λ α wν), we obtain that the dissipation is given by 24) where
it is a valid cotangent vector satisfying λ α (u(ν t ) − qλ −γ ) dλ = 0. The functional J(ν), which completely characterizes solutions to (1.21) (cf. Proposition 3.6) is defined by 25) with J(ν) = 0 if and only if ν t is a weak solution to the LSW equation (1.21) . The main application of this variational framework is to prove the convergence of the Becker-Döring gradient structure to the LSW gradient structure. In addition, the variational characterization of the LSW equation together with a compactness statement for curves of finite action (cf. Proposition 3.5) allows to proof continuous dependence on the initial data (cf. Corollary 3.8).
1.5. Passage to the limit. The macroscopic limit is rigorously derived by Niethammer [17] . There, the main technical tool was to pass to the limit in the energy-dissipation relation associated with the rescaled Becker-Döring equation to obtain the energy-dissipation relation of the LSW equation. The one for solutions to the Becker-Döring equation is obtained by integrating the identity (1.8) in time
The functional J from (1.20) contains the identity (1.26), since for solutions of the Becker-Döring equation it holds A(n(t), −DF (n(t))) = D(n(t)).
Likewise, from (1.25) and (1.24) follows that the LSW equation satisfy the energydissipation identity
where u(t) is given in (1.21) .
The contribution of this work is to lift the convergence statement from the level of energy-dissipation relations along solutions to the functionals J and J along curves of finite action. Hereby, by doing so no essential new technical difficulties arrise, which underlines the fact that the gradient structure is natural for these types of equations. We prove that a suitable rescaling of the functional J ε converges to the functional J in an evolutionary Γ-convergence sense under the assumption of wellprepared initial data (see Theorem 2.2). In particular, the gradient structure of the Becker-Döring equation converges to the one of the LSW equation (cf. Theorem 2.2) and in particular it implies the convergence of solutions (cf. Corollary 2.3). This program follows the ideas of Sandier and Serfaty [23] , and was later generalized by Serfaty [24] .
The ingredients of the proof of convergence are based on: (i) the variational characterization of the Becker-Döring equations in Section 1.3, which follows the gradient structure established by [15] ; (ii) the rigorous variational characterization of solutions to the LSW equation in Section 3, which extends the formal gradient structure of [16, Section 4] ; (iii) a priori estimates for the variational framework of the Becker-Döring gradient structure in Section 4.1, which lifts many of the results of [19] from solutions of the Becker-Döring system to curves of finite action.
Another motivation to reconsider the proof of [17] is that systems possessing a gradient structure can be well described by studying convexity properties of the free energy with respect to the implied metric. Especially, the results of [21] suggest, that the system shows dynamic metastability as described by [20] for gradient systems. Under this point of view also the additional results on quasistationarity in the next subsection are first steps towards a characterization of dynamic metastability of the Becker-Döring equations.
1.6. Well preparedness of initial data and quasistationarity. A crucial assumption in the approach of showing convergence via curves of maximal slope is the well preparedness of initial data, which assumes that the rescaled free energy of the Becker-Döring gradient structure converges to the one of the LSW gradient structure
The second contribution of this work is to show that on the rescaled time-scale, the Becker-Döring equation reach instantaneously a quasistationary equilibrium, which is dictated only by the monomer concentration. On the other hand, the monomer concentration follows closely a macroscopic quantity similarly defined as u in (1.21). The crucial ingredient in the proof is an energy-dissipation estimate based on a logarithmic Sobolev inequality similarly to the one used in [4] to proof convergence to equilibrium in the noncondensing case ̺ 0 ≤ ̺ s . The quasistationary result shows, that the microscopic part of the rescaled free energy F ε (n ε (t)) vanishes for almost every t ≥ 0. It does so by proving a separation of time scales. The fast scale is the relaxation time of small clusters towards a local equilibrium, which can be understood as the response to the slower coarsening time of the large clusters. On the level of conergence of gradient flows, this is a step towards showing, that only the macroscopic part of the rescaled free energy F ε (n ε (0)) has to convergence towards E(ν 0 ) to ensure well prepared initial date. The conjecture is, that the microscopic part is automatically well prepared on the observed rescaled time-scale. This is consistent with the continuous dependence on the initial data of the LSW equation, which is valid under the assumption of convergence of the macroscopic energy for the initial data (see Corollary 3.8).
Outline. The next Section 2 contains in Section 2.1 the rescaling of the BeckerDöring gradient flow structure. This enables us to state the main results in Section 2.2. In Section 3, we prove the gradient flow structure of the LSW equation and prove the continuous dependence on the initial data within this framework. Section 4 contains some a priori estimate for the Becker-Döring system in Section 4.1, which allow then to the limit in the gradient structure in Section 4.2 and finally we prove the quasistationary equilibrium of the small clusters in Section 4.3. We conclude the paper with an Appendix A showing that also more general discrete coagulation and fragmentation models fall into this framework. Moreover, another Appendix B provides an elementary estimate.
Main results

Heuristics and scaling.
From now, we consider the Becker-Döring system with initial total mass ̺ 0 > ̺ s and rates satisfying Assumption 1.1. Moreover, the reference state for the free energy is given by ω = ω(z s ) as defined in (1.5).
We fix a scale ε −1 of the large cluster for some ε > 0 and consider the first order expansion of the energy in ε. For some cut-off l 0 , we introduce for l ≥ l 0 the rescaled variable λ = εl and treat λ as continuous variable on R + .
We rescale the cluster density n l by ε 2 and define the empirical measure by
This scaling preserves the mass in the large cluster, which follows by approximating ζ(λ) = λ with cut-off functions. The leading order contribution of the free energy is given by the free energy of the large clusters l ≥ l 0 . This part of the free energy (1.7) can be expanded (cf. Lemma 4.2) as follows
for some σ > 0. To match the macroscopic energy (1.22), we define the rescaled free energy as
The main result of [2] states that the total free energy decreases to zero as t → ∞. Hence, one possible way to obtain initial data n ε (0) with F ε (n ε (0)) = O(1) is to introduce a time t ε such that F (n(t ε )) = O(ε γ ) and set n ε (0) = n(t ε ). In particular, this implies by the results of [21] , that for ε small enough, all possible existing metastable states are already broken down. By taking into account the asymptotic of {Q l } l≥1 (cf. Lemma 4.1) and recalling ω l = z l s Q l , the cut-off l 0 can be chosen as
We consider only states n such that free energy is of order ε γ , that is we consider the restricted state space
Likewise, the differential of the free energy for states n ε ∈ M ε will be of order ε γ and hence covectors will be also on scale z
that is we define a rescaled vector field w ε by
The rescaling of tangent vectors is then determined by the rescaling necessary for obtaining the macroscopic Onsager operator (1.23). This follows heuristically by expanding the Onsager matrix (1.14)
Hence, we define the rescaled Onsager operator by
where w ε and φ are given by the relation (2.4). This rescaling translates to the action A(n, φ) (1.18) and we define the rescaled action by
Since, the dissipation is given as D(n) := A(n, −DF (n)), the rescaling is the same and we define
Hence the total rescaling between cotangent and tangent vectors is ε 1−α+γ , which fixes the time scale for the macroscopic process. Now, we introduce rescaled curves of finite action in analog to Definition 1.2. By abuse of notation the new time-scale t/ε 1−α+γ is still denoted by t.
Definition 2.1 (Rescaled curves of finite action). A weak solution
Moreover, for such a curve we define the rescaled functional characterizing curves of maximal slope by
In particular solutions such that J ε (n ε ) = 0 satisfy the time-rescaled BeckerDöring equationṅ
2.2. Convergence of the gradient structures. The functionals J ε (2.6) and J (1.25) are used to characterize solutions of the Becker-Döring and LSW equations in a variational way, respectively. The main idea to show convergence of the BeckerDöring equation to the LSW equation, which goes back to [23] (cf. [24] ), is to prove lim inf ε→0 J ε (n ε ) ≥ J(ν) for curves of finite action n ε converging to ν. The lower semi-continuity estimate can be established by showing individual semi-continuity estimates for the energy, action and dissipation. This is the content of Theorem 2.2.
Theorem 2.2 (Convergence of curves of finite action). Suppose that
T be a rescaled curve of finite action and ν
Then, there exists a limiting curve t → (ν t , w t ) ∈ CE T such that
and w
11)
and u(t) satisfies the identity
Moreover, the energy, the action and the dissipation satisfy the following lim inf estimates
14)
The classical conclusion from the above theorem is the convergence of curves of maximal slope under the assumption of well-prepared initial data to deal with 
Then, there exists a limiting (ν, w) ∈ CE T satisfying (2.9) and (2.10) such that
2.3. Quasistationary evolution. The statement (2.11) connects the microscopic monomer concentration with a ratio of moments of the macroscopic cluster distribution. It is possible to show this identity already on the level of rescaled Becker-Döring equation alone. That is, the monomer concentration follows closely a moment ratio of the distribution of the large clusters. 
Proposition 2.4. For any curve
The above results together with a refined energy-dissipation estimate based on a logarithmic Sobolev inequality allows to establish detailed information on the distribution of the small clusters for curves of rescaled finite action and in particular for every solution of the time-rescaled Becker-Döring equation (2.7). The result makes part of the formal asymptotic contained in [17, Section 3] rigorous. 
Theorem 2.5 (Quasistationary distribution). For any curve
mic is defined like D ε with summation restricted to {1, . . . , l 0 − 1} and H mic is the microscopic relative entropy defined by
with ψ(x) = x log x − x + 1.
In particular, for a.e. t ∈ (0, T ) it holds 
The assumption (2.17) together with the tightness condition (2.8) are natural, since they are also a sufficient condition for establishing continuous dependency on the initial data for the limiting gradient flow (cf. Corollary 3.8).
Remark 2.7. It is possible to use a different rescaling of the Becker-Döring system with different assumptions on the coagulation and fragmentation rates to obtain the LSW equation in the limit (cf. [5, 12] ). Recently, within this scaling regime a quasi steady approximation was used to derive a suitable boundary condition for the macroscopic limits (cf. [8] ).
The LSW equation and its gradient structure
To make the formal calculation from Section 1.4 rigorous, we introduce the concept of curves of finite action for the LSW equation.
Definition 3.1 (Curves of finite action). A weakly
where the pair (ν, w) ∈ CE T solves the continuity equation
Before formulating the compactness statement, we want to revise the definition of the dissipation (1.24) and generalize it to curves of finite action. The dissipation acts as a weak upper gradient. Hence, for a curve of finite action [0, T ] ∋ t → ν t ∈ M and using the fact that w t ∈ T * νt M for all t ∈ [0, T ] it formally follows
where u(ν t ) is an arbitrary function on M . The choice of u(ν t ) is fixed by a minimization in L 2 . That is, we define the dissipation as the weighted L 2 -minimal upper gradient for the energy. Before doing so, we need as an auxiliary result, that a finite dissipation implies the existence of the α-moment for a curve of finite action.
Lemma 3.2 (Moment estimate). Assume
Then, it holds the moment estimate 
Since, sup t∈[0,T ] E(ν t ) < ∞ and λ dν t =̺, we can use interpolation to bound the sup in t provided 2κ − α ≥ 1 − γ. On, the other hand, since λ dν t =̺ for all t ≥ 0, there exists a constant̺ T > 0 for any T > 0 such that η(λ) dν t ≥̺ T (see also Lemma 4.7 for a similar argument). We can estimate the left hand side of (3.5) from below in the case κ = 1 by using the Young inequality for some 0 < τ < 1
, we obtain the first a priori estimate
Another choice is κ = 1 − γ thanks to α ≤ 1 − γ. Then, we estimate the left hand side of (3.5) by using again the Young inequality with τ ∈ (0, 1) as follows
Since, we trivially have
follows by using the first a priori bound (3.6) and
which shows (3.4) for α ≥ 1 − 2γ. Hence, we assume now α ≤ 1 − 2γ. Similarly to (3.5), we can now estimate by Cauchy-Schwarz for someκ ∈ R
The second factor is bounded for 2κ − α ≥ 1 − 2γ by (3.7). Hence, a possible choice isκ = 1 − 2γ by the assumption α ≤ 1 − 2γ. Since u ∈ L 2 ((0, T )) and T ) ), we conclude the estimate (3.4).
The Lemma provides the crucial ingredient to conclude that the dissipation is well-defined and justifies the use of the weak formulation in the first step of (3.2). 
Moreover, the associated functional defined for a.e. t ∈ [0, T ] by
Hereby, equality in (3.11) holds if and only if w t (λ) = ±(u(t) − qλ −γ ) for ν t -a.e. λ ∈ R + .
Proof. In the first step, we show (3.9) and (3.10). Therefore, the first variation of the minimization problem (3.3) along some s : R + → R is given by
We show that is is well-defined by an estimate analog to (3.8)
, which is bounded thanks to the estimate (3.4) for s ∈ L ∞ ((0, T )). In addition the a prior estimate (3.6) shows that minimizer is actually in L 2 ((0, T )) and hence satisfying the Euler-Lagrange equation (u(t) − qλ −γ )λ α dν t = 0 for a.e. t ∈ [0, T ], which is nothing else than (3.9) also showing (3.10).
It is left to show, that D(ν t ) is a strong upper gradient for the energy. Therefore, we fix a test function ζ ∈ C ∞ c (R + ) and calculate for a curve (ν, w) ∈ CE T d dt
Using the fact that w t ∈ T * νt M , we can smuggle in u(t) and apply Cauchy-Schwarz to the first term I, to obtain
Hereby, equality holds if and only if w t = ±w ζ t with w ζ t := u − qλ −γ ζ. Hence, by choosing ζ n converging to 1 from below the result (3.11) follows by integration in time and dominated convergence, provided the term II vanishes. By an additional approximation step, we can justify to choose the sequence ζ n (λ) = nλχ [0,1/n) + χ [1/n,∞) and estimate II by
Since, we can assume the r.h.s. of (3.11) to be finite, we can conclude again by dominated convergence, that II → 0 as n → ∞, which finishes the proof. 
.
By an integration in time, letting R → ∞ and using the assumption of finite action, we obtain for all t ∈ [0, T ] the estimate
Hereby the constant C only depends on the test function and the action of the curve. Hence, if we apply this estimate for {ν ε t } ε>0 , we observe its tightness by the tightness assumption on {ν ε 0 } ε>0 and the uniform finite action of the family. 
8). Then, there exists a subsequence and a couple (ν, w) ∈ CE T , such that
In addition, the action and dissipation satisfy the lim inf estimates
, which shows (3.12) and the weak * continuity of ν t . Moreover, it holds for κ ∈ R and
By lower semi-continuity it follows E(ν t ) < ∞ and by the tightness Lemma 3.4 it follows the conservation of total mass λ dν t = λ dν 0 = λ dν n 0 < ∞. Hence,
Then, by interpolation, the second term in (3.15) is finite
* . Since (ν n , w n ) is a curve of finite action, we find a subsequence such that
Hence, we get the estimate with κ
Now, we can apply the Riesz representation theorem to find v ∈ L 2 (λ dν t dt) such that 
Moreover, equality holds if and only if ν t is a solution to the LSW equation.
Proof. We can assume that the dissipation T 0 D(ν t ) dt is bounded, because else there is nothing to show. Then, we can use the strong upper gradient property of the dissipation (3.11) after an application of the Young inequality to arrive at
An integration of the above estimate shows the nonnegativity of J in (3.17). The equality case follows from the equality case in (3.11) for a.e. t ∈ [0, T ] by choosing w t (λ) = u(ν t ) − ql −γ . Then, by weak * continuity of t → ν t follows the result for all t ∈ [0, T ]. Now, for a curve (ν, w) ∈ CE T with J(ν) = 0 follows by Proposition (3.3) and (3.11) the identity
Since w t ∈ T * νt M , it follows that w t = u(t) − qλ −γ for ν t almost every λ ∈ R + . Hence, the continuity equation (3.1) takes the form
which is nothing else than a weak solution to the LSW equation.
Remark 3.7. The compactness statement in Proposition 3.5 is also a tool to proof existence of solution to the LSW equation by the particle method (cf. [18, 19] ). Therefore, the initial distribution is approximated in the weak * sense by a discrete sum of Dirac deltas. Solutions for such data are determined by solving the finite system of ordinary differential equations determined by (1.21) for each particle. Then the compactness statement allows to pass to the limit in the particle number and existence for measure valued initial distributions is obtained.
In addition, the compactness statement Proposition 3.5 with the variational characterization of solutions of the LSW equation from Proposition 3.6 is the essential tool to show the continuous dependence of the solution on the initial data. 
Proof. By the compactness statement Proposition (3.5) follows that there exists a couple (ν t , w t ) ∈ CE T being the weak * limit of (ν ε t , w ε t ) ∈ CE T and satisfying the two lim inf estimates (3.13) and (3.14). By lower semi-continuity of the energy and the assumption (3.18) follows 0 = lim inf ε→0 J(ν ε ) ≥ J(ν) ≥ 0 and hence J(ν) = 0, which proves the claim. Then, it is easy to see that weak * convergence with respect to this class implies convergence of the macroscopic energy (2.17).
Proof of main results
4.1.
A priori estimates for the Becker-Döring gradient structure. In this section, we consider the Becker-Döring equation and its gradient structure as introduced in Section 1.1 and 1.2, respectively.
The reversible equilibrium distribution ω with parameter z ∈ (0, z s ] (corresponding to the conserved quantity) is given by (1.5). Note, that the radius of convergence for z → ∞ l=1 lω l (z) is z s and ∞ l=1 lω l =: ̺ s < ∞ (cf. Lemma 4.1 below). Hence, the equilibrium state ω l := ω l (z s ) is the one with largest total mass ̺ s . We work in the excess mass regime and any state will have total mass larger than ̺ s to which there doesn't exist an according equilibrium state with the same total mass. The free energy is always the relative entropy with respect to ω = ω(z s ), if not stated explicitly. 
1) where
The proof relies on elementary estimates and is included for convenience in Appendix B. The expansion of the rates allows us to easily conclude the expansion of the free energy F .
Lemma 4.2 (Expansion of free energy).
Let n ∈ M be given such that F (n) < ∞ as defined in (1.7), then there exists σ > 0 such that for any l 0 ≥ 2
where F l0 and F
LSW l0
are defined by
Proof. We expand the function ψ in the definition of F l0
We estimate the first sum using the asymptotic expansion (4.1)
Likewise, we note that for any β ∈ (0, 1) exists C β > 0 such that for x > 0 |min{x(log x − 1), 0}| ≤ C β x β and with the Hölder inequality, we can estimate
Now, we can choose β such that β 1−β (1 − γ) = κ > 1 and β < 1 leading to the estimate
The last term evaluates with the help of (4.1) to
Therefore, a combination of all the estimates leads to the result.
Moreover, we need a Czisar-Pinsker inequality for the free energy, which was already a crucial ingredient in [17] 
For the next Lemmata, we make statements on curves of finite action to deduce certain compactness, which we later need for passing to the limit. These Lemmata are the analog of [17, Lemma 2.3 and 2.4], but we proof them for curves of finite action instead of solutions to the Becker-Döring equation. 
(n(t))
(4.5)
with A mac the action as defined in (1.18) restricted to (1.19) . Moreover, it also holds the estimate
where again D mac is defined as in (1.8) restricted to l ≥ l 0 .
Proof. We estimate using the Cauchy-Schwarz inequality
. Now, using that fact that
Now, we use the Hölder inequality to interpolate
The estimate (4.6) follows from (4.5) by noting that with the choice φ * (t) = DF (n(t)) = log
and A mac (n(t), φ * (t)) = D mac (n(t)).
The last a priori estimate deals with tightness and how tightness is preserved for curves of finite action. Proof. The proof is similar to Lemma 3.4, where the same result is proven for the LSW gradient structure.
and the dissipation flux density measurê
Let us note, that with the above definitions for l ≥ l 0 and λ = εl holdṡ
Let us summarize the a priori estimates found in Section 4.1 and rewrite them in rescaled variables. We denote with 
ii) The total excess mass satisfies The above results enable us to conclude the lim inf estimates and proof Theorem 2.2.
Proof of Theorem 2.2.
Step 1: Convergence of ν ε . For ζ ∈ C 1 c (R + ) and 0 ≤ t 1 < t 2 ≤ T , we calculate using the discrete continuity equation in the form (4.10) |ζ(λ)| λ 1−γ = 0, which implies that the excess mass is preserved
where we used that with F (n) ≤ Cε γ also |h| ≤ Cε γ 2 from the estimate (4.3). The estimate (4.21) allows to linearize the bound (4.18) as follows
Finally, to deduce the estimate (2.15), it is enough to rewrite it in rescaled variables and use the estimate (4.17) from Lemma 4.7
The time-scale separation between the dynamic of the small clusters and the one of the large clusters is characterized by the following logarithmic Sobolev type inequality. 
To proof the mixed logarithmic Sobolev inequality (4.23), we use [4, Corollary 2.4 and Remark 2.5], from which we obtain the bound
We will establish the following estimates for |z − z s | ≤ Cε
We postpone the proof of the estimates and first show the final result. By a combination of (4.26) and (4.27) with (4.25), we obtain the estimate
By the expansion (4.1) follows
where we used that l 0 log z zs is uniformly bounded, because of |z − z s | ≤ Cε . A combination of this bound with (4.24) leads to the bound
The conclusion (4.22) 
by the choice of l 0 (2.3). In the complete analog way, we get
Hence, it is enough to show (4.26) and (4.27) for z = z s .
Therefore, we use the expansion (4.1) from Lemma 4.1 in the form: For some constant C > 1 and any l ≥ 1 holds
The estimate (4.26) with z = z s is now proven Here, the notation for multiindices is used: ω Then, the manifold is given for some fixed n 0 ∈ R N + by the affine space of densities where Λ(·, ·) is the logarithmic mean in (1.15). Hence, recalling that the space of vectors was given by R S , we define the covectors with the help of the Onsager operator by (1.16) , where the identification is well-defined since the image of K is by definition R S , whenever n is strictly positive in all of its components. Note, although the tangent space is state independent, this is not the case for the cotangent space.
With this preliminary definitions a reversible chemical reaction as given in Definition A.1 is formally the gradient flow of the free energy F with respect to the metric structure induced by the Onsager operator (A.4) and it holds the formal identityṅ = −K(n)DF (n).
(A.5)
The property from which immediately follows that (A. Under this condition, the Smoluchowski coagulation and fragmentation equation is the gradient flow (A.5) of the free energy F with repesct to the Onsager operator K defined in (A.4).
