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Abstract 
Accurate interatomic potentials were calculated for the interaction of a singly-charged carbon cation, 
C+, with a single rare gas atom, RG (RG = Ne–Xe). The RCCSD(T) method and basis sets of quadruple-
 and quintuple- quality were employed; each interaction energy is counterpoise corrected and 
extrapolated to the basis set limit. The lowest C+(2P) electronic term of the carbon cation was 
considered, and the interatomic potentials calculated for the diatomic terms that arise from these: 2 
and 2+. Additionally, the interatomic potentials for the respective spin-orbit levels were calculated, and 
the effect on the spectroscopic parameters was examined. In doing this, anomalously large spin-orbit 
splittings for RG = Ar–Xe were found, and this was investigated using multireference configuration 
interaction (MRCI) calculations. The latter indicated a small amount of RG  C+ electron transfer and 
this was able to rationalize the observations. This is taken as evidence of an incipient chemical 
interaction, which was also examined via contour plots, Birge-Sponer plots and various population 
analyses across the C+-RG series (RG = He–Xe), with the latter showing unexpected results. Trends in 
several spectroscopic parameters were examined as a function of the increasing atomic number of the 
RG atom. Finally, each set of RCCSD(T) potentials was employed including spin-orbit coupling to 
calculate transport coefficients for C+ in RG, and the results compared to the limited available data. 
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1. Introduction 
Carbon ions, C+, appear in wide-ranging situations. They are thought to play a key role in the chemistry 
of the interstellar medium [1,2],  and indeed the C+-He complex has been proposed as being involved 
in a cooling mechanism for C+ ions [3]. C+ ions are present in the ionosphere of the Earth [4] and in the 
ionospheric regions of other planets [5]; they are also present in flames and plasmas [6] including in 
chemical vapour deposition (CVD) [7], and even have a use in radiotherapy [8]. 
In order for chemistry to be initiated, the reacting species must come together; hence, “pre-reactive” 
atomic or molecular complexes are often discussed as ways of interrogating these nascent interactions 
that occur prior to full chemical reaction. Although rather esoteric, the interactions of atomic cations 
with rare gas atoms are of interest as they are generally agreed to be amongst the simplest interactions 
that can be investigated, evolving from expected physical interactions when the rare gas is the very non-
polarizable helium atom, to the possibility of chemical interactions for the more-polarizable Xe atom. 
The first stage in investigating C+-RG interactions is via the determination of the interatomic potentials. 
Once obtained, these can be used to determine various spectroscopic parameters and values of these 
and their trends can be used to make conclusions regarding the changing nature of the interaction, for 
example as the atomic number of the RG atom increases. Additionally, the electronic wavefunctions 
can be analysed to obtain populations and contours of electron density, which indicate whether electrons 
remain localized or are shared between the interacting species; such delocalization of electron density 
from one nuclear centre to another can be taken as indicating chemical interaction – although other 
significant, but more localized changes, such as hybridization, can also be considered as chemical 
effects. Interaction potentials are also important in the calculation of a range of quantities including 
collision cross sections – important in the calculation of ion transport data and atomic collisional energy 
transfer. In turn, these underpin loss mechanisms to walls in flow-tube experiments, transport of ions in 
plasmas, and cooling of interstellar clouds. 
In the present paper, we extend our earlier work on the C+-He complex [9] to the corresponding 
complexes with the heaver RG atoms, RG = Ne–Xe. In each case, we shall investigate the interatomic 
potentials that arise from the lowest atomic asymptotes of the open-shell C+-RG complex, C+(2PJ) + 
RG(1S0). These arise from the closed-shell ground state configuration of the RG atom, and the lowest 
energy electronic configuration for the carbon cation: 1s22s22p1, when the spin-orbit interaction is 
included. From these interatomic potentials, we shall obtain accurate spectroscopic constants and 
transport coefficients, and investigate whether the spin-orbit (SO) interaction affects these significantly. 
When a closed-shell RG atom interacts with C+, degenerate atomic states may become split. In the 
present case, and initially in the absence of the spin-orbit interaction, the 2P ground electronic term of 
C+ gives rise to a lower 2Π and a higher 2Σ+ diatomic term. In the limited previous theoretical work, 
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these are the terms that have been investigated, but it is the spin-orbit levels that are present 
experimentally. Upon the inclusion of the spin-orbit (SO) interaction, the C+(2P) term splits into a lower 
2P1/2 and a higher 2P3/2 level, with a separation of 63.42 cm-1 (Ref. [10]). The SO interaction causes the 
2Π diatomic term to split into 2Π1/2 and 2Π3/2 levels, and the 2Σ+ term becomes 2Σ1/2+; the lowest 2Π1/2 
level correlates to the C+(2P1/2) + RG(1S0) asymptote, while the 2Π3/2 and 2Σ1/2+ levels both correlate to 
C+(2P3/2) + RG(1S0).  
Since Ω levels of the same value can mix, an interaction between the 2Π1/2 and 2Σ1/2+ levels is expected. 
The mixing of these is expected to be small, and so we consider the resulting  = 1/2 levels as perturbed 
versions of the original 2Π1/2 and 2Σ1/2+ levels, and maintain these Russell-Saunders labels. In principal, 
additional, smaller mixings can also occur if higher energy atomic states are considered. 
Previous theoretical work has not included the spin-orbit interaction, although we will be able to 
compare our non-SO results with those. First, we note that the X2 state (and the a4- state) of C+-Ne 
has been studied at the MP2/6-31G** level of theory by Frenking et al. [11], who reported equilibrium 
bond lengths and harmonic vibrational frequencies; dissociation energies were also computed at the 
MP4/6-311G(2df,2pd)//MP2/6-31G** level of theory. Interestingly, earlier results from the same group 
[12], using the complete active space self-consistent field (CASSCF) approach had concluded that both 
the X2 and A2+ states were unbound. These appear to be the only available values reported for this 
species, as the values in Ref. [13] all appear to be cited from the earlier work [11] by the same authors. 
More work has been done on the C+-Ar complex, with there being both experimental and theoretical 
work. First, Hillier et al. [14] used a configuration interaction (CI) approach to calculate limited 
potential energy curves for the X2 and A2+ states (amongst others). They reported spectroscopic 
constants only for the X2 state, which they compared to experimentally-derived values obtained from 
inverting scattering results, reported in the same paper. Frenking et al. [11] reported results for C+-Ar 
corresponding to the C+-Ne ones noted above. Vibrational and rotational spectroscopic results were 
reported by Wong and Radom [15] at the CASSCF/6-311G(MC) level of theory with equilibrium bond 
lengths being reported at the higher MP3/6-311G(MC)* level (MC denotes the use of versions of the 
basis sets devised by Maclean and Chandler [16]); dissociation energies were also computed at the 
MP4/6-311+G(MC)(2df)//MP3/6-311G(MC)* level of theory. As part of a study of C+-Arn complexes, 
Froudakis et al. [17] calculated the equilibrium bond length and binding energy of the C+-Ar complex 
at the MP2 and CCSD(T) levels of theory using 6-311G* and non-standard versions of Dunning’s 
correlation-consistent basis sets, with some augmentation by diffuse functions; additionally, the 
harmonic vibrational frequency was calculated at the MP2 level of theory with both types of basis set. 
To our knowledge there have been no reports, experimental or theoretical, on the C+-Kr or C+-Xe 
species. 
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With regard to experimental work, we have already noted the scattering study reported in the paper by 
Hillier et al. [14]. Additionally, there has been a report on the ion mobility of C+ in Ar from Basurto 
and de Urquijo [18] over a range of electric field strengths, and we shall compare our results to those 
data. To our knowledge, no other ion transport work on C+ in RG, except for the work on C+ in He 
discussed in  Ref. [9], has been reported. 
2. Computational Methodology 
(a) Quantum Chemistry 
Interaction potentials with and without the spin-orbit interaction have been computed for the diatomic 
states arising from the lowest atomic asymptotes of C+-RG in the following manner. Energies at more 
than 80 internuclear separations within the range 0.8 – 50 Å were evaluated at the RCCSD(T) level of 
theory as implemented in MOLPRO [19,20]. Standard aug-cc-pwCVXZ [21] basis sets (X = Q, 5) were 
used for C, Ne and Ar, while for Kr and Xe, small-core relativistic effective core potentials (ECPs) were 
employed to describe the innermost electrons (ECP10MDF and ECP28MDF, respectively) and the non-
ECP electrons were described with standard aug-cc-pwCVXZ-PP valence basis sets [22]. In the 
RCCSD(T) treatment, the 1s orbital of carbon was frozen, while for the RG atoms, we froze orbitals 
corresponding to 1s for Ne, 1s, 2s and 2p for Ar, 3s and 3p for Kr, and 4s and 4p for Xe, noting also the 
use of ECPs in the latter two cases. Interaction energies at each separation were counterpoise- (CP-) 
corrected to account for basis set superposition error. Finally, the CP-corrected interaction potentials 
were point-by-point extrapolated to the basis set limit utilising the two-point (cubic) formula of Halkier 
et al. [23,24] at each separation; these final potentials are denoted as RCCSD(T)/aV∞Z. To include the 
spin-orbit interaction, the CP-corrected interaction energies were used as the unperturbed eigenvalues 
of the Breit-Pauli spin-orbit matrix as implemented in MOLPRO to allow calculation of CP-corrected 
RCCSD(T) interaction energies inclusive of spin-orbit splitting at each separation, using the quadruple-
 and quintuple- basis sets as described; extrapolation of the resulting interaction energies was then 
performed [25]. 
We note that the potentials were calculated with a high precision in MOLPRO, with convergence of the 
energy to 10-12 Eh, orbitals in the SCF program to 10-8 and the CCSD coefficients to 10-7. 
Our T1 diagnostic values [26] were < 0.05 except for C+-Ar where the largest value was 0.071. Although 
these values are generally acceptable, we also undertook complete active space self-consistent field 
(CASSCF) followed by multireference configuration interaction (MRCI) calculations. These will be 
shown to confirm that multireference behaviour is not unduly affecting the values of the rovibrational 
spectroscopic constants, although the spin-orbit splitting of the 2 states is affected and this is 
discussed below. MRCI calculations were undertaken using aug-cc-pwCVQZ(-PP) basis sets (aug-cc-
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pVQZ for He), again employing ECP10MDF for Kr and ECP28MDF for Xe. The CASSCF+MRCI 
calculations used the following active spaces: 
C+-He: all electrons correlated, with an active space consisting of orbitals arising from the He 1s and C 
1s2s2p atomic orbitals. Two 2 and one 2+ state were included in the state-averaged CASSCF 
calculation. 
C+-Ne: orbitals arising from C 1s and Ne 1s were frozen, while the remaining electrons were correlated 
in the orbitals arising from the Ne 2s2p and C 2s2p atomic orbitals. Two 2 and one 2+ state were 
included in the state-averaged CASSCF calculation. 
C+-Ar: orbitals arising from C 1s and Ar 1s2s2p were frozen, while the remaining electrons were 
correlated in the orbitals arising from the C 2s2p and Ar 3s3p atomic orbitals. Two 2 and three 2+ 
states were included in the state-averaged CASSCF calculation. 
C+-Kr: orbitals arising from C 1s and Kr 3s3p3d were frozen (noting the use of an ECP), while the 
remaining electrons were correlated in the orbitals arising from the C 2s2p and Kr 4s4p atomic orbitals. 
Two 2 and three 2+ states were included in the state-averaged CASSCF calculation. 
C+-Xe: orbitals arising from C 1s and Xe 4s4p4d were frozen (noting the use of an ECP), while the 
remaining electrons were correlated in the orbitals arising from the C 2s2p and Xe 5s5p atomic orbitals. 
Two 2 and three 2+ states were included in the state-averaged CASSCF calculation. 
Population analyses were carried out for the X2 state at the RCCSD(T)/aV∞Z Re value using the 
standard Mulliken population analysis; in addition, we used the NBO program embedded in Gaussian 
09 [27] to undertake a natural population analysis (NPA) for each of the complexes. Charge analyses 
were also undertaken with Bader’s atoms-in-molecules (AIM) method, with the latter being performed 
with AIMAll [28]. In all cases, triple- quality versions of the basis sets employed for the potential 
energy curves above were used, and the QCISD density (from Gaussian) was employed. 
We also produced contour plots for the 2 state using the Hartree-Fock densities, calculated at the 
RCCSD(T)/aV∞Z Re value, again using triple- versions of the above basis sets. 
Rovibrational energy levels were obtained from the calculated interaction potentials using the LEVEL 
program [29]. The lowest two relevant levels were used in each case to obtain the spectroscopic 
constants from standard formulae. We calculated these for 12C+ with the most abundant naturally-
occurring RG isotope in each case. 
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 (b) Transport Coefficients 
We calculated the transport cross sections for C+ in RG from RCCSD(T) ab initio interaction potential 
energy curves as functions of the ion-neutral collision energy using the classical-mechanical program 
PC [30] that is an improved version of the earlier program QVALUES [31,32]. The cross sections 
converged within 0.05% in all cases. The range of collision energies covered was from 1 × 10-9 Eh to 
the energy calculated at the smallest internuclear separation: between 1.00 and 3.42 Eh, depending on 
the system. 
The cross sections as a function of collision energy were used in the program GC [31,33,34] to 
determine the reduced mobility, K0, and the other gaseous ion transport coefficients as functions of E/n0 
(the ratio of the electric field to the gas number density) at gas temperatures, T, of 100, 200, 300, 400 
and 500 K for all species, and additionally at 293 K and 310 K for C+ in Ar. The range of E/n0 covered 
was 0.01–1000 Td  (1 Td = 10-21 V m2). We also used program VARY [35] to determine the zero-field 
values of the mobility and the ion diffusion coefficient as a function of T from 0.001 to 10000 K.  
Calculations were performed for both 12C+ and 13C+, while each RG was assumed to be composed of 
the naturally-occurring mixture of isotopes. The calculated mobilities are generally precise to within 
the precision of the cross sections at E/n0 values below 20 Td.  The results are progressively less precise 
as E/n0 increases to 1000 Td. These details, as well as the mobilities and other transport properties, can 
be obtained from the tables placed in the database that is maintained from the University of Toulouse 
[36]. Various weightings of the cross-sections were employed for each system, and these will be stated 
at the appropriate points below. 
Additionally, it should be noted that each spin-orbit interaction potential was shifted uniformly such 
that the interaction energies computed at 50 Å, were equal to the appropriate 1/R4 ion-induced dipole 
interaction energy at this separation, and then the latter potential used for all longer R values. This was 
done so that the transport cross sections smoothly approached the ion induced-dipole values that are 
correct at zero energy for the transport calculations; this shift has a negligible effect on the spectroscopic 
constants obtained from these potentials, but was essential for correctly calculating the zero-field 
mobility, especially at low T. 
We ran into problems converging the transport properties for the 2P1/2 states of C+-RG for RG = Ar–Xe, 
in the region of E/n0 between their mobility minima and maxima.  We obtained estimates of the 
mobilities in these regions by not considering the convergence of the other transport properties and by 
forcing the GC program to continue until a kinetic theory approximation of at least a preselected order 
N.  Using N values from 5 to 8 gave sets of mobilities from which we omitted occasional ones that were 
inconsistent with the others.  For a particular RG, a polynomial curve was fitted to the remaining values 
from this process together with a short region of the converged values obtained by using GC in the usual 
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manner, and this is shown as a dotted line in each of the plots discussed below for RG = Ar, Kr and Xe. 
We expect these curves to be reliable to 5%. 
3. Results and Discussion 
(a)  Spectroscopic Constants 
Portions of the non-SO RCCSD(T)/aV∞Z potentials for the X2 and A2+ states, showing the 
potential energy minima, are shown in Figure 1 for C+(2P)-RG (RG = Ne–Xe). For each of the C+-RG 
curves, the full range of values calculated are included as Supplementary Material for RG = Ne–Xe. 
The corresponding potential for C+-He is available in Ref. [9]. From these plots it can be seen that the 
X2 states are always much more strongly bound than are the A2+ ones. This is in line with the fact 
that the latter have the unpaired carbon 2p electron positioned along the internuclear axis, where there 
will be higher electron repulsion with electrons from the RG atom. For the 2 state, the unpaired 
electron is positioned perpendicular to the internuclear axis, reducing electron repulsion, and so 
allowing the RG atom to interact more effectively with the positive charge on the carbon nucleus. The 
spectroscopic constants obtained from the non-SO interaction potentials are presented in Table 1, and 
these are commented on below. Additionally, we provide the calculated vibrational energy levels as 
Supplementary Material. 
To check if multireference character may be affecting the spectroscopic parameters, we also calculated 
MRCI curves (although not over such a wide range as the RCCSD(T) ones) and from these derived the 
spectroscopic parameters. We then compared these to the non-SO non-CP-corrected RCCSD(T)/QZ 
results, with the sets of data presented together in Table 2 for easy comparison. As may be seen, there 
are small differences between the two sets of results, with the potential curves from the MRCI 
calculations generally tending to be very slightly deeper, except for RG = Ne, with consistent changes 
to the other spectroscopic parameters. Although these differences should be borne in mind, in 
percentage terms they are relatively small. In addition, with the use of the RCCSD(T) method we can 
use larger basis sets than for CASSCF+MRCI, there is less worry about the size of the active space, and 
it is more practicable to include the counterpoise correction to correct for basis set superposition error. 
Further, we note the very good agreement of the present RCCSD(T)/aV∞Z values with the only 
spectroscopic parameters that have been determined experimentally, from the scattering experiments in 
Ref. [14] for C+-Ar is very good – see below. 
(b) Comparison with previous results 
Here we shall compare our non-SO RCCSD(T) results to previous theoretical results, as the present 
study is the first to include SO effects. All of the present and previous results have been summarized in 
Table 1. 
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 With regard to C+-Ne, it is clear that the earlier CASSCF results from Koch and Frenking [12], which 
concluded the species was unbound, are not in line with later results from the same group [11], nor with 
those here. Taken together, these results suggest that dynamic electron correlation is an important 
consideration in these species. The agreement between the MP2/6-31G** results of Ref. [11] and those 
here is reasonably good, although the harmonic vibrational frequency and Re values from that work 
suggest a more strongly-bound species, while the MP4 De value suggests it is slightly weaker. Overall, 
the present results are more consistent and expected to be the more reliable. Unfortunately there are no 
experimental values with which to compare. 
For C+/Ar, scattering experiments [14] have led to various spectroscopic values being derived from a 
potential obtained from inverting the scattering data; the agreement between those values and ours is 
very good overall. (We note in passing that the Be values reported in that work are not consistent with 
the Re values they report: we have put corrected values in Table 1.) In Ref. [14] the C+ ions were 
produced either by a plasma ion source or electron bombardment and so it is not completely clear 
whether the 2P ions are in the 2P1/2 ground level, a statistical mix of the two spin-orbit levels, or 
something in between. In any case, only a single potential energy curve was reported following 
inversion of the scattering data, and was simply referred to as a 2 state in that work. Given the 
similarity of the spectroscopic parameters for the 2 term and the two 2 levels, we would expect 
similar results from inverting either of these experimental populations. 
The configuration interaction (CI) potential generated in Ref. [14] for the 2 state of C+-Ar appears to 
be too deep, and although the Re value is similar to that calculated here, the e value is significantly 
higher. Detailed spectroscopic results were not reported for the 2+ state, but an Re value of ~ 3.0 Å can 
be deduced from the tabulated potential energy data; this value is in good agreement with the present 
value. 
The C+-Ar parameters from Frenking et al. [11] suggest that that their MP2/6-31G** calculations are 
underestimating the interaction strength overall for the 2 state; no results for the 2+ state were 
reported. Wong and Radom [15] reported CASSCF calculations that suggest a dramatic underestimation 
of the well depth (consistent with the results from Ref. [12] on C+-Ne commented on above), while the 
MP3 results are in better agreement with the De value, and the MP4 values even more so; even the latter 
are somewhat below the present RCCSD(T) results. Again, these observations are consistent with 
dynamic electron correlation being of great importance in describing the interactions in these species 
reliably. Thus, the present results are expected to be the most reliable. 
Finally, we comment on the C+-Ar results from Froudakis et al. [17] who used the MP2 and CCSD(T) 
approaches. They used 6-311G* basis sets, augmented with diffuse functions in the case of Ar, as well 
as aug-cc-pVDZ basis sets, again augmented with diffuse functions in the case of Ar. (Although not 
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explicitly stated, we assume unrestricted calculations were undertaken.) It may be seen that the MP2 
results are in good agreement with respect to the Re value, but the interaction energy is significantly 
lower. The results at the CCSD(T) level, however, including e, are in much better agreement – again 
confirming the importance of dynamic correlation energy. 
We note that the present values for C+-Kr and C+-Xe appear to be the only ones available either 
experimentally or theoretically. 
(c) Effect of spin-orbit coupling 
We now turn to examining the effect of inclusion of the spin-orbit interaction. First, referring to Figure 
1, we note that with no spin-orbit coupling, the 2 and 2+ states that arise from the 1s22s22p1 electronic 
configuration of C+ after interaction with RG occurs, converge to the same asymptote. After spin-orbit 
coupling is turned on, then in terms of the atomic spin-orbit coupling constant, , there are two atomic 
asymptotes: C+(2P3/2) + RG(1S0) at +/2 and C+(2P1/2) + RG(1S0) at -, where  is the spin-orbit coupling 
constant for C+. 
In Figure 1, we also show the result of spin-orbit coupling on the diatomic curves. As indicated above, 
there are two main effects of spin-orbit coupling, which happens simultaneously. First, the 2 state 
splits into 21/2 and 23/2 states, with the former state being the lower by Hund’s rules. Secondly, the 
21/2 and 21/2+ states interact, with this interaction depending on the energetic separation of the two 
states [37]. Further, both the 23/2 and 21/2+ states converge to the upper asymptote, with the 21/2 one 
converging to the lower one. (The requirement for the curves to converge to a particular spin-orbit 
asymptote is also manifested in this mixing of the 21/2 and 21/2+ states.) In the absence of any other 
effects, we expect Hund’s case (a) coupling to apply, and so the 21/2 –23/2 spacing to be , where 3/2 
is the asymptotic 2P1/2–2P3/2 splitting of C+; further, because we expect the SO interaction in this 
diatomic system to be small, it is acceptable to maintain the unmixed Hund’s case (a) labels for each 
state. (We have discussed the evolution from Hund’s case (a) to Hund’s case (c) in Ref. [37] in the case 
where the interactions are localized to a p1 configuration.)  
In Table 3 we report the spin-orbit splittings calculated at the Re values of the respective species and 
compare these to the calculated splitting at the asymptote. First, we note that the asymptotic splittings 
are all the same, as expected, since these will be solely that for the isolated C+ cation. The experimental 
asymptotic splitting is 3/2 = 63.42 cm-1 [38] and this can be very favourably compared with the present 
calculated value of 61.2 cm-1. What is very interesting is the variation in the 21/2–23/2 splitting. For 
RG = He and Ne, this has a value of , within experimental error, implying that Hund’s case (a) coupling 
applies, as expected for a light atom such as carbon.  However, there is a rapid rise in the 21/2–23/2 
splittings as we move through the other C+-RG species, far in excess of any reasonable deviation from 
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Hund’s case (a) coupling, and indeed the values are greater than the atomic splittings; thus, we sought 
another explanation for this. One such explanation would be small amounts of charge transfer since the 
ionization energy of the RG atom is decreasing with increasing atomic number. We note that for Xe the 
ionization energy (12.13 eV [38]) is very close to that of C (11.260 eV [38]). This charge transfer may 
be viewed as mixing in small amounts of C-RG+ character into the C+-RG wavefunctions; note that only 
small amounts of mixing would be required to explain the results, since the spin-orbit splitting rises 
approximately as the fourth power of the atomic number – see Table 3. We investigated this hypothesis 
using our MRCI calculations, reported above, with the coefficients being presented in Table 4. These 
indicate that there is a small increase in the amount of C-RG+ character with a concomitant drop off in 
the C+-RG character as the atomic number of RG increases. Thus, the charge-transfer hypothesis 
appears to be sound and explains the observed results. There are a few points to note, however. First, 
there was a very small amount of mixing of other states in the MRCI wavefunction, but this does not 
change the overall conclusion regarding charge transfer. Secondly, it might be questioned as to how the 
charge transfer was present in the RCCSD(T) wavefunction, which is ostensibly a single-reference 
method. Regarding the latter, the ability of the CCSD(T) approach to perform well even when there are 
small amounts of multireference character has been discussed a number of times - see, for example Ref. 
[39]. 
The change in shapes of the curves is evident in Figure 1, and it is also instructive to look at the 
difference between the spectroscopic constants recorded with and without the spin-orbit interaction – 
see Table 1. First, for C+-He and C+-Ne we note that the values for the 2 terms and the 23/2 level are 
all extremely similar, as expected, since there are no other  = 3/2 states with which to interact. In 
contrast, differences are expected in the 21/2+ and 21/2 curves since there will be mixing between these. 
The effect on the spectroscopic parameters will be R dependent because it depends on the energy 
separation at each point [37], but a general conclusion is that the 21/2 state becomes slightly more 
weakly bound, while the 21/2+ state becomes slightly more strongly bound. The separation between the 
21/2 and 23/2 states gives some insight into the nature of the spin-orbit coupling: for a pure Hund’s 
case (a) we expect a splitting of , while for pure Hund’s case (c) we expect 3/2. This splitting is given 
in Table 3, where we can see that these two lightest complexes have splittings that are commensurate 
with Hund’s case (a). 
For C+-Ar, again the spectroscopic parameters from the 2 term and the 23/2 level are very similar, but 
now we see that the value of the 21/2–23/2 splitting of 1.47. Although this is very close to that 
expected for pure Hund’s case (c) coupling, this is thought to be coincidental – see next paragraph. 
It is interesting that for C+-Kr and C+-Xe, there are more marked differences between the values of the 
spectroscopic parameters for the 2 term, and both the 21/2 and 23/2 levels. We have noted above that 
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the 21/2–23/2 splittings are significantly above even Hund’s case (c) splitting for the heaviest two 
species and this suggests that other factors have come into play – this is again evidence for the mixing 
in of C-RG+ character discussed above, where the 23/2 state is no longer a pure π state. The MRCI 
calculations are consistent with this, and also suggest that the 21/2–23/2 splitting in C+-Ar being close 
to the Hund’s case (c) value is coincidental. 
We note that this involvement of the RG orbitals has been observed in excited states of M+-RG 
complexes [40], and this has been considered by both Duncan and coworkers [41], and Breckenridge 
and coworkers [42] in their electronic spectroscopic study of Mg+-RG complexes. 
(d) Trends in the spectroscopic constants 
In Figure 2 we show trends in four spectroscopic quantities as the atomic number of the rare gas atom 
increases. We plot the values from the non-SO RCCSD(T)/aV∞Z calculations from the present work 
for RG = Ne–Xe, with the corresponding C+-He values being taken from Ref. [9]. 
For Re, there is an initial decrease going from He to Ar for the 2 state suggesting that the increasing 
polarizability is allowing the RG atom to get closer despite its increasing size; however, this reverses 
thereafter, suggesting the increasing size starts to dominate. For the 2+ state we have the reverse trend, 
suggesting a dominance of the electron repulsion, owing to the location of the unpaired electron on the 
carbon ion being along the internuclear axis. The subsequent fall in Re is likely related to small 
hybridization effects allowing movement of electron density away from the incoming RG atom whose 
cost is offset by the stronger interaction with the more polarizable Kr and Xe atoms, as they move closer 
and so interact more strongly. 
For De, we see that these are monotonically increasing for both states, but significantly more steeply for 
the 2 state. This is consistent with the increasing polarizability of the RG atom, plus the reduced 
electron repulsion in the 2 state compared to the 2+ one. 
We can see that the trends in e and k are quite similar, so that the mass effect in e does not alter the 
overall trend dramatically. Additionally, the trend in k is also monotonically increasing, and so is 
consistent with the De trend. 
(e) Chemical bonding effects? 
In Figure 3 we show contour plots of the Hartree-Fock electron density for the highest-occupied 
molecular orbital (HOMO) for the X2 state of each C+-RG species (RG = He–Xe), each calculated at 
the RCCSD(T)/aV∞Z (no SO) Re value. For C+-He there is very little sharing of electron density across 
the centres and we can say that the interactions are almost entirely physical. However, as we move 
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towards the heavier rare gases the HOMO has a small but significant contribution from the off-axis, 
outermost occupied p orbitals on the RG centre, suggesting a small amount of chemical interaction. 
Another way of examining this is via charge/population analysis, and the results for this are presented 
in Table 5; these are performed on the QCISD/aVQZ electron density. Here we have presented 
Mulliken, NPA and AIM charges. In line with expectations from some of our previous work [43], we 
find that the Mulliken charges are unphysical in that they suggest close to a complete electron transfer 
for C+-Xe, with very significant transfers also occurring for C+-Ar and C+-Kr; this is in contrast to the 
spin densities, which show an unpaired electron to be located on the carbon centre. The NPA and AIM 
charges are more reasonable for C+-Xe, but surprisingly similar to the Mulliken charges for the other 
C+-RG species. Our conclusion is that although these methods are consistent with some charge transfer 
occurring between the carbon cation and the rare gas atom, the amount seems unphysical: certainly it 
is not consistent with the MRCI analysis, nor with the calculated 21/2–23/2 spin-orbit gaps (these 
would be very much higher if such a significant charge transfer had occurred – see Table 3). We tested 
the stability of these results by using small 6-31G* basis sets for C+-Ar, but obtained charges that were 
within 0.02e for the Mulliken and NPA approaches, and within 0.05e for AIM, when compared to the 
results in Table 5. 
Another measure of the extent of chemical bonding is the H(R) parameter [44], which is indicative of 
chemical bonding if it is negative. Table 5 shows that the values are all very small, but that those for 
C+-Ar, C+-Kr and C+-Xe are consistent with a small amount of chemical bonding. 
Finally, we examine Birge-Sponer plots from the calculated vibrational energy spacings, and present 
these in Figure 4. As may be seen, the 2 plots do not all simply consist of a linear portion together 
with a long-range “tail”, as would be expected for a molecular complex, and as is seen for the 2+ ones. 
On the 2 plots, we have used our derived values of e and exe (Table 1) to plot an “ideal” Birge-
Sponer line, recalling that the values in Table 1 are obtained from the lowest two vibrational energy 
levels, as well as the De value. As may be seen, this line is close to fitting all but one of the C+-He 
points, and does a good job of fitting the first eight or so points for C+-Ne, before the long-range tail 
takes over. However, for the heavier three species (RG = Ar–Xe), this line only fits a portion of the 
lowest-v values. Closer examination of these curves, reveals that there is actually a second linear section 
of data just before the long-range tail (indicated with filled-in circles on the plots) before the slope 
gradually evolves into the shallower slope that occurs close to v = 0; if this were analysed (which is 
difficult to do as the extent of the linear region is difficult to define unambiguously) it would lead to a 
higher e value than that obtained from the lowest v values, i.e. close to the minimum. This suggests 
that the potential is “softer” close to Re than it is just before the long-range tail region at high-v values. 
A clue to the interpretation of this observation comes from the contour plots in Figure 3. These show 
that the off-axis orbitals on the carbon and RG centres are distorted away from each other. We 
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hypothesise that the softening of the potential as Re is approached occurs from increased short-range 
repulsion which softens the form of the overall (repulsion+attraction) potential in the 2 state. The fact 
that the Birge-Sponer plots change their character as a function of v could be taken as further evidence 
for “chemical” contributions (via distortion of electron density) to the interaction potential for the 2 
state. 
The Birge-Sponer plots for the 2 state are in contrast to those of the 2+ state, which are also shown in 
Figure 4. Although there are generally fewer levels, there are still enough to demonstrate that the 
behaviour here is “normal” with a linear region at low-v and a long-range tail to high v, with only a 
slight deviation for C+-Xe. This is in line with there being no off-axis electron density on the carbon 
centre to cause the additional repulsion close to Re as discussed above for the 2 state. 
(f) Transport coefficients 
We shall now discuss the calculation of ion transport coefficients using the RCCSD(T) potentials. In 
all cases, we shall only discuss the results for 12C+ here, although results for 13C+ have also been 
calculated and are reported in the Toulouse database [36]. In all cases, for each RG we assumed a 
mixture of isotopes was present with their naturally-occurring abundances. Since experimental results 
are only available for C+ in Ar, we discuss this system first, and then briefly discuss the results for C+ 
in Ne, Kr and Xe afterwards. (As noted above, a detailed discussion of the mobility of C+ in He, 
compared to available experimental data was presented in Ref. [9].) 
i. C+(2P) with argon 
Ion mobilities, diffusion coefficients and other transport properties have been calculated from both the 
non-SO and the SO potentials arising from the lowest doublet states of C+ interacting with argon. These 
are computed over a wide range of E/n0 and at a variety of temperatures, including those at which 
experimental data [18] have been taken. Although ground, statistical and excited state weightings were 
used for the field-dependent and zero-field calculations, we only present the values for selected states 
or mixtures thereof, with the full dataset being available in the Toulouse database [36]. 
Cross-sections were calculated from each potential curve, and then various weightings of these were 
employed in generating the transport data to compare with experiment, since the actual ionic state 
populations are not definitively known owing to: the ion production method; uncertainty regarding 
thermalization; injection effects; and the effect of the collisions during the ion drift region. The 
weightings chosen were those of the ground state (100% 2 or 100% 21/2 cross-sections), the excited 
state (100% 2+ or a 1:1 weighting of the 23/2 and 21/2+ cross-sections) and a statistical mixture (2:1 
weighting of 2 and 2+ or a 1:1:1 weighting of 21/2, 23/2  and 21/2+ cross-sections). A portion of the 
results are presented in Figure 5 together with the experimental data. 
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The conclusions from the calculations are that the experiment must have generated the 2P1/2 ground 
spin-orbit level. In previous work [9,45,46] we have concluded that the experiment conditions can affect 
the mix of spin-orbit states owing to incomplete thermalization; in such cases the ions were generally 
produced in a very energetic source, such as electron bombardment. In the present case the results in 
Figure 5 are fairly conclusive that only the 2P1/2 state is populated to any great extent in the experiment. 
The possibility of different states being present was not considered in Ref. [18]; we hypothesise that the 
presence only of the lower spin-orbit level arises from the ion production method in that work, namely 
charge transfer via collision of Ar with CF3+ and at reasonable pressures that allow collisional 
deactivation of any excited states. 
Often, the temperatures employed for ion mobility measurements can be critical in obtaining reliable 
values. In Ref. [18], the temperature was maintained only within a 17 K range 293–310 K, and so we 
calculated mobilities at the upper and lower limits. As it happens, within the uncertainties in the 
experimental measurements, it was not possible to differentiate between these results. 
ii. C+ in RG (RG = Ne, Kr,Xe) 
No experimental data exists for C+ in the other three RG, but for completeness we have calculated 
transport data for them at a range of temperatures and archived the results in the Toulouse database 
[36]. Here we simply show a summary of the mobilities for C+ in each of the four RG gases (Ne–Xe) 
in Figure 5. 
 
iii. Zero-field mobilities 
In Figure 6 we have plotted the zero-field mobilities as a function of T for the 2P1/2 state. These are the 
mobilities obtained when E/n0  0 and as such are directly proportional to the zero-field ion diffusion 
coefficients, D, according to the Nernst-Townsend-Einstein relation [47]; as a consequence the D values 
for any system can be obtained from the zero-field mobility values (and vice versa) – however, the 
values are all available from the Toulouse database [36]. 
As may be seen from Figure 6, the variation of K0 with T is slow at low values, but the gas temperature 
must be extremely small before K0 is equal to the polarization mobility that can be determined from the 
ion-neutral reduced mass and the electric dipole polarizaibility, α, of the neutral.  If only moderate 
accuracy is required, then the zero-field mobility can be used in analyzing experiments below and near 
room temperature, but it is important to establish that one is working in the zero-field region, which can 
be estimated from an expression given in Ref. [48]; for more accurate results the E/n0 dependence must 
be included. These issues have been discussed in detail recently [49]. 
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In passing, we note that in Ref. [18] an incorrect value for the electric dipole polarizability of Ar was 
used. Correcting this gives a theoretical zero-field mobility of 3.558 cm2 V-1 s-1, which is outside the 
range of 3.40±0.08 cm2V-1s-1 reported in Ref. [18], and more in line with discrepancies they saw for 
other measurements. As a consequence, the surprise they noted at the good agreement in the case of C+ 
in Ar was unwarranted. 
4. Concluding Remarks 
In the present work, we have calculated very accurate potential energy curves for the interaction of C+ 
with RG (RG = Ne–Xe), which complements our earlier work on C+ interacting with He [9]. For the 
first time, we have investigated the effect of spin-orbit coupling, which has revealed a small amount of 
charge transfer in the C+-RG complexes. We have used these potentials to calculate reliable values for 
a range of spectroscopic constants and examined the effects of spin-orbit coupling on these. 
Consideration of wavefunction contour plots and Birge-Sponer plots led to the conclusion that there 
was a small amount of chemical interaction in these species for RG = Ar–Xe, which is consistent with 
the implications of the spin-orbit splittings. Although these conclusions were consistent with the values 
of H(R) and the spin density, we found that Mulliken, NPA and AIM charges suggested anomalously 
high amounts of charge transfer. 
We have also calculated transport coefficients and compared the calculated ion mobilities to experiment 
in the case of C+ in Ar – the only case for which experimental data was available. The results indicated 
that predominantly the ground 2P1/2 state was present in the experiments. We have calculated a range of 
other properties, including zero-field mobilities and diffusion coefficients and these should prove useful 
in ion-molecule kinetics experiments. 
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Figure Captions 
Figure 1: Potential energy curves calculated for C+ interacting with RG. The legend in the first panel 
applies to all plots. The interaction energies have been calculated at the RCCSD(T)/aV∞Z level of 
theory and both non-SO and SO curves are shown as dashed and solid lines, respectively – see text for 
details. The zoom-ins in three of the plots have the same vertical energy scale and similar to that in the 
C+-Ne plot, allowing visual comparison of the evolution of the spin-orbit splitting of the 2 states as 
the atomic number of the RG atom increases. 
Figure 2: Trends in various spectroscopic parameters as a function of RG. See text. 
Figure 3: Contour plots of the highest occupied molecular orbitals (HOMOs) for the X2 state of each 
of the C+–RG systems (RG = He–Xe) calculated at the Re value derived at the RCCSD(T)/aV∞Z level. 
See text for discussion. 
Figure 4: Birge-Sponer plots constructed from the calculated vibrational energy spacings obtained from 
the RCCSD(T)/aV∞Z potentials. The solid lines are obtained from the e and exe values reported in 
Table 1 and come from the lowest two vibrational energy levels and De. For the 2 state, the filled 
circles indicate levels at high v that form a linear section of the plot close to the long-range region. 
Figure 5:   Calculated K0 versus E/n0 for C+ in RG at the indicated temperatures presented as semilog 
plots. In all plots, the values for solely 2P1/2 and solely 2P3/2 states are given, as well as a statistical mix 
of the two – the legend in the first panel applies to all plots. In addition, for RG = Ar we have 
included the experimental mobilities reported in Ref. [18], where T varied between 293 K and 310 K, 
together with error bars consistent with that work. For RG = Ar, Kr and Xe, we indicate the region for 
which convergence problems were obtained by a dotted line; the data within these ranges is less 
reliable than the rest – see text. 
Figure 6:  Calculated zero-field mobilities versus T for the 2P1/2 state of C+-RG presented as a log-log 
plot. The polarization limit is given in each case at the left-hand side of the plot.
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Table 1: Spectroscopic constants for 12C+(2PJ)-RG(1S0) (RG = He – Xe).  
 
State Re (Å) 
De 
(cm-1) 
D0 
(cm-1) 
ωe 
(cm-1) 
ωexe 
(cm-1) 
k 
(N m-1) 
Be 
(cm-1) 
 Sourcea 
C+-He 
2Π1/2 2.201 456.3 368.5 185.5 19.67 6.083 1.159 1.33x10-1 [9]b 
2Π3/2 2.200 476.2 388.0 186.0 19.07 6.120 1.160 1.31x10-1 
 
[9]b 
2Π  
(non-SO) 
2.200 476.1 387.9 186.0 19.07 6.120 1.160 1.32x10-1 [9]b 
2Σ1/2+ 2.946 135.5 93.9 92.45 18.43 1.512 0.647 1.27x10-1 [9]b 
2Σ+  
(non-SO) 
2.968 121.8 83.3 85.88 17.83 1.304 0.638 1.36x10-1 [9]b 
C+-Ne 
2Π1/2 2.146 1122.7 1028.4 192.8 8.60 16.418 0.488 2.38x10-2 Present work 
2Π3/2 2.146 1142.5 1048.2 192.8 8.58 16.431 0.488 2.39x10-2 Present work 
2Π 
(non-SO) 
2.146 1142.7 1048.4 192.9 8.58 16.432 0.488 2.38x10-2 Present work 
 unbound        [12]c 
 2.077 1050 940 222     [11]d 
2Σ1/2+ 2.958 259.6 221.7 79.4 7.25 2.784 0.257 2.21x10-2 Present work 
2Σ+ 
(non-SO) 
2.965 242.7 206.0 77.1 7.56 2.628 0.256 2.34x10-2 Present work 
C+-Ar 
2Π1/2 1.996 7971.5 7765.8 413.3 4.17 92.902 0.458 5.52x10-3 Present work 
 1.995 7570  417 6.0  0.459 9.2×10-3 Scattering [14]e 
2Π3/2 1.997 7972.6 7767.2 413.0 4.18 92.730 0.458 5.98x10-3 Present work 
2Π 
(non-SO) 
1.996 7982.2 7776.7 413.2 4.17 92.814 0.458 6.21x10-3 Present work 
 2.000 9520  485 6.5  0.457 8.3×10-3 [14]f 
 2.059 7210 7070 302     [11]d 
 2.114 2600  304 12.7  0.41 1.47×10-2 [15]g 
 2.036 5700       [15]h 
  7500 7400      [15]i 
 2.016 6100  392     [17]j 
 2.027 6200       [17]k 
 2.001 7800  410     [17]l 
 2.004 8100       [17]m 
2Σ1/2+ 2.999 941.9 884.4 117.2 4.22 7.472 0.203 7.65x10-3 Present work 
2Σ+ 
(non-SO) 
3.000 922.0 864.6 117.0 4.26 7.449 0.203 7.53x10-3 Present work 
 3.0n        [14]f 
C+-Kr 
2Π1/2 2.071 11866.0 11648.3 436.8 3.10 118.012 0.374 3.54x10-3 Present work 
2Π3/2 2.077 11754.6 11538.5 433.7 3.07 116.335 0.372 3.90x10-3 Present work 
2Π 
(non-SO) 
2.074 11818.3 11601.5 435.1 3.09 117.121 0.373 3.78x10-3 Present work 
2Σ1/2+ 2.904 1583.1 1512.2 143.6 3.94 12.760 0.190 5.46x10-3 Present work 
2Σ+ 
(non-SO) 
2.904 1562.7 1491.9 143.6 3.95 12.750 0.190 5.47x10-3 Present work 
C+-Xe 
2Π1/2 2.195 17211.4 16985.2 453.8 2.58 133.445 0.318 2.65x10-3 Present work 
2Π3/2 2.208 16823.9 16601.7 445.6 2.53 128.677 0.314 2.93x10-3 Present work 
2Π 
(non-SO) 
2.202 17011.5 16787.5 449.3 2.56 130.809 0.316 2.60x10-3 Present work 
2Σ1/2+ 2.805 3449.0 3341.3 217.2 3.55 30.567 0.195 3.21x10-3 Present work 
2Σ+ 
(non-SO) 
2.803 3433.7 3326.0 217.2 3.54 30.581 0.195 3.31x10-3 Present work 
 
a Appropriate reference number, method or results from the present work. 
b RCCSD(T)/aV∞Z results [9]. 
c CASSCF calculations with a triple- basis set [12]. 
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d MP2/6-31G** calculations, with single-point MP4(SDTQ)/6-311G(2df,2pd) calculations for dissociation energies [11]. 
e Results from a potential obtained by inverting scattering data [14] – see text. 
f CI results using [7s5p1d/5s3p1d] basis sets for Ar/C+, respectively. 
g CASSCF/6-311G(MC)* calculations [15]. 
h MP3/6-311G(MC)* calculations [15]. 
i MP4/6-311+G(MC)(2df)//MP3/6-311G(MC)* calculations [15]. 
j MP2/6-311G* calculations, with diffuse functions on Ar [17]. 
k CCSD(T)/6-311G* calculations, with diffuse functions on Ar [17]. 
l MP2/aug-cc-pVDZ calculations, with diffuse functions on Ar [17]. 
m CCSD(T)/aug-cc-pVDZ calculations, with diffuse functions on Ar [17]. 
n Estimated from tabulated potential energy values given in Ref. [14]. 
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Table 2: Comparing MRCI and CCSD(T), Re, De and e 
Methoda Re (Å) De (cm-1) ωe (cm-1) 
C+-He 
2Π CCSD(T)/QZ 2.207 464.7 185.1 
2Π MRCI/QZ 2.197 473.0 186.4 
2Σ+ CCSD(T)/QZ 2.984 119.8 83.8 
2Σ+ MRCI/QZ 2.981 121.2 84.5 
C+-Ne 
2Π CCSD(T)/QZ 2.155 1093.8 187.0 
2Π MRCI/QZ 2.158 1049.8 180.3 
2Σ+ CCSD(T)/QZ 2.983 246.9 76.3 
2Σ+ MRCI/QZ 2.995 238.6 74.9 
C+-Ar 
2Π CCSD(T)/QZ 2.003 7876.4 408.1 
2Π MRCI/QZ 1.999 8024.9 413.1 
2Σ+ CCSD(T)/QZ 3.009 901.5 115.8 
2Σ+ MRCI/QZ 2.997 1006.2 120.9 
C+-Kr 
2Π CCSD(T)/QZ 2.079 11772.1 432.8 
2Π MRCI/QZ 2.082 12042.8 434.5 
2Σ+ CCSD(T)/QZ 2.912 1543.9 142.1 
2Σ+ MRCI/QZ 2.910 1703.1 147.2 
C+-Xe 
2Π CCSD(T)/QZ 2.206 17059.3 447.4 
2Π MRCI/QZ 2.215 17417.3 444.8 
2Σ+ CCSD(T)/QZ 2.803 3451.6 218.1 
2Σ+ MRCI/QZ 2.797 3783.2 223.0 
 
a Where QZ indicates the use of aug-cc-pwCVQZ(-PP) basis sets for carbon and neon through xenon, 
with ECP10MDF for Kr and ECP28MDF for Xe. For helium, the aug-cc-pVQZ basis set was used. 
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Table 3: Spin-orbit parameters for C+-RG 
 
Parameter C+-He C+-Ne C+-Ar C+-Kr C+-Xe 
Calculated asymptotic splitting (= 3/2 )a 61.2 61.2 61.2 61.2 61.2 
Predicted calculated Hund’s case (a) 
splitting at Re  (= )a,b 
40.8 40.8 40.8 40.8 40.8 
Calculated 21/2-23/2 splitting at Re  41.3 41.4 60.1 172.6 448.7 
Actual/Predicted splitting c 1.01 1.01 1.47 4.23 11.00 
IE(RG)/ eVd 24.587 21.565 15.760 14.000 12.130 
2P3/2–2P1/2 Splitting (RG+)d n/a 780.4 1431.6 5370.10 10537.01 
 
a  is the spin-orbit splitting parameter for C+. 
b Predicated from the calculated asymptotic splitting. 
c This is the ratio of the actual calculated 21/2–23/2 splitting to the predicted Hund’s case (a) 
splitting. 
d From Ref. [38]: these are the first ionization energies of RG, and the spin-orbit splitting for the 
lowest 2P term; there is no such term from the ground state configuration of He. 
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Table 4: MRCI Coefficients (Ci2) for C+-RG (X2) at Re a 
Description He Ne Ar Kr Xe 
Reference state (unpaired 2p electron on C) 0.934 0.912 0.840 0.830 0.811 
1e- charge transfer 
RG (npz  C 2pz) 
n/a <0.01 0.029 0.035 0.039 
2e- charge transfer 
RG (npz  C 2pz) 
n/a <0.01 0.010 0.011 0.013 
 
a Single-point CASSCF+MRCI/aVQZ calculations carried out at the R value corresponding to the 
lowest calculated energy – see text for further details. Only the three main contributions are shown, 
other small contributions were present for each species; n/a indicates that the excitation does not exist. 
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Table 5: Calculated charges, spin density and H(R) values.a 
 
RG q(C) q(RG) Spin density H(R) 
He (1.001) 
[0.990] 
0.991 
(-0.001) 
[0.010] 
0.009 
(0.999) 0.0025 
Ne (0.955) 
[0.969] 
0.970 
(0.045) 
[0.031] 
0.030 
(0.999) 0.0025 
Ar (0.571) 
[0.666] 
0.708 
(0.429) 
[0.334] 
0.292 
(1.002) -0.0449 
Kr (0.534) 
[0.530] 
0.570 
(0.466) 
[0.470] 
0.430 
(1.013) -0.0460 
Xe (0.096) 
[0.343] 
0.380 
(0.904) 
[0.657] 
0.620 
(1.024) -0.0466 
 
a Values in parentheses are from Mulliken population analysis; values in square brackets from natural 
population analysis (NPA) and the lone values are from Bader’s atoms-in-molecules (AIM) approach 
– see text for further details and comments. 
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