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Abstract
In this report several modern turbulence modeling techniques with applications
to high-Reynolds number external flow are critically evaluated. Fully developed
turbulent channel flow and the flow past the Ahmed body with a slant angle of 25◦
are both used to benchmark several LES and DES models for turbulence closure.
Channel flow is simulated at two different Reynolds numbers and both the LES
and DES approaches are found to exhibit predictive capabilities but with several
limitations, especially at the higher Reynolds number. The flow past the Ahmed
body is validated against several experimental measurements. The improved de-
layed detached eddy-simulation (IDDES) model is found to yield the best over-
all drag prediction, but the wall-modeled LES approach is more robust across a
wide range of grid resolutions. The computational effort required to perform the
Ahmed-body simulations is summarized together with recommendations for the
future use of the turbulence modeling techniques that are evaluated herein.
Keywords: Aerodynamics, Hydrodynamics, CFD, LES, DES, turbulence model-
ing
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1 Introduction
Numerical simulation of complex external flows is an important component of
many industrial projects such as automotive and aircraft design, wind turbine
modeling, top-side load prediction, and building physics. In many fields, wind
tunnel testing is still widely used but the need for reliable numerical tools is grow-
ing due to the relatively low cost associated with computer simulations and many
additional benefits that they provide. Some of the key benefits include automated
optimization through adjoint methods and reduced design evaluation time through
massively parallel simulations.
One of the major challenges in industrial application of computational fluid
dynamics (CFD) tools is the need to robustly and accurately simulate challeng-
ing and important flow physics. High-Reynolds number external flows typically
exhibit complex separation and reattachment phenomena in regions of adverse
pressure gradients. The CFD method employed to simulate this type of a flow
must successfully predict each stage of the flow with little or no external input
from the designer. As the field of numerical simulation matures, new improved
methods with a higher degree of accuracy and robustness are developed and ap-
plied to practical industrial problems. For example, relatively inexpensive but lim-
ited Reynolds-Averaged Navier-Stokes (RANS) methods are being superseded in
aerodynamic applications by large-eddy simulations (LES) and hybrid methods
such as detached-eddy simulations (DES) that combine RANS and LES. These
methods are significantly more computationally expensive but they become en-
abled by the availability of larger and faster computational clusters. It is important
to benchmark and validate new methods to ensure their effectiveness and benefit
in industrial applications.
The aim of this report is to summarize two important turbulent-flow bench-
marking studies that employ several modern LES and DES techniques. The first
case is the canonical flow of the fully-developed turbulent channel flow at two
Reynolds numbers. Channel flow involves a fully attached turbulent boundary
layer and a bulk flow driven by a pressure gradient between two parallel no-slip
walls. The simple geometry of this case facilities inexpensive simulations where
the viscous sublayer can be fully resolved or modeled. The second benchmark is
the flow past a simplified ground vehicle originated by Ahmed et al. [1]. This ex-
ternal aerodynamic flow contains many of the flow features found in real ground
vehicle flows such as the transition from laminar to turbulent flow, attached turbu-
lent boundary layers, as well as geometry and pressure gradient induced flow sep-
aration. The complex separated flow in the wake of the vehicle has been studied
extensively both using physical experiments and numerical simulations because
of this prevalent and nonlinear flow feature has significant implications on the
vehicle drag and fuel consumption.
The report is organized as follows. The numerical method and the turbulence
modeling techniques are described first. Then results for the channel flow problem
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are presented and discussed with respect to the simulation results from published
direct numerical simulations (DNS). Next the Ahmed body case is described and
results of the identification of salient flow features, near-body flow characteristics,
and the contributions to the aerodynamic drag are discussed. The computational
effort required to perform the Ahmed body simulations is also summarized before
the concluding remarks are presented.
2 Numerical Method
Variants of two main turbulence modeling methodologies in the form of large-
eddy simulations and detached-eddy simulations are evaluated in this work. Both
methods are based on spatially-filtered governing equations of the flow [6]. In
large-eddy simulation, a spatial filtering procedure separates the large resolved
scales from the so-called subgrid scales. Unlike in RANS methods, the aim of
LES is to resolve a large portion of the turbulent spectrum in space and time and
to model only the smallest scales. The filter is formally applied to the governing
equations of the flow or the Navier-Stokes equations to yield:
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= 0, (2.1)
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presenting the filtered incompressible continuity and momentum equations where
the over-bar represents a filter quantity. In many practical applications of LES, an
implicit filter associated with the grid and the discretization schemes is assumed
and no formal filtering is performed [11]. The implicit filter is assumed in this
work and the explicit filtering procedure is only used to dynamically compute the
coefficients of the dynamic LES models. The influence of the modeled subgrid
scales on the resolved scales is included through the subgrid-scale (SGS) stress
τi j that appears in the filtered momentum equations. The SGS stress is defined as
τi j = uiu j−uiu j and can be modeled with a wide range of methodologies ranging
from the functional eddy-viscosity type to the structural scale-similarity type.
Hybrid LES/RANS methods are designed to behave like LES in sufficiently
resolved regions of the flow and like RANS in the proximity of walls where the
turbulent structures become small and thus difficult to resolve fully in space and
time [22]. The RANS methods are extensively validated for a range of attached
boundary layer flows and their use in the near-wall region can greatly reduce the
grid size requirements for DES compared to pure LES.
All results are computed using OpenFOAM version 2.3.
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2.1 Turbulence Modeling
In this work, large-eddy simulations are performed using the one-equation eddy-
viscosity (OEE) model of Yoshizawa and Horiuti [29] and its dynamic variant
(DOEE) from Kim and Menon [15]. The dynamic model attempts to automati-
cally adjust to the resolved flow features through an explicit grid filtering to com-
pute local coefficients for its transport equation. The most recent one-equation
DES model of Shur et al. [21] in the form of the improved delayed detached-eddy
simulations (SA-IDDES) is also evaluated.
2.1.1 One-Equation Eddy-Viscosity Models
The one-equation eddy-viscosity model is based on Yoshizawa and Horiuti [29]
and Kim and Menon [15], and a brief overview is given here to allow for compar-
ison between the different approaches.
Transport-equation based LES models are designed to improve the subgrid
modeling by including non-local and memory effects of the subgrid terms that are
typically not incorporated into algebraic-type models. The one-equation model
used here relates the turbulent viscosity νsgs to the subgrid-scale turbulent kinetic
energy ksgs by:
νsgs =Ck∆k
1/2
sgs (2.3)
that is transported using:
∂ksgs
∂ t
+
∂u jksgs
∂x j
=−τi j ∂ui∂x j −Cε
k3/2sgs
∆
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∂
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. (2.4)
The first term on the right-hand side is the production term and the second term is
the dissipation term. The coefficients Cε and Ck are determined as constants from
canonical flow studies or computed dynamically as a function of space and time
in the dynamic variant of the one-equation model. The subgrid-scale stress is then
modeled as:
τi j =−2νsgsSi j + 13δi jτkk (2.5)
where Si j is the resolved strain rate tensor.
The dynamic procedure of Germano et al. [7] is applied to formulate the dy-
namic version of the one-equation model. A larger test filter ∆̂ is used to determine
the model coefficients by relating the resolved stresses within the test window Ti j
to the subgrid-scale stresses:
Li j = Ti j− τi j = ûiu j− ûiû j. (2.6)
The subtest-scale stress is modeled in the same manner as the subgrid-scale stress:
Ti j =−2νsgsŜi j + 13δi jTkk (2.7)
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to yield an equation for the coefficient Ck:
Li j− 13δi jLkk = 2CkMi j (2.8)
where
Mi j =−∆̂K1/2Ŝi j +∆k̂1/2sgs Si j (2.9)
and K = Lii/2+ k̂sgs is obtained from the test filtering procedure. The least-squares
method is used to solve:
Ck =
1
2
Li jMi j
Mi jMi j
(2.10)
The dissipation rate coefficient Cε is obtained from relating the test level E
and the grid level ε dissipation rates in a similar manner as the turbulent kinetic
energy:
F = E− ε̂ = ν
(
∂̂ui
∂x j
∂ui
∂x j
− ∂ ûi
∂x j
∂ ûi
∂x j
)
. (2.11)
The coefficient is then calculated directly from:
F =Cε
K3/2
∆̂
− k̂
3/2
sgs
∆
 . (2.12)
The phenomena of energy backscatter can be approximated through the one-
equation formulation unlike in the case of the original Smagorinsky model where
the transfer of energy from the smallest scales to the larger turbulent scales typi-
cally results in numerical instability. The formulation of the one-equation model
ensures a balance of the subgrid turbulent kinetic energy and thus an automatic
limiting mechanism that prevents this type of numerical instability [4].
2.1.2 Improved Delayed Detached-Eddy Simulations Model
The detached-eddy simulation methodology is a hybridization of RANS and LES
methods with the ultimate goal of improved accuracy and robustness in industrial
applications. Originally proposed by Spalart et al. [24], DES is based on a modi-
fication of the Spalart-Allmaras RANS turbulent model to dynamically determine
the local turbulent length scale and to switch between RANS modeling in attached
boundary layers and to LES in regions of separated flow. In practical applications
of the original DES model, grid refinement can result in under-prediction of the
wall-stresses or modeled stress depletion (MSD) due to a premature switch from
RANS to LES based on the computed length scale. Grid-induced separation (GIS)
can be a by-product of this phenomena [22]. Delayed detached-eddy simulation
(DDES) was formulated to avoid MSD in ambiguously-refined grids through the
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introduction of a shielding function that incorporates the eddy viscosity in deter-
mining when to switch between the RANS and LES regions.
A further extension of the DDES concept is the improved delayed detached-
eddy simulation (IDDES) proposed by Shur et al. [21]. The objective of IDDES is
to combine the benefits of wall-modeled LES (WMLES) and DDES for industrial
applications with complex geometry and ambiguous grid refinements. Through
shielding functions and solution-based parameters, the model switches between
WMLES (when turbulent inflow is prescribed) and DDES otherwise.
Unlike in the original DES formulation, in IDDES the subgrid length-scale ∆
is a piecewise function incorporating wall-distance dependency and local cell size
information:
∆= min{max [Cwdw,Cwhmax,hwn] ,hmax} (2.13)
where Cw is a constant computed from simulations of the turbulent channel flow,
dw is the distance to the wall, hmax is the maximum edge-length of a cell, and hwn
is the wall-normal grid spacing. The modified subgrid length-scale accounts for
the effects of anisotropic grids that are commonly used in industrial simulations
with complex geometry. The formulation results in a significant variation of the
length-scale in the flow and thus often leading to helpful flow destabilization.
The DDES branch of IDDES is designed to activate in flows without turbu-
lent inflow content and more importantly in cases where the grid is unlikely to
resolve the dominate energy-carrying eddies. The model length-scale used in the
production term of the ν˜ transport equation is defined as:
lDDES = lRANS− fdmax{0,(lRANS− lLES)} (2.14)
where lRANS is the original length-scale of the Spalart-Allmaras (SA) model and
the delaying function fd is solution-based through:
fd = 1− tanh
[
(8rd)3
]
(2.15)
where rd is calculated as in the original SA model [23]. The LES length-scale
lLES is a function of the subgrid length-scale through:
lLES =CDESΨ∆ (2.16)
where Ψ is a low-Reynolds number correction function to counteract the activa-
tion of the original SA RANS model in the LES regime [22].
The wall-modeled large-eddy simulations (WMLES) branch of IDDES is ac-
tivated when unsteady turbulent inflow is provided and when the grid can suf-
ficiently resolve the dominant eddies in the boundary layer [28]. The WMLES
length-scale is computed as:
lWMLES = fB(1+ fe)lRANS+(1− fB)lLES (2.17)
where two functions fB and fe control the interaction between LES and RANS
models. The blending function fB is designed to improve the switching behaviour
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between LES and RANS based on the distanced to the wall and the local maxi-
mum cell edge length:
fB = min{2exp(−9α2),1.0} (2.18)
where α = 0.25−dw/hmax. The fe function acts to prevent the log-layer mismatch
that can manifest in DES and DDES simulations:
fe = max{( fe1−1),0}Ψ fe2. (2.19)
The fe1 term is a function of α and thus it is grid dependant only whereas fe2 is
a function of the solution by incorporating the term Σi j
(
∂ui/∂x j
)2. A detailed
description of the IDDES formulation can be found in Shur et al. [21].
3 Turbulent Channel Flow
The canonical problem of the fully-developed turbulent channel flow is studied
using several forms of turbulence modeling relevant to high-Reynolds number ex-
ternal flow simulations. The problem consists of flow between two parallel plates.
The streamwise and spanwise boundaries are typically simulated as cyclic or pe-
riodic boundaries to yield plates that are effectively of infinite span. This well-
studied flow is an attractive benchmark for CFD solvers and turbulence models
because of the availability of the direct numerical simulation (DNS) data and be-
cause of the relative simplicity of the problem setup. The DNS data has been
used extensively for the evaluation of new turbulence models because a modeling
approach that cannot sufficiently resolve the main flow features of the channel
flow is unlikely to perform well in aerodynamic applications involving complex
geometries and a wide range of turbulent flow structures.
Channel flow simulations performed here are benchmarked against the DNS
data at two Reynolds number: Reτ = 395 from Kim et al. [14] and Reτ = 4,200
from Lozano-Dura´n and Jime´nez [17]. The Reynolds number is based on the
shear velocity uτ and the half height of the channel δ :
Reτ =
uτδ
ν
(3.1)
where the shear velocity is defined as uτ =
√
τw/ρ with τw as the wall shear
stress. The fluid is described by its kinematic viscosity ν and density ρ . The
lower Reynolds number facilitates relatively inexpensive wall-resolved large-eddy
simulations that can be evaluated against hybrid RANS/LES models. The higher
Reynolds number flow at Reτ = 4,200 or Reδ = 1.3×105 is relevant to full-scale
external flows such the external aerodynamics of a vehicle where typical body-
length-based Reynolds number is on the order of at least O(106).
8
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Reτ Ny Turb. Model Average y+ Wall Treatment ∆tU/δ (-)
395 96 DOEE 0.9 Resolved 0.007
395 96 DOEE 0.9 Modeled 0.007
395 96 SA-IDDES 0.9 Resolved 0.012
395 96 SA-IDDES 0.9 Modeled 0.010
395 25 DOEE 10 Modeled 0.019
395 25 SA-IDDES 10 Modeled 0.017
4,200 96 DOEE 10 Modeled 0.013
4,200 96 SA-IDDES 12 Modeled 0.011
4,200 25 DOEE 60 Modeled 0.020
4,200 25 SA-IDDES 170 Modeled 0.023
4,200 52 SA-IDDES 80 Modeled 0.021
4,200 138 SA-IDDES 30 Modeled 0.016
Table 3.1: Summary of the fully-developed turbulence channel flow simulations
The wall-modeled LES is benchmarked against the DES approach using this
case because fully resolving the viscous sublayer at such Reynolds numbers be-
comes prohibitive in an industrial setting. The simulations are performed on
fully hexahedral grids and using second-order temporal and spatial discretization
schemes. The time-step size is automatically adjusted at run-time to limit the max-
imum Courant number to 0.5. The flow statistics are collected using data over the
time window of 200 dimensionless flow-overs.
The configuration of the computational domain is adapted from previous DNS
and LES simulations of fully-developed turbulent channel flow. The coordinate
system is orientated with positive x in the direction of the mean flow, y is the
wall-normal direction, and z is the spanwise direction. The computational domain
is Lx = 2δpi long and Lz = δpi wide. The length and width of the domain is
discretized with 96 cells in all cases and the number of cells in the wall-normal
direction Ny is varied as summarized in Table 3.1. The variation in the wall-normal
resolution is used to study the influence of the near-wall treatment on the main
features of the flow. Furthermore, the wide range of dimensionless distance to the
wall (y+) is used to evaluate the flexibility of the universal-wall function described
by Spalding [25]. The flow is driven by a pressure gradient that is computed at
run-time based on a desired bulk velocity. The bulk velocity is modified between
the two Reynolds number cases to obtain the appropriate shear velocity and thus
the correct shear-velocity-based Reynolds number.
3.1 Velocity Profiles
The important turbulent channel flow results that are studied herein include the
mean streamwise velocity and the RMS velocity components (normalized by the
9
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shear velocity). The mean quantity must be predicted accurately to successfully
describe the bulk flow within the channel. The resolution of the fluctuating or the
RMS components is important in predicting the turbulent length-scales responsi-
ble for the turbulent energy cascade [18]. Furthermore, the fluctuating velocity
components must be sufficiently resolved in order to simulate phenomena such as
noise generation, turbulent diffusion, and complex flow interaction in the wake of
bluff bodies.
3.1.1 Channel flow at Reτ = 395
The dynamic one-equation model (DOEE) and the improved delayed detached-
eddy simulation (IDDES) approach are first applied to the channel flow problem
at Reτ = 395 with a fully-resolved viscous sublayer where the first point off the
channel walls is placed to give the maximum y+ of less than one with Ny = 96.
The mean and RMS velocity quantities are summarized in Figure 3.1. Both turbu-
lence modeling methodologies successfully predict the mean streamwise velocity
component throughout the viscous sublayer and the buffer region below y+ ≈ 30.
The solution is slightly over predicted in the log-law region beyond the buffer.
This small deviation from the reference DNS data can be related to the somewhat
under predicted RMS velocity components in the same region. The grid used
for this test case utilities cell-stretching and thus the cells near the middle of the
channel are much larger than those found close to the wall. The larger cells re-
sult in a coarser local refinement that may lead to the reduced resolution of the
fluctuating components. Close to the wall, the RMS quantities closely match the
reference data using both DOEE and IDDES. The peak of the streamwise com-
ponent is slightly over predicted but the overall trends of the RMS quantities are
well captured by both turbulent modeling approaches.
The IDDES model switches between RANS and LES modes approximately
five cells away from the wall (y+ ≈ 5) without inducing the log-layer mismatch.
Figure 3.2 illustrates the RANS region in blue and the LES region in red together
with overlaid velocity vectors near one of the channel walls. The attached bound-
ary layer is modeled by the RANS model and approximately 97% of the flow is
fully resolved with LES.
The same wall-resolved grid is also simulated with the Spalding wall function
to ensure that the resolution of the boundary layer and its effect on the bulk flow
are unaffected by employing the universal-wall model. The wall-function results
are shown in Figure 3.3. The mean streamwise velocity as well as the RMS veloc-
ity components are unaffected by the introduction of the wall function. The same
profiles are obtained in the wall-modeled and the wall-resolved simulations and
thus the wall function is found to be sufficiently robust on the wall-resolved grid
(y+ ≈ 1).
The robustness of the wall function is examined at this relatively low Reynolds
number by generating a coarser grid in the wall-normal direction where the first
10
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Figure 3.1: Channel flow at Reτ=395 with y+ = 0.9 and no wall function
cell off the wall is located at y+ ≈ 10. The coarse grid consists of 25 uniformly-
spaced cells in the wall-normal direction and approximately 220,000 total cells.
This wall-function grid contains 75% fewer cells relative to the wall-resolved grid.
The near-wall spacing selected for this grid is dictated by the maximum wall-
normal spacing on the wall-resolved grid in the center of the domain. By matching
the largest cell sizes between the two grids, the spatial resolution of the bulk flow
is mostly unaffected in the center of the domain. However, the resultant average
y+ of approximately 10 places the first cell off the wall in the buffer region where
the universal wall function is expected to preform poorly especially at the low
Reynolds number [3].
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Figure 3.2: Near-wall velocity vectors and the RANS (blue) and LES (red) regions
for the wall-resolved IDDES simulation at Reτ = 395
The wall-modeled results for Reτ = 395 are shown in Figure 3.4. The near-
wall U+ prediction matches the DNS reference data but the log layer profile is
over predicted with both DOEE and IDDES. Furthermore, the location of the
streamwise RMS velocity peak is offset towards the center of the domain due to
the insufficient resolution near the buffer region but the spanwise and wall-normal
components are relatively close to the DNS data even with an extremely coarse
wall-normal resolution.
3.1.2 Channel flow at Reτ = 4,200
The wall function is examined further by simulating the turbulent channel flow at a
larger Reynolds number of Reτ = 4,200 or the channel half-width based Reynolds
number of Reδ = 1.3×105. The larger Reynolds number is more relevant to full-
scale automative-aerodynamic or marine-hydrodynamic flows where the turbu-
lence modeling techniques and computational-cost effective wall treatments are
critical to render numerical tools feasible for industrial design and engineering
use.
The same grid from the lower Reynolds number case with Ny = 96 and cell
stretching yields an average y+ of approximately 10 at the higher Reynolds num-
ber. The velocity profiles computed for this case are shown in Figure 3.5. The
wall-modeled LES with the dynamic one-equation model largely over predicts
the majority of the mean streamwise velocity component whereas the IDDES
simulation successfully predicts the velocity profile. The blending and RANS-
boosting functions built into the IDDES formulation successfully alleviate the
issue of log-layer mismatch. The DOEE results indicate that the model is not
dissipating enough energy in the near-wall region and thus the bulk flow results
are overestimated. The results of the fluctuating velocity components also show
much larger peak streamwise and spanwise components for the DOEE simulation
relative to the DNS data. The magnitude of the peaks resulting from the IDDES
simulation are closer to the DNS results but the location of the peaks are again
12
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Figure 3.3: Channel flow at Reτ=395 with y+ = 0.9 and with a wall function
offset towards the center of the domain and away from the walls.
The coarser grid with Nz = 25 and uniform spacing is simulated at the higher
Reynolds number to investigate the sensitivity of the wall function to the near-wall
spacing. With DOEE, the coarser grid results in an average y+ of approximately
60 whereas with IDDES, the average y+ is approximately 170. The velocity pro-
files are summarized in Figure 3.6. Similar to the Nz = 96 grid, the DOEE simu-
lation over predicts the mean streamwise velocity component. The wall-modeled
DOEE simulation is unable to dissipate sufficient energy from the bulk flow even
with the dynamic calculation of the model coefficients based on the resolved flow.
The relatively coarse resolution within the bulk of the flow is expected to de-
13
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Figure 3.4: Channel flow at Reτ=395 with y+ = 10 and with a wall function
grade the performance of the dynamic procedure because the content used by the
procedure is under-resolved and thus the resultant model coefficients do not ac-
curately describe the subgrid-scale behaviour. The IDDES model relies on the
RANS mode together with the universal wall function to model the thin attached
boundary layer and to successfully predict the mean streamwise velocity profile.
However, the RMS quantities in the range of y+ ≈ 1500 are under predicted and
the near-wall peak magnitude is not resolved. This is because the RANS region
includes the first two to three cells off the walls and it is active in approximately
18% of domain. The DOEE model results are somewhat better in terms of peak
magnitude but the location of the peaks is offset by approximately 500 wall units
14
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Figure 3.5: Channel flow at Reτ=4,200 on the Nz = 96 grid with y+ = 10 and with
a wall function
towards the middle of the channel. Nonetheless, the DOEE results are better in
predicting the energetic near-wall behaviour compared to the IDDES results that
heavily dampen the near-wall fluctuations. The strong damping of the near-wall
fluctuations are related to the blending and shielding functions acting too conser-
vatively and enforcing the RANS mode and delaying the activation of the LES
mode.
The sensitivity of the IDDES model to the near-wall resolution and its ability
to predict the near-wall fluctuations are studied by varying the average y+ on a
series of four grids. Two additional grids are evaluated and the results are sum-
15
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Figure 3.6: Channel flow at Reτ=4,200 on the Nz = 25 grid with a wall function
marized in Figures 3.7 and 3.8. The finest (y+ ≈ 10) and the coarsest (y+ ≈ 170)
results are supplemented with a y+ ≈ 30 grid where the first grid point is located
near the end of the buffer region and a y+ ≈ 80 grid. The mean U+ results show
that placing the first grid point towards the end of the buffer region can adversely
affect the prediction of the entire streamwise velocity profile. Additionally, the
finest grid with the first grid point placed in the middle of the buffer region under
predicts the profile between approximately 20 ≤ y+ ≤ 50 and over predicts the
profile between approximately 120≤ y+ ≤ 500.
The RMS velocity components are compared in Figure 3.8. Finer grids are
more capable of resolving the near-wall fluctuations due to a larger portion of
16
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Figure 3.7: Channel flow at Reτ=4,200 with IDDES and with a wall function
the flow being resolved with the large-eddy simulations. Approximately 99%
of the finest grid is simulated with LES, 3% for the y+ ≈ 30 grid, 9% for the
y+ ≈ 80 grid, and 17% for the coarsest y+ ≈ 170 grid. The typical RANS and
LES regions are depicted in Figure 3.9. The results indicate that to have some
predictive ability of the near-wall fluctuations with the IDDES approach, the first
grid point off the wall needs to be placed before the end of the buffer region or
below y+ = 30. However, as the mean U+ profiles show, even smaller near-wall
spacing is preferred. Coarse near-wall grids such as the y+ = 170 grid are still
capable of resolving the fluctuations away from the walls in the middle of the
channel beyond y+ ≈ 2000.
4 Ahmed Body
The Ahmed body shown in Figure 4.1 is a simplified vehicle geometry origi-
nated by Ahmed et al. [1]. A series of wind tunnel experiments was performed
to study the flow in the rear of the vehicle and the effects of the slant angle α
on the vehicle’s aerodynamic forces including lift and drag components. The
body is 1044 mm long and it is mounted on four cylindrical stilts 50 mm above
a fixed false floor that extends 1.35L upstream and 2.43L downstream. The wind
speed is fixed at 60 m/s giving a length-based Reynolds number of ReL = 4.29×
106. The Ahmed body has been studied extensively beyond the original work of
Ahmed et al. [1] including the experimental and numerical studies of Gillie´ron
and Chometon [8], Lienhart et al. [16], Strachan et al. [26], Conan et al. [5],
Joseph et al. [13], Thacker et al. [27], Serre et al. [20], among many others. The
availability of a large dataset makes the Ahmed body an excellent validation case
17
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Figure 3.8: Channel flow at Reτ=4,200 with IDDES and with a wall function
for numerical simulation techniques especially those pertaining to automotive and
aerodynamic applications. The same geometry has been used in experimental
and numerical investigations of various drag reduction techniques including static
vortex generators, active air injection ports, and flaps [2, 9, 19].
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Figure 3.9: Instantaneous snapshot of the RANS (blue) and LES (red) regions for
the channel flow at Reτ=4,200 with IDDES. Top row: y+ = 10, y+ = 30, bottom
row: y+ = 80, y+ = 170
(a) Schematic view from Serre et al. [20]
(b) Medium grid
Figure 4.1: Schematic view of the Ahmed body geometry and a close-up of the
medium mesh sliced along the center-line. The slant angle α is equal to 25◦ and
the support legs are not included in the numerical simulations.
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Case Cell Count (10−6) Turb. Model Average y+ ∆tU/L (-)
DOEE-WR 30.2 DOEE 1 0.0001
DOEE-fine 21.1 DOEE 5 0.0002
DOEE-medium 7.91 DOEE 20 0.0005
DOEE-coarse 0.78 DOEE 40 0.0012
OEE-medium 7.91 OEE 20 0.0005
IDDES-WR 30.2 SA-IDDES 1 0.0001
IDDES-fine 21.1 SA-IDDES 5 0.0002
IDDES-medium 7.91 SA-IDDES 30 0.0003
IDDES-coarse 0.78 SA-IDDES 80 0.0013
Table 4.1: Summary of the Ahmed body simulation configurations. Wall-modeled
cases use the universal Spalding wall function.
The slant angle of α = 25◦ is selected for all simulations performed in this
work. The length-based Reynolds number Re= 1.39×106 is approximately three
times smaller than in the experiments of Ahmed et al. [1]. The lower Reynolds
number facilitates wall-resolved grids at a reduced computation effort. Further-
more, the drag coefficient of the Ahmed body is shown to be a relatively weak
function of the Reynolds number [20]. Experimental measurements from the re-
cent works of Thacker et al. [27] and Joseph et al. [13] conducted at the lower
Reynolds number of 1.40× 106 are also used in the evaluation of the present re-
sults. The wall-modeled DOEE and IDDES models are examined on a series
of three grids and the wall-resolved equivalents are used on the finest grid. The
three wall-modeled computational grids are generated with the semi-automatic
tool snappyHexMesh whereas the finest wall-resolved grid is generated with the
tool helyxHexMesh. The grid cell counts and the simulation parameters are sum-
marized in Table 4.1. A centerline slice of the medium grid shown in Figure 1(b)
illustrates the refinement regions used to resolve the wake and flow separation
regions near the transition from the top to the slant surface. The second-order
backwards scheme is selected for the temporal discretization and the stabilized
linear-upwind scheme is used for the advection term to provide a balance between
numerical stability and accuracy. The time-step size is automatically adjusted
to limit the maximum Courant number to 0.9. The flow statistics are collected
for five non-dimensional flow-overs after an initial transient start-up of two flow-
overs.
The computational domain extends 2L upstream from the front of the vehicle
and 4L downstream from the rear of the vehicle. The first section of the upstream
floor is modeled as a slip boundary and thus the floor boundary layer does not
begin to develop until 0.2L upstream of the vehicle nose where a no-slip wall is
used. The domain is 2L wide and and L tall.
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The following sections summarize the main findings of the numerical studies
starting with a discussion on the salient features of the flow. The flow in the wake
of the vehicle and flow separation are studied next by comparing a series of time-
averaged and fluctuating velocity profiles to the experimental results of Lienhart
et al. [16]. Then, the time-averaged drag coefficient as a function of grid refine-
ment and turbulence model are compared to the experimental data. Finally, the
computational effort required to complete the Ahmed body simulations is sum-
marized to provide recommendations for industrial use of the OpenFOAM toolkit
in high-Reynolds number external-flow applications.
4.1 Flow Structures
The flow structures around the Ahmed body are studied to understand the salient
features that characterize this type of an external aerodynamic flow and to ensure a
sufficient resolution of the flow features demonstrated through wind tunnel exper-
iments (see Figure 4.2). Vortical structures are visualized through the Q-criterion
defined as:
Q =
1
2
(
(Ω)2− (S)2) (4.1)
where Ω is the vorticity tensor and S is the rate-of-strain tensor [12].
Figure 4.2: Sketch of the salient flow features around the Ahmed body with α =
25◦ from Guilmineau [10]
4.1.1 Fine Wall-Function Grid
The top and profile views of the Ahmed body and contours of the Q-criterion on
the fine wall-function grid are shown in Figure 4.3 for both the DOEE and ID-
DES models. Near the front of the body around the transition from the nose to the
bottom and side surfaces, both simulations resolve a pair of hairpin-like vorticies
that stretch along approximately 75% of the body length. The top views illustrate
21
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(a) DOEE
(b) IDDES
Figure 4.3: Flow structures (Q-criterion = 105) around the Ahmed body (α = 25◦)
from the top (left) and side (right). Fine wall-function grid.
two strong counter-rotating vortices rolling off from the transition between the top
and sides of the vehicle to the slant. These low-pressure inviscid structures com-
pact the separated region along the slant surface and affect the pressure gradient
in the wake of the body. An accurate resolution of these structures is necessary
in predicting the reattachment of the boundary layer towards the lower section of
the slant [20]. Both turbulence models yield similar distributions of the vortical
structures in the rear region. The DOEE wake region has a slightly more dense
concentration of vorticies but the salient features are well resolved in both sim-
ulations. The IDDES simulation resolves fewer small vortex filaments along the
side and top surfaces within the attached boundary layer likely due to the damping
effects of the RANS mode active in these areas.
4.1.2 Medium Wall-Function Grid
The medium grid iso-surfaces of the Q-criterion are depicted in Figure 4.4. The
static one-equation eddy-viscosity model (OEE) is also used on the medium wall-
function grid to investigate the benefits and limitations of the dynamic coefficient
adjustment procedure for this problem. The dynamic model is shown to retain
more of the small-scale vorticies along the top and side surfaces compared to the
OEE and the IDDES simulations. Because the static OEE model coefficients are
not adjusted based on the resolved information, the resulting effective viscosity
is larger in the near-body region compared to the DOEE results leading to the
suppression of the small vortical scales. The static model also retains the pair
of front hairpin vorticies past the back plate of the Ahmed body and into the
22
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(a) DOEE
(b) OEE
(c) IDDES
Figure 4.4: Flow structures (Q-criterion = 105) around the Ahmed body (α = 25◦)
from the top (left) and side (right). Medium wall-function grid.
turbulent wake. A survey of experimental results indicates that these structures
break-down before reaching the rear of the vehicle and thus the results of the OEE
model are likely an artifact of the turbulence model rather than of the flow physics.
The OEE model dampens the small vortical structures in the slant region between
the two counter-rotating vorticies and over predicts the length of the separation
bubble along the centerline of the slant surface. Similar to the fine grid results,
both DOEE and IDDES yield a similar distribution of flow features in the wake
of the vehicle with DOEE retaining some of the smallest features. The large low
pressure region in the rear is dominated by turbulent vortical structures without
a particular directional alignment. The strong counter-rotating vorticies and the
separation bubble in the slant region are resolved by both models.
4.1.3 Coarse Wall-Function Grid
The flow structures identified on the coarse grid with the same level of the Q-
criterion are shown in Figure 4.5. The contour level is reduced by an order of
magnitude in Figure 4.6 to identify some of the salient features that can be re-
solved on this relatively coarse grid. Both models resolve the small wake features
and the counter-rotating vorticies to a lesser extent due to the grid resolution. The
dynamic one-equation model is again found to retain a larger portion of the small-
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est vortical structures, especially in the wake region and in the slant region. The
IDDES model predicts a mostly attached boundary layer across the slant contrary
to the experimental findings. The DOEE model is found to predict some sepa-
ration in the upper part of the slant. Most small-scale vortical structures are not
resolved on the coarse grid using the IDDES model because approximately 20%
of the domain in the near-body region is simulated in the RANS mode. On the
medium and fine grids where IDDES maintains the small scales only approxi-
mately 10% of the domain is active in the RANS mode. The RANS model in
those cases is operating in the expected areas where the turbulent boundary layer
remains attached.
(a) DOEE
(b) IDDES
Figure 4.5: Flow structures (Q-criterion = 105) around the Ahmed body (α = 25◦)
from the top (left) and side (right). Coarse wall-function grid.
4.2 Wake Flow
The flow features in the rear of the vehicle are inspected further by studying time-
averaged velocity streamlines and profiles as well as the fluctuating velocity pro-
files along the top and the slant surfaces. The numerical simulations performed
here are compared against the experimental results of Lienhart et al. [16]. The
main points of comparison in the time-averaged streamlines are the length and the
characteristics of the recirculation regions behind the vehicle because the experi-
mental streamlines are not captured in the near-body region. The velocity profiles
along the top and the slant surfaces are used to examine this near-body region in
greater detail to understand the ability of the present turbulence models in predict-
ing flow separation and reattachment.
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(a) DOEE
(b) IDDES
Figure 4.6: Flow structures (Q-criterion = 104) around the Ahmed body (α = 25◦)
from the top (left) and side (right). Coarse wall-function grid.
4.2.1 Time-Averaged Wake Streamlines
The mean centerline streamlines calculated on the fine grid are shown in Fig-
ure 4.7. Both DOEE and IDDES predict a separation bubble at the transition edge
between the top and the slant surfaces followed by reattachment of the flow near
the midpoint of the slant. The sharp edge at the transition of the slant surface to
the vertical back surface leads to a geometry-induced separation and the forma-
tion of a large recirculation region. Similarly, the ninety degree transition from
the bottom surface to the back of the vehicle yields to the formation of a second
smaller counter-rotating recirculation region. Both turbulence models predict a
similar length of the recirculation zone of approximately 200 mm behind the back
surface of the vehicle. The bottom region is larger in the DOEE results and hence
the top recirculation region is compressed and reduced in size. Furthermore, the
center of the top region is somewhat higher than what is reported in the experi-
ments and somewhat lower in the IDDES results. In qualitative comparison, both
models closely match the experimental results.
The medium grid results are summarized in Figure 4.8. The separation bubble
at the top of the slant surface is captured by the DOEE and the IDDES simulations
whereas the static OEE model significantly over predicts the size of the bubble.
The recirculation zones in the rear are also poorly predicted with OEE compared
to the results of DOEE and IDDES. The length of this zone is approximately 20%
shorter than the experimental length and the top recirculation zone dominates the
wake flow. A large separation bubble is also predicted on the no-slip floor near
100 mm≤ x ≤ 200 mm unlike in the other two simulations and the experimental
measurements. The dynamic variant of the one-equation model yields a somewhat
25
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(a) DOEE
(b) IDDES
Figure 4.7: Time-averaged velocity streamlines in the wake for the fine wall-
function grid compared to the experimental results of Lienhart et al. [16] (left
column)
longer recirculation length than IDDES but both methods successfully predict the
mean wake flow along the centerline.
Figure 4.9 presents the time-averaged streamlines computed on the coarse
grid. The lack of the upper slant separation bubble in the IDDES simulation is
the most striking result especially when compared to the DOEE results. The dy-
namic model is capable of capturing the separation bubble on a fairly coarse grid
with less than one million cells whereas the IDDES method completely misses
this important flow feature and the related adverse pressure gradient. Addition-
ally, the IDDES simulation yields an unphysical separation bubble on the no-slip
floor similar to what is predicted by the OEE model on the medium grid. The
length of the recirculation regions is similar with both methods but the DOEE
simulation better predicts the weakening of the top region and the mean trajectory
of the streamlines.
26
Dept. of NA&ME, University of Michigan 27
(a) DOEE (b) OEE
(c) IDDES (d) [16]
Figure 4.8: Time-averaged velocity streamlines in the wake for the medium wall-
function grid
4.2.2 Velocity Profiles
The characteristics of the separation bubble near the upper section of the slant sur-
face are examined by sampling the time-averaged and fluctuating velocity compo-
nents along 13 vertical sample lines on the centerline of the vehicle. This detailed
study allows for a direct comparison of the predictive capability of each turbulence
model of the complex near-body flow.
The time-averaged streamwise velocity component is sampled on the fine
wall-function grid and compared against the experimental data in Figure 4.11.
The upper slant region including the end of the top surface compares well with
the experiments using both turbulence modeling techniques. The flow remains
attached until reaching the transition edge where flow separation is captured by
both models with strong agreement to the experimental data. The flow reattaches
at approximately x = −100 mm or the mid point of the slant and the lower sec-
tion of the slant surface is characterized by an attached turbulent boundary layer.
The IDDES simulation better predicts the reattachment and the resulting attached
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(a) DOEE
(b) IDDES
Figure 4.9: Time-averaged velocity streamlines in the wake for the coarse wall-
function grid compared to the experimental results of Lienhart et al. [16] (left
column)
boundary layer on the lower section of the slant. The DOEE simulation over
predicts the magnitude of the streamwise velocity component and both methods
somewhat over predict the mean velocity near the edge at x = 0 mm. The fluc-
tuating streamwise velocity component is shown in Figure 4.12. The streamwise
component dominates the spanwise and vertical components in this flow and thus
it is an appropriate proxy for the resolved turbulent kinetic energy. The predicted
profiles along the top and slant surfaces are very similar between the two mod-
els and both match the experimental results well. The near-body magnitude is
somewhat under predicted between −160 mm≤ x≤−100 mm where the flow is
separated but once the flow reattaches both models predict the measured fluctua-
tions.
The wall-resolved grid results are summarized in Figures 4.13 and 4.14. A
finer resolution of the viscous sublayer with an average y+= 1 should improve the
28
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overall prediction of the near-body flow characteristics. However, the mean flow
in the separation bubble is under predicted and the reattachment point is lower
along the length of the slant surface than in the fine wall-function grid results and
the experiments. The fine near-wall resolution does improve the mean flow ve-
locity towards the end of the vehicle. The fluctuating component is mostly under
predicted within the separation bubble likely due to the over predicted length of
this feature and thus an overall weakening of the flow inside.
The poorer results along the upper section of the slant can be explained by the
collapse of the prism layers at the transition edge as shown in Figure 4.10. (We
note that we are novice users of helyxHexMesh, indeed this is the first time we
have used the software to generate a grid. The tool has the intrinsic capability to
generate continuous prism layers over the slant edge, it is just that within the time
constraints of our work we were not able to go back and generate such a grid.)
Figure 4.10: Collapse of near-body prism layers around the top-to-slant transition
region on the wall-resolved grid
The relatively high Reynolds number requires extremely small near-body cells
on the order of 10−5 m to produce a wall-resolved grid. These cells are generated
along the length of most surfaces of the Ahmed body but their large aspect ratio
results in the collapse of the prism layers near relatively sharp edges. The grid
generation processes attempts to smoothly transition to where no prism layers
can be grown but the extreme jump in cells size at this critical location is likely
affecting the ability of the DOEE and IDDES models to correctly resolve the
separation bubble. Additionally, the small cell size required to resolve the viscous
sublayer increases the overall cell count by approximately 50% relative to the
y+ = 5 grid.
The results of the three turbulence models tested on the medium grid are sum-
marized in Figures 4.15 and 4.16. Before separation on the top surface, the IDDES
and OEE models under predict the mean velocity unlike the DOEE simulation.
The vortical structures across the top surface identified in the previous discussion
also indicate that the DOEE model is often capable of accurately describing the
attached turbulent boundary layer. However, once the flow separates, the IDDES
method is superior in predicting the mean and the turbulent near-body velocity
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profiles. For example, Figures 4.15 and 4.16 show the streamwise time-averaged
and the RMS velocity component on the lower slant section, respectively. The ID-
DES model closely matches the experimental data points whereas the OEE model
significantly over predicts the size of the separation bubble – reaching all the way
to the end of the vehicle – and the DOEE model under predicts the size of the sepa-
ration bubble. On the medium grid, the IDDES simulation yields an average y+ of
approximately 30, right at the upper end of the buffer region. The high Reynolds
number channel flow results show that this non-dimensional near-wall spacing is
still capable of resolving the near-wall behavior but with larger y+ values the RMS
components are unlikely to be resolved accurately.
The coarse grid results shown in Figures 4.17 and 4.18 verify the channel
flow findings. On this grid, the average y+ using IDDES is approximately 80 and
approximately 40 for the DOEE simulation. The mean flow within the attached
boundary layer across the top surface is captured by both models but IDDES fails
to the predict the turbulent content and the separation bubble completely. The
wall-modeled LES simulation with the DOEE model is found to be surprisingly
predictive on this coarse grid. The points of separation and reattachment are cap-
ture accurately and the turbulent content within the separation bubble and the
reattached boundary layer closely matches the experiments.
30
Dept. of NA&ME, University of Michigan 31
 280
 300
 320
 340
 360
 380
 400
-240 -220 -200 -180 -160 -140
z 
(m
m)
x (mm)
DOEE
IDDES
Exp
(a) Upper slant
 200
 250
 300
 350
 400
-120 -100 -80 -60 -40 -20  0
z 
(m
m)
x (mm)
DOEE
IDDES
Exp
(b) Lower slant
Figure 4.11: Mean streamwise velocity profiles along the slant on the fine wall-
function grid
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Figure 4.12: RMS streamwise velocity profiles along the slant on the fine wall-
function grid
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Figure 4.13: Mean streamwise velocity profiles along the slant on the wall-
resolved grid
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Figure 4.14: RMS streamwise velocity profiles along the slant on the wall-
resolved grid
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Figure 4.15: Mean streamwise velocity profiles along the slant on the medium
wall-function grid
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Figure 4.16: RMS streamwise velocity profiles along the slant on the medium
wall-function grid
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Figure 4.17: Mean streamwise velocity profiles along the slant on the coarse wall-
function grid
37
Dept. of NA&ME, University of Michigan 38
 280
 300
 320
 340
 360
 380
 400
-240 -220 -200 -180 -160 -140
z 
(m
m)
x (mm)
DOEE
IDDES
Exp
(a) Upper slant
 200
 250
 300
 350
 400
-120 -100 -80 -60 -40 -20  0
z 
(m
m)
x (mm)
DOEE
IDDES
Exp
(b) Lower slant
Figure 4.18: RMS streamwise velocity profiles along the slant on the coarse wall-
function grid
4.3 Aerodynamic Forces
An accurate prediction of the global flow quantities such as the drag coefficient
is important to many industrial applications. Here, the time-averaged drag coeffi-
cient is computed as:
CD =
2Fx
ρU2A
(4.2)
where Fx is the total force in the direction of the flow and the reference area A
is the projected frontal area of the vehicle. The average drag coefficients as a
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Case Re (10−6) CD ∆ from [1] (%) ∆ from [27] (%) ∆ from [13] (%)
DOEE-WR 1.39 0.327 9.73 -9.17 7.21
DOEE-fine 1.39 0.306 2.68 -15.0 0.33
DOEE-medium 1.39 0.312 4.70 -13.3 2.30
DOEE-coarse 1.39 0.330 10.7 -8.33 8.20
OEE-medium 1.39 0.445 49.3 24.6 45.9
IDDES-WR 1.39 0.351 17.8 -2.50 15.1
IDDES-fine 1.39 0.337 13.1 -6.39 10.5
IDDES-medium 1.39 0.348 16.8 -3.33 14.1
IDDES-coarse 1.39 0.361 21.1 0.28 18.4
Ahmed et al. [1] 4.29 0.298 - -17.2 -2.30
Thacker et al. [27] 1.40 0.3601 20.8 - 16.4
Joseph et al. [13] 1.40 0.3051 2.35 -14.1 -
Strachan et al. [26] 1.70 0.3002 0.67 -16.7 -1.64
Conan et al. [5] 3.48 0.3131 5.03 -13.1 2.62
Table 4.2: Drag coefficient as a function of grid refinement and turbulence mod-
eling. Difference from the experimental value ∆ is reported as a percentage.
function of grid refinement and turbulence modeling are summarized in Table 4.2.
Several experimental studies with the slant angle of 25◦ are also summarized in-
cluding the original work of Ahmed et al. [1], and more recent work by Thacker
et al. [27], Joseph et al. [13], Strachan et al. [26], and Conan et al. [5]. The drag
coefficients are corrected for the presence of the support legs and where necessary,
an approximate support leg drag coefficient of ClegsD = 0.03 is subtracted. The
drag coefficients are also compared visually in Figure 19(a). The breakdown of
the nose CK , slant CS, and back CB surface pressure drag components is visualized
against the experimental results of Ahmed et al. [1] in Figure 19(b). The residual
viscous coefficient CR is the difference between the total drag measured with load
cells and the sum of the three pressure drag coefficients.
Both the IDDES and the DOEE series of simulations on the coarse, medium,
and fine grids show a converging trend as a function of the grid refinement. The
wall-resolved results depart from this trend due to the collapsed prism layers and
thus a relatively poor prediction of the flow in the wake of the vehicle. The large
CD outlier result from the OEE simulation is expected because of the over pre-
dicted separation bubble and a poor estimation of the adverse pressure gradient.
The series of DOEE simulations approach the experimental drag coefficient of
Ahmed et al. [1] with a coefficient of 0.306 on the fine grid that is approximately
2.7% larger than the experimental measurement. This experimental drag coef-
ficient is the lowest of many published results and it is contrasted by the recent
results of Thacker et al. [27] who report a mean drag coefficient of 0.390 be-
fore correcting for the drag of the supports. The low drag coefficient reported by
Ahmed et al. [1] may be related to the Reynolds number that is three times larger
compared to the present study and the experiments of Thacker et al. [27] and
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Figure 4.19: Ahmed body (α = 25◦) total drag coefficients and its components as
a function of grid refinement and turbulence modeling
Joseph et al. [13]. A larger Reynolds number of Re = 3.8×106 is also studied by
Thacker et al. [27] and the reported drag coefficient CD = 0.384 is approximately
1.6% smaller than at Re = 1.4× 106. The IDDES series of simulations conver-
gences to a fine grid coefficient of 0.337 that is in-between the two extremes of
the experimental results.
Pressure drag components and the residual viscous component are summa-
rized in Figure 19(b). The simulations that fail to accurately describe the tur-
bulent content across the slant surface and thus the separation of the flow (OEE
and IDDES-coarse) are shown to significantly over predict the pressure drag of
the nose surface. The separation bubble has a strong influence on the pressure
distribution in the rear of the vehicle and thus on the pressure field around the
entire body. The medium and fine IDDES results for the nose pressure drag are
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close to the experimental value but both simulations over predict the back and
slant pressure drag components and slightly under predict the viscous component.
The DOEE simulations also over predict the back and slant components and under
predict the viscous drag. Furthermore, the nose pressure drag is smaller than the
experimental value and it becomes negative on the medium and fine grids. This
net decrease in the pressure drag acts to reduce the total drag coefficient and to
bring the numerical values closer to those of Ahmed et al. [1]. However, the can-
cellation of the pressure drag components does not correspond to the measured
component breakdown. Overall, the fine IDDES simulation yields a pressure and
viscous drag distribution that is the most similar to the experimental findings of
Ahmed et al. [1].
4.4 Computational Effort
The computational effort for the Ahmed body simulations is summarized in Ta-
ble 4.3. The FLUX High Performance Computing (HPC) cluster the University of
Michigan is used to perform all simulations. The number of computational cores
used for each case is varied as a function of the grid size to yield a maximum of
approximately 50,000 cells per core. The execution times required to compute a
single flow-over or the time for a particle to move from the front to the back of the
Ahmed body are listed in wall-hours (physical time).
The fine grid results indicate that the one-equation model requires approxi-
mately 7% more computing time compared to the IDDES model. However, the
opposite is found on the medium grid where the IDDES simulation takes approx-
imately 8% more wall-hours. The overall computational cost is thus similar be-
tween DOEE and IDDES and the variation reported here is likely linked to the
variability in the hardware used for each simulation4. The similarity in the execu-
tion time is expected because both models rely on a single transport equation, a
wall function, and because of the consistency of the numerical method and of the
grids used for benchmarking.
The timing results between the IDDES and the OEE simulation can be used
as a proxy to demonstrate the scaling of the pimpleFoam solver as a function of
the number of cores. The OEE simulation uses the medium grid and 120 more
cores than the IDDES simulation using the same grid resolution. The turbulence
modeling is different between these two cases but neither model uses a dynamic
procedure to compute the subgrid stresses unlike the DOEE model. Furthermore,
both IDDES and OEE models solve a single transport equation and both use a
wall function. Between the 180 cores used for IDDES-medium and 300 cores
1Approximate drag of the support legs used in experiment (ClegsD = 0.03) is subtracted
2Moving floor, no support legs
3Initialized from medium-grid results
4FLUX HPC is composed of over 16,000 cores that vary in hardware architecture and efficiency
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Case Cell Count (10−6) Cores (-) Memory (GB) Time / Flow-Over (hr)
DOEE-WR3 30.2 600 1,800 8.05
DOEE-fine3 21.1 300 900 4.04
DOEE-medium 7.91 180 540 0.81
DOEE-coarse 0.78 60 180 0.06
OEE-medium 7.91 300 900 0.49
IDDES-WR3 30.2 504 1,512 9.19
IDDES-fine3 21.1 300 900 3.77
IDDES-medium 7.91 180 540 0.89
IDDES-coarse 0.78 48 144 0.14
Table 4.3: Summary of the computational effort for the Ahmed body simulations
for OEE-medium cases, the solver is shown to have close to a linear scaling in
execution time.
5 Conclusions
This report summarizes two benchmarking studies focusing on the numerical sim-
ulation of high-Reynolds number external flows with applications to many in-
dustrial problems. The canonical flow of a fully-developed turbulent channel
flow and the flow past the Ahmed body are evaluated using LES and hybrid
RANS/LES models. Wall-resolved and wall-modeled large-eddy simulations us-
ing the one-equation eddy-viscosity and its dynamic variant are evaluated as well
as the improved delayed detached-eddy simulations based on the one-equation
Spalart-Allmaras model.
The channel flow problem is based on a relatively simple geometry of two
parallel no-slip plates and a turbulent flow driven by a pressure gradient. Two
Reynolds numbers are simulated to evaluate the sensitivity of the models to the
size of the attached boundary layer and the resolution of the viscous sublayer. The
universal wall-function of Spalding [25] is applied at both Reynolds numbers and
it is found to have some sensitivity to the near-wall resolution as well as to the
turbulence modeling approach. The IDDES model is more robust than the LES
models across the range of Reynolds numbers and the non-dimensional distance to
the wall of the first grid point. The resolution of the near-wall velocity fluctuations
requires near-wall spacing of less than y+ ≈ 15. The fluctuations are shown to be
damped by the RANS mode of IDDES when the first grid point off the wall is
placed deeper into the buffer region or in the log layer.
The flow past the Ahmed body with the slant angle of α = 25◦ is evaluated
at the length-based Reynolds number of Re = 1.39×106. Both the wall-modeled
LES and IDDES methods are shown to accurately resolve the inviscid salient fea-
tures of the flow including the counter-rotating vorticies shed at the transition point
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between the top and the slant surfaces. The separation bubble formed at the top of
the slant is captured on all grids using the dynamic one-equation eddy-viscosity
LES model including a relatively coarse grid composed of approximately 780,000
cells. The IDDES method incorrectly predicts a fully-attached flow across the
slant surface on the same coarse grid. However, the turbulent content within the
separation bubble and the reattached boundary layer are predicted more accurately
with IDDES on the medium and fine wall-function grids. The breakdown of the
individual pressure drag components including the nose, slant, and back surfaces
as well as the viscous component computed on the fine IDDES grid are found to
be the closest to the experimental results of Ahmed et al. [1].
The robustness of the wall-modeled LES approach based on the dynamic one-
equation eddy-viscosity model across a range of grid resolutions is an important
feature for application to high-Reynolds number external flows. This approach
is found to predict some of the most important features of a ground vehicle flow
using relatively coarse grids that are useful in the early design stages. The ID-
DES approach is demonstrated to yield better predictions of the near-body flow
including regions of attached and separated flow as long as a sufficiently fine grid
is used. Furthermore, the IDDES model better predicts the individual drag com-
ponents compared to the wall-modeled LES approach. The findings reported in
this work demonstrate that both the hybrid RANS/LES methods and wall-modeled
LES are viable options for external aerodynamic simulations.
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