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Abstract
LetVbe aﬁnite expandedgroup, e.g., a ring or a group.We investigate the near-ring 〈C0(V);+, ◦〉of
zero-preserving congruence-preserving functions onV. We obtain some information on the structure
of 〈C0(V);+, ◦〉 from the lattice of ideals of V: for example, the number of maximal ideals of
〈C0(V);+, ◦〉 is completely determined by the isomorphism class of the ideal lattice of V.
© 2005 Elsevier B.V. All rights reserved.
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1. Motivation
1.1. Motivation from near-ring theory
We let V be an expanded group, i.e., a group with possible further operations. (All
groups, rings, near-rings, and all-groups in the sense of [13] are such expandedgroups.)We
investigate the near-ring 〈C0(V);+, ◦〉 of zero-preserving congruence-preserving functions
of V. It is clear that a lot of information on C0(V) can be obtained from investigating the
ideal lattice of V. For the case that the ideal lattice of V is a three element chain, Cannon
and Kabza have determined the full ideal lattice of 〈C0(V);+, ◦〉 [6,7]. Let us now consider
any ﬁnite expanded groupV. If A,B are ideals ofV such that A<B and there is no ideal I
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of V with A<I <B (abbreviated by A ≺ B), then B/A is a simple C0(V)-group, and the
annihilator AnnC0(V)(B/A) is a maximal ideal of the near-ring C0(V). It is known that all
maximal ideals of 〈C0(V);+, ◦〉 arise as such annihilators (see [2, Theorem 1.2]). However,
if we want to determine the number of maximal ideals of 〈C0(V);+, ◦〉, we need to know
when different pairs of ideals of V give rise to the same annihilator. A statement on this
matter is that for all ideals A′, B ′ of V with A′ ≺ B ′, the annihilator of B ′/A′ is equal to
the annihilator of B/A if and only if B/A and B ′/A′ are isomorphic C0(V)-groups (cf. [3,
Corollary 1.4]). Hence, we are looking for a criterion that tells us when B/A and B ′/A′
are isomorphic. The isomorphism theorem yields a sufﬁcient condition: if B + A′ = B ′
and B ∩ A′ = A, then B/A and B ′/A′ are C0(V)-isomorphic. More generally, a repeated
application of this argument shows that if the intervals I [A,B] and I [A′, B ′] are projective
(see [9, p. 170]) intervals in the ideal lattice ofV, thenB/A andB ′/A′ areC0(V)-isomorphic.
Somewhat surprisingly, also the converse is true: if B/A and B ′/A′ are C0(V)-isomorphic,
then the intervals I [A,B] and I [A′, B ′] are projective. The main endeavour of the present
paper is to establish this converse (Theorem 5.1), and some of its consequences: we will
determine much of the structure of 〈C0(V);+, ◦〉 modulo its radical from the ideal lattice of
V (Theorems 6.1, 6.5, and 6.6), and we will prove that the distributive elements of the ideal
lattice of V are precisely those that are the range of an idempotent congruence-preserving
function of V (Corollary 7.1).
1.2. Motivation from universal algebra
Let A be a universal algebra. Then a function f : A → A is congruence-preserving if
for all x, y ∈ A, 〈f (x), f (y)〉 lies in the congruence generated by 〈x, y〉. Such functions
are also studied in [11]. In this paper, we try to obtain information on such functions by
examining the congruence lattice of A. Let 0 be an element of A. For a congruence 
of A, let 0/ denote the class of elements that are congruent to 0 modulo . We assume
that , , ,  are such that the intervals I [, ] and I (, ] are projective intervals of the
congruence lattice ofA. Let f be a congruence-preserving function ofA with f (0)=0. IfA
lies in a congruence permutable variety, we have f (0/) ⊆ f (0/) iff f (0/) ⊆ f (0/).
Now we look for a converse: for two congruences ,  of A, we write  ≺  if <  and
there is no  ∈ ConA such that < < . Suppose that , , ,  ∈ ConA are such that
 ≺ ,  ≺ , and for every congruence-preserving f with f (0)=0 we have f (0/) ⊆ 0/
iff f (0/) ⊆ 0/. Is it then true that the intervals I [, ] andI [, ] are projective? In this
paper, we show that this is really the case if A is a ﬁnite algebra with group reduct.
Much information on an algebra is contained in its lattice of congruences and the com-
mutator operation [14, Deﬁnition 4.150] of the congruences. Given the lattice, there are
often not many ways a possible commutator operation can behave: if an algebra A in a
congruence permutable variety has M3 (the smallest modular non-distributive lattice) as
its congruence lattice, then the commutator operation satisﬁes [1A, 1A] = 0A, and hence
the algebra is polynomially equivalent to a module over a ring. Now given ConA, we may
ask “how big” the commutator operation can become. To this end, we consider the algebra
〈A;CompA〉, where CompA denotes the clone of all congruence-preserving operations
on A. What can we say about the commutator of this algebra? Lemma 6.3 ﬁnds “non-
abelian” prime quotients [9, p. 169] of the congruence lattice of 〈A;CompA〉 for ﬁnite
76 E. Aichinger / Journal of Pure and Applied Algebra 205 (2006) 74–93
expanded groups: let A be a ﬁnite expanded group, and let  be a join irreducible element
of ConA. If there is no join irreducible  ∈ ConA such that I [−, ] and I [−, ] are
projective and  
= , then in the algebra 〈A;CompA〉, we have [, ] = . This result
completely determines the non-abelian and abelian prime quotients in the congruence lat-
tice of 〈A;CompA〉 (Corollary 6.4). Hence it completely determines the labeling of the
prime quotients in the congruence lattice of 〈A;CompA〉 in the sense of Tame Congruence
Theory [10].
2. Notation
2.1. Expanded groups
As in [14], we will often write an algebra in bold letters (A), and its universe in plain
letters (A).We call an algebraV an expanded group iff it has + (binary) among its operation
symbols, and 〈V ;+〉 is a (not necessarily abelian) group, and we will denote its neutral
element by 0.
The congruences on an expanded groupV=〈V ;+, f1, f2, . . .〉 can be described by ideals:
a subset A of V is an ideal of V if A is a normal subgroup of 〈V ;+〉, and we have
fi (v1 + a1, . . . , vk + ak) − fi (v1, . . . , vk) ∈ A
for all k ∈ N, for all k-ary fundamental operations fi of V, and for all v1, . . . , vk ∈ V and
a1, . . . , ak ∈ A. The lattice of ideals ofV is abbreviated by IdV. We will write both A∩B
and A ∧ B for the intersection of the ideals A and B, and both A + B and A ∨ B for their
sum. The ideal generated by v ∈ V is denoted by Idealv(v).
A function f : V → V is called a congruence-preserving function on V if for all
x, y ∈ V , and for all idealsA ofV with x−y ∈ A, we have f (x)−f (y) ∈ A; equivalently,
f is congruence-preserving if f (x)− f (y) ∈ Idealv(x − y) for all x, y ∈ V . We deﬁne the
set C0(V) by
C0(V) := {f : V → V |f is congruence-preserving on V and f (0) = 0}.
2.2. Near-rings and N -groups
A near-ring is an algebra 〈N;+, ◦〉, where 〈N;+〉 is a (not necessarily abelian) group,
〈N; ◦〉 is a semigroup, and the two operations are connected by the distributive law (n1 +
n2)◦n3=n1◦n3+n2◦n3. Near-rings arise by studying functions on groups: letG=〈G;+〉
be a group. On M0(G) := {f : G → G|f (0) = 0}, we deﬁne addition pointwise and ◦ as
functional composition. The algebra 〈M0(G);+, ◦〉 is a near-ring and it contains C0(G) as
a subnear-ring. The books [16,15] are entirely devoted to near-rings.
Let 〈N;+, ◦〉 be a near-ring. An N -group is a group 〈G;+〉 with an operation ∗ :
N × G → G such that m ∗ (n ∗ x) = (m ◦ n) ∗ x and (m + n) ∗ x = m ∗ x + n ∗ x for all
m, n ∈ N and x ∈ G. If 〈N;+, ◦〉 has an identity 1, then G is called unital if 1 ∗ x = x
for all x ∈ G. The N -groups G1 and G2 are N-isomorphic if there is a group isomorphism
 : G1 → G2 such that (n ∗ x) = n ∗ (x) for all n ∈ N , x ∈ G1.
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Let 〈N;+, ◦〉 be a zero-symmetric near-ring with identity, and letG be a unitalN -group.
We say that G is a tame N -group [18] iff for all l, g ∈ G and n ∈ N there is an m ∈ N such
that n∗(g+ l)−n∗g=m∗ l. Now let 〈N;+, ◦〉 be a zero-symmetric near-ring with identity,
and let G be a tame N -group. We denote the lattice of all N -subgroups of G by IdN G. For
N -subgroups A, B of G with A<B, we deﬁne an N -group B/A as follows: B/A is the set
{b + A|b ∈ B}. Addition on this set is deﬁned by (b1 + A) + (b2 + A) := (b1 + b2) + A
for all b1, b2 ∈ B. The operation of N on B/A is given by
n ∗ (b + A) := (n ∗ b) + A for all n ∈ N, b ∈ B.
By AnnN(B/A), we denote the set {n ∈ N |n ∗ B ⊆ A}.
2.3. The near-ring of congruence-preserving functions
Let V be an expanded group. Then 〈C0(V);+, ◦〉 is a near-ring. It operates on V by
c ∗ v := c(v) for all c ∈ C0(V), v ∈ V . From the deﬁnition of ideals, one can infer the
following fact.
Proposition 2.1. LetV be an expanded group, and letX be a subset ofV .Then the following
are equivalent:
(1) X is an ideal of V.
(2) For all x1, x2 ∈ X and c ∈ C0(V), we have c(x1) ∈ X and x1 + x2 ∈ X.
Hence, the C0(V)-subgroups of the C0(V)-group V are precisely the ideals of the ex-
panded group V. Furthermore, the C0(V)-group V is tame.
Proposition 2.2. Let V be an expanded group, let E be an ideal of V, let X be a subset
of E, and let E be the expanded group 〈E;+, {c|E | c ∈ C0(V)}〉. Then the following are
equivalent:
(1) X is an ideal of E.
(2) X is an ideal of V.
Proof. (1) ⇒ (2): Let X be an ideal of E. We will use Proposition 2.1 to show that X is an
ideal ofV. Thus, we ﬁx x ∈ X and c ∈ C0(V). Then c(x)= c|E(x)= c|E(0+ x)− c|E(0).
Since X is an ideal of E, the last expression lies in X. (2) ⇒ (1): We let X be an ideal
of V. In order to show that X is an ideal of E, we show that for all x ∈ X, e ∈ E, and
c ∈ C0(V), we have c|E(e + x)− c|E(e) ∈ X. We ﬁx e ∈ E, x ∈ X, and c ∈ C0(V). Then
we have c|E(e + x) − c|E(e) = c(e + x) − c(e). Since X is an ideal of V and c preserves
the congruences of V, the last expression lies in X. 
2.4. Lattices
We will see that much of the structure of 〈C0(V);+, ◦〉 is determined by the lattice Id V.
If ,  are elements of the lattice L with , we deﬁne I [, ] := { ∈ L|}. We
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say that I [, ] transposes up to I [, ] iff =∧ and =∨ and write I [, ] ↗ I [, ]
or I [, ] ↘ I [, ]. The smallest equivalence relation that contains ↗ will be abbreviated
by (. If I [, ](I [, ], we say that the two intervals are projective.
We write  ≺  iff <  and there is no  ∈ L with < < . The interval I [, ] is
then called a prime quotient of L. Now let L be a complete lattice. An element  ∈ L
is called strictly meet irreducible if <∧{ ∈ L|> }. If  is strictly meet irreducible,
we deﬁne + := ∧{ ∈ L|> }. We then have  ≺ +. An element  ∈ L is called
strictly join irreducible if >∨{ ∈ L|< }. If  is strictly join irreducible, we deﬁne
− := ∨{ ∈ L|< }. We then have − ≺ .
Let 〈N;+, ◦〉 be a zero-symmetric near-ring with identity, and let G be a tame N -group.
From the homomorphism theorem, one obtains that if A,B,C,D are N -subgroups of G
such that I [A,B] and I [C,D] are projective intervals of IdN G, then B/A and D/C are
isomorphic N -groups (cf. [3, Lemma 1.2; 2, Proposition 2.1]).
3. Some facts about modular lattices
We shall use several well-known facts about the strictly join and strictly meet irreducible
elements of complete modular lattices. We collect these facts in this section.
Proposition 3.1. Let L be a complete modular lattice, and let ,  ∈ L be such that a ≺ .
(1) If  ∈ L is strictly meet irreducible, and , , then I [, ] ↗ I [, +].
(2) If  ∈ L is strictly join irreducible, and , , then I [, ] ↘ I [−, ].
Proof. (1): We ﬁrst prove  ∧  = . We have  ∧ . Since , we have  ∧ < .
Since  ≺ , this implies  ∧ = . Now we prove
 ∨ = +. (3.1)
Since , we have  ∨ > . Next, we prove
+. (3.2)
Seeking a contradiction, we suppose +. Then we have + ∧ < . Since we have
+ ∧ , we obtain + ∧ = , and therefore + ∧ . Hence we have = ∨ (+ ∧
)=+∧ (∨). Since , we have ∨+. Therefore, +∧ (∨)=+.Altogether,
we obtain the contradiction = +, which proves (3.2). Hence we have  ∨ +, which
completes the proof of (3.1). (2): We apply (1) to the dual of L. 
Proposition 3.2. Let L be a complete modular lattice, let  be a strictly meet irreducible
element of L, and let  be a strictly join irreducible element of L. Let ,  ∈ L be such that
 and . Then we have
(1) I [, +] ↘ I [ ∧ , + ∧ ].
(2) I [−, ] ↗ I [− ∨ ,  ∨ ].
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Proof. By Proposition 3.1 (1), it is sufﬁcient to prove + ∧ . Seeking a contradiction,
we suppose +∧. Then we have =∨(+∧)=(∨)∧+. Since  is strictly meet
irreducible, we have ∨ =, and hence . This contradiction completes the proof. The
second statement follows by applying the ﬁrst statement to the dual of L. 
Proposition 3.3. Let L be a complete modular lattice, let  be a strictly join irreducible
element of L, and let  ∈ L with . If  is maximal with the property , , then 
is strictly meet irreducible, and we have I [−, ] ↗ I [, +].
Proof. We ﬁrst show that  is strictly meet irreducible. Seeking a contradiction, we suppose
= ∧{ ∈ L|> }. By the maximality of , every  with >  satisﬁes . This yields
, a contradiction. Hence  is indeed strictly meet irreducible. Now we show I [−, ] ↗
I [, +]. By Proposition 3.1 (1), it is sufﬁcient to show −. Seeking a contradiction, we
suppose −.We observe that themaximality of  yields +. Nowwe have −∨=+.
Therefore, we have =∧+=∧(−∨)=−∨(∧). Since  is strictly join irreducible,
we obtain  ∧ = , which implies . This contradicts the assumption. 
Proposition 3.4. Let L be an algebraic modular lattice. We assume that , ,  are strictly
meet irreducible elements of L such that  and I [, +](I [, +]. Then either
I [, +](I [, +] or there is a strictly meet irreducible element  such that I [, +](
I [, +], , .
Proof. If  = , then obviously I [, +](I [, +]; hence we will assume < . Since
I [, +](I [, +], there is a natural number n, and there are 	1, . . . , 	2n−1,

1, . . . , 
2n−1 ∈ L such that
I [, +] ↘ I [	1, 
1] ↗ I [	2, 
2] ↘ · · · ↗ I [	2n−2, 
2n−2]
↘ I [	2n−1, 
2n−1] ↗ I [, +].
Now for each k ∈ {1, 2, . . . , n − 1}, we pick an element 2k ∈ L which is strictly meet
irreducible and satisﬁes 2k	2k , 2k
2k; by [14, Theorem 2.19], such an 2k exists.
Then Proposition 3.1(1) yields I [	2k, 
2k] ↗ I [2k, +2k]. Since ↗ is transitive, we obtain
I [, +] ↘ I [	1, 
1] ↗ I [2, +2 ] ↘ · · · ↗ I [2n−2, +2n−2]
↘ I [	2n−1, 
2n−1] ↗ I [, +].
Furthermore, we deﬁne 0 :=  and 2n := . Since , there is a smallest k ∈ {1, . . . , n}
such that 2k. We will now show 2k. Seeking a contradiction, we suppose 2k.
Then, since 2k, we have 2k < , and thus +2k. Thus, 
2k−1. From the minimal-
ity of k, we obtain 2k−2. Hence 
2k−12k−2, which contradicts I [2k−2, +2k−2]↘
I [	2k−1, 
2k−1]. Thus, 2k, and hence  := 2k satisﬁes the required properties. 
Proposition 3.5. Let L be a complete modular lattice with the descending chain condition,
and let ,  be strictly join irreducible elements of L with  
=  and I [−, ](I [−, ].
Then there is a join irreducible element  ∈ L such that , , and I [−, ](I [−, ].
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Proof. Since I [−, ](I [−, ], there is a natural number n, and there are 	1, . . . , 	2n−1,

1, . . . , 
2n−1 ∈ L such that
I [−, ] ↗ I [	1, 
1] ↘ I [	2, 
2] ↗ · · · ↘ I [	2n−2, 
2n−2]
↗ I [	2n−1, 
2n−1] ↘ I [−, ].
Now for each k ∈ {1, 2, . . . , n − 1}, we pick an element 2k ∈ L which is minimal with
2k
2k, 2k	2k . Then 2k is strictly join irreducible. Now Proposition 3.1(2) yields
I [	2k, 
2k] ↘ I [−2k, 2k]. Since ↘ is transitive, we obtain
I [−, ] ↗ I [	1, 
1] ↘ I [−2 , 2] ↗ · · · ↘ I [−2n−2, 2n−2]
↗ I [	2n−1, 
2n−1] ↘ I [−, ].
Furthermore, we deﬁne 2n := . Let k be the smallest number in {1, 2, . . . , n} such that
2k 
= . We set  := 2k . Seeking a contradiction, we suppose < . Then −. Since
−	2k−1, we obtain  ∨ 	2k−1	2k−1, which contradicts I [−, ]↗I [	2k−1, 
2k−1].
If < , then we obtain −, and hence 	2k−1, contradicting I [−, ] ↗
I [	2k−1, 
2k−1]. Hence  is the required element. 
4. Some facts about the structure of tame near-rings
The main goal of this paper is to show that if A ≺ B and A′ ≺ B ′ are ideals of a ﬁnite
expanded group such thatB/A andB ′/A′ areC0(V)-isomorphic, then the intervals I [A,B]
and I [A′, B ′] are projective intervals in the ideal lattice of V. We will ﬁrst prove this for
the special case A′ = A in Proposition 4.1 and Lemma 5.2. Some cases in which both A
and A′ are meet irreducible need to be treated in Lemmas 5.3 and 5.4, before we can ﬁnally
do the general case in the proof of Theorem 5.1. In one case of this proof, we will have to
produce a congruence-preserving function that shows that in a certain situation, B/A and
B ′/A′ cannot be C0(V)-isomorphic. The near-ring theoretic tool to produce this function is
given in Proposition 4.3.
By M3, we will denote the ﬁve element lattice of height 2.
Proposition 4.1. Let 〈N;+, ◦〉 be a zero-symmetric near-ring with identity and let V be a
tame N-group. Let E,F,G be N-subgroups of V such that E<F,E <G, and E =F ∧G.
We assume that F/E and G/E are N-isomorphic. Let L be the lattice of all N-subgroups
of V. Then we have:
(1) There is an N-subgroup S of V such that {E, S, F,G, F + G} is a sublattice of L that
is isomorphic to the lattice M3.
(2) For all n ∈ N , f1, f2 ∈ F : n ∗ ((f1 +E)+ (f2 +E))= n ∗ (f1 +E)+ n ∗ (f2 +E)
and (f1 + E) + (f2 + E) = (f2 + E) + (f1 + E).
Proof. (1): Let  be the N -isomorphism from F/E to G/E, and let  be a mapping from
F to G such that (f ) ∈ (f + E) for all f ∈ F . We deﬁne a set S by
S := {f + (f ) + e|f ∈ F and e ∈ E}.
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We show
S is an N -subgroup of V . (4.1)
To this end, we ﬁrst show that S is closed under +. Let f1, f2 ∈ F and e1, e2 ∈ E. We have
to show that
t := f1 + (f1) + e1 + f2 + (f2) + e2
lies in S. Since for all N -subgroups A,B of V , and for all elements a ∈ A and b ∈ B there
is an element c ∈ A∧ B such that a + b = b + a + c, we can ﬁnd an element e3 ∈ E such
that
t = f1 + f2 + (f1) + (f2) + e3.
We have ((f1)+(f2))+E = ((f1)+E)+ ((f2)+E)=(f1 +E)+(f2 +E)=
((f1 +E)+ (f2 +E))=((f1 +f2)+E)=(f1 +f2)+E. Hence, there is an element
e4 ∈ E such that
t = f1 + f2 + (f1 + f2) + e4 + e3.
Hence, we have t ∈ S, and thus S is closed under addition.
Now we show that for all s ∈ S, and all c ∈ N , we have c ∗ s ∈ S. We let f ∈ F and
e ∈ E, and compute
t := c ∗ (f + (f ) + e).
Since E is an N -subgroup and V is tame, there is an element e1 ∈ E such that
t = c ∗ (f + (f )) + e1.
Since for all N -subgroups A,B of V , and for all c ∈ N , there is a d ∈ A ∧ B such that
c ∗ (a + b)= c ∗ a + c ∗ b + d (see [17, Proposition 1.3]), we ﬁnd that there is an element
e2 ∈ E such that
t = c ∗ f + c ∗ (f ) + e2 + e1.
We have (c ∗ (f )) + E = c ∗ ((f ) + E) = c ∗ (f + E) = (c ∗ (f + E)) = ((c ∗
f ) + E) = (c ∗ f ) + E. Hence, there is an element e3 ∈ E such that
t = c ∗ f + (c ∗ f ) + e3 + e2 + e1.
Hence,wehave t ∈ S.This completes the proof of (4.1).Nowweprove that {E, S, F,G, F∨
G} is a sublattice of L that is isomorphic to the lattice M3; in particular, we show
S ∨ F = F ∨ G, (4.2)
S ∨ G = F ∨ G, (4.3)
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S ∧ F = E, (4.4)
S ∧ G = E. (4.5)
Since SF ∨G, we have S ∨ F F ∨G. For the other direction of (4.2), let x ∈ F ∨G.
Hence there are f ∈ F , g ∈ G such that x = f + g. Now, we let f1 ∈ F be such
that (f1 + E) = g + E. Then we have e1 ∈ E such that (f1) + e1 = g. Now we have
f +g=f +(f1)+e1=f −f1+f1+(f1)+e1. Since f −f1 ∈ F and f1+(f1)+e1 ∈ S,
we have x ∈ F ∨ S, which proves (4.2).
Since SF ∨G, we have S∨GF ∨G. For the other direction of (4.3), let x ∈ F ∨G.
Hence there are f ∈ F, g ∈ G such that x = f + g. Now, we let f1 := f and g1 :=
−(f ) + g. Then we have f + g = f + (f ) − (f ) + g = f1 + (f1) + g1. Since
f1 + (f1) ∈ S, we have x ∈ S ∨ G, which proves (4.3).
Since ES, we have ES ∧ F . For the other direction of (4.4), let x ∈ S ∧ F . Since
x ∈ S, there are f ∈ F and e ∈ E such that
x = f + (f ) + e. (4.6)
Since x ∈ F , we obtain (f ) ∈ F . Since (f ) also lies in G, we obtain (f ) ∈ E, and
since  is an isomorphism, (f +E)= 0+E implies f ∈ E. Hence, all summands of the
right-hand side of (4.6) lie in E, and thus x ∈ E. This proves (4.4).
To prove (4.5), we observe that ES ∧ G. For the other inclusion, we let x ∈ S ∧ G.
We let f ∈ F and e ∈ E be such that x = f + (f )+ e. Since x, (f ) and e lie in G, we
also have f ∈ G; hence f ∈ F ∧G=E. Thus (f +E)=(0 +E)= 0 +E. Therefore,
we have (f ) ∈ E and so x ∈ E, which proves (4.5). This completes the proof of (1).
(2): This statement can be derived from [14, Lemma 4.153]. We give a direct proof. We
ﬁrst show that n∗ (f1 +f2) is congruent to n∗f1 +n∗f2 modulo S. To this end, let g2 ∈ G
and s2 ∈ S be such that f2 = g2 + s2. Then we have n ∗ (f1 + f2) S≡ n ∗ (f1 + g2) F∧G≡ n ∗
f1 + n ∗ g2 S≡ n ∗ f1 + n ∗ f2, and hence n ∗ (f1 + f2)− (n ∗ f1 + n ∗ f2) lies in S. Since
n ∗ (f1 + f2) − (n ∗ f1 + n ∗ f2) also lies in F, n ∗ (f1 + f2) − (n ∗ f1 + n ∗ f2) lies
in E, which implies the ﬁrst property of item (2). The second property follows by setting
n := −id, where id denotes the identity of N . 
In order to determine the structure of some of the simple quotients of the near-ringC0(V)
in Theorem 6.6, we will need the following consequence of Proposition 4.1.
Proposition 4.2. Let 〈N;+, ◦〉 be a zero-symmetric near-ring with identity that has the
descending chain condition on left ideals, and let V be a tame N-group. Let E, F , G be
N-subgroups of V such that E<F,E <G,F 
= G, and there is no N-subgroup F ′ of V
withE<F ′ <F .We assume that F/E andG/E areN -isomorphic. Then there is a natural
number n and a division ring F such that 〈N;+, ◦〉/AnnN(F/E) is isomorphic to the matrix
ring Matn(F).
Proof. From Proposition 4.1, we obtain that 〈N;+, ◦〉/AnnN(F/E) is a ring. Since
F/E has no N -subgroups, 〈N;+, ◦〉/AnnN(F/E) is primitive on F/E. Now the
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Wedderburn-Artin Theorem [12, p. 181] yields that 〈N;+, ◦〉/AnnN(F/E) is a full matrix
ring over a division ring. 
Proposition 4.3. Let 〈N;+, ◦〉 be a zero-symmetric near-ring with identity that satisﬁes
the descending chain condition on left ideals, and let V be a tame N-group. We assume that
the lattice IdN V of N-subgroups of V has ﬁnite height. Let A be a strictly join irreducible
element of IdN V , and let J and W be N-subgroups of V with AJ W . Then the following
are equivalent:
(1) There is c ∈ N such that c ∗ W ⊆ J and c ∗ a ≡ a (modA−) for all a ∈ A.
(2) For all strictly join irreducible elements B ∈ IdN V such that BW , and B/B− and
A/A− are N-isomorphic, we have BJ .
(3) There are no N-subgroups C, D of V with J C ≺ DW such that D/C and A/A−
are N-isomorphic.
Proof. (1) ⇒ (3): let c ∈ N be as in (1). Then c ∗D ⊆ C, and hence c ∗ (D/C)= 0. Since
D/C and A/A− are C0(V)-isomorphic, we have c ∗ (A/A−) = 0, which contradicts the
second assumption on c. (3) ⇒ (1): let C0, . . . , Cm be N -subgroups of V with J = C0 ≺
C1 ≺ · · · ≺ Cm−1 ≺ Cm = W . Now we ﬁx k ∈ {0, . . . , m − 1}, and consider the
ideals AnnN (Ck+1/Ck) and AnnN(A/A−). As in [3, p. 380], we see that both ideals are
maximal ideals of the near-ring 〈N;+, ◦〉. If they are equal, then [3, Corollary 1.4] (cf.
[2, Corollary 2.3]) yields that Ck+1/Ck and A/A− are N -isomorphic, which is excluded
by the assumptions in (3). Hence AnnN(Ck+1/Ck) + AnnN(A/A−) = N . Let id be the
identity of 〈N;+, ◦〉. Then we can ﬁnd a function ck ∈ AnnN(Ck+1/Ck) and a function
dk ∈ AnnN (A/A−) such that ck + dk = id. Then we have ck ∗ Ck+1 ⊆ Ck and ck ∗ a ≡
a (modA−) for all a ∈ A. Now c := c0 ◦ c1 ◦ · · · ◦ cm−1 satisﬁes the required properties.
(3) ⇒ (2): Seeking a contradiction, we suppose that there is a strictly join irreducible
element B in IdN V such that BJ, BW , and A/A− and B/B− are N -isomorphic.
Since BJ , Proposition 3.2 (2) yields that I [B−, B] transposes up to I [B− ∨ J, B ∨ J ].
Hence (B∨J )/(B− ∨J ) is N -isomorphic to A/A−. Since B∨J W , this contradicts (3).
(2) ⇒ (3): Seeking a contradiction, we suppose that there are elements C,D in IdN V such
that, J C ≺ DW and D/C and A/A− are N -isomorphic. We let B be minimal with
BD,BC. Then by Proposition 3.1 (2), I [B−, B] transposes up to I [C,D]. By (2), we
have BJ . Hence B ∨ C = C, which contradicts the fact that I [B−, B] transposes up to
I [C,D]. 
5. The correspondence between C0(V)-isomorphic C0(V)-groups and projective
intervals in IdV
In this section we prove the following result.
Theorem 5.1. LetV be a ﬁnite expanded group, and let A, B,C, D be ideals ofV such that
A ≺ B, C ≺ D, and B/A and D/C are C0(V)-isomorphic. Then the intervals I [A,B]
and I [C,D] are projective intervals of the lattice IdV.
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As consequence of this theorem, we obtain, e.g., that the lattice of normal subgroups of
a ﬁnite afﬁne complete (see [11]) p-group is a simple lattice. Some more consequences are
given in Corollaries 6.4 and 7.1.
In the proof, we will need three lemmas on tame N -groups.
Lemma 5.2. Let 〈N;+, ◦〉 be a zero-symmetric near-ring with identity, and let V be a tame
N-group. Let E, F , G be N-subgroups of V with E<F,E <G and E = F ∧ G. If F/E
and G/E are isomorphic N-groups, then the intervals I [E,F ] and I [E,G] are projective
in IdN V .
Proof. Let S be the ideal produced by Proposition 4.1. Then we have I [E,F ] ↗ I [S,
F ∨ G] ↘ I [E,G], which proves that I [E,F ] and I [E,G] are projective. 
Lemma 5.3. Let 〈N;+, ◦〉 be a zero-symmetric near-ring with identity, and let V be a tame
N-group. Let A and C be strictly meet irreducible elements of IdN V such that
(1) The N-groups A+/A and C+/C are N-isomorphic.
(2) A and C are not comparable, i.e., AC and CA.
Then the intervals I [A,A+] and I [C,C+] are projective in IdN V .
Proof. Proposition 3.2 yields
I [A,A+] ↘ I [A ∧ C,A+ ∧ C] (5.1)
and
I [C,C+] ↘ I [A ∧ C,A ∧ C+]. (5.2)
Now we apply Lemma 5.2 to E := A ∧ C, F := A+ ∧ C, G := A ∧ C+, and obtain that
I [A ∧ C,A+ ∧ C] and I [A ∧ C,A ∧ C+] are projective. Using (5.1) and (5.2), we obtain
that I [A,A+] and I [C,C+] are projective. 
Lemma 5.4. Let 〈N;+, ◦〉 be a zero-symmetric near-ring with identity, and let V be a tame
N-group. Let A, B, C be strictly meet irreducible elements of IdV such that ABC. We
assume that the N-groups A+/A and B+/B are N-isomorphic, and that I [A,A+] and
I [C,C+] are projective. Then I [A,A+] and I [B,B+] are projective.
Proof. Proposition 3.4 yields that either I [A,A+] is projective to I [B,B+], or there is a
strictly meet irreducible elementM of IdN V such that I [A,A+](I [M,M+] andB andM
are not comparable. Then, by Lemma 5.3, I [M,M+] and I [B,B+] are projective. Hence
I [A,A+] and I [B,B+] are projective. 
Proof of Theorem 5.1. We will prove the result by induction on the height of IdV. IfV is
simple, then A = C = 0 and B = D = V , which implies the result. For the induction step,
we ﬁx ideals A,B,C,D of V such that A ≺ B,C ≺ D and B/A and D/C are C0(V)-
isomorphic. The goal is to prove that I [A,B] and I [C,D] are projective. We choose a
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strictly meet irreducible ideal E ∈ IdV such that EA,EB. By Proposition 3.1, we
have
I [E,E+] ↘ I [A,B]. (5.3)
Similarly, we choose a strictly meet irreducible ideal F ∈ IdV such that F C, FD. By
Proposition 3.1, we have
I [F,F+] ↘ I [C,D]. (5.4)
We know that E+/E and F+/F are C0(V)-isomorphic; the goal is to show that I [E,E+]
and I [F,F+] are projective. We distinguish three cases.
Case 1:We assume FE andEF : then we apply Lemma 5.3 and obtain that I [E,E+]
and I [F,F+] are projective.
Case 2: We assume F E: let us ﬁrst assume we have elements with certain properties
in the lattice IdV. We distinguish two cases.
Case 2.1:We assume there are ideals G and X ofV such that G is a strictly join irreducible
element of IdV, I [G−,G] is projective to I [F,F+], and XG, XE: then we choose an
ideal H ∈ IdV that is maximal with the property HX, HG. By Proposition 3.3, the
ideal H is strictly meet irreducible and we have
I [G−,G] ↗ I [H,H+]. (5.5)
We will now distinguish three cases.
Case 2.1.1:We assumeEH andHE: Lemma 5.3 yields that I [H,H+] and I [E,E+]
are projective. Since I [H,H+] ↘ I [G,G−](I [F,F+], this implies I [E,E+](I [F,F+].
Case 2.1.2: We assume HE: then we have EHX, which contradicts the assump-
tion XE.
Case 2.1.3:We assumeEH : thenF EH , and thus Lemma 5.4 yields that I [F,F+]
and I [E,E+] are projective.
Case 2.2: We assume that for every strictly join irreducible element G of IdV such that
I [G−,G] is projective to I [F,F+], we have
for all X ∈ IdV : XG or XE. (5.6)
Under this case assumption, we let I be the join of all strictly join irreducible elements
G such that I [G−,G](I [F,F+]. Then, from (5.6), we obtain
for all X ∈ IdV : XI or XE. (5.7)
We distinguish two cases.
Case 2.2.1: We assume IE: then there is a strictly join irreducible element G of IdV
such that I [G−,G] is projective to I [F,F+] andGE. Now we take an elementH ∈ IdV
that is maximal with HE and HG. By Proposition 3.3, we obtain that H is strictly
meet irreducible, and I [G−,G] and I [H,H+] are projective. Since HEF , Lemma
5.4 yields that I [E,E+] and I [F,F+] are projective.
Case 2.2.2: We assume IE: we take G to be minimal in IdV with GF , GF+.
Then I [G−,G] transposes up to I [F,F+], and hence GI .
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We let E be the expanded group deﬁned by
E := 〈E;+, {c|E | c ∈ C0(V)}〉.
We will now construct a function c ∈ C0(E) such that
c(E) ⊆ I and c(g) ≡ g(modG−) for all g ∈ G. (5.8)
To this end, we want to apply Proposition 4.3. We ﬁrst check whether condition (2) of this
proposition is satisﬁed, where the V of Proposition 4.3 is taken to be E, N := C0(E), and
W := E, A := G, J := I . By Proposition 2.2, G is a strictly join irreducible element of
IdE, and it has the same subcover in IdE and IdV.We ﬁx a strictly join irreducible element
H of the lattice IdE. We let H− be its subcover in IdE, and we assume that H/H− and
G/G− are C0(E)-isomorphic and show
HI . (5.9)
By the induction hypothesis, I [H−, H ] and I [G−,G] are projective intervals in the lattice
IdE. By Proposition 2.2, I [H−, H ] and I [G−,G] are also projective intervals in IdV.
Furthermore, H is also strictly join irreducible in IdV, and its subcover in IdV is also H−.
Now, from the deﬁnition of I , we have (5.9). Hence, Proposition 4.3 (2) ⇒ (1) yields a
function c that satisﬁes (5.8).
Now we deﬁne a function f : V → V by
f (v) = c(v) if v ∈ E and f (v) = 0 if v /∈E.
We will show
f ∈ C0(V). (5.10)
To this end, we ﬁx x, y ∈ V and show
for all x, y ∈ V : f (x) − f (y) ∈ IdealV (x − y). (5.11)
If x − y lies in E, then if x ∈ E and y ∈ E, we have f (x) − f (y) = c(x) − c(y). Since
c ∈ C0(E), c(x) − c(y) lies in the ideal of E that is generated by x − y. By Proposition
2.2, this ideal is IdealV (x − y). If x − y ∈ E and x /∈E, we have f (x) = f (y) = 0. If
x − y /∈E, we have IdealV (x − y)E. By (5.7), this implies IdealV (x − y)I . Since
f (V ) ⊆ I , we obtain (5.11) also in this case, which concludes the proof of (5.10). Now
we have f (E+) ⊆ E, but f (G)G−. This implies that E+/E and G/G− are not C0(V)-
isomorphic, and thus E+/E and F+/F are not C0(V)-isomorphic. This contradicts the
assumption.
Case 3: We assume EF : this case is analogous to the case F E. 
In the proof of Theorem 5.1, we use the assumption that V is ﬁnite at two places: ﬁrst
of all, we proceed by induction on the height of the ideal lattice of V. Second, we use the
ﬁniteness assumption when we apply Proposition 4.3 to the near-ringC0(E), which requires
that this near-ring satisﬁes the descending chain condition on left ideals. Unfortunately, we
did not see how to infer this second condition from some weaker ﬁniteness assumption.
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One candidate for such an assumption was that V has an ideal lattice of ﬁnite height, and
C0(V) has the descending chain condition on left ideals. Unfortunately, we were not able
to conclude even then that C0(E) satisﬁes the descending chain condition on left ideals.
6. The structure of the near-ring 〈C0(V);+, ◦〉 modulo its radical
Let V be a ﬁnite expanded group. We abbreviate the near-ring 〈C0(V);+, ◦〉 by C0(V),
and we letRad(C0(V)) be the intersection of all maximal ideals of 〈C0(V);+, ◦〉.We letM
be the set of all maximal ideals of C0(V). Then it is well-known that C0(V)/Rad(C0(V))
is isomorphic to
∏
M∈MC0(V)/M (cf. the Lemma on [14, p. 204]). We will now describe
the maximal ideals.
We denote the strictly join irreducible elements of L by J (L). We deﬁne an equivalence
relation∼onJ (L)by∼ iff I [−, ](I [−, ]. By/∼, we denote the set { ∈ J (L)| ∼
}.
Theorem 6.1. Let V be a ﬁnite expanded group, and letM be the set of all maximal ideals
C0(V). Then the mapping  deﬁned by
 : J (IdV)/ ∼ →M
A/ ∼ → AnnC0(V)(A/A−)
is bijective.
Proof. We ﬁrst show that  is well-deﬁned. To this end, let A,B ∈ J (IdV) be such that
A ∼ B. Then I [A−, A](I [B−, B], and hence A/A− and B/B− are C0(V)-isomorphic,
which implies that they have the same annihilator. To show that  is surjective, we ﬁx a
maximal ideal M of C0(V). By [2, Theorem 1.2], there is a strictly meet irreducible ideal
E such that M =AnnC0(V)(E+/E). We take A to be minimal with AE+, AE. Then A
is strictly join irreducible, and by Proposition 3.1, we have I [A−, A] ↗ I [E,E+]. Hence
M=AnnC0(V)(E+/E)=AnnC0(V)(A/A−). ThusM=(A/ ∼), which completes the proof
that  is surjective. To show that  is injective, we ﬁx strictly join irreducible elementsA,B
of IdV such that AnnC0(V)(A/A−)= AnnC0(V)(B/B−). By [3, Corollary 1.4], A/A− and
B/B− are C0(V)-isomorphic. Hence Theorem 5.1 yields that I [A−, A] and I [B−, B] are
projective. Thus, A ∼ B, which completes the proof that  is injective. 
Next, we will determine the structure of C0(V)/M for each maximal idealM . In order to
determine this structure, we will have to make use of commutators. Let V be an expanded
group. Then a function c : V × V → V is congruence-preserving iff for all x1, x2, y1, y2,
the difference c(x1, x2) − c(y1, y2) lies in the ideal of V that is generated by x1 − y1 and
x2 − y2. We let Comp2 V be the set of all binary congruence preserving functions on V.
For two ideals A,B, we deﬁne the large commutator of A and B as the ideal of V that is
generated by the set
{c(a, b)|c ∈ Comp2 V, a ∈ A, b ∈ B, c(a, 0) = c(0, b) = c(0, 0) = 0}.
We denote the large commutator of A and B by A,B.
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In the present paper, we will only use the deﬁnition of the large commutator. Never-
theless, we would like to explain how the large commutator relates to other commutator
concepts. One of these concepts is the term condition commutator of two congruences used
in universal algebra [14, Deﬁnition 4.150]. In expanded groups, we work with ideals rather
than congruences. For two ideals A, B of V, we deﬁne the commutator ideal A,B as the
ideal of V that is generated by
{p(a, b) | a ∈ A, b ∈ B,p ∈ Pol2(V), p(x, 0) = p(0, x) = 0 for all x ∈ V }. (6.1)
This is the actual deﬁnition by Scott [19, p. 77], and has been used, outside Scott’s work, e.g.,
in [4,5]. Fortunately, the term-condition commutator and Scott’s operation are essentially
the same: let ,  be two congruences ofV, let A= {a ∈ V | a ≡ 0 (mod )} and B = {b ∈
V | b ≡ 0 (mod )} be the ideals corresponding to  and , respectively, and let [, ]
denote the term-condition commutator of  and . Then [, ] is the congruence modulo
the ideal A,B. The calculations that prove this fact have been done, e.g., in [1, Proposition
1.24]. We will now explain how this “classical” commutator operation relates to the “large
commutator” that was introduced above. Using the description in (6.1), we see that for all
idealsA,B ofV, we have A,BA,B. Furthermore, if we compute the commutator of
A and B in the expanded group V′ := 〈V ;+,Comp2V〉, then we have A,BV′ = A,B.
The following lemma will be used to produce join irreducible ideals of V that satisfy
A,A = A.
Lemma 6.2. Let V be an expanded group, let A be a strictly join irreducible ideal of V,
and let X1, X2 be ideals of V. We assume that there is a function e ∈ C0(V) such that
e(V ) ⊆ A, e(X1)A−, e(X2) ⊆ A−. Then we have X1, X2A−.
Proof. We choose a ∈ A\A−, a1 ∈ e(X1)\A−, and a2 ∈ e(X2)\A−. Next, we deﬁne
functions g, h : V × V → V by
g(z1, z2) :=
{
a if z1 − a1 ∈ A− and z2 − a2 ∈ A−,
0 else,
and
h(z1, z2) := g(e(z1), e(z2))
for z1, z2 ∈ V . We ﬁrst show
h is a congruence-preserving function on V. (6.2)
To this end, let 〈z1, z2〉, 〈u1, u2〉 ∈ V 2, and let I be the ideal of V that is generated by
z1 − u1 and z2 − u2. We will show that h(z1, z2) − h(u1, u2) lies in I. If IA, then
we have h(z1, z2) − h(u1, u2) ∈ I because h(V 2) ⊆ A. Now we assume IA. Since e is
congruence-preserving, we know e(z1)−e(u1) ∈ I and e(z2)−e(u2) ∈ I . Since e(V ) ⊆ A,
we obtain e(zi)−e(ui) ∈ I ∩A for i=1, 2. Since IA, we have I ∩AA−. Thus, we have
e(zi) − e(ui) ∈ A− for i = 1, 2. Hence g(e(z1), e(z2)) = g(e(u1), e(u2)), which implies
h(z1, z2) = h(u1, u2). This completes the proof of (6.2). We let y1 ∈ X1, y2 ∈ X2 be
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such that e(y1) = a1 and e(y2) = a2. We will prove
h(y1, y2) ∈ X1, X2. (6.3)
To this end,we computeh(y1, 0)=g(a1, 0)=0, h(0, y2)=g(0, a2)=0, h(0, 0)=g(0, 0)=0.
By the deﬁnition of the large commutator, we obtain (6.3). Hence a ∈ X1, X2, which
implies X1, X2A−. 
We call a strictly join irreducible element  of L lonesome iff there is no strictly join
irreducible  ∈ IdV such that  
=  and I [−, ](I [−, ]. We have the following
lemma.
Lemma 6.3. Let V be a ﬁnite expanded group, and let A be a lonesome strictly join irre-
ducible element of the ideal lattice of V. Then we have A,A = A.
Proof. We ﬁrst show that there is a function e ∈ C0(V) such that e(V ) ⊆ A and e(A)A−.
To this end, we use Proposition 4.3 with W := V and J := A. We will verify that with
these settings, condition (2) of Proposition 4.3 is satisﬁed. To this end, let B be a strictly
join irreducible element of IdV such that B/B− and A/A− are C0(V)-isomorphic. Then
by Theorem 5.1, the intervals I [B−, B] and I [A−, A] are projective. Since A is lonesome,
we have A=B, which completes the proof that condition (2) of Proposition 4.3 is satisﬁed.
Hence Proposition 4.3 (2) ⇒ (1) yields a function e ∈ C0(V) such that e(V ) ⊆ A and
e(A) ⊆ A−. Lemma 6.2 now yields A,AA−. 
Lemma 6.3 gives some information about the commutator operation of the algebra
〈V ;+,Comp2V〉. Before continuing our investigation on the simple quotients of the near-
ring 〈C0(V);+, ◦〉, we state this information in the following corollary.
Corollary 6.4. Let V be a ﬁnite expanded group, and let C, D be ideals of V such that
C ≺ D. Then the following are equivalent:
(1) D,DC.
(2) There is precisely one join irreducible elementA ∈ IdV such that I [A−, A] is projective
to I [C,D].
Proof. First, we observe that the commutator operation ., . satisﬁes the following prop-
erties for all ideals X, Y,Z of V: X ∨ Y,Z = X,Z ∨ Y,Z, X, Y  = Y,X,
X, Y X∧ Y ; for a proof, we refer to [2, p. 225]. Now we prove (1) ⇒ (2): suppose that
there are A,B ∈ IdV such that A 
= B and both I [A−, A] and I [B−, B] are projective to
I [C,D]. IfAB, we haveB∧AA−. Hence B,AA−. From the properties of the com-
mutator operation and the fact that I [A−, A] and I [B−, B] are projective, it is easy to infer
that for every ideal E ofVwe have E,BB− if and only if E,AA− (cf. [8, Remarks
4.6, p. 35]; [2, Proposition 5.2], [5]). Hence we have B,BB−. From the properties of
the commutator operation, we see that for two projective intervals I [E,F ] and I [G,H ] of
IdV, we have F,F E if and only if H,HG. Hence we have D,DC. The case
BA is analogous. (2) ⇒ (1): let A be minimal in IdV with AD,AC. Then A is join
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irreducible, and, by the assumption (2), lonesome. Now Lemma 6.3 yields A,AA−.
Hence we have D,DC. 
Theorem 6.5. Let V be a ﬁnite expanded group, and let A be a lonesome strictly join
irreducible element of IdV. Then the near-ring C0(V)/AnnC0(V)(A/A−) is isomorphic to
the near-ring M0(A/A−) of all zero-preserving mappings on the group 〈A/A−;+〉.
Proof. We notice that C0(V) is the set of zero-preserving unary polynomial functions of
the expanded group
V′ := 〈V ;+,Comp2V〉.
Lemma 6.3 yields that we have A,AV′ = A, where ., .V′ denotes the commutator
operation in V′. Now the result follows from [5, Proposition 6.6].
For the convenience of the reader, we give a direct proof. Let Comp1V denote the unary
congruence preserving functions on V. Let  be deﬁned by
 : C0(V) −→ M0(A/A−)
c −→ (c),
where
(c) : A/A− −→ A/A−
a + A− −→ c(a) + A−.
Since A,AA−, there is a binary congruence-preserving function c ∈ Comp2 V, and
there are a1, a2 ∈ A such that c(a1, a2) /∈A− and c(a1, 0) = c(0, 0) = c(0, a2) = 0. We
deﬁne a function s ∈ Comp2 V by
s(x, y) := c(x, y) − c(x, 0) + c(0, 0) − c(0, y) for all x, y ∈ V .
Now we show that for every ﬁnite subset X ofA/A− with 0+A− /∈X and for every function
g : X → A/A−, there is a function c ∈ C0(V) such that (c)|X = g. We prove this by
induction on |X|. For |X| = 1, the result follows from the fact that A/A− has no non-trivial
C0(V)-subgroups, and so C0(V) ∗ (b + A−) = A/A− for all b ∈ A\A−. Now we assume
|X|2. Let x1, x2 be two elements of X. By the induction hypothesis there is a function
q ∈ C0(V) such that (q)|X\{x1} = g|X\{x1}. It is then sufﬁcient to ﬁnd p ∈ C0(V) with
(p)|X = g − (q)|X. Such a function exists if the set S deﬁned by
S := {(p)(x1) |p ∈ C0(V) and for all z ∈ X\{x1} : (p)(z) = 0 + A−}
is equal to A/A−. To show this equality, we deﬁne:
B := {(p)(x1) |p ∈ C0(V) and for all z ∈ X\{x1, x2} : (p)(z) = 0 + A−}.
The sets B and S are C0(V)-subgroups of A/A−. By the induction hypothesis, B =A/A−.
We will now show that S contains an element of A/A− that is different from 0+A−, which
proves S = A/A−. Since a1 + A− ∈ B, we have a function p1 ∈ C0(V) with
(p1)(x1) = a1 + A− and for all z ∈ X\{x1, x2} : (p)(z) = 0 + A−.
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Let v1 ∈ A be such that v1 + A− = x1, and let v2 ∈ A be such that v2 + A− = x2. The set
M = {p(v1) |p ∈ Comp1 V and p(v2) = 0}
is an ideal of V. The function p deﬁned by p(z) := z − v2 for z ∈ V shows MA−. Since
v1, v2 ∈ A, we have MA, and thus M = A. Hence there is a function p2 ∈ C0(V) such
that
p2(v1) = a2 and p2(v2) = 0.
Now we consider the function p3 ∈ C0(V) deﬁned by
p3 := s(p1, p2).
We omit the straightforward check that (p3)(z) = 0 + A− for all z ∈ X\{x1}. Hence
(p3)(x1) lies in S. We have
(p3)(x1) = p3(v1) + A−
= s(p1(v1), p2(v1)) + A−.
Since v1 +A− = x1, we have p1(v1)+A− =(p1)(x1)= a1 +A−. This yields s(p1(v1),
p2(v1))+A− = s(a1, a2)+A−. Since s(a1, a2) does not lie in A−, we have (p3)(x1) 
=
0 + A−. So S contains an element different from 0 + A−. 
Theorem 6.6. Let V be a ﬁnite expanded group, and let A be a strictly join irreducible
ideal of V that is not lonesome. Then we have:
(1) There is a strictly join irreducible ideal B in IdV such that A ∼ B, AB, BA.
(2) There exist a natural number n and a prime power q such that each of the following
conditions holds:
(a) C0(V)/AnnC0(V)(A/A−) is isomorphic to Matn(Fq).
(b) |A/A−| = qn.
(c) For all strictly join irreducible ideals C, D of IdV such that A ∼ C ∼ D, CD,
DC, the interval I [C− ∨ D−, C ∨ D] contains precisely q + 3 ideals of V.
Proof. (1) By Proposition 3.5, there is a strictly join irreducible ideal B of V with BA,
AB.
(2) Let B be as in (1). Then Proposition 3.2 yields I [B−, B] ↗ I [B−∨A−, B∨A−] and
I [A−, A] ↗ I [A−∨B−, A∨B−].We setE := A−∨B−,F := B∨A− andG := A∨B−.
We will now prove
F ∧ G = E. (6.4)
Since IdV is modular, we have (B∨A−)∧ (A∨B−)= ((B∨A−)∧A)∨B− =A− ∨ (B∧
A)∨B−. Since A and B are not comparable, we have A∧BA− ∧B−, which completes
the proof of (6.4). Now Proposition 4.2 yields that C0(V)/AnnC0(V)(F/E) is isomorphic
to a full matrix ring Matn(Fq). We will now show
AnnC0(V)(F/E) = AnnC0(V)((F + G)/E). (6.5)
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The inclusion “⊇” is obvious. To prove “⊆”, we let c ∈ C0(V) be such that c(F ) ⊆ E.
Since (F + G)/G is C0(V)-isomorphic to F/E, we have c(F + G) ⊆ G. Since F/E is
C0(V)-isomorphic to G/E, and hence to (F +G)/F , we have c(F +G) ⊆ F . Altogether,
we have c(F + G) ⊆ F ∩ G, which completes the proof of (6.5). Hence (F + G)/E is a
C0(V)/AnnC0(V)(F/E)-module; its submodules are in bijective correspondence with the
ideals of V that lie between E and F + G. As a minimal Matn(Fq)-module, F/E has qn
elements, and (F + G)/E, which is the direct sum of the simple Matn(Fq)-modules F/E
and G/E, has exactly q + 1 submodules with qn elements. 
7. Idempotent congruence-preserving functions
Theorem 5.1 yields as a corollary a lattice theoretic description of those ideals of a ﬁnite
expanded group V that are the range of an idempotent congruence-preserving function on
V. An element of  a lattice L is called distributive if for all ,  ∈ L, we have  ∧ ( ∨
)( ∧ ) ∨ ( ∧ ). Let  be a distributive element of the lattice L. Then by [9, p. 187,
Lemma 7], there are no , , ,  with  ≺  ≺  and I [, ](I [, ].
Corollary 7.1. Let V be a ﬁnite expanded group, and let A be an ideal of V. Then there
exists a function e ∈ C0(V) such that e(V ) ⊆ A and e(a) = a for all a ∈ A iff A is a
distributive element of the lattice IdV.
Proof. For the “only if”-direction, let A ∈ IdV and c ∈ C0(V) be such that e(V ) ⊆ A and
e|A=idA.Wewill prove thatA is a distributive element of IdV. To this end, letB,C ∈ IdV,
and let x ∈ A ∩ (B + C). Then there are b ∈ B and c ∈ C such that x = b + c. We have
x = e(x)= e(b + c). There is an element d ∈ B ∧Csuch that e(b + c)= e(b)+ e(c)+ d.
Since all three elements e(b + c), e(b), e(c) lie in A, we even have d ∈ A. Now we have
x= e(b)+ e(c)+d , and hence x ∈ (B ∩A)+ (C∩A)+ (A∩B ∩C)= (A∩B)+ (A∩C).
Hence A is a distributive element of IdV. For the “if”-direction, we use [3, Theorem 1.1],
and verify that condition (2) of this theorem is satisﬁed. Seeking a contradiction, we suppose
condition (2) fails; then there are strictly join irreducible idealsB,C ∈ IdV such thatBA,
CA, and B/B− and C/C− are C0(V)-isomorphic. Now let E be maximal in IdV with
EA, EC. Proposition 3.3 then yields that E is strictly meet-irreducible and I [C−, C]
transposes up to I [E,E+]. Now we haveB− ≺ BAE ≺ E+. SinceB/B− andE+/E
are C0(V)-isomorphic, Theorem 5.1 yields that I [B−, B] and I [E,E+] are projective. By
[9, p. 187, Lemma 7], we obtain that A is not a distributive element of IdV; this contradicts
the assumptions on A and completes the proof that condition (2) of [3, Theorem 1.1] is
satisﬁed. [3, Theorem 1.1] now produces the required function e. 
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