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Abstract
Ultrasound-based ﬂow measurement relies on the proper knowledge of the angle under which the acoustic waves
propagate with respect to the ﬂow direction of the streaming ﬂuid. We present a novel image processing approach for
the identiﬁcation of the wavefronts’ orientation by exploiting a modiﬁed Hough transform. The spatially discretized
sound pressure amplitude of measurement/simulation data is utilized as a weighting function for the Hough transform. It
is shown that the angle and position of a wavefront can be estimated with subpixel accuracy, where the size of a pixel
depends on the data’s spatial resolution. This is achieved by incorporating a least-squares algorithm, ﬁtting a 2D Gaussian
function to the Hough parameter plane and thus improving the accuracy of the detected wavefront properties.
c© 2012 Published by Elsevier Ltd.
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1. Introduction
Ultrasonic ﬂow measurement systems for the volumetric measurement of gases or ﬂuids are often based on
the time-of-ﬂight principle [1, 2]. The ultrasound transducers are transmitting and receiving an acoustic wave
under a certain angle α with respect to the ﬂow direction (Fig. 1). The simpliﬁed equation for calculating
the mean ﬂow velocity v0 = (Δt c2)
/
(2d tanα) depends on the measured time diﬀerence Δt, the sound
velocity c, the pipe’s inner diameter d and the angle α [3]. The angle α under which the ultrasound is emitted
into/received from the medium is deﬁned by the geometry and underlies an uncertainty, for example due to
manufacturing tolerances. A deviation Δα from the ideal angle directly inﬂuences the calculated mean ﬂow
velocity. If the angle diﬀers by 1◦ from an exemplary nominal angle 25◦, the relative error frel concerning the
measured ﬂow velocity is computed to frel = v0,α+Δα
/
v0,α − 1 = tan (α + Δα)/tanα − 1 = 4.59%.
2. Data acquisition
In order to investigate the angle α under which the ultrasound propagates in the ﬂuid, measurements
and ﬁnite element simulations were conducted. The 2D-FEM (ﬁnite element method) acousto-mechanical
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simulations were performed utilizing the solver CFS++ (Coupled Field Simulation in C++) [4]. Measurements
were conducted in a water tank, using a 1MHz ultrasound-transducer and a calibrated hydrophone Onda
HGL-0400. The transducer is excited by a transient sine-burst signal and consequently emits acoustic waves
into the ﬂuid (Fig. 2).
3. Pre-processing the data
Both simulation and measurement data can be considered as a set of pictures P(cx, cy, tk)ny×nx . Each pixel
is described by the discrete time step tk and its discrete coordinates
cx = kx −
(
nx + 1
2
)
∀ kx ∈ {1, 2, . . . , nx} and cy = ky −
(
ny + 1
2
)
∀ ky ∈ {1, 2, . . . , ny} , (1)
where nx and ny represent the picture’s extent (Fig. 3). If wavefronts are interpreted as connected spatial
regions of high pressure, they can be isolated. First, the data is normalized to ﬁt into the interval [−1, 1],
where 0 is deﬁned as the instantaneous sound pressure 0 Pa. Second, thresholding with a limit T = 0.6 allows
for reducing the amount of non-zero pixels: P(cx, cy, tk) = 0 ∀ P(cx, cy, tk) < T (Fig. 4). Cropping the data to
a rectangular area of interest/non-zero value, speeds up the following processing steps.
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Fig. 1. Principle of ultrasound-based ﬂow
measurement: inner pipe diameter d, sound
velocity c, angle α between ﬂow direction
and sound path, Cartesian coordinates x, y.
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Fig. 2. Subset of measurement data
P(cx, cy, tk), showing the acoustic pressure
and propagating wavefronts ( f = 1MHz)
inside a water tank at a time step tk .
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Fig. 3. Deﬁnition of the coordinates
cx, cy, r and Θ in a data set of the
size ny × nx for the time step tk .
4. Modiﬁed Hough transform
With a view to identifying the angle of the wavefronts, we utilize a Hough transform [5] in Hesse normal
parameterization r = cx cosΘ + cy sinΘ [6], which is further modiﬁed. The transforms output is a measure of
how well a set of data points (pixels) can be described by a straight line with the distance r and the angle Θ
with respect to the origin P(0, 0, tk) (Fig. 3). The matrix A(r, Θ)nr×nΘ , representing the discretized parameter
plane, is ﬁrst initialised with zero and then accumulated by taking the instantaneous sound pressure of each
non-zero pixel P(cx, cy, tk)  0 into account
A(r, Θ) = A(r, Θ) + f
(
P(cx, cy, tk)
)
(2)
∀ r ∈ {0,Δr, 2Δr, . . . , rmax}, Δr = 1 Px, rmax =
⌈√
n2x + n2y
/
2
⌉
, nr = rmax/Δr
∧ Θ ∈ {0,ΔΘ, 2ΔΘ, . . . , 360◦}, ΔΘ = 1◦, nΘ = 360◦/ΔΘ .
Diﬀering from the original Hough transform ( f = 1), a simple weight function f
(
P(cx, cy, tk)
)
= P(cx, cy, tk)γ
(γ ∈ N0) is introduced. By applying the transform to the thresholded data record, regions of high acoustic
intensity are considered stronger when a weight function γ > 1 (e.g., γ = 2) is chosen. This helps approximate
non-ideal plane wavefronts by straight lines, since regions of high acoustic intensity are considered stronger.
A wavefront’s orientation α is linked to the parameter Θ by the expression α = 270◦ − Θ (Fig. 3).
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Fig. 4. Normalized and thresholded measurement
data (compare Fig. 2).
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Fig. 5. Plateau of the Hough parameter plane A(r, Θ) leads to an
ambiguity of the local maxima detection.
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Fig. 6. Discretized Hough parameter plane A(r, Θ) calculated by applying the modiﬁed Hough transform to the data depicted in Fig. 4.
5. Post-processing the data
Since each of the local maxima in the discretized parameter plane A(r, Θ) represents a straight line,
the non-maximum-suppression-algorithm proposed by Pham [7] is used to identify wavefront candidates.
The accuracy of detecting the local maxima mk(rk, Θk) in the Hough plane is limited to the discretization
of A(r, Θ). Reﬁning the parameterization by decreasing Δr and/or ΔΘ only helps to a limited extent, since
then plateaus are occurring in the parameter plane (Fig. 5) and the identiﬁcation of local maxima is ambiguous.
As an optional ﬁrst post-processing step, a Gaussian lowpass ﬁlter can be applied in order to reduce numerical
artifacts.
Additionally, the accuracy of the identiﬁed local maxima can be improved to subpixel resolution by using
a least-squares algorithm on a symmetric region surrounding a local maximum candidate mk (Fig. 5) [8]. The
least-squares problem is solved with a modiﬁed 2D probability density function similar to the one proposed
by Condon [9]
g(r, Θ) = a exp
⎡⎢⎢⎢⎢⎣−
⎛⎜⎜⎜⎜⎝ (r − r˜k)22σ2r +
(Θ − Θ˜k)2
2σ2
Θ
⎞⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎦ + b . (3)
As can be conﬁrmed analytically, the obtained parameters r˜k and Θ˜k indicate the location of the examined
local maximum of the kth wavefront in the Hough parameter plane A(r, Θ). Here, the other parameters
a, b, σr and σΘ do not have to be considered. The cross section through the Hough plane for constant r in
Fig. 7 illustrates the ambiguity of the local maxima and the result of the ﬁtted Gaussian function g(r, Θ). The
maxima’s location m˜k with subpixel accuracy is denoted by r˜k and Θ˜k. Usually, the diﬀerence between m˜k
and mk is less then Δr,ΔΘ.
6. Results and discussion
In order to validate the algorithm’s functionality, three test cases are considered: (i) an artiﬁcial dataset
(picture) containing a line of known orientation, as well as (ii) simulation data and (iii) measurement data of
propagating acoustic pressure wavefronts. Since the line’s orientation in (i) is known, this dataset is well
suited to verify the functionality of the approach. When applying the modiﬁed Hough transform, the line’s
nominal orientation Θnom = 247.35◦ is determined very accurately. The slight deviation of the resulting
orientation Θk = 247.00◦ is caused by the angular discretization ΔΘ = 1◦. Reﬁning the parameter plane by
factor two in both dimensions results in Θk = 247.50◦. This is expected, since ΔΘ was set to 0.5◦. A further
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Fig. 7. A cross-section through the parameter plane (constant r)
at a detected local maximum mk illustrates the ambiguity of the
maximums location.
Table 1. Results for diﬀerent data sources, comparing
the nominal orientation Θnom to the computed orientations:
a) using local maxima (Θk) and b) using subpixel
detection (Θ˜k); settings: T = 0.6,Δr = 1 Px,ΔΘ = 1◦.
data source Θnom Θk Θ˜k
(i) picture 247.35◦ 247.00◦ 247.30◦
(ii) simulation — 248.00◦ 248.36◦
(iii) measurement — 248.00◦ 247.89◦
improvement is achieved by the subpixel detection, which leads to Θ˜k = 247.30◦. The results for all three
test cases are summarized in Tab. 1. A parameter study of the algorithm showed that the orientation can be
determined as accurately as ±0.2◦. This in turn means that the relative error of a ﬂow measurement system
(nominal angle α = 25◦; Fig. 1) could be reduced to frel = ±0.9%.
7. Conclusion
The presented work enables manufacturers of ultrasonic ﬂow measurement systems to validate the
orientation under which ultrasound propagates in the ﬂuid. Fig. 8 summarizes the procedure that describes the
technique to computationally obtain the orientation of wavefronts by applying a modiﬁed Hough transform.
By incorporating a least-squares approach, it is possible to obtain subpixel accuracy for the resulting
orientation.
simulation and
measurement
data P(cx, cy, tk)
normalization:
interval [−1, 1]
(0
!
= 0Pa)
thresholding:
P(cx, cy, tk) = 0
∀ P(cx, cy, tk) < T
crop to area
of interest
modiﬁed Hough transform:
A(r,Θ) = A(r,Θ) + f
(
P(cx, cy, tk)
) detection of local
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subpixel detection:
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Fig. 8. Flowchart describing the algorithm used to identify the orientation of wavefronts.
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