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Abstract—The Jacobian matrix is the core part of power flow
analysis, which is the basis for power system planning and
operations. This paper estimates the Jacobian matrix in high
dimensional space. Firstly, theoretical analysis and model-based
calculation of the Jacobian matrix are introduced to obtain the
benchmark value. Then, the estimation algorithms based on least-
squared errors and the deviation estimation based on the neural
network are studied in detail, including the theories, equations,
derivations, codes, advantages and disadvantages, and application
scenes. The proposed algorithms are data-driven and sensitive to
up-to-date topology parameters and state variables. The efforts
are validate by comparing the results to benchmark values.
Index Terms—Jacobian matrix, high dimension, data-driven,
least-squared errors, neural network
I. INTRODUCTION
JACOBIAN matrix is a sparse matrix that results froma sensitivity analysis of power flow equations. It is the
key part of power flow analysis, which is the basis for
power system planning and operations. In additional, the
eigenvalues of J have long been used as indices of system
vulnerability to voltage instabilities [1]. The sparsity structure
of J inherently contains the most up-to-date network topology
and corresponding parameters. Topology errors have long been
cited as a cause of inaccurate state estimation results [2, 3].
Moreover, the Jacobian matrix, in practice, may be out-of-
date due to erroneous records, faulty telemetry from remotely
monitored circuit breakers, or unexpected operating conditions
resulting from unforeseen equipment failure.
Our paradigms aim at supporting rapid Jacobian matrix
estimation in a data rich but information limited environment,
in the context of big data era [4, 5]. These paradigms should
effectively convert field data into information by allowing the
power system operator to have a full understanding of the grid
network operation. The proposed algorithm is data-driven and
sensitive to up-to-date topology parameters and state variables.
For the most part of this article, we assume an offline model
entirely unavailable and that all buses within the monitored
region are equipped with data sensors such as PMUs, same as
[6]. We take the node-to-ground admittance and normalization
into account. The derivation is mathematically rigorous and
matrix-based.
The proposed data-driven Jacobian estimation methods are
validate by comparing the results to benchmark values ob-
tained via direct linearization of the power flow equations at
a particular operating point. The estimated Jacobian matrix is
quite accurate and can therefore be used in studies that rely
on the power flow model.
II. PROBLEM FORMULATION
A. Grid Network Operation
For each node i in a grid network, choosing the reference
direction as shown in Fig 1 , Kirchhoff’s current law and ohm’s
law say that:
I˙i =
n∑
j=1
j 6=i
I˙j =
∑
j 6=i
Y˙ij ·
(
U˙j − U˙i
)
. (1)
where Y˙ij=Gij+j ·Bij is the admittance in Cartesian form1,
and U˙i=
∣∣∣U˙i∣∣∣∠θi=Vi∠θi=Viejθi and I˙i = ∣∣∣I˙i∣∣∣∠φi are node
voltage and node current, respectively, in polar form2.
For all the nodes of the network, we obtainI˙1...
I˙n
 =
y11 y12 · · · y1n... ... · · · ...
yn1 y2n · · · ynn

U˙1...
U˙n

or equivalently:
I˙ = y˙U˙ (2)
where [y]ij =

Y˙ij i 6= j
−
∑
k 6=i
Y˙ik i = j
iU1
U
2U
nU
…
1I
…
2I
iI
jU
 j ij ijU YI U  
nI
ji i i i iS U I P Q  
Fig. 1: Schematic Diagram for Grid Network Operation
S˙ =

P1 + jQ1
P2 + jQ2
...
Pn + jQn
 = U˙ ◦ I˙ = U˙ ◦YU˙ = U˙ ◦YU˙
=
∑
U˙i1Ei1 ◦
∑
yjkEjk
∑
U˙l1El1
=
∑
U˙i1yjkU˙l1Ei1 ◦ (EjkEl1) =
∑
U˙iyikU˙kEi1
(3)
1G is the conductance, B is the susceptance, and j is the imaginary unit.
2Vi∠θi = Viejθi = Vi(cos θi + j · sin θi).
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2where ◦ is the Hadamard product3, and Eij is the single-entry
matrix—1 at (i, j) and 0 elsewhere. It is worth mentioning
that A=
∑
i,j
[A]ijEij , abbreviated as
∑
AijEij .
And thus, for each node i, its active power P and reactive
power Q are expressed as:
Pi=Vi
∑
k 6=i
Vk (Gikcosθik+Biksinθik)−Vi2
∑
k 6=i
Gik
Qi=Vi
∑
k 6=i
Vk (Gik sin θik−Bikcosθik)+Vi2
∑
k 6=i
Bik
(4)
For full details, see Eq. (21) in Appendix A. Taking account
of the i-th node-to-ground admittance yi, we obtain{
Pi := Pi − Vi2gi
Qi := Pi + Vi
2bi
(5)
Then we move to the core part of our study—Jacobian
Matrix J. Abstractly, the physical power system obeying Eq.
(5) may be viewed as an analog engine, taking bus voltage
magnitudes V and bus voltage phasers θ as inputs, and
”computing” active power injection P and reactive power
injection Q as outputs. Thus, the entries of J., i.e. [J ]ij , are
composed of partial derivatives of P and Q with respect to V
and θ. In all, J consists of four parts H,N,K,L as follows:
Hij= ViVj (Gij sin θij−Bij cos θij)−δij ·Qi+δij ·V 2i bi
Nij= ViVj (Gij cos θij+Bij sin θij)+δij ·Pi−δij ·V 2i gi
Kij= −ViVj (Gij cos θij+Bij sin θij)+δij ·Pi+δij ·V 2i gi
Lij= ViVj (Gij sin θij−Bij cos θij)+δij ·Qi+δij ·V 2i bi
(6)
where Hij = ∂Pi∂θj , Nij =
∂Pi
∂Vj
Vj ,Kij =
∂Qi
∂θj
, Lij =
∂Qi
∂Vj
Vj , and
δ is the Kronecker Delta Function defined as
δα,β =
{
1 α = β
0 α 6= β.
For full details, see Appendix B.
B. Power Flow Analysis and Theoretical Calculation
Power Flow (PF) analysis is the fundamental and most
heavily used tool for solving many complex power system
operation problems, such as fault diagnosis, state estimation,
N − 1 security, optimal power dispatch, etc. PF analysis
deals mainly with the calculation of the steady-state voltage
magnitude and phase for each network bus, for a given set of
variables such as load demand and real power generation, un-
der certain assumptions such as balanced system operation [7].
Based on this information, the network operating conditions,
in particular, real and reactive power flows on each branch,
power loesses, and generator reactive power outputs, can be
determined [8]. Thus, the input (output) variables of the PF
problem typically fall into three categories:
• active power P and voltage magnitude V (reactive power
Q and voltage angle θ) for each voltage controlled bus,
i.e. PV buses;
3C=A ◦B, [C]ij=[A]ij [B]ij .
• active power P and reactive power Q (voltage magnitude
V and voltage angle θ) for each load bus, i.e. PQ buses;
• voltage magnitude V and voltage angle θ (active power
P and reactive power Q) for reference or slack bus.
Theoretical calculation for PF analysis is model-based and
assumption-based. That is to say, prior information of topo-
logical parameter, the admittance Y , is required in advance.
Consider a power system with n buses among which there are
m PV buses, n−m−1 PQ buses, and 1 slack bus. Under
the background of Eq. (6), the PF problem can be formalized
in general as Eq. (7), which simultaneously solves a set of
equations with an equal number of unknowns [9].
For Eq. (7), f is a differentiable mapping, f : x ∈
R2n−m−2→y∈R2n−m−2, and J is the Jacobian matrix,
y,

P1
...
Pn−1
Qm+1
...
Qn−1

=f

θ1
...
θn−1
Vm+1
...
Vn−1

,f (x) J=

∂y1
∂x1
· · · ∂y1∂xl
...
. . .
...
∂yl
∂x1
· · · ∂yl∂xl

(7)
According to Eq. (6), J is calculated
J =
[
[H]n−1,n−1 [N]n−1,n−m−1
[K]n−m−1,n−1 [L]n−m−1,n−m−1
]
(8)
Numerical iteration algorithms and sparse factorization tech-
niques, mainly based on Newton-Raphson or fast-decoupled
methods, are employed to approximate the nonlinear PF equa-
tions by linearized J. In mathematics, if p is a point in Rn
and f is differentiable at p , then its derivative is given by
Jf (p). In this case, the linear map described by Jf (p) is the
best linear approximation of f near the point p, in the sense
that
f(b) = f(p) + Jf (p)(b− p) + o(‖b− p‖) (9)
for b close to p and where o is the little o-notation (for b→ p)
and ‖b− p‖ is the distance between b and p.
From Eq. (9), the linear approximation of the system
operating from point (x(k),y(k)) to point (x(k+1),y(k+1)), the
iteration is acquired as follows:
x(k+1) := x(k) + Jf
−1
(
x(k)
)(
y(k+1) − y(k)
)
(10)
where := is the assignment symbol in computer science.
The iteration, given in Eq. (10), depicts how the power
system state estimation is carried out. y(k+1), according to
Eq. (7), is the desired P,Q of the PQ buses and desired P
of the PV buses4. y(k) and x(k) are measurements available
from sensors. In order to conduct Eq. (10), Jacobian Matrix J
is acquired.
Traditionally, J is computed offline via Eq. (8) based on the
physical model of the network. The model-based approach is
not ideal in practice, since accurate and up-to-date network
topology and relevant parameters (the admittance Y ) and
operating point (x(k),y(k)) are required according to Eq. (6).
4For PQ buses, neither V and θ are fixed; they are state variables that
need to be estimated. For PV buses, V is fixed, and θ are state variables that
need to be estimated.
3III. DATA-DRIVEN APPROACH TO JACOBIAN MATRIX
ESTIMATION
This section proposes a data-driven estimation of the Jaco-
bian Matrix J. In the data-driven mode, the aforementioned
physical model and admittance Y are no longer necessary in-
formation. The data-driven approach could handle the scenario
in which the system topology and parameter information are
wholly unavailable. Moreover, the estimation of the Jacobian
Matrix J inherently contains the most up-to-date network
topology and corresponding parameters.
A. Data-driven View of Grid Operation and its Matrix Form
Under fairly general conditions, our estimation target J
is almost unchange within a short time, e.g. ∆t, due to
the stability of the system, or concretely, variable V, θ, Y
according to Eq. (6). During ∆t, considering T times ob-
servation at time instants ti, (i = 1, 2, · · · , T, tT − t1 = ∆t),
operating points (x(i),y(i)) are obtained as Eq. (7). Defining
∆x(k) , x(k+1)−x(k), and similarly ∆y(k) , y(k+1)−y(k),
from Eq. (9) we deduce that ∆y(k)≈J∆x(k). Since J keeps
nearly constant, the matrix form is written as:
B≈JA (11)
where J∈RN×N (N=2n−m−2), B=[∆y(1), · · · ,∆y(T )]∈
RN×T , and A =
[
∆x(1), · · · ,∆x(T )] ∈ RN×T . As the fast-
sampling of PMUs, it is reasonable to assume that T >N.
It is worth mentioning that sometimes the normalization is
required. Supposing that
_
B=ΛBB,
_
A=ΛAA, and
_
B≈
_
J
_
A,
it is deduced that J=ΛB−1
_
JΛA.
B. Least Squares Method
From Eq. (11) we deduce that BT≈ATJT. Therefore,
βi ≈ Λϑi (12)
where βi∈RT is the i-th column of BT, ϑi of JT, and matrix
Λ,AT∈RT×N is an overdetermined matrix due to T >N.
1) Ordinary LSE Estimation:
In ordinary least-squares errors (LSE) estimation, the re-
gressor matrix Λ is assumed to be error free. The rationale
is to correct the observations βi as little as possible under
the Euclidean norm metric [10]; this can be formulated as an
optimization problem:
arg min
ϑˆi∈RN
∥∥∥βi −Λϑˆi∥∥∥
2
We assume Λ has full column rank (rank N ); under this
condition, the closed-form unique solution is
ϑˆi =
(
ΛTΛ
)−1
ΛTβi
The proof is given in Appendix D.
Furthermore, the estimation for J is
JˆT =
(
AAT
)−1
ABT (13)
and the Octave/Matlab code is:
function JF = lse(A, B)
JT = pinv(A*A’)*A*B’; JF = JT’;
end
2) Total Least Squares:
In practice, measurement and modeling errors enter into
both the regressor matrix and the observation vectors. Taking
the errors of Λ into account, we face a Total Least Squares
(TLS) problem:
Θ ≈ ΛJT,
where Θ,BT∈RT×N .
According to [11], the above problem is solved via singular
value decomposition (SVD). We seek to find a J that mini-
mizes error matrices E and F, respectively, for Λ and Θ:
argmin
J
∥∥[E F]∥∥F , (Λ + E) JT =Θ + F (14)
where
[
E F
]
is the augmented matrix with E and F side by
side and ‖ · ‖F is the Frobenius norm.
This can be rewritten as
[(Λ + E) (Θ + F)]
[
JT
−Ik
]
= 0.
where Ik is the k × k (k :=N ) identity matrix. The goal is
then to find
[
E F
]
that reduces the rank of
[
Λ Θ
]
by k.
Conduct SVD of both
[
Λ Θ
]
and [(Λ + E) (Θ + F)]:{ [
Λ Θ
]
=U(1)Σ(1)V(1)T (1)
[(Λ + E) (Θ + F)] =U(2)Σ(2)V(2)T (2)
, (15)
where U,V are unitary matrix and Σ is diagonal matrix. Furthermore
U(i)Σ(i)V(i)T,
[
U1
(i) U2
(i)
] [Σ1(i) 0
0 Σ2
(i)
] [
V11
(i) V12
(i)
V21
(i) V22
(i)
]T
where i = 1, 2 and U,Σ,V are partitioned into blocks
corresponding to the shape of Λ and Θ. It is worth mentioning
that Λ=UΛΣΛVTΛ and Θ=UΘΣΘV
T
Θ.
Using the Eckart–Young Theorem, the approximation min-
imising the norm of the error is such that matrices U and V are
unchanged, while the k-smallest singular values are replaced
with 0. With the characteristics of the SVD for augmented
matrix5, we obtained that U1(1) = U1(2) = UΛ,U2(1) =
U2
(2)=UΘ,Σ1
(1)=Σ1
(2)=ΣΛ,Σ2
(1)=ΣΘ,Σ2
(2)=0, and
V(1) = V(2) =
[
V11 V12
V21 V22
]
,
[
V:1 V:2
]
are deterministic,
although unknown.
Staring with Eq. (15), (1)− (2):[
E F
]
=− [UΛ UΘ] [0 00 ΣΘ
] [
V:1 V:2
]T
(16)
Note that[
0 0
0 ΣΘ
]
=
[
ΣΛ 0
0 ΣΘ
] [
V:1 V:2
]T [
0 V:2
]
As a result, Eq. (16) is turned into:[
E F
]
=− [Λ Θ][0 V:2][V:1 V:2]T=−[Λ Θ]V:2V:2T
⇒ [E F]V:2=−[Λ Θ]V:2I⇒ [Λ+E Θ+F] [V12V22
]
= 0
5Details are given in Appendix C.
4If V22 is nonsingular6, we can then right multiply both sides
by −V22−1 to bring the bottom block of the right matrix to
the negative identity, giving:[
Λ + E Θ + F
] [−V12V22−1
−I
]
= 0
and so
JT = −V12V22−1
and the Octave/Matlab code is:
function JF = tls(A, B)
X = A’; Y = B’;
[m n] = size(X); Z = [X Y];
[U S V] = svd(Z, 0);
V12 = V(1:n, 1+n:end); V22 = V(1+n:end, 1+n:end);
JT = -V12*pinv(V22); JF = JT’;
end
3) Weighted Least Squares:
For some scenarios the observations may be weighted—for
example, they may not be equally reliable due to data quality.
In this case, one can minimize the weighted sum of squares
starting with Eq. (12) βi ≈ Λϑi:
arg min
ϑ
T∑
k=1
wk|βik −Λϑk|2=arg min
ϑ
∥∥∥W1/2 (βi −Λϑ)∥∥∥2
It is a typical Weighted least squares (WLS) problem. The
closed-form unique solution is
ϑˆi =
(
ΛTWΛ
)−1
ΛTWβi
Furthermore, the estimation for J is
JˆT =
(
AWAT
)−1
AWBT
4) Generalized Least Squares:
The aforementioned WLS is a special case of generalized
least squares (GLS) occurring when Ω−1 := W. This situation
arises when the variances of the observed values are unequal
(i.e. heteroscedasticity is present), but where no correlations
exist among the observed variances. The weight for unit i is
proportional to the reciprocal of the variance of the response
for unit i [12]; hence all the off-diagonal entries of Ω are 0.
Starting with LSE model Eq. (12) βi ≈ Λϑi, GLS forces
the conditional mean of β given Λ to be a linear function
of Λ, and assumes the conditional variance of the error term
given Λ is a known nonsingular covariance matrix Ω. This is
usually written as
βi = Λϑi + εi, E [ε |Λ ] = 0, cov [ε |Λ ] = Ω (17)
Here ϑi ∈ Rk is a vector of unknown constants (known
as regression coefficients) that must be estimated from the
data. The generalized least squares method estimates ϑi by
minimizing the squared Mahalanobis length of this residual
vector:
arg min
ϑˆi
(
βi −Λϑˆi
)T
Ω−1
(
βi −Λϑˆi
)
6the behavior of TLS when V22 is singular is not well understood yet
Since the objective is a quadratic form in ϑˆi, the estimator
has an explicit formula:
ϑˆi =
(
ΛTΩ−1Λ
)−1
ΛTΩ−1βi (18)
and then,
JˆT =
(
AΩ−1AT
)−1
AΩ−1BT (19)
GLS estimator could be conducted to obtain the parameters
Ω through iteration. As aforementioned in Eq. (17) and (25),
we give the Octave/Matlab code for the iteration as follows:
function JF = gls(A, B)
[N,T] = size(A); G = eye(T); Iter = 100;
for ti = 1:Iter
invG = pinv(G); JT = pinv(A*invG*A’)*A*invG*B’;
E = B - JT’*A; E = E’;
G = 1/N*E*E’; G = diag(diag(G));
end
JF = JT’;
end
C. Estimation via Kronecker product
The Kronecker product [13] can be used to get a convenient
representation for some matrix equations. Consider equation
AXB=C, where A, B and C are given matrices and matrix
X is the unknown. We can rewrite this equation as(
BT ⊗A
)
vec(X) = vec(AXB) = vec(C).
Here, vec(X) denotes the vectorization of the matrix X formed
by stacking the columns of X into a single column vector.
Rewriting Eq. (11): B≈JA, we obtain
vec(B) ≈ vec(INJA) =
(
AT ⊗ IN
)
vec(J) , T vec(J)
If A is full row rank (rank A =N ), T is full column rank.
The estimation problem proposed in Eq. (11), via Kronecker
product, is turned into a classical LSE formula.
D. Estimation via Neural Network
An artificial neural network (ANN) involves a network of
simple processing elements (artificial neurons) which can ex-
hibit complex global behavior, determined by the connections
between the processing elements and element parameters. In
most cases an ANN is an adaptive system that changes its
structure based on external or internal information that flows
through the network. ANN is the fundamental part of the state-
of-the-art deep neural networks (DNN). The output and the
input of the NN model could be seen as:
y=f (x),fL
(
WL· · ·f2
(
W2f1
(
W1x+b1
)
+b2
)
· · ·+bL
)
or for each layer: z
(l) = W(l−1)a(l−1) + b(l−1)
a(l) = f (l)
(
z(l)
)
Specifically, a(1) is the input x, and a(L) is the output y.
Note that the parentheses of superscript can be omitted without
creating ambiguity.
For a well-trained NN, the gradient is calculable. Starting
form Eq. (11), there are some connection between the Jacobian
5Matrix J and the gradient. According to Eq. (7), we face the
problem which to solve J = d ydxT .
With repeated use of the Chain Rule given in Eq. (25),
J =
∂y
∂xT
=
∂a(L)
∂xT
=
∂f (L)
(
z(L)
)
∂z(L)
T
∂z(L)
∂xT
=
∂f (L)
(
z(L)
)
∂z(L)
T
∂
(
WL−1aL−1 + bL−1
)
∂xT
=diag
(
fL
′
z=zL
)
WL−1
∂aL−1
∂xT
,ΛLWL−1 ∂a
L−1
∂xT
= ΛLWL−1ΛL−1WL−2 · · ·Λ2W1
(20)
where Λl=diag
(
f l
′
z=zl
)
, l=2, · · · , L
IV. CASE STUDIES
Cases are built upon the simulation tool MATPOWER [14].
Given the power injection on each node, i.e. y, by solving the
power flow equation Eq. (4), the voltage magnitude and angle
are obtained, i.e. , x in Eq. (7).
A. IEEE 9-Bus System
For a standard IEEE 9-Bus System, Node 1 is the slack
bus, Node 2,3 are the PV buses, Node 5,7,9 are the PQ
buses with load injection, and Node 4,6,8 are the PQ buses
without load or generator injection, also seemed as tie line.
Considering the daily behaviors of power consumption and the
power fluctuation according to [15], the normalization value
of active power P is obtained as shown in Fig. 2. The reactive
power Q has similar trend. Note that the raw value of P and
Q of Node 5,7,9 are much larger than that of Node 4,6,8.
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Fig. 2: Daily Power Consumption for IEEE 9-Bus System
Suppose the dataset is 9600 points for one day (100
times for 15 minutes). And then, for each point, our target
benchmark/truth-value J0 is calculated by the simulator via
Eq. (6) in a model-based way. The results are shown in Fig.
3. The variation of the Jacobian Matrix is so small that we
can deduce that J0 is a stable value under the normal daily
operation of the network.
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Fig. 3: Basic Statistical Information of J from 9600 Samplings
1) LSE, TLS, WLS without Observation Errors:
This part assumes that no errors exists for both x and y.
We use the proposed LSE, TLS and WLS algorithm to handle
large dataset (2400 points, 100 samplings per hour), medium
dataset (240 points, 10 samplings/h), and small dataset (96
points, 4 samplings/h), respectively. We also design a case
which simulates the data at a fast sampling rate (e.g. 30 Hz
for PMU) within a short time, during which the white noise
plays a dominant part of the signals. And we assume there
are 5000 samplings for this condition. The result of the above
four scenes are shown in Fig. 4.
Fig. 4 shows that the LSE, TLS and GLS all have good
performances on the estimation of Jacobian Matrix J using
a large dataset. And among them, GLS performs best. For
the white noise scenes, however, TLS performs best. It is
worth mentioning that, for GLS, the calculation of inverse G
(invG = pinv(G) for GLS Octave/Matlab code) takes a lot of
computing resources. With a medium dataset, the performance
of LSE, TLS and WLS become worse. The GLS performs
much better than LSE, and the TLS performs worst. With
a small dataset, the TLS result is no longer acceptable, and
there are no obvious difference between LSE and GLS. Note
that WLS is a special case of GLS. We deduce that the GLS
performs better as the dataset increase, and TLS may be
suitable to handle white noises.
2) LSE, TLS, WLS with errors from observation:
This part assumes that there exist errors from the observa-
tion variable, active and reactive power of each node, i.e., y.
Suppose that
yˆ(n, t) := y0(n, t) + α1 · r1 + α2
where n is the n-th node, t is the sampling time, and y0 is
the truth-value, α1 · r1 is the variance of the errors and α2 is
the bias. r1 is a standard Gaussian noise and α1, α2 are small
coefficient relevant to Signal-Noise Rate. The existence of α2
would not affect the data-driven results because that it does
not change ∆y. It means that the data-driven estimation
is robust against fixed measurement errors. We assume
medium dataset are used for this case, the fluctuation of y
for Node 3 during sampling time ts = [60 : 100] is 4 + 5i
MVA , for Node 5 during ts = [50 : 90] is 3 + 2i MVA.
Running the code, we find that only GLS result is acceptable,
as shown in Fig 5a. The GLS is adapted to the scene that
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(l) GLS: 5000 samplings, white noises
Fig. 4: Estimation Errors of J with Large/Medium/Small Dataset: IEEE 9-Bus System without Observation Errors
the observed data is not reliable during some part of the
cycle.
On the other side, if the error comes from voltage angle
and the error variance keeps the whole observation. The TLS
performs best, as shown in Fig 5b. The TLS is adapted to
the scene that the variance comes from x during the whole
observation.
3) Neural Network:
This section explores the state-of-the-art deep neural net-
works (DNN). We use a 5 layers NN, and choose tanh as
the activate function. The neural number for each layers is
[14, 50, 50, 50, 14]. Taking x in Eq. (7) as the input of the NN,
and y as the output. We use the data during 1:8400 (00:00–
21:00) for training, and during 8401:9600 (21:00–24:00) for
testing. Taking the PQ buses with load injection (i.e., Node
5,7 and 9), the truth-value P5, P7, P9 and predicted value
P ∗5 , P
∗
7 , P
∗
9 of active power P are shown in Fig. 6a. The
NN performs pretty well on the prediction task. We then
use Eq. (20) to calculate Jacobian Matrix, and find that the
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(b) Error from x: TLS
Fig. 5: Estimation Errors of J Considering Observation Errors
J estimation task fails, as shown in Fig. 6b. It can deduce
that the direct use of NN may be not suitable to handle
derivative signal analysis. The derivative signal may have
some connection with the residential network, and this topic
will be discussed elsewhere.
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Thus,
Pi = Vi
∑
k 6=i
Vk (Gikcosθik +Biksinθik)− Vi2
∑
k 6=i
Gik
Qi = Vi
∑
k 6=i
Vk (Gik sin θik −Bikcosθik) + Vi2
∑
k 6=i
Bik
APPENDIX B
JACOBIAN MATRIX AND ITS FOUR COMPONENTS
Starting with Eq. (4), Eq. (6) is obtained. The procedures are
as follows. Take Hij for instance, and similar to Nij ,Kij ,Lij :
if i 6= j, Hij = ∂Pi∂θj = ViVj (Gijsinθij −Bijcosθij);
if i = j, Hii = Vi
∑
k 6=i
Vk (−Giksinθik+Bikcosθik)
= −Qi+Vi2
∑
k 6=i
Bik+Vi
2bi=−Vi2Bii−Qi+Vi2bi.
APPENDIX C
SVD FOR AUGMENTED MATRIX
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(a) Prediction of P on load nodes
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(b) J estimation via Eq. (20)
Fig. 6: Power Prediction and J Estimation using NN
V. CONCLUSION
This paper explores a data-driven method for Jacobian
Matrix estimation. The least-squared errors (LSE) algorithm
and its variants total least-squared (TLS) and generalized least-
squared (GLS), as well as neural network (NN) based estima-
tion algorithm are studied. These algorithms are data-driven
and sensitive to up-to-date topology parameters and state
variables. The data-driven estimation is also robust against
fixed measurement errors.
The theories, equations, derivations, codes, advantages and
disadvantages, and application scenes of each algorithm are
discussed. The GLS is adapted to the scene that the observed
data is not reliable during some part of the cycle, and performs
better as the dataset increase. The TLS is adapted to the
scene that the error variance comes from x during the whole
observation, and TLS may be used to handle white noises.
Directly use of NN is not suitable to handle derivative signal
analysis, the derivative signal may have some connection with
the state-of-the-art residential network.
APPENDIX A
ACTIVE AND REACTIVE POWER FOR EACH NODE
Starting with Eq. (3), Eq. (4) is obtained. The procedures
are as follows:
Si = Pi + jQi = U˙i
∑
k
yikU˙k = U˙i
∑
k 6=i
YikU˙k + U˙iYiiU˙i
= Viejθi
∑
k 6=i
(Gik−jBik)Vke−jθk + Vi2
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k 6=i
(Gik−jBik)

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∑
k 6=i
Vk (Gikcosθik+Biksinθik)−Vi2
∑
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Thus,

Pi = Vi
k 6=i
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X = UXΣXVX
T
Y = UYΣYVY
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[
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X Y
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APPENDIX D
MATRIX OPERATION AND LEAST SQUARES METHOD
A. Partial Differentia in Matrix/Vector Form
∂xTWx
∂x
=
∂
∑
xiE1iwjkEjkxlEl1
∂x
=
∑ ∂wilxixl
∂xk
Ek
=
∑
(wklxl + wikxi) Ek =
(
W + WT
)
x
(22)
because that
Wx =
∑
wijxkEijEk =
∑
wijxjEi
WTx =
∑
wijxkEjiEk =
∑
wijxiEj
∂yT
∂x
[
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∂x · · ·
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(23)
for a special case y = x: ∂x
T
∂x = I
∂yT y
∂x
=
∂yT y
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8B. Chain Rule
∂y
∂xT
, ∂f (z)
∂xT
=
∂f (z)
∂zT
∂z
∂xT
(25)
Proof:
Suppose that C = ∂y∂xT .
And,
[C]:j =
∂f (z)
∂xj
=
∑
k∈ind(z)
∂f (z)
∂[z]k
∂[z]k
∂xj
=
∂f (z)
∂zT
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So, as a result
∂y
∂xT
=
∂f (z)
∂zT
∂z
∂xT
C. Proof of Ordinary Least Squares
arg min
ϑ∈RN
‖β −Λϑ‖2
Proof:
Suppose that y = β −Λϑ, and the object function is yTy.
And,
∂yTy
∂ϑ
=
∂yT
∂ϑ
∂yTy
∂y
=
∂yT
∂ϑ
2y =
∂(β −Λϑ)T
∂ϑ
2y
=
∂
(
βT − ϑTΛT)
∂ϑ
2y = −2ΛT (β −Λϑ)
So, as a result
∂yTy
∂ϑ = 0⇒ ΛTβ = ΛTΛϑ⇒ ϑ =
(
ΛTΛ
)−1
ΛTβ.
D. Proof of Generalized Least Squares
arg min
ϑ
(β −Λϑ)TΩ−1 (β −Λϑ)
Proof:
Suppose that y = β−Λϑ, and the object function is yTΩ−1y.
And,
∂yTΩ−1y
∂ϑ
=
∂yT
∂ϑ
∂yTΩ−1y
∂y
= ΛT
(
Ω−1 + Ω−T
)
y
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(
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)
(β −Λϑ)
So, as a result
∂yTΩ−1y
∂ϑ
= 0⇒ ΛT
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(β −Λϑ) = 0
⇒ ΛT
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)
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(
Ω−1 + Ω−T
)
Λϑ
⇒ ϑ =
(
ΛT
(
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)
Λ
)−1
ΛT
(
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