INTRODUCTION
In recent years there has been explosive growth in mobile computing technology, and new wireless technologies have rapidly emerged. The desire to be connected "any time, anywhere, and any way" has led to an increasing array of heterogeneous systems, applications, devices, and service providers. This heterogeneity is unlikely to disappear in the foreseeable future for two reasons. One is that the variety of application requirements makes it difficult to find a single optimal and universal solution. The other is that in their eagerness to capture the market, competing organizations are releasing proprietary systems. As a result, the key to the success of next-generation mobile communications systems is the ability to provide seamless services in such a heterogeneous environment.
Internet Protocol (IP) is a universal networklayer protocol for the Internet, and is becoming a promising universal network-layer protocol over all wireless systems as well. IP provides unique addressing and packet routing/forwarding services and acts as a common platform for services and applications. It appears that this all-IP network layer can eventually integrate wireless communications networks and the Internet into the so-called mobile Internet.
However, to provide users with satisfactory services, ubiquitous connectivity and corresponding best effort services are not enough. In a heterogeneous wireless network environment, application performance could easily deteriorate for various reasons, and this performance fluctuation could be widespread. In response to this issue, quality of service (QoS) is designed to hide low-level application variation and provide necessary service guarantees.
To provide QoS in the mobile Internet, many unique issues related to heterogeneity and mobility must be addressed. Consider a user moving from one network to another. The user may interact with a variety of service providers with different service level agreement (SLA) terms, network capacity, topology, and policies. The user may have a choice of wireless access technologies with different channel characteristics (bandwidth, loss, delay, etc.) and QoS support capabilities. The user may switch to a new terminal with different computing power, display size, and data rate. The user may adapt applications to meet new service requirements or network conditions. These factors can complicate end-toend service provisioning and limit the ability of service adaptation.
There is a considerable amount of research targeting QoS-related issues. Most of the early work in this field focused on developing QoS frameworks, such as integrated services (IntServ) and differentiated services (DiffServ), for the legacy best effort Internet. Some progress has recently been made in addressing wireless-related QoS issues of wireless access, mobility management, and portable devices. The main research, however, is still in the context of individual architectural components; much less progress has been made in addressing the issue of an overall QoS architecture. To address the need for an overall QoS architecture, we are investigating existing QoS research, working to XIA GAO, GANG WU, AND TOSHIO MIKI DOCOMO COMMUNICATIONS LAB USA
ABSTRACT
The remarkable advances in information technologies bring a heterogeneous environment for mobile users and service providers. This heterogeneity exists in wireless access technologies, networks, user terminals, applications, service providers, and so on. The ability to provide seamless and adaptive quality of service in such a heterogeneous environment is key to the success of next-generation wireless communications systems. There has been a considerable amount of QoS research recently. However, the main part of this research has been in the context of individual architectural components, and much less progress has been made in addressing the issue of an overall QoS architecture for the mobile Internet. This article first summarizes the state-of-the-art QoS techniques and standardization activities, then examines in detail important challenges in building a ubiquitous QoS framework over the heterogeneous environment, and finally proposes a QoS framework integrating a three-plane network infrastructure and a unified terminal cross-layer adaptation platform to provide seamless support for future applications.
END-TO-END QOS PROVISIONING IN MOBILE HETEROGENEOUS NETWORKS
Heterogeneity exists in wireless access technologies, networks, user terminals, applications, service providers, and so on. The ability to provide seamless and adaptive QoS in such a heterogeneous environment is the key to the success of next-generation wireless communication systems.
identify the main design challenges and principles, and propose a generalized QoS architecture for the future mobile Internet. The rest of this article is organized as follows. The next section briefly describes the state-of-theart QoS techniques in the mobile Internet. Next is a detailed discussion of the important challenges in building a ubiquitous QoS framework over a heterogeneous environment. The article then presents our QoS framework, which has two independent and interacting components. The first component is a three-plane network infrastructure designed to provide seamless support in heterogeneous networks. The second is a terminal-based hierarchical policy management system that can coordinate the behavior of different cross-layer adaptation algorithms on one terminal to achieve optimal system-wide performance. This article ends with some observations.
THE CURRENT STATUS OF QOS RESEARCH
In order to provide reliable and sustained QoS in the mobile Internet, it is necessary to efficiently manage wireless resources, adaptively cope with both temporal and spatial resource dynamics, and effectively address practical implementation issues. The ultimate solution for QoS support requires an integrated design effort that spans every layer in the network protocol stack.
Research on the user layer and application layer focuses on the specification and mapping of application and user QoS preferences on evolving network service profiles. Different methods have been developed to elicit users' cognitive and perceptual processes for network QoS. At the middleware level, new architectures (e.g., the agent-based model) are proposed to create systems that are robust, adaptive, and reconfigurable. New middleware lies between applications and the OS, and should provide applications with better support of multimedia processing, seamless mobility, and QoS adaptation. At the transport layer, numerous modifications of TCP are proposed to improve TCP's performance over a wireless link. Some well recognized characteristics of a wireless link are random channel error, large and varying delay, low bandwidth, path asymmetry, and temporary disconnection. At the network layer, IntServ and DiffServ are two resource allocation architectures that allow resource assurances and service differentiation for traffic flows and users. Multiprotocol label switching (MPLS) and related traffic engineering (TE) techniques such as constraint-based routing and multipath load sharing give Internet operators a set of management tools for bandwidth provisioning and performance optimization. At the link layer, work is underway to add QoS support in Ethernet type LANs such as 802.11. Two active research areas are link layer error recovery and wireless scheduling. Finally, at the physical layer, many channel coding, modulation, and power control schemes are proposed to increase the communications success ratio, and decrease interference and power consumption. Software-defined radio gives the physical layer the flexibility to access different wireless systems with a single interface.
Interested readers may refer to [1] [2] [3] for more details on related work mentioned above. The rest of this section focuses primarily on the state-of-the-art research that forms the basis for our framework. The policy management framework [4] is one of the efforts intended to simplify the definition and deployment of network behavior, including automatic provisioning of QoS mechanisms. This framework includes four main elements. The policy management tool (PMT) is an interface assisting the administrator in creating network policies. These policies are stored using standard schema in the policy repository (PR). The policy decision point (PDP) is responsible for retrieving policy rules from the PR and generating policy decisions to be executed by the controlled policy enforcement point (PEP).
The Common Open Policy Service (COPS) protocol [5, 6] is defined to support policy control in an IP QoS environment. COPS is a simply query and response protocol allowing PDPs to communicate policy information with PEPs. COPS has two main models: outsourcing (COPS-RSVP [5] ), and provisioning (COPS-PR [6] ). The policy management framework provides the opportunity to combine policy control, QoS signaling, and resource control in a unified framework. There is some research underway on using different types of COPS to combine Resource Reservation Protocol (RSVP) and DiffServ networks, allow dynamic SLA negotiation and deployment, and integrate QoS signaling with Session Initiation Protocol (SIP) application signaling.
The application network refers to an application-specific overlay network over the Internet. It extends the capabilities of network intermediaries to provide additional services such as content adaptation, personalization, and location-aware data insertion. The content distribution network (CDN) and content services network (CSN) [7] are two examples. Unlike a CDN, whose main functions are storage and caching, the main focus of a CSN is to provide process ability to users, Internet service providers (ISPs), and content providers. A CSN interacts collaboratively with user agents, content servers, and other network intermediaries including ISP caching proxies and CDN surrogates in the content delivery process to provide value-added services. A CSN comprises application proxy servers, redirection servers, and service distribution and management servers. An application proxy server hosts the software of value-added services and provides computational abilities. A redirection server directs a service request to an application proxy server according to a number of attributes and measurements. A service distribution and management server measures the demand of services and communicates with redirection servers to route the requests.
The Next Step in Signaling (NSIS) signaling framework is being developed to investigate the requirements, architecture, and protocols for QoS signaling across different network environments [8] . QoS signaling is defined as the way to communicate QoS parameters and management information among hosts, end systems, and network devices. It may include request and response messages to facilitate negotiation/renegotiation, asynchronous feedback, and QoS 
QOS ISSUES IN HETEROGENEOUS NETWORKS
As indicated above, a user may utilize an application with different kinds of terminals across heterogeneous wireless access technologies and among different administrative domains. Thus, one target for next-generation wireless networks is to provide seamless services for these users. In addition to solving common problems such as time-varying and location-dependent wireless link loss, limited bandwidth, and mobility, QoS management in the next-generation network has to face new challenges caused by the diversity of technologies.
DIFFERENT HYPER HANDOVERS
Handover is defined as a capability for managing the mobility for a mobile terminal or a moving network in active state. Handover in a heterogeneous network environment is different from that in a homogeneous wireless access system, where it occurs only when a user moves from one base station to another. While handover within a homogeneous system is defined as horizontal handover, handover between different administrative domains, access technologies, user terminals, or applications is defined as hyper handover. 1 Table 1 shows the main differences users might experience when experiencing the different kinds of hyper handover. Note that this table separates the effect of each type, while in actual use a user may experience a combination of hyper handovers. For example, when moving from one administrative domain to another, a user may also switch to a different access technology required in the destination domain. Assuming that the access technology in the new domain has lower bandwidth, the user may decide to switch to another terminal to be able to use applications with lower bandwidth requirements. In this scenario, the user experiences handover that includes all four categories of hyper handovers.
QOS ISSUES IN HYPER HANDOVERS
There is already much work focusing on QoS provisioning in a wireless access network with a single wireless access technology in the same administrative domain and on the same terminal. These traditional QoS management methods try to hide transient QoS variations and violations from applications. Based on the timescale considered, these functions can be classified into static and dynamic [2, 3] . Static QoS functions usually activate in the application initiation period and remain constant for a long time. Specification, translation, negotiation, admission control, and resource reservation are static functions. Contract specifications are often inexact because resource usage and flow characteristics are not generally completely defined in advance, so dynamic QoS functions allow the contract to be fulfilled on an ongoing basis. The most important dynamic functions include monitoring, policing, maintenance, renegotiation, adaptation, and feedback.
Unlike horizontal handovers, hyper handovers introduce large-grained changes in QoS. This results in more complicated QoS management in hyper handovers than in horizontal handovers. Here are summaries of some of the main challenges:
Mobility support. Currently, there is no QoS support during the handover period. When a terminal moves from one base station to another, packets that arrived at the previous station are either dropped or forwarded to the new station without QoS support. A number of mobility support protocols such as Fast Handover for Mobile IP (FMIP), Hierarchy Mobile IP, and Cellular IP [9] attempt to shorten the handoff delay and reduce the packet loss rate. However, these protocols do not currently support the QoS parameters required by specific applications. Applications with different QoS parameters for bandwidth, delay, and loss belong to different QoS classes. They should receive differentiated service according to their classes. Current mobility support schemes treat applications the same way. This sometimes violates the philosophy of differentiation and results in unnecessary system overuse.
Application network. An application proxy can help applications to shorten response latency and adapt to network variation. However, an application proxy may change the end-to-end path and complicate the resource reservation procedure. It can also change the configuration of applications sessions by adding or switching services, which influences the QoS negotiation and adaptation procedure.
Dynamic QoS functionalities. Resource reservation and admission control algorithms that were originally developed in wired networks are modified for horizontal handover. The changes occurring during hyper handover challenge the dynamic QoS functionalities. For example, consider two adjacent domains with different cost or policy I requirements for application QoS. When a user moves from one domain to another, the QoS specification may have to be changed, and some QoS adaptation functionalities may not be feasible.
NEW QOS NETWORK INFRASTRUCTURE FOR HETEROGENEOUS NETWORKS
This section presents our frameworks to cope with the main QoS challenges for hyper handovers and enable seamless services. The discussion focuses on the new functional blocks and new functionalities added to the conventional framework. These new functional blocks are proposed to alleviate the influences of hyper handovers. When examining the QoS design principles [3] , note that some principles contradict each other, such as the transparency and user orientation principles. Also note that not all principles are feasible for both terminal and network, such as the interlayer interaction and separation principles. For the terminal, scalability may not be a major issue, and the performance of each layer can easily be measured. Measurements can be used for feedback to help achieve optimal crosslayer adaptation, so it is desirable to have optimal interlayer interaction and user-oriented feedback. For the network, the main concerns are scalability and robustness. Thus, separation and transparency are important for simplifying the design, control, and maintenance of largescale networks. Based on this basic observation, we propose two QoS frameworks for the network and terminal, respectively, to support endto-end QoS provisioning in the heterogeneous mobile Internet. These two frameworks can be designed using partially different principles, but should have a well designed interface between them to allow seamless end-to-end services.
The main design principles for the QoS network framework are scalability, transparency, separation, robustness, maintenance, and adaptation. User-oriented feedback and cross-layer interaction principles are secondary. As shown in Fig. 1 , the network framework is designed to have three separate planes, management and functional signaling (or simply management), QoS control and signaling (or simply control), and data. This structure conforms to the separation principle, and allows scalable QoS framework and adaptation techniques to be designed transparently in each layer. The policy framework is then used to provide limited and systematic interlayer interactions. This unifies these three functional planes into a universal architecture.
The main hyper-handover-related QoS function blocks are listed in Fig. 1 . Some are completely new, while others have newly added functionalities in addition to common functions. This section highlights some key blocks, either new or different from those in existing QoS frameworks. Note that this is an extensive list and includes the functions that may reside in different components of the network. Any special component, such as access routers or core routers, may only implement a subset of all the blocks or a fraction of all the functions available in a block.
THE DATA PLANE
Most of the blocks in the data plane exist in other QoS frameworks, such as IntServ and DiffServ; the only new block is packet tunneling. In the data plane, however, these blocks all have different functionalities controlled by the control plane to enable seamless handovers. Here are some of the most important differences:
Flow classifier. The common flow classifier uses 5-tuple (source/destination IP address, source/destination port, and protocol type) to identify a flow and differentiate packets. However, this format is no longer suitable in the mobile Internet because in many cases either the source or destination of a flow may change due to handover. For example, when a mobile host (MH) subscribing to a location-based service moves to a new domain, it must switch its connection to a new server providing a similar service. In this case, the same flow uses a different destination IP address during transmission. Other similar cases include the change of intermediate content caching proxy and transcoding proxy in a CDN. Flow monitoring. Common tasks of the block are to guarantee that incoming traffic obeys its service level specification (SLS) and to instruct how the marking block should mark the packets if it violates the SLS. This process usually happens at the edge router, which could also change during hyper handover as an MH migrates from one domain to another. Without necessary history information, the monitoring cannot be done properly, so the transfer of traffic history from the old edge router to the new one is needed.
Packet tunneling. This is a new block. It not only deals with IP tunneling in Mobile IP, but tries to provide QoS support during hyper handover. Each application can ask for different QoS support during the handover. The QoS requirement during handover may be different from the QoS requirement for normal data transmission. If this is the case, when handover is detected, the packets already in the forwarding queue are re-encapsulated first. Then they are put into a new queue, which could belong to a different out-interface and receive different scheduling treatment.
THE CONTROL PLANE
The data plane as the PEP only has limited QoS adaptation ability, mainly realized through a scheduling block. Since it does not have global knowledge, in order to adapt to the heterogeneous environment it requires the control plane to set up corresponding operation policies and parameters. The components in the data plane then process the packets in the way specified by the control plane. The control plane uses end-toend signaling to integrate every host on the endto-end path to achieve QoS negotiation, adaptation, and feedback. It allows an MH to communicate with any intermediate application server to set up or tear down temporary connections. It also allows any pair of interacting nodes to negotiate a QoS contract between each other. Using a policy-based framework speeds up the system-wide implementation of a QoS framework by automating equipment setup. However, because the control plane mainly focuses on the nonfunctional part -improving performanceit further relies on the management plane to decide how existing QoS support could be used to achieve application-specific tasks.
QoS initiator (QI), QoS agent, and QoS controller (QC). The QI and QC blocks are the initiator and responder of the QoS signaling message, respectively. As in a more detailed example given later, different signaling protocols could be used and different QoS parameters transferred depending on the network topology and traffic type (per flow or flow aggregation). The QoS agent block acts as the PDP. It gets input from the policy control and admission control blocks, cooperates with other QoS agents through QoS signaling protocol, and configures the PEPs in its domain to provide large-timescale QoS support to normal data transmissions. It further works together with QoS context and handover differentiation blocks to provide shorttimescale QoS during the handover period.
Peer discovery.
exist and know each other before signaling happens. In a common IP network this assumption is valid. Based on the destination IP address, routing and relations between a QoS agent and other nodes can be predefined. However, in the hyper handover cases where flows keep changing their source or destination points, a QoS agent needs to dynamically find out which node is its signaling peer. This is decided by the management plane.
QoS context [10] .
Handover differentiation. Current handover schemes treat applications the same way, which violates the philosophy of differentiation and sometimes leads to unnecessary system overuse. Although application QoS requirements will influence handover QoS requirements, they are not necessarily the same. To enable handover differentiation, a number of handover classes have been defined in the literature:
• Fast handover: a handover that can satisfy strict delay bounds (e.g., for real-time services) • Smooth handover: a handover that can minimize loss of packets • Seamless handover: a handover with minimum perceptible interruption of services This block provides applications with differentiated QoS support during handover. It sets up the necessary handover tunneling path and controls the packet tunneling block in the data plane to separate normal data transmission QoS requirements from handover QoS requirements.
THE MANAGEMENT PLANE
The management plane behaves as the policy management tool (PML). The PML produces policies based on user SLA, application network server properties, and network load condition. Policies are stored in the PR, which physically can be located anywhere in the network. Policies can be either per user or per class. They can specify the QoS rules during the handover and adaptation period.
When a hyper handover occurs, before the QoS signaling for the adaptation is initiated, different entities in the network can be involved to provide seamless service or value-added services. For example, constraint-based routing could be used to reroute the flow to bypass congested nodes. Servers of location-based services, context-aware services, or content caching could be used to improve user perception of services.
The
as COPS could be used to dynamically set up users' SLAs. Based on these services, QoS signaling is then used to further negotiate the service contract and guarantee seamless services. In the following, three key blocks are discussed.
Session reconfiguration. In many cases such as those mentioned above, the configuration of an application session is changed. These changes happen in many ways. The number of flows of one session could be changed during the handover if new services in the new domain are added to the current session. The traffic of one flow could have different QoS characteristic if the flow attaches to a different server after handover. The addresses of source and destination nodes can be different if intermediate proxies change. In all the cases, the application needs to reconfigure the relative priorities among flows of its session to optimize overall session performance.
Application network. An application network can improve user perception by moving a server closer to the client or adapting the traffic to the current context. It works together with an IP layer QoS framework to improve application performance. Many issues need to be considered when evaluating an application network. For example, because an application network may change the traffic characteristics of flows going through it, QoS translation is necessary that takes into account such long-term traffic changes. Another issue is the possibly enlarged service variation during handover if one domain has an application network server while another does not.
Seamless handover. Besides current mobility support based on Mobile IP and Cellular IP, there are many distinct ways to support mobility. One mechanism is SIP-based application mobility, which provides application-specific handover support [10] . Another mechanism is the predefined handover support overlay network, which provides QoS support during handover. All these different mechanisms need to cooperate with QoS signaling protocols to do admission control and resource reservation.
A UNIFIED CROSS-LAYER ADAPTATION PLATFORM
Cross-layer adaptation algorithms, discussed in different contexts, are considered promising techniques to hide the complexity of the underlying heterogeneity from mobile applications. The common themes of these algorithms are the understanding of user, application, or system performance requirements, and adjustment of the behavior of configurable components to adapt to various heterogeneities.
As discussed before, optimal interlayer interaction and user feedback are desirable for the terminal QoS framework. Furthermore, terminal-based adaptation is feasible in hyper handovers because a handover usually happens at the last wireless hop. Hence, terminals can have good knowledge of the context changes and QoS variations. It is natural for a terminal to initiate QoS adaptation or cooperate with the network to adjust to environment heterogeneity.
Most cross-layer adaptation algorithms improve some performance index to some extent. However, they usually only focus on the design of the algorithm itself. Also, they assume that underlying assumptions are reasonable and incurred overhead is small compared to performance improvement. Unfortunately, as the number of cross-layer adaptation algorithms on one terminal increases, chances that the outputs from different algorithms conflict with each other also increase. At the same time, as the time-varying mobile environment changes, some adaptation algorithms may become inappropriate.
After carefully evaluating existing solutions, this section briefly lists and discusses the main problems of previous work that also serve as motivations for our terminal QoS framework.
No system-wide coordination. When multiple cross-layer adaptation algorithms coexist at the same terminal, their interaction with each other is not well studied. More specifically, possible conflicts between different schemes, the validation of each scheme's assumption, and the feasibility of each scheme under the current running environment are not considered.
No systematic way to achieve cross-layer communications. Nearly all the cross-layer adaptation schemes rely on sharing important information among different layers to achieve the performance goal. Most focus on the design of the algorithm itself and use some ad hoc ways to exchange information such as specialized application programming interfaces (APIs) or header extensions.
Hard to modify, extend, and interconnect. Because of the ad hoc way of designing crosslayer communications, modification, extension, and interconnection with other components become time-consuming and error-prone. Unnecessary details in each layer have to be exposed to allow little variations.
Facing the problems of unifying the crosslayer adaptation and communication but keeping the architecture expandable, manageable, and powerful, we propose the cross-layer adaptation platform (CLAP) shown in Table 2 .
CROSS-LAYER ADAPTATION ALGORITHM ABSTRACTION AND POLICY VALIDATION
Before describing the CLAP architecture, this section first gives the definition and expression of cross-layer adaptation algorithms. Only after the expression of the algorithms is well understood will the design choices of the architecture become obvious. Cross-layer adaptation algorithms can be defined in a hierarchical way as shown in Fig. 2 . Service abstraction is used to define the behavior or functionality provided by a component. To fully specify a service, one must define:
• The functions • The information (parameters) required to perform these functions • The information made available by this component to other components of the system To support dynamic configuration, a component also needs to define:
Unfortunately, as the number of cross-layer adaptation algorithms on one terminal increases, chances that the outputs from different algorithms conflict with each other also increase.
At the same time, as the time-varying mobile environment changes, some adaptation algorithms may become inappropriate.
• The service choices inside the component • The information needed to select the service Then cross-layer adaptation algorithms could be abstracted as:
• Components involved in each layer • Policies used to configure each component, including policy conditions using the output from some components, and policy actions using configuration parameters as the output to control some other components • Priority of the algorithm in case of policy conflict • Assumptions of the algorithm: under which conditions the algorithm should be invoked, expressed as another set of policies used for coordination between algorithms Next is a description of how to express these three entities as policies. The discussion is in line with the policy common information model (PCIM) [4] proposed by the Distributed Management Task Force (DMTF). A policy rule has if condition then action semantics. A policy rule condition, in the most general cases, is represented as either an ORed set of ANDed conditions (disjunctive normal form, DNF), or an ANDed set of ORed conditions (conjunctive normal form, CNF). Then two steps are required to make a policy decision. The first step is the evaluation of a policy rule condition. The second step deals with the actions for enforcement when the conditions of a policy rule are true. For each cross-layer adaptation algorithm a number of policies could be produced, and these policies are aggregated into a policy group. Each policy group has a unique group ID. This system-wide ID will be used later for applications as the index to refer to a corresponding cross-layer adaptation algorithm and interpret the attached parameters.
One of the main functionalities of system PDP is to validate that the output of policies of different algorithms are consistent with each other and feasible in the current environment, and to coordinate the behavior of each algorithm if necessary. The policy validation algorithms carried by system PDP may include the following checks [3] 
cies" when inconsistency between policies happens.
FUNCTIONALITIES OF SYSTEM PDP
The system PDP takes the cross-layer adaptation algorithms as input and then transfers them as policies stored at the common policy repository (CPR) or sends them to the layer PDPs to execute. It also takes inputs from other layers as well as QoS network infrastructure and adds management polices to the CPR. Such management policies may modify or limit the behavior of existing algorithms if needed. As shown in the input/trigger column of Table  2 , each layer may send different information to the system PDP. The information may include the capability of the system, as discussed before, or a predefined event/trigger that requires system intervention. At the user level, one may use PML to input high-level policies such as user preference, SLA, adaptation preference, handover preference, business goal, security, or environmental parameters. The policies may be expressed in terms of a language closer to natural communication rather than in terms of the specific technology implementing it. Such high-level policies should first be checked to ensure consistency, correctness, and feasibility. Then they should be translated to technology-oriented policies also stored in the CPR. More generally, our schemes can easily allow remote configuration and adaptation by taking remote control policies into account.
Such newly added policies should also be compared with existing cross-layer adaptation policies to find out whether conflicts happen. If so, new policies should be added to the CPR to guide the system in how to operate in such cases. This may lead to new policies being installed in the layer PDP and PR. The comparison between high-level polices and cross-layer adaptation policies is expedited by the usage of feasibility policies in the algorithm abstraction shown in Fig. 2. In Fig. 2 , each cross-layer adaptation algorithm expresses its assumption of surrounding environment and limitations. For elements not covered in these policies, some default or observed values will be used.
An extra event or error trigger could also be implemented. Keep in mind that statistics and parameters specific to the cross-layer adaptation algorithm are not exposed to the system PDP based on the principle that a policy framework only solves system configuration problems. A system PDP could work together with a layer PDP to define the globally important information that should be reported by the layer PDP. This information could include change of location, network, or current battery capability. Such parameters are important in terms of system performance and will lead to system reconfiguration if triggered.
The update of already installed policies in the layer PDP and PEP can be speeded up by using enable attributes included in each policy rule. Basically, each algorithm's policies need not be uninstalled or substituted by another's policies. By simply resetting the enable attributes, the system PDP can easily and flexibly change the support for one specific algorithm. Furthermore, the application does not need to be changed. It still uses the same policy group number, although the support is no longer the same. To summarize the important functionalities of the system PDP, this section includes the general running sequence of the system PDP in Fig. 3 .
CONFIGURATION OF LAYER PDP, PR, AND PEP
Our architecture has a hierarchical PDP setup to keep the transparency of each layer and make the system scalable, flexible, and easy to manage. As partly shown in Table 2 , the PEPs of each layer are the components involved in the crosslayer adaptation algorithm and have the abstraction shown in Fig. 2 . Each PEP is controlled by the layer PDP on its own layer and can install policies locally. For PEPs supporting multiple functions at the same time, the PEPs could evaluate the parameter values specified by the policies and invoke corresponding procedure. Each PEP could collect and output policy-specified statistics and parameters for cross-layer coordination. Local PR only maintains local policies that are either produced by layer PDP or transferred from system PDP.
Layer PDP is the key element of the structure to allow appropriate operation of the system. It has the following main functionalities:
Maintain local adaptation abilities. Not all the adaptation abilities need to be cross-layer, so layer PDP is used to coordinate adaptation on its own layer. Furthermore, because local adaptation may also influence the components that are part of cross-layer components, the layer PDP can implement local policy checks to guarantee the policy consistency.
Keep simple and well-defined interfaces. As terminals become more and more complicated, and cross-layer adaptation techniques keep improving, more components of one layer will participate in cross-layer coordination. To make the system scalable and extendable, a layer PDP could choose to only expose limited components to the system PDP by encapsulating these components.
Collect layered triggers with system-wide importance. As discussed before, a system PDP could work together with a layer PDP to define I Figure 3 . System PDP functionalities.
Define system-wide trigger, error, and event policies, and install them in layer PDPs Take high-level business and management policies
Remote control policies
Carry on policy translation and policy checks
Produce management policies, modify system support of cross-layer adaptation algorithms, and transfer layer PDP/PR updates Transfer cross-layer adaptation algorithms into groups of policies important triggers on each layer. These triggers are not for performance adaptation, but for system-wide reconfiguration or modification.
CROSS-LAYER INFORMATION EXCHANGE
Cross-layer adaptation algorithms need two types of support from the system. The first type is to dynamically choose services from the same component and guarantee system-wide feasibility. The proposed CLAP architecture provides this type of support. The second type is to support cross-layer information exchange. It is application-specific and flow-based, and is not provided by the CLAP architecture itself. Here, we propose a data structure called a cross-layer tag (CLT) for information exchange. A CLT is similar to an IPv6 [11] extension header; its format is <next header, header length, policy fields>.
Although the CLT is mainly for intraterminal use, by using the same fields of IPv6 such as next header and header length, it can be integrated into the IPv6 header for external communications. In this case, the CLT header type could be zero, the same as a hop-by-hop header in IPv6, or 60, the same as a destination option header in IPv6. This then serves as a mechanism to carry the end-to-end adaptation parameters to the communicating nodes. Depending on the specific algorithm, the CLT itself or some modification can be used in end-to-end communication.
Each CLT can have multiple policy fields with the same format: <policy group ID, data length, data fields>. A unique policy group ID is assigned to a corresponding cross-layer adaptation algorithm. This ID is used as the index by the PEPs on each layer to understand the usage and format of data in the data fields. The data length field is designed to allow parameters of variable length. Based on the application requirements and system capability, one or more cross-layer adaptation algorithm(s) could be used by one application. Because the system PDP guarantees the consistency of each policy and modifies the policy support if needed, applications are relieved of such burdens.
Data fields contain both normal data types such as string, integer, Boolean, or float numbers, and specific location pointers for crosslayer data uploading. For information exchanges from upper to lower layers, CLT could be appended to normal packets and processed by related components. On the other hand, for information uploaded from lower to upper layers, such a channel may not exist, so the system allocates a shared memory area in CPR to allow information exchange. During the application initialization period, when the adaptation policies are chosen, the related parameter exchange can be decided. Thus, if an uploading channel is necessary, a piece of shared memory is assigned and the pointer is returned. The shared memory is indexed by the unique FlowID or ProcessID. The pointer is then included in the CLT data fields and received by the PEPs. The PEPs can use the pointer to access memory to exchange information with upper layer components.
One of the functionalities of user/application layer PEPs is to maintain and assign an appropriate policy group ID to each application. Because policy granularity could be an application, a flow, or a group of packets, we propose the usage of the FlowID field in IPv6 that supports flexible granularity adjustment. The application layer PEP collects the information of the application, checks the cross-layer adaptation algorithm availability (which is modified by system PDP), and matches the policies with application requirements.
AN INSTANCE OF QOS NETWORK INFRASTRUCTURE
The first part of this article introduced the main functionalities of the general QoS network infrastructure and terminal CLAP architecture. Here is an example of where these functionalities could reside and how they interact with each other. Figure 4 shows an example of an all-IP mobile Internet. There are two administrative domains attached to the core network through dedicated gateways. All kinds of hyper handovers happen when a user moves from domain 1 to domain 2. Assuming all networks have some IP layer QoS support and domain 2 uses application networks to further improve its performance:
•The data plane comprises user terminal, access router, core network routers, gateways, special application network servers, and corresponding nodes. Some application network servers listed in Fig. 2 can be designed for authentication, authorization, and accounting (AAA), service discovery, service composition, and application adaptation proxy. QoS support for handover is provided. Extra forwarding, tunneling, and reservation abilities are implemented in specialized handover servers that could have predefined QoS paths with handover servers in other domains.
•The bandwidth broker (BB) in each domain is the most important component in the control plane. The BB has global knowledge of network traffic, so it can perform admission control for the network. If the end-to-end path is through several administrative domains, BBs of different domains can contact each other to arrange the end-to-end path and negotiate a bilateral service contract between two domains.
•The NM (network manager) is the central controller of the management plane that manages the network and has knowledge of each specific application server in the network. Physically, the NM could be distributed in the network and carry on different functionalities. Similar to the manager server in CSN, the NM has a well-known address and provides the entry points for the BB or MH to consult for QoSrelated information.
•The MH is one end of the end-to-end communications. An MH needs to support any necessary protocols in order to communicate with other components in the three planes of QoS network infrastructure, including the BB and NM. Furthermore, the MH has the flexibility to implement any cross-layer adaptation algorithms to adapt to network variations. For the purpose of system-wide coordination, the MH abstracts all protocols and cross-layer adaptation algorithms as a set of functional PEPs and coordination policies using the methodology discussed earlier. Functional PEPs reside in different layCross-layer adaptation algorithms need two types of support from the system. The first type is to dynamically choose services from the same component and guarantee the system-wide feasibility. The second type is to support cross layer information exchange. When an MH moves to a new domain, it can send inquiries to the NM about specific application servers. Based on the current load and other performance and policy issues, the NM could send back the response with the destined server address and related communication context. The access point or access router on behalf of the MH could also send such inquiries. The NM could work together with the BB to set up the desired path.
QoS signaling is used to facilitate messages of negotiation/renegotiation, asynchronous feedback, and QoS querying. As shown in Fig. 2 , the end-to-end path could pass many network segments. QoS mapping and signaling should be taken wherever necessary. For example, there are MH-to-AR signaling, local edge-to-edge signaling in each administrative domain, and signaling between GWs in the core network. Notice that our framework allows all flavors of signaling schemes to be used.
CONCLUSIONS
This article summarizes the main QoS challenges for the seamless support of different categories of hyper handover. Our QoS framework includes a three-plane network infrastructure and a terminal-based hierarchical policy management system. The three-plane network framework is based on a QoS signaling architecture and policy framework, and integrates the IP layer's QoS functionalities with other layers' abilities including application networks. A network manager and bandwidth broker based QoS framework is proposed to describe how the framework supports the end-to-end QoS provision adaptively and seamlessly. The terminalbased hierarchical policy management system coordinates the behavior of different cross-layer adaptation algorithms on one terminal to achieve optimal system-wide performance.
CONTRIBUTIONS OF OUR FRAMEWORK
Compared to other related work [12] [13] [14] [15] on seamless handover support, our framework is more generic and has more focus on QoS support. More specifically, some of the main contributions are as follows:
•We define different classes of hyper handovers and summarize how hyper handovers influence each component of traditional QoS frameworks.
•We propose a new QoS framework, including two independent and interacting components: a three-plane network infrastructure and a terminal-based hierarchical policy management system.
•Our network infrastructure comprises three distinct functional planes to separate the functionalities of management, QoS control, and packet transfer. This article further describes new QoS functions that should be added in each plane in order to solve new QoS challenges.
•Our terminal framework provides system-wide coordination among cross-layer adaptation algorithms. This article further defines how the terminal framework interacts with network infrastructure through predefined triggers on each layer.
•The terminal framework includes a mechanism (cross-layer tag and shared-memory) to provide unified cross-layer message exchange.
•The architecture accommodates the adaptation abilities provided by other components in the network, such as the content distribution network. Our QoS architecture cooperates with QoS signaling is used to facilitate messages of negotiation/renegotiation, asynchronous feedback, and QoS querying. The end-toend path could pass many network segments. QoS mapping and signaling should be taken wherever necessary.
these components to give users the best possible perception.
•The architecture absorbs the state-of-the-art signaling framework of the IETF NNSIS Workinig Group (WG) to formalize the signaling interface between communicating peers, and maintains the flexibility and scalability of the system.
•The architecture uses the policy management framework of the IETF Policy WG to formalize the interactions between adjacent planes, and maintains the independence and transparency of each component.
ISSUES
Due to the heterogeneity of the mobile Internet and the huge question domain in QoS, there are still numerous issues in our framework. Some of the most relevant issues are:
•Interaction between application layer, mobility, and QoS signaling. These different kinds of signaling are used for different purposes but share some common paths or properties. How to integrate these signaling schemes together is a big issue.
•Security. It is one of the hottest topics in today's IP word. Our discussion does not touch security issues, but as mentioned in [4] , security is mandatory in the design of QoS signaling in order to avoid attacks such as denial of service.
•Flow identification. When hyper handover occurs, an IP address is no longer a good way to identify flows and related QoS reservation information along the path. How networks can identify flows during handover is an open question.
•QoS during handover. Most current work dealing with handover tries to minimize packet loss or delay during handover. How to systematically support different handover requirements is an open question. Our follow-up work will discuss this problem in more detail.
The heterogeneity of the mobile Internet brings a huge question domain to QoS. It is natural that our framework has numerous issues and open questions waiting to be studied. This article only serves as the starting point of our series of related research results.
