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The well-known Minkowski’s ?(x) function is presented as the asymptotic distri-
bution function of an enumeration of the rationals in (0, 1] based on their continued
fraction representation. The singularity of ?(x) is proved in two ways: by exhibiting
a set of measure one in which ?$(x)=0; and again by actually finding a set of
measure one which is mapped onto a set of measure zero and vice versa. These sets
are described by means of metrical properties of different systems for real number
representation.  1998 Academic Press
1. INTRODUCTION
Minkowski’s ?(x) function was introduced by Minkowski (see [9]) for
the purpose of establishing a new criterium for quadratic irrationals based
on a one-to-one correspondence between some rational numbers and the
quadratic irrationals of [0, 1]. Minkowski’s original construction is very
simple: on the x axis he ‘‘draws’’ the rationals by means of the mediants in
the Farey fractions and to each of these mediants he assigns on the y axis
the corresponding dyadic division point (two recent contributions to the
subject are [4] and [18] in which Minkowski’s construction via Farey
fractions is generalized). The function is extended to all x # [0, 1] by
continuity. Denjoy in [2] studied the function and proved it to be a strictly
increasing singular function.
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For the sake of completeness we present the definition of ?(x) as it is
given by Salem in [17]. First we define:
?(0)=?(01)=0, ?(1)=?(11)=1.
Then we take the mediant 12=(0+1)(1+1) between the two Farey
fractions 01 and 11 and we define
?(12)=
?(0)+?(1)
2
=
1
2
;
we continue in the same way,
? \ p+ p$q+q$+=
?( pq)+?( p$q$)
2
.
The definition for irrational x follows by continuity.
Salem, in the same article, finds a new presentation for ?(x). If x # (0, 1]
is developed as a regular continued fraction:
x=[0; a1 , a2 , ..., an , ...],
then
?(x)=
1
2a1&1
&
1
2a1+a2&1
+
1
2a1+a2+a3&1
& } } } (1)
From this definition, Salem draws all the important properties of ?(x):
1. x is a quadratic irrational iff ?(x) is a rational with a non-termi-
nating expansion.
2. ?(x) is strictly increasing.
3. ?(x) is a singular function, that is, its derivative is 0 almost every-
where (in the sense of the measure of Lebesgue).
The set found by Salem, on which the derivative of ?(x) is zero is the
intersection of
A=[x=[0; a1 , a2 , ...]: lim sup an=],
with the set of the points in (0, 1] on which ?(x) has a finite derivative.
Both sets are of measure one. This presentation of Salem had been inadver-
tently introduced by Ryde in 1926 (see [16] for the details) without the
connection with Minkowski’s function.
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In Section 2 of this paper, we present a new way of looking at ?(x), by
obtaining it as the asymptotic distribution function (a.d.f.) of a sequence.
A function F(x) is called the a.d.f. of the sequence [q(n)], 0q(n)1 if:
lim
n  
*[i # Z: 1in, q(i)x]
n
=F(x) for 0x1.
More information about distribution functions of sequences can be found
in the excellent treatise by Kuipers and Niederreiter, [7, pp. 53 and ff.], or
the more recent by Drmota and Tichy, [3].
It is known (see [7, pp. 137 and ff.]) that given any non-decreasing func-
tion, f, on [0, 1] with f (0)=0 and f (1)=1, there exists a sequence in
[0, 1] having f as its a.d.f. It can be even proved that any everywhere dense
sequence in [0, 1] can be rearranged so as to yield a sequence having f as
its a.d.f. (The proofs of these results are purely existential and not construc-
tive.) Consequently, there exists a rearrangement of the sequence rn of all
rationale in (0, 1) with ?(x) as its a.d.f. We show one of these rearrangements
to be the enumeration of the positive rationale obtained through their
continued fraction development as we presented in [11]. (In [12] we used
a different enumeration of the rationals to present them as the a.d.f of
another interesting singular function.)
Then, in Section 3, we prove the singularity of ?(x) by proving that its
derivative is zero on a ‘‘smaller’’ set than Salem’s. This same set will then
be used to prove the singularity of ?(x) through the comparison of the
‘‘normality’’ of numbers in (0, 1] as represented by continued fractions or
by alternated dyadic fractions. We will specifically describe a set of measure
one transformed by ?(x) into a set of measure zero and whose inverse
image by ?(x) is also of measure zero. On the points of this set in which
?(x) has a derivative (a set of measure one) this derivative has to be,
necessarily, 0. A similar approach was used in [14] to the same end.
2. THE ENUMERATION OF THE RATIONALS IN (0, 1)
We define a one-to-one correspondence, q between the set of positive
integers, [1, 2, 3, ...], and the set of all rational numbers in (0, 1) in the
following way. If n=2a1+2a2+ } } } +2ak with 0a1<a2< } } } <ak ,
q(n)={[0; k+2][0; a1+1, a2&a1 , a3&a2 , ..., ak&ak&1+1]
if n=2k;
otherwise.
(2)
This enumeration is a restriction to (0, 1) of a more general enumeration
of all positive rationals (see [11]).
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From now on, as we will only consider numbers in (0, 1) we will drop
the 0 in the regular continued fraction representation of a number in (0, 1).
Thus the second instance in (2) will be written
q(n)=[a1+1, a2&a1 , ..., ak&ak&1+1].
A few terms of this enumeration are:
q(1)=[2]=12 q(9)=[1, 4]=45
q(2)=[3]=13 q(10)=[2, 3]=37
q(3)=[1, 2]=23 q(11)=[1, 1, 3]=47
q(4)=[4]=14 q(12)=[3, 2]=27
q(5)=[1, 3]=34 q(13)=[1, 2, 2]=57
q(6)=[2, 2]=25 q(14)=[2, 1, 2]=38
q(7)=[1, 1, 2]=35 q(15)=[1, 1, 1, 2]=58
q(8)=[5]=15 q(16)=[6]=16
A careful observation of the enumeration provides the following facts about
it, which are easily proved:
1. After rs, rs<12 we have (s&r)s, which amounts to say,
r
s
=[a1 , a2 , ...] with a1>1
is followed by
s&r
s
=[1, a1&1, a2 , ...].
2. The 2n&2 rationals, rs, between places 2n&2 (included) and 2n&1
(excluded) are such that:
rs=[a1 , a2 , ..., ak], (ak>1) and :
k
j=1
a j=n. (3)
There are precisely 2n&1 possible partitions of a positive integer n in
smaller positive integers if we consider different two partitions in which the
order of the summand is different (see problem 21 in Po lya and Szego ,
[13]). If we ban those partitions in which the last summand is 1, we get
a total of 2n&1&2n&2=2n&2 partitions coinciding with our 2n&2 rationals
q(2n&2), q(2n&2+1), ..., q(2n&1&1).
It is immediate to see the following:
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Lemma 2.1. If we denote by _(x) the successor of x in the enumeration
[q(n)] then:
1. _(12)=13.
2. If x=[a1 , a2 , ..., ak], (ak>1),
_(x)={
[1, a1&1, a2 , ..., ak]
[h, ah&1, ah+1 , ..., ak]
[h+3]
if a1>1;
if a1= } } } =ah&1=1, (hk);
if x=[1, 1, ..., 1, 2
h
]. =
This operator, _, can be extended following the same formation rules to
all real numbers in (0, 1) to define a partial order in all (0, 1).
2.1. An Analytical Expression for _(x)
In the continued fraction expansion of the number 8=(12)(- 5&1):
8=[1, 1, 1, ..., 1, 1, ...]
let us consider its convergents:
R0=0, Ri=[1, 1, ..., 1
i
]=[1, 1, ..., 1, 2
i&2
].
We have the following infinite chain of inequalities:
0=R0<R2<R4< } } } <8< } } } <R5<R3<R1=1.
We can now consider the following family of half-open intervals, mutually
disjoint, taken at left and right of 8 : on the left, [R2k , R2k+2) and on the
right, (R2k+1 , R2k&1], such that, being mutually disjoint we have:
.

k=0
[R2k , R2k+2)=[0, 8); .

k=1
(R2k+1 ; R2k&1]=(8, 1].
The function _(x) has the following piece-wise analytical expression:
_(x)={
[k+1]=
1
k+1
Fk+1x&Fk
(kFk+1&Fk) x+Fk&1&kFk
if x=Rk
if x is between Rk&1 and Rk+1
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where Fn is the Fibonacci sequence:
F0=0;
F1=1;
F2=1;
F3=2;
} } }
Fn=Fn&1+Fn&2 .
The only point in (0, 1) that lacks an image by _ is 8. The graph of _ is
shown in Fig. 1.
2.2. The Distribution Function of [q(n)]
We are going to prove that the a.d.f. of [q(n)] is precisely ?(x). The
proof we are going to give is a direct one, that is to say, we intend to see
that given x # [0, 1]:
lim
N  
*[i # Z: 1iN, q(i)x]
N
=?(x) (4)
by calculating directly the limit in (4). We shall use the notation:
A(x; N)=
*[i # Z: 1iN, q(i)x]
N
.
The proof will be reached by different stages, first considering x=1a=[a],
and later by considering x=[a1 , a2 , ...].
Lemma 2.2.
A([a]; 2M&1)={02M&(a&1)
if aM+2;
otherwise.
Proof. It is seen at once that
[b1 , b2 , ..., bk][a] iff b1a.
By the remark in (3) the rationals q(1), q(2), ..., q(2M&1) have continued
fraction developments [b1 , ..., bk] verifying
:
k
j=1
bjM+1.
217MINKOWSKI’S FUNCTION
FIGURE 1
As a consequence, if aM+2, then there is no [b1 , ..., bk] such that
 bjM+1 and b1a.
Now, if a<M+2, we are going to count A([a]; 2M&1) by blocks of 2l
elements. The rationals between q(2l) (included) and q(2l+1) (excluded)
have expansions equal to [b1 , ..., bk] with bk>1 and  bj=l+2. Among
these we must select those such that b1a, that is to say those of the
forms:
[a, b2 , ..., bk], (bk>1), :
k
j=2
bj=l+2&a: by (3), a total of 2l&a
[a+1, b2 , ..., bk], (bk>1), :
k
j=2
bj=l+1&a: by (3), a total of 2l&a&1
[a+2, b2 , ..., bk], (bk>1), :
k
j=2
bj=l&a: by (3), a total of 2l&a&2
} } }
[l, 2] which amounts only to 1,
[l+1, 1] which is not admissible,
[l+2] which amounts only to 1,
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All in all:
1+(1+2+22+ } } } +2l+2&a)=2l+1&a.
The block of rationals between q(2a&2) and q(2a&1&1) for which  bj=a
contribute with 1 element to the total count. For the rest of blocks we have
a total of :
:
M&1
l=a&1
2l+1&a=2M&a+1&1.
Finally, we have a total of :
A([a]; 2M&1)=1+(2M&a+1&1)=2M&(a&1). K
Now, a careful observation of the enumeration leads us to a new result
which is very significative. Within a block q(2l), ..., q(2l+1&1) in which
q(i)=[b1 , ..., bk], (bk>1), : bj=l+2,
the 2l q(i)’s distribute themselves following again the same pattern as the
2l+1 from q(1) to q(2l+1&1). To see that, you only have to drop the last
bk and add 1 to bk&1 :
First one: sum 2 [q(2l+1)=[1, l+1]  [2]
From 21 to 22&1: sum 3 {q(2
l+2)=[2, l]  [3]
q(2l+3)=[1, 1, l]  [1, 2]
From 22 to 23&1: sum 4 {
q(2l+4)=[3, l&1]  [4]
q(2l+5)=[1, 2, l&1]  [1, 3]
q(2l+6)=[2, 1, l&1]  [2, 2]
q(2l+7)=[1, 1, 1, l&1]  [1, 1, 2]
q(2l+8)=[4, l&2]  [5]
From 23 to 24&1: sum 5 { } } }q(2l+15)=[1, 1, 1, 1, l&2]  [1, 1, 1, 2]
} } } (5)
This pattern is repeated at deeper levels as we get from right to left in the
continued fraction expansion of the q(i)’s: each block of 2l q(i)’s break in
smaller blocks of 2 j elements sharing their last coefficient.
With this last observation, the next lemma is easily (but tediously) proved:
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Lemma 2.3. If N=2B0+2B1+ } } } +2Bt with 0B0<B1< } } } <Bt is
the dyadic expression of N, then
A([a]; N)={
0
1+\ :
t
j=0
2Bj&(a&1)
if a>Bk+2;
otherwise. (6)
(The symbol w x denotes the integer part.)
In point of fact, some of the summands within the sum in (6) are of the
form 2&n if a<Bj+1 but as their contribution to the total sum will never
equal or exceed 1, it is easier to use the above formula than making exceptions.
With the help of this last lemma it is easy to see the following:
Theorem 2.4.
lim
N  
A([a]; N)
N
=?(1a).
Proof. By Lemma 2.3:
lim
N  
A([a]; N)
N
= lim
N  
1+Bj>a+1 2
Bj&(a&1)
 j=0 2
Bj
= lim
N  
1+tj=0 2
Bj&(a&1)&Bja+1 2
Bj&(a&1)
 j=0 2
Bj
= lim
N   \
1+2&(a&1)N
N
&2&(a&1) }
Bja+1 2
Bj
N +=
1
2a&1
. K
Now we generalize the above result to an x=[a1 , a2 , ..., ah]. To start
with, let us consider x=[a1 , a2]. Now, [b1 , b2 , ...]<[a1 , a2] either if
b1>a1 or b1=a1 and b2<a2 . With this observation, it is easy to see that
A([a1 , a2]; 2M&1)=A([a1]; 2M&1)&A([a1+a2]; 2M&1)+=, (7)
where = is &1, 0 or 1.
This is because from all the q(i)=[b1 , ..., bk] which verify b1a1 we
must exclude those which verify b1=a1 and b2a2 with the only exception
of the very [a1 , a2]. Now, those rationals between q(1) and q(2M&1),
which verify b1=a1 and b2a2 can be counted by blocks in the same way
we did above in the proof of Lemma 2.2. We are going to count the
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rationals between q(2l) (included) and q(2l+1) (excluded) with expansions
equal to [a1 , b2 , b3 , ..., bk] with bk>1 and b2a2 . For these, a1+ bj=
l+2. Among these we must select those of the forms:
[a1 , a2 , b3 , ..., bk], (bk>1), :
k
j=3
bj=l+2&(a1+a2):
by (3), a total of 2l&(a1+a2)
[a1 , a2+1, b3 , ..., bk], (bk>1), :
k
j=3
bj=l+1&(a1+a2):
by (3), a total of 2l&(a1+a2)&1 etc. as before.
All in all, it is the same count we would do in order to find out those
rationals between q(2l) and q(2l+1&1) whose first term, b1a1+a2 , that
is to say, A([a1+a2], 2M&1). The value of = is 1 when a1=1 and a2<=M ;
then it is 0 except when 1<a1<M and a1+a2>M, etc. It can be ascertained
through a more detailed analysis of the problem but it is irrelevant for our
purpose. K
Equation (7) can be easily generalized to
A([a1 , a2]; N)=A([a1]; N)&A([a1+a2]; N)+=, (==&1, 0, 1),
again through observing the pattern described in (5).
This analysis can be carried further and provides us with the result:
Lemma 2.5. If N=2B0+2B1+ } } } +2Bt with 0B0<B1< } } } <Bt is
the dyadic expression of N, we have:
A([a1 , a2 , ..., ah]; N)
=A([a1]; N)&A([a1+a2]; N)+A([a1+a2+a3]; N)& } } }
= :
h
j=1
(&1) j&1 A([a1+a2+ } } } +aj]; N)+=, (==&1, 0, 1).
(8)
Finally, by this former lemma, it is seen at once:
Theorem 2.6.
lim
N  
A([a1 , a2 , ..., ah]; N)
N
=
1
2a1&1
&
1
2a1+a2&1
+ } } } +
(&1)h+1
2a1+a2+ } } } +ah&1
=?([a1 , ..., ah]).
And, by continuity, the final theorem we were seeking,
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Theorem 2.7.
lim
N  
A([a1 , a2 , ...]; N)
N
=
1
2a1&1
&
1
2a1+a2&1
+ } } } =?([a1 , a2 , ...]).
3. THE SINGULARITY OF ?(x)
In [17], to prove the singularity of ?(x), Salem starts with the set A of
all numbers in [0, 1] whose regular continued fraction expansion had
unbounded partial quotients, a set of measure one, and shows that at the
points of this set, ?$(x) cannot, at the same time, exist, be finite and be dif-
ferent from 0. Limiting himself to the points in which ?$(x) exists and is
finite, he gets the set of measure one he seeks.
In a certain sense, Salem’s set is quite big. If ?$(x) exists and is finite, the
demand that lim sup an= to prove that ?$(x)=0 is excessive. Besides,
the measure of ?(A) is one. That means that A contains points on which
the derivative is infinite.
In the present section we will prove the singularity of ?(x), showing that
?$(x)=0 on a subset of Salem’s but with an interesting peculiarity. This set
will have an image under ? of measure one and its inverse image will also
be of measure one. This will prove the singularity of ? connecting two sets
which will be directly defined through metrical properties of two systems of
real numbers representation.
3.1. GaussKuzmin Numbers
In the regular continued fractions system of representation, limited to
numbers in (0, 1], the residue function can be defined as:
Tx=
1
x
&\1x .
T is usually called a ‘‘shift transformation,’’ see [1], because T[a1 , a2 , ...]
=[a2 , a3 , ...]. In a certain sense, Kuzmin proved in [8] that for almost all
x in (0, 1], the a.d.f of the sequence [x, Tx, T2x, T3x, ...] is log2 (1+x).
This result is the consequence of an unproved conjecture of Gauss and,
since Kuzmin’s proof, it has been known as the GaussKuzmin theorem
(see [15, Chap. V] for more details).
It can be seen that the transformation T preserves Gauss’s measure on
the _-field, F of Borel sets of [0, 1]:
+(A)=
1
log 2 |A
dx
1+x
, A # F.
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A number x # (0, 1] whose orbit [x, Tx, T 2x, T 3x, ...] has log2 (1+x) as
its a.d.f. will be called a GaussKuzmin number.
It is well-known that the set of x # (0, 1] for which the mean value of
their partial quotients, (a1+ } } } +an)n tends to  is a set of measure one
(see [5, 15] for more details). It is an easy exercise to prove that for the
elements of this set for which ?$ exists and is finite, ?$(x)=0.
Theorem 3.1. If x=[a1 , ..., am , ...] and (a1+ } } } +an)n   with n,
then, if ?$(x) exists and is finite, ?$(x)=0.
Remark. We are indebted to the referee for this short and elegant proof.
Proof. Let Rn= pn qn be the sequence of convergents of x. We know
that, if n is even, Rn<x<Rn&1 . If ?$(x) exists, then
?$(x)= lim
n  
?(Rn&1)&?(x)
Rn&1&x
.
Denoting sn=a1+ } } } +an , it is easy to see, [17], that
?(Rn&1)&?(x)
Rn&1&x
>><<
qnqn&1
2sn
.
Then, as qn<(an+1)(an&1+1) } } } (a1+1) and by the arithmetic-geometric
mean inequality,
‘
n
j=1
(aj+1)\1+snn +
n
.
we have
qn qn&1
2sn
\2 snn +
2n
2&sn=\4 \snn +
2
2&snn+
n
 0.
Consequently, ?$(x)=0. K
It is not difficult to see that the set of GaussKuzmin numbers is a subset
of this one.
Theorem 3.2. If x=[a1 , a2 , a3 , ...] is a GaussKuzmin number then
lim
n  
a1+a2+ } } } +an
n
=.
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3.2. The Alternated Dyadic System of Representation
We are now going to prove the singularity of ?(x) by finding what we
call a vanishing set, that is, a set of measure one whose image under ?(x)
is of measure zero and whose inverse image is also of measure zero. On the
points of this set for which ?$(x) exists, we must have ?$(x)=0. This set set
will be defined using the ergodic properties of the dynamical systems T, the
shift transformation of continued fractions, and S, the corresponding trans-
formation in the alternated dyadic system.
The expansions in Salem’s expression (1) of ?(x) constitute an instance
of a peculiar system of representation of real numbers, the alternated
dyadic system. As we are going to use it in the following and it is not very
well-known, it is worth our while to point out its most important features
which are easily checked.
Theorem 3.3. Any real number in [0, 1] can be represented in a unique
way (except for the duplicity of terminating expansions) as:
x=
1
2d1
&
1
2d2
+ } } } +
(&1)n+1
2dn
+ } } } (9)
where the di are a strictly increasing sequence of non-negative integers.
The shift transformation of this algorithm is:
Sx=2(1&2nx), where n=\ log2 1x .
With its help we obtain the recurrence that provides the different terms of
the expansion:
{
|1=x
d1=\ log2 1x
; {
|n=S|n&1
dn=1+\ log2 1|n+dn&1
for n>1. (10)
3.3. Normal Numbers to the Alternated Dyadic System
Definition 1. We will say that a number x is normal to the alternated
dyadic system given by (9) when its orbit under S, [x, Sx, S2x, S 3x, ...] is
uniformly distributed in (0, 1].
The definition is analogous, to the one given by Wall in [19], (see also
[10, Chap. 8] or [7, Chap. 1, Sect. 8]) for the usual integer-based systems
of representation, which is equivalent to the classic one by Borel.
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Now, it is seen at once that S preserves Lebesgue’s measure, and it can
be proved by means of Knopp’s theorem (see [6]) to be an ergodic trans-
formation. Consequently, the orbits [x, Sx, S 2x, S3x, ...] are uniformly
distributed for almost all x in (0, 1] (for a discussion of these topics from
the ergodic point of view, see [1]), and thus the set of normal numbers to
the alternated dyadic system is a set of measure one.
Theorem 3.4. If x is a normal number to the alternated dyadic system,
we
lim
n  
dn(x)
n
=2.
Proof. By the recurrence (10) we have:
dn(x)=d1(x)+ :
n
j=2
(dj&dj&1)=n&1+ :
n
j=1 \ log2
1
|i  .
If x is normal, wlog2 1|i x=k. This means that, for large n,
:
n
j=1 \ log2
1
|i rn.
Therefore,
lim
n  
dn(x)
n
= lim
n   \
n&1
n
+
1
n
} :
n
j=1 \ log2
1
|j +=2. K
It is easily seen that the converse of Theorem 3.4 is not true.
3.4. A ‘‘Vanishing’’ Set under ?(x)
Let us now consider the two sets, G of GaussKuzmin numbers, and N
of normal numbers to the alternated dyadic system. Both have measure
one, so their intersection, G & N, has also measure one.
Theorem 3.5. *(?(G & N))=0 and *(?&1(G & N))=0.
Proof. Minkowski’s ?(x) function maps [0, 1] one to one onto itself
and ?([a1 , a2 , ...]) is written with the digits dn=a1+ } } } +an in the alter-
nated dyadic system. Now, if x # G, by Theorem 3.2
lim
n  
a1+a2+ } } } +an
n
= lim
n  
dn
n
=.
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Therefore, according to Theorem 3.4, ?(x) is not a normal number to the
alternated dyadic system, which implies:
the set ?(G) is a set of measure zero. (A)
Besides, if ?(x) # N, then
lim
n  
dn
n
= lim
n  
a1+a2+ } } } +an
n
=2,
and thus, by Theorem 3.2, x cannot be a GaussKuzmin number and we
have:
the set ?&1(N) is a set of measure zero. (B)
(A) and (B) prove that G & N is a set of measure one such that both
?(G & N) and ?&1(G & N) are sets of measure zero. K
4. CONCLUSIONS
Salem’s presentation of ?(x) is shown to be the asymptotic distribution
function of an enumeration of the rationals in (0, 1] based on their expan-
sion as regular continued fractions. Besides, Salem’s expression links two
systems for real number representation: regular continued fractions and the
alternated dyadic system. This link permits to establish the singularity of
Minkowski’s function by studying the transformation of sets defined in
(0, 1) through metrical properties of the two systems of representation.
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