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Resumen
Tanto la programacio´n orientada a objetos como la programacio´n funcional son pa-
radigmas muy estudiados que contribuyen a la construccio´n de mejor software. Aqu´ı se
presenta un estudio sobre el lenguaje O’Haskell, el cual combina elementos de ambos pa-
radigmas para brindar una herramienta robusta. El propo´sito de este art´ıculo es analizar
al lenguaje desde un punto de vista pra´ctico mediante ejemplos. Se presentan conclusio-
nes sobre la verdadera utilidad del mismo para ser usado en el desarrollo cotidiano de
aplicaciones.
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1. Introduccio´n
Hoy en d´ıa la programacio´n orientada a objetos [Boo94, AC96] ha cobrado gran importancia
debido a las facilidades que brinda para el disen˜o de sistemas complejos y con necesidades de
cambios permanentes. Dualmente la programacio´n funcional [BW88, Bir98] tambie´n resulta
significativa ya que permite razonar sobre los programas de forma matema´tica, ayudando a
la modularizacio´n de los mismos. Sin embargo, ser´ıa interesante contar con un lenguaje que
combine las ventajas de ambos paradigmas.
Este trabajo describe la investigacio´n realizada en el LIFIA de la facultad de Informa´tica
de la UNLP acerca de la factibilidad de usar el lenguaje O’Haskell con disen˜os orientados a
objetos. El objetivo principal fue la de adquirir experiencia en el uso del lenguaje O’Haskell, con
la idea de establecer las condiciones para poder desarrollar algunos puntos cr´ıticos del mismo.
Se intento´ usar O’Haskell como un lenguaje alternativo para la implementacio´n de programas
disen˜ados segu´n las bases del paradigma de orientacio´n a objetos. Esto resultaba en un desaf´ıo
ya que, si bien el lenguaje estudiado cuenta con herramientas de orientacio´n a objetos ba´sicas
como las nociones de identidad y estado, carece de otras caracter´ısticas como los conceptos de
clase y de herencia.
Como metodolog´ıa de trabajo se decidio´ la eleccio´n de dos casos de uso que poseyeran
caracter´ısticas representativas del problema a abordar, su estudio, disen˜o orientado a obje-
tos, e implementacio´n utilizando el lenguaje, para luego comparar dichas implementaciones en
O’Haskell con otras similares en otros lenguajes orientados a objetos (como Smalltalk o Java).
Se penso´ que la comparacio´n con otros lenguajes servir´ıa para tomar dimensio´n de la verdadera
utilidad del nuevo lenguaje al momento de desarrollar aplicaciones de cierta complejidad.
Aqu´ı se presentan los resultados de la primera parte de la investigacio´n que consiste en la
implementacio´n en O’Haskell, quedando como futuro trabajo la implementacio´n y comparacio´n
de las implementaciones en otros lenguajes.
En primer lugar se introduce O’Haskell con sus caracter´ısticas ma´s importantes. Luego se
detalla la te´cnica MVC y se describe su implementacio´n en el lenguaje estudiado. Las siguientes
secciones explican los ejemplos elegidos y muestran algunas consideraciones sobre su implemen-
tacio´n. Finalmente se presentan conclusiones sobre O’Haskell.
2. O’Haskell
El lenguaje O’Haskell [Nor99] surgio´ como una necesidad de contar con un lenguaje de
programacio´n que se adapte a los requisitos actuales para la construccio´n de software. Para su
creacio´n se extendio´ del lenguaje funcional Haskell [PJH99, Jon03] mediante la incorporacio´n
de tres caracter´ısticas ba´sicas:
la nocio´n de objeto reactivo, la cual es una unificacio´n de las nociones de objetos y
concurrencia.
una capa implementada en base a mo´nadas [Wad95] para manejar los efectos computa-
cionales de los objetos, la cual permite separar de manera bien definida los objetos con
estado de los valores.
un sistema polimo´rfico de tipos que soporta registros y subtipos junto a un algoritmo de
inferencia parcial.
Los objetos reactivos encapsulan un estado y funcionan como servidores que se ejecutan
concurrentemente con otros objetos de una misma aplicacio´n, admitiendo el pedido de reque-
rimientos a trave´s del env´ıo de mensajes asincro´nicos. Los me´todos que ejecutan los objetos
reactivos esta´n siempre disponibles y el orden en que se ejecutan respeta el orden en que fueron
enviados los mensajes. Adema´s la ejecucio´n de un me´todo no puede esperar ma´s que por la
invocacio´n a algu´n otro me´todo, por lo que la ausencia de deadlock y de loops infinitos en la
ejecucio´n concurrente de los objetos esta´ garantizada. Puede que sea necesario obtener una
respuesta inmediatamente despue´s a la invocacio´n de un me´todo, por lo que O’Haskell tambie´n
provee me´todos sincro´nicos para ser usados en estos casos. Una caracter´ıstica notable del len-
guaje es que la propiedad de sincron´ıa/asincron´ıa de un me´todo es capturada por el sistema de
tipos.
En O’Haskell, adema´s de las construcciones esta´ndar de Haskell, es posible declarar nuevos
tipos mediante la construccio´n struct, que permite definir registros en general con cualquier
combinacio´n de tipos y en particular permiten definir interfases de objetos especificando la
signatura de los me´todos. Los nombres usados para definir un struct son u´nicos, por lo que el
tipo de la interfase requerida para un objeto puede ser inferida analizando las invocaciones a
me´todos del mismo.
struct Example =
method1 :: Int -> Action
method2 :: (Int, Int) -> Request Int
El tipo Action corresponde a un accio´n asincro´nica, mientras que para expresar un pedido
sincro´nico que retorna un valor de tipo a se utiliza el tipo Request a.
Es posible especificar herencia de interfases mediante el uso de subtyping.
struct Example2 < Example =
method3 :: Action
En el ejemplo, la interfase Example2 extiende la interfase Example, por lo que un objeto que
la implemente debera´ contener me´todos para responder a los mensajes method1, method2 y
method3. Adema´s siempre que se requiera un objeto Example se podra´ usar un objeto Example2.
La forma de crear objetos es a trave´s de la instanciacio´n de templates. En su declaracio´n
se define la estructura del estado de los objetos (compuesta de valores y otros objetos) y se
especifican los me´todos correspondientes a la interfase que implementa. Por ejemplo,
myExample = template
val1 := 0
obj1 <- otherExample -- Se instancia un objeto colaborador
-- al instanciar este template
in struct
method1 x = action
val1 := x
method2 (x,y) = request
val1 := x + y
return val1
declara el template myExample cuyas instancias sera´n objetos que tengan en su estado un entero
y un objeto instancia del template otherExample. Adema´s estas instancias podra´n responder
a los mensajes method1 y method2.
La siguiente expresio´n instancia un objeto del template myExample, luego ejecuta el me´todo
method2 obteniendo su resultado en la variable res y por u´ltimo ejecuta el metodo method1:
do m <- myExample
res <- m.method2 (1,2)
m.method1 res
El constructor do permite crear una expresio´n que represente una secuencia de comandos los
cuales son ejecutados segu´n el orden de aparicio´n. Esto es una adicio´n sinta´ctica permitida por
las construcciones mona´dicas ([PJH99], seccio´n 3.14).
Una caracter´ıstica esencial que deben tener los lenguajes que soportan objetos es el en-
capsulamiento. O’Haskell logra este requerimiento a trave´s de reglas de scoping y de tipado
que se verifican esta´ticamente. Se garantiza que las variables de estado de un objeto solo sean
accedidas por el propio objeto a trave´s de sus me´todos.
El lenguaje tambie´n cuenta con una sema´ntica formal bien definida lo que constituye una
caracter´ıstica muy importante para poder razonar sobre los programas.
Por sus caracter´ısticas, O’Haskell no resulta ser un lenguaje orientado a objetos ma´s, ya
que difiere dra´sticamente en la manera en que se consideran los objetos. La principal diferencia
se encuentra en la posibilidad de env´ıo de mensajes asincro´nicos que permite que un objeto
siempre este´ disponible para recibir mensajes, sin la necesidad de que el emisor deba esperar.
Otra diferencia se encuentra en que O’Haskell no sigue la filosof´ıa de todo es un objeto, sino que
hace uso de estructuras matema´ticas como pares, listas, registros, funciones y tipos algebraicos
cuyos valores no son considerados objetos ya que se piensa que no tienen las propiedades de
los mismos (como estado e identidad). Por u´ltimo, O’Haskell no soporta ningu´n mecanismo de
herencia o de delegacio´n automa´tica de mensajes.
3. Model-View-Controller
Dado que los problemas seleccionados para ser implementados requerir´ıan la construccio´n
de aplicaciones con interfases gra´ficas, se opto´ por usar como estrategia de implementacio´n al
MVC (Model-View-Controller) [GHJV95], del paradigma orientado a objetos, la cual se basa
en separar la aplicacio´n en tres componentes bien diferenciables:
1. el modelo, el cual incluye a los objetos que se encargan de cumplir el objetivo del programa,
2. la vista, la cual esta´ formada por las clases que proveen una forma de mostrar la infor-
macio´n generada en pantalla, y por u´ltimo,
3. el controlador, el cual se compone de los objetos que obtienen el input de los usuarios y
definen la forma en que la interfase reacciona ante tales entradas.
Con esta separacio´n de los objetos, la vista y el modelo de la aplicacio´n quedan bien diferen-
ciados. Dado que la vista debe reflejar en todo momento el estado actual del modelo, se utiliza
un protocolo de subscripcio´n/notificacio´n, en el cual la vista se subscribe para recibir notifi-
caciones por parte del modelo de los cambios de estado ocurridos en el mismo; al recibir tales
notificaciones, la vista se actualiza quedando sincronizada con el modelo.
Este estilo de disen˜o permite obtener programas con una mayor facilidad al cambio y a las
mejoras, ya que no fuerza la solucio´n del problema a depender de una u´nica interfase con el
usuario.
3.1. Implementacio´n del MVC en O’Haskell
El lenguaje O’Haskell y, en particular, la implementacio´n usada, O’Hugs, carece de facili-
dades para realizar aplicaciones usando la estrategia del MVC. Dado que la intencio´n era la
de usar MVC en los dos casos de estudio, se penso´ en implementar un disen˜o gene´rico para
soportar MVC que pueda ser reusado en el futuro. A la descripcio´n ba´sica del MVC anterior
se le agrego´ la posibilidad de que la vista pueda diferenciar cambios en distintos aspectos del
modelo. O’Hugs provee librer´ıas para manejar vistas de ventanas, por lo que el esfuerzo se
concentro´ en implementar un mecanismo de subscripcio´n/notificacio´n que permita mantener
sincronizados al modelo con sus vistas. Se penso´ en el modelo siguiente: todo objeto modelo que
este´ pensado para tener dependientes deber´ıa cumplir con una interfase (Model) que permita
tanto la subscripcio´n a las notificaciones de los cambios.
struct DependencyActions a =
addDependent :: (Aspect, Maybe a -> Action) -> Action
struct Model a < DependencyActions a =
changed :: Aspect -> Maybe a -> Action
Cuando un objeto se subscribe mediante el me´todo addDependent env´ıa como para´metro un
aspecto y una funcio´n que retorna la accio´n a realizar (las acciones se pueden tratar como va-
lores) cuando se produzca la actualizacio´n del aspecto especificado. El para´metro de la funcio´n
representa informacio´n relacionada con la actualizacio´n (que puede no estar presente en caso de
que no sea necesario). Cuando el objeto modelo se modifica, notifica los cambios ejecutando las
acciones de los dependientes que correspondan de acuerdo al aspecto modificado. Las acciones
necesarias para mantener las subscripciones, como as´ı tambie´n aquellas realizadas para manejar
las notificaciones, son comunes para todos los objetos modelo, por lo que se penso´ en imple-
mentarlas en una sola clase o template DependencyImplementor. Por esta razo´n se opto´ por
separar la interfase DependencyActions:
struct DependencyImplementor a < DependencyActions a =
update :: Aspect -> Maybe a -> Action
dependencyImplementor =
template
dependents := [] :: [(Aspect, Maybe a -> Action)]
i:= 0
in struct
addDependent n = action
let nuevo = n:dependents
dependents := nuevo
update aspect p = action
doList (map snd $




doList :: Monad m => [a -> m b] -> a -> m ()
doList [] p = done
doList (f:fs) p = do f p; doList fs p
Es importante observar co´mo se pueden componer acciones de manera puramente funcional
antes de invocarlas a trave´s del me´todo update; esto es una ventaja provista por el poder
resultante de la combinacio´n entre paradigmas que O’Haskell provee.
La falta de herencia o de algu´n otro mecanismo de delegacio´n impl´ıcito forzo´ a que en
cada objeto modelo se deban agregar los me´todos que delegan el comportamiento a un objeto
DependencyImplementor:







method1 = action ...
...
changed asp p = action di.update asp p
addDependent d = action di.addDependent d
El lenguaje ofrece una facilidad sinta´ctica para completar la definicio´n de un struct au-
toma´ticamente. Por ejemplo, si tenemos declarado el registro
struct A = x, y :: Int
entonces la expreso´n struct x = 4 ; ..A equivale a struct x = 4 ; y = y, donde la segun-
da aparicio´n de la variable y debe estar ligada a algu´n binder dentro del alcance permitido (la
ocurrencia izquierda expresa la variable de estado, mientras que la derecha expresa una variable
funcional.) Se penso´ que esta ventaja podr´ıa ser utilizada para automatizar la escritura de los
me´todos que simplemente delegan el comportamiento. Sin embargo la necesidad de acceder al
DependencyImplementor que forma parte del template que sirve de modelo hace imposible la
escritura de tales me´todos en otro lugar que no sea dentro del scope del template en cuestio´n.
Esta restriccio´n impide escribir una implementacio´n comu´n para los me´todos que delegan que
puedan usar todos los objetos modelos.
4. Casos de Estudio
Como se menciono´ anteriormente, se han elegido dos problemas a implementar; su eleccio´n
se fundamenta en el hecho de que fueron considerados problemas que pose´ıan las caracter´ısticas
ba´sicas que permitiesen hacer un disen˜o orientado a objetos completo no trivial.
4.1. Mines
La eleccio´n del juego de Buscaminas se basa en que el mismo combina el tratamiento lo´gico
propio de un juego con un uso fundamental de la interfase gra´fica.
Se penso´ en un disen˜o simple para este juego, en donde el modelo es un objeto MinesGame
con un colaborador que representa la matriz de celdas. Este u´ltimo tiene el comportamiento
ba´sico que permite acceder a las diferentes posiciones de la matriz. Cada celda de la matriz es
a su vez un objeto cuyo estado permite saber si tiene una mina, cua´ntas minas tiene alrededor
esa celda (en caso que tenga). En el estado del MinesGame se guardan datos como estado de
juego (jugando o perdido) y cantidad de minas encontradas. El comportamiento ba´sico de un
objeto MinesGame es la de responder a un me´todo marcar, que recibe una posicio´n de la matriz,
y responde cambiando, quiza´s, el estado de la celda en esa posicio´n. La interfase se representa
con otro objeto, que crea un MinesGame de quien es dependiente. Cada vez que una celda
del juego cambia de estado, la interfase es notificada para actualizar su vista segu´n lo visto en
MVC.
En principio, el disen˜o descripto se adapta a un lenguaje orientado a objetos tradicional.
Una optimizacio´n posible gracias a la combinacio´n de la programacio´n funcional y la orientacio´n
a objetos que provee O’Haskell es la de usar donde fuese posible valores sin estado en lugar
de objetos. De esta forma los objetos celdas pasar´ıan a ser directamente datatypes, y el objeto
matriz se reemplazar´ıa usando Arrays polimo´rficos (que se instancian con el tipo de las celdas)
que ya vienen incorporados en el lenguaje. Por lo tanto, so´lo permanecer´ıan como objetos el
modelo y la interfase. La implementacio´n del me´todo marcar consiste en hacer pattern-matching
sobre el valor del array en la posicio´n recibida para saber que´ accio´n realizar.
4.2. Red Neuronal
Como segundo ejemplo se implemento´ una red neuronal para el reconocimiento de figuras,
siguiendo el modelo de Hopfield [Hop82]. El problema consiste en realizar un programa que ma-
neje una red neuronal que pueda ”memorizar”patrones con el fin de reconocer nuevas entradas,
asocia´ndolas con los patrones ya aprendidos. Cada patro´n consiste en un arreglo binario (que
puede ser visto como una matriz para representar caracteres alfabe´ticos) y para el aprendizaje
se vincula a cada neurona con todas las dema´s.
Dado que la intencio´n es reconocer figuras (e.g. letras del alfabeto) que son patrones poco
relacionados, el aprendizaje se hace a trave´s de la regla de Cooper-Heb:
Definicio´n.
Sean p1 . . . pm arreglos de patrones de aprendizaje, y sea wi la matriz de v´ınculos entre la
neurona i-e´sima y el resto, se calculan los v´ınculos de la siguiente forma:{
wij = wji =
∑m
k=1(2 ∗ pmi − 1) ∗ (2 ∗ pmj − 1) si i 6= j
0 si i = j
Una vez hecho el aprendizaje, se pueden cargar patrones para que sean reconocidos por la
red. Para ello se utiliza el algoritmo de Hopfield que consiste en primero asignar a cada unidad
el valor correspondiente al patro´n de entrada. Luego se ejecuta reiteradamente un ciclo que
consiste en elegir una posicio´n al azar i y calcular su salida de la siguiente manera:{
outi = 1 si neti > 0
outi = 0 si neti ≤ 0 donde netj =
∑
iwij ∗ outi
El algoritmo utilizado itera indefinidamente, obteniendo el resultado por convergencia. Por
esto, se fija una condicio´n de finalizacio´n consistente en ejecutar N ∗ I iteraciones, donde N es
representa la cantidad de entradas del arreglo del patro´n e I es un para´metro indicado por el
usuario.
Para la implementacio´n de este problema se puede pensar en un disen˜o ba´sico, con un
objeto principal que sirva de modelo y que conserve en su estado los v´ınculos entre las neuronas
que simbolizan la memoria de aprendizaje. Este objeto debera´ poder aprender un nuevo patro´n
mediante la actualizacio´n de los v´ınculos segu´n la fo´rmula vista y debera´ ser capaz de reconocer
una nueva muestra ejecutando el ciclo antes descripto. El resto del modelo se completa con
objetos que modelen las neuronas, los patrones y las muestras y los v´ınculos entre las neuronas.
Aqu´ı nuevamente puede hacerse uso del potencial de O’Haskell para lograr una optimizacio´n
mediante el uso de valores sin estado. De hecho, en el programa implementado hizo falta so´lo
un objeto que represente al modelo y que implemente el comportamiento necesario para el
aprendizaje y el reconocimiento. Para el resto de los objetos del modelo se usaron las facilidades
del lenguaje como Arrays y tipos algebraicos. Respecto a la visualizacio´n del programa, se
implementaron dos interfases distintas (una modo texto y otra modo ventana) aprovechando
los mecanismos de MVC previamente implementados.
5. Conclusiones
Luego de haber adquirido experiencia trabajando sobre el lenguaje O’Haskell, se pueden
concluir algunas cuestiones sobre el mismo.
En primer lugar se observo´ que O’Haskell es un lenguaje robusto, el cual puede ser per-
fectamente usado para implementar cualquier tipo de aplicacio´n. Puede argumentarse que la
falta de pureza en el lenguaje sea un inconveniente; sin embargo la combinacio´n entre elemen-
tos del paradigma funcional y objetos resulta en una herramienta poderosa y u´til. El ma´ximo
aprovechamiento de esta caracter´ıstica surgio´ al momento de combinar los objetos con los va-
lores (como listas, funciones y tipos algebraicos), lo que permitio´ hacer optimizaciones sobre
los disen˜os, usando valores sin estados en lugar de objetos, cuando estos u´ltimos no tuviesen
comportamiento definido.
Tambie´n vale la pena mencionar y hacer hincapie´ en el sistema de tipos que provee O’Haskell,
el cual brinda seguridad al escribir los programas gracias a su algoritmo de inferencia y permite
flexibilidad gracias al subtyping y los tipos polimo´rficos.
Uno de los puntos negativos encontrados que ya se ha mencionado es la falta de herencia o de
algu´n otro mecanismo de autodelegacio´n que permita hacer reuso de co´digo. Al principio resulta
un impacto muy fuerte para el usuario acostumbrado a otros lenguajes orientados a objetos;
sin embargo, diferentes facilidades del lenguaje como la posibilidad de manejar funciones como
valores permiten encontrar soluciones alternativas a la herencia, aunque quiza´s con la desventaja
de perder posibilidad de reuso. La implementacio´n del MVC resulto´ un claro ejemplo de co´mo
la carencia de ciertas facilidades primitivas necesarias para trasladar un disen˜o en objetos,
pueden ser reemplazadas mediante la utilizacio´n de las caracter´ısticas poderosas resultantes de
la combinacio´n de un lenguaje funcional y uno que soporte objetos reactivos.
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A. Co´digo de la red neuronal
Anexamos parte del co´digo que implementa la red neuronal con el fin de que puedan obser-
varse algunos detalles del trabajo.
--======================================================






type State = Array Int Int
type Links = Array Int State
struct NeuronalNet a < Model a =
learnNet :: State -> Action -- La red es "educada" con una nueva
-- imagen o estado de memoria
stepNet :: Action -- Ejecuta un paso del loop de evolucio´n
runNet :: Action -- Arranca la ejecucion
stopNet :: Action -- Detiene la ejecucion
loadState :: State -> Action -- Carga un nuevo estado
getNeurons :: Request State -- Retorna el conjunto de neuronas
getNeuron :: Int -> Request Int -- Retorna el valor de una neurona
getLinks :: Request Links -- Retorna la coleccion de vinculos
neuronalNet :: Int -> Template (NeuronalNet (Int, Int))
neuronalNet x =
template
neurons := array (0,99) 0 -- Neuronas de la red
links := array (0,99) (array (0,99) 0) -- vı´nculos entre las neuronas
rand <- uniformGenerator x -- Generador aleatorio.
di <- dependencyImplementor
in let loadState newState = action neurons:= newState
getLinks = request return links
learnNet e = action forall i <- [0..99] do
links!i := actLinks (links!i,i) e
where actLinks (ys,x) e = listArray (0,99) list
list = [ if x == y then 0
else (ys!y)+(2*(e!x)-1)*(2*(e!y)-1)
| y <- [0..99] ]
runNet = action changed "run" Nothing; done
stopNet = action changed "stop" Nothing; done
stepNet = action -- Un paso en el loop de "reconocimiento"
rnd <- rand.next
let
acc = acumulate 0 99 neurons (links ! pos)
val = if acc > 0 then 1 else 0
pos = toInt $ truncate (rnd * 100)
neurons!pos:=val
changed "step" (Just (pos,val))
getNeurons = request return neurons
getNeuron pos = request return $ neurons ! pos
changed asp p = action di.update asp p
addDependent d = action di.addDependent d
in struct ..NeuronalNet
---- Calcula la sumatoria de los vinculos para una neurona en particular
acumulate :: Int -> Int -> Array Int Int -> Array Int Int -> Int
acumulate acc pos neu vin =
if pos == -1
then acc
else acumulate (neu ! pos * (vin!pos) + acc) (pos - 1) neu vin
--======================================================











paintPoint :: (Int, Int) -> Action
load :: State -> Action
grid :: Canvas -> NeuronalNet (Int, Int) -> Template Grid
grid canv nnet = template
canvas := canv -- Canvas donde se dibujara´
edit := False -- Estado de edicio´n




main tk = do win <- tk.window [Title "Neuronal Net in O’Hugs!"]
cv <- win.canvas [Background white, Width 300, Height 300]
(_,seed) <- tk.timeOfDay
nnet <- neuronalNet seed -- Red Neuronal
gd <- grid cv nnet
gd.initialize
sch <- tk.periodic 15 nnet.stepNet
nnet.addDependent ("run", \_ -> sch.start)
nnet.addDependent ("stop",\_ -> sch.stop)
nnet.addDependent ("step",\x -> gd.paintPoint (fromJust x))
<...omitido...>
