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ABSTRACT
The cooling transition temperature gas in the interstellar medium (ISM), traced by the high ions,
Si IV, C IV, N V and O VI, helps to constrain the flow of energy from the hot ISM with T > 106
K to the warm ISM with T < 2 × 104 K. We investigate the properties of this gas along the lines of
sight to 38 stars in the Milky Way disk using 1.5–2.7 km s−1 resolution spectra of Si IV, C IV, and
N V absorption from the Space Telescope Imaging Spectrograph (STIS), and 15 km s−1 resolution
spectra of O VI absorption from the Far Ultraviolet Spectroscopic Explorer (FUSE). The absorption
by Si IV and C IV exhibits broad and narrow components while only broad components are seen in
N V and O VI. The narrow components imply gas with T < 7 × 104 K and trace two distinct types
of gas. The strong, saturated, and narrow Si IV and C IV components trace the gas associated with
the vicinities of O-type stars and their supershells. The weaker narrow Si IV and C IV components
trace gas in the general ISM that is photoionized by the EUV radiation from cooling hot gas or has
radiatively cooled in a non-equilibrium manner from the transition temperature phase, but rarely the
warm ionized medium (WIM) probed by Al III. The broad Si IV, C IV, N V, and O VI components
trace collisionally ionized gas that is very likely undergoing a cooling transition from the hot ISM
to the warm ISM. The cooling process possibly provides the regulation mechanism that produces
〈N(C IV)/N(Si IV)〉 = 3.9±1.9. The cooling process also produces absorption lines where the median
and mean values of the line widths increase with the energy required to create the ion.
Subject headings: Galaxy: disk — ISM: Clouds — ISM: structure — ultraviolet: ISM
1. INTRODUCTION
The ions O VI, N V, C IV, and Si IV (a.k.a. high
ions) are found in highly ionized plasmas throughout the
Universe. The detection of absorption by these ions in
wide-ranging locations emphasizes the universal impor-
tance of such plasmas in interstellar medium and inter-
galactic medium. Absorption lines from these high ions
have been observed in the disk and halo of the Milky
Way as well as in other nearby galaxies, in fast moving
gas around galaxies, in the intergalactic medium, and
even in primordial galaxies probed by the damped Lyα
systems. (e.g., Jenkins 1978; Cowie et al. 1981; Savage et
al. 1994, 2003; Savage & Lehner 2006; Huang et al. 1995;
Howk et al. 2002; Hoopes et al. 2002; Lehner & Howk
2007; Sembach et al. 2003; Collins et al. 2004; Fox et al.
2004; Simcoe et al. 2002; Danforth & Shull 2008; Tripp et
al. 2008; Thom & Chen 2008; Cooksey et al. 2010; Wolfe
& Prochaska 2000; Fox et al. 2007; Lehner et al. 2008b).
For plasmas in which electron collisions with metal
ions dictate the ionization state of the gas, the frac-
tional abundance of these high ions peak at temperatures
Tp ∼ (0.6–3)×10
5 K depending on their ionizing energies
(see below). Plasmas in this temperature regime can be
produced through moderate velocity shocks (vs & 70–
1 Based on observations made with the NASA/ESA Hubble
Space Telescope, obtained at the Space Telescope Science Institute,
which is operated by the Association of Universities for Research
in Astronomy, Inc. under NASA contract No. NAS5-26555. Based
also on observations made with the NASA-CNES-CSiA Far Ultra-
violet Spectroscopic Explorer. FUSE is operated for NASA by the
Johns Hopkins University under NASA contract NAS5-32985.
150 km s−1) or through the production of hotter coro-
nal temperature gas (> 106 K) which subsequently cools
through this temperature regime. In the latter case, the
quantity of high ions is related to the mass cooling rate
of the coronal material. Furthermore, because the high
ions likely probe matter that is rapidly cooling from coro-
nal temperatures to temperatures more appropriate for
the general diffuse ISM (T . 104 K), the high ions may
often trace matter in the interfaces between these two
temperature regimes. Thus, the high ions are often used
as indirect probes of energetic stellar feedback, the injec-
tion of energy into the interstellar medium (ISM) from
massive stars through their stellar winds and supernovae,
in galactic environments. A significant fraction of this
energy will be thermalized, producing the hot, highly
ionized plasmas probed directly or indirectly by the high
ions.
There are complications, of course, in interpreting the
relationship of the high ions to feedback. Low density
astrophysical plasmas with temperatures at which the
high ions have their abundance peaks are significantly
less stable than gas at higher or lower temperatures. Gas
at T ∼ (0.6–3)×105 K with near solar metallicities cools
very rapidly since thermal electrons are able to excite
the valence electrons into the upper states of the strong
resonance transitions of these same high ions. The sub-
sequent rapid removal of energy from the gas through
spontaneous photon emission cools the gas much more
rapidly that it can typically recombine. Thus, low den-
sity plasmas at these temperatures are not likely to be
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Fig. 1.— Ionization fraction of O VI (long-dashed lines), N V
(solid lines), C IV (dotted lines), and Si IV (dashed lines) in col-
lisional ionization equilibrium and non-equilibrium collisional ion-
ization according to the models with solar abundances of Gnat &
Sternberg (2007).
in a state of collisional ionization equilibrium (CIE). In
Fig. 1, we show the equilibrium and non-equilibrium ion-
ization fractions of Si IV, C IV, N V, and O VI produced
in a radiatively cooling gas at solar metallicity from the
calculations of Gnat & Sternberg (2007). While the high
ions peak in abundance at Tp, in non-equilibrium ion-
ization (NEI), a substantial fraction of the high ions is
present at temperatures much lower than Tp (Shapiro
& Moore 1976; Edgar & Chevalier 1986). If such NEI
conditions are indeed important, high ions in this cooler
temperature regime should be readily observable if stud-
ied with appropriate spectral resolution. Yet, the impor-
tance of this cooler highly ionized phase remains largely
unknown as we show below.
Several models for the production of high ions under
NEI conditions have been presented in the literature, in-
cluding conductive interfaces, where the gas is initially
heated up (evaporative phase) and then cooling when ra-
diative cooling dominates (condensing phase), turbulent
mixing layers (TMLs) in which velocity shear across an
interface becomes unstable, mixing hot and warm gas in a
turbulent fashion, shock ionization, and several variants
of these processes (e.g., expanding superbubbles, super-
nova remnants, see, e.g., Borkowski et al. 1990; Weaver et
al. 1977; Begelman & Fabian 1990; Spitzer 1996; Dopita
& Sutherland 1996; Indebetouw & Shull 2004a; Balsara
et al. 2008). It is important to note that all these col-
lisional ionization models study mostly the evolution of
the highly ionized gas that is cooling from the hot phase.
Indeed, while heating the gas can take place in the evap-
orative phase of a conductive interface, this process is
short-lived (< 2 × 106 yr, Borkowski et al. 1990) and
hence unlikely to be seen often in absorption (but see
Savage & Lehner 2006). Therefore the properties of the
high ions give mostly clues on the physical mechanisms
occurring in gas cooling from a hotter phase.
Radiation by massive hot stars or OB associations may
also produce hard enough photons to ionize C IV and
Si IV (ionizing energies Ei > 48 and 34 eV). While the
addition of energetic radiation from hot plasmas in the
winds of these stars can boost the amount of C IV rela-
tive to Si IV (Black et al. 1980; Cowie et al. 1981; Knauth
et al. 2003), photoionization still fails to produce signif-
icant amounts of O VI (Ei > 114 eV) or N V (Ei > 78
eV) (e.g., Knauth et al. 2003). Only in a Stro¨mgren
sphere produced by a pure hydrogen white dwarf can a
substantial amount of O VI and N V be found (Dupree
& Raymond 1983). However, the chance of intersect-
ing H II regions of radii < 10 pc over 1–3 kpc path in
order to produce a substantial column density is quite
small (Dupree & Raymond 1983), suggesting that this
process is unlikely important for most studies of these
high ions. (In the present study we will show an absence
of strong narrow O VI or N V absorption, demonstrating
this source of high ions does not contribute significantly
to our sample.)
A major shortcoming of the existing high ion surveys
in the galaxy is that they were performed using moderate
resolutions, with ∆v ≈ 10–30 km s−1 (FWHM). If CIE
conditions apply or the highly ionized gas is seen mostly
at T > 105 K, such resolution would be sufficient to
derive the physical parameters (the column density and
Doppler parameter or b-value) from the absorbing gas.
However, a few observations of the high ions obtained at
resolutions ∆v ≈ 1.5–3 km s−1 (Savage et al. 1994; Fitz-
patrick & Spitzer 1997; Sembach et al. 1997; Brandt et
al. 1999; Savage et al. 2001; Sterling et al. 2002; Fox et
al. 2003) have not only confirmed the presence of broad
absorption with b & 10 km s−1 (which could trace the
& 105 K gas), but also revealed narrow absorbing compo-
nents with b . 10 km s−1, principally in C IV and Si IV,
implying gas temperatures . (2–7) × 104 K. Only two
measurements of O VI have been made at comparable
resolution by the Interstellar Medium Absorption Pro-
file Spectrograph (IMAPS), and neither sight line shows
narrow components like those seen in C IV and Si IV
(Jenkins et al. 1998, E.B. Jenkins 2010 private commu-
nication).
The narrow components seen in these few studies could
be evidence for the NEI plasmas predicted by collisional
ionization models (e.g., Gnat et al. 2010; Kwak & Shelton
2010; Edgar & Chevalier 1986; Shapiro & Moore 1976),
although the narrow C IV and Si IV components are cool
enough that they could also trace photoionized gas (as
was often assumed in these earlier studies). The sample
of Milky Way sight lines observed at sufficiently high
resolution to study this narrow absorption has, however,
been too small and never been combined to elucidate the
importance of the warm highly ionized plasma probed by
these narrow components.
In this paper, we employ high resolution (1.5–2.6
km s−1) and relatively high signal-to-noise archival
HST/STIS E140H spectra of 38 early type stars in the
Milky Way to study the highly ionized gas. We comple-
ment these data with FUSE observations (where O VI
is found) and HST/STIS E230H observations (providing
the Al III doublet) when available. As Al III absorption
(18 . Ei . 28 eV) is found solely in ionized gas with
T . 7× 104 K, and is believed to be principally present
in the warm ionized medium (WIM) of the Milky Way
(Howk & Savage 1999), valuable information can be ob-
tained by comparing, e.g., the Al III and Si IV profiles;
if those are similar, it would corroborate that these two
ions are found in the same gas, but as we will show this
is not typical, favoring a different origin for these ions.
The main aim of this paper is to characterize for the
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Fig. 2.— Sky distribution of the lines of sight in an Aitoff projection. The sizes of circles are inversely proportional to the distance. The
IDs of the stars are indicated. Near the Carina region (star 15) we did not mark the stars 16 to 19 and near 25, stars 24 and 26 are not
marked because of the high density of stars in these two directions.
first time the properties of the transition temperature
plasmas in the Galactic disk using all the accessible high
ion absorption lines observed with the highest spectral
resolution and a large sample of stars probing different
physical regions. In order to test the existing models
and the possible origin(s) of ionizing mechanisms, we
systematically relate the observed properties with the
predictions inferred from collisional ionization and pho-
toionization models, such as collisional ionization equi-
librium and non-equilibrium collisional ionization (CIE,
NEI, e.g., Sutherland & Dopita 1993; Gnat & Stern-
berg 2007) conductive interfaces (CIs, e.g., Boehringer
& Hartquist 1987; Borkowski et al. 1990; Gnat et al.
2010), shock ionization (SI, e.g., Dopita & Sutherland
1996; Gnat & Sternberg 2009), turbulent mixing layers
(TMLs, e.g., Begelman & Fabian 1990; Slavin et al. 1993;
Esquivel et al. 2006; Kwak & Shelton 2010), wind-blown
bubbles or supernovae remnants (SNRs, e.g., Castor et
al. 1975; Weaver et al. 1977; Slavin & Cox 1992; Shel-
ton 1998), photoionization by early-type stars or a hot
cooling plasma (e.g., Knauth et al. 2003).
Our manuscript is organized as follows. The main find-
ings of our survey are presented in §3, discussed in §4,
and summarized in §5. In §2 the description of our sam-
ple, the data reduction and analyses are presented. In
one of the appendices we in particular summarize the es-
timates of the average densities of Al III, Si IV, C IV,
N V, and O VI in the Galactic disk based on the present
survey.
2. SAMPLE, DATA REDUCTION AND ANALYSIS
2.1. Description of the Sample
In order to achieve our goals listed in §1, we searched
the multi-mission archive at Space Telescope (MAST) for
all the OB-type stars that were observed with HST/STIS
using the E140H setting, which provides the highest res-
olution (R > 114, 000) and the wavelength coverage for
C IV, Si IV, and N V as well as other species. These
stars are particularly suited to study the ISM on large
distant path as they are bright and provide generally
a stellar continuum suitable for interstellar study. OB-
type stars with emission lines or late B-type stars with
low projected rotational velocities are, however, inade-
quate for studying the absorption from the high ions and
were rejected from the sample. Only Galactic OB-type
stars were considered because the interstellar spectra of
hot stars in the Small Magellanic Cloud (SMC) have the
Galactic and SMC high-ion components blended. We
also required that at least two of the three high ions (i.e.,
Si IV, C IV, and/or N V) were covered by the E140H
observations and detected with sufficient signal-to-noise
(S/N). These criteria resulted in the present sample of
38 stars.
In Table 1, the 38 stars are listed by alphabeti-
cal/numerical orders while in Table 2 they are sorted by
ascending galactic longitudes; we use the latter sorting
to number the stars with a unique ID number. We will
refer mostly to this ID number in the remaining paper
(e.g., star 11 refers to star HD18100). For these 38 stars
we also systematically searched for complementary STIS
E230H data where the Al III λλ1854, 1862 lines are cov-
ered; 14 stars were found. Even if O VI was not observed
at high resolution, its relationship with the other high
ions is important to describe and decipher. We therefore
also search the FUSE (which provides the wavelength
coverage of O VI) archive at MAST, and except for stars
10 and 32, the stars in our sample were observed with
FUSE.
Table 1 is discussed further in the next section, and ba-
sic information about the spectral type, luminosity class,
coordinate, magnitude (V ), radial velocity (v⋆), distance,
and z-height for each star is given in Table 2. For stars
that were not in the sample of Bowen et al. (2008), the
distances were derived following the method described
by these authors (see the Appendix of their paper for
further information and Zech 2010).
The distribution of the stars in an aitoff projection
is shown in Fig. 2, while in Fig. 3 the distribution of
the stars projected on the Galactic plane is displayed.
The sight lines are distributed throughout the Galaxy,
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Fig. 3.— Distribution of the lines of sight looking down into the Galactic plane. Approximate positions of the spiral arms are shown
(from models of Valle´e 2002, adapted from Fig. 6 in Bowen et al. 2009). Carina and prominent OB associations (where R > 0 along the
line of sight) are indicated by the blue circles.
but most of them are located near the Galactic plane
within |b| < 10◦ and height above the Galactic plane
|z| < 0.7 kpc. Only 4 stars are at |z| > 1 kpc. The
distances of the stars in our sample range from 0.2 to
6 kpc, with an average distance of 2.7 kpc; about 30%
have d < 2 kpc, 50% 2 < d < 4 kpc, and 20% 4 < d < 6
kpc. The last column of Table 2 indicates some known
regions that the sight lines cross. Except for stars 9 to
12, all the stars cross at least one of the radio Loops
(I, II, III, IV). Several stars probe OB associations. All
the stars probe the interarm region between the Perseus
and Carina arms as a consequence of the position of the
Earth in the Milky Way. Many also probe the interarm
region between Carina and Scutum-Crux. Two stars pass
the Perseus and Scutum-Crux Arms, respectively. The
major grouping of stars occurs in and toward the Carina
Nebula (stars 15 to 20).
In summary, the assembled sample probes a variety
of regions of the Galaxy with some being very energeti-
cally active (e.g., Carina Nebula) while others being more
quiescent. A priori, the active regions may have an im-
pact on the production of the high ions (e.g., Castor et
al. 1975; Weaver et al. 1977), and especially Si IV and
C IV. Observationally, e.g., Lehner & Howk (2007) di-
rectly show the impact of the stellar environments in the
LMC on the high-ion absorption: supergiant shells, X-
ray bright superbubbles, H II regions produce strong,
narrow saturated Si IV and C IV absorption in the LMC.
As we will show, this is observed in the Galaxy as well.
It is therefore useful to differentiate X-ray bright from
darker regions. Following Bowen et al. (2008), we use
the parameter R, which scales with the excess of 0.25–1
keV X-ray excess emission in the region surrounding the
star. By definition, a R = 0 value is a region free of
any X-ray emission while R ≥ 2 is a target situated in a
bright X-ray emission region, and R = 1 is the interme-
diate case, generally a star near a diffuse enhancement
or at the edge of a bright X-ray emission region. In Ta-
ble 2, we summarize the “R” class. For the sight lines
in common with Bowen et al. (2008), we simply adopted
their R-values. As Bowen et al. (2008) discussed, the
separation between active (“bubble”) and quieter (“non-
bubble”) regions is sometimes subjective. We emphasize
that regions with large R identify highly disturbed en-
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vironments where the high ions may be produced, but
not necessarily by processes directly related to the pro-
duction of the X-rays. We also note that there is (un-
surprisingly) some dependence between the type of the
target star and the R-value along the sight line to the
target star: 1) for types earlier than O7, 11 sight lines
along these stars have R > 0 and only 1 has R = 0; 2)
for types later than O9, the sample is not as bias with
17 R = 0 sight lines and 9 R > 0 sight lines.
2.2. STIS E140 and E230H Data
For this study only observations made with the E140H
and E230H high-resolution STIS setup were selected.
The observations were obtained with three different aper-
tures: 0.′′1×0.′′03 (Jenkins slit), 0.′′2×0.′′09, and 0.′′2×0.′′2.
These three apertures each have their own line-spread
function (LSF), which we adopt from the STIS In-
strument Handbook (Dressel et al. 2007). For E140H,
they have a resolving power (R ≡ λ/∆λ) of 200, 000,
114, 000, and 114, 000, respectively, corresponding to a
velocity resolution of 1.5 km s−1, 2.7 km s−1, and 2.7
km s−1 (FWHM) (the resolution in terms of b-values –
FWHM= 2(ln 2)0.5b – is 0.9 km s−1 and 1.6 km s−1 for
the FWHM of 1.5 km s−1 and 2.7 km s−1, respectively).
The resolving power for E230H with the Jenkins slit is
slightly less with R ≃ 168, 000 but similar (R ≃ 114, 000)
for the 0.′′2 × 0.′′09 aperture. For a full description of
the design and construction of STIS see Woodgate et al.
(1998), and a summary of the STIS on-orbit performance
is given by Kimble et al. (1998). We also refer the reader
to Jenkins & Tripp (2001) who discuss E140H data in
more detail.
Table 1 summarizes the STIS data for each star, in-
cluding the aperture used, and the wavelength coverage.
The data were reduced with the CALSTIS (ver. 2.22)
pipeline in order to provide orbital Doppler shift ad-
justments, detector nonlinearity corrections, dark image
subtraction, flat-field division, background subtraction,
wavelength zero-point calibration, and to convert the
wavelengths into the heliocentric reference frame. The
individual exposures were weighted by their inverse vari-
ance. As CALSTIS does not coadd the various echelle-
order, one of us (J.C. Howk) developed a series of IDL
routines to coadd them in order to produce a single coad-
ded spectrum. We then applied a velocity shift to each
star in order to transform the heliocentric reference frame
into the local standard of rest (LSR) frame (which as-
sumes a solar motion of +19.5 km s−1 in the direction
(l, b) ≈ (56◦,+23◦)). Table 2 gives the LSR correction
(vc) applied for each star. We emphasize that the abso-
lute velocity uncertainty of the STIS E140H and E230H
observations is excellent with an overall precision of ∼0.3
km s−1 (Ayres 2008).
2.3. FUSE Data
The FUSE data exist for 36 of the 38 stars of the
sample. The spectral resolution is far cruder (a factor
> 5) than the STIS E140H–E230H resolution, with R ≃
20, 000 (FWHM∼15 km s−1). The data were reduced
using the CALFUSE (ver. 3.2) pipeline. The CALFUSE
processing is described in Dixon et al. (2007). In short,
the detector and scattered-light background were scaled
and subtracted by CALFUSE. The extracted spectra as-
sociated with the separate exposures were aligned by
cross-correlating the positions of absorption lines, and
then co-added. In order to maximize the S/N, we coad-
ded the various segments where applicable noting that we
did not find any evidence for a reduction in the spectral
resolution of the O VI absorption line. We also ensured
before coadding the various segments that none was af-
fected by fixed-pattern noise.
As the FUSE wavelength calibration remains uncer-
tain, the zero point in the final FUSE wavelength scale
was established by shifting the average FUSE velocity
to the STIS 140M velocity of the same species or prob-
ing similar types of gas. For example, we compare the
H2 absorption near the O VI λ1031 line to Cl I λλ1347,
1379 or Mg II λλ1239, 1240, Si II λλ1304,1526, and Fe II
λλ1608, 1611 to Si II λ1020 and Fe II λ1055. We note
that the FUSE relative wavelength calibration accuracy
is generally better than ±5 km s−1, but in a few cases
larger shifts (up to about ±10 km s−1) were found be-
tween the same species observed at different wavelengths.
Although the CALFUSE version used by Bowen et al.
(2008) is different, we refer to this paper for a more de-
tailed description of the FUSE observations.
2.4. Analysis of the Interstellar Absorption
We made use of two methods to analyze the data,
namely the apparent optical depth (AOD) method de-
scribed by Savage & Sembach (1991), and a component
fitting method using the code described by Fitzpatrick &
Spitzer (1997). While the former method does not pro-
vide the Doppler parameters (or b-values), velocities, and
column densities in the individual components (assum-
ing a Maxwellian distribution), the AOD method allows
us to estimate directly the average velocities and total
column densities of a given species from its absorption
profile. The AOD method also allows us to produce a
pixel-by-pixel analysis of the absorption profiles with no
prior assumption about the velocity distribution, which
is valuable, e.g., for comparing the variation of the col-
umn density ratio of two different species as a function of
velocities along the line of sight. These two methods are
therefore complementary. To derive the column densities
and measure the velocities, we used the updated atomic
parameters compiled by Morton (2003).
2.4.1. Continuum Placement and Possible Line
Contamination
The first step for analyzing an absorption profile is to
define the stellar continuum level near the profile. Specif-
ically, the continua were modeled near Si IV λλ1393,
1402, C IV λλ1548, 1550, N V λλ1238, 1242, Al III
λλ1854, 1862, and O VI λ1031. For comparison with
tracers of cooler or less ionized gas, we also used system-
atically Si II λ1526 and Mg II λ1239 (if Mg II was not
available, we instead used S II λ1250 or P II λ1532). Si II
λ1526 is a relatively strong transition and its profile is
generally saturated, allowing us to decipher the velocity
interval over which the neutral and weakly ionized gas is
present. The Mg II λ1239 (or S II λ1250 or P II λ1301)
absorption profiles are generally not saturated, showing
the velocities where most of the neutral gas is present
and allowing us to have detailed information about the
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component structures to compare with the high-ion pro-
files.
Each continuum was fitted by a Legendre polynomial
of a degree d within 200–400 km s−1 from the interstel-
lar absorption line of interest following the methodol-
ogy described in Sembach & Savage (1992). The degree
(1 ≤ d ≤ 8) depended on the complexity of the stellar
continuum near the absorption lines. The left panel on
Fig. 15 for a given sight line in the Appendix A shows
the adopted continua for the N V, C IV, Si IV, and Al III
lines. This figure shows that i) in many cases the con-
tinuum was simple enough to be modeled by a low order
Legendre polynomial (≤ 5), and ii) in cases where the
continuum is complicated, one transition of the doublet
often has a simpler continuum. In complicated cases,
where the absorption was weak, i.e., no saturation was
present (max(τa(v)) . 1), we used an iterative approach
to fit the continuum where we transformed the absorp-
tion profile into an apparent column density (Na(v)) pro-
file (see below and Fig. 15) and then check that the
Na(v) profiles for each transition of the doublet match
each other. In cases where they did not, we adjusted
the continuum in the most complex profile of the two
transitions. In cases, where the profiles are saturated or
max(τa(v)) > 1, we relied on part of the profiles where
τa(v) . 1. We emphasize that this iterative procedure
represents a minority of cases (≈ 20% of the sample).
We also stress that for any absorption the continuum
is critical for accurate results but it is even more cru-
cial near weak transitions, such as the N V doublet,
where a small alteration in the continuum may have a
dramatic effect on the line parameters themselves (line
width, equivalent width, column density). Hence we sys-
tematically modeled two stellar continua near the N V
transitions that appear adequate, and if the differences
in the N and/or b values were larger than about 40%,
those are regarded uncertain.
For the O VI absorption we refer the reader to Lehner
et al. (2001) and Bowen et al. (2008) regarding specific
issues for analyzing this absorption line, including the
modeling of the continuum placement and the removal of
the HD contamination. We, however, note that our inde-
pendent continuum placements resulted in measurements
generally overlapping within 1σ with those produced by
Bowen et al. (2008) (see §2.4.2 for more details).
We also do not show the continuum placement near
the low ions, but note that generally the modeling was
in most cases straightforward.
We noted above that O VI can be contaminated by
an HD line at 1031.909 A˚. The O VI λ1031 is also sur-
rounded by two H2 lines at 1031.557 and 1032.354 A˚.
The latter can be seen in 3 of our targets at about 120
km s−1 (star 16, 17, and 38), but it does not directly
contaminate the O VI absorption, and we therefore did
not attempt to model it. The only other line that shows
some possible contamination is Si IV λ1393, where at
about −90 km s−1, some weak Ni II λ1393.324 can be
present. This line can be often seen in the Si IV λ1393
panels in Fig. 15 of the Appendix A and is for the ma-
jority of the sightlines not an issue because the Si IV
absorption profile does not reach these high negative ve-
locities. However, this is not the case for stars 15, 16,
17, 18, 19, and 34. For these stars, we first checked the
strength of Ni II λ1454.852, which is a factor about 3.3
stronger than Ni II λ1393. For star 34, we concluded
Ni II λ1393 would be too weak to be of any concern, and
indeed the profile fit (see §2.4.3) to the Si IV doublet
is excellent (see Fig. 15). For the other stars, we arti-
ficially increased the error of the normalized flux vector
in the appropriate velocity region (that we defined using
the absorption profile of Ni II λ1454) of Si IV λ1393 so
that the profile fit is heavily weighted by Si IV λ1402 in
that region of the spectrum. We prefer this method over
attempting to model Ni II λ1393 using other Ni II lines
because there is no other Ni II transition with similar
strength. We finally note that the correction is anyway
very small (see Fig. 15) as non-weighted fits gave very
similar results.
2.4.2. AOD Measurements
In the AOD method the absorption profiles are con-
verted into apparent column densities per unit ve-
locity Na(v) = 3.768 × 10
14 ln[Fc(v)/Fobs(v)]/(fλ)
cm−2 (km s−1)−1, where Fc(v) and Fobs(v) are the con-
tinuum and observed fluxes as a function of velocity,
respectively, f is the oscillator strength of the absorp-
tion and λ is in A˚. The total column density was ob-
tained by integrating over the absorption profile Na =∫ v2
v1
Na(v)dv. The values of the velocity, va, is obtained
from va =
∫ v2
v1
vNa(v)dv/Na (see Sembach & Savage
1992). The errors for the individual transitions include
both statistical and continuum errors (see Sembach &
Savage 1992). When no detection was observed, we esti-
mated a 3σ upper limit following the method described
by Lehner et al. (2008a).
In Table 3, the average velocities and total apparent
column densities are summarized for Si IV λλ1393, 1402,
C IV λλ1548, 1550, N V λλ1238, 1242, Al III λλ1854,
1862 and O VI λ1031 when available. This table also
gives the velocity interval over which the profiles were
integrated. We try to use, as much as possible, the same
velocity interval for all the ions as the overall absorption
ion profiles were observed over similar velocities (despite
differences in the profile structure). However, in two
cases (stars 16 and 17), the O VI is partially contam-
inated by an H2 line, and hence a smaller velocity in-
terval was used in the integration. The affected targets
are marked by a ∗ symbol in Table 3, and the reader
can refer to Fig. 15 to see the contaminated velocities.
We noted above while Si IV λ1393 can be contaminated
by Ni II λ1393, for the stars where this contamination
occurs, the Si IV absorption is saturated; therefore this
weak contamination has not effect on the total column
density and we did not correct for it.
From the integration of the AOD profiles, we derived a
column density for each ion. In cases where the absorp-
tion profiles are not saturated, an average of Na of each
line doublet was made. In cases where the strong line
of the doublet is saturated, Na of the weaker line was
adopted (although we emphasize that a small saturation
correction may be needed in these cases, see Savage &
Sembach 1991). In cases where both transitions of the
doublet are saturated, Na for the weaker transition was
adopted as a lower limit. When none of the transitions
of a given doublet was detected, we adopted the most
stringent limit. Near N V, the continuum placement re-
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mains very uncertain for a few stars, and for those we
list colons instead of formal errors in Table 3.
For the O VI absorption we can compare our results
for the 21 stars in common with Bowen et al. (2008). For
17 of them, our independent measurements are consistent
within . 0.05–0.1 dex. For 4 of them (sight lines 2, 3, 24,
37), the agreement is within 0.2–0.4 dex. For those stars,
the continuum placement is extremely complex and is the
main reason for the difference. We also note that for the
cases where the continua are very complicated, Bowen et
al. errors are often larger than ours. This is because we
did not explore the continuum placements over the same
interval of possibilities. In particular, for the 4 discrepant
cases, their values overlap with ours within their 1–2σ
errors. Another 5 stars (b > 10◦) are common with the
Galactic halo sample from Zsargo´ et al. (2003), and in
all these cases, our and their O VI column densities are
consistent within 1σ.
In Table 4, we also give the average density (n ≡ N/d)
along the sight line for each ion based on the total ap-
parent column densities. We discuss further the results
from the average densities in the Appendix C.
From the total column densities and the AOD pro-
files, we can derive the ionic ratios, which are useful
for comparison with collisional ionization and photoion-
ization models (see §3.8). Table 5 lists the ionic ratios
where, for a given sight line, the values in the first row
are derived from the integrated column densities (from
Table 4) while the ionic ratios given in the second row
are the mean and standard deviation from the pixel-by-
pixel comparison of the AOD profiles (see Fig. 15). In
the latter, we transformed the STIS spectra to the FUSE
resolution and estimated the ionic ratios in each pixel (1
pixel size being about 15 km s−1, the FUSE resolution)
where the absorption was detected at better than 2σ. In
general the values between the two methods are in good
agreement (but not always – the most extreme case be-
ing star 36 – owing to some possible saturation in the
Si IV λ1402 profile), but the standard deviation values
are generally larger than the formal errors derived from
the propagation error in the ratios of the column densi-
ties, giving a better sense of the extent of the variability
in the ionic ratios across the velocity profiles. The ionic
ratios will be discussed in more detail in §3.8.
2.4.3. Profile Fitting
While the AOD method provides useful information
about the absorption profiles, in order to separate an ab-
sorption profile into individual components, we used the
method of component fitting which models the absorp-
tion profile as individual Maxwellian components (also
loosely referred as “clouds”). We used a modified ver-
sion of the software described in Fitzpatrick & Spitzer
(1997). The best-fit values describing the gas were deter-
mined by comparing the model profiles convolved with an
instrumental line-spread function (LSF) with the data.
The LSFs are not purely gaussian, and we adopted the
LSFs from the STIS Instrument Handbook (Dressel et
al. 2007). The three parameters Ni, bi, and vi for each
component, i, are input as initial guesses and were sub-
sequently varied to minimize χ2. The fitting process en-
ables us to find the best fit of the component structure
using the data from one or more transitions of the same
ionic species simultaneously.
We applied this component-fitting procedure to the
C IV, Si IV, N V, and Al III doublets. All the ions are
fitted independently (i.e., we did not assume a common
component structure for all the ions a priori), but both
lines of the doublet are simultaneously fitted. We always
started each fit with the smallest number of components
that reasonably modeled the profiles, and added more
components as necessary. In this manner, if the addi-
tion of a particular component did not improve the χ2
goodness of fit parameter, we removed that component.
We allowed the software to determine the components
freely (i.e., we did not fix any of the input parameters).
This procedure was repeated for each profile until the
best fit was achieved. In most complicated cases, we
also tested the profile fitting by significantly changing
the input Ni, bi, and vi to test the uniqueness of the
fit. In general, the new results converged to the former
fit. However, in the most complicated cases (especially
sight lines probing the Carina region), it is possible to
find another solution with very similar reduced-χ2. In
those cases, we adopted the fit that we believed most
accurately described the profiles. However, we stress
that these sight lines have many components (see Ta-
ble 6 and Fig. 15), and the larger resulting uncertainty
generally affects solely one or two components, not the
majority of the components. We finally bear in mind
that even though the χ2 goodness of fit may be good, in
saturated regions of the profiles (where the flux reaches
zero), it is impossible to accurately model these regions
because there is no way to determine the correct number
of components. The resulting fit usually has one (or very
few) component(s) that fits the saturated region, and the
column densities and b-values are unreliable. However,
we emphasize that b cannot be larger in the saturated
components, and therefore the estimate is a robust up-
per limit (but N directly depends on b in the saturated
regime, and hence N cannot be considered as lower limit
– in that case the AOD method gives a more robust lower
limit).
The results from component fitting for Al III, Si IV,
C IV, and N V are given in Table 6, and the component
models can be seen in Figures 15 where both the indi-
vidual components and global fits are shown. In total,
the number of fitted components are 56, 138, 130, and
24 for Al III, Si IV, C IV, and N V, respectively. The
lower number of fitted components for Al III is the result
simply of a smaller sample of sight line (14 compared
to 38 for C IV or Si IV). N V is not always detected,
but also its absorption is generally well fitted with one
(or two) component(s). If the saturated components are
discarded, the numbers of components are 53, 127, and
129 for Al III, Si IV, and C IV, respectively. Evidently
from these numbers, Si IV is the most affected ion with
saturation.
Broad components, with b & 20 km s−1, may some-
times be less reliable, especially when they are blended
with other components or the S/N level is not high and
τ is small. For example, when the profiles are complex,
a very broad component may be fitted principally to re-
duce the χ2 while several narrower components could be
more adequate. We note that while each species was fit-
ted independently, some of the components seen at sim-
ilar velocities in the various species may trace similar
gas (see § 3.2). Therefore, a posteriori, we can compare
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Fig. 4.— Example of broad and narrow C IV and Si IV compo-
nents. The AOD profiles are shown in black and red. The fitted
profiles were transformed in AOD profiles and are shown in blue
(individual components) and green (full modeled profiles). The
narrow C IV and Si IV components align with one component of
Al III (but as we emphasize in the text, this is a rare occurence),
and the broad C IV and Si IV component aligns well with that of
O VI and N V. But note that no narrow component is detected in
the O VI or N V profile, and no broad component is seen in the
Al III profile. We also indicate the temperature implied from the
b-values of the main broad and narrow C IV components.
the results between the high ions to further support (or
not) the results from the profile fits. In the cases where
there is some doubt, we did not revisit the fits because
in order to do so we would need to alter our rule of min-
imum number of fitted components with no statistical
improvement in the χ2 (and we would actually have lit-
tle constraints to define any additional components). In
the Appendix B we review some possible troublesome
cases for each fitted ion.
We finally emphasize that a limitation of the profile
fitting (especially in limited S/N) and despite the use of
the highest resolution available is that a broad compo-
nent can be either a single broad component or a super-
position of many narrower components with smaller N ,
different b, and dispersed over a certain range of veloci-
ties. This complicates the interpretation of the nature of
the broad components, and as we will see later, the in-
terpretation is model-dependent. We bear in mind this
issue throughout the text, but as we will show the broad
(blended or not) components have in any case different
properties than the narrow (unblended) components.
3. GENERAL PROPERTIES OF THE HIGHLY IONIZED GAS
3.1. Broad Inferences from the Velocity Profiles
Some examples of high-ion profiles are highlighted in
Figs. 4 and 5, and we refer the reader to Fig. 15 in the
Appendix A for all the profiles. In Fig. 4, we show a
relatively simple example where both narrow and broad
components are seen in the C IV and Si IV profiles. In
this case, the narrow component aligns with one of the
Al III components while the broad component aligns with
that of O VI and N V. No narrow component is detected
in the O VI or N V profile, and no broad component is
seen in the Al III profile. However, not all the profiles
are that simple, and in Fig. 5, we show three examples
of somewhat more complicated profiles, highlighting the
diversity in the high-ion profiles and their differences as
a function of the R-value, i.e., the amount of X-ray emis-
sion along the line of sight tracing the gas in prominent
OB associations (see §2.1). An inspection of the AOD
profiles allows us to outline some general properties of
the high ions, but before proceeding further, we need to
be more explicit in our definition of narrow and broad
components.
The highly ionized gas can have temperatures that are
warm (a few times 104 K) or in the transition regime
(105–106 K). Observationally, the temperature is not di-
rectly measured or estimated, but a limit can be inferred
from the b-values derived from fitting the absorption pro-
files since b is a function of both the thermal and nonther-
mal motions of the gas. Assuming a Maxwellian distri-
bution, the broadening of an interstellar absorption line
can be written:
b2 = b2th + b
2
nt =
2kT
A
+ b2nt, (1)
where A is the atomic weight, k is Boltzmann’s constant,
T is the temperature, and bnt is the nonthermal contri-
bution to the broadening. It is therefore judicious to
define a b cutoff, bc, between broad and narrow compo-
nents where the narrow components probe gas tempera-
ture of 7×104 K in the absence of nonthermal broadening
(5× 104 K if we assume roughly equal thermal and non-
thermal contributions to the line width). This value, of
course, varies for each species: bc = 6.5 km s
−1 for Si IV
and Al III, 10 km s−1 for C IV, 9 km s−1 for N V, and
8.5 km s−1 for O VI. With the help of this definition, and
using the above figures and more generally all the sam-
ple shown in Fig. 15 in the Appendix, we can draw some
apparent properties from the AOD and fitted profiles:
1) Narrow and broad components are widespread in
the Si IV and C IV profiles, but narrow components are
rarely found in the profiles of N V or O VI absorption.
2) Most of the narrow C IV and Si IV components
align with each other, implying they probe the same gas.
Similarly, many of the broad components seen in Si IV,
C IV, N V, and O VI align with each other suggesting a
common origin.
3) The aspect of the N V and O VI AOD profiles is
often similar, being broad with little structure. This im-
plies the lower resolution FUSE observations of O VI are
mostly adequate to trace the true component structure
of the O VI absorption. This is important because there
are more detections of O VI than N V so the O VI ab-
sorption can be reliably compared to the Si IV and C IV
absorption.
4) Si IV and C IV have very different component be-
havior than Al III in many cases. Therefore, in these
cases Si IV and Al III do not arise in the same gas.
5) In most cases, the velocity profiles of high, inter-
mediate, and low ions are observed over similar velocity-
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Fig. 5.— Examples showing the diversity of component behavior in the C IV and Si IV profiles. Three examples of high ion profiles
along different R-value sight line and type of stars. The AOD profiles are shown in black and red. The fitted profiles were transformed in
AOD profiles and are shown in blue (individual components) and green (full modeled profiles). While the strength of O VI changes, the
shape of the O VI profile is not too different between these sight lines. On the other hand, the C IV and Si IV AOD profile are different
in strength and shape. Toward the hot star and R = 3 region (right panel), C IV and Si IV are both saturated, while they are not toward
the hot star and R = 0 region (left panel) or cooler star and R = 1 region (middle panel). Also note how some of the Si IV and C IV
components align well, and for some of the components, they are only seen in one of the ions.
intervals. However, there is not a direct correspondence
between the component structure of the low ions (e.g.,
Mg II or S II) and Al III or the high ions.
6) Saturated components are absent in the N V and
O VI profiles, but can be present in the other high ions.
All the saturated Si IV components are narrow and only
appear toward R > 0 regions and O7 to O3 stars (with
one exception). These elements suggest that these com-
ponents are associated with the environments of the O-
type stars, especially since the velocities of these compo-
nents are systematically blue-shifted relative to the star
velocities.
7) The ratios of the AOD profiles for the high ions usu-
ally exhibit substantial variations as a function of veloc-
ity. This implies that several processes affect the origins
of the high ions along most lines of sight.
All these characteristics show that while the highly ion-
ized absorption is complicated and the sight lines probe
different regions of the Milky Way, some general proper-
ties can be recovered from these high resolution spectra.
In particular, it seems apparent that C IV and Si IV trace
both the warm and transition temperature gas, while
O VI and N V seem to only probe the latter type of
gas. It also appears that extremely strong components
of Si IV and C IV arise in the stellar environment of the
hottest stars. In the following sections, we explore more
quantitatively these emerging properties.
3.2. Correlation between the Ions
3.2.1. High Ions and Al III
The inspection of the absorption profiles shows that
the various high ions and Al III sometimes share the
same components. The main aim of this section is to
try to quantify this further, i.e., we wish to know what
are the fractions of matching components between Al III,
Si IV, C IV, N V, and O VI. The result from this analysis
informs us if these ions trace the same gas or not. We use
the profile-fit results summarized in Table 6, comparing
Al III (18.8 ≤ Ei ≤ 28.5 eV) with Si IV (33.5 ≤ Ei ≤ 45.1
eV), Si IV with C IV (47.9 ≤ Ei ≤ 64.5 eV), and C IV
with N V (77.5 ≤ Ei ≤ 97.8 eV). Because O VI is so
important for understanding the highly ionized plasma
since it has the highest available Ei (113.9 ≤ Ei ≤ 134
eV), we also fitted the O VI for sight lines where N V
is detected in order to compare these two ions (we note
our results compare to those of Bowen et al. 2008, but
we prefer to use the velocity calibration of our data for
this velocity comparison). Pairing adjacent ions on the
ionization energy scale should in principle allow us to
compare ions that are more likely to be found in similar
gas phases.
Our first test is to make a velocity comparison using
the central velocities of the components derived from the
profile fits. In order to do this, we compared the central
velocities of the respective ions, and paired the compo-
nents if the velocity separation between them is less than
5 km s−1 (and often it is actually less than 3 km s−1). In
some cases a given ion may have a broad and narrow
components at a similar velocity but the compared ion
has only a narrow or broad component at the same cen-
tral velocity. In this case, we paired the components of
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the same kind (i.e., narrow with narrow components and
broad with broad components, see below). We find that
for Al III and Si IV, 51% of the components have similar
velocities, for Si IV and C IV, this is 69%; for C IV and
N V, 67%; and for N V and O VI, 82%. The respective
high ions correlate much better than Al III with Si IV.
However, this approach is not particularly robust as the
central velocities could match each other coincidentally.
Another condition for testing if the ions are present
in the same gas makes use of the b-values of the above
matching components. Assuming the same T and bnt
for two ions, a solution to Eqn. 1 provides support that
these two ions exist in the same gas (at a single temper-
ature). While the assumption of same T and bnt is quite
standard, we see below that it may break down and may
not be warranted, at least in the highly ionized plasma
studied here. With these assumptions, if there is no solu-
tion to Eqn. 1, either the compared ions are at different
gas-temperatures and/or have different nonthermal ve-
locities, or the components are not associated with each
other and just happen to share a similar central veloc-
ity by chance. Another possibility is that the profiles
are not correctly modeled (either because a Maxwellian
distribution is not adequate or because the numbers of
components is incorrect, which may be in particular an
issue for the broad or saturated components).
In Fig. 6, we show the b-value comparison between the
ions. Components for which Eqn. 1 is valid for a single,
common temperature should lie between the purely ther-
mal and nonthermal lines, but this figure also shows that
several data points do not. Keeping only those compo-
nents consistent with Eqn. 1 at a single temperature at
the 2σ level, the fractions of matching components drop
to 19% for Al III and Si IV, 61% for Si IV and C IV, 27%
for C IV and N V, and 55% for N V and O VI. Because
the b-values of saturated components are uncertain, these
were not included in the sample. This affects mostly
Si IV and Al III where most of the saturated components
are found. In most cases, the saturated Si IV components
generally match with corresponding C IV components,
and hence the 61% fraction is a lower limit for these two
ions. This also applies to Al III and Si IV saturated com-
ponents in most cases.2 These saturated components are
found exclusively along R > 0 sight lines and all the stars
but one (star 19 of type O9.7 Ib) are O7 to O3 stars. For
all these stars but star 19, the strong saturated compo-
nents are blueshifted relative to the stellar velocity by
−20 to −55 km s−1. These elements provide strong ev-
idence that the saturated components directly trace the
photoionization from the O-type stars and their environ-
ments (see §4). From Fig. 6 and the high frequency of
matched components, there is little doubt that on the
one hand N V and O VI often co-exist in similar gas
phase, and on the other hand C IV and Si IV are also
found frequently in the same gas phase (which may or
may not be the same phase as traced by O VI–N V as we
discuss below).
The b-values of N V and O VI shown in Fig. 6 are in
2 Star 17 could appear as an exception when only the velocities
are compared. However, the profile of Si IV is so strongly saturated
that its single fitted component is unlikely to be adequate in this
case. It seems that the Si IV profiles in the velocity-regions where
they are saturated could be decomposed in two components, one
aligning with C IV and the other one aligning with Al III.
a majority of cases similar, but as we will see in §3.4,
on average 〈b(O VI)〉 > 〈b(N V)〉. For these two ions,
20 . b . 60 km s−1 would imply temperatures up to
3 × 106 K if the broadening is purely thermal, temper-
ature at which little O VI and even less N V are ex-
pected to be observed (see Fig. 1). This, in turn, sig-
nals that nonthermal motions may be important and/or
multiple hidden (blended) velocity components could be
often present.
The larger difference in the atomic weight between Si
and C allows us to better separate the turbulent and ther-
mal contributions to the b-values than the other paired
ions. For C IV and Si IV, there is a cluster of data ly-
ing at b(C IV) . 10 km s−1, implying T < 7 × 104 K,
i.e., a temperature where the highly ionized gas is not
expected to be in CIE (see Fig. 1). There are several
components with 10 . b(C IV) . 20 km s−1 that probe
both temperature regimes, T < 7 × 104 K and T . (1–
2) × 105 K. In these cases, several data lie on the pure
thermal broadening line, but many are also located in
regions that imply that nonthermal motions are as im-
portant as thermal motions (or even dominant). Finally,
for b(C IV) & 20 km s−1, we can distinguish several data
with bnt & bth. Some b-values of C IV and Si IV also
seem to imply T ∼ (3–10)× 105 K, although within 2σ,
many are consistent as well with cooler gas (T ∼ (1–
2) × 105 K). According to simple CIE and NEI models
(see Fig. 1), we would not expect to see a large amount
of C IV and even less Si IV at T > 3 × 105 K. This
could indicate that multiple velocity components simu-
late a single Gaussian in these profiles. We, however,
stress that the individual b in that case must still be
larger than bc in view of the different properties of the
ionic ratios between the narrow and broad components
(see §3.8 for more details). We finally note that for the
broad C IV components (b > 10 km s−1), data points
that depart from the solutions allowed by Eqn. 1 do so
systematically such that b(C IV) > b(Si IV). This sys-
tematic offset suggests a physical origin for this trend.
Indeed while in the above we make the standard assump-
tion of a single temperature (and turbulence velocity), in
many models of collisional ionization, the high ions need
not be found at the same temperature. In such models,
the temperature increases with their ionization energies
Ei. As shown in Fig. 1, Si IV, C IV, and N V peak in
abundance at different temperatures (Tp). For example
at Tp of C IV, there is much less N V in CIE or NEI
conditions than at Tp(N V). In the conductive interface
models of Borkowski et al. (1990) (see their Fig. 7), at
t = 106 yr, T (Si IV) ∼ 0.8× 105 K, T (C IV) ∼ 1.5× 105
K, T (N V) ∼ 2.5× 105 K. Assuming bnt ≪ bth, the mod-
els imply that b(C IV) > b(Si IV) as it is observed in
several cases. The increase of Ei with b could, of course,
also be due to an increase in the nonthermal motions and
we discuss this further in §4.
For the C IV–N V pairs, we found a comparable frac-
tion of aligned components to that of C IV–Si IV pairs
but a substantially smaller fraction of matching compo-
nents based on the b-values. We note that the C IV com-
ponents considered are quite broad, however, suggesting
the components in these two ions have a common ori-
gin. We saw above that b(C IV) ≥ b(Si IV) for the broad
components and similarly here b(N V) > b(C IV). Al-
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Fig. 6.— Comparison of the Doppler parameters for the velocity matching components. Note that here the data are shown with 2σ
errors. The solid line in each panel is the broadening due to purely nonthermal motions while the long-dashed line is the broadening
dominated by thermal motions. The thicker and larger circles represent data that are less than 2σ away from these lines. The dotted lines
(that can be seen best in the Si IV–C IV panel) represent the loci of constant temperature where the temperature is given in units of 105
K and the tick marks on each dotted line indicate the values of bnt, are spaced by 5 km s−1, and where the first tick mark is bnt = 10, 15,
25, and 30 km s−1 for T5 = 0.5, 1, 3, and 5 respectively.
though this trend is not observed for O VI and N V
(possibly because the sample is small; in §3.4 we will see
that 〈b(O VI)〉 > 〈b(N V)〉). Hence, despite the failure of
Eqn. 1 in numerous cases for the C IV–N V pairs, it is
not unreasonable to infer that broad C IV and N V com-
ponents may often trace the same gas. As O VI and N V
trace the same gas, in turn, broad C IV and O VI compo-
nents must often trace the same highly ionized plasma.
For the Al III–Si IV pairs, the fractions based on a
comparison of v and b are substantially smaller relative
to the other ions. However, for these ions, collisional
ionization models predict they should exist at overlap-
ping temperatures and photoionization would produce a
single temperature for both. Most of the paired com-
ponents have 6.5 . b(Al III) . 15 km s−1, which would
imply T > 105 K if bth ≫ bnt. As no models predict
large quantities of these ions at T > 105 K, nonther-
mal motions must be important and/or the fitted pro-
files must be composed of multiple unidentified veloc-
ity components. The data appear scattered around the
pure-thermal/nonthermal broadening lines, i.e., there is
no trend in the offset as opposed to what is observed for
the C IV–Si IV or C IV–N V pairs. The poor correla-
tion between these two ions suggests therefore that the
source of ionization of Al III must be different from that
of Si IV. As Al III is a good tracer of the WIM (Savage
et al. 1990; Howk & Savage 1999), Si IV is not. The
difference in Ei is about a factor 2 between Al III and
Si IV, and more importantly the difference in Ei between
these two ions corresponds to the He I absorption edge
(Ei = 24.6 eV) in stellar atmospheres. This may be the
primary reason why Al III is a good tracer of the WIM
while Si IV is not as Al III can arise in ionized gas by
photons with Ei < 25.6 eV, but not Si IV.
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3.2.2. High and Low Ions
It is beyond the scope of our goals to study the de-
tailed properties of the low ions (e.g., Si II, Mg II, see
Fig. 15), but from a comparison of the normalized pro-
files of the low, intermediate, and high ions, we observe
that all these species are often observed over similar ve-
locity intervals. However, there are few cases in which
the strong Si II λ1526 may show some absorption without
corresponding high-ion absorption or vice-versa: a good
example is star 32 (see Fig. 15) where at +30 km s−1
a Si II component is observed without a highly ionized
counterpart component, while at vLSR ≤ −30 km s
−1 no
Si II is observed, but high ion absorption can be ob-
served from −30 to −70 km s−1. We also did not find a
single trend in the relationship between the high, inter-
mediate, and low ion components. In some cases, all the
ions show components somewhat aligned, while in other
cases there is no apparent correspondence in the profiles
(except that they generally cover a similar full range of
velocities). In other sight lines a few of the high and
low ion components are aligned, but no relationship is
apparent for other components. For example, for stars 4
and 25, while some velocity shifts are seen between C IV,
Si IV, Al III, and Mg II, the overall shapes of the pro-
files in the main components are not too dissimilar. On
the other hand, little correspondence can be found in the
C IV, Si IV, Al III, Mg II, and Si II absorption profiles in
the spectra of stars 6, 8 and 34.
The absence of a global trend between the low and
high ions is not unexpected as, indicated in Table 2, the
sight lines probe different physical regions in the Milky
Way, where many different physical conditions and ion-
ization mechanisms may occur. For example in the case
of photoionization or a cooling flow, one may not nec-
essarily expect a close velocity correspondence between
the highly ionized gas and the neutral gas. On the other
hand, if the highly ionized gas is formed in an interface
between the hot and neutral or weakly ionized gas, a
closer velocity relationship between the neutral species
and high ions may be expected, albeit with possible ve-
locity shift between the high and low ion profiles (e.g.,
Boehringer & Hartquist 1987; Savage & Lehner 2006).
We finally note that there are also several high-velocity
clouds (HVCs), i.e., gas moving at |vLSR| & 80 km s
−1, in
these spectra. These HVCs are particularly interesting
because they presumably arise from shocks in the in-
terstellar gas. The Carina region is evidently extremely
disturbed and has many high-velocity components. But
these HVCs are also observed in apparently far more qui-
escent region towardR = 0 (stars 1, 2, 8, 13, 30) orR = 1
sightlines (stars 26 and 36). A previous study of this type
of HVCs toward 3 nearby stars showed these HVCs have
a complex ionization structure, e.g., where the gas is in a
post-shock, overionized and cooling with only absorption
from the singly and doubly ionized species (Trapero et
al. 1996). A full study would require measuring the ve-
locities and column densities of the neutral species, low
ions (as well as excited states, such as C II*) and relating
those to the high ion velocity structure, but it is inter-
esting to note that some of the properties discussed in
Trapero et al. are readily seen in our profiles. For ex-
ample, at these velocities & 80 km s−1, C IV and Si IV
can be easily created in a shock, and yet toward stars 1
and 13, no HVC high ion absorption is observed suggest-
ing that the physical processes may be similar to those
occuring toward 2 of the 3 stars in the Trapero et al.
sample. A future detailed analysis of these high-velocity
components should provide interesting results regarding
the shock-ionization conditions of the ISM in different
physical regions of the Milky Way.
3.3. b–N distribution
Before we can quantify the b distributions, it is im-
portant to understand the coupled b–N distribution, as
those two quantities are intertwined from both measure-
ment and physical perspectives. In the physics of radia-
tively cooling or conductively heated gas, a relationship
between the observed Doppler parameter and the column
density is expected (Heckman et al. 2002). Following
Heckman et al. (but see also, e.g., Edgar & Chevalier
1986), the column density in the cooling gas (i.e., where
the high-ion absorption occurs) is N = N˙tcool, where
N˙ = vcool/n is the cooling rate per unit area and tcool
is the cooling time. The column density in the cool-
ing plasma can be expressed as (e.g., Gnat & Sternberg
2007):
N = 4.34kB(
3
2
+ s)TZvcool
fi
Λ
, (2)
where Z is the abundance of the ion under consideration,
fi its ionic fraction, Λ the cooling function, and s = 0
is the isochoric cooling case while s = 1 is the isobaric
cooling case. Following Heckman et al. (2002), the char-
acteristic velocity vcool can be identified as bnt in Equa-
tion 1, i.e., b ≃ (0.0166T/A+v2cool)
0.5 (in km s−1). Using
the O VI results from various sources (galaxies, galac-
tic haloes, high-velocity clouds, intergalactic absorbers),
Heckman et al. (2002) argued that the apparent corre-
lation between N and b is naturally explained by the
physics of the cooling or heated gas and depends mostly
on a characteristic velocity (cooling velocity, post-schock
velocity, or isothermal sound speed depending on the
physical scenario). The scatter in the correlation in that
case can be explained by various temperatures and ve-
locities in the cooling/heated gas. A similar relationship
was found in the survey of O VI in the Galactic disk
(Bowen et al. 2008).
In Fig. 7 we show the relation between logN and log b
for the ions that we fitted as well as for O VI from the
results of Bowen et al. (2008) to directly compare them
to the other high ions. As the S/N is limited, there
is an observational bias present in these plots. For a
given N , components with larger b-values are more dif-
ficult to detect. The behavior of this bias is shown by
the dashed, dotted, dot-dashed lines in this figure, which
show the N–b relationship for components with peak op-
tical depths of 0.05, 0.1, and 0.2, respectively. These can
be interpreted as rough detection limits for data of var-
ious quality. We show these three cases since the S/N
ratio of our data is not uniform. Few components are
found below these lines; hence part of the general in-
crease of N with b is indeed due to the limited S/N of
the data. In the Si IV, C IV, N V, and O VI panels we
also plot the expected N(b) from Eqn. 2 with assuming
T = Tp for each ion and determining f and Λ assum-
ing CIE ion fractions from the calculations of Gnat &
Sternberg (2007).
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Fig. 7.— The column density versus the Doppler parameter for
Al III, Si IV, C IV, N V, and O VI. The O VI results are from
Bowen et al. (2008) and were derived from the FUSE data that
have a resolution of 15 km s−1 (a factor >5 coarser than that of
the other ions). We do not show the error bars for O VI for clarity
(the errors are shown in Bowen et al. 2008, and are not larger than
the observed scatter). For the STIS data, the black filled circles are
sight lines with R = 0 and the red filled circles are for R > 0. For
the O VI sample, the reader should refer to Fig. 19 in Bowen et al.
(2008) where the R = 0 and R > 0 samples are shown (no trend
was observed). The dashed, dotted, and dot-dashed lines show N
vs b for a Gaussian line shape with peak optical depths of 0.2, 0.1,
and 0.05, respectively. The blue line in the Si IV, C IV, N V,
and O VI panels show the expected relationship between N and b
in a cooling plasma assuming at the peak abundance temperature,
T = (0.7, 1.1, 1.9, 2.9)× 105 K, respectively.
From Fig. 7, several inferences can be made:
1) For Al III, Si IV, C IV, there is no evidence for
a simple relationship between N and b (but see below
for the R dependence) and there is significant scatter
in N for a given b (limited by the detection limits on
the low end). For example, for Si IV we find the points
are randomly distributed over the range Nmin < N .
1013.8 cm−2, where Nmin is the minimum column density
detectable at a given b. We note that the maximum
value could be larger than given here depending on the
true column density of the saturated components in our
dataset. The large scatter (especially at b ≤ bc) suggests
that photoionization by stars and other sources could
play an important role, as a relationship between N and
b is not expected in that case.
2) For N V and O VI, there is a tight relation between
N and b, which seems to be reasonably well fitted at
b > 15 km s−1 by the blue curve representing Eqn. 2 with
idealized assumptions. The Spearman correlation test
gives ρ = 0.90 for N V and 0.73 for O VI, supporting the
visual correlation. This correlation and fit suggest that
collisional processes are the dominant ionizing source for
the creation of O VI and N V.
3) There is a general shift to higher b-values from Al III,
Si IV, C IV, N V, to O VI, i.e., b increases with the ioniza-
tion energy Ei. Because N V absorption is predicted to
be weak in NEI conditions (hence it is difficult to detect
narrow N V components) and O VI is observed at low
resolution, one may argue this shift is an artifact. From
Fig. 1, the NEI models imply that N V can be found at
temperatures as low as 1.5 to 6× 104 K, but the ioniza-
tion fraction is a factor 3 (5) smaller in this temperature
regime than in its peak temperature abundance in the
isochoric (isobaric) models of Gnat & Sternberg (2007).
The differences are even more dramatic for O VI. This
implies that it is indeed difficult to detect narrow N V
with the present S/N and O VI in overall broad absorp-
tion. On the other hand, the observed maximum values
of N appear somewhat constant with b for C IV and
Si IV, and yet, narrow components are not seen in N V
and O VI at any b, strongly suggesting that the higher
ionization-energy ions are not affected in the same man-
ner.
4) For all the high ions, many data points are found
at b-values that imply temperatures much larger than
Tp (indicated by the vertical part of the blue curve in
Fig. 7), where the ionic fractions drop rapidly making
the expected column densities of these ions very low and
difficult to detect. If radiative cooling models as depicted
in this figure (or other models that predict the observed
column densities) are appropriate, nonthermal motions
could be important and dominant in many cases. Al-
ternatively, low column-density clouds having smaller b
but with a dispersion in central velocities could mimic a
single broad Gaussian line (but with individual b greater
than bc, see our earlier remark and §3.8). This could
happen if the sight lines intersect many interfaces. We
note that CI and TML models predict typically smaller
interface column densities than found in our typical com-
ponents (e.g., Kwak & Shelton 2010; Gnat et al. 2010).
5) The N–b distributions do not seem to depend on
R, except possibly for C IV where the dispersion in N
at b < 10 km s−1 is larger for R > 0 than for R = 0.
For C IV, the Spearman correlation test gives ρ = 0.72
for R = 0 and ρ = 0.21 for R > 0. In contrast, for
Si IV, these values are ρ = 0.56 for R = 0 and ρ = 0.32
for R > 0. This suggests that C IV with R = 0 may
be dominantly ionized by collisions (when a correlation
between N and b is expected), but for R > 0 sight lines
photoionization becomes comparably important. This is
not unexpected as in R > 0, sources of ionizing radiation
can be important and strong enough to produce C IV and
Si IV absorption. As discussed below, such radiation may
include photons originating in stellar photospheres or in
cooling hot gas in the environment of OB associations.
3.4. Doppler Parameter Distribution
In this section we further quantify the b distributions
for each ion. The histograms showing the b-value dis-
tribution in our sample of components are displayed in
Fig. 8. Several sub-samples (all the data, R = 0 and
R > 0 sight lines) are considered, and the mean, me-
dian, and standard deviation for each of these samples
are summarized in this figure. In the last panel we also
show the b distribution for O VI based on the results of
Bowen et al. (2008). We tabulate statistics only for the
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Fig. 8.— Distribution of the Doppler parameter of Al III, Si IV, C IV, N V, and O VI. The O VI results are from Bowen et al. (2008)
and were derived from the FUSE data that have a resolution of 15 km s−1 (a factor >5 coarser than that of the other ions). In each panel
the red histogram is for the whole sample (All). In the panels showing the STIS data, the cyan histogram is for the sight lines with R = 0,
and the diagonal-crossed histogram is for the sight lines with R > 0. For each sample, the median, mean, and standard deviation of the
b-values are given. The vertical dotted line shows the value of b which would imply T ∼ 7 × 104 K if the broadening is purely thermal,
while the vertical dashed lines show the expected b value at the peak abundance temperature in CIE from Gnat & Sternberg (2007). A bin
size of 3 km s−1 was adopted, except for N V where it is 7 km s−1 because the sample is smaller.
whole sample (as discussed in Bowen et al., there is no
apparent relationship with R).
From Fig. 8, several immediate inferences can be made:
1) For Al III, Si IV, and C IV, the distributions are
skewed with a tail at large b, suggesting a lognormal dis-
tribution (see below). For N V, while the sample is small
(we used a coarser bin size in Fig. 8), there is no evidence
of a tail and the distribution seems normally distributed.
For the O VI, there also seems to be a tail at large b.
However b(O VI) does not appear lognormal distributed
as the C IV or Si IV. We also note that many of the
very broad O VI components (b(O VI) & 70 km s−1) are
often found in complicated, multiple-component absorp-
tion profiles (see Fig. 24 in Bowen et al. 2008), so that
the tail could be an artifact.
2) For all the ions, many components have b > bp and
even b ≫ bp, where bp is the b-value for purely ther-
mal broadening with T = Tp, implying that nonther-
mal motions may dominate the broadening mechanism
and/or there are multiple unidentified components in the
broader profiles (in the latter case, the individual b must
greater than bc; see our earlier remark and §3.8).
Fig. 9.— The Doppler parameter vs. ionization energy. The
circles and stars are the mean and median, respectively, of the b-
values of the individual components from the whole sample. The
vertical error bars are the dispersion around the mean and the hor-
izontal error bars indicate the energy ranges for each ions specified
at the bottom of the plot. The solid line is a geometric model while
the dotted line is a linear fit to the data (see §3.4).
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Fig. 10.— Histogram distributions of log b for Si IV and C IV for the entire sample (left) and the sample where the components of C IV
and Si IV are paired (right). The vertical dotted and dashed lines are the geometric mean and median of log b. The solid line is a Gaussian
model using the geometric mean and multiplicative standard deviation values of log b. For, C IV in the bottom left panel, the dotted line
is a two-component Gaussian fit with the long-dashed vertical lines the centroids of each component.
3) The importance of the tail as well as the range,
median, and mean of b-values increase with increasing
Ei, and the shape of the distribution evolves with Ei.
In Fig. 9 we show the increase in mean and median
b with Ei. There appears to be a good correlation
between b and Ei. The dotted line is a linear fit to
the data that yields 〈b〉[km s−1] = 0.3Ei[eV ] while the
solid line show a geometric dependence in the form of
(〈b〉 − 6)[km s−1] = 0.015(Ei[eV ])
1.6. This remarkable
relationship between the observed b and Ei was noted by
Sembach & Savage (1994) with two sight lines, although
their lower resolution data yielded larger b for Al III,
Si IV, and C IV (but not N V). We discuss further this
correlation in §4.
In order to characterize further the b distribution, we
use a Kolmogorov-Smirnov (KS) test to assess the shapes
of the b-value distributions. We find the distributions of
b for Al III, Si IV, and C IV are unlikely to be consis-
tent with a normal distribution, but they are consistent
with a lognormal distribution. In that case, the geomet-
ric mean and multiplicative standard deviation of b are
more appropriate for characterizing these distributions.
For Al III, Si IV, and C IV, those are µg = 7.6 ± 1.8,
7.7± 2.1, 11.2± 2.1 km s−1. In Fig. 10, the distributions
of log b for C IV and Si IV are shown for the whole sample
and the sample where the components of Si IV and C IV
are matched, confirming visually the lognormal distribu-
tion. In this figure, the thick solid lines show a Gaussian
where the mean and standard deviation are derived from
log b of each sample. There is some suggestion that the
distribution of log b for the full sample of C IV may have
two peaks (although this could be due in part to binning
the sample), and we show in this figure a two-component
Gaussian fit to the distribution with central values and
dispersions µg = 7.1± 1.6, 24.0± 1.5 km s
−1.
A KS-test on the N V sample shows that b is consistent
with a normal distribution, but is inconclusive for O VI.
However, as we discuss above, there might be larger un-
certainties for b(O VI) & 70 km s−1. If we truncate the
distribution at 70 km s−1, a KS-test implies that b(O VI)
is normally distributed. So as Ei increases, not only do
the mean, median, and range of b increase, but the un-
derlying distribution of b changes as well.
The above inferences apply to all the considered sam-
ples, and the R-values have little impact on the b dis-
tribution. Although we note that for the R = 0 sam-
ple, b(C IV) is consistent with a lognormal distribution,
while for the R > 0 sample, a KS test implies that
b(C IV) is unlikely to be lognormal or normal distributed
(P < 0.03).
3.5. Column Density Distributions
Models for the production of high ions make different
predictions regarding their column densities. Since this
study is the first where the column densities of the in-
dividual components were derived for a large sample, it
is useful to discuss the column density distributions of
the individual components of Al III, Si IV, C IV, and
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N V. We show the frequency distribution of logarithmic
columns in Fig. 11. As for the b-distribution, we con-
sider the whole sample as well as sub-samples in R. The
geometric means, medians, and multiplicative standard
deviations of these samples are summarized in this fig-
ure. We note that since the N distributions are consis-
tent with a lognormal distribution, we give the geometric
mean and multiplicative standard deviation.
For each species the dispersion in the column density
distribution is large. Although the N distributions are
difficult to interpret (principally owing to limited S/N
and its effect on the low column density end of the dis-
tribution), it is the case that N is observationally most
frequent in the intervals 12.1 to 13.3 dex for Si IV, 12.8
to 13.8 dex for C IV, and 13.0 to 13.5 dex for N V. The
upper (non-detected) and lower (saturated components)
limits are not summarized in this figure. C IV is not af-
fected by upper and lower limits (only one of each in this
sample). Inclusion of lower limits in Si IV would change
somewhat the distribution of the whole and R > 0 sam-
ples, as several saturated and narrow components may
have logN(Si IV) > 13.8. On the other hand, N V is
often not seen, and several of the upper limits could be
as low as logN(N V) < 12.2–12.5, a factor 5–10 below
the average. While it is unlikely that narrow compo-
nents may be further decomposed, we cannot rule out
that broad components may have multiple blended com-
ponents mimicking a single one. In this case the unseen
individual components would have smaller column den-
sities.
For Al III and N V, there does not appear to be any
difference between the various R samples. However, the
mean and median of N for C IV and Si IV are a 0.2–
0.4 dex (1.5–2.5 times) larger in the R > 0 sample than
in the R = 0 sample. In order to better discern the
origin of these differences, we summarize in Table 7 the
mean, dispersion, and median of the column density for
the narrow and broad components for the whole, R = 0,
and R > 0 samples. For all the ions there is a marginal
(0.05–0.14 dex), but systematic, increase in the column
densities of the broad components going from the R = 0
to R > 0 sight lines. However, the narrow components
show major differences in the column densities (except
for Al III, reinforcing our earlier conclusion that Al III
probes in most cases a different type of gas than Si IV)
between these samples. For Si IV, the column density
in the narrow components is on average 0.25 dex (1.8
times) larger in the R > 0 sample than in the R = 0
(and this, without including the saturated components
where N(Si IV) is likely to be even larger). For C IV,
the difference is even more extreme, with a 0.63 dex (a
factor 4) increase. This is certainly because C IV is not
affected by saturation as much as Si IV is, allowing us
to derive more reliable column density at the high end.
However, this also means that the narrow C IV compo-
nent sample is directly affected by O7 and earlier type
stars. The difference between the R = 0 and R > 0 nar-
row components implies that the R > 0 sight lines must
probe regions of intense activity with enough high energy
photons to photoionize significant quantities of Si IV and
C IV. However, the marginal increase in broad compo-
nent column densities along R = 0 and R > 0 sight lines
shows these are minimally affected by the X-ray bright
regions.
From Table 7, for all the ions the mean or median col-
umn density of the broad components is larger on average
by 0.5 dex (a factor 3) than that of narrow components.
The exception is C IV in the R > 0 sample, for which the
mean and median are similar for the narrow and broad
components.
The observed intervals of column densities in the indi-
vidual components of C IV and N V somewhat overlap
with those predicted by collisional ionizing models (see,
e.g., the summary table in Indebetouw & Shull 2004a,
and references therein). The exception is the TML mod-
els of Slavin et al. (1993), which predict much smaller
high ion column densities, in fact much lower than is
detectable with these data. However, the more recent
TML models with NEI calculations by Kwak & Shelton
(2010) predict larger C IV, N V, and O VI column den-
sities than the CIE calculations, somewhat relaxing the
needed number of TMLs to match the observed column
densities. For Si IV, most of the models (except the white
dwarf and halo SNR models) under-predict the amount
of Si IV per component, likely because photoionization is
generally not included in these models.
3.6. Fraction of Broad and Narrow Components
In the previous sections we inferred that both nar-
row and broad components appear important for C IV
and Si IV, but we have not yet quantified their relative
importance. Considering the whole sample we find the
percentage of broad components (those with b > bc) is
(58 ± 11)% for Al III, (59 ± 7)% for Si IV, (54 ± 6)%
for C IV, and (83 ± 17)% for N V. For O VI, we find
(100 ± 8)%, but we emphasize that bc is similar to the
instrumental b-value in that case. It is interesting to note
that even though Al III is not considered a high ion, the
fraction of broad/narrow components for Al III is sim-
ilar to the fraction in Si IV and C IV. The column of
Al III in T > 105 K gas is expected to be extremely
small. Thus, the broad components in Al III are likely
blends of multiple narrow components, or, their broad-
ening is dominated by nonthermal effects. We examined
if the physical regions probed by the sight lines (Galactic
thin and thick disk, or Carina nebula, or sight lines with
various R values) have any influence on these values; we
found no significant difference between various samples
(see Zech 2010).
In the previous section (and see Table 7), we showed
that the fraction of the total column density in nar-
row components is on average Nnarrow/Ntot ∼ 0.2 and
0.3 for C IV and Si IV, respectively. For R > 0
sight lines, the ratio for C IV is somewhat higher with
Nnarrow/Ntot ∼ 0.5. Combining these results reveals that
the narrow components of Al III, Si IV, and C IV make
up an appreciable amount of the total number of com-
ponents and of the total column density along Galactic
sight lines. We stress that these fractions are based on
average values, the dispersions are large, and the narrow
saturated components (especially in Si IV) that poten-
tially have very large columns are not included. In sight
lines piercing the Carina region, for example, we find
Nnarrow/Ntot & 0.5 for Si IV.
3.7. Component Density
The component density (number of components per
kpc), δ, serves as a measure of the number of gaseous
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Fig. 11.— Distribution of the logarithm of the column density of Al III, Si IV, C IV, and N V. In each panel the red histogram is for
the whole sample (All), the cyan histogram is for the sight lines with R = 0, and the diagonal-crossed histogram is the sight lines with
R > 0. For each sample, the median, mean, and standard deviation of logN are given.
interfaces or cloud-like structures in the interstellar gas
along a give sight line. This may provide additional con-
straints on theoretical models, as some of those predict
the expected number of interfaces along a given sight
line. The component densities were calculated by sum-
ming the average number of broad or narrow components
in each sight line, and dividing the result by the distance
to the target star. The average numbers of broad and
narrow component per kpc are, respectively:
– for Al III, δb = 0.98± 0.18 kpc
−1 and δn = 0.94± 0.20
kpc−1;
– for Si IV, δb = 1.09± 0.12 kpc
−1 and δn = 1.12± 0.14
kpc−1;
– for C IV, δb = 1.03± 0.12 kpc
−1 and δn = 0.87± 0.11
kpc−1;
– for N V, δb = 0.39± 0.09 kpc
−1,
where the errors were estimated assuming Poisson statis-
tics. We emphasize that narrow components are unlikely
to be further decomposed, except possibly for the satu-
rated components. However, this may not be the case
for the broad components. Therefore, the average values
for the broad component sample should be considered as
upper limits.
As for the fraction of broad/narrow components, we
do not find variations in these values that are correlated
with the R = 0 orR > 0 subsamples. The values for sight
lines probing the general thin disk are similar to those
seen in the Carina region, although the large number
of saturated components for Carina sight lines, particu-
larly for Si IV and Al III, makes this comparison difficult.
Sight lines that pierce the thick disk show a smaller com-
ponent density, with the number of components per kpc
roughly half that found in the thin disk for C IV and
Si IV.
3.8. Ionic Ratios
Theoretical models of the ionization mechanisms that
give rise to Si IV, C IV, N V, and O VI make differ-
ent predictions for the ratios of these ions (e.g., Spitzer
1996), and column density ratios have often been used in
attempts to understand the ionization and physical con-
ditions within the highly ionized gas traced by these ions.
In practice the ionic ratios do not usually remove the am-
biguities regarding the ionization conditions (e.g., see the
attempt in Indebetouw & Shull 2004b) for several rea-
sons: (1) the absorption profiles are usually derived from
data with coarser resolution than used here, blending
unrelated components with one another; (2) several pro-
cesses take place simultaneously which, when blended,
produce ionic ratios that are composites of those pro-
cesses; and (3) the physics and hypotheses adopted in
the models are vastly oversimplified. The use of high
resolution data should improve the situation, at least for
points (1) and (2). We therefore investigate below the
ionic ratios both from our sample of matching compo-
nents and from a pixel-by-pixel analysis of the velocity
profiles.
3.8.1. The N(C IV)/N(Si IV) ratio
N(C IV)/N(Si IV) is not the first choice of ionic ra-
tio to understand collisional ionizing processes since pho-
toionization may be quite important, especially for Si IV
(but see below). However, the large strengths of Si IV
and C IV make the detection of these ions easy, and
many studies have therefore reported N(C IV)/N(Si IV)
derived from data obtained at various spectral resolu-
tions. Despite the wide variety of environments and
of possible ionization mechanisms probed by the previ-
ous observations, N(C IV)/N(Si IV) is found to be rela-
tively constant (Pettini & West 1982; Sembach & Sav-
age 1992). Most recently, Savage & Wakker (2009) find
〈N(C IV)/N(Si IV)〉g = 3.6 ± 1.6 in the Galactic disk
(where the subscript g refers to a geometric mean and
a multiplicative standard deviation). A similar value is
also found in the Galactic halo (Savage & Wakker 2009;
Sembach & Savage 1992). However, Fox et al. (2003) and
Savage & Wakker (2009) noted, based on a small sam-
ple of high resolution data decomposed into individual
components (as in this work), that the situation could
be more complicated. They found a much larger disper-
sion in N(C IV)/N(Si IV), albeit based on a very limited
number of sight lines.
In Figs. 12 and 13, we show N(C IV)/N(Si IV) as a
function of logN(C IV) and b(C IV), respectively, for
the individual matching components. In both figures,
we differentiate between R = 0 and R > 0 sight lines.
In Fig. 12, we further separate the broad and narrow
C IV components. In Fig. 13, we also show the pre-
dictions of several ionization models including CIE and
NECI (Gnat & Sternberg 2007), CIs (Borkowski et al.
1990), TMLs (Slavin et al. 1993), SNR (Slavin & Cox
1992), SI (Gnat & Sternberg 2009), as well as expected
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Fig. 12.— Ratio of column densities, N(C IV)/N(Si IV), for
matching components against N(C IV). The black filled circles
are sight lines with R = 0 and the red filled circles are for R > 0.
The cyan circles highlight components with b < 10 km s−1.
ratios from photoionization from stars and hot plasmas
(Knauth et al. 2003).3 Note that the ionic ratios de-
rived from photoionization from a hot plasma may take
lower or higher values depending on the assumed ioniza-
tion parameter and density (Black et al. 1980; Cowie et
al. 1981; Knauth et al. 2003), but the ratio from pho-
toionization by stars in this figure is an upper limit. The
N(C IV)/N(Si IV) model-ratios are plotted against the
temperature. As the observed b provides only an upper
limit on T , the data points relative to the top x-axis
should be considered upper limits, i.e., the models could
be shifted to higher b-values in the presence of nonther-
mal motions or multiple thermally broadened Gaussian
components.
Fig. 12 shows a larger scatter in N(C IV)/N(Si IV) at
logN(C IV) . 13.5 than at larger column density. The
scatter is on average about 1 dex at logN(C IV) . 13.5.
Fig. 13 shows that N(C IV)/N(Si IV) at b(C IV) < 10–
12 km s−1 is more variable on average than at larger b-
values. We find 〈N(C IV)/N(Si IV)〉g = 3.3± 2.5 for the
whole sample. A KS test shows that the distribution of
N(C IV)/N(Si IV) is consistent with a lognormal distri-
bution. The mean ratio is similar to values derived us-
ing lower resolution data, but the dispersion is notably
larger. The larger dispersion could arise owing to the
impact of R > 0 regions tracing gas in pronounced OB
associations or the inclusion of narrow components in the
sample. The sample used in Savage & Wakker (2009) is
essentially comparable to ourR = 0 sample since they ex-
cluded any sight lines with prominent H II regions, sight
lines through SNRs, and toward stars with strong fore-
ground X-ray emission. We find 〈N(C IV)/N(Si IV)〉g =
3.0 ± 2.4 and 3.5 ± 2.6 in the R = 0 and R > 0 sam-
ples. The dispersions are large in both samples. The
larger dispersion and different mean in the R = 0 sam-
ple than that derived in the low resolution data implies
that the information on the narrow components is essen-
3 Where the models used older or different estimates of the solar
abundance, we have adjusted the results to current solar abundance
estimates adopted from Asplund et al. (2009). It would, however,
be preferable to recalculate the models with updated atomic pa-
rameters and solar abundances as the abundance correction may
not be simply linear. However, we also note that dust depletion
effects may also be important and those are often not taken into
account in the models (except in the TMLs model of Slavin et al.
1993).
tially lost in the instrumental broadened profiles. This
is not entirely suprising as in the R = 0 sample the
impact of the narrow component columns are on aver-
age relatively small (Nnarrow ∼ 0.2–0.3Ntotal). We also
emphasize that saturated (and narrow) components are
not included in the above average values. The ratio of
these components imply N(C IV)/N(Si IV) ≪ 0.1, and
hence 〈N(C IV)/N(Si IV)〉 would decrease and the devi-
ation would increase if these components were included
in the sample. These are found in the Carina and R > 0
regions, and the low N(C IV)/N(Si IV) values are likely
due to the dense H II regions present along these lines
of sight where Si IV is preferentially ionized relative to
C IV.
If we consider the sample with b(C IV) > 10 km s−1
(i.e., the broad component sample), N(C IV)/N(Si IV)
is lognormal distributed with 〈N(C IV)/N(Si IV)〉g =
3.9 ± 1.9 (where the high and low extrema are removed
from the sample). This mean and dispersion are sim-
ilar to earlier results using lower resolution data and
integrated column densities. On the other hand, the
b(C IV) ≤ 10 km s−1 sample is not lognormal distributed.
Its geometric mean is 〈N(C IV)/N(Si IV)〉g = 2.7 ± 2.7
and its median 4.1 (the mean and median would decrease
if saturated components were considered).
This discussion suggests there is a canonical value and
a lognormal distribution for N(C IV)/N(Si IV) in the
broad component sample but not for the narrow com-
ponents. The high dispersion at low b could be caused
by several factors. At T < 7 × 104 K, a larger range
of processes could contribute to the ionization, includ-
ing photoionization and non-equilibrium cooling. Near
105 K, the gas cools rapidly (faster than the recombina-
tion rate), “freezing in” the existing Si IV and C IV ions
(Kafatos 1973; Shapiro & Moore 1976). The NEI models
suggest large variations in ionic ratios over small tem-
perature ranges in this regime (see Fig. 13), which could
also contribute to the dispersion. If photoionization is
important, the radiation responsible for ionizing these
species is unlikely to arise in photospheres of OB stars,
as Fig. 12 shows such ionization is only able to match the
properties of a small number of components (although
to those should be added the components where Si IV is
saturated). Cooling hot gas could be a significant source
of high energy (X-ray and EUV) radiation able to ion-
ize these high ions (Black et al. 1980; Cowie et al. 1981;
Knauth et al. 2003). Thus, the ionized gas in the narrow
components is either photoionized by high energy pho-
tons, or is the remains of a once hot collisionally ionized
gas that has rapidly cooled in a nonequilibrium manner.
However, we cannot tell from the observations if one pro-
cess dominates.
In the gas probed by broad components (b(C IV) ≥ 10
km s−1), some regulating mechanism must take place,
possibly via turbulent motions occuring during the cool-
ing processes, to keepN(C IV)/N(Si IV) fairly constant.4
4 At first glance, the low dispersion of N(C IV)/N(Si IV) in
the broad component sample could be thought as an observational
artifact in view of the observational limitation of the N range as
b increases. However, using a sample with logN(Si IV) ≥ 12.3
and logN(C IV) ≥ 12.8 (i.e., where Nmin and Nmax are about the
same for any b, see Fig. 7), the distribution of N(C IV)/N(Si IV)
does not change, implying that the low dispersion in that ionic
ratio at b(C IV) > bp(C IV) is a real effect.
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Fig. 13.— Ratio of column densities, N(C IV)/N(Si IV), for matching components against b(C IV). The black filled circles are sight
lines with R = 0 and the red filled circles are for R > 0. Several models are shown and are plotted relative to the gas temperature shown
on the top x-axis. If thermal broadening dominates, the top and bottom x-axes have a 1:1 relationship. Several models are shown and are
overplotted. For the CI models, the thicker part of the curve is for t > 0.1 Myr while the thinner part of the curve is for 0.01 < t < 0.1
Myr.
We discussed above that nonthermal motions may dom-
inate the broadening, or multiple velocity components
may simulate a broad component in many cases. In view
of the remarkably smaller dispersion in the broad compo-
nent sample, if multiple velocity components exist in the
broad components, the individual components cannot be
smaller than bc, otherwise we should see a similarly large
dispersion in N(C IV)/N(Si IV) as for the components
with b < bc. Allowing for large nonthermal motions or
line blending would seem to favor the TMLs and pos-
sibly CIE. However, collisional ionization models gener-
ally assume that Si IV is only produced by collisional
ionization, while it can be more easily photoionized than
C IV; i.e., an unknown amount of the observed Si IV
may be produced by photoionization by stars or a hot
plasma. As we discuss now in §3.8.2, N(C IV)/N(O VI)
and N(N V)/N(O VI) favor all the collisional ionization
models except CIE.
3.8.2. N(C IV)/N(O VI) vs. N(N V)/N(O VI)
The ratios of N(C IV)/N(O VI) and N(N V)/N(O VI)
can a priori be used to better test collisional ionization
processes as O VI and N V cannot be produced in any
significant quantities by photoionization5 in view of their
5 Except in the Stro¨mgren spheres produced by pure hydrogen
white dwarves (Dupree & Raymond 1983). But as these authors
noted, it is unlikely to produce the bulk of the observed column
densities because of their small cross-sections. Furthermore, if that
large ionization energies, while C IV is less easily pho-
toionized than Si IV in Galactic conditions. As O VI has
only been observed with a resolution of about 15 km s−1,
we used the AOD profiles to determine the ionic ratios.
Rather than using the integrated column densities, we
derived the ionic ratios in each FUSE resolution element
(∼15 km s−1, i.e., the STIS spectra were degraded to the
FUSE resolution) where 2σ absorption is detected fol-
lowing our description in §2.4.2 (see also the AOD ratio
panels in Fig. 15). In Fig. 14, we show the ratios derived
using this ”pixel-by-pixel” analysis for 14 stars with de-
tected N V. Two to six pixels are displayed for each star
with circles and attached error bars. We noted that C IV
often has narrow components. As those are not found in
N V and O VI, we checked if excluding the pixels where
a narrow C IV component is observed would change the
results and found no qualitative change.
In this figure, we also plot the N(C IV)/N(O VI) vs.
N(N V)/N(O VI) tracks predicted by various models (see
previous section, but we also include the recent conduc-
tive interface model by Gnat et al. 2010 and TML model
by Kwak & Shelton 2010).6 There is a good overall
agreement between the data and the predicted column-
source were important, it would produce strong narrow O VI and
N V components that are not seen.
6 While boxes have often been used in this type of presentation
for showing the predicted ratios, they encompass a much wider
range of values that is actually allowed by the models.
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Fig. 14.— Ratio of column densities, N(C IV)/N(O VI) vs. N(N V)/N(O VI), in 15 kms−1 wide pixels from the pixel-by-pixel analysis
for 14 stars with detected N V. Four pixels are typically displayed for each star with circles and attached error bars. The black circles are
sight lines with R = 0 and the red circles are for R > 0. Several models are shown and are overplotted. The brown lines are the CI models
from Borkowski et al. (1990), while the open triangle symbols are the CI models from Gnat et al. (2010) (from their Table 3). For the CI
models from Borkowski et al. (1990) , the thicker part of the curve is for t > 0.1 Myr while the thinner part of the curve is for 0.01 < t < 0.1
Myr. The cyan lines are the TML models from Slavin et al. (1993), while the plus symbols represent the recent model TML models from
Kwak & Shelton (2010).
density ratios. The observed scatter and correlation of
N(C IV)/N(O VI) vs. N(N V)/N(O VI) follow well that
of the models. While the correlation is likely affected by
the presence of 1/N(O VI) on both axes (which applies
to both the models and observations), other ionic ratios
(e.g., N(C IV)/N(Si IV) vs. N(C IV)/N(N V), see be-
low) do not show the same agreement or correlation. The
distribution of the observed ratios overlaps many of the
models, and no model is favored. This is not surprising,
as the physical and ionization conditions change from
sight line to sight line and with velocity (location) along
a single sight line. However, the present data are not
consistent with the predictions made by the CIE models.
For both ionic ratios, the scatter is smaller in the
R = 0 sample than in the R > 0 sample: in the
R = 0 sample, −0.7 . log[N(C IV)/N(O VI)] . +0.5
and −1.0 . log[N(N V)/N(O VI)] . −0.3 while in the
R > 0 sample −1.1 . log[N(C IV)/N(O VI)] . +0.8 and
−1.1 . log[N(N V)/N(O VI)] . +0.1. For the whole
sample, we find that 〈log[N(C IV)/N(O VI)]〉 ≃ −0.1,
〈log[N(N V)/N(O VI)]〉 ≃ −0.6. These intervals and
averages are not different from the values found in the
Galactic halo (e.g., Sembach & Savage 1992; Savage et
al. 1997; Indebetouw & Shull 2004b). The scatter in
N(C IV)/N(O VI) vs. N(N V)/N(O VI) may be larger
in the halo according to Fig. 4 of Indebetouw & Shull
(2004b), but as no error bars are displayed by these au-
thors, it is difficult to judge the effects of the errors on
the observed scatter.
We also considered N(C IV)/N(Si IV) vs.
N(C IV)/N(N V) as all these ions were observed
at high resolution, but the display of these data resulted
in a scatter diagram. We finally note that in most
studies the integrated column densities are considered.
Using these integrated ratios, we found that some data
points are consistent with the model tracks, and some
are not. Several of these ratios are limits that could
possibly be consistent with the model, leaving more
ambiguities than the pixel-by-pixel analysis presented
above.
4. DISCUSSION
With this survey, the number of analyzed interstel-
lar high ions (Si IV, C IV, N V) using high resolution
STIS spectra of hot stars in the Galactic disk and lower
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halo has increased by a factor ∼10. We also systemati-
cally compared these high ions with the O VI absorption
observed in lower resolution FUSE spectra of the same
stars. The analysis and interpretation of these observa-
tions have revealed a wealth of new information on the
properties of the highly ionized gas. Prior to this work,
the comparison of observations and theories was mostly
based on ionic ratios often derived from the integrated
column densities. Theories for the origins of the highly
ionized gas can now be tested beyond simply the ionic
ratios. In fact, Fig. 14 shows that ionic ratios alone pro-
vide poor diagnostics for inferring the dominant physical
processes along a given sight line (the degeneracy could
be removed if other ions are included, e.g., Si IV, but as
we discuss above, photoionization is generally not well
treated in the models). One of the most important re-
sults of this study is the finding that Si IV and C IV
exhibit both narrow and broad absorption components
while N V and O VI only exhibit broad absorption com-
ponents. A quantitative analysis of the properties of the
gas in these different types of absorbers allows us to iden-
tify three types of highly ionized plasmas in the Galactic
disk where the majority of our stars reside:
a) warm photoionized gas tracing radiative feedback of
mostly O-type stars;
b) warm (< 7× 104 K) gas tracing mechanical feedback
either directly as radiatively cooling gas after a shock
or through interface physics, or indirectly as the result
of photoionization powered by the radiation of hot plas-
mas; and,
c) transition temperature (∼105–106 K) gas tracing me-
chanical feedback.
Types (a) and (b) are only observed in the narrow com-
ponents of C IV and Si IV absorption profiles. Type (c) is
observed in all the high ions studied in this work, i.e., in
the broad components of Si IV, C IV, N V, O VI. Types
(a), (b), and (c) are observed in the Galactic disk, but
only (b) and (c) are observed toward the four Galactic
halo stars.
Our results show that (a) and (b) can be simply distin-
guished based on the presence or absence of saturation
in the Si IV absorption profiles. Indeed, the strong, sat-
urated Si IV components are solely found toward R > 0
regions and all the target stars for R > 0 sight lines are
O7 to O3 giant and main-sequence stars, with a single
exception (star 19 of type O9.7 Ib). The strong saturated
components along these sight lines are blueshifted rela-
tive to the stellar velocity by −20 to −55 km s−1. There
is a single star that have a type earlier than O7 and the
sight line to the target star passes through a R = 0 re-
gion (star 20). In that case, the Si IV profiles are not
saturated, suggesting that indeed both the type of star
and enhanced X-ray emission region along the path to
the target star are required for producing the saturated
Si IV components. All these elements provide strong
evidence that the saturated components are the direct
result of radiative feedback from the O-type stars and
the expanding shells they power. For these components,
N(C IV)/N(Si IV) is generally . 1 (see the AOD ratios
in Fig. 15), so radiation from the stars themselves must
indeed be a dominant source of ionization (§3.8.1).7
7 For the one exception, the sight line to star 19, the saturated
component is redshifted relative to the stellar velocity, possibly
The properties of the saturated Si IV and C IV com-
ponents are very similar to those found in the LMC by
Lehner & Howk (2007). These authors analyzed the UV
spectra of 3 O-type and one WR LMC stars and found
similarly strong, narrow Si IV components as well as as-
sociated strong C IV and Fe III. Hα emission along these
LMC sight lines had the same velocity as the strong Si IV
and C IV absorption. Thus, the strong high ion absorp-
tion was associated with the Hα-emitting LMC H II re-
gions and supershells visible in Hα images of these re-
gions. Hence, the saturated Si IV components with ac-
companying strong C IV and other tracers of photoion-
ized gas (Al III, Fe III, Hα) are signatures of the gas in
the vicinity of extremely massive and hot stars.
On the other hand, the weaker narrow Si IV com-
ponents are found toward any type of target stars
and with no preferred R-value. The velocities are not
shifted in a systematic manner relative to the target
star velocity. The weaker narrow absorption is there-
fore fundamentally different from the saturated absorp-
tion. The ionization mechanism is unlikely due directly
to these stars or their direct surroundings, especially
since N(C IV)/N(Si IV) > 1 in many of these compo-
nents. Instead they likely trace the more diffuse matter
at the boundaries between hot and cool/warm gas that
have radiatively cooled or where the ionization is from
high energy radiation from the interfaces or other hot
cooling plasma. The weak narrow components are there-
fore tracers of past or present hot plasmas cooling from
T > 106 K (see below).8
We showed that the broad components can be so broad
that nonthermal motions are important (perhaps domi-
nant) or that multiple narrow components are present.
However, the broad components are unlikely to simply
be unidentified blends of narrow components like the
T < 7×104 K narrow components discussed above, given
the observed distribution of N(C IV)/N(Si IV) in the
broad and narrow components is different. The fact that
no warm gas is observed in the O VI and N V implies that
there must be a change in the properties of the highly ion-
ized gas between the maximum value of Ei(C IV) = 64.5
eV and minimum value of Ei(N V) = 77.5 eV. This is
above the He II absorption edge, which abruptly reduces
the number of stellar ionizing photons at > 54 eV, al-
though one may argue that narrow components seen in
C IV and Si IV could mostly arise owing to photoioniza-
tion by starlight at Ei < 54 eV. However, Fig. 13 rules
out this conclusion because photoionization by stars can-
not provide the observed large N(C IV)/N(Si IV) ratio,
except if this ratio is boosted by EUV radiation (Knauth
et al. 2003). We also saw that the Al III and Si IV pro-
files have little in common (outside the components asso-
ciated with the stars themselves along R > 0 sight lines),
also suggesting that Si IV is not produced by photoioniza-
tion by stars as Al III can be (Savage et al. 1990; Howk
indicating that the sight line may capture gas associated with the
foreground Carina nebula.
8 Following one of the referee suggestions, we also note an addi-
tional outcome from our study is that the strong dependence be-
tween the saturation level of Si IV and the type of R-value along
the sightline to the target star implies that very few energetic pho-
tons actually escape the dense H II regions around massive hot
stars. It is therefore not suprising that the He I/Hα line intensity
ratio in the WIM is significantly less than that observed in the H II
regions (Reynolds & Tufte 1995; Madsen et al. 2006).
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& Savage 1999), possibly because the He I absorption
edge at 24.6 eV in stellar atmospheres strongly affects
the ionizing radiation field (see §3.2). Localized high en-
ergy photons in the vicinity of target stars also cannot be
the sole contenders for the sources of ionization because
Fig. 13 shows that the amount of X-rays along the sight
line does not explain solely the large scatter observed in
N(C IV)/N(Si IV) observed at T < 7 × 104 K. There-
fore both NEI and photoionization with a contribution
from cooling radiation must play a role in the origin of
the narrow components seen in Si IV and C IV. While
the photoionization model utilizing emission from a dif-
fuse cooling hot plasma fails to produce large amounts
of O VI or N V relative to C IV (Knauth et al. 2003),
NEI calculations (see Fig. 1) could a priori imply O VI
and N V in gas at T < 105 K, and yet dominant or even
observable narrow components are not found for these
ions as for Si IV or C IV, implying that NEI conditions
must occur in large part near Tp for O VI and N V in
the Galactic disk and the 4 Galactic halo sight lines at
1 < |z| < 3.6 kpc.
The recent simulations of TMLs undertaken by Kwak
& Shelton (2010) may provide a beginning of an expla-
nation for the absence of strong narrow O VI and N V
components. They estimate the column densities of C IV,
N V, and O VI in the actively mixing region where the
gas remains around 105 K and in the radiatively cooled
region at T ∼ 104 K. They found with the NEI cal-
culations that 30% of N(C IV) is found in the cooled
region, but only about 15% for O VI and N V. If we
consider only the R = 0 sight lines, we find that the
column density for the unsaturated narrow components
of C IV are on average 20% of the total column density
(with a large dispersion), which is comparable to the the-
oretical results. The narrow O VI and N V components
are not detected because they are likely too weak to be
found in the dominant broad profiles of these ions. It
would be interesting to know if these types of models
produce absorption profiles consistent with the observed
N V and O VI profiles (i.e., absence of discernible narrow
components) using the same spectral resolutions. It is
also interesting to note that Kwak & Shelton (2010) do
not consider self-photoionization via cooling radiation in
their models; allowing for it would likely further raise the
amount of C IV in the cooler region. In this case, NEI
might be a mechanism sufficient by itself to produce the
bulk of the narrow components along R = 0 sight lines.
While it is beyond the scope of this work to present a de-
tailed sight line analysis, it seems evident that the quality
of the present data with the information about the types
of regions probed along the sight lines (see Table 2) com-
bined with these types of new diagnostics will further
help the understanding of the highly ionized plasma in
the Milky Way.
Regarding the broad component sample, we also found
two interesting correlations. The first correlation links
the breadth of the profiles (i.e., b) with the column
densities, which is perspicuously observed for N V and
O VI, and maybe present for the broad C IV sample
(see Fig. 7). The second correlation shows an unambigu-
ous dependency of the distribution of b-values and the
mean/median values of b with the ionization energies of
ions (see Figs. 8 and 9). Since we argued that N V and
O VI probe similar types of ionized gas, the immedi-
ate conclusion from Figs. 8 and 9 is that temperature
and/or bnt of the O VI and N V gas must be different
(otherwise we should have 〈b(N V)〉 & 〈b(O VI)〉 since
b2 ∝ 1/A). In §3.2, we noted that collisional ioniza-
tion models predict different temperatures for different
high ions (e.g., Borkowski et al. 1990; Gnat & Stern-
berg 2007), so assuming for now that nonthermal mo-
tions are negligible, Eqn. 1 leads to b(O VI)/b(C IV) =√
T (O VI)/T (C IV)AC/AO = 0.87
√
T (O VI)/T (C IV)
and b(O VI)/b(N V) = 0.94
√
T (O VI)/T (N V). For N V
and O VI, the observations give for the mean and me-
dian values b(O VI)/b(N V) = 1.3 and 1.1, respectively,
while the CI and CIE models imply b(O VI)/b(N V) ∼ 1.1
(see §3.2). Doing the same exercise for C IV and O VI
does not lead to the same agreement, but we also showed
that 40% of the C IV components are narrow, lowering
the mean value of b(C IV). This supports a scenario
in which the thermal motions dominate the broadening
of the high ions with an increase of the temperature
as the ionization energy of the ions increases. In this
case, multiple velocity components are required for the
broad components in order to explain their breadth. As
the number of components would increase with larger
N and b, we expect in this case a correlation between
N and b as found for the O VI and N V (and broad
C IV, see Fig. 7). We note two caveats in this interpre-
tation: 1) the dispersion in b is large; 2) the comparison
is made between the mean/median b-values. Regarding
the latter point, we, however, also showed in §3.2 and
Fig. 6 that ion-matched components suggest a similar
trend for the broad C IV–Si IV and C IV–N V pairs.
Another possibility is, of course, that bnt ≫ bth, i.e.,
b(O VI)/b(N V) = bnt(O VI)/bnt(N V). In this context
the result from Fig. 9 could be simply interpreted as
nonthermal motions increase with increasing Ei, and the
correlation between b and N could be interpreted as a
level of disturbance applied to the gas where the amount
of high ions increase with the turbulence, e.g., in TMLs
(Begelman & Fabian 1990). It is likely that both these
scenarios and the intermediate one (bnt ≈ bth) occur.
5. SUMMARY
We study the properties of transition temperature plas-
mas in the ISM traced by Si IV, C IV, N V, and O VI.
With ionization potentials for creation of 34, 48, 78 and
114 eV, respectively, these ions trace gas in the unsta-
ble temperature range from 105 to 106 K. The Si IV and
C IV can also trace warm ionized gas with T . 7 × 104
K. We investigate the properties of this gas along the
lines of sight to 38 stars in the Milky Way disk using
1.5–2.7 km s−1 resolution spectra from STIS of Si IV,
C IV, and N V and 15 km s−1 resolution spectra from
FUSE of O VI. STIS observations of Al III are also stud-
ied to provide direct information about photoionized gas
in the WIM along each available line of sight. The ob-
served absorption lines are studied using both the AOD
and component fitting methods. The detailed line pro-
files and the fit results are given in the Appendix. The
high resolution of the observations allows for the first
time a clear separation of narrow and broad absorption
tracing different temperature regimes of the multi-phase
medium along each line of sight in a large sample. Our
main results are summarized as follows:
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1. Narrow and broad absorption components are
seen in Si IV and C IV. The narrow components with
b(C IV) < 10 km s−1 imply gas with T < 7 × 104 K.
N V and O VI only trace the gas with broad absorption
components with b ≥ 10 km s−1.
2. The narrow components can be divided in two cate-
gories, the saturated and unsaturated components. The
strong, saturated, and narrow Si IV and C IV compo-
nents are signatures of radiative feedback of O-type stars.
The weaker narrow Si IV and C IV components trace gas
in the more diffuse ISM that has radiatively cooled from
the transition temperature phase or is photoionized by
the EUV radiation from cooling hot gas.
3. The broad Si IV, C IV, N V, and O VI components
trace collisionally ionized gas that is probably undergoing
a cooling transition from the hot ISM to the warm/cool
ISM.
4. Si IV and C IV have very different component be-
havior than Al III in most cases. Al III is likely mostly
produced in the WIM suggesting that Si IV and C IV
have different sites of origin than does Al III. Most of the
observed Si IV and C IV in the Galactic disk does not
arise in the WIM very likely because the WIM is strongly
affected by the presence of the He I absorption edge at
24.6 eV in stellar atmospheres.
5. The median and average of the Doppler parameter,
b, distributions for Al III, Si IV, C IV, N V, and O VI
increase with the energy, Ei, required to produce the ion.
The distributions for Al III, Si IV, and C IV are skewed
to higher b-values and are consistent with a lognormal
distribution. In contrast, the distributions for N V and
O VI are normal.
6. For the broad Si IV and C IV components with
matching velocities, 〈N(C IV)/N(Si IV)〉 = 3.9 ± 1.9.
The small dispersion in this ratio suggests that a regu-
lation process is operating. That process could be con-
trolled by the cooling of hot gas. In the narrow unsat-
urated Si IV and C IV components N(C IV)/N(Si IV)
ranges from 0.4 to 11.1 with a medium of 4.1 in sight
lines unaffected directly by the X-ray emission from OB
associations. The large observed range is certainly re-
lated to origins of these ions in both photoionized and
cooling collisionally ionized gas.
7. Combining the findings from our analyses of the
b-values and ionic ratios of the high ions, we argue that
CIE is not a viable model in the Milky Way.
8. Most of the observed interstellar Si IV, C IV, N V,
and O VI absorption in the galactic disk appears to pro-
vide a direct or an indirect diagnostic of cooling hot gas
in the ISM. Only the strong saturated components of
Si IV and associated C IV directly trace the O-type star
environments.
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APPENDIX
A. SUMMARY FIGURE
Figure 15 consists of several panels that show the profiles, normalized profiles, AOD profiles as well as the fitting
results and AOD ionic ratios. At the lower right corner is the star ID, star name, spectral type/luminosity class,
Galactic coordinates, and distance (derived from spectroscopic parallax) of the star as well as the R-value indicating
the importance of X-ray emission tracing hot gas in OB associations along the path to the target star (see §2.1).
The panel on the left shows the absorption profiles with the fitted continua (blue curves) for the available high ions
and Al III. The next plot shows the normalized profiles with the vertical green dotted lines representing the velocity
centroids from the Si IV component fit and the vertical blue dashed line showing the position of the stellar velocity.
If part of the spectrum is gray near the O VI or near Si IV λ1393, this region highlights contaminated velocities by
unrelated lines (see §2.4.1). The sub-panels are ordered by Ei from top (high Ei, generally O VI) to bottom (low Ei,
singly-ionized species). Next, the upper plot shows the Na(v) apparent optical depth profiles for each doublet and O VI
λ1031 (O VI λ1037 is always contaminated and cannot be used). There is generally a good agreement between the
Na(v) for a given species (except for obvious parts that are saturated). The lower plot shows the column density ratios
as a function of velocity for the high ions where the pixel bin has a size of the FUSE resolution when C IV or N V are
compared to O VI or the STIS resolution element when high ions in the STIS bandpass are compared. The mean and
dispersion on the ionic ratios based on the column-density ratio profiles are indicated by the horizontal solid and dotted
lines, respectively. Note that there is not generally a simple gradient velocity in the ratio as tentatively suggested by
Indebetouw & Shull (2004a). The last panel to the far right shows the results from the component fitting. The red
curve indicates the global component model, and the blue lines show the individual components. The vertical green
dotted lines represent the velocity centroids for Si IV while the red tick-marks show the velocity-centroids for each
species. In this panel, we also highlight again in gray the velocity interval over which Si IV 1393 can be contaminated
by Ni II λ1393.
B. BROAD COMPONENTS WITH b≥ 20 kms−1
We argued in §2.4 that components with b ≥ 20 km s−1 may be more prone to uncertainties, and we review here
their importance for each ion and possible troublesome cases.
For Al III, only 3/56 components have b ≥ 20 km s−1. In two of these cases (stars 7 and 17), the profiles are complex
and the broad components are blended with several narrower components and do not align with broad components
seen in the other species. In star 20, however, the broad Al III component aligns with the broad component seen at
the same velocities in the high ions, giving some confidence in this result.
For Si IV, 12/138 have components with b ≥ 20 km s−1. Several of the Si IV profiles are complex, but for many of
those, the broad components align with the broad components seen in other ion profiles. There are two cases (stars
15, 18) where the results may be somewhat uncertain because the broad component does not align with other broad
components seen in C IV or N V. In two other cases (stars 27, 29), the profiles are simple but the S/N is quite low,
and it could be possible that with better S/N, additional components may provide a better fit.
For C IV, 35/130 have components with b ≥ 20 km s−1. As for Si IV, while many C IV profiles are complex, the
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broad components align with the broad components seen in other ion profiles, giving further support to the results
of the fit. For three stars (27, 29, 37), the S/N is quite low. For star 7, the broad component could be present to
overcome some uncertainties in the continuum placement and does not align so well with the broad component seen
in Al III or Si IV. In the spectra of stars 19 and 33, the C IV profiles are complex and the broad components may be
suspect as they are not evident in the profiles of other species.
For N V, 19/24 components have b ≥ 20 km s−1. The velocity structures of the profiles are not complicated, with
often just one component for the given S/N. However, as we noted in §2.4, the N V absorption is often weak, and
the stellar continuum near this doublet can be complicated, leading the errors to be dominated by the continuum
placement. The results regarded uncertain owing to complicated stellar continua in this region of the spectrum (see
§2.4) are followed by colons in Table 6 instead of formal errors.
C. VOLUME DENSITIES
As most of our sight lines are at |z| ≤ 1.3 kpc (36 stars), our sample allows us to derive the volume density of a
given ion that should be a good representation of the midplane density. The average volume density for each sight
line is calculated by log n = log(N/d) (where n is in cm−3 and N in cm−2), where N is the total integrated column
density, and d is the distance to the star. As the column densities are lognormal distributed, we estimate the average
and dispersion on logn. Figure 16 shows N versus d for Al III, Si IV, C IV, N V, and O VI where the solid and dotted
lines are the average volume density for the R ≥ 0 and R = 0 cases.
In Table 8, we summarize the average volume densities of the various high ions and Al III (see Table 4 for the
individual estimate of n). We consider various samples based on their R values. As Bowen et al. (2008) pointed out
in their O VI survey and which apply here, neither the upper or lower limits are randomly distributed. Hence the
Kaplan-Meier estimator generally used in samples where both detection and limits are present is not adequate. We
therefore treat limits as real values but for that reason we also show in this table the average values when limits are
excluded. For O VI and C IV, there is only 1 upper and 1 lower limits, respectively, and therefore these samples are
not really affected by the limits (see rows 1 and 3 of Table 8). The Al III sample has 3 lower limits and hence is only
marginally affected by the limits. However, the Si IV sample has 8 lower limits and the N V sample has 8 upper limits,
changing the average values by 0.2 dex.
There is an evident increase in the volume densities from R = 0 to R > 0 to the Carina nebula, implying that the
stellar environments affect the production of the high ions. This effect is more notable for Al III and Si IV than C IV,
N V, and O VI. This is not unforeseen as Al III and Si IV can be more easily photoionized by hot stars. The much
higher volume densities near Carina are likely due to the extremely active star formation in that region, without doubt
the most active region in our survey.
The average densities found for Al III, Si IV, C IV, and O VI for the R = 0 line-of-sight sample are smaller by 0.29,
0.16, 0.14 and 0.15 dex, respectively, than the mid-plane densities found by Savage & Wakker (2009) in their study
of the extension of the high ions into the lower Galactic halo. The nature of the stellar sight-line sample can strongly
affect the derived values of average density. For example, Bowen et al. (2008) estimate 〈logn(O VI)〉 = −7.78± 0.33
(stdev) their R = 0 sample of 42 stars with distances from 200 to 2000 pc and 〈logn(O VI)〉 = −7.92± 0.33 (stdev) for
their R = 0 sample of 56 stars with distances > 2000 pc. A combination of sample bias and the use of very different
techniques to estimate the average density in the different studies could explain the differences among the various
average density determinations found in the Bowen et al. (2008), Savage & Wakker (2009), and Table 8 of this paper;
we note that in all these cases the dispersions are quite large. The new results for N V in this paper could be combined
with measures of N V column densities toward extragalactic objects to obtain an improved scale height estimate for
Galactic N V.
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Fig. 15.— Summary figures for each line of sight. See text in Appendix A for full details.
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Fig. 16.— The total column density against the star distance for stars at |z| ≤ 1.2 kpc. The black filled circles are sight lines with R = 0
and the red filled circles are for R > 0. The dotted and solid lines are the mean logn for the R = 0 (black circles) and R ≥ 0 samples (red
plus black symbols), respectively.
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TABLE 1
Data Summary
Star ID Dataset PI/Proposal ID Exp. Time [ks] Grating Wavelength Range [A˚] Aperture
CPD592603 15 O40P01030 Walborn/7137 1750 E140H 1316–1518 0.′′2× 0.′′09
O4QX03010 Danks/7301 5160 E140H 1141–1335 0.′′2× 0.′′09
O4QX03020 3180 E140H 1316–1518 0.′′2× 0.′′09
O4QX03030 4800 E140H 1494–1688 0.′′2× 0.′′09
HD3827 7 O6LZ02010 Lauroesch/9434 300 E140H 1390–1586 0.′′2× 0.′′2
O54359010 Jenkins/8043 1362 E140H 1160–1357 0.′′1× 0.′′03
O54359030 1296 E230H 1624–1896 0.′′1× 0.′′03
O54359020 1296 E230H 1624–1896 0.′′1× 0.′′03
HD15137 8 O6LZ06010 Lauroesch/9434 1200 E140H 1391–1586 0.′′2× 0.′′2
O5LH02010 Jenkins/8484 690 E140H 1160–1357 0.′′1× 0.′′03
O5LH02020 627 E140H 1160–1357 0.′′1× 0.′′03
O5LH02030 820 E140H 1160–1357 0.′′1× 0.′′03
O5LH02040 820 E140H 1160–1357 0.′′1× 0.′′03
O5LH02050 865 E230H 1624–1896 0.′′1× 0.′′03
O5LH02060 820 E230H 1624–1896 0.′′1× 0.′′03
O5LH02070 984 E230H 1624–1896 0.′′1× 0.′′03
O5LH02080 984 E230H 1624–1896 0.′′1× 0.′′03
HD18100 11 O63511010 Lauroesch/8662 720 E140H 1391–1587 0.′′2× 0.′′2
HD24534 9 O64812010 Lambert/8622 1407 E140H 1316–1518 0.′′1× 0.′′03
O64812020 2945 E140H 1316–1518 0.′′1× 0.′′03
O64812030 2024 E140H 1316–1518 0.′′1× 0.′′03
O64813010 1407 E140H 1316–1518 0.′′1× 0.′′03
O64813020 2945 E140H 1316–1518 0.′′1× 0.′′03
O66P01010 Snow/8623 1959 E140H 1242–1440 0.′′2× 0.′′09
O66P01020 8820 E140H 1242–1440 0.′′2× 0.′′09
O66P02010 1959 E140H 1428–1623 0.′′2× 0.′′09
O66P03020 8820 E230H 1674–1946 0.′′2× 0.′′09
O66P03010 1979 E230H 1674–1946 0.′′2× 0.′′09
HD40005 10 O63520010 Lauroesch/8662 360 E140H 1391–1587 0.′′2× 0.′′2
HD58510 12 O63530010 Lauroesch/8662 1440 E140H 1390–1586 0.′′2× 0.′′2
HD90087 14 O6LZ32010 Lauroesch/9434 1200 E140H 1390–1586 0.′′2× 0.′′2
HD93205 16 O4QX01010 Danks/7301 1200 E140H 1141–1335 0.′′2× 0.′′09
O4QX01020 780 E140H 1316–1518 0.′′2× 0.′′09
O4QX01030 1380 E140H 1494–1688 0.′′2× 0.′′09
OO4QX0104 2220 E230H 1624–1896 0.′′1× 0.′′09
HD93206 19 O6LZ37010 Lauroesch/9434 600 E140H 1390–1586 0.′′2× 0.′′2
HD93222 18 O4QX02010 Danks/7301 1680 E140H 1141–1336 0.′′2× 0.′′09
O4QX02020 1140 E140H 1316–1518 0.′′2× 0.′′09
O4QX02030 2460 E140H 1494–1688 0.′′2× 0.′′09
O4QX02040 4080 E230H 1624–1896 0.′′1× 0.′′09
HD93840 13 O63549010 Lauroesch/8662 720 E140H 1390–1586 0.′′2× 0.′′2
HD93843 20 O5LH04010 Jenkins/8484 698 E140H 1163–1357 0.′′1× 0.′′03
O5LH04020 698 E140H 1163–1357 0.′′1× 0.′′03
O5LH04030 698 E230H 1624–1896 0.′′1× 0.′′03
O5LH04040 698 E230H 1624–1896 0.′′1× 0.′′03
O6LZ40010 Lauroesch/9434 300 E140H 1391–1586 0.′′2× 0.′′2
HD99857 23 O54301010 Jenkins/8043 1307 E140H 1160–1357 0.′′1× 0.′′03
O54301020 1307 E140H 1160–1357 0.′′1× 0.′′03
O54301030 1307 E140H 1160–1357 0.′′1× 0.′′03
O54301060 1307 E230H 1624–1896 0.′′1× 0.′′03
O54301050 1307 E230H 1624–1896 0.′′1× 0.′′03
O54301040 1307 E230H 1624–1896 0.′′1× 0.′′03
O6LZ44010 Lauroesch/9434 1200 E140H 1390–1586 0.′′2× 0.′′2
HD101131 21 O6LZ48010 Lauroesch/9434 300 E140H 1391–1586 0.′′2× 0.′′2
HD101190 22 O6LZ49010 Lauroesch/9434 300 E140H 1390–1586 0.′′2× 0.′′2
HD101436 24 O6LZ51010 Lauroesch/9434 600 E140H 1390–1586 0.′′2× 0.′′2
HD102065 27 O4O001010 Boulanger/7509 7679 E140H 1141–1335 0.′′2× 0.′′09
O4O001020 1200 E140H 1316–1518 0.′′2× 0.′′09
O4O001030 1489 E140H 1494–1688 0.′′2× 0.′′09
HD103779 25 O54302010 Jenkins/8043 1466 E140H 1160–1357 0.′′1× 0.′′03
O54302020 1466 E230H 1624–1896 0.′′1× 0.′′03
O63563010 Lauroesch/8662 720 E140H 1391–1587 0.′′2× 0.′′2
HD104705 26 O57R01010 Sembach/7270 2400 E140H 1160–1357 0.′′2× 0.′′09
O57R01020 3320 E140H 1359–1552 0.′′2× 0.′′09
O57R01030 2900 E140H 1391–1587 0.′′2× 0.′′09
HD114886 29 O6LJ0D010 Wannier/9505 1590 E140H 1359–1551 0.′′1× 0.′′03
O6LJ0D020 1560 E140H 1160–1357 0.′′1× 0.′′03
HD116852 28 O5C01C010 Lauroesch/8241 360 E140H 1163–1357 0.′′2× 0.′′2
O63571010 Lauroesch/8662 720 E140H 1391–1586 0.′′2× 0.′′2
O8NA03010 Cartledge/9855 2522 E140H 1160–1357 0.′′2× 0.′′2
O8NA03020 3200 E140H 1160–1357 0.′′2× 0.′′2
HD118246 32 O63572010 Lauroesch/8662 720 E140H 1390–1586 0.′′2× 0.′′2
HD121968 33 O57R02010 Sembach/7270 1558 E140H 1160–1357 0.′′2× 0.′′09
O57R02020 2899 E140H 1160–1357 0.′′2× 0.′′09
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TABLE 1 — Continued
Star ID Dataset PI/Proposal ID Exp. Time [ks] Grating Wavelength Range [A˚] Aperture
O57R02030 8383 E140H 1359–1552 0.′′2× 0.′′09
HD122879 30 O5LH07010 Jenkins/8484 708 E140H 1160–1357 0.′′1× 0.′′03
O5LH07020 708 E140H 1160–1357 0.′′1× 0.′′03
O5LH07030 708 E230H 1624–1896 0.′′1× 0.′′03
O5LH07040 708 E230H 1624–1896 0.′′1× 0.′′03
O6LZ57010 Lauroesch/9434 600 E140H 1390–1586 0.′′2× 0.′′2
O5C037010 Lauroesch/8241 360 E140H 1163–1357 0.′′2× 0.′′2
HD124314 31 O54307010 Jenkins/8043 1466 E140H 1163–1357 0.′′1× 0.′′03
O54307020 1466 E230H 1624–1896 0.′′1× 0.′′03
O6LZ58010 Lauroesch/9434 300 E140H 1391–1587 0.′′2× 0.′′2
HD137595 35 O6LJ03010 Wannier/9505 840 E140H 1160–1357 0.′′2× 0.′′09
O6LJ03020 711 E140H 1359–1551 0.′′2× 0.′′09
HD147683 37 O6LJ06010 Wannier/9505 1903 E140H 1359–1552 0.′′2× 0.′′09
O6LJ06020 2940 E140H 1160–1357 0.′′2× 0.′′09
HD148937 34 O6F301010 Boggess/9243 883 E140H 1463–1661 0.′′2× 0.′′09
O6F301020 883 E140H 1280–1475 0.′′2× 0.′′09
HD152723 36 O63586010 Lauroesch/8662 720 E140H 1390–1586 0.′′2× 0.′′2
HD163758 38 O63595010 Lauroesch/8662 720 E140H 1391–1587 0.′′2× 0.′′2
HD177989 1 O57R03010 Sembach/7270 1660 E140H 1163–1357 0.′′2× 0.′′09
O57R03020 2897 E140H 1163–1357 0.′′2× 0.′′09
O57R03030 8691 E140H 1359–1551 0.′′2× 0.′′09
O57R04010 1665 E140H 1391–1587 0.′′2× 0.′′09
O57R04020 8691 E140H 1391–1587 0.′′2× 0.′′09
HD195965 3 O6BG01010 Moos/8487 415 E140H 1196–1397 0.′′1× 0.′′03
O6BG01020 300 E140H 1390–1586 0.′′2× 0.′′09
O6BG01030 445 E230H 1774–2046 0.′′2× 0.′′09
HD201345 2 O6359P010 Lauroesch/8662 360 E140H 1391–1587 0.′′2× 0.′′2
O5C050010 Lauroesch/8241 360 E140H 1163–1357 0.′′2× 0.′′2
HD209339 4 O5LH0B010 Jenkins/8484 708 E140H 1163–1357 0.′′1× 0.′′03
O5LH0B020 708 E140H 1163–1357 0.′′1× 0.′′03
O5LH0B030 708 E230H 1624–1896 0.′′1× 0.′′03
O5LH0B040 708 E230H 1624–1896 0.′′1× 0.′′03
O6LZ92010 Lauroesch/9434 1200 E140H 1391–1587 0.′′2× 0.′′2
HD218915 5 O57R05010 Sembach/7270 2018 E140H 1160–1357 0.′′2× 0.′′09
O57R05020 1300 E140H 1359–1551 0.′′2× 0.′′09
O57R05030 1262 E230H 1390–1586 0.′′2× 0.′′09
HD224151 6 O6LZ96010 Lauroesch/9434 300 E140H 1390–1586 0.′′2× 0.′′2
O54308010 Jenkins/8043 1496 E140H 1160–1357 0.′′1× 0.′′03
O54308020 1496 E230H 1624–1896 0.′′1× 0.′′03
HDE303308 17 O4QX04010 Danks/7301 2220 E140H 1141–1335 0.′′2× 0.′′09
O4QX04020 1560 E140H 1316–1518 0.′′2× 0.′′09
O4QX04030 2400 E140H 1494–1688 0.′′2× 0.′′09
O4QX04040 4020 E230H 1624–1896 0.′′1× 0.′′09
Note. — The resolving powers (λ/∆λ) of the STIS E140H/E230H gratings are roughly 200,000 (167,000 for E230H), 114,000, and 114,000 for
the 0.′′1× 0.′′03, 0.′′2× 0.′′09 (or 0.′′1× 0.′′09), and 0.′′2× 0.′′2 apertures, respectively.
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TABLE 2
Sight Line Overview
ID Star Sp/L(ref) l b V d z vc v⋆ R Physical Region Along the Line of Sight
(◦) (◦) (mag) (kpc) (kpc) (km s−1) (km s−1)
(1) HD177989 B0III(10) 017.81 −11.88 9.34 6.0 −1.2 +12.7 +12 0 Scutum Supershell, Scutum & Carina arms Loop I
(2) HD201345 O9V(10) 078.44 −09.54 7.75 2.2 −0.4 +15.7 +35 0 Loop II
(3) HD195965 B0V(10) 085.71 +05.00 6.98 1.1 +0.1 +16.7 +26 1 Cyg OB7 Assoc., Loop II
(4) HD209339 B0IV(6) 104.58 +05.87 6.69 1.1 +0.1 +13.0 −7 1 Cep OB2 Assoc., Loop II/III
(5) HD218915 O9.5Iabe(10) 108.06 −06.89 7.22 5.0 −0.6 −10.4 −61 2 Loop II/III, Perseus arm
(6) HD224151 B0.5II(10) 115.44 −04.64 6.04 1.4 −0.1 +8.8 −16 0 Loop II/III
(7) HD3827 B0.7Vn(10) 120.79 −23.23 7.95 2.0 −0.8 +4.3 −17 0 Low Galactic halo, Loop II
(8) HD15137 O9.5II-IIIn(10) 137.46 −07.58 7.87 3.5 −0.5 +1.7 −33 0 Perseus arm, Loop II/III
(9) HD24534 B0Ve(5) 163.08 −17.14 6.10 0.6 −0.2 −7.4 −7 1 Near Gould’s Belt, Per OB2 assoc.
(10) HD40005 B3Vsb(10) 192.15 −04.19 7.23 0.6 −0.0 −13.9 +18 0
(11) HD18100 B1V(10) 217.93 −62.73 8.44 2.0 −1.8 −14.7 +57 1 Ori OB1 Assoc.
(12) HD58510 B1Ib-II(10) 235.52 −02.47 7.21 2.5 −0.1 −18.8 +1 0
(13) HD93840 BN1Ib(10) 282.14 +11.10 7.79 4.7 +0.9 −11.2 −13 0 Loop I
(14) HD90087 O9.8III(8) 285.16 −02.13 7.80 2.7 −0.1 −12.4 −14 0 Loop I
(15) CPD592603 O7Vf(10) 287.59 −00.69 8.82 3.5 0.0 −11.6 −8 2 Carina Nebula, Loop I
(16) HD93205 O3Vf+(10) 287.57 −00.71 7.73 3.3 0.0 −11.6 −8 2 Carina Nebula, Loop I
(17) HDE303308 O3Vf(10) 287.59 −00.61 8.21 3.8 0.0 −17.2 −13 2 Carina Nebula, Loop I
(18) HD93222 O7IIIf(10) 287.74 −01.02 8.05 3.6 0.0 −11.6 −8 1 Carina Nebula, Loop I
(19) HD93206 O9.7Ib:n(10) 287.67 −00.94 6.36 2.6 0.0 −11.6 −27 2 Carina Nebula, Loop I
(20) HD93843 O5IIIf(10) 288.24 −00.90 7.34 3.5 −0.1 −11.5 −20 0 Carina Nebula, Loop I
(21) HD101131 O6Vf(10) 294.78 −01.62 7.14 2.0 −0.1 −9.8 −17 2 Inner border of the Carina arm, Sco OB2 4 Assoc., Loop I
(22) HD101190 O6Vf(10) 294.78 −01.49 7.33 2.1 −0.1 −9.8 −2 2 H II region Gum 42, Sco OB2 4 Assoc., Loop I
(23) HD99857 B0.5Ib(10) 294.78 −04.94 7.53 3.5 −0.3 −10.2 −20 1 Carina arm, lower disk, Sco OB2 4 Assoc., Loop I
(24) HD101436 O6.5V(10) 295.04 −01.70 7.61 2.2 −0.1 −9.8 −12 1 Carina arm, Sco OB2 4 Assoc., Loop I
(25) HD103779 B0.5Iab(10) 296.85 −01.02 7.22 4.3 −0.0 −9.2 −18 1 Carina arm, Sco OB2 4 Assoc., Loop I
(26) HD104705 B0Ib(10) 297.46 −00.33 7.84 5.0 0.0 −8.9 −25 1 Carina arm, Sco OB2 4 Assoc., Loop I
(27) HD102065 B9IV(4) 300.03 −18.00 6.61 0.2 −0.1 −10.0 · · · 0 Sco OB2 4 Assoc., Loop I
(28) HD116852 O9III(10) 304.88 −16.13 8.49 4.5 −1.3 −8.5 −55 0 Low Galactic halo between Carina and Scutum arms, Loop I
(29) HD114886 O9II-III(7) 305.52 −00.83 6.89 2.0 −0.0 −6.6 −17 0 Southern Coalsack, Carina arm, Sco OB2 4 Assoc., Loop I
(30) HD122879 B0Ia(2) 312.26 +01.79 6.48 3.3 +0.1 −4.2 −2 0 Carina arm, Sco OB2 4 Assoc., Loop I
(31) HD124314 O6Vnf(10) 312.67 −00.43 6.89 1.4 0.0 −4.3 −17 3 Carina arm, Sco OB2 4 Assoc., Loop I
(32) HD118246 B4V(10) 322.39 +55.03 8.01 0.7 +0.6 +5.5 · · · 0 Carina arm, Loop I/IV
(33) HD121968 B1V(1) 333.98 +55.84 10.16 4.3 +3.6 +7.6 152 0 Carina arm, Loop I/IV
(34) HD148937 O6.5f?p(11) 336.37 −00.22 6.77 0.8 0.0 +3.3 −50 2 Loop I
(35) HD137595 B2II-III(3) 336.72 +18.86 7.50 1.7 +0.6 +5.7 +141 0 Carina arm, Lupus cloud, Ara OB1 & Sco OB2 3 Assoc., Loop I
(36) HD152723 O6.5IIIf(10) 344.81 +01.61 7.28 2.3 +0.1 +6.2 +2 1 Carina arm, Sco OB1 & Sco OB2 1 Assoc., Loop I
(37) HD147683 B4V(3) 344.86 +10.09 7.05 0.4 +0.1 +7.2 · · · 0 Sco OB2 2 Assoc., Loop I
(38) HD163758 O6.5Iaf(10) 355.36 −06.10 7.33 4.7 −0.5 +8.2 −39 1 Scutum-Crux arm, Sco OB2 1 Assoc., Loop I
Note. — V and distance, d, taken from Bowen et al. (2008) or, if the star is not in by Bowen et al., we calculated it following their method. vc is the velocity correction to move the
velocities from the heliocentric frame to the LSR frame (vLSR = vhelio + vc). v⋆ is the radial stellar velocity in the LSR frame (helioncentric velocities are taken from the Simbad database).
Sco OB2 2: Upper Scorpius; Sco OB2 3: Upper Centaurus Lupus; Sco OB2 4: Lower Centaurus Crux following de Zeeuw et al. (1999).
Spectral type/luminosity class references: (1) Burgh et al. (2007); (2) Hiltner et al. (1969); (3) Houk (1982); (4) Houk & Cowley (1975); (6) Belczynski & Ziolkowski (2009); (7) Lyubimkov
et al. (2002); (8) Ma´ız-Apella´niz et al. (2004); (9) Mathys (1988) (10) Savage et al. (2001); (11) Walborn (1972) ;
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TABLE 3
Average LSR Velocities and Apparent Column densities
Ion va Na
(km s−1) [cm−2]
(1) HD177989 – [−100,+96]
Si IV λ1393 28.1± 0.5 13.82+0.01
−0.01
Si IV λ1402 29.7± 0.5 13.82+0.01
−0.01
C IV λ1548 29.4± 0.2 14.43+0.01
−0.01
C IV λ1550 31.2± 0.5 14.44+0.01
−0.01
N V λ1238 17.4± 2.7 13.47 :
N V λ1242 22.7± 4.2 13.50 :
O VI λ1031 29.2± 5.6 14.20+0.04
−0.05
(2) HD201345 – [−47,+65]
Si IV λ1393 12.4± 2.1 12.91+0.03
−0.03
Si IV λ1402 16.9± 3.8 13.00+0.06
−0.07
C IV λ1548 13.1± 3.0 13.38+0.04
−0.05
C IV λ1550 20.4± 5.4 13.33+0.08
−0.09
N V λ1238 · · · < 12.56
N V λ1242 · · · < 12.78
O VI λ1031 12.2± 2.2 13.54+0.03
−0.04
(3) HD195965 – [−24,+30]
Al III λ1854 4.3± 0.4 12.60+0.01
−0.01
Al III λ1862 3.7± 0.7 12.58+0.02
−0.02
Si IV λ1393 3.2± 0.7 12.61+0.02
−0.02
Si IV λ1402 2.2± 1.4 12.70+0.04
−0.04
C IV λ1548 1.1± 1.9 12.79+0.05
−0.06
C IV λ1550 · · · < 12.64
N V λ1238 · · · < 12.46
N V λ1242 · · · < 12.70
O VI λ1031 −0.0± 1.1 13.04+0.03
−0.04
(4) HD209339 – [−62,+67]
Al III λ1854 −12.0± 0.4 13.30+0.01
−0.01
Al III λ1862 −11.4± 1.0 13.27+0.01
−0.02
Si IV λ1393 −5.6± 3.5 12.66+0.05
−0.05
Si IV λ1402 −6.3± 7.9 12.59+0.11
−0.14
C IV λ1548 −5.7± 3.1 13.10+0.04
−0.05
C IV λ1550 −1.9± 5.0 13.10+0.06
−0.07
N V λ1238 · · · < 12.48
N V λ1242 · · · < 12.71
O VI λ1031 −0.9± 1.7 13.75+0.02
−0.02
(5) HD218915 – [−88,+97]
Si IV λ1402 −5.0± 3.1 12.88+0.03
−0.03
C IV λ1548 1.3± 0.6 13.73+0.01
−0.01
C IV λ1550 1.7± 2.3 13.68+0.02
−0.02
N V λ1238 −6.0± 4.6 13.13 :
N V λ1242 −14.9± 7.1 13.14 :
O VI λ1031 10.3± 1.8 14.43+0.32
−0.42
(6) HD224151 – [−86,+54]
Al III λ1854 −22.4± 1.4 12.91+0.02
−0.02
Al III λ1862 −22.1± 3.3 12.82+0.04
−0.05
Si IV λ1393 −28.9± 8.0 12.40+0.09
−0.11
Si IV λ1402 · · · < 12.41
C IV λ1548 −19.9± 5.2 13.13+0.06
−0.07
C IV λ1550 −29.2± 6.1 13.13+0.06
−0.07
O VI λ1031 −21.4± 3.4 13.73+0.04
−0.04
(7) HD3827 – [−93,+57]
Al III λ1854 −26.9± 1.1 12.80+0.01
−0.01
Al III λ1862 −32.1± 2.5 12.72+0.03
−0.03
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TABLE 3 — Continued
Ion va Na
(km s−1) [cm−2]
Si IV λ1393 −5.2± 6.5 12.70+0.07
−0.08
Si IV λ1402 7.8± 11.0 12.71+0.10
−0.13
C IV λ1548 −11.1± 2.3 13.57+0.03
−0.03
C IV λ1550 −14.4± 3.8 13.52+0.04
−0.05
N V λ1238 · · · < 12.49
N V λ1242 · · · < 12.74
O VI λ1031 −4.4± 1.8 13.80+0.02
−0.02
(8) HD15137 – [−113,+50]
Al III λ1854 −42.5± 1.5 12.82+0.01
−0.02
Al III λ1862 −37.5± 2.8 12.88+0.03
−0.03
Si IV λ1393 −59.7± 4.0 12.77+0.04
−0.04
Si IV λ1402 −56.2± 7.1 12.67+0.07
−0.08
C IV λ1548 −61.4± 3.9 13.20+0.03
−0.04
C IV λ1550 −61.3± 5.0 13.27+0.04
−0.05
O VI λ1031 · · · < 13.23
(9) HD24534 – [−55,+66]
Al III λ1854 4.4± 0.1 13.12+0.01
−0.01
Al III λ1862 3.9± 0.3 13.11+0.01
−0.01
Si IV λ1393 7.3± 0.6 13.07+0.01
−0.01
Si IV λ1402 8.2± 0.6 13.06+0.01
−0.01
C IV λ1548 7.4± 0.4 13.53+0.01
−0.01
C IV λ1550 6.5± 1.1 13.51+0.02
−0.02
N V λ1242 · · · < 12.60
O VI λ1031 6.7± 2.1 13.87+0.03
−0.03
(10) HD40005 – [−49,+48]
Si IV λ1393 −6.6± 6.7 12.06+0.10
−0.13
Si IV λ1402 −13.6± 6.5 12.36+0.10
−0.12
C IV λ1548 0.6± 2.6 12.88+0.04
−0.05
C IV λ1550 3.9± 5.8 12.89+0.09
−0.11
(11) HD18100 – [−74,+39]
Si IV λ1393 −13.7± 0.8 13.09+0.01
−0.01
Si IV λ1402 −9.8± 1.8 13.01+0.03
−0.03
C IV λ1548 −13.3± 0.6 13.57+0.01
−0.01
C IV λ1550 −12.4± 1.8 13.58+0.03
−0.03
O VI λ1031 −12.2± 2.0 13.67+0.03
−0.03
(12) HD58510 – [−55,+105]
Si IV λ1393 19.5± 1.4 13.12+0.01
−0.02
Si IV λ1402 20.2± 2.8 13.15+0.03
−0.03
C IV λ1548 24.5± 2.9 13.59+0.03
−0.03
C IV λ1550 22.6± 2.3 13.61+0.02
−0.03
O VI λ1031 19.8± 2.2 14.14+0.02
−0.02
(13) HD93840 – [−73,+33]
Si IV λ1393 −13.6± 1.0 13.09+0.02
−0.02
Si IV λ1402 −16.8± 1.9 13.07+0.03
−0.03
C IV λ1548 −16.4± 1.4 13.58+0.02
−0.02
C IV λ1550 −14.3± 2.6 13.46+0.04
−0.04
O VI λ1031 −16.0± 1.8 14.03+0.03
−0.03
(14) HD90087 – [−74,+51]
Si IV λ1393 0.1± 3.5 12.74+0.05
−0.05
Si IV λ1402 1.3± 3.2 12.74+0.04
−0.04
C IV λ1548 −10.0± 1.0 13.53+0.01
−0.01
C IV λ1550 −14.3± 1.6 13.50+0.02
−0.02
O VI λ1031 −4.9± 0.5 14.12+0.01
−0.01
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TABLE 3 — Continued
Ion va Na
(km s−1) [cm−2]
(15) CPD592603 – [−180,+33]
Si IV λ1393 −61.6± 0.6 > 14.03
Si IV λ1402 −56.5± 0.9 > 14.25
C IV λ1548 −62.7± 0.6 > 14.45
C IV λ1550 −61.6± 0.8 14.51+0.01
−0.01
N V λ1238 −80.5± 2.6 13.95 :
N V λ1242 −72.6± 4.3 13.91 :
O VI λ1031 −63.3± 15.8 14.12+0.11
−0.14
(16) HD93205 – [−205,+77]
Al III λ1854 −42.5± 0.4 > 13.71
Al III λ1862 −43.4± 0.6 > 13.88
Si IV λ1393 −47.8± 0.7 > 13.97
Si IV λ1402 −47.2± 1.1 > 14.21
C IV λ1548 −42.8± 0.7 > 14.28
C IV λ1550 −45.1± 0.9 14.42+0.01
−0.01
N V λ1238 −57.7± 11.5 13.20+0.06
−0.08
N V λ1242 · · · < 13.09
O VI λ1031 −34.2± 2.0 14.39+0.01
−0.01
(17) HDE303308 – [−176,+150]
Al III λ1854 −41.6± 0.5 > 13.88
Al III λ1862 −41.6± 0.9 > 14.00
Si IV λ1393 −59.9± 0.7 > 14.15
Si IV λ1402 −56.4± 0.8 > 14.31
C IV λ1548 −49.0± 0.5 > 14.51
C IV λ1550 −47.5± 0.8 > 14.63
N V λ1238 −18.8± 5.7 13.77+0.03
−0.03
N V λ1242 −7.8± 8.0 13.73+0.04
−0.05
O VI λ1031 −52.0± 0.9 14.82+0.01
−0.01
(18) HD93222 – [−155,+70]
Al III λ1854 −33.4± 0.5 > 13.66
Al III λ1862 −30.6± 0.8 > 13.74
Si IV λ1393 −42.6± 0.8 > 14.17
Si IV λ1402 −41.1± 0.6 > 14.24
C IV λ1548 −53.7± 0.6 14.41+0.01
−0.01
C IV λ1550 −54.8± 0.6 14.42+0.01
−0.01
N V λ1238 −17.0± 4.9 13.65+0.03
−0.04
N V λ1242 −5.1± 6.9 13.73+0.05
−0.05
O VI λ1031 −26.3± 1.4 14.68+0.01
−0.01
(19) HD93206 – [−175,+53]
Si IV λ1393 −23.5± 0.3 > 14.38
Si IV λ1402 −19.6± 0.2 > 14.56
C IV λ1548 −44.3± 0.7 > 14.54
C IV λ1550 −45.2± 0.6 14.56+0.01
−0.01
O VI λ1031 −39.7± 1.2 14.56+0.01
−0.01
(20) HD93843 – [−147,+35]
Al III λ1854 −30.5± 0.6 > 13.53
Al III λ1862 −29.5± 1.6 13.49+0.01
−0.01
Si IV λ1393 −36.3± 1.2 13.50+0.01
−0.01
Si IV λ1402 −36.8± 1.6 13.49+0.02
−0.02
C IV λ1548 −39.1± 0.5 13.96+0.01
−0.01
C IV λ1550 −38.1± 1.1 13.97+0.01
−0.01
N V λ1238 −31.0± 2.7 13.35+0.02
−0.02
N V λ1242 −21.4± 4.3 13.39+0.03
−0.03
O VI λ1031 −21.6± 1.0 14.34+0.01
−0.01
(21) HD101131 – [−88,+42]
Si IV λ1393 −28.8± 0.2 13.67+0.01
−0.01
Si IV λ1402 −29.4± 0.5 13.75+0.01
−0.01
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TABLE 3 — Continued
Ion va Na
(km s−1) [cm−2]
C IV λ1548 −31.0± 0.4 13.90+0.01
−0.01
C IV λ1550 −30.8± 1.0 13.92+0.01
−0.01
O VI λ1031 −31.8± 5.7 14.15+0.07
−0.08
(22) HD101190 – [−125,+49]
Si IV λ1393 −31.4± 1.1 > 13.59
Si IV λ1402 −35.4± 1.6 13.71+0.02
−0.02
C IV λ1548 −30.8± 1.0 13.81+0.01
−0.01
C IV λ1550 −37.0± 2.5 13.84+0.03
−0.03
O VI λ1031 −39.6± 5.6 14.28+0.05
−0.06
(23) HD99857 – [−82,+36]
Al III λ1854 −20.1± 0.9 12.99+0.01
−0.01
Al III λ1862 −22.8± 2.2 12.89+0.03
−0.03
Si IV λ1393 −20.5± 1.7 12.84+0.02
−0.03
Si IV λ1402 −17.6± 3.2 12.87+0.04
−0.05
C IV λ1548 −24.6± 0.7 13.61+0.01
−0.01
C IV λ1550 −23.4± 1.1 13.65+0.02
−0.02
N V λ1238 −19.0± 1.6 13.28+0.02
−0.02
N V λ1242 −29.7± 2.6 13.34+0.03
−0.04
O VI λ1031 −28.9± 2.5 13.83+0.04
−0.04
(24) HD101436 – [−103,+54]
Si IV λ1393 −29.9± 0.5 > 13.76
Si IV λ1402 −30.1± 0.6 > 13.92
C IV λ1548 −28.0± 0.5 13.90+0.01
−0.01
C IV λ1550 −29.6± 0.8 13.91+0.01
−0.01
O VI λ1031 −28.7± 2.0 14.20+0.02
−0.02
(25) HD103779 – [−80,+42]
Al III λ1854 −10.4± 1.2 13.08+0.02
−0.02
Al III λ1862 −19.8± 2.3 13.03+0.03
−0.04
Si IV λ1393 −11.5± 1.1 13.09+0.01
−0.01
Si IV λ1402 −11.0± 2.1 13.03+0.03
−0.03
C IV λ1548 −13.1± 0.5 13.89+0.01
−0.01
C IV λ1550 −12.1± 0.7 13.87+0.01
−0.01
N V λ1238 −11.7± 1.8 13.36+0.02
−0.02
N V λ1242 −11.0± 3.5 13.41+0.04
−0.05
O VI λ1031 −16.1± 1.3 13.86+0.02
−0.02
(26) HD104705 – [−121,+65]
Si IV λ1393 −23.5± 0.4 13.66+0.01
−0.01
Si IV λ1402 −22.3± 0.7 13.67+0.01
−0.01
C IV λ1548 −27.6± 0.2 > 14.45
C IV λ1550 −26.7± 0.3 14.45+0.01
−0.01
N V λ1238 −49.0± 2.4 13.38+0.02
−0.02
N V λ1242 −40.9± 5.5 13.22+0.05
−0.05
O VI λ1031 −29.4± 3.7 13.94+0.03
−0.04
(27) HD102065 – [−86,+54]
Si IV λ1393 −17.5± 1.7 13.02+0.02
−0.02
Si IV λ1402 −17.7± 2.8 13.05+0.03
−0.04
C IV λ1548 −16.8± 1.2 13.39+0.01
−0.01
C IV λ1550 −17.8± 2.3 13.42+0.03
−0.03
N V λ1238 · · · < 12.56
N V λ1242 · · · < 12.85
O VI λ1031 −4.8± 15.6 13.65+0.15
−0.23
(28) HD116852 – [−100,+60]
Si IV λ1393 −23.4± 0.5 13.61+0.01
−0.01
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TABLE 3 — Continued
Ion va Na
(km s−1) [cm−2]
Si IV λ1402 −21.8± 1.0 13.61+0.01
−0.01
C IV λ1548 −22.1± 0.4 14.11+0.01
−0.01
C IV λ1550 −23.7± 0.7 14.13+0.01
−0.01
N V λ1238 −16.5± 1.1 13.41+0.01
−0.01
N V λ1242 −14.5± 2.1 13.46+0.02
−0.02
O VI λ1031 −11.3± 1.2 14.31+0.01
−0.01
(29) HD114886 – [−82,+30]
Si IV λ1393 −24.5± 3.0 12.72+0.05
−0.05
Si IV λ1402 −37.3± 3.4 12.77+0.05
−0.05
C IV λ1548 −22.6± 1.0 13.59+0.01
−0.01
C IV λ1550 −24.5± 1.9 13.61+0.03
−0.03
N V λ1238 · · · < 12.49
N V λ1242 · · · < 12.71
O VI λ1031 −15.4± 1.7 14.01+0.02
−0.02
(30) HD122879 – [−79,+36]
Al III λ1854 −24.7± 0.7 13.10+0.01
−0.01
Al III λ1862 −28.3± 1.5 13.01+0.02
−0.02
Si IV λ1393 −29.9± 1.0 12.96+0.02
−0.02
Si IV λ1402 −29.5± 1.8 12.91+0.03
−0.03
C IV λ1548 −30.2± 0.7 13.61+0.01
−0.01
C IV λ1550 −32.0± 1.2 13.56+0.02
−0.02
N V λ1238 −19.9± 1.8 13.30+0.02
−0.03
N V λ1242 −11.1± 3.0 13.30+0.04
−0.04
O VI λ1031 −21.7± 2.8 13.72+0.04
−0.04
(31) HD124314 – [−80,+36]
Al III λ1854 −29.2± 0.4 13.10+0.01
−0.01
Al III λ1862 −28.7± 1.0 13.07+0.01
−0.01
Si IV λ1393 −30.3± 0.3 13.64+0.01
−0.01
Si IV λ1402 −30.5± 0.5 13.63+0.01
−0.01
C IV λ1548 −31.2± 0.2 > 14.29
C IV λ1550 −31.7± 0.2 14.41+0.01
−0.01
N V λ1238 −26.7± 1.4 13.48+0.02
−0.02
N V λ1242 −26.3± 2.1 13.40+0.03
−0.03
O VI λ1031 −26.8± 1.3 13.87+0.02
−0.02
(32) HD118246 – [−86,+31]
Si IV λ1393 −28.5± 1.2 13.16+0.02
−0.02
Si IV λ1402 −25.7± 1.7 13.23+0.02
−0.03
C IV λ1548 −28.9± 1.1 13.65+0.02
−0.02
C IV λ1550 −32.8± 2.0 13.63+0.03
−0.03
(33) HD121968 – [−98,+59]
Si IV λ1393 −21.6± 0.7 13.48+0.01
−0.01
Si IV λ1402 −21.6± 1.0 13.48+0.01
−0.01
C IV λ1548 −26.4± 0.3 14.12+0.01
−0.01
C IV λ1550 −27.7± 0.6 14.12+0.01
−0.01
N V λ1238 −16.2± 3.6 13.16+0.04
−0.04
N V λ1242 −19.7± 6.0 13.12+0.06
−0.07
O VI λ1031 −10.0± 2.1 13.94+0.02
−0.02
(34) HD148937 – [−210,+44]
Si IV λ1393 −116.0± 2.3 > 13.89
Si IV λ1402 −110.2± 1.2 > 14.01
C IV λ1548 −81.1± 4.0 13.58+0.03
−0.03
C IV λ1550 −95.7± 6.7 13.57+0.04
−0.05
O VI λ1031 −36.3± 7.6 13.83+0.05
−0.06
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TABLE 3 — Continued
Ion va Na
(km s−1) [cm−2]
(35) HD137595 – [−40,+21]
Si IV λ1393 −2.2± 1.6 12.43+0.04
−0.04
Si IV λ1402 3.5± 3.8 12.40+0.08
−0.09
C IV λ1548 0.0± 2.4 12.76+0.05
−0.06
C IV λ1550 · · · < 12.77
N V λ1238 · · · < 12.19
N V λ1242 · · · < 12.49
O VI λ1031 −8.1± 1.5 13.34+0.04
−0.04
(36) HD152723 – [−100,+23]
Si IV λ1393 −24.3± 0.3 > 13.82
Si IV λ1402 −21.4± 0.4 13.95+0.01
−0.01
C IV λ1548 −26.1± 0.3 13.95+0.01
−0.01
C IV λ1550 −26.3± 0.6 14.00+0.01
−0.01
O VI λ1031 −33.0± 0.6 14.33+0.01
−0.01
(37) HD147683 – [−59,+50]
Si IV λ1393 · · · < 11.92
Si IV λ1402 · · · < 12.12
C IV λ1548 −13.4± 2.6 12.95+0.04
−0.05
C IV λ1550 −13.1± 3.3 13.17+0.05
−0.06
N V λ1238 · · · < 12.59
N V λ1242 · · · < 12.75
O VI λ1031 −9.3± 3.2 13.78+0.07
−0.08
(38) HD163758 – [−90,+140]
Si IV λ1402 −6.5± 1.1 13.69+0.01
−0.01
C IV λ1548 0.7± 0.6 14.23+0.01
−0.01
C IV λ1550 −1.2± 1.4 14.21+0.01
−0.01
O VI λ1031 0.2± 3.4 14.26+0.03
−0.04
Note. — The symbol “>” indicates that the flux reaches zero and hence the apparent column density value is a lower limit. The symbol “(>)”
means that the flux reaches zero in the strong line of the doublet but not in the weak line; the weak line may suffer from saturation in these cases.
The symbol “<” indicates that there is no detection; the value quoted is a 3σ upper limit. The ∗ implies that O VI is partially contaminated
by H2 and hence a smaller velocity interval was used to estimate va and Na. The colon indicates that the column density is uncertain owing to
uncertainties in the continuum placement.
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TABLE 4
Adopted Apparent Column Densities and Average Densities (Na/d)
ID Star logN(Al III) logN(Si IV) logN(C IV) logN(N V) logN(O VI) logn(Al III) logn(Si IV) logn(C IV) logn(N V) logn(O VI)
[cm−2] [cm−2] [cm−2] [cm−2] [cm−2] [cm−3] [cm−3] [cm−3] [cm−3] [cm−3]
(1) HD177989 · · · 13.82+0.01
−0.01 14.43
+0.01
−0.01 13.49 : 14.20
+0.04
−0.05 · · · −8.45 −7.84 −8.78 −8.07
(2) HD201345 · · · 12.96+0.05
−0.06 13.36
+0.06
−0.07 < 12.56 13.54
+0.03
−0.04 · · · −8.88 −8.48 < −9.28 −8.30
(3) HD195965 12.59+0.02
−0.02 12.66
+0.03
−0.04 12.79
+0.05
−0.06 < 12.46 13.04
+0.03
−0.04 −8.94 −8.87 −8.74 < −9.08 −8.49
(4) HD209339 13.28+0.01
−0.01 12.62
+0.08
−0.10 13.10
+0.05
−0.06 < 12.48 13.75
+0.02
−0.02 −8.25 −8.91 −8.43 < −9.05 −7.78
(5) HD218915 · · · 12.88+0.03
−0.03 13.70
+0.02
−0.02 13.13 : 14.43
+0.32
−0.42 · · · −9.31 −8.49 −9.06 −7.76
(6) HD224151 12.87+0.03
−0.03 12.40
+0.09
−0.11 13.13
+0.06
−0.07 · · · 13.73
+0.04
−0.04 −8.77 −9.24 −8.51 · · · −7.91
(7) HD3827 12.76+0.02
−0.02 12.71
+0.09
−0.11 13.55
+0.03
−0.04 < 12.49 13.80
+0.02
−0.02 −9.03 −9.08 −8.25 < −9.30 −7.99
(8) HD15137 12.85+0.02
−0.02 12.72
+0.05
−0.06 13.24
+0.04
−0.04 · · · < 13.23 −9.18 −9.31 −8.80 · · · < −8.80
(9) HD24534 13.12+0.01
−0.01 13.06
+0.01
−0.01 13.52
+0.01
−0.01 · · · 13.87
+0.03
−0.03 −8.15 −8.21 −7.75 · · · −7.40
(10) HD40005 · · · 12.23+0.10
−0.13 12.88
+0.07
−0.08 · · · · · · · · · −9.04 −8.38 · · · · · ·
(11) HD18100 · · · 13.05+0.02
−0.02 13.58
+0.02
−0.02 · · · 13.67
+0.03
−0.03 · · · −8.74 −8.22 · · · −8.12
(12) HD58510 · · · 13.14+0.02
−0.03 13.60
+0.03
−0.03 · · · 14.14
+0.02
−0.02 · · · −8.75 −8.29 · · · −7.75
(13) HD93840 · · · 13.08+0.02
−0.02 13.52
+0.03
−0.03 · · · 14.03
+0.03
−0.03 · · · −9.08 −8.64 · · · −8.13
(14) HD90087 · · · 12.74+0.04
−0.05 13.51
+0.02
−0.02 · · · 14.12
+0.01
−0.01 · · · −9.19 −8.41 · · · −7.80
(15) CPD592603 · · · > 14.25 14.51+0.01
−0.01 13.93 : 14.12
+0.11
−0.14 · · · > −7.78 −7.53 −8.10 −7.92
(16) HD93205 > 13.88 > 14.21 14.42+0.01
−0.01 13.20
+0.06
−0.08 14.39
+0.01
−0.01 > −8.13 > −7.80 −7.59 −8.81 −7.62
(17) HDE303308 > 14.00 > 14.31 > 14.63 13.75+0.04
−0.04 14.82
+0.01
−0.01 > −8.07 > −7.76 > −7.44 −8.32 −7.25
(18) HD93222 > 13.74 > 14.24 14.41+0.01
−0.01 13.69
+0.04
−0.05 14.68
+0.01
−0.01 > −8.31 > −7.80 −7.64 −8.36 −7.36
(19) HD93206 · · · > 14.56 14.56+0.01
−0.01 · · · 14.56
+0.01
−0.01 · · · > −7.35 −7.35 · · · −7.34
(20) HD93843 13.49+0.01
−0.01 13.50
+0.01
−0.01 13.96
+0.01
−0.01 13.37
+0.03
−0.03 14.34
+0.01
−0.01 −8.55 −8.54 −8.07 −8.67 −7.70
(21) HD101131 · · · 13.71+0.01
−0.01 13.91
+0.01
−0.01 · · · 14.15
+0.07
−0.08 · · · −8.08 −7.88 · · · −7.64
(22) HD101190 · · · 13.71+0.02
−0.02 13.82
+0.02
−0.02 · · · 14.28
+0.05
−0.06 · · · −8.11 −7.99 · · · −7.53
(23) HD99857 12.94+0.02
−0.02 12.85
+0.04
−0.04 13.63
+0.01
−0.01 13.31
+0.03
−0.03 13.83
+0.04
−0.04 −9.10 −9.18 −8.41 −8.73 −8.21
(24) HD101436 · · · > 13.92 13.91+0.01
−0.01 · · · 14.20
+0.02
−0.02 · · · > −7.92 −7.93 · · · −7.63
(25) HD103779 13.05+0.03
−0.03 13.06
+0.02
−0.02 13.88
+0.01
−0.01 13.38
+0.04
−0.04 13.86
+0.02
−0.02 −9.07 −9.06 −8.24 −8.74 −8.27
(26) HD104705 · · · 13.67+0.01
−0.01 14.45
+0.01
−0.01 13.30
+0.03
−0.04 13.94
+0.03
−0.04 · · · −8.52 −7.74 −8.89 −8.25
(27) HD102065 · · · 13.03+0.03
−0.03 13.40
+0.02
−0.02 < 12.85 13.65
+0.15
−0.23 · · · −7.76 −7.39 < −7.94 −7.15
(28) HD116852 · · · 13.61+0.01
−0.01 14.12
+0.01
−0.01 13.43
+0.02
−0.02 14.31
+0.01
−0.01 · · · −8.53 −8.02 −8.71 −7.84
(29) HD114886 · · · 12.75+0.05
−0.05 13.60
+0.02
−0.02 < 12.49 14.01
+0.02
−0.02 · · · −9.04 −8.19 < −9.31 −7.78
(30) HD122879 13.06+0.02
−0.02 12.94
+0.02
−0.02 13.59
+0.01
−0.01 13.30
+0.03
−0.04 13.72
+0.04
−0.04 −8.95 −9.07 −8.42 −8.71 −8.29
(31) HD124314 13.08+0.01
−0.01 13.64
+0.01
−0.01 14.41
+0.01
−0.01 13.44
+0.02
−0.02 13.87
+0.02
−0.02 −8.56 −8.00 −7.23 −8.20 −7.77
(32) HD118246 · · · 13.20+0.02
−0.02 13.64
+0.02
−0.02 · · · · · · · · · −8.14 −7.70 · · · · · ·
(33) HD121968 · · · 13.48+0.01
−0.01 14.12
+0.01
−0.01 13.14
+0.05
−0.05 13.94
+0.02
−0.02 · · · −8.64 −8.01 −8.99 −8.18
(34) HD148937 · · · > 14.01 13.58+0.04
−0.04 · · · 13.83
+0.05
−0.06 · · · > −7.38 −7.82 · · · −7.56
(35) HD137595 · · · 12.41+0.06
−0.07 12.76
+0.05
−0.06 < 12.19 13.34
+0.04
−0.04 · · · −9.31 −8.96 < −9.54 −8.38
(36) HD152723 · · · 13.95+0.01
−0.01 13.97
+0.01
−0.01 · · · 14.33
+0.01
−0.01 · · · −7.90 −7.88 · · · −7.53
(37) HD147683 · · · < 11.92 13.07+0.05
−0.06 < 12.59 13.78
+0.07
−0.08 · · · < −9.18 −8.02 < −8.50 −7.32
(38) HD163758 · · · 13.69+0.01
−0.01 14.22
+0.01
−0.01 · · · 14.26
+0.03
−0.04 · · · −8.47 −7.94 · · · −7.90
Note. — The symbol “>” indicates that the flux reaches zero and hence the apparent column density value is a lower limit. The symbol “<” indicates that there is no
detection; the value quoted is a 3σ upper limit. The colon indicates that the column density is uncertain owing to uncertainties in the continuum placement. a: The stronger line
of the doublet is saturated so that the column density is based only on the weaker transition; in this case some saturation correction may be needed (see Savage & Sembach 1991)
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TABLE 5
Ionic Ratios from the Total Apparent Column Densities and
Apparent Column Density Profiles
ID Star Al III/Si IV C IV/Si IV C IV/N V N V/O VI C IV/O VI
(1) HD177989 · · · 0.62+0.01
−0.01 0.95 : −0.72 : 0.23
+0.04
−0.05
· · · 0.68+0.17
−0.27 0.91
+0.25
−0.62 −0.65
+0.14
−0.20 0.13
+0.24
−0.57
(2) HD201345 · · · 0.40+0.08
−0.09 > 0.80 < −0.98 −0.18
+0.07
−0.08
· · · 0.55+0.20
−0.38 · · · · · · −0.13
+0.08
−0.10
(3) HD195965 −0.07+0.04
−0.04 0.13
+0.06
−0.07 > 0.34 < −0.58 −0.25
+0.06
−0.07
0.02+0.14
−0.20 0.19
+0.18
−0.31 · · · · · · −0.21
+0.36
−0.56
(4) HD209339 0.66+0.08
−0.10 0.48
+0.09
−0.12 > 0.62 < −1.27 −0.65
+0.06
−0.07
0.53+0.18
−0.31 0.55
+0.21
−0.42 · · · · · · −0.54
+0.09
−0.11
(5) HD218915 · · · 0.83+0.03
−0.04 0.57 : −1.30 : −0.73
+0.32
−0.42
· · · 0.85+0.15
−0.22 −0.57
+0.24
−0.61 −1.08
+0.15
−0.24 −0.67
+0.12
−0.16
(6) HD224151 0.47+0.09
−0.12 0.73
+0.11
−0.14 · · · · · · −0.60
+0.07
−0.08
0.43+0.22
−0.45 0.73
+0.14
−0.22 · · · · · · −0.53
+0.06
−0.06
(7) HD3827 0.05+0.09
−0.11 0.84
+0.09
−0.12 > 1.06 < −1.31 −0.26
+0.04
−0.04
0.06+0.20
−0.38 0.72
+0.15
−0.23 · · · · · · −0.20
+0.22
−0.48
(8) HD15137 0.13+0.05
−0.06 0.52
+0.06
−0.07 · · · · · · > 0.01
0.05+0.34
−0.70 0.63
+0.11
−0.15 · · · · · · · · ·
(9) HD24534 0.05+0.01
−0.01 0.45
+0.01
−0.01 · · · · · · −0.36
+0.03
−0.03
0.06+0.14
−0.21 0.53
+0.14
−0.20 · · · · · · −0.43
+0.24
−0.61
(10) HD40005 · · · 0.65+0.12
−0.16 · · · · · · · · ·
· · · 0.69+0.11
−0.16 · · · · · · · · ·
(11) HD18100 · · · 0.52+0.03
−0.03 · · · · · · −0.09
+0.03
−0.04
· · · 0.53+0.15
−0.23 · · · · · · −0.04
+0.14
−0.20
(12) HD58510 · · · 0.47+0.04
−0.04 · · · · · · −0.54
+0.04
−0.04
· · · 0.63+0.20
−0.40 · · · · · · −0.48
+0.15
−0.24
(13) HD93840 · · · 0.44+0.04
−0.04 · · · · · · −0.51
+0.04
−0.05
· · · 0.48+0.10
−0.13 · · · · · · −0.47
+0.13
−0.18
(14) HD90087 · · · 0.78+0.05
−0.05 · · · · · · −0.61
+0.02
−0.02
· · · 0.59+0.14
−0.22 · · · · · · −0.55
+0.10
−0.12
(15) CPD592603 · · · < 0.26 0.58 : −0.19 : 0.39+0.11
−0.14
· · · 0.50+0.15
−0.24 0.57
+0.35
−0.65 −0.17
+0.14
−0.21 0.19
+0.24
−0.60
(16) HD93205 · · · < 0.21 1.22+0.07
−0.08 −1.19
+0.07
−0.08 0.03
+0.01
−0.01
−0.22+0.27
−0.93 0.45
+0.18
−0.32 1.17 : −0.74
+0.26
−0.70 −0.16
+0.26
−0.70
(17) HDE303308 · · · · · · > 0.88 −1.07+0.04
−0.04 > −0.19
−0.14+0.29
−1.26 0.47
+0.21
−0.42 0.69
+0.39
−0.34 −0.87
+0.17
−0.28 −0.36
+0.31
−1.51
(18) HD93222 · · · < 0.17 0.72+0.04
−0.05 −0.99
+0.04
−0.05 −0.27
+0.01
−0.01
−0.70+0.25
−0.69 0.32
+0.19
−0.36 0.92
+0.31
−1.36 −0.97
+0.09
−0.12 −0.21
+0.23
−0.50
(19) HD93206 · · · < −0.01 · · · · · · −0.01+0.01
−0.01
· · · 0.35+0.24
−0.57 · · · · · · −0.01
+0.19
−0.33
(20) HD93843 −0.01+0.02
−0.02 0.46
+0.02
−0.02 0.59
+0.03
−0.03 −0.97
+0.03
−0.03 −0.37
+0.01
−0.01
0.05+0.19
−0.33 0.50
+0.12
−0.16 0.63
+0.20
−0.39 −0.94
+0.11
−0.15 −0.28
+0.24
−0.56
(21) HD101131 · · · 0.20+0.01
−0.01 · · · · · · −0.24
+0.07
−0.08
· · · 0.43+0.19
−0.35 · · · · · · −0.18
+0.08
−0.10
(22) HD101190 · · · 0.12+0.03
−0.03 · · · · · · −0.46
+0.06
−0.06
· · · 0.39+0.19
−0.34 · · · · · · −0.49
+0.13
−0.18
(23) HD99857 0.09+0.04
−0.05 0.78
+0.04
−0.04 0.32
+0.03
−0.03 −0.52
+0.04
−0.05 −0.20
+0.04
−0.04
0.16+0.11
−0.15 0.78
+0.08
−0.10 0.40
+0.14
−0.21 −0.52
+0.13
−0.19 −0.14
+0.09
−0.12
(24) HD101436 · · · < −0.01 · · · · · · −0.29+0.02
−0.02
· · · 0.46+0.27
−0.84 · · · · · · −0.38
+0.16
−0.26
(25) HD103779 −0.01+0.03
−0.04 0.82
+0.02
−0.02 0.50
+0.04
−0.04 −0.47
+0.04
−0.04 0.02
+0.02
−0.02
0.06+0.11
−0.15 0.83
+0.09
−0.11 0.53
+0.28
−0.96 −0.42
+0.09
−0.12 −0.07
+0.16
−0.25
(26) HD104705 · · · 0.79+0.01
−0.01 > 1.15 −0.64
+0.05
−0.05 0.51
+0.03
−0.04
· · · 0.89+0.16
−0.26 · · · −0.33
+0.26
−0.78 0.44
+0.25
−0.68
(27) HD102065 · · · 0.37+0.04
−0.04 > 0.55 < −0.80 −0.24
+0.15
−0.23
· · · 0.32+0.12
−0.17 · · · · · · −0.28
+0.03
−0.03
(28) HD116852 · · · 0.51+0.01
−0.01 0.69
+0.02
−0.02 −0.87
+0.02
−0.02 −0.19
+0.01
−0.01
· · · 0.61+0.14
−0.20 0.73
+0.13
−0.19 −0.79
+0.12
−0.17 −0.12
+0.17
−0.29
(29) HD114886 · · · 0.85+0.05
−0.06 > 1.12 < −1.52 −0.41
+0.03
−0.03
· · · 0.85+0.12
−0.16 · · · · · · −0.17
+0.12
−0.17
(30) HD122879 0.12+0.03
−0.03 0.65
+0.02
−0.03 0.29
+0.04
−0.04 −0.42
+0.05
−0.06 −0.13
+0.04
−0.05
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TABLE 5 — Continued
ID Star Al III/Si IV C IV/Si IV C IV/N V N V/O VI C IV/O VI
0.20+0.18
−0.33 0.69
+0.09
−0.12 0.32
+0.15
−0.24 −0.44
+0.07
−0.08 −0.01
+0.22
−0.47
(31) HD124314 −0.56+0.02
−0.02 0.77
+0.01
−0.01 0.97
+0.02
−0.02 −0.43
+0.03
−0.03 0.54
+0.02
−0.02
−0.21+0.26
−0.77 0.99
+0.19
−0.33 0.85
+0.20
−0.38 −0.28
+0.11
−0.15 0.40
+0.23
−0.53
(32) HD118246 · · · 0.44+0.03
−0.03 · · · · · · · · ·
· · · 0.52+0.18
−0.32 · · · · · · · · ·
(33) HD121968 · · · 0.64+0.01
−0.01 0.98
+0.05
−0.06 −0.81
+0.05
−0.06 0.17
+0.02
−0.02
· · · 0.69+0.13
−0.20 0.93
+0.19
−0.36 −0.70
+0.10
−0.13 0.31
+0.26
−0.70
(34) HD148937 · · · < −0.44 · · · · · · −0.26+0.06
−0.07
· · · −0.10+0.33
−0.92 · · · · · · −0.42
+0.10
−0.14
(35) HD137595 · · · 0.35+0.08
−0.10 > 0.57 < −1.15 −0.58
+0.07
−0.08
· · · 0.34+0.19
−0.34 · · · · · · −0.41
+0.16
−0.26
(36) HD152723 · · · 0.02+0.01
−0.01 · · · · · · −0.36
+0.01
−0.01
· · · 0.51+0.25
−0.68 · · · · · · −0.49
+0.17
−0.28
(37) HD147683 · · · > 1.16 > 0.48 < −1.18 −0.70+0.08
−0.10
· · · · · · · · · · · · −0.75+0.05
−0.06
(38) HD163758 · · · 0.53+0.01
−0.01 · · · · · · −0.04
+0.03
−0.04
· · · 0.56+0.12
−0.16 · · · · · · −0.10
+0.06
−0.07
Note. — Column density Ratios on the same row that of the ID-Star line are estimated from the total column density summarized in Table 4.
The immediate next row summarizes the average results based on the pixe-by-pixel analysis of the AOD ratio profiles. Values preceded by “<”
in the C IV/Si IV column are upper limit (Si IV absorption is saturated), while in the N V/O VI column those are 3σ upper limits (N V is not
detected). Values preceded by “>” in the C IV/N V column are 3σ lower limit (N V is not detected).
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TABLE 6
Results from the Profile Fits
No. v b logN
(km s−1) (km s−1) [cm−2]
(1) – HD177989 – R = 0
– C IV –
1 −44.7± 0.4 15.8± 0.6 12.93 ± 0.01
2 −11.5± 0.3 12.0± 0.4 13.43 ± 0.02
3 10.3± 1.2 10.3± 1.3 13.41 ± 0.09
4 21.6± 0.3 6.9± 0.4 13.40 ± 0.08
5 42.7± 0.1 16.0± 0.1 14.27 ± 0.01
– N V –
1 −47.5± 1.2 7.8 : 12.19 :
2 4.7± 0.3 1.4 : 11.91 :
3 20.3± 1.1 43.1 : 13.43 :
4 46.6± 1.0 6.3 : 12.17 :
– Si IV –
1 −44.5± 0.9 18.2± 1.3 12.06 ± 0.03
2 −12.4± 0.1 10.2± 0.1 12.79 ± 0.01
3 5.8± 0.1 7.8± 0.1 12.45 ± 0.01
4 21.0± 0.1 9.4± 0.1 13.23 ± 0.01
5 43.3± 0.0 13.2± 0.1 13.58 ± 0.01
(2) – HD201345 – R = 0
– C IV –
1 10.9± 0.5 19.8± 0.7 13.38 ± 0.01
2 90.2± 0.5 10.3± 0.7 12.93 ± 0.02
– Si IV –
1 10.6± 0.2 13.4± 0.3 12.91 ± 0.01
2 90.8± 0.5 7.9± 0.7 12.18 ± 0.03
(3) – HD195965 – R = 1
– AlIII –
1 2.2± 0.9 6.8± 0.7 12.48 ± 0.07
2 9.9± 0.8 4.4± 0.8 12.01 ± 0.21
– C IV –
1 3.8± 0.9 11.9± 1.3 12.75 ± 0.04
– Si IV –
1 −2.5± 0.2 2.5± 0.4 12.12 ± 0.09
2 4.3± 0.7 8.2± 0.7 12.49 ± 0.04
(4) – HD209339 – R = 1
– AlIII –
1 −71.2± 0.3 8.7± 0.4 12.17 ± 0.02
2 −54.3± 0.3 4.3± 0.5 11.63 ± 0.04
3 −14.6± 0.3 13.4± 0.2 12.98 ± 0.02
4 −8.5± 0.1 6.3± 0.1 12.97 ± 0.02
– C IV –
1 −29.1± 2.1 6.2± 2.8 12.14 ± 0.23
2 −9.8± 17.3 13.4± 3.5 12.95 ± 0.19
3 15.3± 1.9 20.7± 16.2 12.55 ± 0.40
– Si IV –
1 −11.5± 0.2 11.9± 0.3 12.65 ± 0.01
(5) – HD218915 – R = 2
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No. v b logN
(km s−1) (km s−1) [cm−2]
– C IV –
1 −32.6± 1.0 26.1± 1.1 13.32 ± 0.02
2 −0.6± 1.2 11.5± 1.1 13.08 ± 0.06
3 19.5± 0.8 10.6± 1.9 12.81 ± 0.13
4 42.8± 1.5 19.8± 1.5 13.15 ± 0.04
– N V –
1 −38.0± 1.2 24.9 : 12.87 :
2 27.5± 1.2 24.4 : 12.84 :
– Si IV –
1 −44.9± 1.9 6.4± 2.9 11.91 ± 0.24
2 −26.9± 3.0 12.6± 5.9 12.26 ± 0.28
3 −4.9± 1.2 8.0± 2.5 12.21 ± 0.24
4 13.7± 16.1 33.7± 15.7 12.58 ± 0.24
(6) – HD224151 – R = 0
– AlIII –
1 −46.3± 0.2 3.5± 0.3 12.12 ± 0.08
2 −42.8± 0.7 7.5± 0.5 12.24 ± 0.06
3 −12.3± 0.7 17.2± 0.8 12.63 ± 0.02
4 2.2± 0.4 5.3± 0.8 11.82 ± 0.10
– C IV –
1 −42.8± 0.7 6.5± 1.1 12.58 ± 0.05
2 −22.1± 0.4 7.5± 0.6 12.96 ± 0.03
– Si IV –
1 −44.7± 0.9 7.2± 1.4 11.92 ± 0.06
2 −20.8± 0.5 8.0± 0.7 12.27 ± 0.03
(7) – HD3827 – R = 0
– AlIII –
1 −53.1± 0.2 4.6± 0.3 11.85 ± 0.03
2 −24.8± 0.8 25.5± 0.7 12.65 ± 0.01
3 −13.1± 0.3 8.4± 0.5 12.13 ± 0.04
– C IV –
1 −13.3± 0.2 36.3± 2.6 13.24 ± 0.03
2 −11.2± 1.4 7.3± 0.3 13.33 ± 0.02
– Si IV –
1 −12.8± 0.2 4.3± 0.5 12.28 ± 0.05
2 −9.6± 0.7 18.0± 1.1 12.65 ± 0.03
(8) – HD15137 – R = 0
– AlIII –
1 −84.3± 0.3 4.7± 0.5 11.89 ± 0.06
2 −75.4± 0.9 15.1± 0.8 12.26 ± 0.03
3 −18.0± 0.5 18.1± 1.2 12.45 ± 0.04
4 −16.6± 0.2 6.7± 0.5 12.20 ± 0.07
– C IV –
1 −90.3± 0.6 1.4± 1.6 11.81 ± 0.15
2 −77.4± 0.4 4.6± 0.7 12.53 ± 0.07
3 −52.6± 1.4 25.4± 2.0 13.12 ± 0.03
– Si IV –
1 −77.8± 0.4 3.8± 0.7 12.05 ± 0.07
2 −61.4± 0.5 2.7± 1.1 11.73 ± 0.12
3 −50.0± 3.4 26.7± 3.7 12.46 ± 0.07
(9) – HD24534 – R = 1
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No. v b logN
(km s−1) (km s−1) [cm−2]
– AlIII –
1 −7.2± 0.3 4.5± 0.4 11.73 ± 0.08
2 4.0± 0.1 8.6± 0.1 13.09 ± 0.01
3 21.4± 0.2 5.2± 0.3 11.62 ± 0.03
– C IV –
1 5.8± 0.2 13.1± 0.2 13.36 ± 0.01
2 9.8± 0.1 4.7± 0.2 13.02 ± 0.02
– Si IV –
1 5.7± 0.1 10.4± 0.1 13.02 ± 0.01
2 7.9± 0.1 2.9± 0.2 12.13 ± 0.04
(10) – HD40005 – R = 0
– C IV –
1 −2.1± 1.1 21.2± 1.6 12.87 ± 0.03
– Si IV –
1 −8.0± 0.9 13.8± 1.3 12.13 ± 0.03
(11) – HD18100 – R = 1
– C IV –
1 −30.0± 1.1 9.7± 1.1 12.79 ± 0.07
2 −8.4± 0.4 13.5± 0.5 13.48 ± 0.02
– Si IV –
1 −27.6± 0.7 10.6± 0.9 12.52 ± 0.04
2 −8.4± 0.2 8.8± 0.3 12.93 ± 0.01
(12) – HD58510 – R = 0
– C IV –
1 4.0± 0.9 5.0± 2.0 12.27 ± 0.18
2 24.6± 0.5 22.8± 0.7 13.62 ± 0.01
3 31.8± 0.6 1.7± 1.3 12.10 ± 0.14
– Si IV –
1 4.1± 0.3 7.2± 0.4 12.67 ± 0.02
2 15.6± 0.3 4.4± 0.6 12.32 ± 0.08
3 28.5± 0.5 11.9± 0.6 12.86 ± 0.02
(13) – HD93840 – R = 0
– C IV –
1 −16.0± 0.6 20.0± 0.9 13.40 ± 0.04
2 −7.9± 1.1 8.1± 1.1 12.98 ± 0.09
– Si IV –
1 −26.0± 1.5 8.0± 1.4 12.38 ± 0.18
2 −10.9± 1.1 12.4± 0.9 12.99 ± 0.04
(14) – HD90087 – R = 0
– C IV –
1 −14.5± 1.0 31.2± 1.0 13.39 ± 0.02
2 −2.9± 0.4 10.3± 0.8 12.95 ± 0.05
– Si IV –
1 −3.0± 0.2 10.0± 0.3 12.75 ± 0.01
(15) – CPD592603 – R = 2
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No. v b logN
(km s−1) (km s−1) [cm−2]
– C IV –
1 −159.3± 4.4 24.9± 3.9 13.23 ± 0.10
2 −135.8± 1.4 11.7± 2.7 12.89 ± 0.22
3 −109.0± 0.6 4.2± 1.2 12.41 ± 0.13
4 −99.9± 2.2 34.5± 3.1 13.72 ± 0.04
5 −55.5± 0.2 5.0± 0.2 14.07 ± 0.03
6 −42.3± 0.3 6.9± 0.3 14.01 ± 0.02
7 −20.3± 1.4 29.2± 1.4 13.68 ± 0.03
– N V –
1 −162.9± 1.3 48.4 : 13.6 :
2 −36.1± 1.0 50.6 : 13.7 :
– Si IV –
1 −173.0± 0.5 7.6± 0.7 12.16 ± 0.05
2 −139.8± 2.0 20.9± 2.8 12.84 ± 0.06
3 −113.0± 1.0 3.6± 2.6 11.78 ± 0.31
4 −101.9± 1.3 16.5± 1.5 13.04 ± 0.06
5 −59.3± 1.2 3.2 : 14.30 :
6 −50.7± 1.8 38.9± 4.0 13.18 ± 0.03
7 −47.0± 1.5 6.4 : 14.78 :
8 −4.8± 0.4 12.6± 0.9 12.59 ± 0.05
(16) – HD93205 – R = 2
– AlIII –
1 −115.3± 0.9 4.6± 1.2 11.30 ± 0.11
2 −101.7± 0.2 7.8± 0.3 12.22 ± 0.02
3 −74.5± 0.3 3.1± 0.4 11.47 ± 0.05
4 −47.7± 0.0 7.3 : 13.83 :
5 −41.8± 1.2 18.0± 1.5 12.80 ± 0.04
6 −16.7± 0.2 5.2± 0.3 12.31 ± 0.05
7 −5.1± 0.2 9.0± 0.2 12.83 ± 0.01
– C IV –
1 −107.2± 0.3 11.7± 0.4 12.97 ± 0.01
2 −72.2± 0.1 6.4± 0.1 13.18 ± 0.01
3 −46.1± 0.0 8.1± 0.1 14.31 ± 0.01
4 −13.2± 0.4 25.8± 0.5 13.64 ± 0.01
5 87.3± 0.8 14.2± 1.2 12.61 ± 0.03
– N V –
1 −124.3± 2.2 21.4± 3.1 12.67 ± 0.05
2 −13.7± 1.1 22.8± 1.6 13.01 ± 0.03
– Si IV –
1 −106.5± 0.6 10.1± 0.9 12.51 ± 0.03
2 −73.7± 0.2 5.4± 0.3 12.57 ± 0.03
3 −54.9± 0.9 1.9 : 15.79 :
4 −42.3± 1.2 8.8± 0.5 14.01 ± 0.10
5 −8.6± 0.4 16.3± 0.6 12.83 ± 0.01
(17) – HDE303308 – R = 2
– AlIII –
1 −72.8± 0.1 5.1± 0.2 12.36 ± 0.02
2 −54.0± 0.6 29.4± 0.4 13.36 ± 0.01
3 −42.5± 0.1 8.3 : 14.00 :
4 −6.7± 0.2 10.7± 0.2 12.88 ± 0.01
5 59.0± 0.5 8.8± 0.7 11.98 ± 0.03
6 78.8± 0.6 7.8± 0.9 11.78 ± 0.04
– C IV –
1 −94.8± 3.5 28.9± 2.5 13.54 ± 0.07
2 −87.4± 0.6 6.1± 0.8 12.88 ± 0.10
3 −74.7± 0.5 6.8± 1.0 13.05 ± 0.10
4 −49.0± 0.3 13.7± 0.9 14.29 ± 0.03
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No. v b logN
(km s−1) (km s−1) [cm−2]
5 −46.7± 0.2 4.1 : 16.38 :
6 −22.8± 5.7 33.0± 4.5 13.73 ± 0.09
7 −5.1± 1.3 3.6± 0.7 12.28 ± 0.09
8 54.2± 0.4 22.8± 1.8 12.89 ± 0.04
– N V –
1 −55.3± 4.2 40.3± 6.5 13.50 ± 0.12
2 −3.8± 8.5 31.9± 9.7 13.18 ± 0.27
3 59.0± 8.8 31.0± 5.0 13.08 ± 0.08
– Si IV –
1 −89.7± 1.5 3.5± 0.2 13.00 ± 0.02
2 −87.6± 0.1 19.6± 1.2 13.35 ± 0.04
3 −73.2± 0.3 5.3± 0.6 13.08 ± 0.07
4 −50.6± 0.2 12.5 : 14.31 :
5 −9.7± 0.5 14.6± 0.7 12.71 ± 0.02
(18) – HD93222 – R = 1
– AlIII –
1 −79.7± 0.2 6.2± 0.3 12.01 ± 0.02
2 −61.3± 0.1 5.3± 0.2 12.46 ± 0.02
3 −41.3± 0.5 12.6± 0.4 13.03 ± 0.02
4 −33.4± 0.1 4.4 : 13.62 :
5 −7.7± 0.1 12.1± 0.2 12.98 ± 0.01
– C IV –
1 −110.8± 3.4 17.8± 3.0 12.95 ± 0.10
2 −94.6± 0.2 7.5± 0.3 13.50 ± 0.03
3 −77.3± 0.1 7.8± 0.2 13.85 ± 0.01
4 −58.6± 0.3 7.1± 0.5 13.40 ± 0.03
5 −45.8± 0.2 5.5± 0.3 13.51 ± 0.02
6 −31.2± 0.1 6.4± 0.2 13.59 ± 0.02
7 −13.7± 0.9 27.0± 0.8 13.76 ± 0.02
– N V –
1 −11.6± 1.2 58.8± 1.6 13.69 ± 0.01
– Si IV –
1 −97.1± 15.1 4.5± 0.7 12.59 ± 0.11
2 −94.1± 0.3 22.8± 8.0 12.89 ± 0.38
3 −86.5± 0.9 4.1± 1.0 12.54 ± 0.18
4 −77.7± 0.3 4.9± 0.5 13.21 ± 0.07
5 −56.2± 11.1 9.8± 2.9 13.25 ± 0.30
6 −46.3± 0.4 4.4± 0.6 13.17 ± 0.11
7 −31.5± 1.8 4.1 : 14.59 :
8 −28.5± 0.1 31.5± 5.7 13.67 ± 0.17
9 −8.0± 0.6 2.9± 1.2 11.99 ± 0.19
10 4.8± 0.3 7.7± 0.5 12.83 ± 0.05
11 38.2± 0.4 5.5± 0.7 12.01 ± 0.05
12 52.0± 0.0 6.2± 0.1 12.07 ± 0.01
(19) – HD93206 – R = 2
– C IV –
1 −96.2± 0.4 8.7± 0.4 13.82 ± 0.03
2 −86.7± 0.5 3.7± 0.8 12.96 ± 0.16
3 −66.2± 1.5 31.4± 1.1 14.02 ± 0.02
4 −46.0± 0.4 7.3± 0.8 13.27 ± 0.07
5 −31.8± 0.3 5.4± 0.5 13.46 ± 0.04
6 −18.9± 0.2 6.6± 0.5 13.71 ± 0.03
7 −4.2± 0.2 5.6± 0.4 13.65 ± 0.06
8 8.0± 8.8 5.8± 0.7 13.38 ± 0.14
9 14.3± 0.4 16.2± 5.6 13.32 ± 0.29
– Si IV –
1 −97.1± 0.4 2.4± 0.9 12.27 ± 0.20
2 −96.3± 0.4 11.2± 0.8 13.24 ± 0.09
3 −87.7± 1.6 3.4± 0.9 12.52 ± 0.22
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No. v b logN
(km s−1) (km s−1) [cm−2]
4 −72.2± 0.9 11.4± 2.4 13.00 ± 0.11
5 −62.0± 0.5 3.0± 1.3 11.95 ± 0.25
6 −37.9± 3.6 17.1± 3.0 13.60 ± 0.15
7 −32.9± 0.2 2.4 : 15.39 :
8 −20.8± 0.4 2.8 : 14.53 :
9 0.5± 0.4 15.3 : 14.31 :
(20) – HD93843 – R = 0
– AlIII –
1 −68.8± 0.2 8.4± 0.3 12.56 ± 0.01
2 −51.5± 0.2 5.9± 0.4 12.43 ± 0.03
3 −30.8± 0.3 3.6± 0.1 12.96 ± 0.01
4 −18.7± 0.1 21.6± 0.4 13.25 ± 0.01
– C IV –
1 −54.4± 2.3 21.7± 1.4 13.66 ± 0.06
2 −50.0± 0.2 4.1± 0.4 12.96 ± 0.05
3 −27.4± 0.6 5.4± 1.7 12.57 ± 0.29
4 −14.2± 0.8 4.6± 1.9 12.35 ± 0.30
5 −13.5± 5.4 22.3± 3.1 13.48 ± 0.14
– N V –
1 −23.6± 1.0 45.2± 1.4 13.37 ± 0.01
– Si IV –
1 −68.6± 0.6 5.7± 0.7 12.39 ± 0.05
2 −59.6± 0.4 3.5± 0.8 12.29 ± 0.11
3 −50.3± 0.2 4.7± 0.5 12.95 ± 0.04
4 −41.5± 0.7 4.1± 0.7 12.45 ± 0.11
5 −29.6± 0.1 2.7± 0.2 12.56 ± 0.03
6 −21.2± 1.6 25.1± 1.4 13.12 ± 0.03
(21) – HD101131 – R = 2
– C IV –
1 −60.0± 8.7 15.4± 4.7 13.16 ± 0.33
2 −54.8± 1.3 7.1± 1.7 13.00 ± 0.33
3 −37.1± 0.8 6.2± 1.4 13.03 ± 0.19
4 −24.0± 0.6 8.5± 0.8 13.41 ± 0.06
5 −4.3± 2.8 23.7± 2.6 13.32 ± 0.06
– Si IV –
1 −57.8± 0.4 7.3± 0.3 12.76 ± 0.03
2 −52.6± 0.2 2.0± 0.6 12.06 ± 0.12
3 −38.4± 0.2 4.8± 0.3 12.75 ± 0.03
4 −24.0± 0.1 7.2± 0.2 13.63 ± 0.01
5 −3.7± 2.2 15.1± 2.5 12.40 ± 0.07
(22) – HD101190 – R = 2
– C IV –
1 −36.3± 0.1 7.3± 0.2 13.37 ± 0.01
2 −29.4± 0.7 42.9± 1.1 13.64 ± 0.01
– Si IV –
1 −70.4± 0.7 4.1± 1.1 12.07 ± 0.08
2 −35.5± 0.1 6.8± 0.1 13.64 ± 0.01
3 −20.2± 1.3 29.3± 1.2 12.93 ± 0.02
(23) – HD99857 – R = 1
– AlIII –
1 −43.3± 0.3 4.3± 0.5 11.82 ± 0.05
2 −26.2± 0.2 10.2± 0.4 12.77 ± 0.01
3 −4.9± 0.4 9.6± 0.5 12.48 ± 0.02
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No. v b logN
(km s−1) (km s−1) [cm−2]
– C IV –
1 −30.7± 0.6 8.8± 1.4 12.76 ± 0.10
2 −22.6± 0.7 25.3± 0.7 13.57 ± 0.02
– N V –
1 −22.3± 1.0 35.9± 1.4 13.30 ± 0.01
– Si IV –
1 −30.4± 0.7 12.9± 0.9 12.71 ± 0.03
2 −19.3± 0.4 2.0± 1.0 11.62 ± 0.15
3 −5.1± 1.1 10.7± 1.4 12.27 ± 0.06
(24) – HD101436 – R = 1
– C IV –
1 −29.2± 0.2 10.4± 0.4 13.50 ± 0.03
2 −28.2± 0.4 28.4± 0.9 13.69 ± 0.02
– Si IV –
1 −35.8± 0.1 10.4± 1.9 13.10 ± 0.24
2 −29.4± 3.2 4.7 : 14.67 :
3 −19.2± 8.6 18.9± 4.8 12.69 ± 0.26
(25) – HD103779 – R = 1
– AlIII –
1 −30.1± 0.9 12.2± 1.0 12.49 ± 0.04
2 −18.7± 0.2 3.7± 0.3 12.24 ± 0.05
3 −6.0± 0.1 7.4± 0.2 12.86 ± 0.01
– C IV –
1 −18.4± 0.5 7.0± 2.4 12.75 ± 0.18
2 −16.2± 1.7 24.6± 1.0 13.60 ± 0.02
3 −6.3± 0.2 5.4± 0.3 13.52 ± 0.02
– N V –
1 −14.2± 0.4 35.0± 0.5 13.41 ± 0.01
– Si IV –
1 −16.2± 0.6 18.2± 0.5 12.81 ± 0.02
2 −7.1± 0.1 4.8± 0.2 12.80 ± 0.01
(26) – HD104705 – R = 1
– C IV –
1 −78.6± 0.0 7.3± 0.1 13.73 ± 0.01
2 −75.4± 1.3 18.7± 1.9 13.10 ± 0.04
3 −24.8± 0.1 5.5± 0.2 13.62 ± 0.02
4 −19.6± 0.7 27.7± 1.1 13.68 ± 0.02
5 −11.4± 0.4 5.6± 0.4 13.88 ± 0.04
6 −2.3± 0.3 4.8± 0.2 13.86 ± 0.04
– N V –
1 −80.3± 1.6 19.4± 2.1 12.78 ± 0.06
2 −29.2± 1.8 33.5± 2.5 13.16 ± 0.03
– Si IV –
1 −79.9± 0.1 6.6± 0.1 12.74 ± 0.01
2 −26.1± 0.1 4.5± 0.1 12.89 ± 0.02
3 −19.4± 0.3 20.4± 0.5 13.08 ± 0.02
4 −13.3± 0.2 5.0± 0.2 13.02 ± 0.02
5 −4.3± 0.2 4.9± 0.1 13.09 ± 0.02
(27) – HD102065 – R = 0
– C IV –
Highly-Ionized Plasmas in the Milky Way 65
TABLE 6 — Continued
No. v b logN
(km s−1) (km s−1) [cm−2]
1 −15.7± 0.7 42.0± 1.0 13.40 ± 0.01
– Si IV –
1 −17.0± 0.5 31.4± 0.6 13.01 ± 0.01
(28) – HD116852 – R = 0
– C IV –
1 −38.1± 0.3 6.0± 0.5 13.00 ± 0.04
2 −26.4± 1.3 33.7± 1.2 14.02 ± 0.02
3 −12.4± 0.4 4.5± 0.8 12.70 ± 0.08
4 13.8± 1.1 14.8± 1.7 13.10 ± 0.11
– N V –
1 −14.6± 0.4 40.4± 0.5 13.43 ± 0.01
– Si IV –
1 −39.2± 0.2 7.2± 0.3 12.88 ± 0.02
2 −25.2± 0.7 26.7± 0.6 13.40 ± 0.01
3 −13.4± 0.2 4.8± 0.3 12.65 ± 0.03
4 16.3± 0.8 12.7± 1.0 12.56 ± 0.05
(29) – HD114886 – R = 0
– C IV –
1 −37.6± 1.0 14.4± 1.9 13.02 ± 0.09
2 −14.6± 2.5 37.1± 1.8 13.49 ± 0.04
– Si IV –
1 −28.5± 1.0 31.7± 1.4 12.75 ± 0.02
(30) – HD122879 – R = 0
– AlIII –
1 −84.9± 0.3 3.6± 0.4 11.59 ± 0.04
2 −47.7± 0.3 6.8± 0.4 12.24 ± 0.03
3 −29.7± 0.3 10.6± 0.4 12.82 ± 0.01
4 −5.4± 0.2 11.0± 0.5 12.51 ± 0.02
– C IV –
1 −85.2± 0.7 2.7± 1.3 11.85 ± 0.11
2 −41.4± 10.9 18.0± 2.0 13.26 ± 0.36
3 −21.4± 4.1 22.6± 5.4 13.33 ± 0.31
– N V –
1 −18.3± 1.2 37.7± 1.6 13.32 ± 0.02
– Si IV –
1 −85.0± 0.5 1.3± 1.0 11.27 ± 0.10
2 −47.3± 0.6 9.0± 0.7 12.49 ± 0.03
3 −36.0± 0.8 3.8± 1.1 12.09 ± 0.24
4 −27.7± 1.6 6.5± 2.5 12.26 ± 0.21
5 −11.8± 1.7 13.0± 1.6 12.44 ± 0.06
(31) – HD124314 – R = 3
– AlIII –
1 −34.0± 0.7 18.3± 0.6 12.89 ± 0.02
2 −32.9± 0.1 3.9± 0.2 12.38 ± 0.03
3 −23.0± 0.3 3.3± 0.6 11.82 ± 0.10
4 −4.1± 0.5 7.8± 0.6 12.19 ± 0.04
– C IV –
1 −43.0± 2.7 13.0± 1.4 13.79 ± 0.13
2 −28.7± 0.4 9.7± 0.4 14.38 ± 0.04
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TABLE 6 — Continued
No. v b logN
(km s−1) (km s−1) [cm−2]
3 −4.9± 7.5 21.6± 6.9 12.91 ± 0.17
– N V –
1 −31.9± 0.3 14.9± 0.5 13.37 ± 0.01
2 −0.7± 0.8 7.9± 1.2 12.57 ± 0.06
– Si IV –
1 −50.5± 0.6 5.4± 0.9 12.04 ± 0.06
2 −32.0± 0.1 2.6± 0.3 13.31 ± 0.07
3 −29.4± 0.1 10.2± 0.2 13.51 ± 0.01
4 −2.6± 1.0 6.6± 1.6 11.85 ± 0.07
(32) – HD118246 – R = 0
– C IV –
1 −28.2± 0.5 28.9± 0.6 13.65 ± 0.01
– Si IV –
1 −55.4± 1.8 11.7± 2.0 12.25 ± 0.10
2 −26.6± 0.5 16.7± 1.1 13.08 ± 0.03
3 −8.8± 0.3 4.9± 0.7 12.29 ± 0.08
(33) – HD121968 – R = 0
– C IV –
1 −62.7± 0.3 9.3± 0.5 13.10 ± 0.04
2 −45.4± 0.4 2.9± 0.7 12.24 ± 0.10
3 −24.7± 0.6 29.6± 0.6 13.97 ± 0.01
4 −19.9± 0.8 3.4± 0.9 12.59 ± 0.20
5 −12.0± 0.5 6.1± 0.5 13.34 ± 0.04
– N V –
1 −14.7± 1.0 34.7± 1.5 13.15 ± 0.02
– Si IV –
1 −65.5± 0.5 5.7± 0.6 12.25 ± 0.04
2 −58.8± 0.3 2.2± 0.5 11.75 ± 0.12
3 −45.2± 0.4 10.8± 0.8 12.52 ± 0.03
4 −19.9± 0.2 2.0± 0.4 11.95 ± 0.07
5 −13.4± 0.3 17.1± 0.3 13.32 ± 0.01
6 −13.0± 0.1 3.3± 0.2 12.56 ± 0.03
(34) – HD148937 – R = 2
– C IV –
1 −157.1± 1.6 22.7± 2.4 12.94 ± 0.04
2 −122.7± 0.7 9.2± 1.3 12.75 ± 0.06
3 −105.1± 0.2 5.8± 0.3 12.95 ± 0.02
4 −28.8± 4.7 13.2± 3.9 12.84 ± 0.44
5 −8.3± 15.4 20.1± 11.4 12.91 ± 0.39
– Si IV –
1 −163.7± 0.3 4.7± 0.6 12.44 ± 0.06
2 −154.0± 0.8 19.2± 0.9 13.04 ± 0.02
3 −124.9± 0.5 4.1± 0.4 13.09 ± 0.06
4 −118.0± 0.4 3.5± 0.6 13.05 ± 0.08
5 −106.2± 0.1 4.0 : 14.35 :
6 −33.1± 0.7 8.0± 1.1 12.46 ± 0.08
7 −31.2± 0.1 2.5± 0.3 12.61 ± 0.05
(35) – HD137595 – R = 0
– C IV –
1 −0.6± 1.0 12.4± 1.4 12.73 ± 0.04
– Si IV –
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TABLE 6 — Continued
No. v b logN
(km s−1) (km s−1) [cm−2]
1 −5.7± 0.4 6.4± 0.6 12.28 ± 0.03
2 7.5± 0.5 3.7± 0.8 11.85 ± 0.07
(36) – HD152723 – R = 1
– C IV –
1 −27.0± 0.3 52.2± 1.3 13.69 ± 0.01
2 −23.3± 0.1 12.8± 0.3 13.55 ± 0.02
3 −15.5± 0.7 3.5± 0.2 13.16 ± 0.03
– Si IV –
1 −29.8± 0.3 4.6± 0.2 13.38 ± 0.03
2 −18.7± 0.2 2.5 : 15.99 :
(37) – HD147683 – R = 0
– C IV –
1 −11.2± 1.1 25.2± 1.6 13.01 ± 0.02
– Si IV –
1 4.1± 0.6 3.5± 0.9 11.54 ± 0.07
(38) – HD163758 – R = 1
– C IV –
1 −29.5± 1.5 11.9± 1.2 13.35 ± 0.12
2 −6.2± 1.1 17.2± 2.3 13.78 ± 0.06
3 4.0± 0.3 42.8± 1.3 13.80 ± 0.03
4 17.1± 1.2 6.5± 0.5 13.17 ± 0.06
5 87.1± 1.0 4.6± 1.7 12.10 ± 0.14
6 105.5± 1.1 12.6± 1.7 12.70 ± 0.05
– Si IV –
1 −24.1± 2.3 17.8± 1.8 13.25 ± 0.07
2 −4.3± 0.8 10.5± 1.5 13.21 ± 0.11
3 13.9± 1.0 9.9± 1.3 13.10 ± 0.08
4 37.8± 3.0 11.1± 4.0 12.21 ± 0.14
5 107.7± 3.2 6.5± 5.5 11.60 ± 0.22
Note. — Each doublet of a given ion was simultaneously fitted, but each species was independently fitted. A value followed by “:” mean
that the flux in this component is zero in both lines of the doublet, except for N V where it indicates that the values are uncertain owing to
uncertainties in the continuum placement. Velocities are in the LSR frame.
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TABLE 7
Column densities in Broad and Narrow Components
Sample 〈logN〉 logN1/2 〈logN〉 logN1/2
[cm−2] [cm−2] [cm−2] [cm−2]
Broad Narrow
– Al III –
All 12.59± 0.39 12.56 12.04± 0.44 12.01
R = 0 12.50± 0.32 12.51 12.09± 0.46 11.89
R > 0 12.64± 0.42 12.80 12.01± 0.45 12.01
– Si IV –
All 12.79± 0.47 12.80 12.40± 0.50 12.32
R = 0 12.68± 0.42 12.67 12.18± 0.40 12.28
R > 0 12.86± 0.50 12.84 12.54± 0.51 12.57
– C IV –
All 13.33± 0.40 13.36 13.09± 0.60 13.05
R = 0 13.35± 0.37 13.40 12.67± 0.48 12.59
R > 0 13.32± 0.41 13.35 13.29± 0.55 13.38
– N V –
All 13.25± 0.30 13.32 12.21± 0.27 12.19
R = 0 13.34± 0.11 13.37 12.09± 0.16 12.17
R > 0 13.22± 0.34 13.18 · · · a · · · a
Note. — Saturated components are excluded from the sam-
ples. For Al III, Si IV, C IV, and N V, the cutoff between
narrow and broad components is 6.5, 6.5, 10, and 9 km s−1,
respectively. N1/2 stands for the median value. a: only a
single component is available with logN = 12.57
TABLE 8
Volume Densities in the Galactic Plane for the Different Ionsa
Sample 〈logn〉Al III 〈logn〉Si IV 〈logn〉C IV 〈logn〉N V 〈logn〉O VI
R ≥ 0 −8.65± 0.11 (14) −8.53± 0.10 (36) −8.07± 0.07 (36) −8.80± 0.09 (21) −7.84± 0.07 (34)
R ≥ 0b −8.80± 0.11 (10) −8.69± 0.10 (29) −8.17± 0.08 (29) −8.86± 0.11 (16) −7.91± 0.07 (27)
R ≥ 0c −8.78± 0.11 (11) −8.72± 0.09 (28) −8.08± 0.07 (35) −8.68± 0.09 (13) −7.81± 0.06 (33)
R = 0b −8.98± 0.09 (4) −8.79± 0.14 (17) −8.24± 0.10 (17) −8.92± 0.15 (9) −7.94± 0.11 (15)
R > 0b −8.68± 0.17 (6) −8.54± 0.15 (12) −8.06± 0.12 (12) −8.82± 0.12 (7) −7.88± 0.08 (12)
Carinad −8.27± 0.11 (4) −7.87± 0.14 (7) −7.64± 0.10 (7) −8.61± 0.18 (5) −7.55± 0.09 (7)
Note. — a: Mean Volume density 〈logn〉 = 〈log(N/d)〉 with its standard deviation of the mean. The value between
parentheses is the number of data points used to estimate 〈log(N/d)〉. Only sight line with |zh| ≤ 1.3 kpc were
considered and note that only 3 sight lines have 0.9 ≤ |zh| ≤ 1.3 kpc. b: Stars 15 to 21 from the Carina region were
excluded. c: Upper or lower limits were excluded. d: Only stars 15 to 21 from the Carina region (lower limits are
included in the Al III, Si IV, and C IV samples).
