Abstract-Universally decodable matrices (UDMs) can be used for coding purposes when transmitting over slow fading channels. These matrices are parameterized by positive integers L and N and a prime power q. The main result of this correspondence is that the simple condition L q + 1 is both necessary and sufficient for (L; N; q)-UDMs to exist. The existence proof is constructive and yields a coding scheme that is equivalent to a class of codes that was proposed by Rosenbloom and Tsfasman. Our work resolves an open problem posed recently in the literature.
On the Existence of Universally Decodable Matrices
What are the properties of these matrices? How can one construct such matrices? The authors in [3] provide a construction for these matrices for the cases L = 3, any N , and q = 2. For the case L = 4, any N , and q = 3, Doshi [4] , [3] conjectures that a particular construction yields (L=4;N; q=3)-UDMs. The existence and construction of (L;N; q)-UDMs for the general case is proposed as an open problem in [3] . These results and conjectures are the takeoff point for the present correspondence. Ganesan and Boston [1] showed that a necessary condition for (L; N; q)-UDMs to exist is L q + 1 and conjectured that this condition is also sufficient. In this correspondence, we complete the resolution of this problem on the existence of (L; N; q)-UDMs; the resulting coding scheme turns out to be equivalent to a class of codes that was proposed by Rosenbloom and Tsfasman [5] . The correspondence is structured as follows. In Section II, we properly define UDMs and prove the necessary condition. Section III discusses the explicit construction that proves the sufficiency part, and Section IV contains some concluding remarks.
II. UNIVERSALLY DECODABLE MATRICES
The notion of UDMs was introduced by Tavildar and Viswanath [2] , [3] . Before we give the definition of UDMs, let us agree on some no- form the corresponding set of cosets C fa a a + S N02 j a a a 2 Ag in Q. As mentioned earlier, it is assumed throughout this correspondence that N 2. In [3] , a construction was given for (L=3;N;q=2)-UDMs, and a construction was conjectured to yield (L=4;N;q=3)-UDMs. As a corollary of the theorem above, we obtain that there do not exist any UDMs for q = 2;L 4, and that there do not exist any UDMs for q = 3;L 5.
III. AN EXPLICIT CONSTRUCTION OF UDMS
In this section we present an explicit construction of (L;N; q)-UDM's when L q +1, cf. Theorem 7 and [6] , [7] . Before we proceed, we need some definitions. First, whenever necessary we use the natural mapping of the integers into the prime subfield 1 (2) implies that u( ) = 0. In a first step, (1) and Lemma 6 tell us that `, 2 [L] n f1g, must be a root of u( ) of multiplicity at least `. Using the fundamental theorem of algebra we get
or u( ) =0:
In the second step, (2) tells us that we must have deg(u( )) N 0 1 0 1. Combining this with (3)- (4), we obtain the desired result that u( ) = 0.
As already mentioned in Section I, the construction of UDMs in Theorem 7 is essentially equivalent to a class of codes presented by Rosenbloom and Tsfasman [5] (see also Nielsen [9] ). 2 
IV. CONCLUDING REMARKS
We have shown that (L; N; q)-UDMs exist if and only if L q +1, and the existence proof is constructive. This completely resolves the open problem posed in [3] on the existence of (L;N; q)-UDMs.
Let us remark that the 7-sets that were crucial in the definition of the UDMs property in Definition 1 play also a prominent role in the characterization of Hasse derivatives. Namely, Hasse derivatives satisfy
f h ( ) = 
The importance of the 7-sets in these properties show that it is not totally surprising that Hasse derivatives turned out to be useful for constructing UDMs. Many open questions remain. It is of interest to determine whether there are also other UDMs constructions that are not simply reformulations of the present UDMs, and to obtain efficient decoding algorithms that exploit the structure of these matrices. Some recent developments in these directions-on a certain type of uniqueness of the present construction, how to efficiently decode, and the resolution of a conjecture in [3] -are presented in [7] .
I. INTRODUCTION
Recently, there have been some interesting developments involving quasi-synchronous (QS) code-division multiple-access (CDMA) communication systems and on the design of sequences with low-correlation zone (LCZ) that can be used in such systems [2] This correspondence will describe a general approach to the design of LCZ sequences using the results on sequences with subfield decompositions, presented in [3, Ch. 8] written by the first two authors. The above known cited results on LCZ sequences can be obtained easily from this general setting.
The connection between an optimal set of LCZ sequences (in terms of family size) with subfield factorization and Hadamard matrices have been observed now by many others, e.g., see [14] . We show, in particular, that the LCZ sequences in this correspondence are connected to Hadamard matrices of "completely noncyclic type."
Notation
We use the following notation throughout the correspondence.
-The finite field GF (q n ) is denoted by q for any positive integer n and q = p t , a power of a prime, and the multiplicative group of q is denoted by 3 q . -The trace function from q to q where m is a factor of n, i.e., mjn, is denoted by T r n m (x) = x + x Q + 1 11+x Q where Q = q m and n = lm. If the context is clear, we drop the subscript and superscript of T r n 1 (x), i.e., we write T r n 1 (x) as T r(x) for simplicity.
-always denotes a primitive element of q .
-Let a = fa i g be a sequence over q of period q n 0 1. Using the (discrete) Fourier transform, there exists a polynomial function f(x) from q to q such that ai = f( i ); i = 0; 1; . . ., which can be written as a sum of monomial trace terms. We say that f(x) is a trace representation of a associated with , or a is an evaluation of f(x) (for details, see [3] ). For any function f(x) appearing in this correspondence, we assume that f(0) = 0 if there is no other specification. For each function f(x) from q to q , there is a boolean representation in n variables for f(x), denoted by f(x) = f(x 1 ; . . . ; x n ) where x = (x 1 ; . . . ; x n ) 2 n q . Since q is isomorphic to n q , we identify the elements of q as vectors in n q if this is useful. We also use the terms a function from q to q and a boolean function in n variables over q (i.e., a function from n q to q) interchangeably.
-Let f i g be a self-dual basis of q over q . Let x = x 1 1 + 111 + x n n 2 q ; x i 2 q and y = y 1 1 + 111 + y n n 2 q ; yi 2 q. Then x 1 y = T r n 1 (xy) where x = (x1; . . . ; xn)
and y = (y 1 ; . . . ; y n ) and x 1 y = n i x i y i , the dot product of x and y.
-A function f(x) with f(0) = 0 from q to q is balanced if each element in q occurs in ff(x)jx 2 q g exactly q n01 times. Let faig be a sequence over q of period q n 01, and g(x) be its trace representation. Then, we say faig is balanced if g(x) 0 g(0) is balanced.
-Two periodic sequences faig and fbig over q of period P are said to be shift-equivalent if there exists some integer k (0 k < P) such that b i = a i+k for all i. Otherwise, they are called shift-distinct.
A. Three Types of Crosscorrelations
Let N = q n 01 and a = fa i g and b = fb i g be two sequences over q of period q n 01 where q = p t where p is a prime. When t > 1 there seems to be no single (universally accepted or applicable) consensus on the correlation between a and b. At least three different notions have been proposed [3] , and we will use the following (see Question 16 in Exercises for [3, Ch. 5] 
We define 
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