Abstract. This paper gives other views on the basis updating rule of the ASSOM proposed by Kohonen. We first show that the traditional basis vector rotation rule can be expressed as a correction to the basis vector which is proportional to component vectors in the episode. With the latter form, some intermediate computations can be reused, leading to a computational load only linear to the input dimension and the subspace dimension, whereas naive implementation of the traditional rotation rule has a computational load quadratic to the input dimension. We then proceed to propose a batch-mode updating of the basis vectors. We show that the correction made to each basis vector is a linear combination of component vectors in the input episode. Computations can be further saved. Experiments show that the proposed methods preserve the ability to generate topologically ordered invariant-feature filters and that the learning procedure is largely boosted.
Introduction
Adaptive-subspace self-organizing map (ASSOM) [1] is basically a combination of the competitive selection and cooperative learning as in the traditional SOM [2] and a subspace method. The single weight vectors at map units in SOM are replaced by modules of basis vectors in ASSOM that span some linear subspaces. ASSOM is an alternative to the standard principal component analysis (PCA) method of feature extraction. An earlier neural approach for PCA can be found in [3] . The ASSOM can generate spatially ordered feature filters thanks to spatial interactions among processing units [4] . Each module in ASSOM can be realized as a neural network which receives input vectors and outputs their orthogonal projections on the represented subspaces.
The input to an ASSOM array is typically an episode, i.e. a sequence of pattern vectors supposed to approximately span some linear subspace. These vectors shall also be referred to as component vectors of the episode in this paper. By learning the episode as a whole, ASSOM is able to capture the transformation coded in the episode. The simulation results in [1] and [4] have demonstrated that ASSOM can induce ordered filter banks to account for translation, rotation and scaling. The relationship between the neurons in the ASSOM architecture and their biological counterparts are reported [4] . ASSOM has been applied to speech processing [5] , texture segmentation [6] , image This work was carried out during the tenure of a MUSCLE Internal fellowship (http://www.muscle-noe.org).
retrieval [7] and image classification [7] , [8] , etc. in the literature. A supervised variant of ASSOM, called supervised adaptive-subspace self-organizing map (SASSOM), was used by Ruiz del Solar in [6] .
The basis vector rotation rule in the traditional ASSOM implementation takes a form of matrix multiplication. This rule is hard to understand and more seriously, naive implemenation of the basis vector rotation rule leads to a computational load which is quadratic to the input dimension, not to mention large amount of memory required by the usually high-dimensional matrix operations. This deficiency renders naive implementation of the basic ASSOM learning very costly for practical applications.
There were efforts in the literature to reduce the computational load associated with the basic ASSOM learning. De Ridder et al. [7] dropped topological ordering to reduce the computations involved in the cooperative learning. Furthermore, they performed a batch-mode updating of subspaces with PCA to avoid the time-consuming iterative updating. Similarly, López-Rubio et al. [9] used PCA with ASSOM to perform PCA while retaining self-organization of generated features. The resulting algorithm is named PCASOM. According to their report, under similar classification performance, their algorithm runs about twice faster than the basic ASSOM. McGlinchey et al. [10] replaced the traditional basis vector updating formula with one proposed by Oja [11] . According to their paper, the computational load is only linear to the input dimension, but quadratic to the subspace dimension.
In this paper, we first show that with the traditional basis rotation rule, the correction made to each basis vector is in fact a vector proportional to the component vector of the input episode. With this modified form, some intermediate computations can be reused, leading to a computational load only linear to both the input dimension and the subspace dimension. We then proceed to propose a batch-mode updating of the basis vectors, where the correction made to each basis vector is a linear combination of component vectors in the episode. This modified rule further accelerates the learning procedure by saving large amounts of computations. This paper will be organized as follows: In Sect. 2, we review briefly the basic ASSOM learning procedure. The proposed alternative updating rules will be presented in Sect. 3. Section 4 is dedicated to experiments which demonstrate the performance of the proposed methods. This paper will be concluded by Sect. 5.
The Basic ASSOM Learning
An ASSOM is composed of an array of modules. Each module in the ASSOM can be realized by a two-layered neural network [4] , as shown in Fig. 1 . It calculates the projection of an input vector x on the subspace L of the module. Supposing L is spanned by a set of basis vectors {b 1 , b 2 , . . . , b H }, where H is the dimension of L, the neurons in the first layer take the orthogonal projections x T b h of the input vector x on the individual basis vectors b h . The basis vectors are supposed to be orthonormalized. The only quadratic neuron of the second layer sums up the squared outputs of the first-layer neurons. The output of the module is then x L 2 , the squared norm of the projection of x on the subspace L. It can be regarded as a measure of the matching between the input vector x and the subspace L. For an input episode x(s), s ∈ S, where S is the index set of vectors in the episode, Kohonen proposed to use the energy s∈S x L (s) 2 , i.e. the sum of squared norms of the projections of the individual vectors, as the measure [4] . Fig. 1 . A module of ASSOM realized as a neural network. x is an input vector. {b1, b2, . . . , bH } is an orthonormal basis of the linear subspace L of the module. Q is a quadratic neuron that sums up squares of its inputs
The learning process of ASSOM approximately minimizes an error function in an iterative way [4] . The iteration at step t of the basic ASSOM learning procedure proceeds as follows:
1. For the episode x(s), s ∈ S, locate the winning module indexed by c = arg max i∈I s∈S x Li (s) 2 , where I is the index set of modules in the AS-SOM. 
where
h is the new basis vector and b
h the old one. The matrix P
(i)
c (x, t) is a rotation operator defined by:
where I is the identity matrix, λ(t) a learning-rate factor that diminishes with t. h h to improve stability of the results [4] and then orthonormalize these basis vectors.
Through this competitive and cooperative learning procedure, the ASSOM will finally arrive at a topologically organized status, where nearby modules represent similar feature subspaces. Naive implementation of (1) requires a matrix multiplication which needs not only a large amount of memory, but also a computational load quadratic to the input dimension. It would be costly for practical applications of ASSOM.
On the Basis Updating Rule of ASSOM

Insight on the Basis Vector Rotation
In the first place we propose to replace the formulae (1) and (2) through a little mathematical deduction. The term b (i) h in (1) can be distributed to the right side of (2), leading to the current basis vector and a correction to it:
h is in fact a scalar value. The equation can be rewritten as:
Here α
c,h (s, t) is a scalar value defined by:
This shows that the correction ∆b
h is in fact proportional to the component vector x(s), as illustrated in Fig. 2 , which seems to have been ignored by many practitioners. Equation (5) gives a clearer way to understand the basis vector rotation in ASSOM learning than the traditional rotation matrix (2) . Note that in (6),
h is the projection of the component vector on the basis vectors represented by the neurons of the first layer, which we have already when computing the projection x Li (s) (cf. Fig. 1 ). If we calculate the scaling factor α (i) c,h (s, t) first, and then scale the component vector x(s) with this factor, the computations associated with the basis vector updating will be dramatically reduced. This implementation will be referred to as FL-ASSOM for fast-learning ASSOM. It is completely equivalent to the basic ASSOM in terms of generating topologically ordered invariant-feature filters.
Let us compare the computational loads of the basis vector updating in the basic ASSOM and FL-ASSOM by analyzing the respective updating formulae. We assume the input dimension to be N , and the subspace dimension to be M . We first evaluate the computations required by naive implementation of the traditional basis vector updating rule (1). For each component vector x(s), x(s)x T (s) in (2) needs N 2 multiplications, the matrix multiplication in (1) amounts to M N 2 multiplications. There are totally about M N 2 + N 2 multiplications. Similarly, the number of additions required by (1) can be shown to be around M N 2 + N 2 . Finally, the computational load of naive implementation of the traditional updating rule is approximately O(M N 2 ), i.e. quadratic to the input dimension and linear to the subspace dimension. The replacement proposed by McGlinchey et al. [10] leads to a computational load of O(M 2 N ), as shown in their paper, i.e. linear to the input dimension but quadratic to the subspace dimension. Now 
Similarly, the number of additions can be shown to be about 2M N + 2N . So with (5), the computational load is approximately O(M N ), i.e. linear to both the input dimension and the subspace dimension. So there is an obvious benefit in using (5) other than naive implementation of (1).
Further Boosting: Batch-mode Basis Vector Updating
Basis vector updating can be further boosted by working in a batch mode. We can avoid computing the value of x Li (s) in (6) by using the value computed previously during module competition. However this could not be done inside the framework of FL-ASSOM since the subspaces are continuously changing in receiving each component vector of the episode. To save computation of x Li (s) , the following batch-mode rotation operator [4] will be useful:
With this rotation operator, each basis vector in the subspace will be rotated only once for the whole input episode. For stability of the solution, we expect the magnitude of the correction made to the basis vectors to be monotonically decreasing with respect to x Li (s) . We borrow the idea from the basic rotation operator P (i) c (x, t) [4] to divide the learning-rate factor λ(t) by the scalar value x Li (s) / x(s) , which only changes the effective learning rate. The batch-mode rotation operator then becomes:
As for FL-ASSOM, we distribute b
to terms in this operator. With similar deduction as in FL-ASSOM, the basis vector updating rule becomes:
where ∆b
The correction made to each basis vector is thus a linear combination of the component vectors in the episode. The difference between the updating rule (9) here and (3) is that the former updates the basis vectors in a batch mode for the whole episode while the latter updates the basis vectors for each component vector one by one. The scalar parameter α
c,h (s, t) has the same form as (6) in FL-ASSOM:
The meaning of this equation is a little different from that of (6), where the subspace L i (s) of the module i should be updated for each component vector x(s) in the episode and thus we could not reuse the computational results of module competition. Here in (11) the basis vector updating works in a batch mode, i.e. updating is performed only after the whole episode has been received. Therefore, x Li (s) and x T (s)b
can reuse the results previously calculated during module competition. What we need to do is only store the calculated values in registers and fetch them when needed. The computational load of (11) is thus trivial. Furthermore, the dissipation as well as orthonormalization of basis vectors can be performed only once for each episode without loosing accuracy since the basis vectors are not updated during the episode. The computational load can thus be further reduced. This method will be referred to as BFL-ASSOM for batch-mode fast-learning ASSOM.
Let us estimate the computational load of BFL-ASSOM. For basis vector updating with (10), we estimate the computational load averaged on each component vector of the episode as we did for the basic ASSOM and FL-ASSOM. As has been mentioned, the calculation of α (i) c,h (s, t) according to (11) needs only trivial computation. The majority of computation is in (10) . Averaged on each vector in the episode, the computational load required by basis vector updating with BFL-ASSOM is about M N multiplications and M N additions. Furthermore, since the dissipation and orthonormalization of basis vectors can be performed only once for each episode, the whole learning time can be further reduced.
Experiments
We first show that BFL-ASSOM can also generate the topologically ordered invariantfeature filters as the basic ASSOM. The results of FL-ASSOM will be shown as the ground truth since FL-ASSOM is mathematically equivalent to the basic ASSOM. One of the most common transformations occurred to images is translation. We will show that BFL-ASSOM permits to generate Gabor type filters from episodes subject to translation.
The input episodes are constructed from a colored noise image, which is generated by filtering a white noise image with a second-order Butterworth filter. The cut-off frequency is set to 0.6 times of the Nyquist frequency of the sampling lattice. Each episode is composed of 6 vectors, each of which is formed on a circular receptive field on the sampling lattice composed of 349 pixels. The vectors in the same episode have only random translation of no more than 5 pixels in both the horizontal and the vertical directions. The episodes are generated on random locations of the colored noise image. The mean value of components of each input vector is subtracted from each component of the vector. In order to symmetrize the filters with respect to the center of the receptive field, the input samples are weighted by a Gaussian function symmetrically placed at the center of the receptive field with a full width at half maximum (FWHM) that varies linearly with respect to the learning step t from 1 to 16 sampling lattice spacings. Each vector is normalized before entering into the ASSOM array. The ASSOM array is composed of 9 × 10 modules aligned in a hexagonal lattice with two basis vectors at each module. The basis vectors of all the modules are initialized randomly and orthonormalized at the beginning of the learning process. The radius of the circular neighborhood function h (i) c (t) decreases linearly from 6.73 (= 0.5 × (9 2 + 10 2 ) 1/2 ) to 0.9 ASSOM array spacings with t. The learning-rate factor has the form λ(t) = 0.1 · T /(T + 99t), where T is the total number of learning steps and set to 30, 000 for the current experiment.
The translation-invariant filters generated by BFL-ASSOM compared to those by FL-ASSOM are shown in Fig. 3(a) with a gray scale. We can see that both methods generated topologically ordered Gabor-like filters. For either method, the two basis vectors at the same array locations have the same frequencies but 90 degrees of phase difference. Figure 3(b) shows how the average projection error e changes with the learning step t for FL-ASSOM and BFL-ASSOM. For each input episode X = {x(s), s ∈ S}, the projection error is calculated according to e(X) = s∈S
, wherex(s) is the orthogonal projection of x(s) on the subspace of the winning module. e is the average of e(X) over all the training episodes. We can see that the curves of FL-ASSOM and BFL-ASSOM match very well in Fig. 3(b) , which reveal that their difference in terms of generating the filters is indeed very little.
In the second experiment, we compare the computational loads of the basic AS-SOM, FL-ASSOM and BFL-ASSOM. We designed the experiment by using C++ implementations of all the methods. In this experiment, the input dimension as well as the subspace dimension vary. We count the elapsed CPU seconds for different methods. The number of iterations are fixed to 1, 000. Each episode is composed of 6 vectors. These vectors are generated randomly according to a uniform probability distribution. The rectangular ASSOM array contains 10 × 10 modules.
The timing results are summarized in Table 1 . As was anticipated, the time of updating basis vectors with the basic ASSOM increased sharply with the input dimension and moderately with the subspace dimension. Basis vector updating is the bottleneck of the basic learning procedure, especially when the input dimension is high. With FL-ASSOM, it is clear that the time of updating basis vectors increases much more mod- erately with the input dimension. The response to the subspace dimension is also quite mild. Basis vector updating is no longer a bottleneck for the learning procedure. As a result, the learning time drops dramatically compared to the basic ASSOM. However learning time outside basis vector updating is not reduced. Now with BFL-ASSOM, we can observe that the basis vector updating time is further reduced. Moreover, learning time outside the basis vector updating is also reduced considerably compared to the basic ASSOM and FL-ASSOM. The relationship between the basis vector updating time and the input dimension or the subspace dimension for the three implementations of ASSOM is visualized in Fig. 4 . The basis vector updating time increases approximately linearly with respect to the input dimension for FL-ASSOM and BFL-ASSOM, but apparently nonlinearly for the basic ASSOM. In all the cases, the updating time increases approximately linearly with respect to the subspace dimension.
Conclusions
The focus of this paper is on the basis updating rule of the ASSOM learning. We first showed that the traditional basis rotation rule amounts to a correction made to the basis vectors which is proportional to the component vectors of the input episode. This gives us a better understanding of the basis updating in ASSOM learning. With this modified form of updating rule, some computations can be saved by reusing some intermediate computations. The resulting method is referred to as FL-ASSOM. Naive implementation of the traditional basis updating rule leads to a computational load linear to the subspace dimension but quadratic to the input dimension. This computational load is reduced by FL-ASSOM to be linear to both the subspace dimension and the input dimension. The ability of FL-ASSOM in generating topologically ordered invariant-feature filters is altogether preserved since FL-ASSOM is mathematically equivalent to the basic ASSOM. We then proceeded to present BFL-ASSOM, where the basis vectors are updated in a batch mode. We showed that the correction made to each basis vector is a linear combination of the component vectors in the input episode. What's more, large amount of computations can be further saved by reusing more of previous computations and performing only one dissipation and orthonormalization for each episode. Our experiments showed that BFL-ASSOM can also generate topologically ordered Gabor-like translation-invariant filters and that the bottleneck of the basis vector updating in the learning procedure is totally removed by FL-ASSOM and BFL-ASSOM. The proposed methods can be easily adapted to the supervised ASSOM used in [6] . There is an obvious benefit in using the proposed rules instead of naive implementation of the basic learning rule. 
