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Abstract
The organisation and self-assembly of molecules at solid-liquid interfaces is central to
numerous natural processes and can be used to create supramolecular architectures
with functional applications. Historically, studies into surface-based self-assembly in
liquids in ambient conditions are limited to molecules with significant surface inter-
actions predisposed to durably reside at the surface. Outside of extreme conditions,
such as low temperatures or under confinement, the self-assembly of small molecules
(< 20 atoms) without significant surface interactions remains relatively unexplored.
Here, a joint approach involving atomic force microscopy and molecular dynamics
simulations is used to explore the self-assembly of small alcohols and water into
supramolecular structures on hydrophobic surfaces in ambient conditions. This self-
assembly can occur because of the formation of extended hydrogen bonded networks
between the assembling molecules at the interface, enabling the molecules to adsorb
as a group. Investigations into this system has led to three, major, novel observa-
tions. The first is that graphite catalyses a reaction involving water and volatile
organics to produce small quantities of methanol. This reaction is enhanced by ap-
plied electric fields and the methanol produced can subsequently self-assembly with
the water, thus changing the behaviour of the interfacial liquid. The second is that
at hydrophobic interfaces, the structure of small alcohol-water mixtures displays a
strong concentration dependence; with alcohol molecules at the surface switching
between states of hydrogen bonding with the bulk liquid and with other molecules
in the same plane. The final result is that due to the weak molecular surface interac-
tions, the hydrogen bond networks of these group-effect stabilised assemblies can be
influenced through multiple approaches to create a wide variety of supramolecular
structures. The generality and importance of group-effect self-assembly is demon-
strated to be applicable to multiple hydrophobic interfaces.
Overall these results form the foundation for further investigations into small molecule
self-assembly, along with having wider implications for other fields including the de-
velopment of novel carbon-based catalytic materials, studies into transfer properties
at electrodes as well as understanding friction and lubrication in many systems.
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1.0 Chapter 1: Introduction
1.1 Chapter Overview
This thesis concerns the self-assembly of small molecules at hydrophobic interfaces.
The field of self-assembly is interdisciplinary and covers multiple length scales.
Therefore, in this chapter I will give an overview of the field, with a focus on self-
assembly at the molecular scale, to provide context for where the work presented
herein fits.
I will start by explaining why studies involving self-assembly are important, includ-
ing examples of how they can already provide solutions to existing problems. Then,
the primary intermolecular interactions involved in promoting self-assembly will be
outlined. Next, I will address the concept of self-assembly at interfaces, before dis-
cussing the difficulties of working with small molecules in interfacial self-assembly.
Finally, I will introduce interfacial self-assembly relying on a group-effect, using the
example of water and methanol on highly oriented pyrolytic graphite (HOPG).
1.2 Fundamentals of Self-assembly
Self assembly is the spontaneous formation of organised structures from components
in a previously disordered state, driven by the interplay between inter-component
interactions and their entropy. It is an inherent behaviour in systems at many
different length scales including macroscopic colloids [1], microscopic crystals [2] and
self-assembled monolayers at the nanoscale [3]. Some of the most common examples
of self-assembly can be found in mixtures of water with amphiphilic molecules such
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as those in soap. For example, the formation of soap bubbles is due to the hydrophilic
and hydrophobic areas of the soap molecules becoming orientated in a manner which
minimises the free energy of the system, in this case, forming a film. Self-assembly
involving water as a solvent is also ubiquitous in natural processes, and is the driving
force behind many biological systems at the center of life, such the formation of lipid
membranes [4]. In these systems, particularly in biology, the self-assembly process
is often not fully understood. Regularly the molecular assemblies form at such
fast rates and with such high precision that researchers are struggling to explain
the assembly mechanisms [5, 6], and therefore self-assembly at the molecular scale
remains a key area of learning.
Despite the limits on our understanding of self-assembled processes in nature, they
are still a source of inspiration for new strategies for building artificial systems.
Many examples of bio-inspired self-assembly can be found in the field of DNA
origami, whereby systems of DNA are encoded so that they can self-organise into
pre-determined structures spanning several hundred nanometres [7].
More generally, the ability shown by self-assembly to exert high levels of control
over the properties of materials at the nanoscale (1-10 nm) is also of significant
interest to large industrial sectors, such as nano-electronics. The field of nano-
electronics has long been reliant on ‘top-down’ material manufacturing techniques,
where pre-existing materials are broken down by stencil-based techniques including
photo, ion-beam and scanning probe lithography. The precision of these techniques
is limited when approaching molecular scale features by the attainable resolution
of the equipment. As early as 1965, a visionary paper by Moore [8] predicted that
the rapidly growing demand for smaller, faster computers would inevitably be hin-
dered by the size of the silicon electronics attainable with top-down lithographic
techniques [9]. The advent of nanotechnology enabled a solution for this limitation.
This involved the integration of functional molecular scale building blocks into the
silicon devices in the form of nanoscale wires, switches and transistors. While other
techniques exist for creating these nanoscale devices, it is generally recognised that
‘bottom-up’ approaches such as self-assembly are the most promising solution due
to the potential for three-dimensional assemblies, cost-effective fabrication and the
atomic precision to which the resulting structures can be designed. A key difference
from top-down approaches, where nanostructures are created using external stim-
uli, is that bottom-up approaches have the final arrangement pre-encoded in the
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assembling molecules. The most common approach to pre-encode the molecules is
through tuning their molecular structure via chemical synthesis [10] which subse-
quently changes way they interact with one another through intermolecular interac-
tions.
1.2.1 Principles driving self-assembly
The self-assembly of molecules is generally driven by non-covalent intermolecular in-
teractions, each of which attempt to minimise the free energy of the system. There
are some examples which utilise covalent bonds, such as alkanethiols on gold. How-
ever, even for these structures the features of the resulting assembly typically occur
due to the intermolecular non-covalent interactions once the alkanethiols are bound
to the surface (with a bond strength of the order of 100 kbT per bond, discussed fur-
ther in Section 1.3.2). Each type of non-covalent intermolecular interaction differs
significantly in strength, length and direction. Therefore, by choosing the strength
and location of each interaction (i.e. the number and location of chemical groups),
the self-assembly process can be controlled. The properties of the most relevant
interactions for this thesis will now be briefly discussed.
Electrostatics
Electrostatic forces arise due to charged groups. They are non-directional, but can
be both attractive or repulsive depending on the charges of the two interacting
groups. For two charged particles, the force acting between them is defined by
F (r) =
Q1Q2
4pi0r2
(1.1)
where Q is the charge of the particles, 0 and  are the dielectric permittivity of
free space and the relative permittivity of the medium respectively and r is the
particle separation. As can be seen from equation 1.1, electrostatic forces can in
principle occur over long distance and can be influenced by the properties of the
medium they are in, such as its dielectric constant. The strength of the interaction
is also dependent on the charge of the particles themselves. To obtain an idea of
the strength involved, one can consider a pair of isolated Na+ and Cl− ions. When
in contact, the binding energy associated with the electrostatic force in a vacuum
is of the order of 200 kbT per ion [11], the same order of magnitude as that of a
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covalent bond. For this example, the ions would need to have r >> 50 nm before
the coulomb energy falls below kbT. However, electrostatic interactions are also
weakened when in media such as water, which has  ∼ 80 compared with  ∼ 1
for air at room temperature. This reduces the range over which the electrostatic
interaction is significant for unit charges in water at room temperature to ∼ 0.7
nm. Furthermore, when additional ions are present in a solution they can introduce
a screening effect due to the ions being free to move and thus able to position
themselves in a manner which may partially cancels the field. This can introduce
an exponential decay factor to the strength of the interaction, as will be discussed
further in Section 2.2.5.
Electrostatic interactions are particularly relevant for polar systems such as charged
surfaces [12], or the self-assembly of larger building blocks such as colloidal particles
[4]. At the molecular scale, however, these potentially strong interactions can be
a limitation because they do not allow the interacting molecules to fully explore
their conformational possibilities before settling [13]. This can leave the system in
a meta-stable state, which makes obtaining reproducible well-ordered structures at
the molecular level difficult.
Permanent dipole-based interactions
For individual molecules, permanent dipoles arise due to a non-symmetrical distri-
bution of electrons within the molecule. Like electrostatic interactions, dipole-dipole
interactions between molecules can also vary depending on the solvent they are in.
However, permanent dipole-based interactions are typically weaker than the normal
electrostatic interactions between particles, which makes them far more useful for
predictable self-assembly [14]. The energy for a dipole-dipole interaction can be
described by
U(r, θ1, θ2, φ) = − u1u2
4pi0r3
(2cosθ1cosθ2 − sinθ1sinθ2cosφ) (1.2)
where u1 and u2 are the dipole moments and the definitions of θ1, θ2 and φ can be
seen in Figure 1.1. Using equation 1.2 it can be seen that for two dipoles with equal
moments of 1 D (comparable to that for HCl) the interaction energy in a vacuum is
equal to kbT at r = 0.36 nm when the dipoles are lined up. This is comparable to
the diameter of molecules such as water and thus dipole-dipole bonds are considered
to be short-ranged when compared with electrostatic interactions.
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Fig. 1.1: Illustration of the angles used in equation 1.2. In this case the orientation of the
molecule on the left is fixed.
Hydrogen bonds are a more selective version of the dipole-dipole interaction, which
form between the positive dipole on a hydrogen atom and another electronegative
atom. The small size and the single electron nature of the hydrogen atom mean
that it has a significant unshielded positive charge. Therefore it is typically stronger
than most dipole-dipole interactions with an energy of around 25-100 kbT at room
temperature [15]. Nonetheless, despite being stronger than other dipole-dipole inter-
actions, hydrogen-bonds remain weak enough to allow the system to explore multiple
configurations before settling on one of the most energetically favourable.
A further advantage of all dipole-dipole bonds is that, as can be seen from equation
1.2, they are inherently directional. When combined with the selectivity present
for hydrogen-bonds, this encourages the formation of extended bonded networks
which can help stabilise the assemblies, as will be outlined in Section 1.3.2. For
this reason, hydrogen bonds are commonly used in self-assembly and will be the
dominant interaction in the molecular self-assembly studied in this thesis.
Van der Waals interactions
Van der Waals (vdW) forces also arise from interactions due to electric dipoles.
These dipoles can be permanent, or induced by either another permanent dipole or
by thermal fluctuations. vdW forces are non-directional, can be effective over long
ranges (greater than 10 nm) down to interatomic distances (around 0.2 nm). Many
theoretical models exist to describe these interactions. One of the simplest of these
is London’s expression for the dispersion interaction energy between two identical
atoms or molecules in a vacuum [16]:
U(r) = −Cdisp
r6
, (1.3)
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where Cdisp is a constant. However, this simple expression is not sufficient for de-
scribing interactions of anisotropic molecules and interactions when in a solvent,
where the medium typically reduces strength of the interaction. For two small non-
polar molecules, such as methane (CH4), this interaction energy is ∼ 10 kJ/mol,
one to two orders of magnitude weaker than covalent and ionic species and < kbT.
Experimentally it has been observed that increasing size of the carbon backbone for
alcohols by one CH2 group approximately increases the energy of the interaction
by 6-7 kJ/mol [11]. This is why small non-branched alkanes are gaseous at room
temperature until they reach the size of pentane (C5H12).
The vdW interaction is particularly influential when used in conjunction with sur-
faces to create two-dimensional structures or monolayers. In particular, they favour
the formation of tightly packed structures with numerous interdigitation and there-
fore find use in organic systems, such as those containing long chain alkanes [9].
Alkane-based self-assembly on surfaces will be discussed in more detail in Section
1.3.2. In addition, studies have shown that despite being a relatively simple inter-
action, vdW forces can be easily be tailored using chemical modification to mediate
in-plane interactions, inducing the spontaneous formation of ordered and disordered
structures [17]. Furthermore, vdW forces are very important for so-called 2D ma-
terials such as graphene and MoS2, which will be used in this thesis, because they
are the dominant force in holding the stacked covalently bonded 2D sheets together
[18].
Entropic Effects
Entropy effectively reflects the number of configurations within a thermodynamic
system and can be defined by
S = kb lnΩ, (1.4)
where Ω is the number of configurations or microstates in the system. The second
law of thermodynamics states that for an isolated system, the total entropy can
never decrease over time. The free energy of a system at constant volume which is
allowed to exchange energy with its surroundings is defined as
F = U − TS, (1.5)
where F is known as the Helmholtz free energy, U is the internal energy and T is
the temperature. As can be seen from this equation, the entropic contribution to
1. Chapter 1: Introduction 7
the energy of the system is temperature dependent.
The self-assembly of molecules means an increase in order and thus is generally
entropically unfavourable. Quantifying the entropic contribution to the thermody-
namic equilibrium structure of a self-assembled system, as well as its influence on
the path of the assembly process, is complicated and makes predicting such struc-
tures computationally challenging [19]. This is especially true for self-assembly at
surfaces, where the end structure is a result of the subtle interplay between the en-
ergy gained from molecular interactions and adsorption, and entropy loss associated
with the increased surface confinement. Recent studies have begun to address this
by looking into the influence of entropic control (i.e. the impact of temperature)
on the self-assembly process [20–22] as well as introducing models for the entropic
component [19, 23]. However, these studies often still overlook key factors such as
the impact of the solvent and thus the impact of entropy remains an active area of
research.
It is worth noting that effects related to entropy can have as much of an impact
on the self-assembly process as the other intermolecular forces previously discussed.
This is particularity true for systems involving water, such as those in this thesis.
This is due to what is known as the hydrophobic interaction. The hydrophobic
interaction is a consequence of water forming three-dimensional hydrogen-bonded
networks. When a non-hydrogen bonding molecule, or surface, is introduced the lo-
cal water molecules re-arrange in order to remain involved in the extended hydrogen
bonded networks. This re-arrangement corresponds to a decrease in entropy, i.e. the
water is made more ordered as a result of the hydrophobic molecule/surface. The
additional ordering is reduced if two hydrophobic molecules are brought close to each
other, leading to an effective attractive interaction [15] known as the aforementioned
hydrophobic interaction. This force is of entropic origin and thus is temperature de-
pendent. One can get an idea of its strength by considering the free energy change
associated with transferring one molecule of a hydrophobic alkane, such as butane
(C4H10), from its pure liquid into water, which is 4.1 x 10
−20J or ∼ 10 kbT [15]. For
molecules such as methane, or butane, the distance over which the hydrophobic force
is effective is reported to be 1.5 - 2.0 nm [11]. This is a significantly longer range
than vdW forces for these hydrocarbons (∼ 0.2 nm). Thus this comparatively long
range means the hydrophobic force is an important consideration for self-assembly
processes involving amphiphilic molecules, such as those found in biological sys-
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tems (mentioned at the start of this Chapter). The hydrophobic force is also an
important factor in understanding the interactions present during scanning probe
measurements, one of the key methods in this thesis, and thus will be discussed
further in Section 2.2.5.
Competition between intermolecule interactions
In practice, molecules are often complicated and interact via multiple types of inter-
molecular forces, with the resulting structure decided by the competition between
them. For example, the influence of dipole-dipole and vdW interactions have been
compared in a system of fluorene and fluorenone based molecules [24]. In this study
two types of structures were observed, one linear and one cyclical, when using the
same molecular components. In this system the dipole-dipole interactions were re-
sponsible for the cyclic network, whereas the vdW forces were the driving force
behind the linear structures. Therefore, by controlling the functional groups and
their location, the assembly pathway could be pre-defined (Figure 1.2). Reversible
transitions between the two configurations could then be achieved by the application
of an external electric field.
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Fig. 1.2: Example of a system where one molecule has two different arrangements once self-
assembled. One is dominated by the vdW interactions between the molecules and
the other is dominated by the dipole-dipole interactions. (a) Chemical structure
of a 2,7-bis(10-ethoxycarbonyl-decyloxy)- 9-fluorenone (BEF) molecule which has
two potential dipole-bonding groups, one on the fluorone ring and the other on
the alkoxy ester chains. (b) and (c) high resolution STM images of self-assembled
monolayers on HOPG. The two different arrangements were shown to be due to
the dominance of either the vdW interactions between the alkyl groups (linear
structure, (b)) or the dipole-dipole interaction between the fluorone moeties and
the alkoxyl group(cyclical structure, (c)). Cartoons of the two structure types
are shown in the insets with the black arrows corresponding to features in the
images. The scale bars are 4 nm. Figure adapted with permission from [24].
Fig. 1.3: Illustration of the principle behind homogeneous nucleation. The change in free
energy (∆GHomo) associated with the formation of a new phase is related to two
components, each of whom scale differently with the radius of the new phase
(r). The interfacial term scales with r2 and the volume term scales with r3.
This produces a curve with a single maximum at r = rc. Therefore to allow the
nucleation of a new phase to occur, this maximum needs to be overcome. This
is typically achieved by the energy imparted through thermal fluctuations.
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1.2.2 Structure Nucleation
The self-assembly of molecules is thermodynamically favoured due to the resulting
phase having a lower free energy than the original phase. The transition between
these phases often occurs through a nucleation event [25]. The nucleation process
is an important concept within the field of self-assembly because it can determine
the morphology of the resulting fully assembled structure. For this reason, under-
standing the nucleation pathway is the focus of many studies which have developed
a basic theoretical framework.
Homogeneous Nucleation
Homogeneous nucleation occurs when thermal fluctuations transform a state in ther-
mal equilibrium into a metastable state, without the influence of external surfaces
[26]. This process can be described by the classical nucleation theory [27–29]. For
homogeneous nucleation, classical nucleation theory predicts a free energy barrier
for the formation of a new phase, whose value depends on the energy penalty for cre-
ating an interface between the new phases and the energy gain for enlarging the new
phase [30]. In three-dimensional cases, the energy penalty scales with the nucleus
surface area (r2) whereas the energy gain scales with volume (r3). Similarly, for the
two-dimensional case the energy penalty scales with the nucleus circumference (r),
whereas the energy gain scales with surface area (r2). As a consequence when the
nucleus is small and many molecules reside at the surface, the nucleus is unstable
until it reaches a critical size, a feat achieved with the energy provided from the
thermal fluctuations [31] (see Figure 1.3). This makes the nucleation process some-
what stochastic. A classic example of such nucleation can be found in the formation
of liquid droplets from molecules in the gas phase [32].
While classical nucleation theory can successfully describe the qualitative nucleation
behaviour in simple systems, it remains a phenomenological model based on empir-
ical observations. Thus it is frequently challenged in more complicated situations,
including cases involving alcohol water mixtures. For example, studies of the nucle-
ation properties of alcohol water mixtures when transitioning from vapour to liquid
droplets have reported large discrepancies between the theoretical and observed
measurements [33–35]. This discrepancy may be due to the molecular scale liquid
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nucleus being enriched with alcohols at its surface, reducing the surface tension and
increasing the nucleation rate [36]. This effect is more pronounced the shorter the
alcohol backbone [37]. Furthermore water and n-alcohols are reported to mutually
enhance nucleation probability [37].
Heterogeneous Nucleation
Fig. 1.4: Illustration of the principle behind heterogeneous nucleation. The presence of
surface reduces the interfacial free energy term which also reduces ∆GHomo to
∆GHetero. This lower energy barrier therefore increases the probability of nucle-
ation occurring.
Despite being a relatively simple model, a fundamental principle of classical nucle-
ation theory that is commonly experimentally observed is the concept of foreign
surfaces altering the pathway to nucleation by reducing the energy barrier. The
presence of a surface lowers the interfacial free energy, inducing a process known
as heterogeneous nucleation, which is far more energetically favourable and there-
fore more common than homogeneous nucleation, Figure 1.4. Indeed, it has been
reported that, for calcite crystals, the rate of heterogeneous nucleation on function-
alised surfaces is 20 orders of magnitude higher than that of homogeneous nucleation
of the crystals for solutions of calcium chloride dihydrate mixed with sodium car-
bonate [38].
While heterogeneous nucleation can be beneficial for inducing the nucleation of
desired phase changes, it can also be a hindrance when the source of the hetero-
geneous nucleation is difficult to control. For the system of interest to this thesis,
liquid droplets on surfaces, heterogeneous nucleation is both induced by intrinsic
properties of the system and by external factors. Examples of the intrinsic prop-
erties include the solid surface itself as well as singularities such as step edges or
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surface defects. These intrinsic properties can in principle be controled and their
influence on the nucleation can be detected [39]. However, external factors, such as
unavoidable containment particles, can be problematic because their influence on
nucleation rates are more difficult to quantify.
1.3 Self-assembly at interfaces
The introduction of an interface can reduce the dimensionality of the system which
can allow self-assembled structures to become more predictable. Furthermore, in-
herent properties of the interface can be utilised to act as a scaffold or template
to control the component’s self-assembly. In this section I will firstly give a brief
description of self-assembly at liquid interfaces, before providing a more detailed
overview of self-assembly at solid interfaces, due to the importance of solid surface
in this thesis.
1.3.1 Interface with liquids
Liquid-Liquid interfaces
The macroscopic organisation of objects at the interface between immiscible liq-
uids has been utilised for over a hundred years through systems known as Pickering
Emulsions. Here, large particles (r >1 µm) can efficiently stabilize emulsions by
adsorption to the fluid-fluid interface. Since then, the assembly of components at
liquid interfaces has extended to nano-sized objects due to their potential appli-
cations [40]. One of the most commonly studied interfaces is that of water and
amphiphilic molecules such as oils. Using such interfaces, various assemblies can be
formed, including nanoparticles, nanorods and nanosheets. These in turn find uses
in photovoltaic devices, coatings, detergents and pharmaceuticals to name but a few
examples [41]. The key benefit of the liquid-liquid interface is that it encourages
the assembly of particles to reduce the interfacial energy between the two liquids,
particularly when the interfacial energy is high, as is the case for the oil-water in-
terface. The value of the surface energy between the liquid interfaces can be altered
by changing the chemical composition of the liquid. The preference for nanoparti-
cles to reside at the interface can be altered by changing the particle radius [42].
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This introduces further methods of control over the self-assembly process. Gen-
erally, the theory behind the liquid-liquid self-assembly is understood well enough
that researchers’ can predict the resulting features, although structures are still re-
ported whose nature defies our understanding of colloidal forces [43]. This gap in
our knowledge can be difficult to overcome, due to current limitations in techniques
for characterising the end product of the self-assembly in-situ at the molecular level
at liquid-liquid interfaces.
Liquid-Air interfaces
Methods for inducing self-assembly at the liquid-air interface have also been the
focus of studies for many years. Perhaps the most of these significant studies in-
volve Langmuir–Blodgett films, which originated early in the 20th century. The
Langmuir-Blodgett process consists of two steps. The first step is the formation of
a layer of particles at a liquid (usually water) air interface due to strong anisotropic
interactions between the particles and the liquid, for example interactions due the
amphiphilicity of the particles [40]. The properties of this particle layer can be
controlled by evaporating the liquid, which reduces the surface area of liquid. This
in turn compresses the particles at the interface. The second step is the deposi-
tion of this recently-formed monolayer onto a solid-surface. This process can be
repeated to form well-defined multilayers of varying thicknesses. The properties of
the deposited films can be further controlled by using specialised equipment such
as Langmuir-Blodgett troughs which compress or expand the interfacial particles
across the surface using moveable barriers [44]. Once deposited on a solid surface,
such a film can be studied with scanning probe techniques. This allows them to be
imaged at high resolution and the deposited assemblies to be mapped in-situ.
However, controlling the assembly formation using the Langmuir-Blodgett process
requires well optimised deposition parameters, specialised equipment and only works
for particles who like to reside at the liquid-air interface. This is limiting, as it
undermines many of the great benefits of bottom-up self-assembly, including its
simplicity and lack of dependence of external techniques. Furthermore, although the
films can be characterised in-situ using scanning probe techniques, they are prone to
distortion once transferred and therefore the measurements do not necessary relate
to the liquid-air assembly [41].
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1.3.2 Interface with solids
The presence of a solid surface introduces additional means of stabilising self-assemb-
lies through surface-molecule interactions. The key difference between solid-liquid/air-
based interfaces and liquid/air-based interfaces is the comparatively high shear
strength of the solid, which allows it to support assembled structures through var-
ious interactions without yielding. The field of two-dimensional self assembly on
solid surfaces has flourished over the last decade, due to the popularity of surface
scanning probe microscopy techniques such as atomic force microscopy (AFM) and
scanning tunnelling microscopy (STM), which can often reveal molecular level fea-
tures within the assemblies [10]. The mapping of the assemblies is helped by the
presence of the non-yielding surface, which gives an energetic benefit for forming two-
dimensional bonded networks, meaning molecules prefer to form monolayers rather
than three-dimensional assemblies. This in turn makes obtaining high resolution
images of the structures easier and assists our understanding of the intermolecular
behaviour. Arguably this gives surface-assisted self-assembly a significant benefit
over bulk-liquid self-assembly, where the interaction network in complex assemblies
is frequently still debated. Indeed, recent advances in scanning probe techniques
have allowed for the imaging of individual hydrogen-bonds between self-assembled
molecules [45] and the detection of their force [46]. As the scanning probe field con-
tinues to advance, further details will be discovered concerning the intermolecular
interactions driving self-assembly, knowledge which will assist the design of highly
organised and predictable functional assemblies.
The solid interfaces used in self-assembly tend to have expansive flat areas which
enable the assembling components to form bonded networks over multiple µm. This
can give them an advantage over liquid-liquid and liquid-gas interfaces, which are
often curved on the macroscale. Such curvature can impose limits on any self-
assembly process. Furthermore, despite the conformational limitations induced by
the presence of a surface, self-assembly at the solid interface has been shown to
retain flexibility and has been employed to fabricate clusters [47], one dimensional
rows such as molecular wires [48] and porous networks [49]. Indeed, in Figure 1.2
in the previous section, we have already seen the formation of linear and cyclical
structures on a surface dominated by networks of vdW and dipole-dipole interactions
respectively. This principle can also be applied to molecules whose self-assembly is
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driven by hydrogen bonding, an example of which can be seen in Figure 1.5. Here
the directionality of hydrogen bonds is used to direct the self-assembly of different
isomers of carboxylic acids into linear or zig-zag networks depending on the position
of the hydroxyl and carbonyl groups [50]. Within this study, the authors observed
that isomers which could not form extended hydrogen bonded networks due to steric
effects are not capable of self-assembling into stable structures. This dependence on
the formation of extended networks has been reported in numerous studies [10, 24,
47, 51] and indicates that the the surface is crucial.
It is worth noting that in hydrogen bonded networks, the resulting structure can-
not always be predicted using a ‘lego-block’ method where hydrogen bond donors
and acceptors can be simply matched up. Instead, the competition between the
intermolecular hydrogen bonding, the inherent interactions between molecules and
with the surface (discussed in Section 1.2.1) and the minimisation of the surface
free energy results in the two-dimensional ordering being a compromise between the
assembly inducing interactions. For example, hypothetically, should the molecules
be in their closest packing arrangement to maximise vdW interactions, as is the case
for pure alkanes on highly orientated pyrolytic graphite (HOPG), then no hydrogen
bonding would be possible. On the other hand, configurations with molecules in
their optimal hydrogen bonding positions would create voids. Instead, the exper-
imentally observed packing is often a compromise between both factors, creating
unexpected, yet intricate patterns [10].
The disparity between expected and observed arrangements is enhanced by the
presence of the surface. For example, there have been reports of hydrogen bond-
ing patterns, and distances between molecules, at surfaces which differ to those
experimentally observed in 3D crystals or when theoretically modelled [10, 52–
55]. This is attributed to the two-dimensional ordering existing as a result of the
compromise between adsorbate–adsorbate, adsorbate–substrate interactions and the
pseudo-confinement to two dimensions. The epitaxial effect, in particular, can in-
crease the separation between hydrogen bonding molecules when the assembling
molecules try to match the surface lattice. Epitaxial effects also often pack the
molecules close together, with a large amount of interdigitation, allowing for more
intermolecular interactions [56] as well as more interactions between the substrate
and the assembling molecules [57], both of which further stabilise the structures.
Generally, the stabilizing forces between assembling molecules and the surface can
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Fig. 1.5: Example of surface-assisted self assembly of extended chains of hydrogen bonding
molecules. (a) shows to chemical structure of 2 isomers of benzene-dicarboxylic
acid. Their arrangements on HOPG as predicted by molecular mechanics sim-
ulations can be seen in (b). These motifs are then visible in STM images as
seen in (c). Both molecules are stabilized by extended networks of hydrogen
bonds, whose topology differs depending on the location of the oxygen contain-
ing groups. In contrast, a further isomer, phthalic acid, (d) cannot form stable
structures due to its topology inhibiting the formation of said extended hydrogen
bonded networks. The scale bars are 1 nm. Figure adapted with permission from
[50].
be put into two categories; those involving covalent bonds with the surface, known as
chemisorption, and those involving non-covalent interactions, known as physisorp-
tion. Both cases will now be discussed briefly.
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Chemisorption
Chemisorption is commonly used to stabilise molecules whose size (3-20 atoms) is
comparable to those studied within this thesis, and therefore it is important to
outline the process and its limitations.
Chemisorption involves a chemical reaction forming a bond between the adsorbate
and the surface. Generally, chemisoprtion does not require any specialised equip-
ment, such as UHV, or complex processes, such as using a Langmuir–Blodgett film,
although it can benefit from the former. The most studied example of chemisorption
in self-assembly is for alkylthiols on gold, where the covalent bonds forms between
the sulphur group on the alkylthiol and the gold substrate with a bond strength of
the order of 100 kbT per bond. This sulfur-gold interaction dominates the molec-
ular spacing at the surface, and the long alkyl chains are then stabilised by vdW
interactions between each other, inducing further order. The covalent nature of
the monolayer-surface bond mean chemisorped monolayers can couple the external
environment to the electronic and optical properties of the metal [58], as well as in-
fluencing macroscopic properties ranging from metal corrosion protection to tunable
wetability and friction of surfaces [10].
While there are benefits to chemisorption, it is ultimately hindered by the required
use of covalent bonding chemicals which are limited to specific molecules and interac-
tions (such as the aforementioned thio-alkanes on gold). Furthermore, the strength
of the interactions involved makes the diffusion barriers very large when molecules
are chemisorbed on the surface and therefore any ordered structure of chemisorbed
molecules is usually not governed by intermolecular interactions, but solely by the
strong chemisorption energy [9]. This negates one of the most promising methods
of control over the resulting structures, the tuning of intermolecular interactions.
Physisorption
Intermolecular interactions are more important for physisorped structures. When a
molecule is physisorped, it is defined as having a minimal perturbation to its elec-
tronic structure by the absorption site, such that the change in electronic states is
difficult to detect experimentally. This corresponds to a far weaker interaction than
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chemisorption (binding energies typically 1-20 kJ/mol for physisorption and 100-
1000 kJ/mol for chemisorption [11, 59], although can vary greatly), mostly driven
by either vdW forces or pi-pi interactions. Therefore, physisorption is a general phe-
nomenon and can occur at any solid-liquid or solid-gas interface with none of the
chemical specificity required for chemisorption. Furthermore, this removal of a de-
pendence on specific chemical interactions means that physisorption can in principle
support the formation of multiple layers of structures away from the surface, as well
as reducing the activation energy barrier for their formation.
The weak interactions involved mean that, for systems driven by physisorption,
either low temperatures or long molecular chains are usually required to ensure
stability. However, this weak interaction also means that, upon deposition at a given
temperature, the molecules are able to rotate and translate to ‘find’ each other and
form the most stable supramolecular ordering, or a thermodynamic minimum. This
is particularly useful for self-assembly at a solid-liquid interface, because it means
that by definition the assembly process should naturally reject defects and therefore,
in principle, it can induce highly ordered structures from highly disordered systems
[44].
Surfaces used in this work
As mentioned at the start of this section, very flat surfaces with regular nanoscale
periodicities are beneficial for self-assembled structures as they support the forma-
tion of extended bonded networks. For physisorped structures, flat surfaces also
enable the re-organisation needed to create stable arrangements. In this thesis, the
surfaces considered are highly oriented pyrolytic graphite (HOPG), graphite oxide
(GrO) and molybdenum disulphide (MoS2).
Organic surfaces, such as HOPG, are very commonly used to assist self-assembly of
a wide variety of molecules [53, 60–62]. HOPG is a highly ordered, highly pure form
of synthetic graphite with a large degree of alignment of the individual graphite
crystallites. HOPG consists of layers of carbon atoms arranged in a honeycomb
structure, a single layer of which is depicted in Figure 1.6a. The interactions between
the individual graphite layers are weak, making HOPG easy to cleave. This results in
stacked, atomically flat layers which are ideal for supporting self-assembly. Studies
involving HOPG are particularly relevant at the present moment considering the
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Fig. 1.6: Schematic of the lattice of (a) HOPG and (b) Molybdenum Disulphide with the
relevant distances labelled. It is worth noting that MoS2 has in fact a trilayer
structure, with one of the sulphur atoms being hidden when viewed top-down.
Nonetheless its two-dimensional structure is still very similar to that of HOPG.
emergence of graphene-based nanotechnology. Carbon interfaces are now finding
themselves used for energy storage [63, 64] and photonics [65], to name just a few
applications.
Graphite oxide (GrO) is the hydrophilic derivative of graphite. It is obtained by the
replacement of single carbon atoms in the graphite sheets with oxygen containing
functional groups, such as epoxy and methoxy groups. Thin sheets of GrO retain
some of the unique electronic properties of graphene, but the presence of hydrophilic
groups makes it soluble in water, opening new avenues for applications in water
filtration and ion sieving [66].
MoS2 is hydrophobic [67, 68] and, similar to HOPG, it can be cleaved to form
large atomically flat areas. MoS2 also exhibits a honeycomb pattern [67] in the
lateral plane, with lattice parameters close to that of HOPG, as can be seen in
Figure 1.6b. The lattice parameters of surfaces such as HOPG or MoS2 mean that
they are particularly effective in supporting the self-assembly of molecules with
alkane backbones. This is due to the similarity between the carbon-carbon bond
lengths of the alkanes and the periodicity of the surface lattice, which increases the
shared atomic surface area and the adsorption energy (Figure 1.7) [69]. Generally,
alkanes are well-suited to self-assembly due their simple synthesis and the fact that
additional functional groups can easily be added at many different locations on the
molecule. As detailed in Section 1.2.1, this high degree of molecular control in
turn allows fine-tuning of the eventual self-assembled structures. The strength of
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Fig. 1.7: Schematic of mismatch between alkane periodicity and that of HOPG. An ex-
ample alkane (C18H38) is show in its most favourable arrangement, lying with its
molecular backbone plane parallel to the graphite surface.
the monolayer-surface interaction for alkyl chain based self-assembly can also be
tailored by altering the chain length. In many cases the alkyl chains are observed to
orient themselves along one of the symmetry axes of the underlying graphite surface.
This gives the system a degree of directionality despite the self-assembly mechanism
being inherently non directional. This increased propensity for the molecules to
pack in a certain direction promotes structures which are highly ordered over long
distances, ideal for the self-assembly of functional interfaces.
1.4 The challenges in self-assembly of small molecules
In the field of self-assembly the term ‘small molecules’ is used ambiguously. Often
the cause of this ambiguity is simply a matter of the relationship between the size
of the assembling component and the system of interest. For example, biological
studies have referred to molecules of around 50 - 70 atoms with bulky aromatic
ring groups as being small [70, 71]. This is because, in biology, often the entities
studied, such as lipid membranes or cells are on the scale of hundreds of nanometers
to microns.
This work will study the self-assembly of some of the smallest possible molecules,
which are generally < 20 atoms. In particular, the most used system is that of
methanol and water molecules, which are only 6 and 3 atoms respectively. The
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self-assembly of molecules this size in ambient conditions is rare. In the absence
of restrictive tethers, such as in chemisorption, it is expected that the collective
vdW physisorption effect and intermolecular bonds alone are not strong enough to
stabilise extended structures.
This limitation has been overcome in the past by working at low temperatures with
smaller thermal fluctuation. Investigations into low-temperature self-assembly of
water on organic surfaces, such as HOPG, are frequent due to the emergence of
carbon-based technologies, as well as a desire to better understand the nucleation
of atmospheric ice, which has been shown to occur on organic aerosol particles [72,
73]. Performing electron crystallography on low temperature self-assembled ice on
HOPG has previously revealed that close to step edges the water molecules prefer
to form two-dimensional, ice due to similarities between the interplaner distance of
two-dimensional ice and the carbon layer spacings [74].
There are also many organic molecules in low temperature environments in the
atmosphere. Of these, methanol is the most common and thus has been subject
to low temperature elastic helium and light scattering studies [73]. However, to
date there are only a limited number of experimental studies which have obtained
a molecular level understanding of methanol’s structure on HOPG at temperatures
< 200 K. Of these, none directly image the molecular structure in-situ [73, 75,
76]. Such data has been obtained, however, for methanol on gold and copper (111)
surfaces using STM [77] at 30 K, where heating the surface to 160 K resulted in a full
desorption of the structures. Herein lies the problem with low-temperature induced
assemblies, their inability to be functional in ambient environments. For example,
for a single methanol molecule the reported adsorption energy to HOPG (dominated
by vdW interaction) can be as low as ∼ 14 kJ/mol [78]. This is comparable to kbT
for T = 300 K. Water has an even lower value of ∼ 7 kJ/mol [79]. Introducing
additional lateral hydrogen bonds can increase this adsorption energy. For example
a hydrogen bonded cluster of 5 methanol molecules has an adsorption energy of ∼
35 kJ/mol [78]. However, experimentally it is observed that monolayers of larger
alcohols, such as heptanol (C7H16O), formed from vapour in a sealed cell can still
melt at ∼ 290 K. The presence of further liquid introduces additional influential
factors, such as the hydrophobic interaction (as discussed in Section 1.2.1). This
makes small hydrogen bonding molecules, such as water, or methanol when mixed
with water, even less likely to reside durably at hydrophobic interface due to the
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energetic benefits of forming hydrogen bonds with the bulk liquid.
Alternatively, there have been many studies into the self-assembly of small molecules
under two-dimensional confinement. Confined water is important in many research
areas, such as geological and biological processes [80]; thus it has been subject to
extensive experimental [74, 81–87] and computational [74, 88–91] studies. Further-
more, confinement of water mixed with small organic molecules between carbon
surfaces is of high interest due to the potential use of graphene and graphene oxide
nanopores in filtration [92, 93]. For example, the formation of room temperature sta-
ble ice has been observed using SEM to probe water confined between two graphene
sheets [94]. In this study, the water was seen to form extended two-dimensional
hydrogen-bonded networks, rather than the three-dimensional (tetrahedral) net-
works present in bulk ice [95]. Similar studies have been performed for mixtures of
water and short chain length alcohols when confined between mica and graphene
[96]. These revealed the room temperature crystallisation of the confined alcohols,
although they did not provide any details regarding the molecular arrangements.
In the absence of the entropy-reducing effects of low temperature or confinement,
a search of previous literature reported no cases of self-assembly of molecules < 20
atoms in the bulk or at an interface, other than the system studied in this work.
This novelty therefore makes the results presented in this thesis of interest to the
wider self-assembly community.
1.5 Self assembly of water with short chain length
alcohols
As previously mentioned, the bulk of this thesis will involve the use of mixtures
of water with short chain length alcohols. Methanol is the smallest and simplest
alcohol. Other than the aforementioned confined cases, at room temperature both
water and methanol remain liquid in the bulk [89, 94, 97] and at the interface with
hydrophobic surfaces [97–99]. Indeed, when surface scanning techniques, such as
AFM, are used to image hydrophobic surfaces, such as HOPG, in environments of
pure water or pure methanol, only graphitic features are observed within the first
couple of experimental hours. Example images from such experiments can be seen
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in Figures 1.8a and b.
The situation changes significantly when a mixed droplet of equal parts of water
and methanol is deposited on the HOPG (Figure 1.8c). Here the topographic image
shows that raised patches have formed, as highlighted by the white dashed lines.
The patches provide a strong contrast in the phase image, which indicates a change
in energy dissipation when compared with the surrounding HOPG lattice. This
phenomenon was first observed by Vo¨ıtchovsky et al. [51] and was attributed to the
self-assembly of the water and methanol molecules into stable, solid-like structures
on top of the HOPG. These structures typically formed on the order of minutes
when a 50:50 water-methanol mixture was used. Once nucleated, the individual
patches carry on growing until they covered the entire surface.
The core focus of the research presented within this thesis is to further our un-
derstanding of this novel self-assembly process involving aqueous mixtures of small
molecules. To this end, it will be building on observations of the methanol-water
assembly described in ref. [51]. Thus, it is important to understand the behaviour
of this base system in detail. This section will provide a review of these structures
based on the key observations raised in ref. [51].
1. Chapter 1: Introduction 24
Fig. 1.8: Surface of HOPG imaged using amplitude modulation mode AFM (see Chapter
2 for details on the method) which shows no assemblies occur in pure water or
methanol, but can nucleate when mixed. Panel (a) shows the case of pure water.
Performing the same control experiments in pure methanol is challenging due to
its high vapour pressure, which reduces the thermal stability and imposes a time
limit on the experimental window. However, imaging of the HOPG surface in
methanol can be achieved by dehydrating a sealed AFM cell with pure nitrogen
before saturating the atmosphere with methanol vapour [51], (b). In contrast,
when the two liquids are mixed, monolayers are observed growing across the
surface, (c), outlined by the white dashed line. The blue scale bar represents
a phase variation of 10 o in (a) and (b), and 4 o in (c). The purple scale bar
represents a topographic variation of 6 nm in (a) and (b), and 1 nm in (c). The
scale bars are 100 nm. Panel (a) and (c) are amplitude modulation-mode AFM
measurements from this work obtained using the protocols outlined in Chapter
2. Panel (b) is adapted with permission from ref. [51].
1.5.1 Molecular structure of water-methanol assemblies
on HOPG
Non-contact modes of AFM, such as those which will be described in Chapter 2,
offer the ability to probe the molecular details of soft structures, such as the molec-
ularly thin self-assemblies of water and methanol. Using non-contact AFM the
methanol-water structures presented in Figure 1.8c have been imaged in-situ, re-
vealing molecular-scale details. Figure 1.9a show a representative image for a 50:50
methanol water mixture. Here the molecular scale features observed are a series
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of parallel wires which lie perpendicular to a larger well ordered supramolecular
row-pattern. The molecular scale wires have a periodicity of 0.7 nm, while the
supramolecular pattern is 5 nm. In ref. [51], it was observed that the incorporation
of small amounts of ethanol into the mixture (<1%) allows the perpendicular A˚ scale
sub-rows to be imaged with a higher resolution, revealing the intricate nature of the
molecular-scale wires, as shown in Figure 1.9b. The exact mechanism resulting in
the increased resolution was not clear, although it may be due to the incorporation
of the larger ethanol molecules within the structures, pushing the distance between
molecular features towards a resolvable resolution. A more detailed study into the
impact of alcohols larger than methanol will be presented in Chapter 5. For the rest
of this chapter the focus will remain on the row structures formed in methanol-water
mixtures, which we will hereafter refer to as the ‘basic methanol-water monolayer’.
Fig. 1.9: Substructures in basic monolayers formed in a methanol-water mixture. Phase
images of structures in a 50:50 methanol water mixture reveal a˚ngstro¨m-scale per-
pendicular sub-features (dashed white/yellow lines) corresponding to water and
methanol molecules forming correlated parallel ‘wires’ on the surface of HOPG.
The scale bar represents 5 nm. The purple scale bar represents a topographic
variation of 0.8 nm. The blue scale bar represents a phase variation of 10o.
Panel (a) is an amplitude modulation-mode AFM measurement from this work
obtained using the protocols outlined in Chapter 2. Panel (b) is adapted with
permission from [51]
Within a single domain the supramolecular row pattern observed in the basic methanol-
water monolayer remains well ordered over larger scales. An example of this can be
seen in Figure 1.10a, which shows the interface between two separately nucleated
self-assembled patches. The direction of the main row patterns are consistently
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observed to be at multiples of 60o with respect to each other. The atomic lat-
tice of HOPG is hexagonal with three symmetrical axes which indicates that the
supramolecular pattern is epitaxially induced. This was confirmed by using contact
mode AFM to scratch away the structure revealing the direction of the underlying
HOPG lattice (Figure 1.10b) [51].
Fig. 1.10: A demonstration of the link between the supramolecular patterns of the mono-
layer and the underlying HOPG lattice. Panel (a) shows two independent mono-
layers whose row patterns are orientated at 120o with respect to each other. (b)
Switching from the soft amplitude modulation (AM) mode to contact mode al-
lows the monolayer to be scratched away, revealing the underlying lattice with
its 6-fold symmetry. The row pattern is perpendicular to one of the axis of
symmetry which is consistent with an epitaxially induced effect. The scale bar
is 50 nm in (a), 0.2 nm in (b), and 0.1 nm in the inset. The colour scale bar rep-
resents a variation of 0.4 nm. Panel (a) is an amplitude modulation-mode AFM
measurement from this work obtained using the protocols outlined in Chapter
2. Panel (b) is adapted with permission from ref. [51]
To understand the source of the stabilisation of the methanol-water assemblies, it
is important to gain molecular-level insights into the structures. The molecular
level resolution provided by non-contact AFM cannot distinguish different types
of molecules at this scale. Instead, computational simulations are needed to elu-
cidate the details of the molecular organisation. The time-scales involved in the
nucleation process eclipse those accessible by current simulation techniques (min-
utes compared with microseconds) [100–102]. Therefore in ref. [51], a multi-scale
computational approach was used, consisting of ab initio density functional the-
ory calculations to parametrize molecular interactions, followed by classical large
scale molecular dynamics simulations. Over the course of a 100ns simulation, no
long-lived stable structures were captured, consistent with the need for a nucleation
event. Although they did not capture the formation of stable molecular patterns,
the large scale simulations did provide hints towards the molecular behaviour. For
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example, plotting how the free energy of methanol molecules at the surface changes
reveals two-dimensional periodicities commensurate with the underlying HOPG lat-
tice (Figure 1.11a). Furthermore, once close to the surface, both the methanol and
water molecules had an enhanced local order. The in-plane oxygen-oxygen distri-
bution function around a given methanol molecule is shown in Figure 1.11b. This
distribution function shows that, close to the surface, the nearest neighbour of a
methanol molecule is most likely a water molecule and the second neighbour tends
to be another methanol molecule. An increase in longer range order was also ob-
served. Figure 1.11c shows a plot of the probability of finding a methanol molecule
in the hydrogen bonded chains of methanol and water (discussed in more detail in
Chapter 4) for a 1:1 mixture in the bulk and at the HOPG interface. As can be
seen from this Figure, every second bond has a higher probability and thus the most
probable arrangement is an alternated network of methanol and water molecules.
This arrangement has been previously reported for the bulk solution [103–105], but
the effect is more pronounced at the interface with HOPG.
As part of the multi-scale simulation strategy in Voitchovsky et al., smaller simula-
tion boxes of sixteen by sixteen molecules were used in replica exchange simulations
[106] coupled with a geometry optimization at regular intervals [51]. This method
created hundreds of thousands of local energy minima which were classified using
a non-linear dimensionality reduction technique to cluster similar arrangements to-
gether based on comparing atomic coordinates [107–110]. For full details regarding
how the structural similarities were determined and quantified the reader is referred
to the methods section in ref. [51]. With this approach they plotted the resulting
configuration energy landscape, reproduced in Figure 1.12a, and identified a specific
molecular arrangement that consistently exhibits lower energies. This arrangement
involved two water and two methanol molecules forming a ‘square motif’, which can
combine by either sharing a side, forming one-dimensional ribbons (Figure 1.12b),
or by sharing corners (Figure 1.12c).
The experimentally observed molecular scale features in Figure 1.9 consisted of
nanoscale stripes running perpendicular to a larger supramolecular row pattern.
These nanoscale stripes can be explained by the low energy one-dimensional hy-
drogen bonded ribbon conformation shown in Figure 1.12d. Here, the proposed
hypothetical spacing between the molecular ribbons is comparable to the stripe sep-
aration. The supramolecular row pattern was explained by an epitaxially-induced
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Fig. 1.11: Results from molecular dynamics simulations of a 50:50 methanol water mixture
on top of HOPG performed in ref. [51]. (a) shows a plot of the potential of
mean force in the xy plane for the methanol molecules on top of HOPG. The
distribution of methanol is commensurate with the graphite lattice. In (b)
the in-plane oxygen-oxygen distribution function between a reference methanol
molecule close to the HOPG surface with another corresponding oxygen in water
(left) and methanol (right) is plotted. The water showed an increased preference
for being in the first coordination shell. Methanol sits mostly in the second
coordination shell. The white dots represent the underlying graphite lattice.
There is a small mismatch between the characteristic length scale of the water-
methanol hydrogen bonded network and the periodicity of the HOPG surface.
(c) presents the probability of finding a MeOH molecule after a distance of n
bonds when moving along the hydrogen bond network. The cartoon provides
an illustration of the analysed correlation. The points shown are both for the
hydrogen bond network at the interface with HOPG (red solid triangles) and
in the bulk liquid (blue open triangles). Figure adapted with permission from
[51].
Moire´ pattern due to the mismatch between the periodicity of the square motifs
in the one dimensional ribbons (5.2 A˚) and the periodicity of the top layer of the
HOPG (2.46 A˚). In ref. [51], they calculated the resulting Moire´ periodicity to be
around 45 A˚, comparable to the row spacing found using AFM (typically 45 - 55
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Fig. 1.12: Catalogue of stable two-dimensional structures obtained by replica-exchange
simulations for a 50:50 methanol-water monolayer in ref. [51]. Every dot repre-
sents a certain molecular arrangement. The colour of the dot corresponds to the
energy and therefore also its stability (see colour scale bar). The insets (i-vi)
show six example structures. The most common feature in the arrangements
is a water-methanol ‘square’ motif, (b) and (c). (d) The motifs can form elon-
gated molecular ribbons which have a mismatched periodicity (5.20 A˚, purple
bar) with the HOPG underneath (2.46 A˚, blue bar). This mismatch induces a
Moire´ pattern with a lengthscale of around 45 A˚ (white bar). The yellow-purple
ribbon in (d) illustrates the degree of mismatch using the colour scale of AFM
topographic images. The distance between adjacent ribbons is typically 8.2 A˚
(red bar). Figured adapted with permission from [51].
A˚). The formation of Moire´ patterns has previously been observed for self-assembled
monolayers of large alcohols on HOPG [111].
Due to the presence of recurring motifs which form the segments of larger struc-
tures, the energy landscape presented in Figure 1.12 is rather flat, i.e. there are
many molecular arrangements with similar energies. This principle of a flat en-
ergy landscape will be part of the foundation for the work in Chapter 5, where the
small energy differences between configurations are utilised to easily alter existing
monolayers.
Overall, these computational results strongly suggested that the basic methanol-
water monolayer experimentally observed consists of hydrogen bonded chains of
alternating methanol and water molecules. These monolayers are then capable of
remaining stable at room temperature due to the extended hydrogen-bonded net-
work involving many chains of molecules which allows them to adsorb as a group
[51]. This principle will be subsequently referred to as ’group-effect’ self-assembly.
The subsequent frustration due to the small mismatch between the units within the
monolayer and the graphite lattice gives rise to the supramolecular row-like patterns.
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1.5.2 Evolution of monolayers with time
The well-ordered single monolayer with the global row pattern can evolve during
the experimental window. When the system is studied for long timescales, second
monolayers have been observed to nucleate on top of the original monolayer (Figure
1.13a). The height of this second layer is 0.3 nm, the same thickness as the first layer
(Figure 1.13b). It exhibits a row pattern that follows the direction of the underlying
monolayer, and thus also the symmetry of the HOPG. These second monolayers
have never been observed to cover the whole surface. Instead, when the system is
left for > 2 hours, the second layer growth eventually ceases, leaving well dispersed
islands (Figure 1.13c).
The formation of a third monolayer was reported in ref. [51] although this occurs
rarely. This may be explained in part by comparing with a study of 1-propanol
monolayers on HOPG at low temperatures [112]. In ref. [112] they observed that the
first three monolayers of 1-propanol molecules were all well ordered and orientated
parallel to the surface due to weak surface-liquid van der Waals interactions, whereas
the fourth and higher layers started to demonstrate inter-layer hydrogen bonding due
to a diminished substrate potential. Similarly, the two-dimensional pattern of the
second (and third) stacked layers are the same as the monolayer below, indicating
that the epitaxial effect is capable of propagating through the first two monolayers.
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Fig. 1.13: (a) Examples of the growth of multiple second monolayers on top of the original.
The second layer grows slower than the first and is never observed to cover the
whole surface. (b) Higher resolution image of the multilayers with a line profile
demonstrating their thickness is comparable to that of a molecular monolayer.
(c) Large scale image showing the distribution of second layers across the sur-
face. They are observed to nucleate and grow at increased rates close to HOPG
step edges. The scale bars represent 50 nm in (a) and (b), and 200 nm in (c).
The purple colour scale bar represents a height variation of 2 nm in (a) and
(b), and 4 nm in (c). The blue scale bar represents a phase variation of 4 o
in (a). These measurements were obtained using amplitude modulation-mode
AFM measurements with the protocols outlined in Chapter 2.
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1.6 Summary
Understanding and predicting the self-assembly of molecules into supramolecular
structures at solid interfaces underpins modern materials science and is of paramount
importance to nanotechnology. Applications range from crystal growth [113] and
biomolecular function [114] to nanoscale electronics [115, 116], light harvesting [117],
and the nano-functionalisation of interfaces [118] to name only a few examples. Inter-
facial self-assembly is also ubiquitous in nature, for example, in biological processes
such as the formation of cell membranes [2, 4]. Generally, successful self-assembly
requires some configurational flexibility for the assembling molecules to be able to
probe multiple arrangements, and a stable support or template to assist and stabilise
the self-organising molecules. The properties of the resulting assemblies are then
determined by a complex interplay between the intermolecular interactions, kinetics,
and entropic effects at the interface. This renders any comprehensive understanding
of the self-assembly process highly challenging.
Fig. 1.14: Cartoon representation of strategies for molecular self-assembly at solid-liquid
interfaces. The existing approaches typically involve a 2-step process where
molecules are first stabilised at the interface either through van der Waal in-
teractions for large molecules (a) or specific tethers for small molecules (b).
In contrast, the process can occur in a single step through a group-effect self-
assembly, (c). The molecules have weak interactions with the surface but are
instead stabilised by extended networks of hydrogen bonds (red dashes).
The formation of self-assembled structures at solid-liquid or solid-gas interfaces typ-
ically occurs in a two-step process, whereby molecules first accumulate at the in-
terface and subsequently self-organise into supramolecular structures [10]. During
the first stage, the assembling molecules must reside at the interface for relatively
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long periods of time, so as to meaningfully interact with neighbours and promote
the relevant ordered structure. At solid-liquid interfaces this is typically made pos-
sible by significant interactions between the assembling molecules and the solid’s
surface. In systems comprising of large molecules, increased van der Waals inter-
actions can overcome thermal fluctuations [119] and ensure a stable physisorption
(Figure 1.14 a), as described in Sections 1.2.1 and 1.3.2. However, this becomes
considerably more difficult for small molecules experiencing lower van der Waals
forces. In principle, this problem can be overcome by using a mobile tether between
the assembling molecules and the solid surface through a form of chemisorption.
However, this strategy is inevitably limited to specific molecules and interactions,
such as thio-alkanes on gold [3, 58, 120] (Figure 1.14 b), as outlined in Section 1.3.2.
When specific tethers are excluded, the weak and non-specific surface interactions at
play tend to render the self-assembly difficult to understand or predict. Molecular
self-assembly in biological systems often rely on such relatively weak interactions in
order to create soft or fluid structures that can evolve in response to changes in the
environment [121, 122]. Yet, biological self-assembly can occurs at fast rates (for
example, milliseconds for peptide self-assembly at a hydrophobic interface [123])
and with high precision, making it particularly interesting, although still poorly
understood [5, 6].
To date, the self-assembly of small molecules has primarily been studied in extreme
cases where systems are under confinement [95] or at low temperatures [77] (as
described in Section 1.4), so as to force the molecules to remain long enough near
the solid’s surface for supramolecular structures to form. Examples in ambient
conditions are scarce, with limited insights into the process. This gap is significant
because the nanoscale arrangement of small molecules at solid-liquid interfaces is key
to phenomena such as friction and lubrication [83], nanomembrane separation [124]
and chemical reactivity [39]. Additionally, sophisticated or complex self-assembled
structures are likely to involve small molecules as part of their building blocks. The
weak dependence of small molecules on specific interactions could also increase the
process robustness and flexibility while reducing costs for potential applications.
The aim of this thesis is to explore the new paradigm for small molecule self-assembly
presented in Section 1.5. This is achieved using a base system of a mixture of short
chain length alcohols and water on HOPG. Instead of relying on strong surface
interactions, these monolayers are stabilised by a collective network of hydrogen-
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bonds, in a process referred to as ‘group-effect’ self-assembly (Figure 1.14 c). These
structures have the potential to impact multiple processes. For example, in recent
years, the behaviour of aqueous mixtures at hydrophobic solid interfaces has been a
key topic due to the surge in graphite or graphene based nano-technology. Examples
involving alcohol and water mixtures can be found in filtration [125], catalysis [39]
and fuel cells [126] to name just a few. Applications involving solid-liquid interfaces
are generally heavily reliant on the structure and dynamics of the liquid component
within the couple of molecular layers adjacent to the solid. Liquid structure at
the interface has been shown to affect the transport of charge [127] as well as the
adsorption of molecules [128], both of which are essential to the function of nanoscale
devices.
As has been outlined within this introductory chapter, the self-assembly of small
molecules, such as alcohols and water, at interfaces when at room temperature is
rather novel. Therefore, it is important to fully understand the alcohol-water-HOPG
base system. Investigations into this system will be presented in Chapters 3 and
4. Then, in Chapter 5, the behaviour of group-effect stabilised structures will be
studied, including the response to external stimuli and methods of influencing the
assembly. Thus, the rest of this thesis will be structured as follows:
Chapter 2 - Methods: This chapter will introduce the rationale and method-
ology behind the techniques used for investigations in this thesis. It will provide
specific details for two-dimensional and three-dimensional atomic force microscopy
and molecular dynamics simulations.
Chapter 3 - Methanol catalysis on HOPG: This chapter will address the
production of methanol in-situ at the water-HOPG interface both in ambient con-
ditions and when electric fields are applied. This phenomenon will be demonstrated
using AFM with confirmation and quantitative analysis via NMR-spectroscopy. The
catalysis mechanism will also be discussed.
Chapter 4 - Alcohol-water mixtures at hydrophobic interfaces: This chap-
ter will provide a background on the behaviour of mixtures of alcohol and water
in bulk. Then it will present novel molecular dynamics data regarding the con-
centration dependent arrangements of alcohol molecules at hydrophobic interfaces.
Furthermore, comparisons will be made between computational data obtained and
the concentration dependant structure of the alcohol-water assemblies observed ex-
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perimentally.
Chapter 5 - Influencing the Small Molecule Assemblies: This chapter will
present investigations into our ability to influence structures formed by group-effect
self-assembly using the alcohol-water base system. The interplay between inter-
molecular and surface interactions will be investigated by adding small amounts of
foreign molecules capable of interfering with the hydrogen bond network, and by
systematically varying the length of the alcohol hydrocarbon chain. The generality
of the self-assembly process will also be explored by replacing HOPG with other
hydrophobic surfaces.
Chapter 6 - Conclusion and Outlook: This final chapter will summarise the
key findings of the thesis and outline the pressing questions and experiments to be
addressed in future work.
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2.0 Chapter 2: Methods
2.1 Chapter Overview
This chapter will provide details of the two key methods used in this thesis to explore
the properties of the water and alcohol based self-assemblies at solid liquid interfaces:
atomic force microscopy (AFM) and molecular dynamics (MD) simulations. It will
start with an overview of the experimental techniques typically used in this context,
before focussing on why AFM was chosen for this work and explaining its basic
function. Then, the computational technique, MD, will be described, with details
regarding the models used to study alcohol and water mixtures. As will become
clear within the chapter, the combination of AFM with MD is rapidly becoming the
norm in the field of self-assembly at solid-liquid interfaces. This is due to the ability
of both techniques to provide details at a similar scale, allowing for a comparison of
the experimental observations with the theoretical prediction.
2.2 Experimental Techniques
To be used in applications, self-assembled structures often need to be highly sophisti-
cated with complicated patterns such as clusters, pores, wires etc., or to possess well
defined chemical properties when used in surface coatings to control e.g. adhesion
and wetting. Forming such assemblies requires the molecules to be decorated with
multiple chemical groups who interact in different ways [1–3], as outlined in detail
in Chapter 1. This makes predicting the end product difficult, especially for self-
assembly at solid-liquid interfaces, due to the presence of additional substrate-liquid
interactions. Computational techniques, such as those which will be introduced in
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Section 2.3, offer an approach to predicting the resulting self-assembly, although they
are ultimately limited by the accuracy of the models used. Furthermore they can
struggle with complex systems of small molecules where the magnitudes of the in-
teraction potentials between the liquid molecules and that between liquid molecules
and the surface become comparable. Therefore, developing an understanding of the
self-assembly mechanism often needs to be iterative with the information derived
about the impact of small changes to assembling molecules on the resulting structure
fed back to the molecular design stage. Thus an accurate characterisation of self-
assembled structures is essential. This can be achieved using multiple experimental
techniques at different length scales.
2.2.1 Overview of the main experimental techniques used
to study self-assembly
For characterising self-assembly occurring in the bulk liquid, the preferred methods
are often scattering or absorption techniques such as neutron scattering or X-ray
absorption. The benefits of such techniques are that they can study the properties
of the assemblies in a non-invasive manner. Due to the X-rays ability to penetrate
deep into the liquid, scattering techniques such as X-ray diffraction can also be
used to study assemblies at solid-liquid interfaces. These techniques can be used to
great effect, obtaining details pertaining to the separation of atoms and molecules.
However, they tend to rely on averaging over large areas of the sample (µms) creating
an average picture of the equilibrium structures. Therefore gaining local information,
such as the formation of defects or the presence of multiple co-existing domains, is
highly challenging and often simply not possible. Nonetheless, they remain useful for
studying self-assembly in the bulk. A review of the information obtained by such
techniques regarding the behaviour of mixtures of water and short chain length
alcohols will be presented in Chapter 4.
The limitations of scatterings techniques can in principle be overcome by mapping
the local structure in-situ using microscopy techniques such as scanning probe mi-
croscopy (SPM) and scanning electron microscopy (SEM). Of these, the SPM tech-
nique atomic force microscopy(AFM) [4] is arguably the most versatile, being able to
scan a variety of surfaces in a vacuum [5], in air [6] and in a liquid [7, 8] without any
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specific sample constraint other than the transparency of the liquid. This gives it a
significant advantage over other techniques, such as scanning tunnelling microscopy
(STM), which can only be used on conductive materials. AFM has been used to
study many interfacial processes such as electrochemistry [9–11], filtration [12, 13],
friction [14] and lubrication [15] as well as the real-time behaviour of molecules on
surfaces [16]. Furthermore, AFM already has an extensive history of sucessfully
obtaining molecular details of the assemblies of molecules at solid-interfaces [7, 8,
11, 17–20].
2.2.2 Atomic force microscopy principles
In general, AFM utilises an atomically-sharp tip to probe local forces at an interface.
The tip is mounted on a cantilever which is mechanically driven so that the position
of the tip and its distance from the interface can be controlled. Interactions between
the tip and the interface are then monitored through the behaviour of the cantilever,
such as its deflection, amplitude, frequency or phase, to name a few examples. By
controlling the desired properties of the cantilever using a feedback loop while raster-
scanning the tip over a given area, information about the interface can then be
mapped, such as its topography, chemistry as well as its physical properties. The
Fig. 2.1: Diagram of the working principles of an AFM. As the tip is raster-scanned across
the surface, the deflection (contact mode) or the dynamic properties (AM or
FM mode) of the cantilever are detected by a laser beam reflected onto a four-
quadrant photodiode. A feedback loop alters in real time the distance between
the base of the cantilever and the surface so as to keep constant either the de-
flection (contact), amplitude (AM) or frequency (FM) as the tip experiences
interactions with the interface being imaged.
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original design for AFM had the tip be in mechanical contact with the sample surface
and was aptly named ‘contact-mode AFM’ [4]. In this mode, the deflection of the
cantilever is maintained by changing the tip-sample distance via adjustments of the
z-height of the sample using an x-y-z piezo. Any changes in the deflection of the
cantilever due to tip-interface interactions are usually recorded via the movement of
a laser beam reflected of the back of the cantilever onto a four-quadrant photodiode,
Figure 2.1. A schematic of the typical deflection versus piezo z-height curve for this
situation can be seen in Figure 2.2. Once the tip is in contact with the surface, the
tip-sample force exerted on the surface (Fts) can be considered a Hookean spring for
small displacements (∆D) and therefore:
Fts = kc∆D, (2.1)
where kc is the flexural spring constant of the lever.
Fig. 2.2: A typical deflection versus piezo z-height plot for cantilever approaching the
surface in contact mode-AFM.
The cantilevers used in contact-mode tend be soft with a low spring constant and
thus are prone to an effect known as ‘jump-to-contact’, as seen in Figure 2.2. This
effect is due to the attractive force gradient in the z-direction exceeding the spring
constant of the cantilever as the probe approaches the surface (kc > dFts/dz), which
causes the tip to suddenly snap into contact with the surface. Therefore the jump-
to-contact effect limits the control over the vertical tip-position and can further
degrade the attainable resolution of the tip, as well as damage the interface being
imaged [21, 22]. While it is possible to overcome this limitation by using stiffer
cantilevers, this reduces the sensitivity of the measurement because ∆D is less for
the same force. Furthermore, the general contact between the tip apex and the
surface in contact-mode AFM can damage and deform samples, making unsuitable
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for the imaging of soft interfaces.
As a response to the aforementioned problems associated with contact-mode AFM,
dynamic-mode AFM was invented. In dynamic-mode AFM the cantilever is oscil-
lated, often near its resonant frequency. The dynamics of the cantilever in this case
can be described by using equation 2.2 [23]:
mz¨ +
mω0
Q
z˙ + kz = F0cos(ωt) + Fts(d), (2.2)
where F0 and ω are the amplitude and angular frequency of the driving force re-
spectively, m, Q, ω0, k and d are the effective mass, quality factor, angular natural
frequency (undamped), force constant and tip-sample separation respectively. Pro-
vided that the amplitude (A) of the oscillation is sufficiently small with respect to
its equilibrium position, the tip-sample interaction force can be expressed by a first
order Taylor expansion:
Fts(z) = Fts(0) +
(
dFts
dz
)
0
z. (2.3)
For this approximation it is the gradient of the force which is the relevant factor
influencing the motion of the tip and thus the interaction can be characterised by
an effective spring constant kts,
kts = −
(
dFts
dz
)
0
, (2.4)
which is also known as the interaction stiffness. Substituting equation 2.4 into
equation 2.2 then leads to the equation of a forced damped harmonic oscillator with
an effective spring constant keff ,
keff = kc −
(
dFts
dz
)
0
, (2.5)
with an effective resonance frequency
ωeff =
(
keff
m
)1/2
, (2.6)
and the difference ∆ω = ωeff − ω0 can be approximated by
∆ω ≈ ω0kts
kc
, (2.7)
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valid for kts << kc and a constant force gradient over the oscillation range [23].
Therefore for this case, the value of the resonance frequency is related to force gra-
dient. This is typically more short-ranged than the net force and hence can increase
the maximum obtainable resolution of dynamic-mode AFM because it enables the
last few atoms of the tip to participate in the interaction. Usually for dynamic-mode
AFM, the key interaction for the force gradient is the solvation force, which will be
discussed in more detail in Section 2.2.5.
When operated close to the resonance frequency, the enhanced force sensitivity
allows the cantilevers used in dynamic-mode AFM to be stiffer than those used in
contact-mode and thus do not suffer from the jump-to-contact effect. Furthermore,
the oscillation of the tip reduces the lateral friction forces and can allow the surface to
be investigated without or in semi-contact. This causes less damage to the interface
being imaged and thus dynamic-mode AFM can be used to probe softer samples
consisting of molecules held together by weaker, non-covalent interactions, such as
the water and alcohol assemblies studied within this thesis.
Operating in liquid, as will be the case throughout this work, introduces damping to
the vibration of the cantilever due to being in a higher viscosity environment. This
damping induces energy dissipation for the vibrating cantilever which reduces its
force sensitivity and reduces the signal to noise ratio. Thus multiple technological
advancements have been needed to increase the sensitivity of dynamic-mode AFM
in liquid by reducing the noise in the deflection sensor as well as improving the
methods of exciting the cantilever [24–28]. The summation of these efforts allows
dynamic-mode AFM to to map surfaces in liquid with atomic-level resolution [29,
30].
Historically, the cantilever excitation is induced by applying an AC voltage signal
to a piezoactuator close to the base of the cantilever. This approach introduces
many unwanted resonances in the cantilever as well as the local components, such
as the substrate holder, which ultimately makes finding the actual resonance of the
cantilever difficult. Furthermore it also means that the response of the cantilever
to the driving force is dependant on where its resonance frequency lies within the
many piezoactuator-induced peaks [31]. This is further complicated by the fact
that the position of the peaks can vary with time as the location of the mechanical
contact between the components changes. In the case of AFM in liquid, even contact
between the components and the liquid itself can induce unwanted peaks. Therefore,
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due to the need for high resolution imaging, the experiments within this work use a
cantilever excitation method known as the ‘photothermal method’. Here a second
laser is focussed on the reflective coating of the cantilever. This induces a rapid and
controllable photothermal expansion of the illuminated area of the coating when
the laser is on, causing the cantilever itself to bend. In this situation, there is no
physical contact needed which reduces the amount of unwanted peaks.
In this thesis two different approaches to dynamic-mode AFM will be used; amplitude-
modulation mode and frequency-modulation mode. Both modes of operation have
been shown to offer comparable resolutions for liquid-solid interfaces [7, 32]. Their
workings will now be discussed.
2.2.3 Amplitude-modulation AFM
In amplitude-modulation mode AFM (AM-AFM) the cantilever is excited with a
fixed driving amplitude at a fixed frequency close to its resonance frequency. As
demonstrated by equation 2.4, once vibrating, the resonant frequency and hence
the amplitude of the cantilever oscillation is dependent upon interactions between
the tip and the surface. These interactions are themselves then a function of the
tip-surface separation. For AM-AFM, the change in amplitude of the cantilever
oscillation is detected (∆A). As its name suggests, in AM-AFM the minimum
separation between the tip and the surface is modulated so that to maintain a
constant oscillation amplitude. The tip-sample separation is typically adjusted by
using an x−y−z piezo. In addition to ∆A, the phase difference between the driving
signal and the actual oscillation (∆θ) is also recorded. However, while ∆A is fixed,
∆θ is allowed to vary and therefore can be used to construct an image of the phase-
lag. Phase-lag images (or just phase images) are related to the energy dissipation,
itself sensitive to different mechanical properties of the interface. Therefore they
can often provide an enhanced contrast [33], especially for structures whose height
is comparable to the substrate features [34]. This can be used to good effect when
studying monolayers such as the alcohol water structures discussed herein [7, 8].
One disadvantage of AM-AFM is the response time of the mode, which behaves as
τ = 2Q/ω0 [35]. In the case if imagining in air or in vacuum Q can exceed 10,000
which can limit the bandwidth for feedback. However, when imaging in liquid and
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using soft cantilevers Q can be reduced to a value (typically < 5) where the response
time is fast enough to remove this obstacle. Furthermore, in standard AM-AFM
the fact that the cantilever is not oscillated at its resonance frequency means that
conservative forces (which do not dissipate any vibration energy of the cantilever)
and dissipative forces (which do dissipate it) cannot be measured independently and
thus a quantitative interpretation of the forces measured is highly difficult [22] and
remains an active area of research [36, 37].
2.2.4 Frequency-modulation AFM
Frequency-modulation mode (FM-AFM) relies on changes in the resonant frequency
of the oscillating tip (∆ω as defined in equation 2.7). For FM-AFM imaging, the
resonant frequency, the amplitude and the phase of the oscillation are all maintained
at a constant value to map the properties of the surface. Therefore, more feedback
loops are required than was the case for AM-AFM, which makes FM-AFM more
complicated. The feedback signal in FM-AFM is provided by a phase-locked loop
(PLL), which keeps the phase constant at 90o. The PLL also relies on the cantilever
deflection signal to generate the cantilever excitation signal [22], therefore should
the tip crash into the surface at any point, both factors become distorted which
can create an instability [22], potentially further damaging the tip and the sample.
However, because in FM-AFM the cantilever is always excited at resonance with a
constant amplitude, the imaging is not limited by the time taken for the cantilever
to decay to a new oscillation frequency or amplitude and thus can achieve a high
scanning speed when in air.
A further benefit of FM-AFM is that oscillating the cantilever at its resonance
frequency and maintaining the phase at 90o allows the conservative forces and dis-
sipative forces experienced by the tip to be measured in a decoupled manner. Here
the conservative forces varying ∆ω and then the dissipative forces can be inferred
from the drive amplitude. Having both values allows the measured frequency shifts
to be easily converted into values for the force between the tip and the sample [38,
39]. Obtaining such values from AM-AFM is more difficult and thus is still an
ongoing area of research [37, 40, 41]. The simple conversion required to map out
force profile of interfaces is particularly beneficial for studying solid-liquid interfaces
such as those in this work, because it means the values can be directly compared
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with parameters extracted from molecular dynamics simulations [42–44]. This also
makes FM-AFM the mode of choice for the recently developed technique known as
three-dimensional scanning force microscopy (3D-SFM), which maps properties of
the interfacial liquid away from the surface. This is the reason FM-AFM is also used
in this work. The background and details of 3D-SFM will be discussed in Section
2.2.6.
Ultimately, the effectiveness of both AM-AFM and FM-AFM hinges on the ability
to obtain high resolution details of the interface. As mentioned within this section,
this resolution is based on the interactions between the oscillating tip and the liquid
it is displacing, along with the surface itself. A comprehensive understanding of how
these interactions are linked is highly complicated due to the coupling between the
individual factors. For example, the mechanism by which any liquid is displaced is
linked to the both the chemistry of the surface, the tip and the inherent properties
of the liquid itself. Nonetheless, to operate any mode of AFM efficiently and with
high resolution, it is important to understand the main forces at play.
2.2.5 Tip-surface interactions
When imaging in air the dominant forces on an AFM tip are van der Waals inter-
actions, short range repulsive interactions, electrostatic interactions and adhesion
and capillary forces [23]. Immersing the cantilever in liquid removes capillary forces
but also introduces additional effects. Most notably, the tip is no longer simply
experiencing interactions due do the surface, it also experiences interactions arising
from the surrounding liquid molecules.
Viscous dissipation
The mechanical behaviour of the AFM cantilever and tip is influenced by the hydro-
dynamic drag force due to viscous friction with the liquid. The amount of energy
dissipated for the cantilever and tip due to this friction depends on multiple factors,
including the density and viscosity of the medium. For ultrapure water in ambient
conditions, the density is 999.615 kg/m3 and the dynamic viscosity is 1.009 x 10−3
Pa s, compared with 1.204 kg/m3 and 1.814 x 10−5 Pa s for air [45]. It is known
that the introduction of confinement effects due to solid surfaces further alters the
structure and viscosity of liquids compared with their bulk values [46]. However,
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the extent of this alteration is still under debate. For example, in ref. [47] the
viscosity of water under confinement was investigated using off-resonance AM-AFM
and concluded that damping variation is oscillatory as a function of the confined
film thickness. Alternatively, in ref. [48] FM-AFM was used to observe monotonic
damping. These differing results are currently attributed to changes in the geometry
of the confinement, i.e. factors such as tip radii and curvature [49]. While the exact
workings of liquid damping effects are still unclear, it is important they be taken
into consideration because of their impact on the oscillating cantilever’s ω0 and Q
(as mentioned in Section 2.2.3).
Forces due to charged surfaces
The majority of surfaces become charged when they are submerged in polar solvents
such as water [23] which can cause any ions in the liquid to re-arrange. The ionic
species tend to accumulate near to the surface so as to neutralise it resulting in what
is known as an electrical double layer (EDL). The exact organisation of these ions at
the interface is is complex and its size can vary from ∼ 0.2 nm to tens or hundreds
of nanometres depending on the concentration and valence of the ions, as well as the
dielectric constant of the solution and the temperature of the system [23]. Generally
there are two distinguished regions, the first consisting of counterions directly bound
to the surface, which is known as the Stern layer, the second consisting of counterions
in thermal motion extending further from the surface, known as the Gouy–Chapman
layer [50] (see Figure 2.3a). When two surfaces are close to each other, for example an
AFM tip and a substrate, this ion rearrangement can lead to an interaction between
the tip and surface. These are known as electric double layer forces. Electric double
layer forces are repulsive for similarly charged surfaces. The distance at which this
interaction begins to occur is characterised by what is known as the Debye length.
For dynamic-mode AFM these potentially long-range interactions can be screened
by varying the ionic composition, which in turn can improve spatial resolution [23].
However, in the system studied in this thesis the small concentration of ions in the
solution means the we expect to see only minimal double layer forces.
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Fig. 2.3: In (a) a schematic is shown which demonstrates a simple description of the ion
behaviour in solvent at a positively charged interface. Here δ defines the location
of the Stern layer of counterions (also known as the outer Helmholtz plane),
after which is the Gouy-Chapman layer of mobile ions. As demonstrated on the
corresponding plot, the potential drops off roughly linearly in the Stern layer and
then exponentially through the Gouy-Chapman layer. (b) is a schematic of the
interaction energy versus distance for the DLVO interaction. The attractive vdW
and the repulsive electrostatic potentials (dashed lines) form the total interaction
energy (solid line). At short ranges, the vdW attractive interaction dominates.
Panel (a) is adapted with permission from ref. [50]
The combination of the double layer force and the van der Waals force (discussed in
Chapter 1) are important components of the Derjaguin-Landau-Verwey-Overbeek
(DLVO) theory [51]. DLVO theory is commonly referenced in surface-liquid sci-
ence, especially AFM. For a spherical tip and a flat surface the DLVO force can be
approximated [52] as:
FDLV O =
4piR
0
σtσsλDe
− d
λD − HR
6d2
, (2.8)
valid for d << λD where λD, d, 0 and  are the Debye length, tip-surface separation,
the dielectric permittivity of free space respectively and the relative permittivity of
the medium, and σt and σs are the surface charge densities of the tip and sample
surface respectively and finally H and R are the Hamaker constant and tip radius
respectively. As can be seen in equation 2.8, for small separations the van der Waals
attraction overcomes the double layer repulsion (1/d2 compared with exp(−d/λD),
see Figure 2.3b). However, theories such as DLVO also begin to break down when
the gap between the AFM tip and the surface approaches the molecular scale. For
this reason they shall be considered no further and for details interested readers are
referred to textbooks such as that by Israelachvili [51] or Jones [53].
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Solvation forces
The most important tip-related force to be considered in the context of this thesis
pertains to the re-arrangement of the liquid molecules close to the interface as the
tip-surface separation decreases. These are known as solvation forces. Solvation
forces usually come into effect for surface separations less than a few nanometers.
They depend on both the properties of the intervening liquid, such as the shape
of the molecule, and the properties of surface of interest e.g. its hydrophilicity
[54, 55] hydrophobicity [56, 57], roughness [58], whether the surface is atomically
structured or amorphous and whether the surface is rigid or fluid-like [51]. This
coupling arises due to the liquid properties themselves being defined by not only the
interactions between liquid molecules, but also the interactions between the liquid
and the surface. Furthermore these liquid-surface interactions can be due to both
direct forces and indirect effects [59]. This makes understanding the nature of the
solvation force difficult, as well as their modelling. As a result, solvation forces have
been studied using empirical force measurements, such as surface force apparatus
(SFA) [60–62]. Using such approaches allows the detection of forces close to flat
surfaces such as mica which are repulsive overall, but also oscillate at the nanoscale
corresponding to molecular layering close to surfaces [63, 64]. These are known as
solvation layers and are most pronounced in single component liquids, although can
occur in mixtures [65]. For an atomically flat wall the oscillatory solvation force can
be described empirically by [51]
F = f0cos
(
2pid
σ
)
e−
d
λ (2.9)
where f0 is the prefactor, d is the thickness of the confined film, σ is the period-
icity and λ is the decay length. For rougher or more flexible surfaces a monotonic
repulsive force is also detected [66, 67] for small surface separations which is also
well-modelled by an exponential decay in the z direction. However, techniques such
as SFA give little information pertaining to the influence of liquid-liquid and liquid-
surface interactions and instead only provide an average picture.
Generally solvation forces exceed the van der Waals force for separations below 5-10
molecular diameters [68]. This strength, compared with the other longer ranged
interactions, is significant for AFM imaging because of its impact on the motion of
the cantilever. The vertical resolution of scanning probe techniques is limited by
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the noise in the measured height (δh), which can be defined as [69]:
δh =
δA
|dA/dz| , (2.10)
where δA is the noise in the oscillation amplitude, which is associated with the tip-
sample interaction. In principle the same relationship also holds for any physical
observable related to the tip-sample interaction [70]. As can be seen here, the
resolution fundamentally depends upon the gradient of the interaction, |dA/dz|.
Solvation forces impact A(z) and induce a comparable exponential drop off, which
therefore typically permits vertical resolutions of ∼ 0.01 - 0.1 nm [23].
Advances in AFM technology have allowed a greater understanding of the solvation
force at molecular level [36, 71–73]. An example of a direct interaction can be found
in atomically flat hydrophilic surfaces such as mica or calcite. These surface have
polar groups and thus can directly interact with molecules such as water. Studies
have shown this interaction can structure the interfacial water [55, 73, 74]. This
creates an energy penalty to remove the molecules from the interface which leads to
a so-called ‘hydration force’. This hydrated layer at the interface is typically ∼ 0.2
- 0.4 nm in thickness [75]. It is worth noting, however, the these hydration forces
are not limited to just water and can be observed in other systems where there is a
significant interaction between the surface and solvent [76].
Most AFM tips are made of hydrophilic materials, such as silica, and thus obtaining
an understanding of the hydration landscape close to the tip has been the focus
of multiple studies combining molecular dynamics simulations and AFM experi-
ments [42, 77, 78]. There is a general consensus regarding the importance of well
ordered hydration peaks adjacent to both the tip and the substrate, with the cou-
pling between hydration peaks predominantly contributing to the short-range force
variations which enable high resolution imaging. Thus high resolution imaging is
assisted by well defined hydration sites at the point of the tip. This can be achieved
by tip-modification techniques, such as silicon or argon sputtering and UV/O3. Of
these, silicon sputtering has been shown to be the most effective [79, 80] and will be
utilised within this work when performing 3D-SFM.
Hydrophobic forces
Hydrophobic surfaces are defined by their inability to form hydrogen bonds or in-
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teract via polar groups. Thus the hydrophobic substrates used within this thesis,
such as HOPG or MoS2, have a less well defined lateral solvation landscape com-
pared to their hydrophilic counterparts [56, 57] and hence obtaining high resolution
of the interface using dynamic mode AFM is very difficult. Hydrophobic surface do,
however, induce indirect interactions with the interfacial liquid. For example, when
a molecule such as water is in the vicinity of a hydrophobic surface, its prefers to
bond with another water molecule to minimise the number of dangling hydrogen
bonds. Hence, when the gap between the hydrophobic surface and an oscillating
tip decreases, the water molecules prefer to escape the gap, creating an entropic
(and thus strongly temperature dependent) attractive force between the tip and
the surface. This is known as the hydrophobic force, which was discussed in de-
tail in Section 1.2.1. This hydrophobic force can also apply at the molecular level
for molecules with hydrophobic groups, such as the short chain length alcohols dis-
cussed within this thesis. As will be shown in Chapter 4, at hydrophobic interfaces,
alcohol and water mixtures demonstrate a concentration gradient with the alcohol
molecules existing at higher concentrations close to a HOPG surface than they do
in the corresponding bulk solution. This is due to hydrophobic forces.
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2.2.6 Three-dimensional SFM
Fig. 2.4: (a-c) Illustrations of the principles behind 1D, 2D and 3D SFM. (d) Example
3D-SFM scan obtained for a system of ultrapure water on HOPG. The colour
scale bar represents a ∆ω variation of 3 Hz.
As previously mentioned, when operating in FM mode, the AFM tip can be used
to probe the force interaction between the tip and the surface by recording the
variations in ∆ω and mathematically converting ∆ω into force using the method
of Sader and Jarvis [81]. Such a method is commonly implemented in AFM by
scanning the tip in the z-direction only, to create what is known as a force curve, or
one-dimensional scanning force microscopy (1D-SFM, Figure 2.4a). Similarly, it is
possible to perform the same analysis in two-dimensions to analyse the lateral force
profile, or an ‘isosurface’ of the interaction force between the tip and the surface
(2D-SFM, Figure 2.4b) [82]. However, at the solid-liquid interface the force profiles
of interest often extend up to several molecular layers away for the surface and
thus cannot be mapped using 2D-SFM. 1D-SFM can detect force variations away
from the surface, but suffers from no lateral resolution. This is a severe limitation
considering that the behaviour of solvating molecules is inherently three-dimensional
at the nanoscale. Thus, to address this limitation, the technique of three-dimensional
scanning force microscopy was developed (3D-SFM, Figure 2.4c) [55].
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In 3D-SFM, an additional sinusoidal motion of a few nanometres is applied to the tip
in the vertical direction which has a frequency far lower than that that of oscillating
tip. While scanning, the average tip-position in the z-direction is kept constant by a
feedback regulation to prevent the tip crashing into the surface. Using this approach
creates a three-dimensional plot of ∆ω values, which can then converted into a
quantitative three-dimensional force image using the method mentioned above. An
example of such a data-set can be seen in Figure 2.5a for a system of water on
top of HOPG. In this case, clear hydration layers are visible above the surface,
consistent with previous experimental studies [56, 72]. These hydration layers show
little detail at the atomic level. This is due to the lack of interactions between
the water molecules and the hydrophobic interface, which both makes the force
required to displace them weak as well as meaning that the water molecules have a
high mobility and thus are difficult to resolve using 3D-SFM.
Fig. 2.5: An example of how 3D-SFM and MD simulations can complement each other.
(a) A xz cross section of a 3D-SFM scan of ultrapure water on HOPG with the
average frequency shift (∆ω as defined in Section 2.2.4) profile plotted in (b).
(c) show a density plot from a MD simulation of the same system, a snapshot
of which can be seen in (d). The density plot and the frequency shift profile
show a good agreement of the peak positions, thus validating the interpretation
of the 3D-SFM data. Full details of the parameters and how the experimental
and computational data is obtained is presented in Chapter 4.
High resolution data has, however, been obtained for hydrophilic surfaces which have
clear hydration sites, such as mica [55], fluorite [54] and calcite [42]. However, the in-
terpretation of forces observed in 3D-SFM images is not simple due to the impact of
the physical and chemical heterogeneities of the tip. This effect is pronounced when
studying systems without electrolytes, such as pure water [54, 56, 57]. Thus, cur-
rently there is a need to understand these tip-effects using atomic-scale simulations
of AFM in liquid. As previously mentioned, computational studies have revealed
that in the case of a calcite-water interface, the sub-nanometre contrasts can mostly
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be attributed to a direction interaction between the apex atom of the tip and a
hydration peak (a region of enhanced density) [74, 79]. However, this result remains
specific to a certain tip chemistry and a defined framework for interpretation of gen-
eral three-dimensional force distributions has yet to be achieved. Thus, often there
is a need to compare features observed using 3D-SFM to computational simulations
to validate the force images. For example, the results from a molecular dynamics
simulation of water on HOPG is shown in Figure 2.5d, where the water density lay-
ers observed match up with the hydration layers seen in the 3D-SFM measurement.
Such approaches have already been used to successfully study the hydration of solid
surfaces [54–56] and will become essential for image interpretation in the future [83].
2.2.7 Equipment and protocols used within this thesis
In this final experimental section the specific details of the equipment, chemicals
and experimental protocol used for this thesis will be described.
AM-AFM
AM-AFM data was obtained using a commercial Cypher ES AFM (Asylum Re-
search, Santa Barbara, USA) equipped with temperature control and a photother-
mal drive. The imaging cell was sealed to prevent alcohol evaporation. Hydropho-
bic surface are prone to contamination and the alcohol-water structures are highly
sensitive to additional molecules (Chapter 5). Therefore to reduce the chance of
cross-contamination, the cantilever holder used for this work was not shared with
other AFM operators.
The cantilevers (Arrow UHF-AUD, Nanoworld, Neuchatel, Switzerland) had a spring
constant of 1.95 nN/nm (from thermal spectrum calibration) and a resonance fre-
quency of 430 kHz in liquid. They were cleaned by immersion in ultrapure water
before imaging. All parts of the AFM in direct and indirect contact with the solu-
tion (cantilever holder, imaging chamber) were cleaned thoroughly with ultrapure
water prior to imaging. After washing, the stage was heated to 120 oC in air for 20
minutes to evaporate possible substances from previous experiments.
FM-AFM and 3D-SFM
The FM-AFM measurements were taken using a system built by the Fukuma group
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in Kanazawa University [55] with an ultra-low noise cantilever deflection system
[26, 84]. The AFM head is controlled by a commercially available AFM controller
(ARC2, Asylum Research). The tips used were usually AC-55 (Olympus, Tokyo,
Japan) with 15 nm of silicon coating (K575XD, Emitech) to improve the stability
and reproducibility of the images [79]. The tip quality factor, resonance frequency
and spring constant were approximately Q ≈ 12, fo ≈ 1.2 MHz and k ≈ 85 N/m
respectively. A softer cantilever, 15 nm Si coated NCH-AUD (Nanoworld), was
needed to obtain stable 3D-SFM images for some of the softer systems in Chapter
5, where Q ≈ 7, fo ≈ 150 kHz and k ≈ 13.5 N/m. No temperature control was
possible using this system so all samples were at room temperature.
Sample Preparation
All the solutions used in this thesis were prepared with ultrapure water (AnalaR
NORMAPUR ISO 3696 Grade 3, VWR Chemicals, Leicestershire, UK). The alco-
hols used were: HPLC-grade methanol with a purity of ≥99 %, HPLC absolute
ethanol without additive A15 o1 with a purity of ≥99.8 %, 1-propanol anhydrous
with a purity of ≥99.7 %, 2-propanol anhydrous with a purity of ≥99.5 % and 1-
hexanol anhydrous with a purity of ≥99 % (all from Sigma-Aldrich, Dorset, UK).
The sodium chloride, potassium chloride, disodium phosphate and PBS used all had
a purity of ≥99 % (all from Sigma-Aldrich, Dorset, UK). In a typical experiment,
a liquid droplet ( 200 µL) of solution was deposited on a freshly cleaved HOPG
substrate (from SPI supplies, West Chester, PA, USA) mounted on a stainless steel
disk. In all cases the substrates was baked at >120 ºC for 20 minutes to remove any
contaminants before immediately depositing the droplet.
2.3 Molecular Dynamics Simulations
2.3.1 Introduction
The almost universal access modern researchers have to powerful computers has
in many ways re-invented how we approach self-assembly. Prior to computational
simulations, only average properties could be predicted using theories based on
approximate descriptions of systems. Now, well-established models can be used to
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help predict the molecular structure of self-assemblies [85]. Within this thesis, the
computational work will utilise molecular dynamics simulations (MD) to provide
details about the molecular properties near the graphite interface.
As a technique, MD is perhaps one of the best examples of a so-called computational
experiment. A system of model particles is prepared based on a prior theoretical, or
experimental observation, before solving Newton’s equations of motion to observe
how the system evolves in time. The key benefit of MD simulations is the ability to
obtain atomic-scale details of the system. Obtaining atomic-level information using
experimental methods can be difficult and time-consuming, as discussed in Section
2.2. Thus, for the level of molecular details they provide, MD simulations can be
comparatively inexpensive in terms of time and materials. Furthermore, MD easily
allows simulations of hundreds of thousands of atoms for microseconds with current
computing power. This is advantageous for comparison with experiments, compared
to more accurate techniques such as density functional theory. DFT simulations can
typically account for a hundred atoms run for the order of picoseconds [86].
The use of MD and AFM is highly complementary. In particular, AFM-based
techniques are now approaching the stage where they almost routinely obtain atomic
resolution in liquids, and can even map smaller properties, such as hydrogen bonds.
In this context of this development, MD simulations are now routinely harnessed for
direct comparisons with experiments, so as to rule out possible tip-effects, including
confinement effects, the presence of a slight charge on the AFM tip or the physical
disturbance of the liquid as the cantilever oscillates.
It is nonetheless important to be aware of the limitations of MD simulations. The
quality of the results depends on the accuracy of the models (force fields), and
correspondingly there is a significant and continuous effort in the community to
develop better models. In addition, the time scales and size accessible by MD
simulations are still significantly smaller than many experimental systems. This can
be problematic [7], as discussed in Chapter 1.
2.3.2 Simulation Geometry
To avoid edge effects and make computational simulations comparable to real physi-
cal systems, simulation boxes with periodic boundary conditions (PBC) are typically
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Fig. 2.6: An example of the typical PBC simulation box used for this thesis. A region of
liquid (pink) is placed between two stacks of HOPG (cyan). Periodic boundary
conditions are applied in all directions (although for simplicity, only two periodic
images are shown). There is a vacuum region between the periodic images of the
two HOPG stacks so as to ensure computational artefacts do not arise due to
intermolecular interactions between periodic images of liquid molecules on the
either side of the graphite stack.
used. In PBC, when a molecule moves out of the simulation box, it simply re-appears
at the corresponding opposite side. Equally, interaction potentials are also allowed
to transfer across these periodic boundaries to mimic an infinite system. Using such
an approach means that care needs to be taken when defining the size of the simu-
lation box so that it is larger than twice the cut-off distance of the interactions, due
to what is known as the minimum image convention [87]. An example simulation
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box set up can be seen in Figure 2.6. Two sets of 7 graphite layers are placed along
the x − y plane in a rectangular box of a chosen size with liquid inbetween them.
In this work simulations were performed using xyz periodic boundary conditions.
2.3.3 Solving the equations of motion
Classical MD simulations calculate how the properties of a system of particles evolves
in time by numerically integrating Newton’s equations of motion for each atom:
fi = miai, i = 1...N (2.11)
whereN is the number of interacting atoms, f i is the force exerted on the i
th atom, ri
is its position, mi is its mass, ai is its acceleration. The forces are given by equation
2.12 and are the negative derivatives of a potential function, U(r1, r2, ..., rN)
fi = −∂Ui
∂ri
(2.12)
These equations of motion are commonly solved using the Verlet-leapfrog scheme
[88], which uses an initial set of positions ri at time ti and velocities vi at time
ti − 12∆t to update the positions using the following equations:
vi(ti +
1
2
∆t) = vi(ti − 1
2
∆t) +
∆t
mi
f i (2.13)
ri(ti + ∆t) = r(ti) + v(ti +
1
2
∆t)∆t. (2.14)
Using this algorithm, the positions are calculated and updated at each time step.
The choice of the value of the time step is important as it needs to be short enough
to capture the shortest time scales of the interaction [89], typically bond vibrations
involving hydrogen atoms, which limits the time step to ∼ 1 fs [90]. To enable
a larger time step of 2 fs, all bonds were constrained for the simulations in this
thesis using the Linear Constraint Solver (LINCS) algorithm [91]. For this thesis
the calculations are performed using the simulation package GROMACS version
2016 [92]. The principles of molecular dynamics as implemented in GROMACS are
well documented in the package manual [93] along with other sources [94]. Therefore
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only a brief overview of the key features is presented in the remainder of this section.
2.3.4 Atomic interaction potentials
Within Equation 2.12, U can generally be decomposed into two groups, bonded and
nonbonded interactions:
U = Ubonded + Unonbonded. (2.15)
Ubonded is defined as:
Ubonded = Ubonds + Uangles + Udihedral, (2.16)
where Ubonds represents covalent bond-stretching (2-body interaction), Uangles rep-
resents angle-bending (3-body interaction) and Udihedral represents proper and im-
proper dihedrals or torsions (4 body interactions). The improper dihedral exists to
force planar groups (e.g. aromatic rings) to remain planar and to prevent transitions
to configurations of opposing chirality [93]. Ubond, Uangles and the improper dihedrals
are modelled by harmonic potentials. Proper dihedrals, defined as the rotations of
molecular groups, are usually modelled by sinusoidal functions. Ubonded typically
acts between atoms separated by less than three covalent bonds [95].
Unonbonded is defined as:
Unonbonded = Uelectrostatic + ULennard−Jones. (2.17)
Uelectrostatic is the electrostatic potential, caused by uneven charge distributions in
molecules. It is usually described by the Coulomb potential:
UCoulomb =
∑
ij
1
4pi
qiqj
0rij
, (2.18)
where qi and qj are point charges, 0 the permittivity of free space and rij the point
charge separation. UCoulomb terms can be troublesome due to their long range and
the fact that they cannot be truncated with inducing inaccuracies and artefacts [96].
There are multiple possible means to solving this problem. Of these, the particle
mesh Ewald (PME) approach is used in this work. The PME method introduces a
cut-off to the electrostatic interaction, which splits it into its short-ranged and long-
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ranged parts. The short-range parts behave as a direct sum using equation 2.18 and
the long-range contributions are calculated by a summation in Fourier space [97,
98]. For a detailed description of the workings of PME the reader is referred to the
book by Frenkel and Smit [94].
The other repulsive (Pauli exclusion principle) and dispersion (London) nonbonded
interactions are usually described by the Lennard-Jones potential:
ULennard−Jones =
∑
i<j
Aij
r12ij
− Cij
r6ij
(2.19)
where Aij and Cij are interaction dependent constants and rij is again the atomic
separation. All the nonbonded interactions are pair additive, i.e. they act as an
effective sum.
The forms of the bonded potentials and values of the constants are defined by the
‘force field’ chosen by the researcher. The choice of these parameters is essential to
ensuring reliable results. The simulations in this work use the Optimized Potentials
for Liquid Simulations - All Atom [99] (OPLS-AA) force field because of its well
established alcohol models that provides a good description of their phase diagrams
[100] as well their mixing with water [101]. The graphite is also modelled using
OPLS-AA force field parameters. The 2005 transferable interatomic potential with
four points (TIP4P) model is used to model the water [102] due to the quality of its
phase diagram and its previous successes at modelling the properties of water and
alcohol mixtures [103–107].
2.3.5 Controlling the temperature and pressure
The fundamental ensemble of MD involves a constant number of particles (N) at
constant volume (V) and a constant energy (E). This is known as a constant-NVE
ensemble. Alternative ensembles in MD include constant-NVT and constant-NPT,
where T is the temperature and P is the pressure. To create such ensembles, some
form of regulations on T and P are needed. This is achieved by using what are
known as thermostats or barostats for the temperature and pressure respectively.
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Thermostats
Following the equipartition theorem, the temperature of a system is related to the
average kinetic energy of its atoms by:
1
2
N∑
i
m〈vi〉2 = 3
2
NkBT, (2.20)
where kB is the Boltzmann constant and the initial velocities are generated using the
Maxwell-Boltzman distribution. Thermostats utilise this relationship to control the
temperature of the system by controlling the velocities of the particles. In this work
two thermostats are used, the Berendsen [108] and the Nose´ - Hoover thermostat
[109, 110].
The Berendsen thermostat scales the velocities of all the particles in the system by
the same factor, λ, using the following expression:
λ =
√
1 +
∆t
τT
(
T0
T
− 1
)
, (2.21)
where T is the current temperature, T0 is the reference temperature and τT is the
temperature coupling constant. In this method, the velocities are scaled to main-
tain a constant average total kinetic energy, and thus also an average temperature.
Since the velocities are all scaled by a constant, the Berendsen thermostat does not
generate a Boltzmann distribution of the velocities and hence does not produce a
correct canonical ensemble. However, the Berendsen thermostat is a very fast and
efficient way to reach the desired temperature, and so is used within this work for
the initial equilibration of the systems.
In contrast, the Nose´ - Hoover thermostat does generate the correct canonical ensem-
ble and therefore is used in the NPT and NVT simulations where data is recorded.
In this method the equations of motion are modified with a friction variable, ζ:
d2ri
dt2i
=
f i
mi
− ζvi, (2.22)
dζ(t)
dt
=
1
Q
[
N∑
i
miv
2
i − (X + 1)kBT0
]
, (2.23)
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where Q is known as the coupling strength factor and X is the number of degrees of
freedom in the system. Using this approach, when the the target temperature has
been reached, the two components on the right hand side of the equation become
equal and thus
dζ(t)
dt
= 0. (2.24)
This equation is used to find the value of ζ required to maintain a pre-defined
temperature.
Barostats
In an NPT ensemble the pressure of the system is kept constant by allowing the vol-
ume of the box to fluctuate. This is enabled by using a barostat; the two most com-
mon of which are the Berendsen [108] and the Parrinello-Rahman [111] barostats.
The Berendsen barostat follows a similar principle to that of the thermostat where
the pressure is defined by the virial formula:
Pvir =
1
V
(
NkBT +
1
3
〈
N∑
i
ri · fi
〉)
. (2.25)
Here the pressure is inversely proportional to the volume and thus a scaling factor
can be introduced:
µ = 1− κT∆t
3τp
(P0 − P ), (2.26)
where τP is the pressure coupling constant, P0 is the reference pressure and κT is
the approximate isothermal compressibility of the system. Using this approach the
box dimensions can be scaled by the factor µ to achieve a predefined pressure, P0.
In a similar manner to the Berendsen thermostat, the Berendsen barostat is only
used for the equilibration of the box. It is efficient but inherently inaccurate.
Instead, for the production runs the Parrinello-Rahman barostat is used. It gener-
ates accurate pressure fluctuations, albeit at the cost of computational efficiency. In
the Parrinello-Rahman barostat, the matrix of simulation box vectors, b follows the
equation of motion:
d2b
dt2
= VW−1b>−1(P − P 0), (2.27)
where W is the coupling strength, P and P0 are the current and target pressure
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tensors respectively. The equation of motion for the atoms is then modified as
follows:
d2ri
dt2
=
f i
mi
−Mvi, (2.28)
where
M = b−1
[
b
db>
dt
+
db
dt
b>
]
b>−1. (2.29)
2.3.6 Analysis of MD simulations
Once the MD simulations have completed, there are multiple forms of analysis that
can be performed on the data obtained. This data includes the trajectory of the
molecules in the system, the various energy components of the system and average
parameters such as the density, pressure and temperature. Analysis related to these
parameters as well as spatial information such as the radial distribution function
(RDF), were performed using in-built functions in the GROMACS software [92].
Furthermore, the greatest asset of MD simulations is the ability to continually ob-
serve the arrangements the molecules take during a simulation. In this work the
software Visual Molecular Dynamics (VMD) was used for this purpose [112].
2.4 Summary
This chapter has introduced the two key methods used to obtain the scientific data
for this thesis, namely dynamic mode AFM and MD simulations, along with the
rationale behind the choice of these techniques. As will be seen in the subsequent
Chapters, these two methods complement each other well, with the atomistic sim-
ulations providing valuable insight into the experimentally observed features which
would have been otherwise unobtainable using a solely AFM-based approach. The
overall effectiveness of these techniques will be re-visited and discussed at the end
of the thesis in Chapter 6.
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3.0 Chapter 3: Methanol catal-
ysis on HOPG
3.1 Chapter Overview
Methanol occupies a central role in chemical synthesis and is considered an ideal
candidate for cleaner fuel storage and transportation, as will be discussed in Sec-
tion 3.2.1. It can be catalyzed from water and volatile organic compounds, such
as carbon dioxide, thereby offering an attractive solution for limiting carbon emis-
sions. However, molecular-level experimental observations of the catalytic process
are scarce, and most existing catalysts tend to rely on empirically optimized, expen-
sive, and complex nanocomposite materials. This lack of molecular-level insights
has precluded the development of simpler, more cost-effective alternatives.
In this chapter I will show that graphite immersed in ultrapure water is able to spon-
taneously catalyse methanol from volatile organic compounds in ambient conditions.
I will start by giving a brief overview of the importance of the conversion of such
compounds to methanol as well as the benefits of understanding catalytic reactions
involving graphite. Then, using single-molecule resolution atomic force microscopy
(AFM) in liquid, I will show that it is possible to directly observe the formation and
evolution of methanol-water nanostructures at the surface of graphite. These molec-
ularly ordered structures nucleate near catalytically active surface features, such as
atomic step edges, and grow progressively as further methanol is being catalysed.
Complementary nuclear magnetic resonance analysis of the liquid confirms the for-
mation of methanol and quantifies its concentration. Finally, I will show that electric
fields significantly enhance the catalysis rate, even when as small as that induced by
the natural surface potential of the silicon AFM tip. While the amount of methanol
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produced by this mechanism is comparatively small, these findings could have a
significant impact on the development of organic catalysts and on the function of
nanoscale carbon devices.
3.2 Introduction
3.2.1 Importance of the catalytic production of methanol
The production of methanol is a key contemporary topic given the need for al-
ternative energy sources to fossil fuel [1] as well as methanol being an important
platform molecule for chemical synthesis [2]. Hypothetical long term replacements
for fossil fuels have been proposed, the most significant of which were the hydro-
gen and ethanol fuel economies. In the 1990s the idea of a methanol fuel economy
started to gain traction, leading to the publication of an essay by nobel laureate
George Olah in 2005 [3] outlining the growing problem regarding fossil fuels, the
limitations of the currently proposed alternative energy source and finally the po-
tential for using methanol for cleaner energy storage and transportation. One of the
main benefits of using methanol as a fuel is that methanol can be stored safely as
a liquid at room temperature, similar to current popular fuels such as petrol, and
therefore minimal changes would be needed to the existing fuel transportation in-
frastructure. Furthermore, many popular reactions for producing methanol involve
using synthetic gases produced via the catalytic reformation of fossil fuels. Thus a
key benefit of a methanol fuel economy would be the use of volatile organics such
as carbon dioxide as a feedstock. The problem of greenhouse gasses in the envi-
ronment is well documented and is one of the most important problems we face as
a society. The conversion of unwanted volatile organics to methanol is reported to
have the potential to significantly reduce these carbon emissions [3]. The negatives
of using methanol include it having a lower energy density than than current fuel
(e.g. petrol) and alternatives such as ethanol [3] as well as methanol being highly
toxic.
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3.2.2 Overview of current catalytic processes for methanol
production
The purpose of a catalyst is to chemically activate an otherwise unreactive reagent
and reduce the energy required to transform it into a useful chemical under accessi-
ble conditions. The most common methanol production process via the conversion
of CO2 involves flowing the CO2 and H2 gas over catalysts at increased tempera-
tures (200-350 oC) and pressures (50-250 bar) (known as thermocatalysis), or by
reacting CO2 dissolved in electrolytes at an electrode, usually at ambient temper-
atures [4] (known as electrocatalysis). Electrocatalysts are frequently studied for
their potential uses in methanol production due the benefits of ambient catalysis
[5–7]. However, currently electrocatalysis is not commonly used on the industrial
scale due to a lower product yield compared with their thermocatalytic counterparts
[8]. For the thermocatalytic process the reaction is:
CO2 + 3H2 
 CH3OH + H2O ∆H298K = −49.4 kJ/mol (3.1)
where ∆H is the change in enthalpy. This reaction is exothermic and leads to
a reduction in the number of molecules. Therefore, according to Le Chatelier’s
principle, increasing the pressure and decreasing the temperature favours product
formation [9]. However, CO2 is a chemically inert molecule the reaction can produce
numerous unwanted by-products and hence there remains a need for a catalyst to
reduce energy barrier and increase the specificity of the reaction.
At the present time, the catalysts used in thermocatalytic processes are made of
complex composite materials comprising active metal nanoparticles in an oxide sup-
port [10–12]. The complexity of these composites means their catalytic behaviour is
still not fully understood, although the synergy between the constituent components
has been shown to be one of the key elements [13]. Significantly, composites usually
require a specific nanoscale arrangement, making them expensive and highly sensi-
tive to even slight structural changes. Indeed, the first demonstration of an effective
homogeneous catalysts for the conversion of CO2 to methanol was only reported
recently [14] and remains an active area of research [15].
Organic materials, such as graphite derivatives, are obvious candidates for alterna-
tive catalysts due to their low cost and stability compared to metals [16]. However,
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they do still suffer from currently being difficult to produce in bulk quantities [17].
Due to their rich quantities of uncoordinated atoms and large surface areas, doped
two-dimensional nanosheets, such as graphene, are frequently studied for use in elec-
trocatalysis [18]. Furthermore, they have been shown to have good catalytic activity,
particularly when simple modifications are made such as the replacement of single
carbon atoms with oxygen containing functional groups such as epoxy and methoxy
groups [19]. As detailed in Chapter 1, this type of modified graphene is known as
graphene oxide (GrO). GrO is one of the most commonly used graphene derivatives
in the field of catalysis [20, 21] and recent results suggest that the graphene oxide can
act as a photocatalyst for the conversion of water and carbon dioxide to methanol
[22]. This behaviour is attributed to the presence of the hydrophilic functional
groups that stretch the bandgap of GrO. This in turn allows the photo-generated
electrons and holes to serve as oxidation and reduction sites. Such catalytic ef-
fects have never been observed for pure graphene where the absence of chemical
singularities does not favour localized electrons.
The surface of bulk multi-layered graphite presents singularities at exposed atomic
steps and edges. These singularities have long been known to make the edges of
graphite electrochemically active [23]. The study of such singularities is currently a
flourishing field due to advances in technology which allow the measurement of elec-
trochemical properties at the molecular level [24]. Of these, the scanning micropipet
contact method [25] has been particularly successful [26]. Using this technique re-
searchers have demonstrated that graphite’s basal plane, previously considered elec-
trochemically inert, has an activity comparable to that of noble metal electrodes
such as platinum [26]. These findings suggest that graphite may offer a suitable
alternative to metal electrodes given the fact that it can be readily immersed in
aqueous solutions, unlike graphene.
This chapter demonstrates the catalytic production of methanol at the surface of
immersed highly orientated pyrolytic graphite (HOPG) in ambient conditions. The
process occurs spontaneously with the thermal energy available, but is stimulated
in the presence of an applied electric field. The amount of methanol produced will
be quantified using 1H NMR spectroscopy of the resulting solution. However, the
chapter will start with in-situ observations of the methanol production using single-
molecule resolution atomic force microscopy (AFM) in liquid.
3. Chapter 3: Methanol catalysis on HOPG 81
3.3 Observing methanol production
3.3.1 AFM
Fig. 3.1: High resolution amplitude modulation AFM imaging (using conditions described
in Chapter 2) of HOPG immersed in initially ultrapure water. (a) A solid-
like assembly of molecules (dashed white outline) nucleates from an atomic step
(dashed black line) at the HOPG surface. The assembly, observed here in situ,
progressively grows across the surface over a period of 16 minutes with its front
moving away from the step. Row-like structures are visible with a periodicity
of 4.71 ± 0.30 nm. (b) Small patches were observed in repeated experiments.
Here the receding contact line of the droplet reached the area being scanned
during the final frame, causing a spike in monolayer growth rate consistent with
an instantaneous increase in methanol concentration due to alcohols existing at
higher concentrations at the droplet-air/surface interface [27–29]. The white scale
bars are 50 nm in (a) and 100 nm in (b). The purple color scale bar represents
a height variation of 0.2 nm in (a) and (b).
The detection of small quantities of methanol being produced on the surface of
HOPG immersed in ultrapure water occurred after scanning the surface for extended
periods of time with amplitude-modulation mode AFM (AM-AFM). The process
was followed via the resulting self-assembly of water and alcohol molecules at the
HOPG-water interface. Representative examples of this self-assembly are seen in
Figure 3.1a, where a molecularly structured patch is slowly growing in a system that
initially consisted only of ultrapure water at the surface of HOPG. Consistent with
a catalytic reaction, the nucleating structures are seen predominantly at the more
electrochemically active edges of HOPG. Pure liquid water itself cannot form long-
lived structures on HOPG at room temperature [30] indicating that the observed
patch must contain molecules formed in situ. Furthermore, the molecular assemblies
developing at the interface with HOPG in ultrapure water appear to be the same
as those reported in Chapter 1, suggesting that HOPG-induced catalysis of water
into methanol is occurring. Regarding the source of the carbon for the reaction,
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the HOPG surface was not seen to evolve in time, ruling out any loss of material.
Carbon dioxide, however, is the main source of volatile carbon in the experiment
and is responsible for the slight acidity of ultrapure water in ambient conditions (pH
5.8) and hence is the most probable provider of the carbon. NMR measurements
presented in the next section will confirm this methanol production at the interface
between ultrapure water and HOPG, as well as providing further evidence for CO2
being the carbon source. As will be shown in Chapter 5, when performing the same
experiment in a system of ultrapure water on molybdenum disulfide, no structures
are observed over several hours of scanning, indicating this effect requires the specific
properties of HOPG.
While the monolayers may physically resemble those formed in methanol-water mix-
tures, their nucleation and growth characteristics differ when forming in systems of
ultrapure water. Along with the long time-scales needed to observe their nucleation
(1-2 hours minimum), they are also unable to cover the entirety of the visible sur-
face. Furthermore, the growth rate of the monolayer in Figure 3.1a is 9.57 ± 0.50
nm2/s, an order of magnitude slower than reported for systems with a methanol
concentration of >5% [27]. Considering the structures most likely involve alternat-
ing methanol and water molecules present in equal parts, a slower growth rate is
reasonable given the expected low concentrations of methanol. Indeed, there were
multiple observations of rapidly increased monolayer growth rates when nucleated
patches came into proximity with the receding droplet contact line, where the am-
phiphilic alcohols have been shown to exist at higher concentrations (Figure 3.1b)
[27–29]. This corroborates the methanol concentration being the critical factor.
3.3.2 NMR
To independently confirm the formation of methanol, it was important to use a
technique with chemical identification capabilities. Mass spectrometry and Ra-
man spectroscopy were tried, but both lacked the sensitivity needed to detect the
small concentrations (∼ µM) of methanol in this system. This high resolution was
achieved with NMR spectroscopy. NMR analysis was performed on the solution in
direct contact with the HOPG before and after the monolayer nucleation timescale.
Practically, the NMR measurement was challenging because it requires observing
typically sub-millimolar quantities of methanol in the presence of a signal (due to
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water) that is five orders of magnitude larger. Therefore the water signal had to be
very efficiently suppressed to allow for unambiguous identification of the methanol
produced. This was achieved using the recently reported Robust-5 pulse sequence
[31] (see experimental section for details). As mentioned in the introduction, there
have been many results pertaining to electrocatalyic processes on HOPG, especially
in the region of singularities such as step edges. Therefore in order to test the im-
pact of applied electric fields, the experiment was adapted so that a DC potential
could be applied between the HOPG surface and an immersed platinum electrode
(see experimental section). The value of the applied voltage was selected to be +1
V, to avoid any significant chemical modification of the surface [32].
The results, presented in Figure 3.2, compare three sets of measurements: (i) ultra-
pure water placed for 5 seconds in contact with the surface of HOPG, (ii) ultrapure
water placed for 2 hours in contact with the surface of HOPG, and (iii) ultrapure
water placed for 2 hours in contact with the surface of HOPG while applying a
DC potential of +1 V to the HOPG surface with respect to the electrode placed
directly in the water. All the samples were collected in identical conditions, at room
temperature, in contact with air and over HOPG previously heated above 120 ºC
to evaporate any historical contaminant (see experimental section) [33]. 50 µL of
the solution from the bulk liquid was taken as the sample for analysis (see methods
section). To obtain estimates of the methanol concentration, and to have a marker
for comparison between different experiments, the system needed to be doped with
a tracer. Methylsulfonylmethane (DMSO2) was chosen due to it being relatively
chemically inert and producing a 1H NMR peak close to that of methanol [34].
Therefore the samples were all doped with 2µM of DMSO2.
Sample (i) act as an immediate control for possible contaminants since no supramolec-
ular structures could be observed by AFM on such short timescale. The 5 second
water-HOPG contact time was chosen simply because it was the shortest timescale
in which the sample could be prepared. No detectable level of methanol is expected
and this is indeed confirmed (Figure 3.2a (i)), demonstrating that the methanol
present in the solution originates from catalytic activity and is not due to any form
of external contamination.
Sample (ii) represents the timescale typically necessary for the nucleation of supramolec-
ular structures at the HOPG-water interfaces, 2 hours, as observed with AFM. A
distinctive methanol peak is present (Figure 3.2a (ii)), confirming catalysis of water
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Fig. 3.2: 1H NMR analysis for the methanol (MeOH) content of the ultrapure water so-
lution after catalysis has occurred at the surface.(a) Spectra quantitatively com-
paring: (i) ultrapure water placed for 5 seconds in contact with the surface of
HOPG, (ii) ultrapure water placed for 2 hours in contact with the surface of
HOPG, and (iii) ultrapure water placed for 2 hours in contact with the surface
of HOPG while applying a DC potential of +1 V to the HOPG. The peak at
3.21 ± 0.01 ppm is associated with the presence of methanol and the tracer peak
(DMSO2, peak just below 3 ppm) was used to adjust the relative magnitude of
the curves. The determined concentrations of methanol are 0.000 ± 0.010 µM
(i), 0.464 ± 0.010 µM (ii) and 1.180 ± 0.010 µM (iii). For comparison with sam-
ples (i-iii), spectra were also collected in a 1 µM solution of methanol (b) and
in ultrapure water exposed to air for 2 hours (c). All samples were prepared in
identical conditions (see methods for experimental details).
to methanol at the surface of HOPG immersed in water in ambient conditions. Com-
paring the area of the methanol peak with that of the DMSO2 indicates a methanol
concentration of 0.464 ± 0.010 µM in the solution. This is an underestimate since
it excludes any methanol that remained at the HOPG surface after the solution
was removed for analysis. Indeed, a significantly higher alcohol concentration is ex-
pected to remain at the interface with the hydrophobic HOPG surface where alcohol
preferentially resides (as will be demonstrated in Chapter 4) [28, 29].
Sample (iii) demonstrates that there is a clear observed enhancement of the catalytic
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activity under an electrical potential. When a potential of +1V ± 0.01 V was
applied for 2 hours, 1.180 ± 0.010 µM of methanol was detected (Figure 3.2a (iii)),
more than twice the amount formed without the electric potential. This further
confirms the expected electrocatalytic activity of the HOPG, both at atomic steps
and edges where the existence of additional functional groups may serve as oxidizing
and reduction sites, similar to hydrophilic groups in GrO, and in the basal plane
where fast electron transfer under applied fields is expected [26].
To further ensure there was no contamination from the glassware and equipment
used or from the atmosphere, measurements were also taken for a vial of ultrapure
water exposed to the laboratory environment for 2 hours (Figure 3.2c). This did not
show any peak in the methanol region confirming the methanol catalysis is occurring
during the experiment.
3.4 Importance for SPM investigations
3.4.1 Time-delayed nucleation
Overall, the NMR results confirm spontaneous methanol catalysis, with the process
being enhanced by the presence of an electric field. Interestingly, the electrocat-
alytic result from the NMR spectroscopy suggests that the scanning AFM tip may
also have an influence on the rate of methanol production at the HOPG surface.
Composite nanomaterials involving oxides are widely used in methanol catalysis [8,
35–37] and the silicon oxide AFM tips such as those used in the present study have
been shown to develop a negative surface potential of typically -60 mV [38, 39] when
immersed in ultrapure water (pH of 5.8 in our experimental conditions). Further-
more, the tips are designed to have a highly curved apex (radius >10 nm) which can
significantly enhance the resulting local electric field and therefore any electrocat-
alytic effects. Experimentally, it was observed that when water is placed in contact
with the HOPG surface for several hours prior to imaging, ordered structures do
not appear immediately at the start of imaging. Instead these structures appear to
be stimulated by the presence of the scanning tip, as can be seen in Figure 3.3.
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Fig. 3.3: AFM images of a sample pre-conditioned for 24 hours with no applied electric
field. (a-b) During < 5 min and 1 hour of imaging, no structures are observed in a
system of ultrapure water on HOPG. (c) After an hour the interfacial structures
nucleate and cover a significant amount of the accessible area and show the
characteristic row features (inset). (d) The hour long delay in nucleation between
(a) and (c), despite the 24 hours of contact beforehand, suggests the methanol
production is electrocatalysed by the silicon AFM tip. This tip has a surface
potential of around -60 mV and is not grounded . The white scale bars are 500
nm in the main images and 10 nm in the inset. The color scale bar represents a
height variation of 1.5 nm in the main images and 1.2 nm in the inset.
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3.4.2 Replicating tip induced charge
Due the observations regarding the time-delayed nucleation and the impact of the
the AFM tip present, further investigations were performed into the effect of small
voltages, comparable in magnitude to the surface potential of typical oxides. Here
the evolution of samples exposed to 50 ± 1 mV or in open circuit for 24h were
compared. Applying the electric field in the AFM chamber was not possible due
to spatial restrictions. Therefore, in both cases, it was necessary to de-wet the
HOPG surface in order to transfer a pre-conditioned sample to the AFM chamber;
thereby leaving a thin interfacial liquid layer containing the produced methanol.
More ultrapure water is then deposited ontop of liquid layer and the imaging starts
within minutes. While necessary, this procedure makes it difficult to rule out any
disassembly/reassembly of the interfacial structures during the transfer. Nonetheless
the differences between the two samples are obvious (Figure 3.4).
Figure 3.4a shows that no features other than the characteristic graphite steps are
initially visible in the absence of electrical pre-conditioning. After one hour of con-
tinuous imaging, small raised patches about 100 nm in diameter begin to nucleate
near step-edges (Figure 3.4b). The patches exhibit supramolecular row patterns,
comparable to those shown in Figure 3.1. The assembly of these rows proceeds at a
slow rate, here 54.3 ± 1.0 nm2/s for the patch in Figure 3.4b, suggesting growth is
limited by the rate of methanol catalysis. Interestingly this rate is almost an order
of magnitude larger than the one reported for the structures in Figure 3.1. This is
consistent with a larger concentration of methanol due to the 24 hours of precondi-
tioning. Additionally, structures never fully cover the surface over the time-scale of
the experiment (several hours) with the largest patch observed with a diameter of
1.2 µm.
When the 50mV external potential is applied for 4 hours after 20 hours of open
circuit (an elongated version of the hypothetical scenario presented in Figure 3.3)
the monolayers still take approximately an hour to nucleate, Figures 3.4d and e.
However, they subsequently grow at a rate of 275 ± 2.5 nm2/s, significantly faster
than in the open circuit case. This increased growth rate indicates a larger amount
of alcohol being presented due the electrocatalytic assisted production of methanol.
Finally, when a 50 mV external potential is applied for the full 24 hours prior to
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Fig. 3.4: Influence of small electric potentials on the evolution of the methanol-water inter-
facial structures observed by AFM. (a) Image taken immediately after a sample
that has been pre-conditioned for 24h in ultrapure water has been transferred
into the AFM chamber, and (b) after 1 hour of imaging. Interfacial structures
with row features (inset) outlined by the white dashes begin to appear near
atomic steps (highlighted with red dashed lines). (c) The area of the growing
patch after nucleation as a function of time. (d,e,f) Similar set of data for a
system where there has been 20 hours of open circuit followed by 4 hours of
an applied 50mV electric field. No structures are immediately visible, although
after an hour, structures begin to nucleate and grow at a faster rate than for
the 24 hours of open circuit. (g-h) are images taken immediately after a sample
pre-conditioned for 24h in ultrapure water with an applied 50 mV DC potential
was transferred into the AFM chamber. Some unstructured patches are already
present on the surface. After 1 hour of imaging the interfacial structures cover
all the accessible area and also show the characteristic row features (inset). Here
the structures grew at a rate faster than could be imaged. (i) A table comparing
the growth rates for the 3 cases. The white scale bars are 500 nm in the main
images and 10 nm in the insets. The color scale bar represents a height variation
of 1.5 nm in the main images and 1.2 nm in the insets.
imaging, patches of structures are immediately visible on the HOPG surface (Figure
3.4g). The patches rapidly develop into ordered structures resembling those of the
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methanol-water monolayers. Significantly, within an hour of imaging the structures
have almost completely covered the surface of the graphite (Figure 3.4h). More-
over, this increase in methanol concentration induced the occasional observation of
multiple monolayers, Figure 3.5, consistent with higher concentrations of methanol.
While there are still nucleation sites near surface features, such as in Figure 3.4e,
nucleation is also observed deep into the basal plane (see Figure 3.6) indicating that
the electrical pre-conditioning has caused electrocatalysis across all of the HOPG,
instead of being limited to just surface singularities.
The results in this section all support the existence of a significantly larger quantity
of methanol at the interface when compared to the sample prepared without any
applied electric field. Furthermore, the hour long delay in nucleation between Figure
3.4a and Figure 3.4b despite the 24 hours of contact beforehand is consistent with
the idea that while there is initially methanol present in the solution (as shown
in the NMR data, Figure 3.2a (ii)), the local concentration is initially too low for
nucleation, but the presence of the charged tip with a surface potential comparable to
the electric field applied in Figure 3.4d-h, helps overcome this barrier and nucleation
eventually takes place.
Fig. 3.5: AFM imaging of the graphite surface preconditioned in a water droplet with a
50 mV electrical potential applied for 24 hours. The whole surface is covered
with a structured monolayer (yellow arrow). A second layer can develop directly
atop the first layer (red arrow). The nucleation of multiple layers suggests a
higher concentration of methanol than when no electric field is applied where the
structures exist only as monolayers. The white scale bars represent 100 nm. The
purple scale bar represents a variation of 1.5 nm in the main images and blue
scale bar represents a phase variation of 10o.
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Fig. 3.6: Topographic images of HOPG pre-conditioned for (a) 4h and (b) 24h in ultra-
pure water with an external 50mV DC potential. The sample was immediately
transferred to AFM chamber. In contrast to samples with no applied potential,
nucleation sites can be found several microns away from step edges (red arrows),
indicating the electrocatalytic activity is no longer limited to surface defects.
The structures are outlined by white dashed line and the step edges highlighted
with black dashed lines. The white scale bars represent 1 µm. The purple scale
bar represents a variation of 4 nm.
3.5 Catalysis mechanism
AFM and NMR experiments consistently demonstrate catalysis of methanol at the
surface of immersed graphite in ambient conditions. The mechanism allowing the
methanol synthesized at the surface of graphite to be released in the bulk liquid is
not immediately obvious from the data. The results show that the water-methanol
assembly is fully stable when directly in contact with the surface of graphite, but
becomes progressively less stable as new layers form on top of the first layer. Ad-
ditional layers could occasionally be observed (Figure 3.8) but are only partially
formed and exhibit many defects, suggesting a transition from stable assembly to
bulk liquid. A single release mechanism is however unlikely and the methanol pro-
duced may be dispensed directly into the bulk liquid at catalytically active surface
features where the water-methanol network is disrupted.
The results suggested that the carbon source of the material converted into alcohol is
primarily the carbon dioxide naturally dissolved in the ultrapure water. Experiments
run in a sealed atmosphere for 2 hours (comparable in duration to sample (ii) in
Figure 3.2) revealed no detectable concentration of methanol upon subsequent NMR
analysis of the liquid, as shown in Figure 3.7, supporting the hypothesis of carbon
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Fig. 3.7: NMR spectrum for a droplet of ultrapure water left on HOPG for 2 hours in a
sealed environment. The sample is doped with 2µM of Methylsulfonylmethane,
consistent with the data in Figure 2. Here no methanol is detected, indicating
the reaction most likely involves volatile organics that dissolve in the ultrapure
water from the air.
dioxide as a reagent. However, the C-O dissociation energy for carbon dioxide is
526.1 kJ mol−1 [40], far larger than the energy associated with thermal fluctuations
(≈ 2.479 kJ mol−1) and thus the HOPG surface must be playing a role. There
have been no previous cases of HOPG demonstrating the catalytic capability to
reduce the C-O disassociation energy ∼ kT. Furthermore the process can occur in
an open circuit, indicating that it is not solely due to electrocatalysis. This leaves
the possibility of photocatalysis.
As mentioned in Section 3.2.2, it has been shown that photogenerated electrons and
holes from stimulating graphene oxide with white light can convert water and carbon
dioxide into methanol at room temperatures [22]. In this reaction, the photogen-
erated electrons and holes to serve as oxidation and reduction sites for absorbed
reagents. Ref. [22] estimated that the reduction potential of the electrons (e−) ex-
cited to the graphene oxide conduction band was -0.79 V (vs. the normal hydrogen
electrode value, NHE), which is lower than the potential of CO2/CH3OH (-0.38 V
vs. NHE) which means that it can act as a donor. Similarly, the oxidation potential
of the holes (h+) in the graphene oxide valance band was estimated to be 4 V (vs.
NHE) which is higher than the potential of H2O/O2, H
+ (0.82 V vs. NHE) and thus
they can act as acceptors. Therefore the photogenerated holes and electrons on the
illuminated graphene oxide could react with the adsorbed CO2 and H2O to produce
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CH3OH through the following reaction:
H2O + 2h
+→ 2H+ + 1/2O2
CO2 + 6H
+ + 6e−→ CH3OH + H2O
(3.2)
In this case, each methanol molecule produced involves the transfer of six electrons
with the reactive intermediates (for example formic acid and formaldehyde [41]) be-
ing required to diffuse across the surface to obtain electrons. For the work presented
in this chapter, it is possible that the reported presence of oxygen containing groups
on the edge plane of HOPG steps may be inducing a similar catalytic reaction. Ini-
tial experiments indicate no appreciable catalytic increase under illumination (see
Figure 3.8). This may be due to the reported low number of functional groups
on HOPG and hence a low number of possible ‘photo-excitable’ electrons, which
would mean that the system could become saturated when additional illumination
is present. Therefore the next stage of this research should be to perform 1H NMR
on samples which have had no exposure to light. Unfortunately this was not possible
to achieve with the equipment available for this study and thus shall be consigned
to further work.
It has been noted that a degree of atmospheric contamination of the HOPG [33,
42] is expected despite all the steps taken to minimize contamination. However, the
consistent and reproducible trends observed indicate that possible contaminants do
not dominate the results. Furthermore, the typical HOPG contaminants [33, 42] are
molecules far larger than methanol, and so they would not interfere with the AFM
observations of its catalytic production.
3.6 Discussion
The exact molecular mechanism underlying the catalytic process cannot by deduced
from the present results alone, partly because the exact chemical details of the
graphite are not known. Surface groups at the edge plane [23] could significantly al-
ter graphite’s catalytic behaviour by modifying the local electron accepting/donating
abilities and inducing charge delocalization that would in turn impact chemisorption
[16]. The results presented in this chapter suggest that the methanol production is
caused by multiple factors, all involving the HOPG surface, that are difficult to
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Fig. 3.8: Amplitude modulation AFM phase images of HOPG pre-conditioned for 24h in
ultrapure water with an external 60 W incandescent light bulb. The sample
was immediately transferred to AFM chamber (left). The structures (outlined
with the white dashed line) with a periodicity of 4.3 nm (black arrow) were only
observed nucleating after an hour (right), consistent with the results in Figure 3.2
(a) and (b) indicating that no observable photo-catalysis of water to methanol
has occurred. The inset is a height image using the same color scale. The white
scale bars represent 500 nm in the main image and 4 nm in the inset. The purple
scale bar represents a variation of 5o in the main images and 1.5 nm in the inset.
disentangle. The AFM results provide consistent evidence of the AFM tip influ-
encing the catalysis, likely through a tip field-effect [43] electrochemical reaction
when in proximity to the HOPG surface (Figures 3.3 and 3.4). However, catalysis
also occurs in the absence of an applied electric potential (Figure 3.2), through a
mechanism dominated by step edges. Oxygen containing functional groups unique
to multi-layered graphite could also be at play, inducing absorption via bonded
and non-bonded interactions with the liquid molecules and serving as active sites
[44]. In any case, the catalytic activity benefits from a positive polarization of the
HOPG under an external electrical potential. This could be due to both a further
enhancement of the chemical reaction at the step edges or to induced electron trans-
fer occurring elsewhere. Indeed, recent studies have shown that doped graphene is
able to reduce carbon dioxide in ambient conditions, when submitted to an electric
potentials [45].
When considering practical applications, the catalytic process reported here is far
from optimized. It occurs slowly and could be temperature dependent. In ambi-
ent conditions, the catalytic production rate is estimated to be 4.6 mgh−1m−2, far
smaller than the best reported catalysis rates [13]. However, since singularities in
the potential landscape such as atomic step-edges or the proximity of an AFM tip
can significantly enhance the rate of catalysis, there is much scope for improvement.
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Additionally, the relatively low cost of graphite, its outstanding stability and the
fact that material of technically lower quality (more defects) is catalytically more
efficient should enable device geometries that maximize the catalytically active area
without significant challenges. Furthermore a recent report has stated that for any
reduction process of carbon dioxide to methanol to be overall carbon neutral it will
need to be a hybrid of both thermocatalysis and electrocatalysis [8]. Thus stud-
ies into hybrid processes such as the case presented here are becoming increasingly
important.
From an electrochemical perspective, the results suggest that a graphite electrode
immersed into an aqueous solution progressively develops an interfacial ‘passiva-
tion’ layer formed by a solid self-assembled layer of water and methanol molecules
produced in-situ. While relatively easy to destroy, this layer reforms spontaneously
and may significantly affect interfacial processes such as charge exchange [46] and
molecular adsorption [47] as well as the catalysis of other molecules [23]. Interest-
ingly, this result also suggests that local probe investigations of graphitic materials
in aqueous solution may be prone to tip induced catalysis effects.
3.7 Conclusion
In conclusion, the combined AFM and NMR results consistently show that graphite
is able to spontaneously catalyse methanol at room temperature. The amount of
methanol produced is relatively modest (∼µM concentrations) and catalysis appears
to occur almost exclusively at surface singularities on the graphite such as atomic
steps and in the absence of any external input of energy. The underlying molec-
ular mechanism remains unclear due uncertainties over the chemical composition
of the graphite, but applying an external electrical potential across the interface
considerably enhances the catalysis rate, even when due to the surface potential of
nano-objects located near the interface. This findings could have a significant impact
on the development and understanding of novel carbon-based catalytic materials as
well as devices highly sensitive to interfacial liquids. Furthermore the unpreventable
presence of low concentrations of methanol will be important to consider in work
later in this thesis when non-methanol-based mixtures are used.
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3.8 Experimental Section
Sample preparation
All the solutions were prepared using the chemicals outlined in Chapter 2. In a
typical experiment, a liquid droplet (around 200 µL) of water was deposited on a
freshly cleaved HOPG substrate (SPI supplies, West Chester, PA, USA) mounted
on a stainless steel disk using silver paint (Ted Pella Inc, Redding, CA, USA). In all
cases the HOPG was baked to > 120 ºC for 15 minutes to remove any contaminants
[33] before depositing the droplet. When required, the droplet was then left for a
set period (5 seconds to 24 hours) inside a partially sealed glass container at room
temperature (20 ± 1 °C). The container was thoroughly cleaned with ultrapure
water beforehand and protected from the light throughout the incubation. The
same procedure was used for the electric field experiments, except for a platinum
wire (Sigma-Aldrich) is immersed in the droplet. The wire and HOPG sample were
connected to a DC power supply (Aim-TTi, Cambridgeshire, UK) with a positive
voltage applied to the HOPG with respect to the platinum.
NMR
After the determined incubation period, 50 µL the droplet was pipetted from the
HOPG into a clean NMR tube. The solution was then diluted with deuterium
oxide (purity 99.9%, Cambridge Isotope Laboratories, Inc., MA, USA) as needed
and the DMSO2 (Sigma-Aldrich, Dorset, UK) tracer added before conducting the
measurement. The intense water signal was attenuated using the Robust-5 pulse
sequence using a Varian (CA, USA) 600 MHz spectrometer equipped with an Agilent
(CA, USA) probe able to deliver a maximum pulsed field gradient of 62 Gcm−1. Nine
thousand two hundred and forty-eight scans were collected, each comprising 32728
complex data points and a spectral width of 10 kHz. The repetition time was 3.6
s, of which 1.6 s comprised the acquisition time. The W5 inter-pulse delay was set
to 287 µs. Rectangular 1 ms pulsed field gradients were used with a strength of G
=4.8 Gcm−1 [31]. The gradient stabilization delay was 1 ms. The error associated
with estimating the quantity of methanol produced is dominated by the error in
measuring the volume of liquid for NMR analysis leading to an overall uncertainty
on the concentrations of ± 0.01 µM. The contribution to this error from the NMR
procedure itself was negligible.
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AFM
Imaging was conducted using the methodology described in Chapter 2. The can-
tilevers were cleaned by immersion in ultrapure water before imaging. All parts of
the AFM in direct and indirect contact with the solution (cantilever holder, imaging
chamber) where thoroughly cleaned with ultrapure water prior to imaging. After
washing, the stage was heated to 105 °C for 20 minutes in air to evaporate possible
substances from previous experiments. In order to nucleate the structures all the
samples were imaged at 40 ºC, although all the preconditioning occurred at room
temperature.
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4.0 Chapter 4: Alcohol-water mix-
tures at hydrophobic inter-
faces
4.1 Chapter Overview
The behaviour of mixtures of alcohol and water at hydrophobic interfaces is central
to this thesis. However, despite the importance of alcohol-water mixtures in both
industrial and natural processes, their behaviour at hydrophobic interfaces is still
poorly understood with only a few studies available. In this chapter I will present
a computational molecular dynamics (MD) study of the structure of mixture of
water with methanol, ethanol and 1-propanol at the interface with highly orien-
tated pyrolytic graphite. I will demonstrate that the hydrogen-bonded networks
forming at the interface have a strong concentration dependence. This dependence
will be characterised and then linked to experimental observations obtained using
three dimensional scanning force microscopy. Finally, the concentration dependant
behaviour of the alcohol-water mixtures at the interface prior to any group-effect
based self-assembly occurring will be compared with resulting structures.
4.2 Introduction
Mixtures of alcohols and water are commonplace in industry where they find use
as solvents [1] and reagents [2] in chemical synthesis and in separation processes
[3, 4]. Furthermore, aqueous alcohols are important in biological processes [5, 6].
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For example, ethanol-water mixtures have been shown to induce concentration de-
pendant structural transitions in DNA molecules [7]. More broadly, alcohols are
amphiphilic with both non-polar (hydrophobic, CH3) and polar (hydrophilic, OH)
regions. Their simple structure thus also makes them an attractive model for more
complex amphiphilic molecules [8]. Understanding the behaviour of complex am-
phiphilic molecules in water has significant consequences for biological processes such
as the structure [9, 10], dynamics and self-assembly of proteins [5], the formation of
membranes and the transport of ions and cosolutes [11, 12].
Due to their plethora of uses, the properties of alcohol and water mixtures in the bulk
have been extensively studied, revealing a mixing behaviour which deviates from that
of an ideal solution of randomly mixed molecules [13]. This is typically characterised
by a large negative excess entropy [14]. The anomalous mixing behaviour of alcohol
with water is attributed to the impact of the alcohol’s hydrophobic group on both
the local and extended hydrogen bonded networks forming between the constituent
molecules. For methanol, the simplest alcohol, studies originally proposed that
this unusual behaviour was due to an enhanced water order around the methanol’s
hydrophobic group. However this explanation remains under debate and contradicts
multiple experimental and computational studies [15–19]. More recent updates on
the model explain the behaviour by partial segregation of the alcohol and water
molecules at the molecular level [20].
Regardless of the origin of the unexpected behaviour, the properties of alcohol and
water mixtures show a strong concentration dependence. Mass spectrometry and
X-ray diffraction [21] and absorption [22] results show, that for methanol and water
mixtures, at room temperature this concentration dependence can be split into three
regions. The boundaries between these regions lie at methanol molar fractions (xm)
of xm ≈ 0.3 and xm ≈ 0.7. The concentration dependence has been attributed
to the different hydrogen bonding capabilities of the two components. Water has
two hydrogen donating sites and two hydrogen accepting sites. Therefore, it has
a preference to form three-dimensional tetrahedrally coordinated hydrogen bond
networks, which dominate at low alcohol concentrations. Primary alcohols, such
as methanol, have just one donor and acceptor site. Alcohols-rich solutions prefer
to form one-dimensional (1D) and two-dimensional (2D) networks of chains, rings
and clusters [23]. A similar behaviour and explanation has also been obtained using
spectroscopic techniques including Raman spectroscopy [24]. Computational studies
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of methanol-water mixtures also report comparable structural properties with a
strong concentration dependence [18, 22, 25], in good agreement with experimental
observations.
Larger alcohols such as ethanol and 1-propanol have been subject to many experi-
mental [26–29] and computational [30–33] investigations where they show a different
behaviour to methanol due to their larger hydrophobic regions. Significantly, X-ray
scattering [27], infrared absorption spectroscopy and mass spectrometry [34] reveal
that at room temperature binary mixtures of both ethanol and 1-propanol with wa-
ter display a sharper concentration dependent structural transition close to xe ≈
0.2 and xp ≈ 0.1 respectively. These sharper transition at lower molar fractions are
attributed to larger hydrophobic group disturbing the tetrahedral-like structure of
water more rapidly as the alcohol molar fraction increases [27].
In recent years, the behaviour of aqueous mixtures at hydrophobic solid interfaces
has been a key topic due to the surge in graphite or graphene based nano-technology.
Examples involving alcohol and water mixtures can be found in filtration [35], catal-
ysis [36] and fuel cells [37] to name just a few. Applications involving solid-liquid
interfaces are generally heavily reliant on the structure and dynamics of the liquid
component within the couple of molecular layers adjacent to the solid. Liquid struc-
ture at the interface has been shown to affect the transport of charge [38] as well
as the adsorption of molecules [39], both of which are essential to the function of
nanoscale devices. Thus, there is an interest in obtaining molecular level details
regarding the local structure of alcohol-water mixtures at hydrophobic interfaces.
The amphiphilicity of the alcohol molecules makes their concentration dependent
behaviour at hydrophobic surfaces interesting due to the surface-liquid hydrophobic
interactions. However, despite their common use, aqueous alcohol mixtures at hy-
drophobic interfaces remain a relatively unexplored area. Previous studies of these
systems tend to focus on droplet behaviour such contact angles [40–42] or interfacial
tension [43] and are limited in their molecular level insight. Studies into the molec-
ular level behaviour of alcohol-water mixtures at interfaces have previously been
limited to either the vapour-liquid interface [31, 44, 45] or alcohol-water mixtures
under confinement [46–48]. This represents a serious limitation in our understanding
because concentration dependent molecular scale structure of alcohol-water mixtures
at hydrophobic interfaces, such as hydrophobic regions of ribonuclease [49], is re-
ported to play a role in the stability of proteins [50] and is expected to influence
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properties such as the dielectric constant of the interfacial liquid [51].
Regarding the self-assembled methanol-water structures central to this thesis, MD
simulations have previously been used to gain insights into the spatial arrangements
of the fully formed monolayers. This work is presented in ref. [52] and was sum-
marised in Section 1.5.1. To recap, using MD simulations it was not possible to cap-
ture the nucleation and subsequent arrangement of the alcohol and water molecules
into stable long-lived structures. This was true even when using custom parame-
ters derived from ab initio density functional theory calculations. This is attributed
to the experimentally observed long nucleation time associated with the formation
of the structures (usually at least several minutes) compared with the time-scales
computationally accessible with MD simulations (e.g. 100 ns in ref. [52]). However,
in ref. [52] the authors observe that it was still possible to obtain insight into the
hydrogen bonding behaviour of the methanol water mixture in its liquid phase at
the interface with HOPG with the use of replica exchange MD coupled with geome-
try optimisation. Most notably, the authors found that at the HOPG interface, the
hydrogen bonded networks of methanol and water had an increased preference to
alternate molecules than in the bulk mixtures. Furthermore they found the system
to be glassy with many local energy minima and further structural classification was
need using a dimensionality reduction technique, details of which can be seen in ref.
[53].
Due to the inaccessible nucleation times-scales, the presence of many structural
local energy minima and the subsequent need for customised analysis techniques to
obtain spatial details of the stable monolayer structure, the majority of this Chapter
will instead focus on measurements of alcohol water mixtures in their mobile state,
rather than their self-assembled state. However, as will be seen in Section 4.4, this
approach will still provide valuable details regarding the subsequent self-assembled
spatial arrangements which matches up well with experimental observations.
In this chapter I will investigate the concentration dependent structure of mixtures
of short chain length alcohols (methanol, ethanol and 1-propanol) with water at
the interface with hydrophobic highly orientated pyrolythic graphite (HOPG). This
is achieved using molecular dynamics (MD) simulations of 18, 14 and 13 aqueous
mixtures of methanol, ethanol and 1-propanol respectively at various concentrations.
The composition of these simulation boxes can be seen in the methods section at
the end of this Chapter. In addition, three-dimensional scanning force microscopy
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(3D-SFM) is used to obtain an experimental molecular scale map of the density of
a methanol-water mixture at the HOPG interface which matches the computational
observations.
4.3 Results
In alcohol-water mixtures it is well known that the composition of the liquid at
the surface is significantly different to that in the bulk, due to the hydrophobic
forces between the alcohols and the surface [41, 52, 54]. To characterise the local
composition of the alcohol-water mixtures at the hydrophobic interface, the time-
averaged number density of the water oxygen (Ow) and the alcohol carbon closest to
the hydroxyl group (Cm, Ce or Cp for methanol, ethanol or 1-propanol respectively)
was plotted as a function of the distance from the top layer of the HOPG (d). An
example of the Cm and Ow plot can be seen in Figure 4.1a for a bulk methanol molar
fraction of 0.5, which shows two clear peaks for Cm. These two peaks correspond to
regions of high density due to surface induced effects related to the discrete nature
of the liquid molecules and hydrophobic attraction between the methanol and the
surface [55, 56].
As evident from the molecular dynamics snapshot, the two peaks arise due to two
molecular layers of alcohol. Molecules are defined as being at the surface in the
simulations when they are within the region of first two alcohol molecular layers.
For example, for methanol the surface molar fraction xm = Nm / (Nm + Nw), where
Nm and Nw are the number of methanol and water molecules with d < 0.9 nm (as
defined in Figure 4.1a). The same approach was used for ethanol and 1-propanol
whose molecular layer definitions can be seen in Figure 4.1b and c. Using this
protocol, the surface alcohol molar fraction as a function of the corresponding bulk
alcohol molar fraction was plotted for the three alcohols of interest, methanol (Figure
4.1d), ethanol (Figure 4.1e) and 1-propanol (Figure 4.1f). Interestingly, the multiple
peaks for the ethanol and 1-propanol carbon plots indicate multiple preferential
configurations. This is likely due to geometric restrictions arising from the larger
carbon backbones, which alters the number of possible atomic configurations and
thus induces additional entropic effects (as discussed in Chapter 1). Furthermore,
for ethanol, these preferential configurations induce a slight inflection point in the
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Fig. 4.1: Molecular layering of the alcohol molecules at the interface between HOPG and
alcohol-water mixtures. In (a) a plot of the carbon number density and oxygen
water density is shown as a function of the distance d from the top layer of HOPG
for xm ≈ 0.5. Two maxima are visible for the carbon between 0.2 nm < d <
0.52 nm and 0.52 nm < d < 0.90 nm which correspond to the first two molecular
layers of alcohol. These can be seen in the corresponding MD snapshot. (b-c)
show the equivalent data for ethanol and 1-propanol, with the boundaries defined
at 0.2 nm < d < 0.59 nm and 0.59 nm < d < 0.99 nm and 0.2 nm < d < 0.64
nm and 0.64 nm < d < 1.05 nm for the first and second layers of ethanol and
1-propanol respectively. (d-f) show how the surface molar fraction (defined as
within the first two molecular layers shown in (a-c)) varies as a function of the
bulk molar fraction for methanol (d), ethanol (e) and 1-propanol (f). In (d-f) xa
is the surface molar fraction of the alcohol under consideration.
second water solvation layer (Figure 4.1b). However, no such feature is seen for the
1-propanol case. This may be due to 1-propanol having more preferential configu-
rations than ethanol, which in turn smooths out the water solvation peaks. Exper-
4. Chapter 4: Alcohol-water mixtures at hydrophobic interfaces 107
imental evidence of ethanol having more preferential configurations than methanol
when self-assembled with water will be presented in Chapter 5.
The surface molar fraction deviates significantly from that of the bulk for all the
alcohols. The largest deviation occurs at low molar-fractions and this deviation
becomes more significant as the size of the hydrophobic group increases. To provide
an accurate description of the molecular distribution local to the alcohol molecules
at the hydrophobic interface, the remaining data presented will be plotted as a
function of the surface molar fraction. Hereafter, the surface molar fraction will
simply be referred to as xa unless stated, where a represents the alcohol under
consideration, e.g. xm is the surface molar fraction of methanol to water. This
also enables better comparisons with the concentration dependent bulk behaviour
of alcohol-water mixtures.
4.3.1 Methanol
Fig. 4.2: Composition of the first two molecular layers in a methanol-water mixture at
the interface with HOPG as a function of xm. The number density of methanol
(black) and water (red) molecules in the first (a) and second (b) molecular layer is
shown. The molar fraction at which the number of methanol molecules surpasses
the number of water molecules in the first layer is denoted by the green dashed
line at xm = 0.27, hereafter referred to as x
1
m. In (b), linear fits were applied
to the data prior to this point and extrapolated to provide a visual aid of an
inflection point.
When considering aqueous mixtures of alcohols at hydrophobic interfaces, the be-
haviour of the first couple of molecular layers is highly important because individual
layers have significant structural differences depending on their proximity to the
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interface [31, 46, 57]. For a methanol-water system on HOPG, the time-averaged
composition of the first and second molecular layers (as defined in Figure 4.1a) as a
function of xm can be seen in Figure 4.2a and b respectively. These plots show that
the local molecular composition is non-linear and highly concentration dependent.
In the first molecular layer at low xm the methanol demonstrates a strong ability
to displace the water (Figure 4.2a). This is because of the hydrophobic attraction
between the methanol and the surface. The rate of exchange of water and methanol
subsequently decreases as xm increases due to saturation effects. The molar ratio
where the number of methanol molecules surpasses the number of water molecules
in the first molecular layer occurs at xm ≈ 0.27 and is denoted by the green dashed
line on Figure 4.2a. This value will hereafter be referred to as x1m. The composition
of the second molecular layer exhibits a more linear behaviour as a function of xm
(Figure 4.2b) due to a reduction in the influence of the surface-induced hydrophobic
attraction. However, there is an inflection point close to x1m, corresponding to a re-
duction in the number of water molecules and an increase in the number of methanol
molecules, indicating a structural transition has occurred. The hydrophobic attrac-
tion to the surface induces local concentration gradients (Figure 4.2) which make
defining boundaries for the potential transitions between the different concentration
dependent regimes of the methanol difficult. Therefore values such as x1m should
only be regarded as guidelines.
To gain further insight into the concentration dependent interfacial structure of the
methanol-water mixture, the time-averaged orientation of the methanol molecules
within the first molecular layer was studied. Figure 4.3a shows a number density plot
for the oxygen group of methanol (Om) as a function of d. Here two clear maxima can
be seen at values of d = 0.35 and 0.46 nm. As demonstrated by the corresponding
MD snapshot, these peaks represent two preferential configurations for the methanol
molecules; either with the alcohol lying flat and the oxygen group next to the surface
(corresponding to an inclination to be involved in 1D/2D hydrogen-bonded networks
parallel to the plane of surface) or the oxygen group facing away from the surface,
indicating the methanol is upright (corresponding to an inclination to bond away
from the surface).
The distribution of methanol molecules in the two configurations (Nupright and Nflat)
as a function of xm can be seen in Figure 4.3b. To prevent methanol molecules in
the second molecular layer influencing the result, molecules whose centre of mass is
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Fig. 4.3: The behaviour of methanol molecules at the interface with HOPG. In (a) an
example number density plot for the oxygen group of methanol as a function d is
shown for xm = 0.5. Two clear maxima are visible between 0.2 < d < 0.402 nm
and 0.402 < d < 0.6 nm. These two maxima correspond to the methanol molecule
either lying flat with its carbon-oxygen bond parallel to the surface, or standing
upright, with its carbon-oxygen bond perpendicular to the surface. This can
be seen in the corresponding MD snapshot. (b) shows the number of methanol
molecules in the first molecular layer in the upright and flat configurations as a
function of xm. As was the case in Figure 4.2, x
1
m is marked by the green dashed
line. The black dashed line denotes the location where the Nupright/Nflat begins
decreasing. (c-e) shows MD snapshots in the z -plane and xy-plane at xm = 0.02,
0.27 and 0.9 respectively. To provide a visual aid, the nature of the molecules
hydrogen bonded to each individual molecule (obtained by visual inspection) is
represented by either a yellow circle (water-water), a white rectangle (methanol-
water) or a green rectangle (methanol-methanol).
further away than the position of the peak of the upright configuration in Figure 4.3a
(d = 0.46 nm) were excluded from the analysis. Across all surface molar fractions
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Nupright/Nflat < 1, which indicates a preference for the methanol to lie flat. This
is different to the methanol-water liquid-vapour interface where the methanol C-O
axis is reported to prefer to be orientated perpendicular to the interface [57].
As can be seen in Figure 4.3b, Nupright/Nflat has a strong concentration dependence.
At low methanol concentrations, xm < x
1
m, increasing the amount of methanol in-
creases Nupright/Nflat. Then for 0.27 < xm < 0.46 the rate of change decreases,
before xm > 0.46 where Nupright/Nflat starts to decrease. xm = 0.46 will hereafter
be referred to as x2m. MD snapshots of the hydrogen bonded networks at the HOPG
interface at xm = 0.02, 0.27 and 0.9 indicate the low concentration region is dom-
inated by the 3D tetrahedral network common to water molecular (Figure 4.3c)
whereas in the methanol rich region 1D/2D chains of methanol dominate(Figure
4.3e). This suggests the orientation of the methanol molecules next to the interface
is linked to the nature of the local hydrogen bonded networks forming both at the
interface and in the immediate vicinity.
The amount of hydrogen bonding interactions between a methanol molecule in the
first molecular layer and water or methanol molecules in the second molecular layer
can be seen in Figure 4.4a. To hydrogen bond between the molecular layers, the C-O
axis of the methanol molecules must be perpendicular to the interface, and thus the
molecule must be in the upright configuration (defined in Figure 4.3). For xm < x
1
m,
the number of hydrogen bonds per molecule between methanol and either a water
or another methanol in the second layer increases. This is despite the decreasing
number of water molecules, which can form more hydrogen bonds. Then, for xm
> x1m, the average number of hydrogen bonds forming between methanol in the
first layer and molecules in the second layer gradually begins to decrease. The 3D
hydrogen bonded networks present in the bulk of methanol-water mixtures at low
concentrations would favour the upright configuration. Thus, this decreasing region
of the total number of interactions suggests the methanol molecules at the interface
become less involved in the 3D hydrogen-bond networks away from the surface.
Figure 4.4b shows a similar plot for methanol molecules in the flat configuration
(i.e. only involving hydrogen bonds parallel to the surface). In Figure 4.4b, for xm
< x2m, as xm increase the total amount of in-plane hydrogen bonds the methanol
decreases at a high rate due to methanol (who can only donate/accept 1 hydrogen
bond) replacing water (who can donate/accept 2 hydrogen bonds). For xm > x
2
m the
total number of hydrogen bonds per methanol molecule begins to plateau, indicating
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Fig. 4.4: Hydrogen bonding behaviour of methanol molecules at the interface with HOPG.
The number of hydrogen bonds per molecule between a methanol molecule in
the first molecular layer with either water of another methanol molecule in the
second molecular layer (a) or with either a water or another methanol molecule
in the first molecular layer (b) is plotted as a function of xm. Then, (c) shows the
number of hydrogen bonds per methanol molecule with other methanol molecules
in the first molecular layer as a function of the methanol molar fraction of the
first molecular layer, with the value corresponding a surface x2m shown by the
black dashed line. This coincides with a value of 0.7 on the x-axis. A linear
fit has been applied for values of the first layer methanol molar fraction smaller
than this value to provide a visual aid for an inflection point.
in this concentration regime the methanol molecules replace the water molecules at
the surface without significantly decreasing the total amount of intermolecular hy-
drogen bonds. For this to occur, the structure at the interface must be dominated
by 1D and 2D hydrogen bonded networks which only require one hydrogen-bond
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donor/acceptor. The transition to methanol dominated 1D/2D hydrogen-bonded
networks is supported by plotting the number of hydrogen bonds per methanol
molecule with other molecules in the first molecular layer as a function of the molar
fraction within the first molecular layer, Figure 4.4c. This produces an inflection
point at xm ≈ x2m, after which an increase in the number of hydrogen bonds is
observed. Interestingly, x2m corresponds to a methanol molar fraction in the first
molecular layer of 0.7, where the transition into 1D/2D methanol dominated hy-
drogen bonded networks occurs for bulk methanol-water mixtures[21, 22]. As was
the case with x1m, while x
2
m appears to effectively model a transition in the system
behaviour, it should only be regarded as a guideline value.
Overall, using the information obtained from the preferential intermolecular inter-
actions (Figure 4.4) along with the composition of the first two interfacial layers
(Figure 4.2), a basic interpretation of the concentration dependent orientation of
the methanol molecules at the interface with HOPG (Figure 4.3) can be formulated.
At low molar fractions, the methanol rapidly displaces the water in the first molec-
ular layer. Water can form more hydrogen bonds than methanol. Thus, as more
water is displaced, the methanol becomes more inclined to have its C-O bond per-
pendicular to the surface, joining the water dominated 3D hydrogen-bond network.
This is amplified by the increasing presence of other methanol molecules within the
first interfacial layer, which are less favourable to bond with. This behaviour is
consistent with previous studies regarding the interface between vapour and liquid,
where a region of enhanced water density is observed just outside of a methanol rich
region next to the interface [57].
Between x1m < xm < x
2
m the system enters a transitional regime where the rate of
change decreases. In this region, the behaviour of the mixture is complicated with
a kink appearing near x1m. The physical cause of this kink is not entirely clear,
although x1m corresponds to the point where the number of methanol molecules first
exceeds the number of water molecules, which may be significant. Furthermore,
anomalous behaviour close to x1m is also reported in other studies in the bulk [25,
58, 59] and has been attributed to the formation of percolation networks of both
components [18]. The reason for the ratio of upright to flat methanol molecules
remaining relatively constant within this region is also uncertain. One plausible
explanation is that at this stage individual mixed 1D/2D hydrogen bonded chains
start to form, but are too few and far between to link up and form extended hydrogen
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bonded networks.
For xm > x
2
m, the ratio of methanol becomes high enough to enable the formation of
extended 1D/2D hydrogen bonded chains (exemplified in Figure 4.3e). At this point,
the inclination to form 1D/2D structures, combined with the additional support
provided by the 2D solid surface, gradually makes more methanol molecules become
involved in 1D/2D networks and thus lie flat, so as to hydrogen-bond parallel to the
surface, corresponding to a decrease in Nupright/Nflat.
4.3.2 Ethanol
Ethanol has the same number of hydrogen bonding sites as methanol with a larger
hydrophobic region and thus experiences a greater hydrophobic attraction to HOPG
and to the other ethanol molecules. Results obtained using the same analysis proce-
dure and boundary definition for the methanol-water mixture can be seen in Figure
4.5 for an ethanol-water mixture. Generally, as the surface molar fractions of ethanol
(xe) increases, the ethanol molecules undergo a similar transition from flat to up-
right to that of methanol (Figure 4.5a). However, the larger hydrophobic group
does induces behavioural changes. In contrast to methanol, Nupright/Nflat > 1 for
all ethanol surface molar fractions, indicating a general preference for the hydroxyl
group to face away from the hydrophobic interface. This may be due to steric re-
strictions imposed by ethanol’s longer alkyl chain making forming hydrogen-bonds
parallel to the surface more difficult.
The increased hydrophobic attraction due to this longer alkyl chain also shifts the
transition point towards lower values of surface molar fractions when compared with
methanol. The point where the number of ethanol molecules surpasses the number
of water molecules in the first molecular layer occurs at xe = 0.2 (hereafter referred
to as x1e, Figure 4.5b).
At this value the number of additional ethanol molecules begins to plateau. Close
to this transition point there is an inflection point in the number of each respective
molecule in the second molecular layer (Figure 4.5c), corresponding to the ethanol
molecules starting to fill up the second layer at an increased rate. As was the case
with methanol, the transition point between the most common molecules in the first
layer marks a kink in the plot of Nupright/Nflat as a function of xe. Significant
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Fig. 4.5: The behaviour of ethanol-water mixtures at the interface with HOPG as a func-
tion of xe. In (a) the number of ethanol molecules in the flat and upright config-
urations is shown, as defined in Figure 4.3. (b-c) show the molecular composition
of the first and second molecular layers, as defined in Figure 4.1. For visual aid,
a linear fit has been applied in (c) for all the points with xe < 0.2 and extrapo-
lated afterwards. (d-e) show the average number of hydrogen bonds experienced
by the ethanol molecule in the first molecule layer using the same definitions
outlined in Figure 4.4. The inset of (e) shows the number of hydrogen bonds per
molecule as a function of the ethanol molar fraction in the first molecular layer.
As was the case in Figures 4.1, 4.2 and 4.3, the green line denotes the value of
xe the number of ethanol molecules surpasses the number of water molecules in
the first molecular layer (x1e) and the black dashed line denotes the xe where the
inflection point is observed in the inset of (e) (x2e).
changes in the properties and structure in bulk ethanol-water mixtures have been
reported to occur at xe = 0.2 [21, 34, 60, 61]. Furthermore, in the bulk xe = 0.2
is the value where there is the optimum number of water molecules to solvate each
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ethanol molecule, and corresponds to a minimum in the mobility of the ethanol
molecules [62]. This offers a possible explanation for the anomalous behaviour.
The transition to a decrease in Nupright/Nflat occurs at xe ≈ 0.31 (hereafter referred
to as x2e). Interestingly, prior to this value, increasing the molecular fraction of
ethanol to water also increases the hydration of ethanol in the upright configuration
(Figure 4.5d). This is consistent with the concept of the alcohol molecules pre-
ferring to hydrogen bond with the water molecules that they have been displacing
from the interface. After x2e, total amount of hydrogen bonds experienced by flat
ethanol molecules plateaus, indicating a transition involving an increase in the for-
mation of 1D/2D alcohol dominated networks. As was the case with methanol, this
transition is accompanied by an increase in the number of alcohol-alcohol hydrogen
bonds between flat molecules (inset, Figure 4.5e), indicating a propensity for 1D/2D
hydrogen bonded networks. In the bulk it has been reported that at high ethanol
concentrations the majority of the hydrogen bonding networks involving the ethanol
are linear [63], suggesting the 1D hydrogen-bonded chains previously discussed must
dominate the molecular arrangements next to HOPG surface. Furthermore, x2e also
corresponds to an ethanol molar fraction in the first molecular layer of ≈ 0.7, where
transitions to chain-like structures for ethanol have been reported [62].
It is interesting to note that the flatter region of Nupright/Nflat around x
1
e < xe <
x2e is smaller for ethanol than it was for methanol next to the surface. This may be
attributed to the methanol clusters ability to accommodate a large amount of water
molecules, which leads to a more moderate change from the tetrahedral-like struc-
ture of water to the chain-like structure of methanol as the methanol concentration
increases. This is also consistent with previous observations of sharper concentration
dependent transitions in ethanol-water mixtures in the bulk when compared with
methanol water mixtures [21, 34]. Furthermore, the carbon chains of linear alkanes
and alcohols prefer to lie parallel to the HOPG interface due to similarities between
the C-C bond lengths of the backbone and the periodicity of the surface lattice [64].
This will induce additional steric effects for the ethanol compared with methanol
due to the longer carbon backbone. The shorter transition region is thus likely due
to a combination of ethanol’s greater water exclusion ability and the greater steric
effects it experiences.
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4.3.3 1-Propanol
The larger hydrophobic carbon backbone on 1-propanol is reported to disrupt the
tetrahedral-like structure of the water more rapidly than methanol and ethanol
with increasing alcohol concentration [27]. Thus, at the interface between mixtures
of 1-propanol and water and HOPG, there is a sharper concentration dependent
transition, Figure 4.6a. As was the case with methanol and ethanol, in Figure 4.6a
the two boundaries marked correspond to the transition between the most common
molecule in the first molecular layer (xp = 0.17 = x
1
p, Figure 4.6b) and the location
of the inflection point corresponding to an increase in the number of alcohol-alcohol
interactions between flat 1-propanol molecules (xp = 0.27 = x
2
p, Figure 4.6e in-
set). Both boundaries are again lower than the case for ethanol-water mixtures and
methanol-water mixtures. However they no longer accurately define notable points
on the curve. This indicates that the steric effects and increased hydrophobic attrac-
tion associated with the larger carbon chain makes the description formulated for
the methanol-water system less applicable. Nonetheless, the general trend observed
in Figure 4.6a remains very similar to that of the aqueous methanol and ethanol
mixtures.
A behaviour comparable to the smaller alcohols continues with the filling of the first
two molecular layers (Figure 4.6b-c), where it is clear that at concentrations slightly
higher than x1p, the first molecular layer begins to saturate with 1-propanol. This
causes the inflection point in the number of both types of molecules in the second
molecular layer as a function of xp. Furthermore, like the ethanol-water mixture, for
xp < x
2
p there is an increase in the number of hydrogen bonds between the 1-propanol
molecules in the upright configuration in the first molecular layer and the water
molecules above them (Figure 4.6d). As was the case with the aqueous methanol
and ethanol mixtures, after this transition point the total number of hydrogen bonds
between 1-propanol molecules in the flat configuration and other 1-propanol or water
molecules remains relatively constant as xp increases. However, unlike the ethanol-
water mixture, it does exhibit a small increase as as xp increases, indicating that
increasing the molar fraction of 1-propanol molecules allows the formation of more
hydrogen bonds parallel to the surface. This is potentially due to more efficient
packing of the carbon chains resulting from to increased intermolecular van der
Waals interactions. The inflection point x2p in Figure 4.6e occurs at a
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Fig. 4.6: The behaviour of 1-propanol-water mixtures at the interface with HOPG as a
function of the xp. (a) Shows the variance of the number of 1-propanol molecules
in the flat and upright configurations, as defined in Figure 4.2 (b-c) shows the
molecular composition of the first and second molecular layers, as defined in
Figure 4.1. For visual aid, a linear fit has been applied in (c) for all the points
with xp < 0.2 and extrapolated afterwards. (d-e) show the average number of
hydrogen bonds experienced by the 1-propanol molecule in the first molecule
layer using the same definitions outlined in Figure 4.4 and 4.5. The inset of (e)
shows the number of hydrogen bonds per molecule as a function of the 1-propanol
molar fraction in the first molecular layer. As was the case in Figures 4.2, 4.3
and 4.5, the green line denotes the surface molar fraction where more 1-propanol
molecules are present in the first molecular layer than water molecules (x1p) and
the black dashed line denotes the xp=x
2
p where the inflection point is observed
in the inset of (e).
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1-propanol molar fraction in the first molecular layer ≈ 0.73, close to the molar
fraction reported in bulk 1-propanol-water mixtures where 1-propanol hydrogen-
bonded chains dominate [27].
4.3.4 Experimental observation of concentration depen-
dant interfacial structure
The computational results demonstrate the interfacial structure of the alcohol-water
mixtures at the HOPG interface has a clear concentration dependence. Experimen-
tally, small alcohols evaporate at high rates in ambient conditions. Due to this high
volatility, one should expect to be able to experimentally observe the effect of the
concentration dependant structures reported here for a binary alcohol-water mix-
ture over the time-scale of minutes. To test this, three-dimensional scanning force
microscopy (3D-SFM) was used. 3D-SFM enables precise 3-dimensional mapping of
the liquid density near the interface [65–67] using individual frequency shift profiles
(corresponding to force [68]) as a function of the distance from the interface (as
described in detail in Chapter 2).
A 200 µL droplet consisting of a methanol-water mixture with a surface xm ≈
x1m (the location of the peak of Nupright/Nflat in Figure 4.3) was deposited freshly
cleaved HOPG. The droplet was then left to evaporate freely while the 3D-SFM
measurement took place. Methanol evaporates quicker than water [69, 70] leading
to a decrease of xm with time. Over a period of 4 minutes, 16640 consecutive
frequency profiles were acquired at the interface, the results of which can be seen
in Figure 4.7a-b. From these frequency profiles, the position of the maxima and
minima were tracked using an automated Gaussian fitting procedure (see methods
section at the end of this chapter). This allows the evolution of the profiles to be
observed over time, revealing a decrease in the distance between the peaks. This
supports the theoretical prediction.
The magnitude of the change observed over 4 minutes is 0.07 nm. The peaks in
Figure 4.7a-b correspond to regions where the force required to displace the liquid
(which is linked to the liquid properties such as its density, viscosity and structure)
is at a maximum. Modelling this spatial force distribution using MD is not trivial
due to tip-effects. Instead, the peaks were compared with plots of atomic number
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Fig. 4.7: 3D-SFM measurements corresponding to the the liquid density (as discussed
in Section 2.2.6) of a methanol-water mixture at the interface with HOPG. In
(a) two example frequency shift curves can be seen corresponding to t = 1s
(orange) and 242s (blue). Over this time period, the position of the first density
peak has shifted (yellow dashed line to blue dashed line). (b) shows the full
set of data points corresponding to the inter-peak distances as a function of
time, with the yellow and blue dashed lines corresponding to the same positions
presented in (a). (c) MD simulations of two different concentrations (xm = 0.5
and xm = 0.02) show a comparable shift in the peaks of number density plots for
all liquid atoms. In (c) the yellow and blue dashed lines correspond to the same
location as (a-b). The decreasing width of the peak (represented by the black
and red arrows) is due to the methanol molecules transition to lying parallel to
the interface, as previously discussed. An illustration of a methanol molecule in
the two configurations is shown to provide visual assistance.
4. Chapter 4: Alcohol-water mixtures at hydrophobic interfaces 120
density from the MD simulations for xm = 0.5 and xm = 0.02 (Figure 4.7c). In Figure
4.7c, the location of the two peaks from Figure 4.7a-b are superimposed, demon-
strating that the experimentally observed shift is comparable to the shift in the
middle of number density peaks. The broadening of the number density peaks is a
result of the methanol molecules transition between being flat and standing upright,
indicating this is likely the cause of the experimentally observed shift. However,
the full set of peak positions presented in Figure 4.7b suggest that experimentally,
the transition occurs as a jump, rather than the gradual change predicted by the
simulations (Figure 4.3a). This inconsistency in the time-scale is likely due to con-
finement effects imposed by the AFM tip. Furthermore, the interpretation of the
experimental results still generally require caution due to other potential effects at
play, such as the tip experiencing physical and chemical changes, as discussed in
Chapter 2. This result could nonetheless help rationalise the fact that experiments
involving solvophobic interfaces are considerably more difficult to reproduce than
those at solvophilic interfaces where water always dominates the measured solvation
forces [71, 72].
4.4 Discussion
The molecular explanation for the concentration-dependent behaviour of the methanol
in methanol-water mixtures at hydrophobic interfaces generally also applied to the
alcohol molecule in both the aqueous ethanol and 1-propanol mixtures. The low
concentrations regimes are dominated by the alcohols preference to be involved in
the 3D tetrahedral hydrogen-bonded networks characteristic of the water molecules,
which are more populous away from the hydrophobic surface. The increasing hy-
dration of the upright alcohol molecules at low alcohol concentrations despite the
ratio of water decreasing supports this concept (Figures 4.4a, 4.5e and 4.6e). There
is then a transitional region, which covers a smaller alcohol molar fraction as the
alcohol hydrophobic group gets larger, due to a greater ability to disrupt the water-
induced hydrogen-bond structure. The final regime is then dominated by 2D alco-
hol hydrogen-bonded arrangements and the lateral layering of 1D hydrogen-bonded
chains lying largely parallel to the solid interface, a configuration commonly reported
for the pure alcohols on HOPG [73, 74].
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As can be seen in Figure 4.6, the method for marking the boundaries used for
methanol and ethanol are not wholly sufficient for 1-propanol. This may be in part
explained by comparisons with a previous X-ray scattering study [27], where it was
shown that the enthalpy of mixing for both bulk methanol-water and ethanol-water
mixtures remains negative for all molar fractions, however for 1-propanol it becomes
positive for molar fractions > 0.34. This was attributed to the hydrophobic group on
1-propanol being large enough that the enthalpic gain for hydrogen-bonding between
the alcohol molecules being insufficient to cancel the enthalpic loss associated with
the disruption of the water structure [27]. Thus the break-down of our methanol-
based description, which fitted ethanol, may be due these increased hydrophobic
effects for 1-propanol. Furthermore, larger alcohols such as 1-propanol will generally
have larger steric effects which methanol does not suffer from. This will include the
carbon backbone belonging to one alcohol molecule being long enough to span and
influence multiple interfacial molecular layers.
While the fundamental concentration dependent structures of the alcohol-water mix-
tures at the HOPG interface have similarities to that of the bulk mixtures, the pres-
ence of the surface has a clear impact. The hydrophobic attraction with the surface
induces local concentration variations which depend on the distance from the sur-
face. This impacts the molar fraction at which the transitions occur. The transition
point corresponding to a shift away from involvement in 3D hydrogen-bonded net-
works close to the interface occurs at a comparable values for methanol (xm = 0.3
in bulk and x1m ≈ 0.27 at the surface) and ethanol (xe = 0.2 in bulk and x1e ≈ 0.2
at the surface). However the deviation becomes larger for 1-propanol (xp = 0.1 in
bulk and x1p ≈ 0.17 at the surface), indicating the hydrophobic effects are becoming
significant. The transition point denoting the start of a regime dominated by the
1D/2D alcohol hydrogen bonded networks occurs at a significantly lower value than
in the bulk (xm = 0.7 in bulk and x
1
m ≈ 0.46 at the surface for methanol and xe =
0.7 in bulk and x1e ≈ 0.31 for ethanol). Interestingly, a surface x1m also corresponds
to molar fraction of 0.7 within the first molecular layer, and thus this value seems
reasonable considering the 1D/2D nature of the hydrogen-bonded networks and the
confinement effects of the surface. As was the case with the first transition point,
for 1-propanol the most significant deviation from the bulk values is also observed
(first layer xp = 0.73 compared with xp = 0.70 in bulk).
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Fig. 4.8: (a) shows the surface of HOPG in a methanol-water mixture with xm ≈ 0.06.
Here two domain types are visible as denoted by the black and white arrows.
The structures denoted by the black arrows have the same properties as the rows
formed in e.g. a xm = 0.5 mixture (see Chapter 1). (b) High resolution images of
the newly observed features demonstrate they have a different morphology with
a complex 2D pattern. (c-d) show similar results for a mixture with xm ∼ 0.01
where two domains have formed with significantly different row-periodicities. As
was the case for the xm ≈ 0.06 mixture, these new structures (white arrow) co-
exist alongside the larger row features (black arrow). The scale bars are 50 nm in
(a) and (c) and 2.5 nm in (b) and (d). The purple scale bar represents a height
variation of 2 nm in (a) and 0.8 nm in (b-d).
The reduced dimensionality imposed by the surface also allows the hydrogen bonded
networks present in the bulk of the mixture to induce a concentration dependent
anisotropy in the alcohol molecules. This last aspect is key because molecular ar-
rangement at the interface has been shown to be highly influential [38, 39]. These
results may also offer explanations for observations related to the self-assembly of
water and methanol molecules at hydrophobic interfaces central to this thesis. For
these assemblies, a degree of concentration dependence exists. Methanol-water as-
semblies formed at high methanol concentrations (bulk xm ∼ 0.5) exist as monolayers
with very linear features (see Chapter 1). However, at lower methanol concentra-
tions (bulk xm ≈ 0.06), structures which exhibit tetrahedral-like features can co-
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exist alongside the linear monolayers (Figure 4.8a and b) [52]. As will be shown
in Chapter 5, these low concentration structures show a greater propensity for
forming hydrogen-bonds pointing away from the surface compared to the mono-
layers characteristic of higher methanol concentrations. Furthermore, lowering the
methanol concentration further to xm ∼ 0.01 causes a re-emergence of highly linear
features (Figure 4.8c and d). An exact comparison between the values of the bulk
xm and surface xm in experiments is difficult due to the methanol evaporation, as
discussed in the previous section. However, there remains clear parallels between
the general trends observed in the preferential orientation of the methanol at the
interface, and the type of self-assembled structure produced.
Regarding the spatial organisation of the liquid molecules when at the interface,
the hydrogen bond analysis performed in this Chapter builds upon MD simulations
of methanol-water mixtures in ref. [52] (presented in Chapter 1 and mentioned in
the introduction to this Chapter). In this work the authors observed that for an
equal parts mixture (xm = 0.5) the preferential lateral arrangement of methanol and
water molecules at the interface was for them to alternate. This is consistent with
the preferential hydrogen bond data presented Figure 4.4b, where for xm = 0.5 the
methanol molecule is almost twice as likely to form an in-plane hydrogen bond with
a water molecule than another methanol molecule. As can be seen in Figure 4.4b,
this changes for xm > 0.65 where methanol-methanol hydrogen bonds become more
probable. Experimentally it is difficult to perform measurements for xm > 0.65
due to alcohol evaporation. However, this observation does suggest that working
at high methanol concentrations (potentially facilitated by using low temperatures)
may reveal new methanol-water self-assembled arrangements. Furthermore, in this
work the self-assembled structures of aqueous ethanol and 1-propanol mixtures have
only been studied for one or two different concentrations (presented in Chapter
5). The difference between the lateral hydrogen bonding behaviour for different
concentrations of aqueous ethanol and 1-propanol mixtures (Figures 4.5e and 4.6e)
compared with aqueous methanol mixtures (Figure 4.4b) indicates that changing the
ethanol and 1-propanol concentrations may be an interesting area to experimentally
explore in future work, especially considering the evidence of multiple preferential
arrangements for ethanol in Figure 4.1b.
It is interesting to note that Figure 4.4b demonstrates that the relationship between
the in-plane hydrogen bonding partners of a methanol molecule with xm is non-
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linear. This may in-part explain why, experimentally, it has not been possible to
observe changes in the morphology of the self-assembled methanol-water structures
when small concentration variations are made [52] (as opposed to large concentration
variations such as that presented in Figure 4.8).
One final implication of the concentration dependent alcohol orientation is that it
may also influence its molecular exchange at the interface. At lower concentrations,
when the alcohol is preferentially hydrogen-bonding with the bulk liquid, its involve-
ment with the bulk liquid may allow it to be displaced from the interface more easily.
This would in principle reduce its residence time at the interface, which may impact
both the mechanism of the self-assembly as well other aforementioned interfacial
processes.
4.5 Conclusion
This chapter has studied the molecular level behaviour of three alcohols with increas-
ingly large hydrophobic chains when mixed with water at the interface with HOPG.
The local structure show a strong concentration dependence, which is linked to the
nature of the hydrogen-bonded networks formed at the interface. It has been possible
to generate a general description for the nature of the interfacial hydrogen-bonded
networks and to approximately mark molar fractions where transitions between dif-
ferent regimes occur. In the low concentration regime, increasing the amount of
alcohol increases the alcohol molecules preference to form hydrogen bonds away
from the surface, until there is enough alcohol at the interface for the formation of
extended 1D/2D hydrogen bonded networks. After this point, the alcohols prefer
to lie flat with the hydrogen-bonds forming parallel to the surface. Increasing the
length of the hydrophobic alkyl chain (by using aqueous ethanol and 1-propanol mix-
tures) introduces additional steric and hydrophobic interactions, rendering a simple
description more challenging. Nonetheless, generally, the reduced configurational en-
tropy imposed by the interface and the presence of hydrophobic interactions induce
a concentration-dependent anisotropy in the alcohol molecules. Experimentally, the
impact of this concentration dependence can be observed through both the density
of the interfacial mixture and the morphology of the self-assembled methanol-water
structures. Furthermore, the results presented for ethanol and 1-propanol mixtures
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indicate that further structural changes may be observed should their respective
concentrations be varied, a task beyond this current work. It is expected that this
concentration dependant behaviour will also apply at other hydrophobic interfaces.
Examples include large hydrophobic groups found on biomolecules and hydrophobic
surfaces, such as those used in the drying of droplets.
4.6 Methods
Atomic force microscopy
The image taken in Figure 4.8 was using AM-AFM mode. The temperature was
25oC. No temperature control was possible using the 3D-SFM system and thus the
sample was at room temperature. For full details regarding both AM-AFM and
3D-SFM, the reader is referred to Chapter 2.
The automated Gaussian fitting procedure was performed by K. Vo¨ıtchovsky. The
basics of the procedure were as follows: Each frequency shift curve was divided into
intervals, each encompassing a different maximum/minimum throughout the whole
set of data. Then each interval is fitted with a Gaussian to determine the actual
position of the extremum. The error associated with each fit is taken as half the full
width at half maximum (FWHM) of the Gaussian. Due to noise in the curves, not
all fits converged properly or gave meaningful results. If the fit did not converge, or
the results are unphysical (e.g. a minimum found instead of an expected maximum,
FWHM too narrow or too wide) the result is rejected and ignored. The key aspect of
the procedure is to determine an interval as broad as possible for a given extremum,
so that all the frequency shift curves are included despite a potential shift in the
location of this extremum. However, a too large interval would include several
extrema which would make the fit unreliable.
Molecular dynamics simulations
The liquid boxes of varying alcohol/water concentrations were allowed to equilibrate
without HOPG for 1 ns in an NPT ensemble before being placed between two slabs of
7 graphite layers (a configuration previously successfully used in ref. [52]). Periodic
boundary conditions were used, with a 10 nm vacuum region inserted between the
periodic images of the graphite layers to ensure no artefacts occurred due to long
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Fig. 4.9: Plots demonstrating convergence in the MD simulations. The graphs corre-
spond to 3 different concentrations of the methanol-water, ethanol-water and
1-propanol-water mixtures studied in this work. For each of these cases both
the average linear density of the liquid, and the Oa number density (such as was
shown in Figure 4.3a), over 5 subsequent 2 ns periods (starting from the end of
the equilibration period) is superimposed. As can be seen from these graphs, the
average linear density, and the oxygen distribution, does not change with time
indicating the system has successfully converged.
range interactions between liquid molecules across the graphite layers [75]. How-
ever, it is noted that this vacuum may not be required due to the choice of cut-off
scheme for long ranged electrostatics (discussed in Chapter 2). There were no co-
valent bonds across the period boundary for the graphite layers and the graphite
atoms were not allowed to move during the simulation (achieved using the freeze
setting in GROMACS [76]). It is not recommended to combine frozen atoms with
pressure-coupling, due to frozen co-ordinates being unaffected by pressure scaling
[77]. Therefore the next equilibration step was a further 10 ns in a NVT ensemble
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(i.e. no pressure coupling). The data was then taken over the next 50 ns using the
same settings as the previous equilibration step. Proof of system convergence can
be seen in Figure 4.9.
Using a NVT ensemble requires the graphite layers to be manually positioned at
the top and bottom of the liquid box. This introduces a potential inaccuracy in the
liquid density. Plots of the change of liquid density (∆ρ) between the bulk liquid
simulation (ρliquid) and the simulation with the graphite layer (ρconfined), where:
∆ρ =
ρliquid − ρconfined
ρliquid
(4.1)
can be seen in Figure 4.10 for all the simulation boxes used. As can be seen from
this figure, the change in density due to this method is generally low and shows little
correlation with the concentration dependent behaviour observed in this Chapter.
However, the change in liquid density does exhibit an increase at high alcohol con-
centrations, which is amplified as the alcohol size increases. This is likely due to a
combination of the overall density of the liquid decreasing, as well as the difficulties
arising from larger alcohol backbones extending across periodic boundaries. There-
fore for future studies, especially those using high alcohol concentrations or larger
alcohols, the simulations may be improved by introducing semi-isotropic pressure
coupling with the graphite layers fixed in the center of the simulation box. The time-
step used was 2 fs and thus all bonds were constrained using the Linear Constraint
Solver (LINCS) algorithm [78]. All analysis was performed using tools included in
the GROMACS package [76]. The temperature of the system was 300 K and the
pressure was 1 bar when applicable. Further details regarding the simulations are
provided in Chapter 2.
Fig. 4.10: Plots of the change in density, ∆ρ, as a function of the surface molar fraction
for the methanol-water (a), ethanol-water (b) and 1-propanol-water (c) systems
studied in this chapter.
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Composition of simulation boxes The compositions of the simulation boxes
were chosen based on an increasing alcohol volume fraction, so as to offer a better
comparison with the experimental systems studied in Chapter 5. However, for com-
parison with literature in this Chapter, the corresponding molar fraction is used.
The composition of the methanol, ethanol and 1-propanol mixtures with water can
be seen in Tables 4.1, 4.2 and 4.3 respectively.
MeOH Vol. Frac. No. MeOH Mols. No. H2O Mols. MeOH Mol. Frac.
0.0250 125 10935 0.0113
0.0375 188 10794 0.0171
0.0500 251 10654 0.0230
0.0750 376 10374 0.0350
0.1000 501 10094 0.0473
0.1250 601 9869 0.0574
0.1500 752 9533 0.0731
0.2000 1002 8972 0.1005
0.2500 1253 8411 0.1296
0.3000 1503 7851 0.1607
0.3500 1754 7290 0.1939
0.4000 2004 6729 0.2295
0.5000 2505 5608 0.3088
0.6000 3006 4486 0.4012
0.7000 3507 3365 0.5104
0.8000 4008 2243 0.6412
0.9000 4509 1122 0.8008
1.0000 5010 0 1
Tab. 4.1: Composition of the methanol-water simulation boxes studied in this chapter.
4. Chapter 4: Alcohol-water mixtures at hydrophobic interfaces 129
EtOH Vol. Frac. No. EtOH Mols. No. H2O Mols. EtOH Mol. Frac.
0.0100 35 11088 0.0031
0.0250 87 10920 0.0079
0.0500 173 10640 0.0160
0.0750 260 10360 0.0245
0.1000 347 10080 0.0333
0.1250 416 9856 0.0405
0.1500 520 9520 0.0518
0.2000 694 8960 0.0718
0.3000 1040 7840 0.1171
0.5000 1734 5600 0.2364
0.6000 2081 4480 0.3171
0.8000 2774 2240 0.5533
0.9000 3121 1120 0.7359
1.0000 3468 0 1
Tab. 4.2: Composition of the ethanol-water simulation boxes studied in this chapter.
1PrOH Vol. Frac. No. 1PrOH Mols. No. H2O Mols. 1PrOH Mol. Frac.
0.0100 27 11088 0.0031
0.0250 68 10920 0.0079
0.0750 203 10360 0.0245
0.1000 270 10080 0.0333
0.1250 324 9856 0.0405
0.1500 405 9520 0.0518
0.2000 541 8960 0.0718
0.4000 1081 6720 0.1171
0.5000 1352 5600 0.2364
0.6000 1622 4480 0.3171
0.8000 2162 2240 0.5533
0.9000 2433 1120 0.7359
1.0000 2703 0 1
Tab. 4.3: Composition of the 1-propanol-water simulation boxes studied in this chapter.
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5.0 Chapter 5: Influencing the
small molecule assemblies
5.1 Chapter Overview
Small hydrogen bonding molecules exhibiting weak interactions with surfaces can
self-assemble at hydrophobic interfaces via the formation of extended hydrogen
bonded networks enabling the molecules to adsorb as a group. In this group-effect
self-assembly, the weak molecular interactions with the surface should make it pos-
sible to influence the supramolecular structures formed by small changes in the
interfacial hydrogen bond network. This potentially opens the possibility for cre-
ating a wide variety of supramolecular structures. In this chapter, the ability to
influence group-effect self-assembly will be explored using a base system of alcohol-
water mixtures at the interface with graphite. The interplay between intermolecu-
lar and surface interactions will be investigated by adding small amounts of foreign
molecules able to interfere with the hydrogen bond network and systematically vary-
ing the length of the alcohol hydrocarbon chain. The generality of the self-assembly
process is explored by replacing highly oriented pyrolytic graphite (HOPG) with par-
tially hydrophobic graphene oxide (GrO) and hydrophobic molybdenum disulphide
(MoS2).
5.2 Introduction
To date, the self-assembly of small molecules (< 20 atoms) has primarily been
studied in extreme cases where systems are under confinement or at low temper-
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atures so as to force the molecules to remain long enough near the solid’s surface
for supramolecular structures to form (see Chapter 1). Examples in ambient con-
ditions are scarce, with limited insights into the process. This gap is significant
because the nanoscale arrangement of small molecules at solid-liquid interfaces is
key to phenomena such as friction and lubrication [1], nanomembrane separation [2]
and chemical reactivity [3]. Additionally, sophisticated or complex self-assembled
structure are likely to involve small molecules as part of their building blocks. The
weak dependence of small molecules on specific interactions could also increase the
process robustness and flexibility while reducing costs for potential applications.
As outlined in Chapter 1, when mixed together, water and methanol, both small
molecules, spontaneously form organised stable supramolecular structures at the
surface of HOPG at room temperature. This is remarkable because both water and
methanol only interact weakly with the hydrophobic HOPG and neither pure solvent
can form any stable structure at room temperature. Instead, large heterogeneous
self-assembled structures can nucleate thanks to an extended hydrogen bond network
that stabilises the assembly by a ‘group effect’ [3, 4]. This result suggests a very
different approach to molecular self-assembly: molecules weakly interacting with a
solid can be stabilised at the interface by a network of inter-molecular interactions
already existing in the liquid [5] albeit transiently (as outlined in Chapter 4). In
this framework, the surface mainly serves to reduce the configurational entropy and
mobility of the molecules for the self-assembly to begin. This approach is particularly
well-suited to small molecules able to form hydrogen bonds.
This chapter will exploit the alcohol-water platform to explore some of the main
factors influencing group-based self-assembly, in particular the interplay between
molecule-molecule and molecule-surface interactions. First, the fact that weak solid-
liquid interactions are at play should allow added molecules able to interfere with the
molecule-molecule interactions to affect the resulting self-assembled structures. In
principle, only trace amounts of these added molecules could already have a signifi-
cant impact if the assembly relies on group-effect. Second, the self-assembly process
should not strongly depend on the choice of solid, hence increasing the generality
and applicability of this self-assembly mechanism. Here, these effects are explored
systematically: (1) Starting with a simple water-methanol system at the interface
with HOPG, the methanol-water interactions are modified by adding small amounts
of foreign molecules able to locally modify the hydrogen bond network. (2) The ratio
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of methanol to water is then changed, also in conjunction with foreign molecules.
(3) The methanol is then replaced with primary alcohols exhibiting progressively
longer backbones to increase the relative importance of interactions with the sub-
strate in the self-assembly process otherwise dominated by the interfacial hydrogen
bond network. (4) The generality of the self-assembly process is demonstrated by
replacing HOPG with molybdenum disulphide (MoS2) and graphene oxide (GrO).
MoS2 is a non-organic hydrophobic solid whereas GrO is weakly hydrophilic and has
a less regular surface than HOPG.
5.3 Adjunction of small ‘influencers’ molecules
To begin with we explore the ability of added charged foreign molecules -hereafter
referred to as ‘influencers’ for simplicity- to modulate the molecular arrangement
of methanol-water structures at the interface with HOPG. In principle, countless
molecules can be used as influencers. For this study the constitutive molecules
and ions at the concentrations present in the standard laboratory buffering agent
for biological systems, phosphate buffered saline (PBS), were chosen due to their
relevance to biological systems and other self-assembly studies [6, 7]. Systems con-
taining the pure solvents were compared with that doped with small amounts of
PBS, or its main components in isolation, namely disodium phosphate (Na2HPO4),
sodium chloride (NaCl) and potassium chloride (KCl). Thus five aqueous solutions
are explored: (i) ultrapure water, (ii) a PBS solution comprising 10 mM Na2HPO4,
137 mM NaCl and 2.7 mM KCl (hereafter simply referred to as PBS solution), (iii)
a 10 mM Na2HPO4 aqueous solution, (iv) a 137 mM NaCl aqueous solution and (v)
a 2.7 mM KCl aqueous solution. In all cases, the aqueous solution is mixed 50:50
by volume ratio with methanol and the resulting mixture placed in contact with
HOPG.
High-resolution amplitude modulation atomic force microscopy (AFM) in liquid
[8] is used to explore in-situ the sub-nanometre details of the resulting interfacial
molecular assemblies. The AFM results include simultaneously acquired topographic
and phase images of the interface. For each system, the experiment was conducted
both with and without the methanol in order to ensure that any molecular assembly
observed does indeed involve both types of molecules. Additionally, the AFM data
5. Chapter 5: Influencing the small molecule assemblies 140
was always collected within an hour of the liquid deposition onto the surface. This is
because of the micromolar quantities of methanol produced directly at the HOPG-
water interface as outlined in Chapter 3. By restricting the observations to less
than an hour, the influence of methanol produced in-situ can be ignored, as will be
confirmed by the control measurements.
5.3.1 PBS
When water and methanol are both present in the solution, molecularly ordered
monolayers nucleate as expected, consisting of ordered row-like features with an
inter-row periodicity of 5.30 ± 0.20 nm. This structure will hereafter be referred to
as the ‘basic methanol-water monolayer’. Control experiments show that ultrapure
water itself is unable to form stable structures on HOPG at room temperature
(Figure 5.1).
Using the PBS solution as an influencer induces the co-existence of two different
structural domains: the basic methanol-water monolayer (Figure 5.1, blue arrow)
and regions presenting a new type of ribbon-like structures (black arrow). Over
the course of a typical experiment, both structures occupy a comparable area, and
remain unperturbed by the scanning AFM tip. The ribbon-like features exhibit
similarities with the basic structure suggesting the presence of methanol in the as-
sembly. However, the irregular periodicity (black arrow) point to a significant impact
of the influencers on the assembling methanol and water structures. Understanding
the precise role of the influencers is however challenging due to the PBS solution
containing three types of molecules at different concentrations. To better assess the
role of these components, each was investigated separately at the same concentration
present in PBS.
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Fig. 5.1: Representative AM-AFM images of the HOPG-liquid interface in solutions of a
50:50 volume ratio mixture of methanol and the aqueous component (water or
PBS) or just the aqueous component (controls). When methanol is present in the
solution (top), characteristic methanol-water longitudinal rows can be observed
with inter-row periodicities of 5.30 ± 0.20 nm, as shown by the corresponding
line profiles beneath each figure. The green bars on the images represent the
location of the line profile. Swapping the pure water with PBS creates complex
domains comprising the row-like structures (light blue arrow) and individual
ribbon-like structures (black arrow). Control experiments conducted in the ab-
sence of methanol exhibit no clear assemblies, with only transient features visible
for the PBS mixture (blue arrow). The scale bars represent 25 nm (top) and 100
nm (controls). All images are topographic images. The colour scale bars repre-
sent a height variation of 0.5 nm for top left panel, 1 nm for the top right and 3
nm for the bottom panels.
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5.3.2 Individual components of PBS
Fig. 5.2: Representative AM-AFM images of the HOPG-liquid interface in solutions con-
taining the individual components of PBS. The solutions contain a 50:50 volume
ratio mixture of methanol and the aqueous component (see text), except for the
controls that contain only the aqueous component. The green bars on the im-
ages represent the location of the line profile which demonstrates when methanol
is present, rows with a periodicity of 5.30 ± 0.20 nm form. When the buffering
agent (10mM Na2HPO4) is mixed with methanol different structures can co-exist
(yellow and light blue arrows) with new features covering only a small area. The
inset shows a magnified phase image over these new structures. When only the
metal ions (137 mM NaCl or 2.7 mM KCl) are present in the aqueous solution
mixed with methanol, the longitudinal rows visible in the methanol-water mix-
ture re-appear, but some exhibit an altered z-profile with an upward shift of
the rows by 0.30 ± 0.06 nm (black arrow). Control experiments conducted in
the absence of methanol exhibit no clear assemblies, with only transient features
visible in Na2HPO4(blue arrows). The scale bars represent 25 nm (top), 2.5 nm
(inset) and 100 nm (controls). All images are topographic images except for the
inset (phase). The colour scale bars represent 1 nm for the top row, and 3 nm
for the bottom row. The blue scale bar represents a phase variation 10o.
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Disodium Phosphate
When only the buffering agent, Na2HPO4, is present in the aqueous solution, fine
rectangular patterns appear at the boundary between basic methanol-water mono-
layer domains (Figure 5.2 inset). The area covered by these features is compara-
tively small and the pattern is easily deformed or damaged by the scanning AFM tip
(Figure 5.3a and b). This indicates weakly bound structures compared to the basic
water-methanol motif. When dissolved in water, Na2HPO4 disassociates into sodium
(Na+) and phosphate (HPO2−4 and H2PO
−
4 ) ions, the latter being able to form mul-
tiple hydrogen bonds. Here the fine structures observed suggest phosphate ions to
have been incorporated within the methanol-water assembly. Molecular Dynamics
(MD) simulations cannot provide detail insights into the self-assembled molecular
arrangement at the interface given the weak interactions at play which makes the nu-
cleation times-scale inaccessible (minutes compared with ∼ 100 ns simulated in ref.
[4], as discussed in Chapters 2 and 4). However, bulk MD simulations suggest that
the phosphate and sodium ions form clusters with their hydrogen bonding groups
facing outwards towards the surrounding liquid (Figure 5.3c), and should therefore
be able to be incorporated into the basic structures. A similar behaviour has been
previously reported for calcium diphosphate [9]. At very low concentrations these
clusters are comparable in size to the dotted features observed (inset) which may
be explained by hydrated ionic clumps incorporated into the basic monolayer. This
would also be consistent with recent reports of long residence times for metal ions
at hydrophilic interfaces, here the monolayer [10, 11].
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Fig. 5.3: High resolution images of some of the unique features observed in a methanol-
disodium phosphate mixture. (a-b) The two consecutive images were taken
within approx. 1 minute of each other. The pink dots denote example fea-
tures (potentially molecules) that undergo a translational shift, indicating that
the assembly is not stable under imaging conditions. The images are phase im-
ages for their better contrast. The scale bars represent 2 nm. The blue colour
scale bar represents a phase variation of 12o. (c) MD simulations of Na+ and
HPO2−4 ions in a 50:50 water-methanol mixture. The ions concentration cor-
responds to a weight percentage of 1%. The simulations demonstrate that the
charged molecules all cluster together with their hydroxyl group facing outwards
and the sodium ions (dark blue) coordinating to the phosphate ions (where the
phosphate atom is yellow). Only a snapshot of the simulation is shown and by
the end of the simulation all of the ions are permanently clumped, consistent
with results reported for the very similar molecule calcium diphosphate [9]. The
water and methanol molecules have been made partially transparent for better
visibility of the Na+ and HPO2−4 ions. All the ions in the simulation are visible
in the snapshot. (d) The size of clusters involving two HPO2−4 ions is comparable
in size to the features observed in (a-b). The green arrow is 1.5 nm. Full details
of the simulation can be seen in the methods section at the end of this chapter.
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Metal Salts
Using only the metallic salts (NaCl or KCl) does not impact the lateral order of
the basic methanol-water monolayer. Instead the metal ions appear to induce an
upward shift of the rows by 0.30 ± 0.06 nm from the average height of the basic
methanol-water structure (black arrow on line profile, Figure 5.2). A similar ver-
tical displacement could also be observed for the system containing the Na+ ions
from Na2HPO4 (see Figure 5.4). Vertical stacking of multiple basic methanol-water
monolayers has previously been observed in pure water-methanol mixtures (Chapter
1), but this is unlikely to be the case here as evident from the continuity of the rows
in the profiles. The features observed for both the 137 mM NaCl and 2.7 mM KCl
cases are very similar, indicating changes in the ionic strength of the solutions appear
to have no significant effect. This is consistent with a previous computational study
into the influence of the ionic strength of NaCl in methanol-water-NaCl mixtures. In
this study it was observed that changing the number of ions in the solution had little
impact on the co-ordination numbers or local distribution of the water and methanol
molecules [12]. Enhanced resolution images on the raised structures in the NaCl ex-
periment show features that can be interpreted as molecular clusters involving the
metal ions and residing on top of a basic row structure (see Figure 5.5). These
clusters tend to follow the pattern of the underling rows. This view is compatible
with previous experiments where electric fields were used to reversibly adsorb metal
cations or anions on top of the basic structures [4], thereby inducing raised row-like
structure in registry with the underlying methanol-water assembly. The metal ions
themselves cannot directly form hydrogen bonds (although can still interact with
hydrogen bonding molecules) and sitting atop the assembly would allow them to
remain fully hydrated while altering the local hydrogen bonding properties. The
raised patches therefore likely result from this perturbation to the local hydrogen
bond network. The non-raised regions in Figure 5.5 appears smooth and regular,
with no evidence of clusters.
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Fig. 5.4: Impact of disodium phosphate on the basic monolayers formed in a methanol-
water mixture observed using AM-AFM. The white and black arrows denote the
two different parts of the monolayer, with the raised parts (white arrow) appear-
ing on average 0.32 ± 0.06 nm higher than the surface of the basic monolayer
(green topographic profile). This is identical to the effect observed in NaCl and
KCl within error. The phase also shows a contrast between the two types of layer
(red profile) The scale bar represents 25 nm. The purple scale bar represents a
height variation of 1.5 nm. The blue scale bar represents a phase variation of 6o.
Interestingly, changes to basic methanol-water structure in the presence of multiple
influencer molecules (PBS) appear significantly more pronounced than could be ex-
pected from a simple addition of changes observed in the individual components at
equivalent concentrations (Na2HPO4, NaCl and KCl). This points towards a com-
plex interplay between the influencers and the hydrogen bonded networks stabilising
the system. Experiments conducted with the individual molecules suggest the in-
corporation of the phosphate ions into the basic monolayer assembly, and the ability
of the metal ions to shift the monolayers despite their lack of direct hydrogen bond.
One plausible explanation for this cooperative behaviour of the influencers is that
once the phosphate ions become involved in the hydrogen bonded networks of the
monolayers, their charged nature encourages interaction with metal ions, allowing
the latter to have a larger influence on the resulting structures.
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Fig. 5.5: Impact of NaCl on the basic monolayers formed in a methanol-water mixture.
(a) Topographic and phase images of raised areas formed in a 50:50 mixture of
methanol with 137mM NaCl. The white and black arrows point to two different
domains of a single structure (white dashed outline), with the green dashed line
marking the boundary between the domains. The red arrow points to a region
covered by the basic methanol-water monolayer unchanged by the presence of
the metallic salt ions. (b) High resolution images of the raised structures (white
arrow) show small localised features sitting on top of the row structures and lying
in registry with them (rows highlighted by the dashed black lines). The features
are presumably molecular clusters involving the metal ions. (c) The non-raised
regions (black arrow) do not show any of these ‘clusters’, indicating standard
basic methanol-water monolayer. The scale bar is 25 nm in (a), 5 nm in (b-c).
The purple scale bar represents a height variation of 1 nm in (a) and 0.5 nm in
(b-c). The blue scale bar represents a phase variation of 8o in (a) and (c) and 6o
in (b). The direction of the patterns in (a-c) differ due to changes in the angle
of scanning to obtain optimum resolution.
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5.3.3 Solvation properties of PBS-induced structures
To gain further insights into the hydration properties of the stable new struc-
tures observed in PBS, experiments were repeated using small-amplitude frequency-
modulation AFM. This operating mode, while potentially more challenging on soft
samples, enables precise three dimensional mapping of the liquid density near the
interface [13–15]. This makes it possible to derive in situ local quantification of
the structures’ thickness and shape in three dimensions, when moving away from
the HOPG surface. The technique is often referred to as three dimensional scan-
ning force microscopy or 3D-SFM (as outlined in detail in Chapter 2). The size of
the domains formed in PBS and their stability under imaging conditions makes the
system suitable for investigations with 3D-SFM.
Frequency modulation AFM is able to resolve both the basic methanol-water as-
semblies and the PBS-specific longitudinal domains in solution (Figure 5.6a). The
former structures are characteristically highly ordered and periodic, whereas the
latter exhibit a significant degree of variability in the periodicity of the features (see
also Figure 5.7). Higher resolution images of the PBS-induced structures (Figure
5.6b) reveal molecular-level features running parallel to the main rows. A repre-
sentative 3D-SFM section taken over the PBS-specific interfacial domains (Figure
5.6c) shows no clear solvation features other than the rows themselves. In contrast,
when the same analysis is performed on the basic methanol-water rows formed in
the pure solvents (Figure 5.6d and e), intricate solvation features extend in the bulk
solution, with multiple well-defined hydration layers (spacing of 0.30 ± 0.05 nm)
visible directly above the basic monolayer. The inter-layer spacing is similar to that
reported for the HOPG-degassed water interface [16] and simulations of a HOPG-
water-methanol interface (Chapter 4), suggesting little direct interaction between
the basic methanol-water monolayer and the interfacial liquid. This is consistent
with the molecular model of the basic monolayer where all the available hydrogen
bonds are engaged within the layer (described in Chapter 1), leaving little to interact
with the surrounding solvent. Interestingly, the layer spacing is smaller than the 0.5
nm spacing reported for hydration layers at the non-degassed water-HOPG interface
[16, 17]. This larger spacing was attributed to dissolved molecules displacing the
water from the interface with HOPG. The present observations suggests that the
structured basic monolayers prevent such a displacement of water occurring.
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Fig. 5.6: Influence of PBS on the 3-dimensional self-assembly of water-methanol structures
at the interface with HOPG. Frequency modulation imaging of the interface
between HOPG and a 50:50 mixture of methanol and PBS solution shows the
two types of domains visible in Figure 5.2 (a) (domain boundary denoted by
white dashed line). At higher magnification, domains unique to the methanol
PBS mixture exhibit features running parallel to the rows (inset and dashed lines)
(b). These fine features exhibit a periodicity of 0.94 ± 0.06 nm. Taking a 3D
SFM cross-section horizontally across the taller rows in (b) does not reveal any
particular solvation features when moving vertically away from the interface (c).
For comparison, the same analysis conducted in a 50:50 mixture of methanol and
ultrapure water yields the basic monolayer, here with a row spacing of 4.65 ±
0.08 nm (d). A 3D SFM cross-section analysis (e) reveals clear hydration layers
with a vertical periodicity of 0.30 ± 0.05 nm (yellow arrow). The scale bars are
100 nm in (a) and 10 nm in (b) and (d). The purple-yellow colour scale bar
represents a height variation of 0.5 nm in (a), 0.6 nm in (b) and 0.3 nm in the
inset and 0.4 nm in (d). The purple-white scale bar represents a frequency shift
variation of 2 kHz in (c) and 3 kHz in (e).
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Fig. 5.7: High-resolution structures observed in a 50:50 methanol:PBS solution mixture.
Distinct longitudinal structures with no well-defined periodicity are formed (a).
Multiple round features (green arrow) can also be observed, likely due to the
incorporation or clumping of the salt ions. The features of this assembly may
be due to the incorporation of hydrogen bonding diphosphate molecules into the
extended hydrogen bonded network of square methanol-water motifs (introduced
in Chapter 1). The subsequent interactions between the charged diphosphate
molecules and the surrounding sodium and phosphate ions would disrupt the
previously well-ordered linear features, producing the more irregular periodicities
visible here. Some regions (b) exhibit co-existence of PBS induced structures
(white arrow) and structures resembling the well-ordered basic methanol water
monolayers (black arrow). The scale bars are 50 nm. The purple colour scale
bar represents a height variation of 0.5 nm in (a) and 1 nm in (b).
5.3.4 Changes in the alcohol-water ratio
The data presented so far in this section demonstrates that influencer molecules can
alter the self-assembly, leading to a variety of different structures that can differ
substantially from the basic methanol-water monolayer, both in morphology and in
their local interaction with the surrounding interfacial liquid. In all cases, water and
methanol are both needed for well-ordered structures to nucleate. However, their
respective molecular proportions can be changed, offering an additional route to
influence the interfacial self-assembly, especially when in the presence of influencers.
To illustrate this point, the methanol-PBS ratio was varied from Figure 5.6a, re-
ducing the methanol concentration down to 5%. This results in the formation of
intricate, highly ordered structures with a rectangular lattice (Figure 5.8a). These
structures are reminiscent of those visible in a 5:95 mixture of methanol and ultra-
pure water (Figure 5.8b, as previously discussed in Chapter 4), but the respective
unit cell in each system differs in shape and size, once again highlighting the specific
role played by PBS in the interfacial molecular organisation.
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Three-dimensional SFM mapping of the interface between HOPG and the methanol-
PBS system reveals periodic features extending up to 0.85 nm away from the surface
of HOPG (Figure 5.8c). The associated solvation structure is remarkably intricate
with a lateral pattern changing dramatically at different distances from the sur-
face (Figure 5.8d). The transition from the 2D monolayers observed in the 50:50
mixtures of methanol and PBS to the 3D structures observed in the 5:95 mixture
may be in part explained by comparisons with the hydrogen bonding behaviour
of methanol-water mixtures described in Chapter 4. To re-cap: at low methanol
concentration, three-dimensional hydrogen bonded structures dominate due to the
tetrahedral coordination of water. In contrast, one- and two-dimensional hydrogen
bonded structures such as chains and rings dominate at higher methanol concentra-
tions. Here this could explain why three-dimensional solvation structures develop
from the interface at low methanol concentration (Figure 5.8c, d) whereas linear
features in the basic methanol-water monolayer are predominant at higher alcohol
concentrations (Section 5.3). The exact effect of the PBS is harder to pinpoint. No
visible hydration layers were observed above the interfacial structures developing
when PBS is present (Figure 5.6), suggesting a higher degree of similarity with the
two-dimensional assemblies. It should be pointed out that possible tip effects on the
3D-SFM measurements cannot be ruled out, but such effects would be similar on all
3D results. Yet, there still remains clear solvation differences between the 5:95 and
50:50 methanol-aqueous solution mixtures as well as in the presence of PBS (Figure
5.6c and e, and 5.8c).
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Fig. 5.8: AFM imaging of the unique structures produced in a 5:95 mixture of methanol
with the PBS solution on HOPG. Two types of domains are visible (a) (black and
white arrows). The inset shows a magnified view of the fine structured region
(white arrow), indicating a unit cell of 0.90 ± 0.05 nm by 0.82 ± 0.05 nm (blue
dashed line). For comparison, images acquired in a 5:95 mixture of methanol
and ultrapure water (b) also show some fine structure across ordered (white
arrow) and disordered (black arrow) regions, but with a different unit cell (inset,
blue dashed line). A 3D-SFM cross-section taken perpendicularly to the features
denoted by the white arrow in (a) reveals complex 3D motifs that extend up to
0.85 nm in the vertical (z) direction (yellow dashed line) (c). These motifs are
best visualised by taking horizontal cross sections parallel to the HOPG surface
at different heights (d). In all cross sections, the blue line indicates the position
where the vertical cross section shown in (c) was taken. The rectangular unit cell
from (a) is overlaid on the lowest of the four horizontal cross sections. Images
in (c) and (d) have been processed with an average filtering process that uses a
pattern matching algorithm. Details of the procedure are described in ref. [14].
The raw data is given in the methods section at the end of this chapter. The
scale bars are 10 nm in (a) and (b) and 1 nm in (d). The purple-yellow colour
scale bar represents a height variation of 0.2 nm in (a) and the inset, 0.8 nm in
(b) and 0.5 nm in the inset. The purple-white scale bar represents a frequency
shift variation of 0.8 kHz in (c) and 0.1 kHz in (d).
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5.4 Tuning of surface interactions through the length
of the alcohol backbone
These last results confirm that influencers and the ratio of alcohol to water can
both affect the interactions between the different liquid molecules at the interface
and hence the resulting supramolecular structures. There exists a third, more funda-
mental route to influence the self-assembly process: the strength of the interaction
between the assembling molecules and the substrate. To enable self-assembly by
group effect, this interaction must remain relatively weak compared to thermal fluc-
tuations. Stronger interactions will tend to bring the system back to the traditional
two-step self-assembly regime. If the interaction strength can be tuned, the rel-
ative importance of inter-molecular forces and substrate effects can be controlled.
In water-alcohol mixtures, this is tuned by the length of the alcohol’s alkyl back-
bone: the longer the carbon backbone, the stronger the attraction to HOPG. To
systematically investigate this effect, comparisons were made between the interfa-
cial structures formed in binary mixtures of ultrapure water with alcohols presenting
increasingly longer carbon chains, such as ethanol and propanol. Primary alcohols
were initially chosen due to their topological similarity to methanol, which allows
for a direct comparison with the water-methanol monolayers.
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5.4.1 Ethanol
Fig. 5.9: Impact of the backbone length of primary alcohols on interfacial self-assembly
on HOPG. In a 50:50 ethanol:water mixture (a), two organised layers are visible
both in topography and in the phase where it is more pronounced, outlined by
a white dashed line (blue and red arrows). The self-assembled layers appear
darker in the phase than the directly exposed graphite (black arrow). The lower
layer shows few resolvable features and is bordered by wide rows that have a
separation of 5.89 ± 0.28 nm. Repeat experiments,(b), show co-existence of two
types of ordered monolayers (black and white arrows). Higher magnification of
the area highlighted with the white arrow in (b) reveals a basic structure with a
periodicity of 5.40 ± 0.10 nm, (c), but with no sub-features. In contrast, details
of the area highlighted with the black arrow in (b) reveals a periodicity of 3.87
± 0.10 nm with finer features (white dashed lines) running perpendicular to the
main rows and spaced by 1.05 ± 0.10 nm, (d). The scale bars are: (a) 100 nm, (b)
50 nm and (c-d) 7 nm. The purple colour scale bar represents a height variation
of: (a-b) 1 nm, (c) 0.5 nm and (d) 0.2 nm. The blue scale bar represents a phase
variation of (a,c) 1.5o, (b) 6o and (d) 4o.
It is immediately clear that more complicated linear structures can form in the pres-
ence of longer alcohols. In a 50:50 mixture of ethanol and water two different types
of molecular arrangements are visible (Figure 5.9a). A uniform layer (red arrow)
with a height of 0.24 ± 0.05 nm above the HOPG surface is partially covered by
a second layer 0.62 ± 0.05 nm high and composed of row-like structures. A clear
phase difference is visible between the structures and the HOPG, confirming distinct
molecular arrangements. Unlike the previously discussed cases, repeat experiments
in the ethanol-water mixture revealed a variance in types of structure produced,
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often with periodic row-like features exhibiting sharp domain edges that are uncom-
mon in methanol-water mixtures (Figure 5.9b). The two domains types presented
in Figure 5.9b have different row periodicities and present differing resolutions when
imaged with the AFM (Figure 5.9c-d). The difference between the structures ob-
served in ethanol-water systems indicates a high degree of polymorphism with more
configurations being energetically stable, potentially due to the increased surface
interactions. As discussed in Chapter 2, the attainable resolution using dynamic
mode AFM is linked to the presence of strong hydration sites on the interface being
imaged. Thus the increased resolution on one of the ethanol-water assemblies indi-
cates the larger alcohol structures preferring to have hydrogen bonding group facing
away from the interface, consistent with results presented in Chapter 4.
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5.4.2 1-Propanol and 2-Propanol
Fig. 5.10: Comparison between the interfacial supramolecular assemblies occurring in a
binary 1-propanol-water mixture and a ternary 1-propanol-methanol-water mix-
ture. The unique structures formed in a 50:50 1-propanol:water mixture (red
arrows, periodicity 5.86 ± 0.25 nm) exhibit similar properties to those formed
in a 10:45:45 1-propanol-methanol-water mixture (red arrow, periodicity 7.21
± 0.05 nm). The geometry of the structures in the binary mixture (a) strongly
resemble that of certain motifs formed in the ternary mixture (c) and both
motifs are unstable under imaging (b and d). Unlike the binary mixture, the
presence of high quantities of methanol in the ternary mixture causes the rest
of the surface to be covered in multi-layered structures resembling the basic
methanol-water monolayers (periodicity 5.26 ± 0.05 nm), indicating we have
a co-existence of methanol and 1-propanol induced features. The scale bars
represent 100 nm in (a-c) main images, 20 nm and 10 nm in the insets of (a)
and (c) respectively, and 50 nm in (d). The purple scale bar represents a height
variation of 3 nm in (a) (0.6 nm in the inset) and 2 nm in (c) (0.4 nm in the
inset). The blue scale bar represents a variation of 4o in (b) and 1.5o in (c) and
(d).
Increasing the carbon backbone length further and using 1-propanol-water mixtures
induces a novel type of structural domain (Figure 5.10a) which also exhibits straight
edges, similar to those formed in ethanol-water mixtures (see Figure 5.11 for a com-
parison). These highly linear domains are unstable under imaging conditions and
disassemble within minutes (see Figure 5.10b) indicating the size of the assembling
molecules is starting to hinder their ability to form extended hydrogen bonded net-
works. Interestingly, combining 1-propanol with methanol and water in a ternary
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mixture of 10:45:45 creates two domain types, each of which displays characteristics
of the two alcohol components. The methanol induced structures cover the surface,
display multilayers with non-linear edges and are stable under imaging. Whereas
the 1-propanol induced structures are highly linear and are unstable under imaging.
Fig. 5.11: Comparison between the interfacial supramolecular assemblies occurring in dif-
ferent mixtures of water and primary alcohols. The basic monolayer arrange-
ment is visible in the 50:50 methanol-water mixture (a). In contrast, new do-
mains with different periodicities, appearance and clear geometrical edges are
formed in the 50:50 ethanol-water (b), 50:50 1-propanol-water (c) and 10:45:45
1-propanol-methanol (d) mixtures. This indicates that a different assembly has
taken place. (e) shows linear density plots from a MD simulation of the ternary
mixture. As can be seen from this plot, all three molecules are present in the
interfacial layer, although the alcohol molecules dominate, consistent with the
linear nature of the features observed (as discussed in Chapter 4). Furthermore,
methanol still appears to be mixed with the water in the bulk, while 1-propanol
demonstrates a clear preference for the surface. The scale bars are 45 nm. The
colour scale bar represents a height variation of 0.5 nm in (a), (c) and (d) and
0.8 nm in (b).
Generally, the more elongated, sharp-edged domains observed with larger primary
alcohols suggest a stronger epitaxial effect, consistent with the marginally increased
alcohol-graphite interaction. This is most obvious for the 1-propanol-water mix-
ture. The fact that only linear structures are observed indicates a predominant role
of the one-dimensional molecular chains associated with primary alcohols [18–20]
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(discussed in Chapter 4). Indeed, structures become less linear when 1-propanol is
replaced with 2-propanol (Figure 5.12), where two novel competing ordered domains
appear, exhibiting more frayed and rounded boundaries. The results in 2-propanol
also highlights the flexibility of the interfacial hydrogen bonded network, including
their ability to incorporate molecules with differing shapes and structures.
Fig. 5.12: Further variance is seen in a 50:50 2-propanol:water mixture where two types of
domains form (red and blue arrows), both demonstrating a clear phase contrast
with the graphite surface (black arrow). The domains have longitudinal rows
with periodicities of 6.10 ± 0.35 nm (blue arrow) and 4.91 ± 0.45 nm (red
arrow). Unlike for 1-propanol, higher resolution of the row (inset) shows the
structures have non-linear edges. The scale bars 100 nm in the main image and
20 nm in the inset. The purple colour scale bar represents a height variation of
1 nm in the main image and 0.5 nm in the inset. The blue scale bar represents
a phase variation of 15º.
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5.4.3 1-Hexanol
Fig. 5.13: Structures formed in a 1-hexanol-water mixture. In (a) rows with clean edges are
visible (outlined by dashed white line) that exhibit a perpendicular substructure
with periodicity of 0.89± 0.08 nm (blue dashed lines in inset). When repeatedly
scanning the same area the AFM tip creates gaps within the monolayer (b)
(white dashed line), exposing the HOPG surface below. The scale bars are 5
nm. The purple colour scale bar represents a height variation of 1 nm.
The largest primary alcohol still able to mix with water is 1-hexanol (C6H14O) with
a solubility limit of around 0.7% in ultrapure water. With a carbon backbone twice
as long as 1-propanol, the interaction between 1-hexanol and the HOPG surface is
significantly stronger in water, thereby offering an ideal system to test the limit of
hydrogen bond-based group stabilisation as opposed to traditional surface bound
self-assembly. Pure n-hexanol naturally forms ordered structure at the surface of
HOPG (from vapour) at temperatures below -10 oC [21] whereas shorter alcohols
require significantly lower temperatures to form ordered structures in similar exper-
iments (e.g. -130 oC for methanol [20]).
When at its solubility limit in water, 1-hexanol forms self-assembled structure with
several different features that can be resolved with molecular resolution. An ex-
ample structure can be seen in Figure 5.13a which retains a structure comparable
in shape and size to the basic methanol-water monolayer. Given the low concen-
tration of hexanol, the small amounts of methanol naturally produced by water
catalysis (Chapter 3) may be responsible for creating basic monolayers. However,
the presence of hexanol appears to destabilise these structures which can easily be
removed from the surface with the AFM tip to expose the HOPG underneath (Fig-
ure 5.13b). This is an unusual behaviour for the basic methanol-water monolayers
and suggests that the system is being disrupted by the addition of 1-hexanol, to
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the point where the intermolecular hydrogen bonds are no longer sufficient to sta-
bilise the monolayers. The system appears to have finally reached the point where
direct molecule-substrate interactions can seriously compete with hydrogen bonded
molecular networks to drive and control the self-assembly.
This conclusion is also backed by a MD simulation of the water-hexanol system. The
simulation was performed for a system consisting of a 10:45:45 hexanol-methanol-
water mixture at the interface with 16 layers of graphite in a super-cell geometry.
The total number of atoms is approximately 22,000 and the simulation covered 16
ns (Figure 5.14a, see methods for more details). The relatively high concentration
of hexanol was chosen to reflect its expected increased concentration at the inter-
face with HOPG when compared to bulk concentrations [4, 22, 23], as discussed in
Chapter 4. The presence of methanol accounts for the small quantities of methanol
present at the interface due to the in situ catalysis of water (see Chapter 3), which
may play a role here due to the relatively low hexanol bulk concentration at satu-
ration (0.7%).
The simulation shows the formation of a self-assembled solid-like layer of molecules
dominated by the hexanol (Figure 5.14b and c). The most common arrangement
consists of hydrogen-bonded parallel chevrons of hexanol molecules (Figure 5.14b),
a result previously observed both experimentally and computationally [21, 24, 25].
Within this molecular layer, the oxygen groups of each chevron are separated by
an average distance of 1.52 ± 0.01 nm. Interestingly, this computationally ob-
tained molecular arrangement coincided with features observed experimentally, Fig-
ure 5.14d. This remarkable agreement validates both the experimental and compu-
tational results, bearing in mind the differences in hexanol concentration between
experiments and theory. The simulations represent an extreme case where the hex-
anol concentration is far larger than the 0.7% experimental bulk concentration. This
is needed to compensate for the limited time and size of the simulation box. There-
fore the experimental observations are not expected to match the simulations over
the whole interface due to other possible arrangements and kinetic traps at lower
hexanol and methanol concentrations. Indeed, simulations show that water and
methanol molecules (green and pink circle Fig. 5.14c) are involved in the hydrogen
bonded networks. They can remain hydrogen bonded to hexanol molecules within
the structured layer for up to 10 ns, with some methanol molecules remaining in-
definitely embedded in the network. The involvement of both methanol and water
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also supports the idea of the interfacial molecular assemblies being stabilised by an
extended hydrogen bonded network.
Fig. 5.14: Molecular assemblies forming at the surface of HOPG in water-hexanol mix-
tures. MD-simulations of the system were carried out using a box of 10.07 nm
Ö 5.53 nm Ö 11.3 nm with periodic boundary conditions (a). The solution
comprises 8,000 molecules composing a 10:45:45 hexanol:methanol:water mix-
ture. Linear number density plots of the molecules indicate the interfacial layer
is dominated by hexanol, although both methanol and water are still present.
Snapshots of the interfacial molecular arrangement (b, c) taken within 0.6 nm
of the HOPG surface reveal a hexanol self-assembled monolayer with a period-
icity of 1.52 ± 0.01 nm ((b), yellow arrow). Water molecules (green circle) and
methanol (pink circle) are also present in the assembly (c). (d) High-resolution
AFM images in a water solution containing 0.7% hexanol (saturation) also re-
veal multiple different features (red arrows). Some of the features (inset below
(d)) exhibit a periodicity of 1.55 ± 0.05 nm (yellow arrow on green profile).
The scale bars are: (b-c) 1 nm and (d) 5 nm. The purple colour scale bar
represents a height variation of 0.8 nm. The blue scale bar represents a phase
bar represents a phase variation of 15o.
The simulations also reveal an important point: direct molecular-substrate interac-
tions can modulate the formation timescale of supramolecular structures. In Chapter
4, the MD simulations of the aqueous methanol, ethanol and 1-propanol mixtures
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were not able to access the long timescales associated with group nucleation events.
In contrast, the stronger interaction between hexanol and HOPG considerably in-
creases its residence time at the interface, as well as introducing additional entropic
effects which may facilitate molecular adsorption, rendering the nucleation of ordered
structures computationally accessible using the present direct MD simulations.
5.5 Assemblies on other hydrophobic surfaces
Overall, the flexibility of interfacial self-assembly through group-effects hinges on
the weak interactions between individual molecules and the surface of the solid, so
as to prioritise group interactions between assembling molecules. Thus far, HOPG
has been used as the solid of choice. HOPG is hydrophobic, inert, uniformly flat
apart from step edges and therefore interacts very weakly with the monolayer. These
weak interactions between individual molecules and the surface of the solid are key in
promoting the group interactions between assembling molecules which determines
the resulting supramolecular structure. Hence the HOPG serves more as a solid
interface, which reduces the conformational entropy and encourages monolayer for-
mation, rather than being the key stabilising factor. Therefore in principle, the
results with HOPG can be extended to any hydrophobic region flat enough to en-
able self-assembly. In this final section, two different surfaces shall be considered; the
amphiphilic graphene oxide (GrO) and the highly ordered hydrophobic molybdenum
disulfide (MoS2).
5.5.1 Graphene Oxide
Graphite oxide (GrO) is the name given to the heterogeneous material whose chem-
ical structure generally contains sheets of graphite with additional function groups
such as epoxies and hydroxy groups across the graphite planes and carboxyl groups
at the edges [26]. Since the successful preparation and verification of mechanically
exfoliated single layers of graphite (graphene) [27] research in carbon related materi-
als has grown exponentially. This interest has been extended to GrO, which retains
some of the unique electronic properties of graphene, but the presence of hydrophilic
groups make GrO soluble in water, opening new avenues for applications in water
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fliltration [28] and ion sieving [29] along with molecular sensing [30].
Due to the presence of the hydrophilic groups on its surface, GrO has a distribution of
hydrophilic and hydrophobic regions. Furthermore it is possible to isolate individual
GrO flakes on substrates for use with AM-AFM. Here, single GrO flakes have been
deposited onto a HOPG substrate so as to offer a clear comparison with the basic
monolayer visible on HOPG (Figure 5.15a, yellow arrow).
Larger row-like structures can be observed on GrO in water-methanol mixtures
(Figure 5.15 a-c). However, the GrO surface still has topological and chemical
inhomogeneity at the nanoscale [26] which precludes the formation of highly regular
structures. Instead the rows on GrO exhibit some variability in width and periodicity
and are not visible everywhere on the surface. Figures 5.15 d-e show the same
experiment for just ultra-pure water. Here the exposed HOPG surface is bare as
expected and the GrO flake shows no clear regular pattern (Figure 5.15f).
The additional hydrophilic epoxy, hydroxyl and carboxyl groups randomly dis-
tributed across the surface [26] renders the GrO hydrophilic at the macroscale,
but this does not exclude nanoscale hydrophobic graphene domains able to tem-
plate the monolayer self-assembly. Indeed, selective intercalation of GrO sheets has
been reported in water-methanol mixtures, consistent with the presence of a specific
molecular arrangement of the liquid [31]. The fact that stable structures are able to
form suggests that the hydrophilic groups may be simply localised enough to allow
the assembly to bridge between hydrophobic nanodomains [32, 33]. Confirming this
would involve knowing the specific distribution of hydrophilic groups on the GrO, a
task beyond this study.
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Fig. 5.15: (a) Self-assembly on a flake of GrO in a 50:50 methanol-water mixture. The
assembly is less obvious due to the intrinsic roughness of the GrO (a, white
arrow) compared to the underlying HOPG substrate where rows are clearly
visible (a, yellow arrow). Longitudinal features are however visible at high
magnification which remain when the sample is rotated, indicating they are
not an imaging artefact (b-c). (d-e) show the same experiment performed in
ultrapure water. Here the yellow arrow denotes the bare graphite surface. (f)
shows line profiles taken on top of the GrO flake in (b) and (e). No clear periodic
features are seen for the ultrapure water case (green line). However, equidistant
features are seen in the mixture; corresponding to average separation of 4.5 ±
0.5 nm. The scale bars are 50 nm (a) and(d) and 10 nm (b), (c) and (e). The
colour scale bar is 2 nm in all except (e) where it is 0.8 nm.
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5.5.2 Molybdenum disulfide
The nanoscale disordered GrO surface cannot stabilise large areas of uniform struc-
tures, despite clear small areas of alcohol-water assemblies having formed. This is
consistent with the well known importance of flat surfaces and regular nanoscale
periodicity for supporting self-assembly, as discussed in the Chapter 1. MoS2 shares
many similarities with HOPG such as its hydrophobicity and ability to be cleaved
so as to form large, atomically flat areas suitable for assisting self-assembly. This
makes MoS2 a perfect system to demonstrate that alcohol-water monolayers are not
surface specific and can in principle form on any atomically flat substrate.
When a freshly cleaved MoS2 surface is immersed into a 50:50 mixture of methanol
and water, highly ordered domains composed of row-like structures immediately
appear (Figure 5.16a). The direction of the domains are orientated at 120o with
respect to each other (Figure 5.16b and c) indicating an epitaxial influence like that
seen for the structures on HOPG. Furthermore, the row pattern itself is similar
to that observed on HOPG, with a periodicity of 5.45 ± 0.05 nm. MoS2 has a
lattice parameter which is very close to that of HOPG. Considering the fact that
the supramolecular pattern produced depends on the substrate lattice parameter [4],
this similar row periodicity suggests a molecular level arrangement on MoS2 that
shares some characteristics with those forming on HOPG. Indeed, the computational
simulations described in Chapter 1 indicate that the monolayers formed in mixtures
of water and methanol are likely composed of repeating stable units, or building
blocks, such as the square motifs of two methanol and two water molecules.
Nonetheless, using MoS2 as the supporting surface impresses unique properties on
the supramolecular structures and their kinetics. For instance, the molecular do-
mains prefer an elongated growth with single row progressing longitudinally (Figure
5.16b and c). This characteristic elongated growth of self-assembled monolayers
on MoS2 was also observed in a study using peptides [34]. In this study they also
investigated the impact of swapping MoS2 for HOPG and found that on HOPG,
the peptide monolayers gradually drifted across the surface, indicating they are less
strongly bound. This may explain the elongated features seen in our experiments.
If the structures are more strongly bound to the MoS2 surface, the epitaxial effect
will be greater, giving the structures an energetic gain when following one of the
substrates axis of symmetry. This idea is supported by the slow growth rates seen
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for the structures on MoS2 (Figure 5.16d and e); since growth is preferred along a
substrate axis, it is inevitably limited by the number of configurations allowing it,
resulting in a slower average growth rate.
Fig. 5.16: Molecular assemblies forming on MoS2 in a 50:50 methanol-water mixture. (a)
Shows self-assembled domains composed of row patterns developing epitaxially
(white dashed line outline) and orientated at 120o with respect to each other.
The rows are clearly defined (inset) with a spacing of 5.45 ± 0.05 nm. (b) shows
a phase image of the structures (lighter colours) which tend to form elongated
linear domains. The direction of growth is highly influenced by the hexagon
symmetry of the substrate resulting in three clear growth directions as can be
seen in the topographic image (c). Here three domains have come into contact
causing them to stop growing along their main axis. The row structures grow
only by 24.6 ± 0.10 % over 1 h 30 min (d and e) though a ‘fingering’ mechanism
where existing rows tend to elongate longitudinally. The surface would have
been fully covered over the same time period with HOPG. The scale bars in all
the images represent 100 nm other than in (b) where it represents 1 µm. The
purple colour scale bars represent a variation of 1 nm in the main images and
0.5 nm in the inset. The blue scale bar represents a phase variation of 3o.
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Control experimenters were also conducted with pure water deposited on MoS2. No
structures are observed, even after several hours of imaging (Figure 5.17 a and b).
This not only confirms that the features observed are unique to the alcohol-water
mixtures, it also corroborates with the results presented in Chapter 3 where HOPG
is shown to act as a catalyst for the production of methanol in water droplets.
Fig. 5.17: AFM topographic images of MoS2 in ultrapure water after 2 hours. No struc-
tures are visible at low (a) and high resolution (b) in the absence of added
alcohol. The sample was imaged for a further 6 hours during which no features
were observed. The scale bars represent 500 nm (a) and 100 nm (b). The purple
scale bar represents a height variation of 1.5 nm in both.
5.6 Discussion
The results presented in this chapter are investigations into the self-assembly of
small molecules at interfaces through group effect, without relying on specific or
covalent bonds. Group-based self-assembly of small molecules can be achieved using
simple systems (here water and alcohol) where the interactions between molecules
in the bulk solution is strong enough to enable their self-assembly into supramolecu-
lar structures once stabilised at an interface. The self-assembly can be significantly
influenced through external stimuli, with three main routes available here: (1) the
addition of small quantities of influencer molecules such as salts and other small
hydrogen bonding molecules to modulate both the morphology of the interfacial
assemblies and their interactions with the local environment; (2) varying the ratio
of alcohol to the other components within the solution; and (3) altering the alcohol-
substrate interactions also provide control on the supramolecular assemblies. These
three routes can furthermore function in conjunction with one another. For exam-
ple, in the ternary 1-propanol-methanol-water mixtures, the nucleation of multiple
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well-ordered features characteristic of each component were observed (Figure 5.10).
These strategies make it is possible to create certain structures with reproducible
features and, to an extent, predictable supramolecular assemblies. The key is to vary
the parameters progressively, here using alcohols similar to methanol in molecular
structure, symmetry and chemical properties, so as to identify the main evolving
trends.
Structures with linear features and well-defined, but varying, periodicities could be
consistently created, starting from the basic methanol-water system. For methanol-
based mixtures the periodicity of the linear features was consistently ∼ 5.3 nm and
the height of the linear monolayers was ∼ 0.3 nm, both consistent with the previous
observations outlined in Chapter 1. The linear periodicity of the ethanol-water,
1-propanol-water and hexanol-water structures structures varied between ∼ 3.9 nm
(Figure 5.9b) and ∼ 7.2 nm (Figure 5.11c) and the monolayer height remained
consistently ∼ 0.3 nm. The large variation in linear periodicities seen with the larger
alcohol structures is consistent with the larger alcohol molecules having multiple
energetically favourable configurations at the interface (as seen in Chapter 4) which
also makes obtaining reproducible structures for these systems more challenging.
There is no clear trend between alcohol size and the periodicity of the features
(i.e. ethanol induced features in Figure 5.11a have a smaller periodicity than those
observed in methanol-based systems).
The adjunction of influencers tends to induce more dramatic changes, which can
often be rationalised considering the molecular structure of the influencer. For ex-
ample, the right angle symmetry of the sophisticated assembly obtained in presence
of phosphate ions is likely due to the tetragonal structure of the ion. The addition of
sodium and potassium chloride had a comparable influence on the structures, both
tending to reside on top of already existing linear features. Their impact was less
than that of the phosphate ions and they did not alter the linear features of the struc-
tures due to their inability to directly form hydrogen bonds. These are, however,
only plausible explanations and the system is also sensitive to the concentrations
of the other molecules able to compete with the influencers for hydrogen bonds.
This sensitivity, along with the unknown influence of defects such as step edges and
experimental restrictions, such as the balance between AFM scanning speeds and
the subsequent attainable resolution, makes performing quantitative analysis of the
rate of growth and the domain size of the various structures difficult and will need
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to be the focus of future work (as will be discussed in Chapter 6).
The results on MoS2 and GrO indicate a significant degree of flexibility of the group-
based strategy which could be extended to a wide range of surfaces, including macro-
scopically hydrophilic surfaces provided the surface exhibits sufficient nanoscale hy-
drophobic domains. Further work is however needed to fully explore this idea; the
results on GrO are less clear than on the other substrates, but control experiments
conducted in pure water do not show comparable row-like features. The possibility
of extending the concept of group-based self-assembly to other hydrogen bonding
small molecules will also require systematic investigation, starting with molecular
systems such as ketones, amides and aldehydes.
5.7 Conclusion
In this chapter the concept of group-based self-assembly of small molecules is ex-
plored at solid-liquid interfaces. The main difference with standard self-assembly is
the fact that the molecules do not significantly interact with the solid and would
not durably reside at the interface when isolated. Instead, strong intermolecular in-
teractions allow the molecules to work in group, nucleating ordered structures large
enough to remain attached to the solid which then stabilised the system. The fact
that individual molecules interact weakly with the solid has one key consequence: the
resulting supramolecular assembly can be dramatically influenced by small amounts
of foreign molecules or simply by changing the molecular ratios between the main
assembling molecules to achieve multiple distinct structures. The idea is illustrated
here using water-alcohol mixture spiked with common small molecules to create a
wide range of stable supramolecular assemblies at the interface with HOPG at room
temperature. These structures can in turn modify the solvation properties of the
solid on which they assemble.
Given the diminished importance of specific surface-liquid interactions, group-based
self-assembly can in principle occur on many hydrophobic surfaces, here exempli-
fied with MoS2 and GrO. Additionally, the concept may be applied to many other
small molecule systems where the molecules are able to form hydrogen bonds and
weakly interact with a surface. Further investigations are needed to fully explore the
concept’s applicability and limitations across different systems and derive a deeper
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understanding of the molecular details of the structures created, but the concept’s
simplicity and the high degree of flexibility opens new research avenues for nan-
otechnology.
5.8 Additional method details
Sample preparation
Details of the chemicals used can be found in Chapter 2. In a typical experiment, a
liquid droplet (around 200 µL) of solution was deposited on a freshly cleaved HOPG
or MoS2 substrate (both from SPI supplies, West Chester, PA, USA) mounted on
a stainless steel disk. In all cases the substrates were baked at >120 ºC for 15
minutes to remove any contaminants[35] before immediately depositing the droplet.
The graphene oxide used was synthesised from graphite powder using a modified
Hummers method [36], presented in detail elsewhere [37]. To settle the flakes on the
HOPG surface a droplet of 1 g/L graphene oxide was deposited on the HOPG and
left for 5 minutes before being rinsed with ultrapure water. After the rinsing the
methanol water droplet was added in a similar manner to the other experiments on
HOPG and MoS2.
Amplitude Modulation Atomic Force Microscopy
All the samples were images at 20.0 ± 0.1 °C except for the results presented in
Figures 5.9b and c which were acquired at 30 and 35°C respectively in an attempt
to encourage novel molecular assemblies. For full details regarding AM-AFM, the
reader is referred to Chapter 2.
Frequency Modulation Atomic Force Microscopy
No temperature control was possible using this system so all samples were at room
temperature. For full details regarding FM-AFM and 3D-SFM, the reader is referred
to Chapter 2. Figure 5.18 presents details of the filtering and averaging procedure.
The procedure is applied here on the set of measurements taken in the 5:95 methanol-
PBS mixture and used in Figure 5.8 and was performed by K. Miyazawa from
Kanazawa University. Details of the algorithm used are described elsewhere [14].
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Fig. 5.18: (a) shows the processed data after Gaussian filtering and interpolation proce-
dures have been applied using a home-built software. The raw data is shown
for comparison in (b). The images presented in Figure 5.8c and d are then
obtained by applying a further average filtering process that uses a pattern
matching algorithm [14].
MD Simulations
The methanol molecules, 1-propanol molecules, hexanol molecules, Na+ ions and
HPO2−4 ions were all described by the all atom OPLS force field [38]. The water
was described by the TIP4P model [39]. The hexanol and 1-propanol simulations
used the same protocol as that described for the other alcohol-water mixtures in
Chapter 4. For the phosphate ion simulation, using the OPLS description for a
system with Na2HPO4 in water with a weight percentage of 30% at 70
oC gave a
liquid density of 1203 kg m−3, which is within 2.5% of the experimentally observed
value (1232 kg m−3) [40]. The system was a NPT ensemble maintained at 298 K
and 1 bar using a velocity rescale thermostat [41] and Parrinello-Rahman barostat
[42, 43], with coupling times of 0.5 ps and 1 ps, respectively. The simulation was
performed with a 0.002 ps timestep and thus all bonds were constrained using the
Linear Constraint Solver (LINCS) algorithm [44]. The mixture contained an equal
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number of water and methanol molecules as well as Na+ and HPO2−4 ions corre-
sponding to a weight percentage of 1%. This is higher than would be the case for
the 137 mM Na2HPO4 mixture studied in the experiments, but can be justified by
the limited size and timescale of the simulations. Furthermore, it has been shown
that similar molecules tend to cluster together in aqueous solutions and the local
concentration hence fluctuates. Prior to analysis, the liquid box was equilibrated
for 1 ns. Then, a further 60 ns of simulations were performed during which the
behaviour of the Na+ and HPO2−4 ions was observed. The snapshots in Figure 5.3
were taken 1 ns into the run. As the simulation progressed, the ions gradually be-
came permanently clumped together. At the end of the full 60 ns, all of the charged
molecules remained clustered together (Figure 5.19). Therefore the simulation was
not extended further. This protocol is similar to previous procedures adopted to
simulate processes of nucleation and growth for similar systems [45–47]. However,
obtaining a meaningful average cluster size for comparison with the experimental
system is beyond computational feasibility due to the size of the simulation box (5
x 5 x 5 nm) and the reported local fluctuations in ion density [9]. The size of the
box required to obtain a good comparison is not known at this point. Furthermore,
highly charged molecules are reported to be difficult to simulate and can require
force fields relying on quantum mechanical derivations [7, 48, 49]. Thus for a better
comparison with the experimental data, it is recommended that such a force field be
used. Nonetheless, the result obtained here was compared with previously published
results obtained for HPO2−4 ions in a calcium diphosphate system, and which uses
a force field derived specifically for phosphates [50]. The published study reports a
similar effect where the HPO2−4 ions form clusters with the hydroxyl groups facing
outwards [9], consistent with the findings reported here.
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Fig. 5.19: Snapshots of the disodium phosphate simulations taken at (a) t = 30 ns and
(b) 60 ns, demonstrating that the phosphate and sodium ions form permanent
clusters. All ions in the simulation are shown and the water and methanol
molecules have been made partially transparent.
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6.0 Chapter 6: Conclusion and
Outlook
6.1 Summary
In this thesis I have investigated the self-assembly of small hydrogen bonding molecules
at hydrophobic interfaces in ambient conditions using a base system of alcohol-
water mixtures and highly oriented pyrolytic graphite (HOPG). These molecules
self-assemble through a group-effect mechanism using extended hydrogen bonded
networks between the molecules. The system was investigated using a joint approach
of atomic force microscopy (AFM) and molecular dynamics simulations (MD), which
enabled the structure and behaviour of the interfaces to be mapped at the molecular
scale. In this chapter I will start by outlining the key results from the thesis before
discussing the significance of the key results in more detail and then finally intro-
ducing what should be addressed in future work. The key results from this work are
as follows:
• Micromolar quantities of methanol are catalytically produced at the HOPG-
water interface.
– The most likely reagents for this reaction are water and carbon dioxide
from the air.
– The exact catalysis mechanism is not entirely clear, although the results
suggest the most plausible cause is photocatalysis.
– Applying electric fields enhances the rate of catalysis.
• Aqueous mixtures of methanol, ethanol, 1-propanol, 2-propanol and 1-hexanol
are all capable of forming self-assembled monolayers on HOPG through a
group-effect mechanism.
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• Increasing the size of the hydrophobic group of the alcohol component, and
hence the strength of the hydrophobic interaction, enables the formation of
multiple stable assemblies for the same alcohol-water system.
– These structures exhibit sharper edges, potentially due to the increased
surface interactions allowing greater surface templating.
– Assemblies involving 1-propanol and 1-hexanol are less stable than their
methanol and ethanol counterparts due to their large hydrophobic groups
disrupting hydrogen bond networks.
– In contrast to the smaller alcohols, features observed experimentally in
aqueous 1-hexanol mixtures could also be observed using MD simulations.
• The reliance of methanol-water mixtures on a group-effect mechanism to self-
assemble means the subsequent features of the assembly can be altered by the
addition of small quantities of hydrogen bonding and non-hydrogen bonding
ions, as well as changes in the methanol-water ratio.
– Adding hydrogen bonding ions results in the formation of small regions
of features which are significantly less ordered than those in the pure
methanol-water mixtures.
– The non-hydrogen bonding ions tend to sit on top of the methanol-water
structures, which retain their lateral order.
– Having both hydrogen bonding and non-hydrogen bonding ions present
results in the most significant change with the formation of large do-
mains of less ordered features which can co-exist alongside the ordered
methanol-water structures.
– Structures formed at lower methanol concentrations with both the hydro-
gen bonding and non-hydrogen bonding ions present exhibit a complex
solvation landscape, consistent with the dominance of three-dimensional
hydrogen bonded networks (see next point).
• The molecular organization of aqueous methanol, ethanol and 1-propanol so-
lutions at the interface with HOPG has a dependence on the alcohol concen-
tration and is linked to the nature of the local hydrogen bond networks. Three
regimes were observed as the alcohol concentration increase:
– Initially the alcohol molecules prefer to stand upright in order to hydrogen
bond with water molecules away from the interface.
– Past a first transition, the alcohol molecules begin to interact with each
other at the interface, progressively reducing the concentration of stand-
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ing molecules interacting with the bulk hydrogen bond networks.
– A second transition marks the concentration beyond which the interface
is dominated by 1D/2D alcohol networks lying primarily flat on the solid’s
surface.
• Group-effect self-assembly of small hydrogen bonding molecules is not limited
to HOPG and can in principle occur on other atomically flat hydrophobic
interfaces (e.g. molybdenum disulphide) as well as non-atomically flat partially
hydrophobic interfaces (e.g. graphene oxide).
6.2 General Discussion
From the outset it was predicted that the weak surface interactions and the need for
a group-effect would make the small molecule assemblies more sensitive to external
influences than traditional self-assembly, which relies on strong surface interactions.
This sensitivity, and the fact that the self-assembly of small molecules at interfaces
through a group-effect is a recent and relatively unexplored concept, meant it was
essential to have a comprehensive understanding of the base system. To this end, a
significant portion of this thesis has been dedicated to the study of the general be-
haviour of alcohol-water mixtures at graphitic interfaces. Specifically, investigations
have been performed into the local chemical composition of the water-graphite in-
terface (Chapter 3) and the nature of the alcohol-water interfacial hydrogen bonded
networks (Chapter 4). This approach has been justified by the observations made
in the final results section (Chapter 5), where I demonstrated that small changes to
the base system have a significant impact on the nature of alcohol-water assemblies.
This section will further discuss the key results of this thesis along with indicating
their wider significance. However, before this discussion, it is also important to
reflect on the choice of methods used within this work.
Methods used
Throughout this thesis, the assembled structures were investigated in situ using
multiple atomic force microscopy (AFM) modes. AFM is generally well suited to
surface investigations (as outlined in Chapters 1 and 2) and its versatility proved
to be highly beneficial for mapping the local solvation properties of the monolay-
ers using three-dimensional scanning force microscopy (3D-SFM). Furthermore, the
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soft imaging conditions of the dynamic amplitude modulation and frequency modu-
lation AFM modes allowed minimal perturbation to the assemblies, whose features
were generally independent of tip-effects. However, the information obtainable from
AFM did have limitations, especially relating to mapping the chemical composition
of the interface. Therefore for a clearer picture, spectroscopic techniques were re-
quired (1H NMR in Chapter 3), as were comparisons with molecular dynamics (MD)
simulations.
As discussed in Chapter 1, simulating the formation of group-effect stabilised struc-
tures using techniques such as MD is highly difficult due to the weak interac-
tions at play, which make the nucleation time-scales inaccessible (∼ minutes) [1].
Nonetheless, MD results regarding concentration-dependant hydrogen bonded net-
works formed in methanol-water mixtures at the interface with highly orientated
pyrolytic graphite (HOPG) provided a reasonable explanation for the concentra-
tion dependant assemblies observed with AFM. Moreover, simulations of phosphate
ions in a methanol-water mixture indicated the ions preference to form clumps with
exposed hydrogen bonding groups, a configuration which has similarities with the
experimental observations. Interestingly, for the largest soluble primary alcohol,
1-hexanol, MD simulations were able to capture the formation of self-assembled fea-
tures observed experimentally. Furthermore, both methanol and water molecules
were observed to be embedded at small concentrations within the computationally
obtained hexanol structure. This indicates that it may be possible to access the
self-assembly of smaller alcohols mixed with water if the system is encouraged to-
wards structure formation, thereby reducing the long time-scales associated with
group-effect nucleation events. Structural observations made with high resolution
dynamic mode AFM could be used to define the nature of this encouragement, based
on the expected final configuration. A computational picture of the assemblies would
provide a good foundation for further understanding the nature of the group-effect
stabilisation and its response to external stimuli.
Catalytic production of methanol at the HOPG interface from water and
volatile organics
In Chapter 5 I demonstrated that when HOPG was swapped with the structurally
similar, but chemically distinct, molybdenum disulfide (MoS2), the production of
methanol did not occur (Figure 5.17). This indicates that the catalytic process
presented in Chapter 3 is reliant on the chemical composition of HOPG, and thus
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this research may impact the development of novel carbon-based catalytic materials
[2]. Furthermore, while the catalysis mechanism may not be fully understood, many
applications involve water at graphite/graphene interfaces, and thus the resulting
self-assembly of the water and methanol molecules is likely to impact their function.
It also indicates that future studies into group-effect self-assembly may benefit from
using substrates such as MoS2 to prevent methanol contamination, especially when
long periods of liquid-solid contact is required.
The amount of methanol produced is modest in comparison to industrial cataly-
sis techniques. However, the mechanism appears to rely on surface singularities.
Therefore, in principle, this can be scaled up through the addition of defects to
HOPG, which is currently a expanding field of research [3]. Furthermore, the ex-
periments in Chapter 3 show that the application of an external electric potential
enhanced the catalysis rate. Even small surface potentials comparable to that of a
silicon nitride AFM tip had a noticeable effect on the amount of methanol present.
This observation raises questions about the influence of the probe in scanning probe
techniques on the system being studied. Indeed, within this thesis, the subsequent
self-assembly of the produced methanol with the water may have caused anomalous
results had the source of the methanol not been known.
Impact of local hydrogen bonding behaviour on group-effect self-assembly
In Chapter 4, I presented a computational investigation into the concentration de-
pendent structure of small alcohol-water mixtures at hydrophobic interfaces. The
structure of the molecules at the interface was shown to be intrinsically linked to
the nature of the local hydrogen bonded networks, which themselves are dependent
on the alcohol-water ratio. The nature of the hydrogen bonding networks formed at
the interface will likely impact molecular exchange. Therefore this observation will
be of wider interest to applications where molecular exchange is pivotal to device
function, such as fuel cells [4], separation processes [5], and catalysis [6].
The computational observations of the concentration dependent interfacial organ-
isation of the liquid matched well with experimentally observed features of the
methanol-water assemblies on HOPG. Assemblies forming at low methanol concen-
trations exhibited tetrahedral-like features, and those forming at higher methanol
concentrations had linear features. In Chapter 5, three dimensional scanning force
microscopy (3D-SFM) demonstrated that the self-assembled structures forming at
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low alcohol concentrations have a hydration structure which extends away from the
interface, consistent with the description presented in Chapter 4. Similarly, 3D-SFM
measurements showed that the linear monolayers associated with higher methanol
concentrations did not have any clear hydration layers, consistent with the alcohol
molecules preferring to hydrogen bond parallel to the surface. This demonstrates
a direct link between the nature of local hydrogen bonded networks present at the
interface prior to nucleation, and those of the resulting self-assembly. A search of
previous literature revealed no reports of this phenomenon, indicating that it may
be unique to self-assembly relying on a the group-effect mechanism.
Impact of molecular hydrophobic backbone on group-effect self-assembly
The impact of marginally increasing the strength of the interactions with the surface
was explored in Chapter 5 by replacing methanol with alcohols possessing incre-
mentally longer carbon backbones. For these larger alcohols, the additional surface
support enabled the formation of more complicated assemblies than those observed
in the methanol-water system. Generally these assemblies exhibited more linear
features which is consistent with the increased surface support. As seen in Chap-
ter 4, the transition to alcohol-dominated molecular chains occurs at a lower molar
fraction for ethanol and 1-propanol than for methanol, which may also be the rea-
son for the formation of these linear features. Indeed, when an alcohol was used
which was unable to pack as efficiently as primary alcohols due to steric restrictions
(2-propanol), the structures formed were less linear, consistent with this hypothesis.
Interestingly, when a ternary mixture of water with multiple alcohols (methanol and
1-propanol) was used, two co-existing structures were observed, each with features
characteristic of the respective alcohol-water binary mixture. This indicates a pref-
erence for the assemblies to consist of only one type of alcohol and water, rather than
hydrogen bonded networks of mixed alcohols and water molecules, which may have
consequences for separation processes [5, 7] and thus merits further investigation.
The increased hydrophobic interactions between the alcohols and the surface also
hindered the extended hydrogen bonded networks within the assemblies. For ex-
ample, regions of monolayers involving the largest soluble alcohol, 1-hexanol, could
be destroyed with the tip, exposing the HOPG below. This is significant because
it indicates that despite the increase in direct molecule-substrate interactions, the
overall assembly is weaker because of a reduction in the group-effect. This supports
the idea that a group-effect is essential for the self-assembly of small molecules at in-
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terfaces. From here it follows that group-effect self-assembly will not be possible for
molecules without directional intermolecular interactions, such as hydrogen bonds,
or those unable to form extended hydrogen bonded networks, due to possessing
bulky side groups.
Importance of studies into group-effect self-assembly
To achieve self-assembly-based nanotechnology, the process used needs to consis-
tently produce highly ordered assemblies. Group-effect self-assembly does exhibit a
high degree of order at the nanoscale, especially considering the size of the assem-
bling components. The supramolecular row patterns produced by structures from
methanol-water mixtures can be highly linear over micron-scale areas. Further-
more, in systems containing larger alcohols, well-defined edges can form that appear
perfectly straight within the limit of the AFM resolution. However, the weak in-
teractions do mean that multiple variations in structure types can occur within the
same system, which would be problematic if a consistent end product is desired.
Solutions for this may be found by investigating hydrophobic substrates capable
of supporting group-effect self-assembly other than HOPG. For instance, MoS2 has
marginally stronger interactions with the assembling molecules than HOPG [8] and
thus induces a more epitaxial driven growth, as demonstrated in Chapter 5. This
slight increase in surface interactions should in principle reduce the polymorphism
observed on HOPG, while retaining the benefits of a group-effect self-assembly such
as the use of smaller molecular units, which would allow greater control over the
resulting architectural motifs.
More generally, investigations into group-effect self-assembly are likely to have conse-
quences beyond uses in functional bottom-up processes. It is expected that the
principle of group-effect self-assembly could be applied to many systems of small
hydrogen bonding molecules. The only thing that is required is the ability to form
extended hydrogen bonded networks, a trait inherent in commonly used solvents
such as ketones, amides and aldehydes. Furthermore, the results obtained using
graphene oxide (GrO) in Chapter 5 indicate that group-effect self-assembly may
play a role in the interfacial liquid behaviour at partially hydrophobic surfaces, as
well as at non-atomically flat interfaces, such as those found in most real systems.
Interestingly, this suggests that group-effect self-assembly may already be influencing
interfacial processes in a wide variety of systems. This could include charge exchange
at electrodes [9], molecular adsorption to surfaces [10], friction and lubrication [11]
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as well as in biological processes where mixtures of water and other small hydrogen
bonding molecules at hydrophobic interfaces are common [12].
6.3 Further Work
Whilst the present work provides significant novel insights into the self assembly
of small hydrogen bonding molecules at hydrophobic interfaces via a group-effect,
it relies on a basic model system and many aspects of the phenomenon remain to
be explored. Hereafter is an authoritative list of the most pressing questions and
experiments to be addressed in future work. It will begin with the basic next-step
experiments which should be performed, before going into more detail about how
to address two key topics, namely the increasing of our understanding of the group-
effect mechanism and the nucleation and growth properties of the monolayers.
Future investigations
• In Chapter 3, I demonstrated that the surface of HOPG spontaneously catal-
yses a reaction converting water and organic volatiles into methanol. The
experiments suggest that carbon dioxide (CO2) is the most likely source of the
carbon for the reaction. The underlying molecular mechanism of the cataly-
sis, however, remains unclear. The logical next step to further investigate the
catalysis mechanism would be to combine regulating the amount of incident
light with analysis from high-resolution 1H NMR. An environmental chamber
may also be utilised to either vary the amount of CO2 present, or introduce
CO2 with carbon isotopes, which would confirm atmospheric CO2 as a reagent
following subsequent analysis.
• As previously discussed, changes to the hydrogen bond networks present prior
to assembly nucleation may explain the structural variations observed when
metallic salts were added to the system (e.g. the raised patches in Chapter 5).
This could be confirmed by an experiment where metallic salt ions are added
to the system after the HOPG surface is covered in alcohol-water assemblies.
Furthermore, MD simulations of the system would provide molecule details
regarding the impact of metallic salt ions on the hydrogen bond networks
in alcohol-water mixture at hydrophobic interfaces, which may be used for
comparison.
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• In ethanol-water mixtures it was observed that multiple row-like assemblies
could co-exist where only one domain exhibited high resolution features (sub-
rows). As discussed in Chapter 2, the attainable resolution using dynamic
mode AFM is linked to the presence of strong hydration sites on the inter-
face being imaged. Thus the increased resolution on one of the ethanol-water
assemblies may be a consequence of the larger alcohols preferring to have hy-
drogen bonding group facing away from the interface, consistent with results
presented in Chapter 4. This indicates that 3D-SFM measurements on as-
semblies formed in ethanol-water or 1-propanol-water mixtures may provide
insight into the chemical composition of the monolayers through their hydra-
tion properties.
Further understanding the group-effect mechanism
So far, the systems where group-effect self-assembly has been observed and studied
involve mixtures of water and another molecules. Throughout this thesis, the mor-
phology of the alcohol-water assemblies exhibited characteristics which can be linked
to the influence of the constituent alcohol molecules (as previously discussed). Wa-
ter’s hydrogen bonding capability and small size makes it ideal to assist the forma-
tion of extended hydrogen bonded networks required for group-effect self-assembly.
Thus, it is the author’s opinion that investigations involving varying the non-water
component will be the optimum method of learning more about group-effect self-
assembly. Information can then be obtained by linking the features of the structures
experimentally observed with the properties of the non-water component.
Methanol has the weakest surface interaction of all the alcohols investigated and ben-
efits the most from the group-effect, and hence was the subject for the investigations
into the addition of influencers along with changing the molecular ratios. However,
as demonstrated in Chapters 4 and 5, aqueous ethanol and 1-propanol mixtures do
not have the same behaviour as aqueous methanol mixtures at hydrophobic inter-
faces. Therefore they will respond differently to changes in the system, which would
be a promising further area of research. Furthermore, so far, only alcohols with one
hydrogen bonding group (monohydric) have been considered. However, preliminary
results already demonstrate that alcohols with multiple hydrogen bonding groups
can also be used (polyhydric).
In Figure 6.1a, structures formed in a 50:50 mixture of propylene glycol (CH3CH(OH)
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CH2OH) and water on HOPG are presented. The first thing to note is that the addi-
tional hydrogen bonding capabilities afforded by the extra hydroxyl group makes the
structures stable, unlike the ones reported for the monohydric alcohol with the same
carbon chain length (1-propanol). The ability to form multiple hydrogen bonds also
appears to allow the direction of the assembly to change direction while maintaining
a continuous hydrogen bonded network (Figure 6.1a inset), giving the structures the
impression of being a patchwork of different row patterns. Repeat experiments of the
same propylene glycol-water system showed the structure formed could vary, with
two co-existing domains visible (Figure 6.1b). Interestingly, the two domains have
the same row periodicity, but the rows alternate in height in one of the domains.
Fig. 6.1: Self-assembled structures on HOPG in a 50:50 mixture of propylene glycol and
water. (a) The presence of two hydroxyl groups on the alcohol allows the direction
of the supramolecular row pattern to change direction while maintaining a con-
tinuous hydrogen bonded network (b-c). In (c) the dashed black line represents
the main row pattern which is changing direction. In this region, features other
than the main row patterns are also observed, examples of which are highlighted
by the white dashed lines. The location at which the rows change direction ap-
pears to be somewhat random, making the overall structure give the impression
of a patchwork of different row patterns (outlined by blue dashed lines in (a-b)).
(d) shows an example structure formed in a repeat of (a-c). Here two domains
have formed (boundary shown by white dashed line) which have the same row
periodicity, however for one, the height of the structure alternates between rows,
as shown by the line profiles taken across the green line and the blue line. The
scale bar represents (a) 100 nm (b,d) 10 nm and (c) 5 nm. The purple scale bar
represents a height variation of (a-c) 4 nm and (d) 2 nm.
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More generally, the observation of structures forming with polyhydric alcohol-water
mixtures further strengthens the argument that the principle of group-effect based
self-assembly can occur for many different types of molecules. However, they should
be small and capable of hydrogen bonding, such as ketones, aldehydes and amines,
all of which would be promising candidates for use in further investigations.
Nucleation and growth properties
The impact of factors such as temperature and molecular concentration on the nucle-
ation and growth properties of the alcohol-water assemblies has not been discussed
at length in this thesis. The assemblies can take several minutes to nucleate, after
which they grow rapidly, often covering the surface faster than can be imaged with
the AFM. The delayed nucleation and subsequent fast growth is in part a conse-
quence of the need for a group-effect to stabilise the structures, which introduces
an additional factor to the concept of a critical nucleus size (discussed in Chapter
1). The rapid growth of the patches meant that obtaining meaningful data regard-
ing nucleation and growth properties was difficult. A solution for this is to replace
the graphite with MoS2, where slower growth rates were observed (see Chapter 5).
However, considerations would need to be made because of the increased epitaxial
effects. An alternative approach would be to utilise surface patterning techniques.
Molecular groups can be covalently grafted onto graphite via an electrochemical
reduction, which would subsequently act as heterogeneous nucleation sites. Thus,
when using this approach, the exact location of certain nucleation sites would be
known beforehand and therefore the nucleation event and assembly growth could be
captured using the AFM.
Preliminary results indicate that further information may be gathered about the
assemblies by studying their response to extreme temperature changes. Figure 6.2
shows a monolayer formed in a 50:50 methanol-water mixture on HOPG before and
after the temperature was rapidly changed from 25oC to 65oC. Here the rapid tem-
perature change induces a structural reorganisation within the monolayer through
the growth of pre-existing pores, as well as a shrinking of the monolayer from the
edges. This also indicates that although the hydrogen bonded networks are capable
of remaining stable at higher temperatures, they struggle to cope with rapid changes
in the size of the thermal fluctuations, or thermal expansion of the HOPG substrate.
On the whole, studies into the impact of temperature would elucidate details regard-
ing the energetics of the assemblies and would be important considering the varying
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temperatures present in natural systems.
Fig. 6.2: AM-AFM images showing the effect of ramping the temperature from 25oC to
65oC at a rate of 1oC/s on monolayers formed in a 1% methanol-water mixture.
(a) The monolayer is initially relatively intact with a few pores represented by
the blue crosses. The white dashed line denotes the outline of the monolayer. (b)
After the rapid temperature change the monolayer becomes destabilised and the
monolayer surface area is reduced. The scale bar represents 1 µm. The purple
colour scale bar represents a height variation of 1.5 nm
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