Abstract-As an efficient distribution mechanism, peer-topeer technology has become a tremendously attractive solution to offload servers in large scale video streaming applications. However, in providing on-demand asynchronous streaming services, P2P streaming design faces two major challenges: how to schedule efficient video sharing between peers with asynchronous playback progresses? how to provide incentives for peers to contribute their resources to achieve a high level of system-wide Quality-of-Experience (QoE)? In this paper, we present iPASS, a novel mesh-based P2P VoD system, to address these challenges. Specifically, iPASS adopts a dynamic buffering-progress-based peering strategy to achieve high peer bandwidth utilization with low system maintenance cost. To provide incentives for peer uploading, iPASS employs a differentiated pre-fetching design that enables peers with higher contribution pre-fetch content at higher speed. Through packet-level simulations, it was demonstrated that iPASS can effectively offload server and the proposed distributed incentive algorithm motivates peers to contribute and collectively achieve a high level of QoE.
I. INTRODUCTION
Traditional Video-on-Demand (VoD) solutions employ video servers and content distribution network (CDN) to stream video to viewers. P2P technology utilizes resources available on peers and effectively offloads servers in large scale content distribution, such as file sharing and live video streaming. Recently, P2P technology has also been adopted to provide VoD services. To address the asynchronous user playback issue, the Cache-and-Relay approach has been proposed. Peers store downloaded video in memory or hard disk, and relay the cached video to other peers in future, leading to asynchronous P2P video sharing. Small video caching results in low P2P sharing efficiency in early Cache-and-Relay based systems. And the tree-like structured P2P topology [1] , [2] incurs high management overhead. New P2P VoD systems fully exploit the largely improved peer video caching capability for higher P2P sharing efficiency. In [3] , peers are effectively turned into distributed "video seeds" by caching a large volume of video clips on their hard disks. Longer video caching also makes it possible for P2P VoD systems to adopt robust meshbased topology [4] , [5] , [6] . In those systems, peers form one or multiple meshes randomly and exchange data with neighbors. Unlike in file sharing, in VoD systems, data sharing between peers are commonly uni-directional. Data flows from a peer to its neighbors with smaller playback progresses. We will show that random peering leads to poor peer resource utilization under this data flow directionality. How to design P2P VoD systems with high peer bandwidth utilization and low maintenance cost remains to be a challenging problem.
Providing incentives for peers to contribute their resources is an essential design component for P2P systems in general. In file sharing systems, peers are motivated to upload to other peers in order to achieve a higher download rate from the system, by employing the tit-for-tat policy. In live streaming systems [7] , peers are motivated to contribute more in order to get better playback quality. Due to the asynchronous peer playback progress and the data flow directionality, tit-fortat type of direct reciprocity incentive mechanism is not applicable in P2P VoD systems. It is critical to design incentive mechanism for P2P VoD systems to balance the system-wide QoE and service differentiations among heterogeneous peers.
In this paper, we present iPASS, a novel mesh-based P2P VoD system, to address the previously described efficiency and incentive issues (a full version of this paper can be found in [8] ). iPASS adopts a dynamic Buffering-ProgressBased (BPB) peering strategy to achieve high peer bandwidth utilization with low system maintenance cost. To provide incentives for peer uploading, iPASS employs a differentiated pre-fetching design that enables peers with higher contribution pre-fetch content at higher speed. A distributed adaptive taxation algorithm is developed to balance the system-wide QoE and service differentiations among heterogeneous peers. To assess the performance of iPASS, we built a detailed packetlevel P2P VoD simulator and conducted extensive simulations with prolonged duration.
The remaining of this paper is organized as follows. The main design components are outlined in Section II. The detailed system implementation is presented in Section III. We present the simulation results in Section IV and conclude in Section V.
II. IPASS: DESIGN OVERVIEW

A. Modeling of Swarming-based Peer-assisted VoD System
In peer-assisted VoD systems, servers host publishers' videos and stream them to peers upon requests. To save bandwidth consumption on servers, peers viewing the same video form a P2P overlay network and redistribute videos among themselves. Severs are responsible for maintaining peers' playback continuity. If a peer cannot download video data from other peers before the playback deadline, it will download the missing data from the server directly, conse- has uploaded to other peers since it joins the system. If the buffer level τ i of peer i is lower than the playback buffering threshold w rd , it is downloading the missing chunks in the continuous playback range. We call the peer is in the normal playback mode. If the buffer level τ i is higher than the playback buffering threshold w rd , the peer is downloading chunks outside of the playback range. We call the peer i is in the pre-fetch mode.
Peers are assumed to have enough storage to cache what they ever playbacked. In terms of copyright issue, the content in the cache will disappear once the belonging peer quits the application (Similar as YouTube), and cannot serve as seed when it logins in the system next time. We also assume peers are not strategic but obedient to unveil their truthful information to each other.
B. Buffering Progress Based Peering
First we investigate the impact of asynchronous peer playback on the efficiency of content sharing among peers. Suppose peer selects neighbors randomly and independently and divides its upload bandwidth equally to all its receivers. The video length is L and each peer has homogeneous upload bandwidth u. At a given time instant, we assume peers' playback progresses are uniformly distributed among [0, L].
Proposition 1: The expected download rate of a peer with playback progress x from other peers can be approximated by
The above proposition shows that the expected possible download rate drops logarithmically as the playback progress increases (please refer to [8] for proof). For peers with larger playback progress, due to the random neighbor selection, they will find in their random neighbor set fewer suppliers from which they can download video from. In addition, a supplier with larger progress will be able to serve more download requests. Due to the equal bandwidth sharing, it will upload to each of its receivers at lower rate. These two factors conspire and lead to low download rates for peers with large playback progress. This shows elaborate design is required to improve peer bandwidth sharing efficiency.
The bandwidth sharing efficiency in P2P systems is mainly determined by two factors: how peers are connected and how a peer allocates its bandwidth to its neighbors. The former one decides how best the latter one can make with limited peering degree. We have demonstrated that random peering and equal bandwidth sharing is not efficient for asynchronous P2P VoD systems. Peers with larger playback progress have less opportunity to download from the P2P network. Intuitively, to increase the download rate of peers with large progress, the upload from peers close to the end of the streaming session should not be invested to peers just joined the session. More generally, we propose the Buffering Progress Based(BPB) peering to let peers connect to peers with close buffering progress. Peers form one structured mesh overlay with BPB peering strategy, instead of forming multiple sessions in patching [2] by grouping peers according to arrival time within certain threshold. In the mesh topology constructed under BPB, peers with similar playback progresses are strongly connected. Parts of the peers may be suppliers with larger buffering progress, or receivers with buffering progress lagging behind. And parts of them have very close progress and overlapping download interests, they may act as either supplier or receiver. On top of the BPB mesh, peers adaptively allocate their bandwidth to their neighbors to minimize the complementary streaming requests to servers.
C. Adaptive Taxation Based Pre-fetching
To maintain their playback continuity in face of peer churn and network dynamics in P2P video systems, peers normally buffer certain amount of data ahead of the playback progress. Furthermore, in P2P VoD systems, peers with high download rate can pre-fetch content beyond their playback points and potentially become seeds, namely, nodes with the whole content, long before their playback ends. From the system point of view, more seeds in the system, more efficient the content sharing among peers. From individual peers point of view, with pre-fetched content in the buffer, they can enjoy smooth non-linear viewing operations, such as fast-forwarding and jumping. Moreover, peers can finish the download process of the whole content before they finish the playback, and they have options to leave the system to proceed other Internet applications without interference.
Providing incentive in asynchronous VoD system is challenging. The asymmetric data flows between peers with different playback progresses make direct reciprocity incentive mechanisms, such as tit-for-tat of BitTorrent, infeasible. In our design, we use pre-fetching as an incentive to motivate peers to contribute more to obtain higher download rate from the system. To coordinate the asynchronous demands of peers and maintain system-wide Quality of Experience (QoE), we
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propose a Adaptive Taxation scheme to regulate the prefetching on heterogeneous peers. Original taxation scheme [9] is applied to provide incentive in live streaming system. The bandwidth can be regarded as peer's wealth. Resource-rich peers contribute more bandwidth to the system, and subsidize for the resource-poor peers. The tax regulated redistribution of peer wealth helps improve the social welfare and then reduce server cost. The tax ratio is fixed in the original scheme. To achieve budget balanced, the demogrant (i.e., one peer who does not contribute anything, still receives the demogrant rate) rate is adaptive. However, the situations differ in adaptive taxation scheme. Instead of differentiated playback quality, peers in peer-assisted system differ from download rate and have base playback rate guaranteed. Therefore in our adaptive taxation method, the demogrant rate is fixed to be equal to the playback rate and tax ratio should be adaptive. Suppose we pose a taxation ratio t on peers. Then one peer with contribution level c i and lifetime T i , could get the average download rate r i to accumulate expected buffer level
To make the aggregate tax revenue r i and budget expenditure c i /T i balanced, the taxation ratio t needs to be adaptive to the system wide resource availability. To decide the ratio, we have
. In a resource rich system, peers accumulate different amount of buffering levels proportional to their contributions and the system tax rate t. In a resource deficit system with small peer average bandwidthū < r, peers bandwidth are not enough to sustain their normal playback demands and needs help from the server. In this case, it could be difficult for any peer to accumulate large buffering level and t → ∞, then peers try to fetch chunks in the continuous playback range. A distribution protocol with the adaptive taxation is introduced in the following sections.
III. IPASS: SYSTEM DESIGN
A. Architecture
Similar to most deployed large scale P2P streaming systems, iPASS employs a tracker to keep track of peer arrivals and departures. The tracker maintains a list of active peers in the system. When a new peer joins in, it first contacts the tracker for an initial peer list. Then new peer makes connections to peers on the returned list and starts to exchange signaling information and video data with them. Through signaling, peers exchange with their neighbors information about their buffering progresses, contribution levels and neighbor lists. iPASS adopts the pull based data exchange mechanism. A peer pulls video chunks from its neighbors by sending download requests. To avoid contention due to uncoordinated requests to the same peer, we introduce pull tokens for peers. Each peer periodically sends out pull tokens to its neighbors to give them permissions to pull chunks from him. The total number of tokens that one peer sends out is determined by the number of chunks that it can serve in each round. The number of tokens that a peer sends to a neighbor is determined by the contribution level of the neighbor, and is calculated by a distributed implementation of the ATB pre-fetching algorithm described in the previous section. Due to asynchronous prefetching, a peer may become out-of-sync with its neighbors. If so, to maintain the BPB peering, it needs to change its neighbors. A peer will find new neighbors by querying the tracker or searching through its neighbors' neighbor lists. For example, idle seeds and peers lacking enough number of suppliers may turn to find complementary neighbors.
B. BPB Peering Implementation
The key to BPB peering is to find peers with close buffering progresses. To facilitate BPB peering, the tracker sorts the list of active peers according to their arrival times. When a new peer joins in, the tracker records its arrival time and append it to the end of peer list. Then the tracker will return the new peer with an initial peer list consisting of a number of random peers at the end of the list. Those peers will be the suppliers for the new peer.
With pre-fetching, buffering on peers advance at different rates. A peer joins the system later can possibly download video faster than his neighbors who arrived earlier and gain larger buffering progress. Once this happens, the download rate of the peer will be slowed down due to the lack of enough suppliers. The peer should then trigger dynamic BPB peering to find more suppliers satisfying the BPB peering criterion. Fig. 1 shows a simplified example of dynamic BPB peering. Towards the goal of downloading the whole video, node n a runs on the "express track" with larger download speed, while its neighbors runs on the "local track" with smaller download speed. As time evolves, it catches up with the buf f ering progress express local n 1 n 2 n 3 n 4 n 5 n a n 1 n 2 n 3 n 4 n 5 n a n b n c Fig. 1 . Dynamic BPB peering buffering progress of its neighbors. To maintain its download rate, it connects with n 1 with larger buffering progress and disconnects from peer n 5 with the smallest buffering progress. To facilitate this dynamic BPB peering, a centralized solution is to have the tracker keep track of peers' buffering progresses and help peers to find new neighbors with close buffering progresses. Peers need to periodically report their current buffering progresses to the tracker. And the tracker also needs to constantly resort the peer list. This will incur large signaling and processing overhead on the tracker and peers. On the other hand, peers constantly exchange their buffering progresses with their neighbors. Due to dynamic BPB buffering, there is a good chance that a peer, even doing fast pre-fetching, can find peers ahead of him by searching through the neighbor lists returned by its neighbors. Then
instead of requesting from the tracker, peers can request complementary peer lists from neighbors and pick appropriate peers with close buffering progress to connect.
C. Chunk Scheduling between Neighbors
In iPASS, peers need to frequently collect information from their neighbors and exchange data availability using buffer-map. Once all chunks in the playback range have been retrieved, it enters into the pre-fetching mode and starts to download chunks falling into its pre-fetching window. iPASS employs pull-based approach. Peer needs to handle the token distribution and pull requests among receivers, denoted by the set ψ, consisting of peers with missing chunks either overlapped or totally covered by chunks already buffered by this peer. Peer i periodically sends tokens to peers in set ψ(i) to give them permission to pull data from him. The number of tokens that peer i sends is determined by how many chunks it can serve within each round. In the strategy without prefetching, the tokens of peer i is randomly distributed to peers in ψ(i). In the pre-fetching mode, the token distribution should be conducted to maintain normal playback on all peers and enable differentiated pre-fetching based on peers' contribution. We developed a distributed token distribution algorithm to realize ATB pre-fetching.
Algorithm 1: ATB Token Distribution on Peer
The ATB token distribution algorithm is presented in Algorithm 1. Instead of assessing a universal tax ratio based on global information, peers deduce it locally based on information from their neighbors. The tax ratio t calculated by peer i is the ratio between the aggregate buffering levels and the aggregate contribution levels of peer i's neighbors. The target buffering levelτ k of a neighbor k is its contribution level c k divided by t. Then peer i determines the expected tokens e k to peer k asτ k − τ k . ATB scheduling gives neighbors in the normal playback mode priority in access tokens. If a neighbor k's buffer progress τ k falls behind the playback buffering threshold w rd , peer i will give at least w rd − τ k tokens to peer k so that it can download chunks in the playback range. After calculating e k for all its neighbors, the peer can determine the fraction of tokens for each neighbor in this round and then assign tokens according to the distribution.
After a peer receives pull tokens from all its neighbors, it will decide from which neighbor to pull which chunk. Various chunk requesting algorithms in live streaming, such as rarestfirst or oldest-first, can be applied. In a simplified manner, one can request missing chunks randomly from the neighbors which hold the chunk and also send the token. Tokens from a neighbor will be disposed if the peer does not send pull request to that neighbor in this round. This is to avoid disturbances to the efficiency of scheduling in future rounds.
IV. PERFORMANCE EVALUATION
We use simulations to evaluate the performance of the proposed peering and pre-fetching strategies. bpbp_np and ranp_np refer to the BPB-peering and random peering strategies without pre-fetching respectively. bpbp_inc refers to our iPASS strategy, the combination of the BPB-peering with ATB pre-fetching. A random peering strategy with pre-fetching is denoted by ranp_wp.
A. Simulation Setup
We developed a packet-level event-driven simulator, which adopts the infrastructure of the simulator engine of [10] simulating the end-to-end latency in terms of real-world latency measurement results. There are three DSL types of nodes with bandwidth 1Mbps, 384kbps and 128kbps. The video streaming rate is 400kbps and each chunk has 5 KB size. We vary the distributions of these nodes to adjust the normalized peer average bandwidth. In the simulation, we use a single video with 30mins length. One single simulation round lasts for 90mins to get a better view of the system behavior. The peer arrivals follow the Poisson process with arriving rate λ = 1/4 per second. The number of online peers maintains constantly around 500 after the startup phase and there are around 1, 500 peers joining the system during the whole session. The default number of neighbors of each peer is 15. The size of the playback buffering threshold and pre-fetching window are both 4 seconds. Peers broadcast buffer-map messages every 0.5 second and the token number information is piggybacked within the message. The server bandwidth cost consists of two parts, due to the complementary pull from peer for missing chunks and request scheduled from peers who receive the tokens from server respectively. The number of tokens sent out periodically from server corresponds to 1Mbps.
B. Numerical Results
1) Effectiveness on server cost saving:
We begin by showing the evolution of server cost during one simulation session. Fig. 2(a) shows the instant aggregate user demand and the peer bandwidth when the normalized average peer bandwidth(ρ) equals to 1.3. There are no peers in the system at the beginning. The first peer finished playback and leave the system at 1, 800 second. The time period [0, 1, 800] is the system startup phase. Fig. 2(b) presents the instant server cost under the different strategies. We can observe that the server cost of random peering strategies increase almost linearly at the startup phase as the number of peers increases, then the curves oscillate closely with the instant peer average bandwidth. However, for BPB-peering strategies, it is interesting to observe that the server cost increases in a short period and maintains almost constant at the startup phase. Peers join the system early have limited data to share with each other. The server has to stream data to them directly. When more peers get into the system, peers start to download data from each other. When the startup phase is over, the server cost drops nearly to zero in bpbp_inc strategy. Later simulation results show that a certain amount of peers evolve into seeds can take the place of the server. Without pre-fetching, bpbp_np is also sensitive to the average peer bandwidth resource. It successfully control the server cost at low level. We can find when ρ = 1.3, in the comparison of original streaming solution without P2P support, the random-peering without prefetching strategy (ranp_np) can save at least around 75% server bandwidth. The saving can be improved to 85% with pre-fetching. With BPB-peering, the bpbp_np can enhance the saving further to around 95%. Moreover, bpbp_inc can sustain the system without server cost after the startup phase.
Next we examine the server cost savings with different normalized peer average bandwidth. Fig. 3(a) shows the average server cost after the first 50 mins. As the system resource increases, the cost of all strategies drops. bpbp_np and bpbp_inc both achieve most bandwidth saving. Especially bpbp_inc can sustain itself without server when ρ > 1.2. The BPB-peering can effectively improve the scheduling efficiency, which results in more server bandwidth saving. Pre-fetching enables peers to download future content with extra bandwidth, thus reduces the possibility of data pull from the server in the future.
2) Impact of Differentiated Pre-fetching: We study the system performance with differentiated pre-fetching. Fig. 3(b) plots the correlation between peer's download rate and contribution level as ρ = 1.4. The crosses closely scatter along the linear fitting line, which indicates larger contribution peers can finish download faster. Peers in the deficit region are believed to be among the earliest batch of peers which can hardly find other suppliers to maintain the deserved download rate although they contribute a lot. As more and more peer become seeds, the download times of all peers decrease correspondingly. But the peers with larger contribution still 
V. CONCLUSION
In this paper, we present the design of iPASS, a novel meshbased P2P VoD system. iPASS achieves high peer bandwidth utilization at low system maintenance cost by adopting a dynamic buffering-progress-based peering strategy. To provide incentives for peer uploading, iPASS employs a differentiated pre-fetching design that enables peers with higher contribution pre-fetch content at higher speed. We further demonstrated that pre-fetching on peers can be coordinated by an adaptive taxation algorithm to simultaneously maintain system-wide QoE and provide service differentiations among peers with different contributions. Through detailed packet-level simulations, we show that iPASS can efficiently offload server and achieve the desired balance between the system-wide QoE and service differentiations among heterogeneous peers.
