ARFIMA models generated an enormous amount of interest in the literature about three decades ago. However, this interest vaned after Granger (1999) showed that an ARFIMA process might have stochastic properties that do not mimic the properties of the data at all. The empirical results of our research in which we used exchange rate data for the analysis, show that a variant of an ARFIMA process indeed can beat the ARFIMA, the Random Walk and the ARMA process of the order one in out of sample forecasting. This indirectly indicates that our variant of the ARFIMA process can be considered as the data generating process for the long memory time series.
Introduction
The search for a model which can outperform random walk in out of sample forecasting was started about two decades ago in two important areas of study: volatility modelling and purchasing power parity (PPP) hypothesis. In volatility modelling, it has been recognized that the simple random walk can outperform many sophisticated volatility models in out of sample forecasting, while in purchasing power parity research, the existence of mean reverting behaviour in exchange rates has not been established convincingly yet. In research on mean reversion behaviour, the most significant negative results were obtained by Meese and Rogoff (1983a, b) . They evaluated the predictive ability of a series of linear structural exchange rate models and found that none was able to consistently outperform a simple random walk for all the known exchange rates and horizons. This seemingly robust result was then put into dispute when Mark and Sul (2002) , Rapach and Wohar (2002) , and Faust, Rogers and Wright(2003) obtained some evidence of linear structural models outperforming random walk models. Recent work done by Taylor, Sarno, Clarida and Valente (2003) using nonlinear models show the promising positive result that there are structural models which can outperform random walk models in out of sample forecasting, or to put it differently, there is mean reverting behaviour in exchange rate.
In this paper, we offer another structural model based on a long memory process, which can outperform the random walk soundly. Our approach is by adding an explanatory variable into the ARFIMA long memory model. This explanatory variable is chosen based on the research finding of Taylor, Sarno, Clarida and Valente (2003) that there is nonlinearity in exchange rates. Our dependent variable is made up of two components: the intrinsic y component and its logarithmic counterpart. By using this transformation, we are able to use this compound dependent variable to capture the nonlinear behaviour of the exchange rate. This is because ln y is a nonlinear function. Equivalently, we can view the ln y component as an explanatory variable just as the first lag of y is acting as an explanatory variable in a first order autoregressive model. March, 2008 143 The rest of the paper is organized as follows. In section 2, we briefly review ARFIMA processes and outline the empirical estimation methodology used in the rest of the paper. Section 3 describes how we construct our YQ-ARFIMA model. Section 4 discusses three predictive accuracy techniques, while in section 5, we outline the predictive model selection procedures used in the research. In section 6, we present the empirical analysis. Section 7 presents one application of our model and we conclude this paper in section 8.
The ARFIMA Long Memory Process
There are basically two experimental evidence, which show that a long memory process is very useful in long horizon forecasting. However, there is also one experimental finding that a long memory process is not suitable for forecasting. The two experimental evidences are as follows:
Going back to the 1960s, experience of nonparametric spectral estimation for many economic time series has suggested very marked peakedness around the zero frequency. This essentially suggests that the maximum likelihood of events happening will be at a low frequency. Moreover, a low frequency component is closely related to the long run dynamics of the process. However, at frequency 0 = λ , we can have two conditions: one, the spectral density function is bounded and the other one is unbounded. In a long memory process, an ARFIMA model would have its spectral density function unbounded at frequency 0 = λ , making it more suitable for long horizon forecasting. In terms of autocorrelation, ARFIMA models show characteristics of hyperbolic autocorrelation decay patterns when modelling economic and financial time series. Despite these positive evidences, one piece of negative evidence has emerged around 1999, when Granger acknowledges that an ARFIMA model might have stochastic properties that essentially do not mimic the properties of the data at all. With this experimental evidence in mind, we shall now present the prototypical ARFIMA model examined in the literature. The standard ARFIMA model is shown below,
is the fractional differencing parameter or rather the memory parameter, and t u is the white noise. This process is covariance stationary if -0.5 < d < 0.5, with mean reversion when d < 1. The lag polynomials shown in equation (1) can be easily expanded to reveal the importance of the hyperbolic decay property of ARFIMA. This is shown in equation (2)
Long Memory Model Estimation
Long memory model estimation essentially boils down to the estimation of the memory parameter d, which describes the characteristics of the autocorrelation of the series. There are a few estimation techniques for the value of d, notably the semi-parametric estimation procedure of Geweke and Porter-Hudak(1983) , and Robinson(1995) , modified rescaled range estimator of Lo(1991) , and the exact local Whittle estimator of Shimotsu and Phillips (2004) . We focus only on the GPH estimator (Geweke and Porter-Hudak) since its computation is easier and its range of errors is acceptable when it is used for comparison purposes. The GPH estimation is basically a two step procedure. It begins with the estimation of d, which is based on the log-periodogram regression. It is given by equation (3) The critical assumption for this GPH estimator is that the spectrum of the ARFIMA(p,d,q) process is the same as that of an ARFIMA(0,d,0) process. Robinson (1995a) shows the following asymptotic result,
for -0.5 < d < 0.5 and j = l,..,m in the equation for j λ above. Equation (5) is due to Robinson, and essentially implies that for d between -0.5 and 0.5, the long memory process is stationary and invertible. If the value of d is outside this range, Robinson suggested that we difference the series until d is within the specified range for stationarity and invertibility.
YQ (Note 2)-ARFIMA Model
Recently, intense interest has been growing in nonlinear modelling especially in modelling exchange rates. This is largely due to the positive result obtained through nonlinear modelling; for example, a research finding by Taylor, Sarno, Clarida and Valente (2003) , shows that exchange rate has nonlinear characteristics. By constructing a three regime switching intercept heteroskedatic VECM model, they are able to show that their model can beat the random walk. We follow the direction used by this piece of research, that is, we try to capture the nonlinearity of the exchange rate by incorporating another component into the dependent variable of the standard ARFIMA model which is given by equation (1). We assume that exchange rate is constructed by an additive method with a linear component added to a nonlinear component. The nonlinear component is generated by a nonlinear transformation of the linear component. Thus, we have the YQ-ARFIMA model given by
where B(z) = 0 has roots inside the lag polynomials and c is a constant.
3.1Theoretical Analysis of the YQ-ARFIMA Model
We are interested in two special cases of the general model set up as in equations (6), (7) and (8). They are: Combining equation (6), (7) and (8), and after recognizing that B(L) has an inverse, we obtain the following equation
For the first case, we use mainly equation (9) for empirical analysis. Notice that in equation (9), we can treat t y ln as an explanatory variable for the standard ARFIMA. We can use Hermite polynomials to verify equation (10).
A special mention must be made of equation (11), which reveals very clearly that the forecast values are accurate because this equation (11) when t y is small after expanding it using the Taylor expansion. This simply means that the R squared value is close to unity, which in turn implies that it is a very good forecasting model.
Predictive Ability Evaluation Techniques
We shall use three evaluation techniques for evaluating the predictive ability of YQ-ARFIMA, ARFIMA, RW and ARMA. The first one is by using root mean square error (RMSE). It is essentially similar to mean square prediction error (MSPE). The difference is that we do not assume the loss function to be quadratic in nature.
Ratio G of RMSE Measure
We compare the predictive ability of two models by defining the ratio of their respective RMSE measure, where the RMSE measure of the benchmark model 0 is the denominator and the RMSE of the model 1 is the numerator. Thus, we define the following:
If the ratio G > 1, this means that model 0 is a better forecasting model than model 1 by G times. On the other hand, if G < 1, then model 1 is a better forecasting model than model 0. One word of caution, this ratio G can be taken as a rough guide only because we have not established its distributional properties yet. To fulfil this deficiency, we shall present a simple but accepted to be good enough model evaluation technique for non-nested models in the next subsection. Diebold & Mariano (DM) Statistic (1995) We use the simple version of the DM statistical test, that is, the Sign Test. This simple test is used because we have obtained an affirmative result from the ratio of RMSE test, and by this test, we have extended the result from the ratio of RMSE test for the sample to that of the population. 
4.2The
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We further assume that the loss differentials are iid, which simply means that the models must be non-nested, and that the number of positive loss differential observations in a sample of size T has the binomial distribution with parameters T and 0.5 under the null hypothesis that the two models have similar forecasting abilities against the alternative hypothesis that the two models have different forecasting abilities. With that, we have the following results:
For small samples, we have the sign-test statistic as given by
where
Using a table of the cumulative binomial distribution, we may obtain and assess the significance of the test. However, if the sample size is large, we use the studentized t test to approximate the distribution. The studentized statistic is given by
One word of caution: because we have assumed that the loss differential series is iid, the above test can only be applied to non-nested models. Otherwise, the limiting distribution will be non standard. However, if we use a Newey-West (1987) type estimator for the DM test, then the tabulated critical values are quite close to those for the N(0,1). Moreover, the non-standard limit distribution is reasonably approximated by a standard normal in many contexts (see McCracken (1999) for tabulated critical values). Furthermore, this DM test is suitable for evaluating the predictive ability of non-nested models only.
The Clark and McCracken Encompassing Test (CM statistic)(2001)
This CM statistic is designed for comparing nested models. This CM test is conducted for the purpose of further confirming the empirical results obtained by using the ratio of RMSE measure and the DM test, as the latter two tests have not eliminated the chances that the two models concerned may be nested. This test has the same null hypotheses as the DM test, except that the alternative is model 1 can outperform model 0. Thus, CM statistics is given by: 
Predictive Model Selection
We use forecast horizons of 5 steps, 20 steps, 60 steps and 240 steps to correspond to 1 week, 1 month, 3 months and 1 year, respectively. We first split the sample of size T into two equal halves. The first half is used to produce 0.25T recursive (and rolling) predictions. The other 0.25T observations are used as the initial sample for estimating the parameters for the next step of the predictions. To put it differently, parameters are updated before each new prediction is constructed. These predictions are then used to obtain the best YQ-ARFIMA, ARFIMA, RW and ARMA by comparing the out of sample root mean square forecast errors.
After selecting the best YQ-ARFIMA, ARFIMA, RW and ARMA models, we fix the respective specifications for the ratio of RMSE test, DM test and CM test for the evaluation of predictive ability. Table 1 shows the respective specifications selected for the various best models. ( See Table 1 )
The Empirical Analysis
In this empirical analysis, we have conducted two experiments: one, we determined the values of the RMSE measure for 15 exchange rates around the globe and two, we determine the RMSE measure, the DM statistics and the CM statistics for 6 exchange rates specially selected to represent different parts of the globe. For the first experiment, we conducted only point forecasts. However, for the second experiment, we performed point forecasts as well as interval forecasts. The results of the first experiment are recorded in Table 2 and the results from the second experiment are recorded in Table 3 to Table 13 .
Analysis of the first experimental results
This first experiment was aimed at testing the robustness of the YQ-ARFIMA with regard to different exchange rates around the globe. In this experiment, we performed only the recursive forecasts and the forecast horizon is 8 periods only. Moreover, the sample size is fixed at 1000. Column 6 of Table 2 shows that there are 6 exchange rates and 9 exchange rates where the YQ-ARFIMA model is better than RW in out of sample forecasting on the average about 49 times and 5 times, respectively. As for the YQ-ARFIMA model versus ARFIMA model, the former is about 45 times and 6 times better than the latter for same 6 exchange rates, and for the other 9 exchange rates, the YQ-ARFIMA model is better about 6 times. With regard to RW model versus ARFIMA model, the former is better than the later for 9 out of the 15 exchange rates.
Thus, on the whole, the YQ-ARFIMA model can outperform the RW model and ARFIMA model in out of sample forecasting soundly. In addition RW model can outperform ARFIMA model in 9 out of the 15 exchange rates. However, we have used the ratio of the RMSE measure for comparison which is accurate for the samples concerned. These spectacular results may not be valid for population in general as we have not accounted for the distributional properties of the ratio of the RMSE measure. (See Table 2 )
Analysis of the second experimental results
In this experiment, we have conducted three investigations: one, we determined the robustness of the first experimental results with regard to variation in sample sizes and forecast horizons, two, we tested these results by using the Diebold and Mariano statistical test and three, we tested the results again by using the Clark and McCracken test. This last test is necessary in order to ensure that the nestedness of the two models will not affect our final results.
Comparison of the ratio of RMSE measures
With respect to sample size, in column 3 of Tables 3, 4 , 5 and 6, the YQ-ARFIMA model beat random walk soundly for sample sizes 500, 1000, 2000 and 5000, except that in the case of the recursive scheme for sample size 1000, it lost to the RW model for the case of the British pound at a forecast horizon of 20 periods only, and for sample size 2000 for case of the Euro dollar also at a forecast horizon 20 periods. However, for the case of rolling scheme, the YQ-ARFIMA model performs much better. It lost to RW only for one case, i.e., the British pound at forecast horizon 240 periods. In general, the YQ-ARFIMA performs better at the short horizons of 5 periods and 20 periods, both for the recursive and the rolling schemes of forecast. Tables 3, 4 , 5, and 6, the former is better than the latter on the average by more than 10 times. Only at three instances for the case of recursive forecast, was the ARMA model is better than the YQ-ARFIMA model that is, for the British pound with sample size 500 at a forecast horizon of 20 periods; with sample size 2000 at a forecast horizon of 240periods, and for the Euro dollar with sample size 2000 at a forecast horizon of 240 periods. For the case of rolling forecast, there are two instances where the ARMA model is better than the YQ-ARFIMA model, that is, for the British pound with sample size 2000 at a forecast horizon of 240 periods, and for the Malaysian ringgit with sample size 2000 at a forecast horizon of 5 periods.
As for the RW model versus the ARFIMA model, the former can still beat the latter marginally. However, for sample size 2000, the two models are equal on the average for recursive forecast but for rolling forecast, the RW model lose to the ARFIMA model. (See Table 3 , 4, 5 and 6)
Evaluation of predictive ability-DM statistic
For the YQ-ARFIMA model versus the RW model, the DM statistics are all negative with absolute values more than 2 for sample sizes 500, 1000, 2000 and 5000, and for horizons 5 periods, 20 periods, 60 periods and 240 periods. This simply means that the null hypothesis of equal models is rejected and that the loss differential for the YQ-ARFIMA model is smaller than the RW model, which implies that the YQ-ARFIMA is a better forecasting model than the RW model in out of sample forecasting.
As for the YQ-ARFIMA model versus the ARFIMA model, we obtain a similar result except that with sample size 5000 at a forecast horizon 20 periods, the null hypothesis is accepted. As for the ARFIMA model versus the ARMA model, we find that the ARMA model is better than the ARFIMA model for about 26 instances, whereas the ARFIMA model is better the ARMA model for about 32 instances. (See Table 7 , 8, 9, and 10) 6.2.3 Evaluation of predictive ability-CM statistic
It must be noted that the DM statistic is intended to be applied to non-nested models. What if the two models are nested?
In that case, we have to use the Clark and McCracken statistic (CM statistic). As the main objective of this paper is to prove that the YQ-ARFIMA model can beat the random walk model, we shall conduct this CM test only for the YQ-ARFIMA model versus the RW model for the selected 6 exchange rates for sample sizes 500, 1000, 2000, 5000 and at forecast horizons 5 periods, 20 periods, 60 periods and 240 periods. The results are recorded in Table 11 , which shows that the YQ-ARFIMA model beat the random walk (RW) model rather convincingly. (See Table 11 )
One application of the YQ-ARFIMA model
Since our model can outperform many other existing models in out of sample forecasting, there would be many uses for the YQ-ARFIMA model. In this section, we shall present one application of the YQ-ARFIMA model. For the past two decades, many research papers have been investigating the mean reversion behaviour of exchange rates. Until now, this controversy still remains to be settled convincingly, especially with regard to the exchange rate after the breakdown of the Bretton Woods System in 1973. Many tools for testing the mean reverting behaviour have used the notably more powerful unit root test, panel data analysis and fractional cointegration. However, no consensus has been reached on the mean reversion property of exchange rates. Since our model can beat the random walk model soundly, it can be used to show this mean reverting behaviour. The idea is as follows: If the YQ-ARFIMA model can beat the random walk model for one particular exchange rate, then this exchange rate cannot show 100 % persistency since the random walk is not the data generating process of the exchange rate. If not fully persistent, this implies that the exchange rate has some degree of stationarity, or to put it differently, there is mean reverting behaviour for this set of data. We test this idea by using the exchange rate British pound per unit US dollar (UKEX) UKEX has been shown to exhibit mean reverting behaviour by using two centuries of exchange rate data (see Lothian, James and M. Taylor, 1996) . We shall show the same result by using data after the breakdown of the Bretton Woods System. We test whether the YQ-ARFIMA model can beat the random walk model in out of sample forecasting by using the said data set. If a positive result is obtained, we shall conclude that indeed, the British pound per unit US dollar exhibits mean reverting behaviour. 
Conclusion
We have shown convincingly that the YQ-ARFIMA model can beat the random walk model in out of sample forecasting. We have used the ratio of RMSE measure, DM test and CM test to verify the above result. However, we have not used a Newey and West type of estimator for the variance used in these two tests. We think that it is not necessary because the ratio of RMSE measure is very large indeed for it to be invalid in statistical testing.
As for the uses for our model, we have shown how to use it to test the mean reverting behaviour of exchange rates. With this new tool, we hope to put to rest the controversy of mean reversion and its existing testing tools. With this accurate model, we can devise more accurate volatility models with a long memory or a short memory data generating process. We also can use the YQ-ARFIMA model to devise an early warning system for currency attack. 
