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Abstract
Consider a regression problem where there is no labeled
data and the only observations are the predictions fi(xj) of
m experts fi over many samples xj . With no knowledge on
the accuracy of the experts, is it still possible to accurately
estimate the unknown responses yj? Can one still detect
the least or most accurate experts? In this work we propose
a framework to study these questions, based on the assump-
tion that the m experts have uncorrelated deviations from
the optimal predictor. Assuming the first two moments of
the response are known, we develop methods to detect the
best and worst regressors, and derive U-PCR, a novel prin-
cipal components approach for unsupervised ensemble re-
gression. We provide theoretical support for U-PCR and il-
lustrate its improved accuracy over the ensemble mean and
median on a variety of regression problems.
1. Introduction
Consider the following unsupervised ensemble regression
setup: The only observations are an m × n matrix of real-
valued predictions fi(xj) made by m different regressors
or experts {fi}mi=1, on a set of unlabeled samples {xj}nj=1.
There is no a-priori knowledge on the accuracy of the ex-
perts and no labeled data to estimate it. Given only the
above observed data and minimal knowledge about the un-
observed response, such as its mean and variance, is it pos-
sible to (i) rank them regressors, say by their mean squared
error; or at least detect the most and least accurate ones?
and (ii) construct an ensemble predictor for the unobserved
continuous responses yj , more accurate than both the in-
dividual predictors and simple ensemble strategies such as
their mean or median?
Our motivation for studying this problem comes from sev-
eral application domains, where such scenarios naturally
arise. Two such domains are biology and medicine, where
in recent years there are extensive collaborative efforts to
solve challenging prediction problems, see for example the
past and ongoing DREAM competitions1. Here, multi-
ple participants construct prediction models based on pub-
lished labeled data, which are then evaluated on held-out
data whose statistical distribution may differ significantly
from the training one. A key question is whether one
can provide more accurate answers than those of the in-
dividual participants, by cleverly combining their predic-
tion models. In the experiment section 5 we present one
such example, where competitors had to predict the con-
centrations of multiple phosphoproteins in various cancer
cell lines (Hill et al., 2016a). Understanding the causal re-
lationships between these proteins is important as it may
explain variation in disease phenotypes or therapeutic re-
sponse (Hill et al., 2016b). A second application comes
from regression problems in computer vision. A specific
example, also described in Section 5, is accurate estimation
of the bounding box around detected objects in images by
combining several pre-constructed deep neural networks.
The regression problem we consider in this paper is a par-
ticular instance of unsupervised ensemble learning. Mo-
tivated in part by crowdsourced labeling tasks, previ-
ous works on unsupervised ensemble learning mostly fo-
cused on discrete outputs, considering binary, multiclass
or ordinal classification (Johnson, 1996; Sheng et al., 2008;
Whitehill et al., 2009; Raykar et al., 2010; Platanios et al.,
2014; 2016; Zhou et al., 2012). Dawid and Skene (1979)
were among the first to consider the problem of unsuper-
vised ensemble classification. Their approachwas based on
the assumption that experts make independent errors con-
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ditioned on the unobserved true class label. Even for this
simple model, estimating the experts’ accuracies and the
unknown labels via maximum likelihood is a non-convex
problem, typically solved by the expectation-maximization
algorithm. Recently, several authors proposed spectral and
tensor based methods that are computationally efficient
and asymptotically consistent (Anandkumar et al., 2014;
Zhang et al., 2014; Jaffe et al., 2015).
In contrast to the discrete case, nearly all previous works
on ensemble regression considered only the supervised set-
ting. Some ensemble methods, such as boosting and ran-
dom forest are widely used in practice.
In this work we propose a framework to study unsupervised
ensemble regression, focusing on linear aggregation meth-
ods. In Section 2, we first review the optimal weights that
minimize the mean squared error (MSE) and highlight the
key quantities that need to be estimated in an unsupervised
setting. Next, in Section 3 we describe related prior work
in supervised and unsupervised regression.
Our main contributions appear in Section 4. We propose a
framework for unsupervised ensemble regression, based on
an analogue of the Dawid and Skene classification model,
adapted to the regression setting. Specifically, we assume
that the m experts make approximately uncorrelated er-
rors with respect to the optimal predictor that minimizes
the MSE. We show that if we knew the minimal attainable
MSE, then under our assumed model, the accuracies of the
experts can be consistently estimated by solving a system
of linear equations. Next, based on our theoretical anal-
ysis, we develop methods to estimate this minimal MSE,
detect the best and worst regressors and derive U-PCR, a
novel unsupervised principal components ensemble regres-
sor. Section 5 illustrates our methods and the improved ac-
curacy of U-PCR over the ensemble mean and median, on
a variety of regression problems. These include both prob-
lems for which we trained multiple regression algorithms,
as well as the two applications mentioned above where the
regressors were constructed by a third party and only their
predictions were given to us.
Our main findings are that given only the predictions fi(xj)
and the first two moments of the response: (i) our approach
is able to distinguish between hard prediction problems
where any linear aggregation of the m regressors yields
large errors, and feasible problems where a suitable linear
combination of the regressors can accurately estimate the
response; (ii) our ranking method is able to reliably detect
the most and least accurate experts; and (iii) quite consis-
tently, U-PCR performs as well as and sometimes signif-
icantly better than the mean and median of the m regres-
sors. We conclude in Section 6 with a summary and future
research directions in unsupervised ensemble regression.
2. Problem Setup
Consider a regression problem with a continuous response
Y ∈ R and explanatory features X from an instance space
X . Let {f1, . . . , fm} be m pre-constructed regression
functions, fi : X → R, interchangeably also called ex-
perts, and let {xj}nj=1 be n i.i.d. samples from the marginal
distribution of X . We consider the following unsupervised
ensemble regression setting, in which the only observed
data is them× n matrix of predictions


f1(x1) · · · f1(xn)
...
. . .
...
fm(x1) · · · fm(xn)

 . (1)
In particular, there are no labeled data pairs (xj , yj) and no
a-priori knowledge on the accuracy of them regressors.
Given only the matrix (1), and explicit knowledge of the
first two moments of Y , we ask whether it is possible to: (i)
estimate the accuracies of them experts, or at least identify
the best and worst of them, and (ii) accurately estimate the
responses yj by an ensemble method yˆ : {fi(x)}mi=1 7→ R,
whose input are the predictions of f1, . . . , fm. As we ex-
plain below knowing the first two moments of Y seems
necessary as otherwise the data matrix (1) can be arbitrar-
ily shifted and scaled. Such knowledge is reasonable in
various settings, for example from past experience, previ-
ous observations or physical principles.
Following the literature on supervised ensemble regression,
we consider linear ensemble learners. Specifically, we re-
strict ourselves to the following subclass
yˆw(x) = θ1 +
m∑
i=1
wi
(
fi(x) − µi
)
(2)
where θ1 = E[Y ] and µi = E[fi(X)] are assumed known,
and w = (w1, . . . , wm)
T . Note that in this subclass, for
any vectorw, E(X,Y )
[
yˆw(X)
]
= θ1. While µi is typically
unknown, it can be accurately estimated given the predic-
tions of fi in Eq. (1) and provided n≫ 1.
As our risk measure, we use the popular mean squared error
MSE = E[(Y −yˆ(X))2]. For completeness, we first review
the optimal weights under this risk and describe several su-
pervised ensemble methods that estimate them.
OptimalWeights. LetC be them×m covariancematrix
of them regressors with elements
Cij = E[(fi(X)− µi)(fj(X)− µj)] , (3)
and let ρ = (ρ1, . . . , ρm)
T be the vector of covariances
between the individual regressors and the true response,
ρi = E(X,Y )[(Y − θ1)(fi(X)− µi)] . (4)
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Letw∗ be a weight vector that minimizes the MSE
w∗ = argmin
w
E(X,Y )
[(
yˆw(X)− Y
)2]
(5)
Then it is easy to show that:
Lemma 1. The weightsw∗ satisfy
ρ = Cw∗. (6)
Note thatw∗ depends only on ρ and C. If them ensemble
regressors are linearly independent, thenC is invertible and
w∗ is unique. In our unsupervised scenario, the matrix C
can be estimated from the predictions fi(xj). In contrast,
estimating ρ directly from its definition in Eq. (4) requires
labeled data. A key challenge in unsupervised ensemble
regression is thus to estimate ρ without any labeled data.
3. Previous Work
This section provides a brief overview of prior art, first
methods for unsupervised ensemble regression, and then
two supervised ensemble regression methods that are re-
lated to our approach. We conclude this section with
the popular Dawid-Skene model of unsupervised ensemble
classification, also relevant to our work.
3.1. Unsupervised Ensemble Regression
Whereas many works considered unsupervised ensem-
ble classification, far fewer studied the regression case.
Donmez et al. (2010), proposed a general framework called
unsupervised-supervised learning. In the case of regres-
sion, they assumed that the marginal probability density
function of the response p(y) is known and that the regres-
sors follow a known parametric model with parameter θ. In
this setup, given only unlabeled data, θ can be estimated
by maximum likelihood. In contrast, our approach is far
more general as we do not assume a parametric model, nor
knowledge of the full marginal density p(y).
More closely related is the recent work of Wu et al. (2016),
which in turn is based on Ionita-Laza et al. (2016) and
(Parisi et al., 2014). Here, the authors compute the lead-
ing eigenvector of the covariance of the m regressors, and
use it both to detect inaccurate regressors and to determine
the weights of the accurate ones. However, as Wu et al.
(2016) themselves write, this relation between the leading
eigenvector and regressor accuracy “is based on intuition,
and we do not have a rigorous mathematical proof so far”.
Our work provides a solid theoretical support for a variant
of this spectral approach.
3.2. Supervised Ensemble Regression
As reviewed by Mendes-Moreira et al. (2012), quite a few
supervised ensemble regressors were proposed over the
past 30 years. These can be broadly divided into two
groups. Methods in the first group re-train a basic re-
gression algorithm multiple times on different subsets of
the labeled data, possibly also assigning weights to the
various labeled instances. Examples include stacking
(Wolpert, 1992; Breiman, 1996; Leblanc and Tibshirani,
1996), random forest (Breiman, 2001) and boosting
(Freund and Schapire, 1995; Friedman et al., 2000).
In contrast, ensemble methods in the second group view the
regressors as pre-constructed and only estimate the weights
of their linear combination. Perrone and Cooper (1992)
and Merz and Pazzani (1999) derived two such methods,
which we briefly describe below.
While not directly related, there is also extensive litera-
ture on supervised combination of forecasts in time series
analysis and on methods to combine multiple estimators,
see Timmermann (2006); Lavancier and Rochet (2016) and
many references therein.
3.3. Generalized Ensemble Method
Perrone and Cooper (1992) were among the first to con-
sider supervised ensemble regression. They defined the
misfit of predictor i asmi(x) = fi(x)−y, and proposed the
Generalized Ensemble Method (GEM), with
∑
i wi = 1,
yˆGEM(x) =
∑
i
wifi(x) = y +
∑
i
wimi(x).
The corresponding weights that minimize the MSE are
wGEMi =
∑
j
C∗−1ij
/∑
j,k
C∗−1jk . (7)
whereC∗ is them×mmisfit population covariancematrix
C∗ij = E(X,Y )[mi(X)mj(X)] . (8)
Perrone and Cooper (1992) proposed to estimate the un-
known matrix C∗ and consequently wGEM using a labeled
set {(xi, yi)}ntraini=1 . Unfortunately, in many practical scenar-
ios multi-colinearity between the m regressors leads to an
ill conditioned matrix C∗, that cannot be robustly inverted.
3.4. PCR*
A common approach to handle ill conditioned multivariate
problems is via principal component regression (Jolliffe,
2002). In the context of supervised ensemble learning,
Merz and Pazzani (1999) suggested such a method, de-
noted PCR*. Given a labeled set {(xi, yi)}ntraini=1 let Cˆ be
them×m sample covariance matrix of them regressors,
Cˆij =
1
ntrain
ntrain∑
k=1
(
fi(xk)− µˆi
)(
fj(xk)− µˆj
)
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where µˆi =
1
ntrain
∑ntrain
j=1 fi(xj), and let v1, . . . ,vK be the
topK leading eigenvectors of Cˆ. Merz and Pazzani (1999)
proposed a weight vector of the form w =
∑K
k=1 akvk,
with coefficients ak determined by least squares regression
over the training set. The number of principal components
K is chosen by minimizing V -fold cross validation error.
In the common scenario where some ensemble regressors
are highly correlated, the matrix C∗ is ill-conditioned. The
GEM estimator, which inverts Cˆ∗ then yields unstable
predictions. In contrast, PCR* with a small number of
components can be viewed as a regularized method, pro-
viding stability and robustness. In a supervised setting,
Merz and Pazzani (1999) found PCR* to outperformGEM.
3.5. Unsupervised Ensemble Classification
The simplest model for unsupervised ensemble classifica-
tion, going back to Dawid and Skene (1979) is that condi-
tional on the label Y , classifiers make independent errors
Pr
(
fi(X), fj(X)|Y
)
= Pr(fi(X)|Y ) · Pr(fj(X)|Y ).
(9)
Dawid and Skene (1979) estimated the classifier accu-
racies and the labels by the EM method. In recent
years several authors developed computationally efficient
and rate optimal methods to estimate these quantities
(Anandkumar et al., 2014; Zhang et al., 2014; Jaffe et al.,
2015).
To the best of our knowledge, our work is the first to pro-
pose an analogue of this assumption to the regression case,
rigorously study it, and consequently derive corresponding
unsupervised ensemble regression schemes.
4. Unsupervised Ensemble Regression
Given only the predictions fi(xj), the simplest unsuper-
vised approach to estimate the response y at an instance x
is to average them regressors,
yˆAVG(x) =
1
m
m∑
i=1
fi(x) .
Averaging is the optimal linear estimator when all regres-
sors make independent zero-mean errors of equal variance.
A more robust but non-linear method is the median,
yˆMED(x) = median
(
f1(x), . . . , fm(x)
)
.
Averaging andmedian are naı¨ve estimators in the sense that
prediction at each xk depends only on fi(xk) and does not
depend on the other observations fi(xj), xj 6= xk.
As we show theoretically below and illustrate empirically
in Section 5, under some reasonable assumptions, one can
do significantly better than the ensemble mean and median
by analyzing all the data fi(xj) and in particular them×m
covariance matrix C of them regressors.
Specifically, we propose a novel framework to study un-
supervised ensemble regression, based on the assumption
that them experts make approximately uncorrelated errors
with respect to the optimal predictor. We develop methods
to detect the best and worst regressors and derive U-PCR, a
novel unsupervised principal components ensemble regres-
sor. Similar to Merz and Pazzani (1999), the weight vector
of U-PCR is a linear combination of the top few eigenvec-
tors ofC (typically just one or two). The key novelty is that
we estimate the coefficients in a fully unsupervisedmanner.
To this end, we do assume knowledge of the first two mo-
ments of Y . Such knowledge seems inevitable, as other-
wise the observed data may be arbitrarily shifted and scaled
without changing the correlation of the regressors. Know-
ing the first moment θ1 = E[Y ], allows to estimate the bias
bi = E[fi(X) − Y ] of each regressor fi by its mean over
the n unlabeled samples,
bˆi =
1
n
n∑
j=1
fi(xj)− θ1 = bi + oP (1).
Knowledge of Var(Y ) allows a rough estimate of the ac-
curacy of them regressors. A very accurate regressor must
haveVar(fi) ≈ Var(Y ), whereas if Var(fi)≪ Var(Y ) or
Var(fi)≫ Var(Y ), then fi must have a large error.
In what follows we consider predicting the mean-centered
responses yj− θ1 by a linear combination of the mean cen-
tered predictors, yˆ(x) =
∑
j wj(fj(x)− bˆj − θ1). We thus
work with the mean centered matrix
Zij = fi(xj)− bˆi − θ1.
This is equivalent to assuming that E[fi(X)] = E[Y ] = 0.
4.1. Statistically Independent Errors
As discussed in Section 2, in light of the optimal weights
in Eq. (6), the key challenge in unsupervised ensemble re-
gression is to estimate the vector ρ of Eq. (4), without any
labeled data.
To this end, we propose the following regression analogue
of the Dawid-Skene assumption of conditionally indepen-
dent experts. Recall that when the risk function is the MSE,
the optimal regressor is the conditional mean,
g(x) = E[Y |X = x].
Its mean is g1 = E[g(X)] = E[Y ] = 0, and its MSE is
E[(Y − g(X))2] = Var(Y )− g2, where
g2 = EX [g(X)
2] = E(X,Y )[g(X)Y ]. (10)
Unsupervised Ensemble Regression
For each regressor, write fi(x) = g(x) + hi(x). Since fi
is mean centered, E[hi(X)] = 0. Hence, ρi = E[fi(X)Y ]
simplifies to
ρi = E[g(X)Y ] + E[hi(X)Y ] = g2 + ai . (11)
Similarly, the MSE of regressor i is
MSE(fi) = g2 − 2ai + E[hi(X)2]. (12)
In this notation, the challenge is thus to estimate g2 and
the vector a = (a1, . . . , am). Inspired by Eq. (9) in the
case of classification, we assume the m regressors make
independent errors with respect to g(X), namely that 2
E[hi(X)hj(X)] = 0. (13)
This assumption is reasonable, for example, when the m
regressors were trained independently and are rich enough
to well approximate the conditional mean g(X). Note that
when the response Y is perfectly predictable from the fea-
tures X , then g(X) = Y and our assumption then states
that them regressors make independent errors with respect
to the response Y . This can be viewed as the regression
equivalent of the Dawid-Skene model in classification.
Next, we consider how to estimate the values ai under the
independent error assumption of Eq. (13). Suppose for a
moment that the value of g2 of Eq. (10) was known. We
shall discuss how to estimate it in the next section. As the
following theorem shows, in this case, we can consistently
estimate ρ by solving a system of linear equations.
Theorem 1. Assume that the givenm ≥ 3 regressors make
pairwise independent errors with respect to the conditional
mean. If g2 is known then given only the data matrix Z , we
can consistently estimate the vector ρ at rate OP (1/
√
n).
Proof. It is instructive to first consider the population set-
ting where n → ∞. Here, under the assumption (13), the
off-diagonal entries of the population covariance are
Cij = E[fi(X)fj(X)] = g2 + ai + aj (14)
Since C is symmetric, these off-diagonal entries pro-
vide
(
m
2
)
linear equations for the m unknown variables
a = (a1, . . . , am). Thus, if m ≥ 3 there are enough
linearly independent equations to uniquely recover a. The
vector ρ can then be computed from Eq. (11).
In practice, the population matrix C is unknown. However,
given them×nmatrixZ , we may estimate it by the sample
covariance Cˆ. Since Cˆij = Cij + OP (
1√
n
), estimating
(a1, . . . , am) by least-squares yields a consistent estimator
ρˆ with asymptotic error OP (1/
√
n).
2Strictly speaking, the assumption is that the deviations from
g(X) are uncorrelated and not necessarily independent.
Remark 1. In practice, assumption (13) that allm regres-
sors make independent errors, may be strongly violated at
least for some pairs. To be robust to deviations from this
assumption one may choose a suitable loss function L(·),
and solve the optimization problem
aˆ = argmin
(a1,...,am)
∑
i<j
L(Cˆij − g2 − ai − aj). (15)
In our experiments, we considered both the absolute loss
and the standard squared loss.
4.2. Unsupervised PCR
The analysis above assumed knowledge of g2, or equiv-
alently of the minimal attainable MSE of the regression
problem at hand. Clearly, this would seldom be known to
the practitioner. Further, any guess of g2 ∈ [0,Var(Y )]
gives a valid solution. Specifically, let aˆ(q) be the solu-
tion of (15) with an assumed value g2 = q. Then, due to
the additive structure inside the parenthesis in Eq. (15), re-
gardless of the loss function L, we have aˆ(q) = aˆ(0)− q21
where 1 = (1, . . . , 1)T ∈ Rm. Similarly, by Eq. (11),
ρˆ(q) = ρˆ(0) +
q
2
1 . (16)
What is needed is thus a model selection criterion that
would be able to accurately estimate the value of g2, given
the family of possible solutions ρˆ(q) for 0 ≤ q ≤ Var(Y ).
To motivate our proposed estimator of g2, let us first ana-
lyze the model of the previous section, but with the addi-
tional assumption that all m regressors are fairly close to
the optimal conditional mean g(x). Namely, for analysis
purposes, we scale the deviations hi by a parameter ǫ,
fi(x) = g(x) + ǫhi(x) (17)
and study the behaviour of various quantities as a function
of ǫ. Specifically, under Eq. (17), the population covariance
of them regressors takes the form
C(ǫ) = g211
T + ǫ(a1T + 1aT ) + ǫ2D
where ai = E[hi(X)Y ] and D is a diagonal matrix with
entries Dii = E[h
2
i (X)]. The following lemma character-
izes the leading eigenvalue and eigenvector of C, as ǫ→ 0.
Lemma 2. Let λ1(ǫ),v1(ǫ) be the largest eigenvalue and
corresponding eigenvector of C(ǫ). Then, as ǫ→ 0,
λ1(ǫ) = g2m+ (2a
T1) · ǫ+O(ǫ2) (18)
v1(ǫ) = g21+ (a− a
T1
m
1) · ǫ+O(ǫ2). (19)
Several insights can be gained from this lemma. First, at
ǫ = 0 the matrix C(ǫ = 0) = g211
T is rank one with
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a single non-zero eigenvector v1 = 1 and corresponding
eigenvalue λ1 = g2m. Hence, if the m regressors are all
very close to g(x), their population matrix C is nearly rank
one and very ill conditioned. Even with an accurate es-
timate of g2 and consequently of ρˆ, inverting Eq. (6) to
estimate wˆ = (Cˆ)−1ρˆ would then be extremely unstable.
Second, under the model (17), ρ = g21+ ǫa. Comparing
this to Eq. (19), the vector ρ and the leading eigenvec-
tor v1, properly scaled, are nearly identical, up to a small
shift by ( 1
m
∑
ai)ǫ and up to O(ǫ
2) terms. Moreover, up
to O(ǫ2) terms, the matrix C(ǫ) has rank two, spanned by
the two vectors 1 and a. Hence, up to O(ǫ2) terms, the
true vector ρ can be written as a linear combination of the
first two eigenvectors of C. Thus, even though the ma-
trix C is ill conditioned, a principal component approach,
with just K = 1 or 2 components, can provide an excel-
lent approximation of the optimal weight vectorw∗. While
our focus is on unsupervised ensemble, this analysis pro-
vides a rigorous theoretical support for the PCR* method
of Merz and Pazzani (1999), a result which may be of in-
dependent interest for supervised ensemble learning.
Third, since by Eq.(12), MSE(fi) = g2 − 2aiǫ + O(ǫ2),
the worst and best regressors may be detected by the largest
and smallest entries in v1 or in the estimated vector ρˆ.
Lemma 2 suggests several ways to estimate the unknown
quantity g2. By Eq. (18), one option is gˆ2 = λ1/m. Under
our assumed model, this would incur an error (2
∑
aj)ǫ+
O(ǫ2). Another option, which we found works better in
practice is to consider the relation between ρˆ(q) and the top
eigenvector v1 ofC, normalized to ‖v1‖ = 1. Specifically,
we estimate g2 by minimizing the following residual,
gˆ2= argmin
q∈[0,Var(Y )]
RES(q)=argmin
q
‖ρˆ(q)− (vT1 ρˆ(q)
)
v1‖
‖ρˆ(q)‖
(20)
where ρˆ(q) is given in Eq. (16). From the estimate gˆ2, the
weight vector of U-PCR is
wU-PCR =
1
λ1
(vT1 ρˆ(gˆ2))v1 (21)
A sketch of our proposed scheme appears in Algorithm 1.
4.3. Practical Issues
Before illustrating the competitive performance of U-PCR,
we discuss several important practical issues that need to
be addressed when handling real-world ensembles, whose
individual regressors may not satisfy our assumptions.
First, when the true value g2 ≪ Var(Y ), the regression
problem at hand is very difficult, and no linear combination
of them predictors can give a small error. If our estimated
gˆ2/Var(Y ) ≤ ǫL for some small threshold ǫL, say 0.1, this
Algorithm 1 Sketch of U-PCR
Input: Predictions fi(xj),E[Y ] and Var(Y )
Compute covariance Cˆ and its leading eigenvector v1
For q ∈ [0,Var(Y )], compute ρˆ(q) by Eqs. (11), (15)
and (16)
Estimate g2 via Eq. (20).
Set ρ = ρˆ(gˆ2) and ρmax = max ρi
if gˆ2 < ǫL ·Var(Y ) then
Difficult prediction problem; STOP
end if
Exclude experts with ρi < 0.05Var(Y ) or ρi < ρmax/3
Recalculate v1, ρˆ(q), gˆ2 on remaining experts
Output: Weight vector wˆ of Eq. (21)
is an indication of such a difficult problem. In this case we
stop and do not attempt to construct an ensemble learner.
Second, even when accurate prediction is possible, in our
experience, if some regressors are far less accurate than
others, then it is important to detect them and exclude them
from the ensemble, and recompute the various quantities
after their removal. However, in the rare cases that after this
removal onlym ≤ 4 regressors remained, then we found it
better to compute their simple average instead of Eq. (21).
Finally, if the second eigenvalue is not extremely small,
then it is beneficial to project the vector ρˆ onto the first
two eigenvectors of Cˆ . In our experiments we did so when
λ2 > 0.1 · Trace(Cˆ). Then, Eq. (21) is replaced by
wU-PCR =
1
λ1
(vT1 ρˆ(gˆ2))v1 +
1
λ2
(vT2 ρˆ(gˆ2))v2 .
5. Experiments
We illustrate the performance of U-PCR on various real
world regression problems. These include problems for
which we trained multiple regression algorithms, and two
applications where the regressors were constructed by a
third party and only their predictions were given to us.
We compare U-PCR to the ensemble mean and median as
well as to a linear oracle regressor of the form (2), which
has access to all the response values yj . It determines its
weights by ordinary least squares over all n samples
wor = (ZZ
T )−1Z · (y − θ1) . (22)
We denote the normalized MSE of the oracle by δor =
MSE(wor)/Var(Y ).
We divide the regression problems into three difficulty lev-
els: (i) δor . 0.1, where accurate prediction is possible by
a linear combination of the m regressors; (ii) 0.1 . δor .
0.8, a challenging regression task; and (iii) δor & 0.8, where
them experts provide very little, if any information on Y .
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(a) CCPP: Accurate prediction possible
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(b) Basketball: Challenging task
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(c) Affairs: Limited information on re-
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Figure 1. Plots of MSE(q) and RES(q) for problems of easy, moderate and hard difficulty levels. The vertical lines are the estimated gˆ2
at which the residual is minimal and λ1/m.
We start with the following basic question: Given only
fi(xj) and the first two moments of Y , can we roughly
estimate the difficulty level of our problem? If it belongs to
level (i) or (ii), is it possible to detect the most accurate or
least accurate regressors? Finally, can we construct a linear
combination at least as accurate as the mean or median?
5.1. Manually Crafted Ensembles
With precise details appearing in the supplement, we con-
sidered 18 different prediction tasks, including energy out-
put prediction in a power plant, flight delays, basketball
scoring and more. Each dataset was randomly split into
ntrain samples used to train 10 different regression algo-
rithms and remaining n samples to construct the observa-
tions fi(xj), see Table 3 in Supplementary. The regressors
included Ridge Regression, SVR, Kernel Regression and
Decision Trees, among others.
Table 1 in the supplement shows the MSE of U-PCR, mean
and median averaged over 20 repetitions, each with differ-
ent random splits into train and test samples. On several
datasets, U-PCR obtained a significantly lower MSE. With
further details in the supplement, here we highlight some
of our key results. We start by estimating g2 and classi-
fying the problems by difficulty level. Fig. 1 shows this
estimation procedure on three datasets. The x-axis is the
value of q normalized by Var(Y ). The black curve is the
unobserved MSE(q) obtained by the weight vector of Eq.
(21), with assumed ρˆ(q). The red curve is the computed
residual RES(q) of Eq. (20) and the vertical line is the es-
timated gˆ2. Our approach is indeed able to correctly detect
the difficulty levels of these problems and estimate a value
gˆ2, whose corresponding MSE is not too far from the min-
imal achievable by using any of the ρˆ(q). Fig. 7 in the
supplement shows the estimated ρˆ vs. the true ρ. For easy
problems with g2 ≪ Var(Y ) the agreement is remarkable.
Next, we evaluated the ability to detect the most accurate
regressor in the ensemble. We measured the excess risk of
selecting the regressor with the smallest estimated MSE,
compared to the best regressor, which is unknown. Addi-
tionally, we measured the excess risk in selecting the single
regressor with the greatest corresponding entry in the lead-
ing eigenvector ofC. The details are given in Table 2 of the
Supplementary. Our experiments show that in most cases
choosing the predictor with lowest estimated MSE outper-
forms the one with largest entry in v1.
Fig. 2 shows the effectiveness of detecting inaccurate re-
gressors, by pruning those whose entries ρˆi < ρmax/3 or
ρˆi < 0.05Var(Y ). Finally, Fig. 3 illustrates the advantages
of U-PCR over the mean and median, on problems of easy
to moderate difficulty.
5.2. HPN-DREAM Challenge Experiment
Next, we consider real world problems where the ensem-
ble regressors were constructed by a third party. The first
problem came from the HPN-DREAM breast cancer net-
work inference challenge (Hill et al., 2016a). Here, partici-
pants were asked to predict the time varying concentrations
of 4 proteins after the introduction of an inhibitor. We were
given the predictions of m = 12 models on n ≈ 2500 in-
stances. We constructed a separate U-PCR model for each
protein. Fig. 2 demonstrates the success of our method
in detecting accurate regressors and removing inaccurate
ones. Fig. 4 shows that U-PCR outperformed the mean
and median on 3 of the 4 proteins. We note that for all
four proteins, the single best model had comparable MSE
to U-PCR, however, this model is unknown. For three of
the four proteins U-PCR had smaller MSE than that of the
single model estimated as being the most accurate.
5.3. Bounding Box Experiment
Here we were given the predictions of 6 deep learning mod-
els trained by Seematics Inc., on the location of physi-
cal objects in images. The models were trained on the
PASCAL Visual Object Classes dataset (Everingham et al.,
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Figure 2. Estimated MSE(fi) vs. true MSE for Flights AUS (left panels) and UACC812 protein (right panels) before and after outlier
removal. The outlier removal scheme is not based on the estimated MSE, but rather as described in main text, on the entries of the
estimated ρˆ. In some datasets, such as Flights AUS, recalculation after this removal gives more accurate estimates of regressors’ MSE.
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Figure 3. Excess risk MSE(ensemble)−MSE(oracle), divided by Var(Y ) for easy problems (left) and challenging ones (right).
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Figure 4. HPN-DREAM Challenge Accuracy.
2012), whereas the predictions were made on images from
COCO dataset (Lin et al., 2014). We focused on three ob-
ject classes {person, dog, cat}, with each neural network
providing four coordinates for the bounding box: (x1, y1)
and (x2, y2). We used U-PCR as an ensemble predictor
each coordinate separately, with the mean squared error as
out measure of accuracy. An example of the MSE estima-
tion by our method can be seen in Fig. 5, and the accuracy
for all object classes and all coordinates in Fig. 6. Results
on few images are in the supplementary.
6. Summary and Discussion
In this paper we tackled the problem of unsupervised en-
semble regression. We presented a framework to explore
this problem, based on an independent error assumption.
We proposed methods, together with theoretical support, to
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Figure 5. MSE estimation for class Cat, coordinate x1
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Figure 6. Bounding box prediction accuracies
detect the best and worst regressors and to linearly aggre-
gate them, all in an unsupervised manner. As our theoret-
ical analysis in Section 4 showed, unsupervised ensemble
regression is different from the well studied problem of un-
supervised ensemble classification, and required different
approaches to its solution.
Our work raises several questions. One of them is how to
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extend our method to a semi-supervised setting, in which
there is also a limited amount of labeled data. It is also
interesting to theoretically understand the relative benefits
of labeled versus unlabeled data for ensemble learning.
Another direction for future research is to replace the strict
independent error assumption by more complicated yet re-
alistic models for dependencies between the regressors.
In the context of unsupervised classification, Fetaya et al.
(2016) relaxed the conditional independence model of
Dawid and Skene by introducing an intermediate layer of
latent variables. Instead of a rank-one off diagonal covari-
ance, the matrix C in their model had a low rank structure,
which the authors learned by a spectral method. It is inter-
esting whether a similar approach can be developed for an
ensemble of regressors.
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Supplementary Material
A. Proofs
Proof of Lemma 2. The proof follows a perturbation approach similar to the one outlined in Nadler (2008). Since C(ǫ) is
symmetric and quadratic in ǫ, classical results on perturbation theory (Kato, 1995) imply that in a small neighborhood of
ǫ = 0, the leading eigenvalue and eigenvector are analytic in ǫ. We may thus expand them in a Taylor series,
λ(ǫ) = λ0 + λ1ǫ+ λ2ǫ
2 + . . .
v(ǫ) = v0 + v1ǫ+ v2ǫ
2 + . . .
We insert this expansion into the eigenvector equationC(ǫ)v(ǫ) = λ(ǫ)v(ǫ) and solve the resulting equations at increasing
powers of ǫ.
The leading order equation reads g211
Tv0 = λ0v0, which gives v0 ∝ 1 and λ0 = g2‖1‖2 = g2m. Since the eigenvector
v(ǫ) is defined only up to a multiplicative factor, we conveniently chose it to be that 1Tv(ǫ) = g2m holds for all ǫ. This
gives v0 = g21 and v
T
1 v0 = 0.
The O(ǫ) equation reads
g211
Tv1 + (a1
T + 1aT )v0 = λ0v1 + λ1v0. (23)
Multiplying this equation from the left by vT0 gives
2(vT0 1)(a
Tv0) = λ1‖v0‖2
or λ1 = 2
∑
aj . Thus, Eq. (18) follows. Inserting the expression for λ1 back into Eq. (23) gives
v1 =
1
λ0
[(aTv0)1+ (1
Tv0)a− (2
∑
j
aj)v0]
from which Eq. (19) readily follows.
B. Datasets & Results
B.1. Selecting a Single Regressor
Table 2 compares the MSE of the single regressor estimated to be the most accurate, versus the MSE of the single best
regressor, which is unknown in this setup. The following two methods were compared: (i) Selecting the regressor with the
maximum entry ρˆi, and (ii) selecting the regressor with the minimal estimated MSE. The experiments were repeated 20
times for each dataset, mean and standard deviations are reported. All values are normalized byVar(Y ) for fair comparison.
B.2. Dataset Descriptions
Below is a list of the prediction tasks for which we manually trained ensembles with 10 regressors. Table 3 summarizes the
main characteristics of each dataset, and Table 1 contains the mean squared errors of the different approaches normalized
byVar(Y ). The experiments were repeated 20 times, and the mean and standard deviations are reported. We used standard
Python packages for the regression algorithms with the following parameters: Ridge (α = 0.5), Kernel Regression (kernel
chosen using cross validation between polynomial, RBF, sigmoid), Lasso (α = 0.1), Orthogonal Matching Pursuit, Linear
SVR (C = 1), SVR with RBF kernel (C chosen using cross validation out of 0.01, 0.1, 1, 10), Regression Tree (depth 4),
Regression Tree (infinite depth), Random Forest (100 trees), and a Bagging Regressor.
Abalone. A dataset containing features of abalone, where the goal is to predict its age (Lichman, 2013).
archive.ics.uci.edu/ml/datasets/Abalone
Affairs. A dataset containing features describing an individual such as time at work, time spent with spouse,
and time spent with a paramour. The goal here is to predict the time spent in extramarital affairs. statsmod-
els.sourceforge.net/0.6.0/datasets/generated/fair.html
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Table 1.Mean squared error of different ensemble methods, normalized by Var(Y ). On the Affairs data U-PCR estimates it is a difficult
problem and does not predict outcomes. Numbers in bold represent cases where one of the unsupervised ensemble regressors was
significantly better than the others.
DATASET ORACLE U-PCR MEAN MEDIAN
ABALONE 0.43 (±0.01) 0.49 (±0.01) 0.49 (±0.01) 0.49 (±0.01)
AFFAIRS 0.92 (±0.00) N.A. 0.96 (±0.01) 0.94 (±0.00)
BASKETBALL 0.28 (±0.01) 0.35 (±0.01) 0.35 (±0.00) 0.36 (±0.00)
BIKE SHARING 0.00 (±0.00) 0.00 (±0.00) 0.02 (±0.00) 0.00 (±0.00)
BLOG FEEDBACK 0.41 (±0.03) 0.49 (±0.02) 0.50 (±0.02) 0.58 (±0.02)
CCPP 0.06 (±0.00) 0.07 (±0.00) 0.07 (±0.00) 0.07 (±0.00)
FLIGHTS AUS 0.33 (±0.04) 0.46 (±0.07) 0.58 (±0.06) 0.66 (±0.08)
FLIGHTS BOS 0.47 (±0.04) 0.58 (±0.08) 0.66 (±0.03) 0.69 (±0.08)
FLIGHTS BWI 0.44 (±0.06) 0.56 (±0.09) 0.71 (±0.03) 0.82 (±0.08)
FLIGHTS HOU 0.40 (±0.09) 0.59 (±0.07) 0.69 (±0.03) 0.75 (±0.08)
FLIGHTS JFK 0.50 (±0.05) 0.78 (±0.21) 0.74 (±0.03) 0.90 (±0.04)
FLIGHTS LGA 0.47 (±0.04) 0.59 (±0.06) 0.70 (±0.03) 0.78 (±0.09)
FLIGHTS LONGHAUL 0.69 (±0.05) 0.89 (±0.24) 0.86 (±0.06) 0.97 (±0.01)
FRIEDMAN1 0.02 (±0.00) 0.13 (±0.00) 0.18 (±0.01) 0.16 (±0.01)
FRIEDMAN2 0.00 (±0.00) 0.06 (±0.01) 0.08 (±0.01) 0.07 (±0.01)
FRIEDMAN3 0.04 (±0.01) 0.09 (±0.02) 0.20 (±0.02) 0.22 (±0.02)
ONLINE VIDEOS 0.09 (±0.01) 0.18 (±0.01) 0.22 (±0.01) 0.28 (±0.02)
WINE QUALITY WHITE 0.60 (±0.01) 0.64 (±0.01) 0.66 (±0.01) 0.69 (±0.01)
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Figure 7. Estimated ρˆ vs. true ρ in three regression problems of different difficulty levels
Basketball. Dataset contains stats on NBA players. Task: Predict number of points scored by the player on the next
game. The features are: name, venue, team, date, start, pts ma, min ma, pts ma 1, min ma 1, pts, where
start is whether or not the player started, pts is number of points scored, min is number of minutes played, ma stands
for moving average, starts at season, and ma 1 is a moving average with a 1 game lag.
Bike Sharing. Bike sharing service statistics, including weather and seasonal information
(Fanaee-T and Gama, 2014). The prediction task here is the daily and hourly count of bikes rented.
archive.ics.uci.edu/ml/datasets/Bike+Sharing+Dataset
Blog Feedback. Instances in this dataset contain features extracted from blog posts. The task associated with the data is
to predict how many comments the post will receive.
Flights. Information on flights from 2008, where the task is to predict the delay upon arrival in minutes. The features
here are the date, day of the week, scheduled and actual departure times, scheduled arrival times, flight ID, tail number,
origin, destination, and distance. Due to its size, we split this dataset to flights originating from specific airports (AUS,
BOS, BWI, HOU, JFK, and LGA), and long-haul flights. stat-computing.org/dataexpo/2009/the-data.html
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Table 2. MSE of the single best estimated regressor
DATASET ORACLE MSE BEST REGRESSOR MSE MSE OF argmin
i
M̂SEi MSE OF argmaxi ρˆi
ABALONE 0.43 (±0.01) 0.45 (±0.01) 0.49 (±0.03) 0.77 (±0.21)
BASKETBALL 0.28 (±0.01) 0.32 (±0.01) 0.36 (±0.01) 0.49 (±0.13)
BIKE SHARING 0.00 (±0.00) 0.00 (±0.00) 0.00 (±0.00) 0.00 (±0.00)
BLOG FEEDBACK 0.41 (±0.03) 0.43 (±0.03) 0.66 (±0.02) 0.62 (±0.19)
CCPP 0.06 (±0.00) 0.07 (±0.00) 0.07 (±0.00) 0.09 (±0.02)
FLIGHTS AUS 0.33 (±0.04) 0.48 (±0.03) 0.56 (±0.09) 0.66 (±0.24)
FLIGHTS BOS 0.47 (±0.04) 0.53 (±0.04) 0.61 (±0.13) 1.04 (±0.19)
FLIGHTS BWI 0.44 (±0.06) 0.50 (±0.05) 0.50 (±0.05) 0.87 (±0.45)
FLIGHTS HOU 0.40 (±0.09) 0.52 (±0.06) 0.53 (±0.08) 1.13 (±0.45)
FLIGHTS JFK 0.50 (±0.05) 0.54 (±0.05) 0.64 (±0.16) 0.95 (±0.22)
FLIGHTS LGA 0.47 (±0.04) 0.53 (±0.03) 0.59 (±0.12) 1.04 (±0.42)
FLIGHTS LONGHAUL 0.69 (±0.05) 0.74 (±0.05) 0.79 (±0.11) 1.17 (±1.04)
FRIEDMAN1 0.02 (±0.00) 0.03 (±0.00) 0.24 (±0.04) 0.03 (±0.00)
FRIEDMAN2 0.00 (±0.00) 0.01 (±0.00) 0.14 (±0.02) 0.02 (±0.03)
FRIEDMAN3 0.04 (±0.01) 0.07 (±0.01) 0.25 (±0.21) 0.14 (±0.04)
ONLINE VIDEOS 0.09 (±0.01) 0.10 (±0.01) 0.34 (±0.02) 0.17 (±0.03)
WINE QUALITY WHITE 0.60 (±0.01) 0.62 (±0.01) 0.77 (±0.01) 1.12 (±0.19)
Table 3. PREDICTION PROBLEMS
Name n nTRAIN d MSE(f) mini MSE(fi) MSEORACLE
ABALONE 3277 700 7 0.59 0.45 0.431 (±0.006)
AFFAIRS 5466 700 7 1.08 0.93 0.922 (±0.004)
BASKETBALL 48899 900 9 0.43 0.32 0.281 (±0.005)
BIKE SHARING 15579 1600 16 0.07 0.00 0.000 (±0.000)
BLOG FEEDBACK 24197 28000 280 0.64 0.43 0.415 (±0.026)
CCPP 8968 400 4 0.10 0.07 0.059 (±0.001)
FLIGHTS AUS 47595 1000 10 0.76 0.48 0.329 (±0.035)
FLIGHTS BOS 112705 1000 10 0.84 0.53 0.470 (±0.042)
FLIGHTS BWI 101665 1000 10 0.85 0.50 0.440 (±0.065)
FLIGHTS HOU 53044 1000 10 0.87 0.52 0.397 (±0.094)
FLIGHTS JFK 113960 1000 10 0.89 0.54 0.495 (±0.051)
FLIGHTS LGA 111911 1000 10 0.86 0.53 0.471 (±0.040)
FLIGHTS LONG HAUL 9393 1000 10 1.00 0.73 0.686 (±0.051)
FRIEDMAN1 18800 1000 10 0.31 0.03 0.024 (±0.001)
FRIEDMAN2 19400 400 4 0.17 0.01 0.004 (±0.001)
FRIEDMAN3 19400 400 4 0.35 0.07 0.043 (±0.006)
ONLINE VIDEOS 66484 2100 21 0.34 0.10 0.094 (±0.006)
WINE QUALITY WHITE 3598 1100 11 0.79 0.62 0.595 (±0.011)
n is the number of held-out samples. The inputX is d dimensional, and the same ntrain random samples were
used to train the different algorithms in the ensemble. MSE(f) is the average regressor error, mini MSE(fi)
is the minimal error achieved by a regressor in the ensemble, and MSEORACLE is the MSE of the oracle,
normalized by Var(Y ), with its standard deviation in parenthesis. For each dataset the split between train
and test was performed 20 times, averages are listed.
CCPP. Combined Cycle Power Plant UCI-dataset containing physical characteristics such as tempera-
ture and humidity. The task here is to predict the net hourly electrical energy output of the plant.
archive.ics.uci.edu/ml/datasets/Combined+Cycle+Power+Plant
Friedman #1 Motivated by Breiman (1996), we used simulated data according to Friedman (1991). The predictor
variables x1, . . . , x5 are independent and uniformly distributed over [0, 1]. The response is
y = 10 sin(πx1x2) + 20(x3 − .5)2 + 10x4 + 5x5 + ǫ
Unsupervised Ensemble Regression
(a) (b) (c)
(d) (e) (f)
Figure 8. Sample images from the bounding box experiment. The ground truth bounding box is shown in blue, U-PCR in dashed green,
and the regressors are shown in red.
and ǫ ∼ N (0, 1).
Friedman #2 The second data set tested by Friedman (1991) simulated impedance in an alternating current circuit.
Here four predictor variables x1, . . . , x4 are uniformly distributed over the ranges [0, 100], [40π, 560π], [0, 1] and [1, 11]
respectively. The response was
y =
√
x21 + (x2x3 − (1/x2x4))2 + ǫ2
with ǫ2 ∼ N (0, σ22), where the variance was chosen to provide a 3-to-1 signal to noise ratio. For the third dataset in this
series Friedman #3, see the original paper (Friedman, 1991).
Online Videos. YouTube video transcoding dataset. Predict the transcoding time based on parameters of the video.
archive.ics.uci.edu/ml/datasets/Online+Video+ Characteristics+and+Transcoding+Time+Dataset
Wine Quality White. Predict the quality score (1-10) of white wine based on chemical characteristics, such as acidity
and pH level (Cortez et al., 2009). archive.ics.uci.edu/ml/datasets/Wine+Quality
