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Abstract: By exploring the relationship between difference matrices and orthog-
onal decomposition of projection matrices, this paper presents a general method
for constructing smaller normal mixed difference matrices, Moreover, given a
normal mixed difference matrix of order $r+1$ and a difference matrix of order $r$ ,
this paper also presents a general method for constructing a lager normal mixed
difference matrix of order $r(r+1)$ . As an application of these methods, some
normal mixed difference matrices are constructed.




A $\lambda s\rangle\langle$ $c$ array $D(\lambda s, c;s)$ with entries from a Galois field of order $s$ , $GF(s)$ , is a difference
scheme (difference matrix) if for all 2 and $g$ with $1\leq i\leq c$ , $1\leq j\leq c$ , $\mathrm{i}\neq j$ , the vector difference
between the $\mathrm{i}th$ and $jth$ column contains every elements of $GF(s)$ A times. Difference matrix was
first defined by Bose and Bush (1952), and it is a simple but powerful tool for the construction
of orthogonal arrays of strength 2 (Hedayat et al (1999)). Mixed difference matrices have
also been used for construction of orthogonal arrays (see Wang (1996), Wang and Wu (1991),
Wu, Zhang, Wang (1992), Pang et al (2004a), Seun and Kuhfeld (2005), etc). Normal mixed
difference matrices have also been introduced and used for construction of mixed-level orthogonal
arrays by Pang, et al (2004b). However it has not received much attention to construct mixed
difference matrices, especially normal mixed difference matrix. By exploring the relationship
between difference matrices and orthogonal decomposition of projection matrices, this paper
presents a general method for constructing smaller normal mixed difference matrices. Moreover,
given a normal mixed difference matrix of order $r+1$ and a difference matrix of order $r$ , this
paper also presents a general method for constructing lager normal mixed difference matrix of
order $r(r+1)$ . As applications of these methods, some normal mixed difference matrices are
constructed. Some symbols can be referenced to those by Zhang et al (2001).




2. Basic concepts and main theorems
The following definitions, notations and results are needed in the sequel.
Definition 1. Let $L_{q}=Lq\{si\cdots$ $s_{m}$) $=$ ( $C_{1,)}\ldots$ Cm) be an orthogonal array where $C_{l}$ is a
vector with entries from an additive group $G_{l}$ of order $s_{l}$ for any $l$ $(l=1, \ldots, m)$ . The array $L_{q}$
is said to be normal if the set $G=$ { $A_{1}$ , $\ldots$ , $A_{q}$ : $A_{i}$ is the i-th row of $L_{q}$ } constitutes an additive
subgroup of order $\mathrm{g}$ , where $G\subseteq G_{1}\mathrm{x}$ $\cdot\backslash \cdot$ $\mathrm{x}$ $G_{m}:=$ $\{(x_{1}, \ldots, x_{m});x_{l}\in G_{l_{7}}l=1,2, \ldots, m, \}$ with
the usu al addition, i.e., for any $x$ , $y\in G,x=$ $(x_{1}, x_{2}, \ldots, x_{m})$ , $y=(y_{1},y_{2}, \ldots, y_{m})$ , we have
$x+y=$ ($x_{1}+y_{1},x_{2}+y_{2,)}\ldots x_{m}+$ Ym) .
Proposition 1 There is a map $\phi(A_{i})=\mathrm{i}-1$ which is a group isomorphism between G and
$G_{0}=$ {0,$1_{\}}$ \ldots , q-1}. And the map
$\phi_{t}(\mathrm{i}-1)=a_{it}$ (1)
is a group homomorphism from $G_{0}=\{0, 1_{1}\ldots, q-1\}$ to $G_{t}$ for $t=1,2$ , $\ldots$ ) $m$ .
Definition 2. Suppose that the array $L_{q}$ is a normal orthogonal array, and that the maps
$\phi_{1}$ , $\ldots$ $7\phi_{m}$ are defined in (1). Let $D_{0}=D(n_{7}k_{0}; q)$ be a difference matrix based on Go, and let
$D_{l}$ be a difference matrix based on Go, $l$ $=1$ , 2, $\ldots$ , $m$ . If the matrices
$[\phi_{1}(D_{0}), D_{1}]$ , $[\phi_{2}(D_{0}), D_{2}]$ , . . . , $[\phi_{m}(D_{0}), D_{m}]$
are difference matrices based on Gi, $G_{2}$ , . . . ’ $G_{m}$ , respectively, then the matrix
$[D_{0}, D_{1}, D_{2}, \ldots, D_{m}]$
is called a normal mixed difference matrix.
Definitions 1 and 2 can be found in Pang et al (2004b).
Lemma 1. Suppose that $D(\lambda p, mjp)$ is a $\lambda p$ $><m$ matrix with entries from a Galois field of
order $p$ , $GF(p))$ and that $\gamma$ is a column of orthogonal array $L_{n}$ (p ). If $D$ ( $\lambda p$ , $m_{1}$ ;p) $\oplus\gamma$ is also
an orthogonal array, then $D(\lambda p, m;p)$ is a difference matrix.
Proof. We suppose without lose of generality that $\alpha=$ $(a_{1}, \ldots , a\lambda p)^{T}$ and $\beta=(b_{1\}}\ldots , b_{\lambda p})^{T}$
are any two coium ns in $D(\lambda p, m;p)$ , and that $b_{1}-a_{1}=x_{1}$ , $b_{2}-a_{2}=x_{2}$ , $\ldots$ , $b\lambda p-a\lambda p=x\lambda p$ ,
and that $\gamma=$ $(c_{17}c_{2}, \ldots, c_{n})^{T}$ is a column in the array $L_{n}(p^{s})$ . Then we have
$\mathrm{a}\oplus\gamma=$ $(a_{1}+c_{1}, \ldots, a1+c_{n}, a_{2}+c1, \ldots , a2+c_{n}, \ldots, a\lambda p+c_{1}, \ldots, a\lambda p+c_{n})^{T}$,
$\beta\oplus\gamma=$ $(a_{1}+\mathrm{c}_{1}+x_{1}, \ldots, a_{1}+c_{n}+x_{1}, a_{2}+c_{1}+x_{2}, \ldots , a_{2}+c_{n}+x_{2}, \ldots, a_{\lambda p}+c_{1}, \ldots, a\lambda p+cn+x\lambda p)^{T}$.
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Since $\gamma$ is a colum $\mathrm{n}$ of orthogonal array $L_{n}$ $(p^{s})$ , $c_{1}$ , $c_{2}$ , $\ldots$ , $c_{n}$ contain every element of $GF(p)$
$n/p$ times. So $a_{i}+c_{1}$ , $ai+c_{2}$ , $\ldots$ , $a_{i}+c_{n}$ also contain all elements of $GF(p)$ , each of which occurs
$n/p$ times. Therefore, by some permutations,
$(a_{i}+c_{1}, a_{i}+c_{1}+x_{i})$ , $(a_{i}+c_{2}, a_{i}+c_{2}+x_{i})$ , $\ldots$ , $(a_{i}+c_{n}, a_{i}+c_{n}+x_{i})$







where $xi\in\{x_{1}, \ldots, x_{\lambda p}\}$ .
We consider these pairs just like $\ovalbox{\tt\small REJECT}(0, x_{i})$, $\ldots$ , $(0, xi)$ in two colum ns a%7 and $\beta\oplus\gamma$ . Since
$n/p$
these two columns are orthogonal, each element of $GF(p)$ occurs in $\{x1, \ldots , x_{\lambda p}\}$ with the same
frequency. Therefore, $D(\lambda p, m;p)$ is a difference matrix. This completes the proof.
Lemma 2. If $D(m,m;p)$ is a difference matrix, then both $(p)\oplus D(m, m;p)$ and $D(m, m;p)\oplus$
(p) are $\mathrm{O}\mathrm{A}\mathrm{s}$ , and their matrix images satisfy $m((p)\oplus D(m, m;p))\leq\tau_{p}\otimes I_{m}$ and $m(D(m, m;p)\oplus$
(p) $)$ $\leq I_{m}\otimes\tau_{p_{7}}$ respectively,
Proof. Prom Wang and Wu (1991), $L=[1_{p}\otimes(m), (p)\oplus D(m,m,\cdot p)]$ is an $\mathrm{O}\mathrm{A}$ . Prom
Zhang et al 2001 we have $m(L)\leq\tau_{mp}$ and $m(L)=P_{p}\otimes\tau_{m}+m((p)\oplus D(m,m;p))$ . Since
$\tau_{mp}=P_{\mathrm{p}}\otimes\tau_{m}+\tau_{p}\otimes I_{m}$ , it follows that $m((p)\oplus D(m, m;p))$ $\leq\tau_{p}$ (& $I_{m}$ . Similarly, we can prove
the remaining part.
Now we state the following theorem,
Theorem 1, Suppose that $L_{p}$ $(s_{1}\cdots s_{n})=(c_{1}, \ldots, c_{n})$ is a normal orthogonal array, and
that $L=[D(m, k;p)\oplus(p), D(m, k_{1} ; s_{1})\oplus c_{1}, \ldots, D(m, k_{nj}s_{n})\oplus c_{n}]$ is also an orthogonal array.
Th en
$D=[D(m, k; p), D(m, k_{1} ; s_{1}), \ldots, D(m, k_{n};s_{n})]$
is a normal mixed difference matrix.
Proof. Since $L_{p}$ $(s_{1}\cdots s_{n})=(c_{1}\cdots c_{n})$ is a normal orthogonal array, we have a group
homomorphism $\phi_{f}$ Prom $G_{0}=\{0, 1, \ldots,p-1\}$ to $G\iota$ . Set $c_{0}=(p)=(0,1, \ldots ,p-1)^{T}$ , then
$\phi_{l}(c_{0})=c_{l}$ . Prom Proposition 1 and the expansive replacem ent method in Hedayat et al (1999),
if the levels 0 1, $\ldots$ ) $p-1$ in $\lceil D\llcorner(m, k,\cdot p)\oplus(p)$ , $D(m_{l}, k_{l;}s_{l})\oplus c_{l}]$ are replaced with $A_{1)}\ldots$ , $A_{p}$ ,
respectively, where $A_{i}$ is the ith row of $L_{p}$ , we can obtain a mixed orthogonal array with the
levels $s_{1}$ , $\cdots$ , $s_{n}$ . Pick out all the $sl$ -level columns, we can get an $sl$ -Jevel orthogonal array, which
can be written as
$[\phi_{l}(D(m, k;p)), D(m, k_{l;s\iota})]\oplus c_{l}$ .
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It follows from Lemma 1 that $[\phi_{l}(D(m, k;p)), D(m, k_{l};s_{l})]$ is a difference matrix, $l=1$ , $\ldots$ , $n$ .
We have $D=[D(m, k;p), D(m, k_{1}; s_{1}), \ldots, D(m, k_{n};s_{n})]$ is a normal mixed difference matrix.
3. Construction method for smaller normal mixed difference ma-
trices.
The following method is from orthogonal decomposition of projection matrices. We illustrate
its applications with examples.
Example 1. Construction of normal mixed difference matrix $D=[D_{0}(8,5\cdot 4)\}’$ $D_{1}(8,1;2)$ ,
$D_{2}$ (8, 1; 2), $D_{3}(8, 1;2)]$ and $D=[D_{0}(8,6;4), D_{1}(8, 2;2), D_{2}(8,2;2), D3(8, 2; 2)]$
Orthogonally decompose 74 @ $\mathit{1}_{2}$ $\otimes\tau_{4}$ as follows:
$\tau_{4}\otimes I_{2}\otimes\tau_{4}$
$=$ ( $\tau_{2}\otimes P_{2}\otimes P_{2}\otimes\tau_{2}\otimes P_{2}+P_{2}$ (& $\tau_{2}$ (& $P_{2}\otimes P_{2}\otimes\tau_{2}+\tau_{2}$ $(\otimes\tau_{2}\otimes P_{2}\otimes\tau_{2}\otimes\tau_{2})$
$+$ $(\tau_{2}\otimes\tau_{2}\otimes P_{2}\otimes\tau_{2}\otimes P_{2}+P_{2}\otimes\tau_{2}(\otimes\tau_{2}\otimes P_{2}\otimes\tau_{2}+\tau_{2}\otimes P_{2}\otimes\tau_{2}\otimes\tau_{2}\otimes\tau_{2})$
$+$ $(P_{2}\otimes\tau_{2}\otimes \tau_{2}\otimes\tau_{2}\otimes P_{2}+\tau_{2}\otimes\tau_{2}\otimes\tau_{2}3 P_{2}\otimes\tau_{2}+\tau_{2}\otimes P_{2}\otimes P_{2}\otimes\tau_{2}\otimes\tau_{2})$
$+$ $(\tau_{2}\otimes\tau_{2}\otimes\tau_{2}\otimes\tau_{2}$ $(\ P_{2}+\tau_{2}\otimes P_{2} \mathrm{C}\otimes\tau_{2}\otimes P_{2}\otimes\tau_{2}+P_{2}\otimes\tau_{2}\otimes P_{2}\otimes\tau_{2}\otimes\tau_{2})$
$+$ ( $\tau_{2}\otimes P_{2}$ (& $\tau_{2}\otimes\tau_{2}\otimes P_{2}+\tau_{2}\otimes\tau_{2}\otimes P_{2}$ $(\otimes P_{2}\otimes\tau_{2}+P_{2}\otimes\tau_{2}\otimes\tau_{2}\otimes\tau_{2}\otimes\tau_{2})$
$+$ $P_{2}\otimes\tau_{2}$ (& $P_{2}\otimes\tau_{2}\otimes P_{2}+\tau_{2}\otimes P_{2}\otimes P_{2}\otimes P_{2}\otimes\tau_{2}+\tau_{2}\otimes$r2 (&r2 $\otimes\tau_{2}\otimes\tau_{2}$ .
By using the method in Zhang et al (1999); we can construct an orthogonal array $L_{32}(2^{18})$ as
follows:
$L_{32}(2^{18})$
$=[((2)\oplus 0_{2}\oplus 0_{2}\oplus(2)\oplus 0_{2},0_{2}\oplus(2)\oplus 0_{2}\oplus 0_{2}\oplus(2),(2)\oplus(2)\oplus 0_{2}\oplus(2)\oplus(2))$ ,
$((2)\oplus(2)\oplus 0_{2}\oplus(2)\oplus 0_{2},0_{2}\oplus(2)\oplus(2)\oplus 0_{2}\oplus(2),(2)\oplus 0_{2}\oplus(2)\oplus(2)\oplus(2))$ ,
$(0_{2}\oplus(2)\oplus(2)\oplus(2)\oplus 0_{2\}}(2)\oplus(2)\oplus(2)\oplus 0_{2}\oplus(2),(2)\oplus 0_{2}\oplus 0_{2}\oplus(2)\oplus(2))$ ,
$((2)\oplus(2)\oplus(2)\oplus(2)\oplus 0_{2},(2)\oplus 0_{2}\oplus(2)\oplus 0_{2}\oplus(2),0_{2}\oplus(2)\oplus 0_{2}\oplus(2)\oplus(2))$ ,
( (2) $\oplus 0_{2}\oplus(2)\oplus(2)$ ea 02, (2) $\oplus(2)\oplus 0_{2}\oplus 0_{2}\oplus(2),0_{2}\oplus(2)\oplus(2)\oplus(2)\oplus(2)$),
$0_{2}\oplus(2)\oplus 0_{2}\oplus(2)\oplus 0_{2},(2)\oplus 0_{2}\oplus 0_{2}\oplus 0_{2}\oplus(2),(2)\oplus(2)\oplus(2)$ ea (2) ea (2) $]$
By using the generalized Hadamard product in Zhang et al (2001), i.e., $((2)\oplus 0_{2})\square (0_{2}\oplus(2))=$
{4) and its MI satisfies $m(((2)\oplus 0_{2})\square (0_{2}\oplus(2)))=\tau_{2}\otimes P_{2}+P_{2}\otimes\tau 2+\tau 2\otimes\tau 2=\tau_{4}$ , we can
construct an orthogonal array
$L_{32}(4^{5}2^{3})=$ [$L_{32}(4^{5}),0_{2}\oplus(2)\oplus 0_{2}\oplus(2)\oplus 0_{2},(2)\oplus 0_{2}\oplus 0_{2}\oplus 0_{2}\oplus(2),(2)\oplus(2)\oplus(2)\oplus(2)$ea (2)]
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where $L_{32}(4^{5})=D(8,5;4)\oplus(4)$ and
$D(\mathrm{S}, 5; 4)=\ovalbox{\tt\small REJECT} 320\mathrm{C}3211$ $03223011$
$22030131$ $00323211$
$02320311\ovalbox{\tt\small REJECT}$ .
Prom orthogonal decomposition of $\tau 4\otimes I_{2}\otimes\tau 4$ and the construction of 4-level colum $\mathrm{n}\mathrm{s}$ , we
can easily construct a normal mixed difference matrix $D=[D_{0}$ (8, 5; 4), $D_{1}(8,1;2)$ , $D_{2}(8, 1;2)$ ,
$D_{3}$ (8, 1; 2) $]$ (see table 1).
Table 1. The $D_{3}$ (8, 1,$\cdot$ 2) $]$
Furthermore, since $\tau_{4}\otimes I_{2}\otimes\tau_{4}$ , $P_{8}\otimes\tau_{4}$ and $P_{4}\otimes\tau_{2}\otimes\tau 4$ are pairwise orthogonal, we can
construct orthogonal array $L_{32}(4^{6}2^{6})=\lfloor L_{32}(\wedge 4^{5})$ , $0_{8}\oplus(4)$ , $(0_{2}\oplus(2)\oplus 0_{2},0_{2}\oplus 0_{2}\oplus(2))\oplus(2)\oplus$
$0_{2}$ , $((2)\oplus 0_{2}\oplus 0_{2},0_{2}\oplus 0_{2}\oplus(2))\oplus 0_{2}\oplus(2)$ , $((2)\oplus(2)\oplus(2), 0_{2}\oplus 0_{2}\oplus(2))\oplus(2)\oplus(2)]$ . Then we
can obtain a normal mixed difference matrix $D=[D_{0}(8,6;4), D_{1}\langle 8,2;2), D_{2}(8,2;2), D_{3}(8, 2;2)]$
(see table 1).
Table 2. The $D_{3}$ (8, 2; 2) $]$
Example 2. Construction of normal mixed difference matrix $[D_{0}(24,20;4),$ $D_{1}(24,$ 4;2),
$D_{2}(24,$ 4;2), $D_{3}(24,$ 4,.$2)]$
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By using the construction method in Zhang, et al. (2002), we can obtain a difference matrix
$D$ (I2, 12; 4) as follows:
$D(12,12;4)=\ovalbox{\tt\small REJECT} 001022113233$




Prom Lemma 2, we have $D$ (12, 12 $\cdot$ 4)$\}$ $\oplus(4)$ is an orthogonal array and its matrix image
satisfies that $m(D(12,12;4)$ ea (4) $)$ $=I_{12}$ (& $\tau_{4}$ . On the other hand, $D(12,12;4)\oplus(4)$ can be
written as
$D($ 12, 12,$\cdot$ $4)\oplus(4)=$
$[D(4,3;4)\oplus 0_{3}\oplus(4), T_{1}(D(43;\}4)\oplus 0_{3}\oplus(4)), T_{2}(D(4, 3;4)\oplus 0_{3}\oplus(4)), T_{3}(D(4, 3; 4)\oplus 0_{3}\oplus(4))]$,
where the difference matrix $D(4,3_{1}.4))$ and the operation $\oplus$ , and the permutation matrices $T_{1}$ ,
$T_{2}$ and $T_{3}$ are as follows:
$\oplus$ 0 1 2 3
$D(4,3;4)=(\begin{array}{lll}0 0 01 2 32 3 13 1 2\end{array})$ ,








1 0 3 2
2 3 0 1
3 2 1 0
$T_{1}=$ diag $(\sigma(1_{J}^{\mathrm{t}}, \sigma(2)$ , a(1), $K(3, 3)\otimes I_{4})$ ,
$T_{2}=d\mathrm{i}ag(\sigma(2), \sigma(3)$ , $\sigma(1)$ , ( $d\mathrm{i}ag(I_{3}, N_{3}, N_{3}^{2})K(3,3)\}$ (&I4),
$T_{3}=deag(\sigma(3), \sigma(1),$ $\sigma(2)$ , (diag $(I_{3\}}N_{3}^{2},$ $N_{3})K(3,3)$ ) (&#4),
where a(1), $\mathrm{a}(2)$ and $\mathrm{a}(3)$ are the following permutation matrices: $\sigma(1)=I_{2}\otimes N_{2}$ , $\sigma(2)=$ N2@72
and $\sigma(3)=N_{2}\otimes N_{2}$ .
Then we have
$I_{12} \otimes\tau_{4}=\sum_{i=0}^{3}T_{i}$ (r4 (& $P_{3}$ $($& $\tau_{4})T_{i}^{T}$ ,
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where $T_{0}=I_{48}$ . It follows that
$I_{24}\otimes\tau_{4}$
$=$ $(I_{12}\otimes K(2,4))(I_{12}\otimes\tau_{4}\otimes I_{2})(I_{12}\otimes K(2, 4)^{T})$
$=$ $(I_{12} \otimes K(2,4))[(\sum_{i=0}^{3}T_{i}(\tau_{4}\otimes P_{3}\otimes \tau_{4})T_{i}^{T})\otimes I_{2}](I_{12}\otimes K(2,4)^{T})$
$=$ $\sum_{i=0}^{3}M_{i}(P_{3}\otimes \tau_{4}\otimes I_{2}\otimes\tau_{4})M_{i}^{T}$ ,
where $M_{0}=K(4,3)\otimes I_{8}$ , $M_{i}=(I_{12}\otimes K(2,4))(T_{i}$ (&I2) $(I_{12}\otimes K(4, 2))(K(4,3)\otimes I_{8})$ . The
decomposition is orthogonal because of the orthogonality in each step.
Prom Example 1 we can find an orthogonal array $L_{32}(4^{5}2^{3})=D(\mathrm{S}, 5;4)\oplus(4)$ , $0_{2}\oplus(2)\oplus$
$0_{2}$ $\oplus(2)\oplus 0_{2},$ (2) $\oplus 0_{2}\oplus 0_{2}\oplus 0_{2}\oplus(2),$ (2) $\oplus(2)\oplus(2)\oplus(2)\oplus(2)]$ such that its $\mathrm{M}\mathrm{I}|1\mathrm{S}$ less than
or equal to $\tau_{4}$ @ $I_{2}$ (& $\tau 4$ . Prom the orthogonal decomposition of $I_{24}\otimes\tau 4$ , we can construct an
orthogonal array
$L_{96}(4^{20}2^{12})=$ [$M_{0}(0_{3}\oplus L_{32}(2^{3}4^{5}))$ , $M_{1}$ (C3 ea $L_{32}(2^{3}4^{5}\rangle)$ , $M_{2}(0_{3}\oplus L32(2^{3}4^{5}))$ , $M_{3}(0_{3}\oplus L_{32}(2^{3}4^{5}))$].
Now we consider a 4-level subarray $L^{1}$ of $L_{96}(4^{20}2^{12})$ .
$L^{1}=[M_{0}(0_{3}\oplus L_{32}(4^{5})), M_{1}(0_{3}\oplus L_{32}(4^{5})), M_{2}(0_{3}\oplus L_{32}(4^{5})), M_{3}(0_{3}\oplus L_{32}(4^{5}))]$.
And
$M_{0}(0_{3}\oplus L_{32}(4^{5}))$
$=$ (A (4, $3)\otimes I_{8}$ ) $(0_{3}\oplus D(8, 5;4)\oplus(4))$
$=$ $[(K(4, 3)\otimes I_{2})(0_{3}\oplus D(8, 5;4))]\oplus(4)$ .
Set $D_{24}=(K(4,3)\otimes I_{2})(0\mathrm{s} \oplus D(8, 5;4))$ , we have
$M_{1}(0_{3}\oplus L_{32}(4^{5}))$
$=$ $(I_{12}\otimes K(2,4))(T_{1}\otimes \mathrm{I}2)(/\mathrm{i}2\otimes K(4,2))$ (A (4, 3)& $I_{8}$ ) $(0_{3}\oplus D(8, 5,\cdot 4)\oplus(4))$
$=$ diag $(I_{2}\otimes \mathrm{a}(1), I_{2}\otimes\sigma(2)$ , $\mathrm{i}_{2}$ $\otimes\sigma(3)$ , $K(3, 3)\otimes I_{8})[D_{24}\oplus(4)]$
$=$ $D_{24}’\oplus(4)$ ,
where
$D_{24}’=(\begin{array}{l}1\oplus D_{1}(2,5,4)2\oplus D_{2}(2,5,4)3\oplus D_{3}(2,54))(K(3,3)\otimes I_{2})D_{4}(18,5,4)\end{array})$
$15\epsilon$
and $D_{1}$ (2, 5, 4), $D_{2}(2, 5,4)$ , $D_{3}(2,5,4)$ and $D_{4}(18,5, 4)$ are respectively the first two rows, the
$3\mathrm{t}\mathrm{h}$ and 4th rows, the 5th and 6th rows and the last 18 rows of the matrix $D_{24}$ .
Hence $L^{1}$ can be written as $L=D($24, 20; $4)\oplus(4)=[D_{24}, D_{24}’, D_{24)}’D_{24}’]\oplus(4)$ , where
$D_{24}’=(\begin{array}{l}2\oplus D_{1}(2,5,4)3\oplus D_{2}(2_{7}5,4)1\oplus D_{3}(2,5,4)((diag(I_{3},N_{3},N_{3}^{2})K(3,3))\otimes I_{2})D_{4}(18,5,4)\end{array})$
and
$D_{24}^{\prime\prime/}=(\begin{array}{l}3\oplus D_{1}(2,5,4)1\oplus D_{2}(2,5_{1}4)2\oplus D_{3}(2,54))((diag(I_{3} , N_{3}^{2} , N_{3})K(3,3))\otimes I_{2})D_{4}(18,5,4)\end{array})$ .
By Theorem 1, $D(24,20;4)$ is a difference matrix, which is listed in Table 3.
Table 3. The normal mixed difference matrix $D=[D_{0}(24,20_{7}.4),$ $D_{1}(24,4;2)$ , $D_{2}(24, 4;2)$ ,
$D_{3}$ (24, 4; 2) $]$
And through similar computing, $L_{96}(4^{20}2^{12})$ can be written as
[$D_{1}(24,4;2)\oplus((2)\oplus 0_{2})$ , $D_{2}(24,4;2)\oplus(0_{2}\oplus(2))$ , $D_{3}(24,$ $4;2)$ ce $((2)$ ea (4), $D(24,20_{\mathrm{i}}4)\oplus(4)$ ].
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From orthogonal decompositions of $I_{24}\otimes\tau_{4}$ , $\tau_{4}\otimes I_{2}$ (& $\tau_{4}$ and Theorem 1, it is obvious that
$D=[D_{0}(24,20;4), D_{1}(24,4;2),D_{2}(24,4;2), D_{3}(24,4;2)]$ is a normal mixed difference matrix
(see Table 3),
Theorem 2 Suppose that $L_{p}$ $(s_{1}\cdots s_{n})=(c_{1}, \ldots , c_{n})$ is a normal orthogonal array, and
that $D$ ( $m,$ &; p) is a difference matrix. If we partition $D(m, k;p)$ into $[D(m, k|,p)=[D(m,$ $k-$
$r;p)$ , $D(m, r;p)]$ , then $[D(m, k-r;p), \phi_{1}(D(m, r;p)), \ldots, \phi_{n}(D(m, r;p))]$ is a normal mixed dif-
ference matrix, where $\phi_{i}$ is as in (1).
Proof. It follows from that $\phi_{l}(D(m, k;p))$ is a si-level difference matrix.
4. Construction method for larger normal mixed difference ma-
trices .
The following Lemma is due to Zhang et $\mathrm{a}1(2002)$ .
Lemma 3 Suppose that both
$D(r, r;r)=(d_{ij})_{r\mathrm{x}r}=(d_{1_{\rangle}}. . , , d_{r})$
and
$D(r+1, r+1;p)=(\begin{array}{ll}0 \mathrm{O}0 \mathrm{A}\end{array})$ $=(\begin{array}{ll}0 00 (a_{ij})_{r\mathrm{x}r}\end{array})$ $=(\begin{array}{lll}\mathrm{O} \mathrm{o} 00 a_{1} a_{r}\end{array})$
are difference matrices with entries from two additive groups $G_{r}=\{0,1, . , . , r-1\}$ and $G_{p}=$
$\{0,1, \ldots ,p-1\}$ , respectively. For any $\mathrm{d}\mathrm{i}\mathrm{j}\in G_{r}$ , define a permutation matrix $\sigma(di_{J})$ as follows
$\sigma(d_{ij})$ . $(r)=d_{ij}+(r)$ . (2)
Set $F=\langle\sigma(d_{ij})A)_{1\leq i\leq r,1\leq j\leq r}$ . Then the following array
$D(r(r+1))r(r+1);p)=(\begin{array}{llll} 0 \mathrm{A} \oplus 0_{r}^{T}\mathrm{A} \oplus 0_{r} F\end{array})$ .
is a difference matrix.
Lemma 4 If $D=[D(m, k;p), D(m, k_{1}; s_{1}), \ldots,D(m, k_{n};s_{n})]$ is a normal mixed difference
matrix based on a normal orthogonal array $L_{p}$ $(s1\ldots s_{n})=(c1, . , . , c_{n})$ , then $D$ is still an normal
mixed difference matrix after performing the following operations:
(1) adding an $\mathrm{i}(\mathrm{i}\in\{0,1, \ldots ,p-1\}$ to any colum $\mathrm{n}$ of $D(m, k.\cdot,p)$ or adding an $\mathrm{i}_{\gamma}\mathrm{i}_{f}\in G_{j}$ to any
column of $D(m, kj;sj)$ .
(2) adding an $\mathrm{i}(\mathrm{i}\in\{0,1, \ldots,p-1\}$ to row of $D(m, k^{1},p)$ and adding $\phi j(\mathrm{i})$ to the same row of
$D(m, k_{j}; s_{j})$ for $j=1$ , $\ldots$ , $n$ .
Proof It is obvious from the definition of normal mixed difference matrix.
1B0
Theorem 3. Under the conditions of Lemma 3, suppose that $[D(r+1, k+1;p),$ $D_{1}(r+$
$1$ , $k_{1)}.s_{1})$ , .. . , $Dm(r+1_{7}k_{m};\mathrm{s}\mathrm{m})]$ is a normal mixed difference matrix based on a normal orthog-
onal array $L_{p}$ $(s_{1}\cdots s_{m})=(c_{1}, \ldots, c_{m})$ and that $D(r, r,\cdot r)$ is a difference matrix. Then we can
obtain a normal mixed difference matrix
$[D(r(r+1), k(k+1);p), D_{1}(r(r+1), k_{1}(r+k+1);s_{1}), \ldots, D_{m}(r(r+1), k_{m}(r+k+1);s_{m})]$
based on the normal orthogonal array $L_{p}(s_{1}\cdots s_{m})$ .
Proof. From Lemma 4, we assume that
$[D(r+1, k+1;p), D(r +1, k_{t}; s_{t})]=(\begin{array}{ll}0 00 H\end{array})$ $=(\begin{array}{ll}0 00 (h_{i_{J}})_{r\mathrm{x}r_{t}}\end{array})$ $=(\begin{array}{lll}0 0 00 h_{1} h_{rt}\end{array})$ ,
where $r_{t}=k+k_{\mathrm{t}}$ and $H=(A_{r\mathrm{x}k}, B_{r\mathrm{x}k_{t}})\backslash \cdot$ And set $F=(\sigma(d_{ij})H)_{1\leq i\leq r,1\leq j\leq r_{t}}$ , where $\sigma(d_{xj})$ is
as in (2). Then we construct the following matrix $K$ as follows
$K=(\begin{array}{ll}0 H\oplus 0_{r_{t}}^{T}H\oplus \mathrm{O}_{r} F\end{array})$ .
And in the $K$ , set $K_{0}=$ $(\begin{array}{ll} 0H \oplus 0_{r}\end{array})$ and $K_{j}=($ $\sigma(d_{rj}..)H\sigma(d_{1j}.)H^{t}h_{j}\oplus 0_{r}^{T}\ovalbox{\tt\small REJECT}$ for $j=1$ , $\ldots$ ) $rt$ . Moreover, if $hj$
is a $p$-level column i.e. acolumn of $A_{r\mathrm{x}kj}$ we take $Kj$ as follows
$K_{j}=(\begin{array}{ll}h_{j} \oplus 0_{k)}^{T}\phi_{t}(h_{j})\oplus 0_{k_{t}}^{T} \sigma(d_{1j})(A,B)\cdots \cdots \sigma(d_{r_{J}})(A,B)\end{array})$ ,
and if $h_{j}$ is a $s_{t}$-level column i.e. a column of $B_{r\mathrm{x}k_{t}}$ , we take $Kj$ as follows
$K_{j}=(\begin{array}{l}\sigma(d_{1\mathrm{i}})(\phi_{t}(A),B)h_{j}\oplus 0_{r_{t}}^{T}\cdots\sigma(d_{rj})(\phi_{t}(A),B)\end{array})$ ,
Through some column permutation, $K$ can be written as
$K=[D(r(r+1), k(k+1);p), D_{t}(r(r+1), k_{t}(r+k+1);s_{t})]$ .
It easily follows from Lemma 3 that all the $p$-level columns of $K$ constitute a difference
matrix $D(r(r +1), k(k+1);p)$ .
Now we prove that [$\phi_{t}$ ( $D$ ($r(r+1)$ , $k(k+1$ ); p) ), $D_{t}(r(r+1),$ $k_{t}(r+k+1);s_{t})$ ] is a difference
matrix based on the group $G_{t}$ .
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$[\phi_{t}(D(r+1, k+1;p)),D_{t}(r+1, k_{t};s_{t})]=(\begin{array}{lll}0 0 00 \phi_{t}(A) B\end{array})$ .
By using $D(r, r;r)$ and Lemma 3, we can construct an $s_{t}$ level difference matrix
$K_{\phi\iota}=[D(r(r+1), k(k+1)+k_{t}(r+k+1);s_{t})]=((\phi_{t}(A),B)\oplus 0_{r}0$ $\sigma(d_{ij})(\phi_{t}(A),B)(\phi_{t}(A),B)\oplus 0_{r_{t}}^{T})$ .
On the other hand, through some column permutation, we just have that $K\emptyset\ell$ can be written
as $K_{\phi_{\mathrm{t}}}=[\phi_{t}(D(r(r+1), k(k+1);p)),$ $[D\{r(r+1), k_{t}(r+k+1);s_{t})]$ . Hence, To take $t$ $=1$ , . . ’ $m$ ,
respectively, we can get a normal mixed difference matrix
$[D(r(r+1), k(k+11|p), D_{1}(r(r-\mathrm{T}^{\mathrm{I}}- 1), k_{1}(r+k+1);s_{1}), \ldots, D_{m}(r(r+1), k_{m}(r+k+1);s_{m})]$
based on the normal orthogonal array $L_{p}(s_{1}\cdots s_{m})$ .
Remark In theorem 3, if $r(r+1)$ $-1$ is a prim $\mathrm{e}$ or prime power, then we can use the method
again to construct a new normal mixed difference matrix,
Example 3. Construction of normal mixed difference matrices $[D_{0}(132,30;6),$ $D_{1}(132,51;3))$
D2 (132; 102; 2) $]$ and $[D_{0}(132,20;6), D_{1}(132,102;3), D_{2}(132,112;2)]$ .
By Lemma 4, we can make the normal mixed difference matrix $[D_{0}(12,6;6),$ $D_{1}(12,3;3)$ ,
$D_{2}(12,6;2)]$ in Wang (1996) the following form
$(\begin{array}{ll}0 00 H\end{array})$ .
Then using the difference matrix $D$ $(11, 11_{\}}. 11)$ and Theorem 2, we can construct a normal mixed
difference matrix $\lfloor\lceil D_{0}$ (132, 30; 6), $D_{1}(132, 51;3)$ , $D_{2}(132,102;2)]$ .
Similarly by using $[D_{0}(12,5\cdot 6)|’ D_{1}(12,7;3), D_{2}(12, 7;2)]$ in Wang (1996), we can obtain a
norm al mixed difference matrix $[D_{0}(132,20\cdot 6)\}’ D_{1}(132, 112;3), D_{2}(132,112;2)]$.
Example 4. Construction of normal mixed difference matrix [$D_{0}(23 \mathrm{x} 24, \mathrm{S}80\mathrm{j} 4)$ , $D_{1}(23\rangle\zeta$
$24$ , 102; 2), $D_{2}(23\mathrm{x} 24,102; 2)$ , $D_{3}(23\cross 24, 102;2)]$
By Lemma 4, we can make the $[D_{0} (24, 20; 4), D_{1}(24,4:2), D_{2}(24,4_{\}}.2), D_{3}(24, 4_{\}}.2)]$ in Ex-
ample 2 the following form
$(\begin{array}{ll}0 00 H\end{array})$ .
Then using the difference matrix $D(23,23;23)$ and Theorem 2, we can construct a normal mixed
difference matrix $[D_{0}(23 \mathrm{x}24,380; 4), D_{1}(23\rangle\{24,172;2), D_{2}(23\mathrm{x} 24,172\cdot 2)|’ D_{3}(23\mathrm{x} 24,172;2)]$ .
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