Despite extensive Monte Carlo ͑MC͒ simulations, the nature of the phase transition in the anisotropic planar rotor ͑APR͒ model remains elusive. The ground state is sixfold degenerate, which would naively suggest strongly first-order qϭ6 Potts behavior. Extensive MC simulations indicate either a second-order transition with qϭ3 Potts exponents, or a very weakly first-order transition. We show that the APR model maps to a generalized six-state Potts model, with a bond energy between pairs of Potts states q and (qϩ3) mod 6 larger by a factor ␣ϭ␣ APR у2. For ␣ϭ␣ T Ϸ2.5, there exists a tricritical point separating first-order behavior ͑including qϭ6 Potts at ␣ϭ1͒ from second-order behavior ͑including qϭ3 Potts at large ␣͒. Thus the APR model is weakly first order because of the proximity to this tricritical point.
I. INTRODUCTION
The anisotropic planar rotor ͑APR͒ model arises in many contexts in two-dimensional statistical physics, including adsorbed diatomic gases on hexagonal substrates ͑N 2 on graphite, e.g.͒ 1 and the packing of linear alkanes in wax crystals. 2 The model consists of two-headed planar spins on a hexagonal lattice, with a Hamiltonian consisting of near-neighbor interactions HϭK ͚ n.n.
cos ͑ 2 i ϩ2 j Ϫ4 i j ͒ϩJ ͚ n.n.
Here i is the angle between the x axis and the ith spin, and i j is the angle between the x axis and the vector R i j connecting the ith and jth spins.
The APR model is ''generic'' for interacting neutral mass or charge distributions with quadrupolar symmetry on a lattice 3 ͑see Appendix A͒. For point quadrupoles on a hexagonal lattice, the ratio of the coefficients is K/Jϭ35/3, and the J term is safely neglected.
The APR model has six degenerate ground states ͑see Fig. 1͒ . Each is a herringbone arrangement of the spins, with the herringbone direction ͑along which spins are parallel͒ one of the directions ê 1 ϭx , ê 2 ϭ( 1 2 )x ϩ()/2)ŷ , or ê 3 ϭϪ( 1 2 )x ϩ()/2)ŷ . For each choice of herringbone direction, the spins on the line parallel to the herringbone direction and passing through the origin can be inclined at an angle of Ϯ/4 with respect to the herringbone direction. Thus the ground states may be labeled by ͕q,s͖, where q ϭ1,2,3 denotes the herringbone direction and sϭϩ1,Ϫ1 denotes the sign of the inclination angle.
The nature of the phase transition in the APR model has been a matter of controversy. Because the APR model has six equivalent ground states, it has been suggested that the APR model is in the universality class of the six-state Potts model. 4 However, the APR model is not exactly equivalent to a Potts model, and no systematic identification of irrelevant operators has been given to show the APR model to be in the six-state Potts universality class. The ⑀-expansion about four dimensions is inadequate 5 even to identify the known second-order transition for qр4 in Potts models. 6 Results from MC simulations of the APR model have been controversial. Early simulations suggested a first-order transition, 7 in agreement with the naive universality class argument. More extensive MC simulations in conjunction with finite-size scaling suggested exponents consistent with qϭ3 Potts second-order behavior, 8 with no explanation of why this should be so. Finally, still more extensive simulations focusing on the behavior of the correlation length concluded that the APR transition is indeed very weakly first order, but gave no reason for the weakness of the transition. 9 In this article, we show that the APR phase transition is weakly first order because of a nearby tricritical point. In Sec. II, we map the APR model onto a generalized Potts model, in which there are two types of unfavorable bonds with different energies J 1 and J 2 . We show in Appendix B that the APR model corresponds to J 2 /J 1 Ϸ2. In Sec. III, we investigate the phase behavior of this generalized model as a function of the two bond energies by Monte Carlo simulation. We identify a line of transitions connecting the six-state Potts model (J 1 ϭJ 2 ) to a point with three-state Potts model behavior (J 2 →ϱ). This transition line contains a tricritical point separating first-order behavior from second-order behavior. In Sec. IV, we review techniques for distinguishing second-order from weakly first-order transitions, and apply them to the extended Potts model to locate the tricritical point at about J 2 /J 1 ϵ␣ϭ2.5. In Sec. V, we directly examine the APR model itself by Monte Carlo simulations, and map typical configurations onto the extended Potts model, to show directly that the high-energy domain walls are largely absent as expected. We summarize our results in a concluding section. In Appendix A, we show how the APR model arises from symmetry considerations alone for objects with quadrupolar symmetry on a hexagonal lattice.
II. FROM APR TO GENERALIZED POTTS MODEL
Clearly, there must be some generalized Potts model that is reached upon coarse-graining the APR model. The APR model must have configurations with six types of domains separated by some sort of domain walls, but it need not be the case that the domain wall energy is independent of which domains it separates, or of the orientation of the domain wall with respect to the lattice.
It turns out ͑see Appendix B͒ in the APR model that the orientational anisotropy of a given type of domain wall ͑i.e., its dependence on the relative orientation of the domain wall and the lattice axes͒ is quite small, of order 10%. We neglect this anisotropy in the present work. In contrast, simple analysis of zero-or low-temperature configurations for domain walls ͑Appendix B͒ suggests that the most important Potts symmetry-breaking term is the existence of domain walls with smaller or larger energies per unit length ͑''light'' and ''heavy'' domain walls͒.
We find ͑Appendix B͒ that in the APR model, walls between domains with equal values of q ͑and unequal values of s͒ are about twice as energetically costly as walls between domains with unequal values of q ͑whatever the values of s in the two domains are͒. In fact, the annealed structure of a domain wall between domains of ͕q,1͖ and ͕q,Ϫ1͖ appears to marginally prefer an intervening strip of another ground state ͕qЈ,Ϯ1͖ ͑see Fig. 2͒ . We expect such a structure whenever the ratio of ''heavy'' and ''light'' domain wall energies exceeds two, since it then becomes energetically favorable to have two light walls rather than one heavy wall.
Thus we are motivated to study an extended class of Potts-like models, with a Hamiltonian of the form Hϭ ͚ n.n.
as a function of both coupling constants J 1 and J 2 . For correspondence with a coarse-grained APR model, we assume a hexagonal lattice in all that follows. Though the APR model corresponds to a ratio J 2 /J 1 Ϸ2, it is nonetheless interesting to consider other values of this ratio as well, because for certain values of the couplings the behavior of the model is well known. For J 1 ϭJ 2 ϭJ we recover the six-state Potts model ͓written in the form J
, with a first-order transition at J* ϭ0.788 ͑because we consider a hexagonal lattice, duality arguments to identify the exact transition temperature are not applicable͒. For J 2 ϭ0 we have a three-state Potts model with coupling J 1 , with an irrelevant ''decoration'' of the domains by a completely random Ising variable. This model has a second-order transition at J 1 *ϭ0.632. For J 1 ϭϱ we enforce the entire system to have the same value of q, and obtain an Ising model with coupling J 2 , with a second-order transition at J 2 *ϭ0.552 ͑this value found for J 1 ϭ10͒.
Finally, for sufficiently large values of J 2 we expect that there will be no domain walls separating domains with q i ϭq j and s i s j . Therefore, the domain structure will be that of a three-state Potts model, with each domain carrying a random label s i ϭϮ1. Thus in the limit J 2 →ϱ we expect to recover again a three-state Potts model with coupling J 1 and critical point J 1 *ϭ0.632 ͑found at J 2 ϭ10͒.
III. PHASE DIAGRAM FOR GENERALIZED POTTS MODEL
Now consider the phase behavior of our extended model in the (J 1 ,J 2 ) plane ͑see Fig. 3͒ . We have a known firstorder transition at J 1 ϭJ 2 ϭ0.788, which must somehow be connected to the three second-order transitions shown. Evidently, there are some lines of transitions and some multicritical points where the transitions change order.
To begin with, consider the critical line emanating from the three-state Potts transition at ͑J 1 ϭ0.632, J 2 ϭ0͒. For small but nonzero J 2 , the bonds along a domain wall between two Potts domains have a reference energy of J 2 /2 ͑if the q-values for the two domains were the same, the randomly chosen Ising variable would result in a bad bond with probability 1 2 and energy cost J 2 ͒. Thus the effective coupling constant becomes J 1 ϪJ 2 /2, and the condition for a threestate Potts transition implies J 1 ϭJ 2 /2ϩ0.632. Therefore the critical line should emerge from the known critical point with slope 1 2 , as indicated by the sloping dashed line in Fig. 3 . Next, consider the critical line emanating from the Ising transition at ͑J 1 ϭϱ, J 2 ϭ0.552͒. For large but finite values of J 1 , there will be essentially no domains with differing values of q because of the large energy cost, and thus the critical line must emerge initially at constant J 2 from the known Ising critical point, as indicated by the vertical dashed line in Fig. 3 . Similarly, a critical line must emerge initially at constant J 1 from the three-state Potts critical point at infinite J 2 , as indicated by the horizontal dashed line in Fig. 3 .
To go beyond these results, we have examined our extended Potts model with Monte Carlo simulations, making use of generalized Swendsen-Wang ͑SW͒ cluster flipping algorithms 10 as developed by Wolff. 11 Unlike the APR model, the extended Potts Hamiltonian of Eq. ͑2͒ satisfies the requirements for application of the SW method. 11 Namely, there exists a set of spin-flip operators ͑exchanging a pair of the ͕q i ͖ values, or exchanging sϭ1 for sϭϪ1, on a single site͒, with the following properties: ͑1͒ the spin-flip operator when applied twice is the identity operator; ͑2͒ the Hamiltonian is invariant when a spin-flip operator is applied to every spin ͑our model has both Potts and Ising symmetry, i.e., invariance under exchange of any pair of q values or of sϭ1 and sϭϪ1͒; and ͑3͒ the set of all spin-flip operators is sufficient to take the system from any configuration into any other.
As is well known, the critical slowing down that plagues Monte Carlo simulations ͑resulting from the slow motion of domain walls across the system when the correlation length diverges͒ is greatly mitigated by SW algorithms. 12 Our Monte Carlo simulation of the generalized Potts model enjoys this benefit relative to simulations of the APR model, as well as the advantage of a discrete spin variable.
To identify the location of the transitions at different values of (J 1 ,J 2 ), we applied finite-size scaling and the Swendsen-Ferrenberg method 13 to search for the peak in the specific heat C V ϭ(1/N)͗(⌬E) 2 ͘ and the three-state Potts
Here N is the number of sites and ⌬E is the system energy minus its average. The three-state Potts order parameter is Q 3 ϭ"3Max q (N q )Ϫ1…/2 and the Ising order parameter is Q 2 ϭ"2Max s (N s )Ϫ1…, where N q and N s are the number of sites with a given value of q or s, respectively.
Using the Swendsen-Ferrenberg method, shifts of the histogram of system energy or order parameter by about one standard deviation are reasonably accurate in locating the peaks, as confirmed by additional simulation runs; this affords an efficient method for ''polishing'' values of the couplings at the transition for a given system size. Then, after acquiring values of critical couplings for a range of small system sizes, we can extrapolate to get an initial estimate of the transition location for larger systems.
The resulting phase diagram is shown in Fig. 3 ͑for systems of size 32ϫ32͒. Evidently, there are two multicritical points, one M 3,2→6 ͓(J 1 ,J 2 )Ϸ(0.839,0.560)͔ at which the three-state Potts and Ising transitions merge, and one tricritical point T 6→3 ͓(J 1 ,J 2 )Ϸ(0.672,1.68)͔ ͑difficult to locate precisely, see below͒ at which the first-order line emanating from the six-state Potts transition joins the second-order line emanating from the three-state Potts transition at large J 2 .
The APR transition would be expected to be first order if J 2 /J 1 Ͼ␣ APR Ϸ2 ͑the APR value͒ at the tricritical point T 6→3 . If the APR transition is first order ͑as the best Monte Carlo simulations indicate͒, it would be expected to be weakly first order if the value of J 2 /J 1 at T 6→3 is only slightly larger than ␣ APR . Then the critical behavior of the APR model ͑more precisely, the corresponding extended Potts model͒ would be strongly influenced by the nearby second-order three-state Potts transition line.
Indeed, we may expect the tricritical point to be found in the vicinity of J 2 /J 1 ϭ2. Above that ratio, it is energetically favorable ͑even for a Potts-like model without continuous spin variation͒ to split a ''heavy'' domain wall into two ''light'' domain walls. Thus we may expect much above J 2 /J 1 ϭ2 that three-state Potts behavior would be found.
IV. FIRST ORDER OR SECOND ORDER?
Unlike the multicritical point M 3,2→6 , there is no evident break in slope of the transition line or other feature that easily marks the location of the tricritical point T 6→3 . Of course, it is in general a challenging problem to identify whether or not a phase transition is second order or weakly first order. Therefore, it is doubly challenging to accurately locate a tricritical point where a transition changes order.
In a finite-size system, a weakly first-order transition cannot be distinguished from a second order transition if it is weakly enough first-order that the system size is smaller than the correlation length in an infinite system. A careful examination of the correlation length for large system sizes is one straightforward way to identify weakly first-order transitions ͑though tedious, because of the need to evaluate many struc- ture factors on large systems to get good enough statistics to extract a correlation length͒. 9 When the SW cluster-flipping algorithm is used in a Monte Carlo simulation, an alternative method to using the structure factor to distinguish first-order from second-order transitions is to look at the size distribution of flipped cluster P(N flip ). ͑The size of each flipped cluster is recorded during the simulation, which provides the mass-weighted size distribution.͒ For a system with a critical point, the cluster size distribution at the transition should have no characteristic length scale except the system size, and thus should take the form of a power law up to some N flip of order the number of sites N. ͓More precisely, for a finite-size system the temperature at which P(N flip ) shows a power law will be close to but not identical to other estimates of the transition temperature, e.g., the peak in the specific heat or susceptibility.͔ For temperatures slightly above a second-order transition, the maximum cluster size is of order the correlation length , and the power law in P(N flip ) extends only to some smaller N c ͑presumably related to by the clusters' fractal exponent D by N c ϳ D ͒. For temperatures just below a second-order transition, the cluster size distribution develops a peak in the vicinity of the system size, as the entire system is increasingly spanned by a single cluster. This behavior is illustrated for the qϭ3 Potts model in Fig. 4 .
For a weakly first-order transition, the behavior of P(N flip ) is different. For temperatures above the transition, one still observes a power law in the cluster size distribution with a growing cutoff N c , as the pretransitional fluctuations grow. However, for a sufficiently large system, a peak in the distribution emerges in the vicinity of the system size N while the cutoff size N c is still distinctly smaller than N. This behavior is illustrated for the qϭ6 Potts model in Fig. 5 .
Evidently from Figs. 4 and 5, simulations of quite large systems are required with this method to have the cutoff value N c distinct from the system size cutoff N.
Another way to identify weakly first-order transitions is to use finite-size scaling, commonly employed to extract critical exponents for second-order transitions.
14 In a firstorder transition, the fluctuations in the total energy E and the global order parameter Q 3 will be of order the system size, so that the peaks in C v and 3 will scale as NϳL 2 for large enough systems. Observing critical exponents that approach two, or that appear to grow towards two from smaller values consistent with a second-order transition, is an indication of a first-order transition.
As examples, consider the finite size scaling results for the specific heat, susceptibility, and critical temperature of the qϭ3 and qϭ6 Potts models as shown in Figs. 6 and 7.
For the qϭ3 Potts model, the known values of the exponents ͕␣ϭ If viewed as the finite-size scaling results for a first-order transition, they are reasonable insofar as the order parameter fluctuations are scaling as L 2 and the energy fluctuations are still rising with L albeit slowly. Still, the qϭ6 Potts model is quite first order; when the same analysis is applied to the transition at the APR point (J 2 ϭ2J 1 ), the results are ambiguous ͑''␣/'' is 0.88, ''␥/'' is 1.89͒. Evidently, this is not a sufficiently sensitive way to distinguish weakly first-order transitions.
A third way often employed to identify weakly firstorder transitions is to look at the histogram P(E/N) of the system energy per site at the transition in a finite-size system. Evidently, if there are two peaks in P(E/N), the transition is first order. As the system size is increased, the separation between the two peaks remains constant, while the widths of the two peaks scale as "
. So for large enough systems two nearby peaks in P(E/N) ͑corre-sponding to a weakly first-order transition͒ can always be distinguished in principle, though the slow dependence on L makes this difficult in practice.
However, when two peaks cannot be distinguished at practical system sizes, the shape of the distribution can still be an indication of a weakly first-order transition. Binder introduced the fourth-order cumulant 15 C 4 ϵ1Ϫ
which was later employed as a diagnostic of first-order transitions. 16 For second-order transitions, the large-size limit of C 4 is 2 3 , because the distribution P(E/N) narrows quickly enough that the averages in numerator and denominator become dominated by the mean. For first-order transitions, C 4 approaches 1Ϫ(1ϩx 4 
, where x ϭE 2 /E 1 is the ratio of the energies at the two peaks.
There appears to be no compelling reason for the particular form originally used, 15 as opposed to, e.g.,
2 . For Gaussian fluctuations, Eq. ͑3͒ vanishes if E has zero mean, and so one might surmise that this cumulant was meant to be a measure of how the shape of P(E) differs from Gaussian. However, Eq. ͑3͒ is defined with E and not ⌬EϭEϪ͗E͘ in the averages, and its behavior depends crucially on this.
In fact, one awkward feature of Eq. ͑3͒ is the dependence on the reference energy of the Hamiltonian, particularly when a parameter in the Hamiltonian under consideration is being varied. Potts models were studied in Ref. 15 with the ordered state having energy ϪzJ/2 per site ͑z is the coordination number of the lattice͒. This has the consequence that the distribution P(E) has a substantial nonzero mean, with increasingly small relative fluctuations for larger systems, which aids the identification of first-versus secondorder transitions. In the present work, we study a Hamiltonian with varying coupling constants and we have defined our Hamiltonian Eq. ͑2͒ so that the ordered state has zero energy. Therefore, to insure that C 4 is indicative as in previous work, we have ͑arbitrarily͒ subtracted Ϫ3 from the energy per site ͑so that an ordered state with J 1 ϭ1, J 2 ϭ0 has zero energy͒.
The results of this procedure are shown in Fig. 3 . The C 4 cumulant clearly is sensitive to the onset of first-order behavior to the right of the multicritical point T 3,2→6 , with the smallest value ͑thereby the most strongly first-order behavior͒ evidently associated with the qϭ6 Potts point.
To the right of the qϭ6 point, C 4 appears to show a progressively less first-order transition, suggesting a return to second-order behavior at perhaps J 2 ϭ2 or so. At about the same place, note that the transition temperature becomes approximately independent of J 2 . Together this strongly indicates that there is a tricritical point around J 1 ϭ0.65, J 2 ϭ2.
We have also constructed histograms of the energy per site P(E/N) along the transition line for J 2 /J 1 ϭ2,2.5,3,3.5 for systems of size 32ϫ32, and runs of 10 5 cluster flips per site, shown in Fig. 8 . The change in the shape of P(E/N) is evident; for J 2 /J 1 ϭ2, two peaks can just be distinguished, while by J 2 /J 1 ϭ3 the distribution appears Gaussian. Again a tricritical point in the vicinity of J 2 /J 1 ϭ3 is indicated ͑note 2/0.65ϭ3.08͒.
Indeed, these histograms suggest a final test for tricritical behavior, which is to evaluate the fourth-order cumulant Eq. ͑3͒ for the variation in the energy about its mean EϪ͗E͘. This will tend to zero for Gaussian-shaped distributions. For distributions with two distinct peaks of equal area ͑separated by more than the width of each peak͒, this version of the cumulant will approach 2 3 independent of the peak location or separation. Figure 9 shows the behavior of this modified fourthorder cumulant as a function of J 2 along the transition line. Again we see a distinct change in behavior at about J 1 ϭ0.66, J 2 ϭ1.9 as the energy distribution narrows into something close to a Gaussian. Based on this result, the Binder fourth-order cumulant, and the direct observation of the shapes of the energy distributions, we locate the tricriti- cal point at approximately these values of the coupling constants.
V. DIRECT SIMULATIONS OF THE APR MODEL
To verify the correspondence we have asserted between the APR model and the extended Potts model, we have performed Monte Carlo simulations on the APR model itself. These MC simulations are simple but time consuming, as exact cluster-flipping techniques cannot be used ͑the APR model does not have a set of spin-flip operators as required by the Wolff generalization of the SW method͒.
Therefore, the CPU time per energy correlation time scales much less advantageously with system size. It is not our aim here to perform larger or longer MC simulations on the APR model than have been previously performed, 8, 9 but rather to examine the spin configurations so generated to see if they sensibly correspond to the configurations observed in the corresponding extended Potts model.
As a check of the validity of our APR simulations against previous work, we show in Fig. 10 results for the finite-size scaling of the transition temperature, specific heat maximum, and susceptibility maximum, including points from Refs. 8 and 9.
To examine the configurations generated by our APR simulations, we employ a local mapping to Potts state variables as follows. Observe that in the six degenerate ground states of the APR model, the orientation angle of any spin takes on the six values ͕Ϯ/4, 2/3Ϯ/4, 4/3Ϯ/4͖. These values are in fact equally spaced ͑modulo ͒ around the half-circle, and can be written ͕/12, 3/12, 5/12, 7/ 12, 9/12, 11/12͖. Hence we locally identify a spin with a Potts ground state by assigning it to the nearest of these angles, and then determining which Potts ground state ͑and hence which values of q and s͒ correspond to this angle.
First, note that the angles ͕/12, 3/12, 5/12, 7/12, 9/12, 11/12͖ correspond to the q values ͕0, 1, 2, 0, 1, 2͖ regardless of where the spin resides in the herringbone pattern. Thus at any site we determine the value of q by the assignment qϭInt͑6/ ͒͑ mod 3 ͒. ͑4͒
Then we determine the value of s as follows. First, we define sϭϪ1 such that the spin at the origin has Ͻ/2, whatever the value of q. We define the ''alternation directions'' ĥ 0 ϭ(0,1), ĥ 1 ϭ(Ϫ)/2, We display in Fig. 11 the results of this mapping for typical configuration from a system of 64ϫ64 spins at the critical point. In the figure, the colors ͑red, green, blue͒ denote the three q values, and the s value is denoted by light or dark colors. Superimposed on each cell is the actual APR spin.
From the figure it is evident that the mapping is overly sensitive to local spin fluctuations within an ordered domain that do not really correspond to an inclusion of a different ordered state. The result is that the configuration of Fig. 11 is ''noisy,'' with many domains consisting of a single site decorating a configuration in which the correlation length is quite large.
To remedy this, we arbitrarily employ a ''cleanup'' mapping: if a site has four or more neighbors all with the Fig. 12 , in which it is evident that the domains so constructed correspond well to an assignment ''by hand and eye.'' Evident in Fig. 12 is the near-absence of adjacent sites with the same q value and different s value, i.e., heavy domain walls. A straightforward count of the number of such near-neighbor pairs shows that they are only a few percent of all unlike near-neighbor pairs in the system. Indeed, for the most part domains of ͕q,1͖ and ͕q,Ϫ1͖ are never found even near each other. Thickened heavy domain walls of the kind found by annealing domains forced in by boundary conditions ͑see Appendix B͒ are not typically observed in APR configurations. Thus it is evident that the behavior of the APR model is close to the extended Potts model in the limit of J 2 /J 1 sufficiently large that heavy domain walls are rare.
VI. CONCLUSIONS
A naive universality argument that because the anisotropic planar rotor ͑APR͒ model has six degenerate ground states it should be in the universality class of the six-state Potts model has been shown by careful Monte Carlo simulations 9 to be invalid. However, these simulations do not resolve the question of why the APR transition should be so weakly first order as observed.
We have shown that there is a correspondence of the APR model to an extension of the familiar six-state Potts model. In this extension, the six Potts states are written as ͕q,s͖, where q takes the values ͕0, 1, 2͖ and sϭϮ1; that is, each site has a three-state Potts variable q and an Ising variable s. The value of q corresponds to the direction of the herringbone axis ê q along which the spins are parallel, and the value of s corresponds to the phase of the herringbone alternation along the direction perpendicular to ê q .
Examination of the structure and energy of domain walls in the APR model suggests that the energy for domain walls separating domains of ͕q,1͖ from ͕q,Ϫ1͖ is about twice as large as that of other domain walls. In fact, the APR model appears to prefer the inclusion of a third phase ͕qЈ,sЈ͖ between such domains ͑see Appendix B͒.
This suggests a correspondence of the APR model to an extended Potts model with one bond energy J 2 between states ͕q,1͖ and ͕q,Ϫ1͖, and another bond energy J 1 between all other pairs of states. We have studied this extended Potts model by Monte Carlo simulation using a clusterflipping algorithm, and find a rich phase diagram as a function of the two coupling constants. The model contains in limiting cases Ising, three-state Potts, and six-state Potts transitions connected by lines of transitions in the ͕J 1 ,J 2 ͖ plane.
In addition, our extended Potts model contains a multicritical point M 3,2→6 where Ising and three-state Potts transition lines merge together to connect to six-state Potts transitions, and a tricritical point T 6→3 where six-state Potts transitions connect to a second branch of three-state Potts transitions. The APR transition corresponds to a point close to this tricritical point. This explains why the APR transition is weakly first order, and why its pretransitional fluctuations as observed in finite-size scaling studies of simulations of small systems are consistent with a three-state Potts transition. 8 It is difficult to distinguish weakly first-order from second-order transitions in simulations on finite-size systems, and therefore difficult to locate precisely a tricritical point where a transition changes order. We have briefly reviewed several techniques for identifying first-order transitions and applied them to the extended Potts model, and find the shape of the energy distribution P(E) to be the most effective criterion. P(E) can be examined by the fourthorder cumulant of Binder ͑sensitive to the presence of multiple peaks͒, which can be verified by simply plotting P(E) in the vicinity of the tricritical point. We conclude that the tricritical point T 6→3 is located near J 1 ϭ0.66, J 2 ϭ1.9. The detailed critical behavior of the model near this point is a subject for future study.
APPENDIX A: DERIVATION OF APR MODEL
Consider two identical rigid molecules in dϭ2 dimensions interacting via some two-body potentials between every pair of atoms. The configuration of the molecules is given by the vector R 12 connecting the molecules, and the angles 1 and 2 between some reference axis on each molecule and the x axis.
At fixed molecular separation ͉R 12 ͉, the interaction potential V is some function of 1 If we sum over the six values of 12 on a hexagonal lattice, the term proportional to V 2,0 vanishes. Thus we reproduce the form of the anisotropic planar rotor model from symmetry considerations alone at the lowest nontrivial order in a Fourier expansion.
APPENDIX B: DOMAIN WALL ENERGIES
Consider a domain wall parallel to direction ê i ͓chosen from among ê 1 ϭx , ê 2 ϭ(1/2)x ϩ()/2)ŷ , ê 3 ϭϪ(1/2)x ϩ()/2)ŷ ͔ separating ground states ͕q 1 ,s 1 ͖ and ͕q 2 ,s 2 ͖; we denote this domain wall by ͕i,q 1 ,q 2 ,s 1 ,s 2 ͖.
From symmetry considerations, it can be seen that all the different domain walls can be grouped into four equivalence classes, in which the different elements are obtained by the six possible permutations of ͕1, 2, 3͖ ͑see Fig. 2͒ . Example members of the four classes are ͑1͒ ͕1,2,3,s 1 ,s 2 ͖ ͑the domain wall and the two herringbone axes are all nonparallel, s 1 and s 2 may take any values͒; ͑2͒ ͕1,1,2,s 1 ,s 2 ͖ ͑domain wall parallel to only one of the two herringbone axes͒; ͑3͒ ͕1,2,2,s,Ϫs͖ ͑the two herringbone axes are parallel, but not parallel to the domain wall, s 1 ϭϪs 2 ͒; and ͑4͒ ͕1,1,1,s, Ϫs͖ ͑both herringbone axes are parallel to the domain wall͒. ͑In identifying these equivalence classes, we have assumed that the domain wall can be translated perpendicular to ê i to minimize the domain wall energy.͒ An upper bound to the domain wall energies corresponding to the four equivalence classes can be simply obtained by abutting the ground state structures along the interface without relaxing the spin configurations. The resulting energies ͑in units of the APR coupling constant, per site along the domain wall͒ from this procedure are 123 ϭ Alternatively, we can anneal the spins in a simulation in which the boundary conditions force a domain wall of the desired direction between the selected states. 
