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End conditions for interpolatory cubic splines with unequally 
spaced knots 
G. H. Behforooz and N. Papamichael  (*) 
ABSTRACT 
A class o f  end condit ions is derived for cubic spline interpolat ion at unequal ly spaced knots. 
These condit ions are in terms of  funct ion values at the knots and lead to 0 (h4) convergence 
un i formly  on the interval of  interpolat ion. 
1. INTRODUCTION 
Let s be a cubic spline with knots xi, i = 0, 1 ..... k, 
where 
a= x 0 < x I < ... < x k = b (1.1) 
and h i = x i - Xi_l; i = 1,2 ..... k. Then s ~ C 2 [a, b] 
and in each of the intervals [x i_1, xi]' i = 1, 2 ..... k, 
s is a cubic polynomial. 
Given the set of values Yi' i = 0, 1 . . . . .  k, where 
Yi = Y(Xi); Y ~ Cn [a, b], n ~ 4, 
consider the problem of constructing an interpolatory 
s such that 
s(xi) -- Yi; i-- 0, 1 . . . . .  k. (1.2) 
Such an interpolatory s can be characterized by the 
values mi= s(1)(xi); i = 0, 1, ..., k, of its first deriva- 
tive at the knots. If these values are known, s can be 
constructed in each of the intervals [Xi_l, xi] by use 
of Hermite's two point interpolation formula. To 
determine the k + 1 parameters m i the consistency 
relations 
3'imi_ 1 + 2mi+ 8 imi+l  = 
3 {;'l'._~_~ (Yi-Yi-1) + (Yi+l -Yi)} ' (1.3) 
h i+ l  
i= 1 ,2 , . . . , k -1 ,  
where 
3, i = h i+ l / (h i+ h i+l )  and 8i= 1-~'i ,  (1.4) 
are used, these being direct consequences of the con- 
tinuity constraints on s. Since (1.3) provides only k-1 
linear equations, is follows that the interpolation con- 
ditions (1.2) are not sufficient o determine s uniquely. 
Two additional linearly independent conditions are 
always needed for this purpose. These are usually 
taken to be end conditions, i.e. conditions imposed 
on s, s (1) or s (2) near the two end points a and b. 
As might be expected the choice of end conditions 
plays a critical role on the quality of the spline ap- 
proximation. It is well known that the best order of 
approximation which can be achieved by an inter- 
polatory cubic spline s is 
II s-yl l  = 0 (h4), 
where [1" II denotes the uniform norm on [a, b] and 
h = max h i. Such order of convergence is obtained 
l~i~;k 
if, for example, the end conditions 
m0= y(01), mk= y(k 1) , 
are used. However, these conditions require knowledge 
of the first derivative of y at the two end points and, 
in an interpolation problem, this information isnot 
usually available. 
In the present paper we seek to derive end conditions 
which depend only on the given function values Yi 
and which give rise to interpolatory cubic splines 
with 0 (h 4) convergence uniformly on [a, b]. Such end 
conditions are those of the E(a) cubic splines consid- 
ered recently by Behforooz and Papamichael [1]. How- 
ever, the knots of the E (a) cubic splines are uniformly 
spaced with h i = h. The purpose of the present paper 
is to generalise the results of [1] to the case where the 
knots (1.1) are not equally spaced. 
The following two lemmas are needed for the deriva- 
tion of the results given in section 2. 
Lemma 1.1 
If y ~ C 4 [a, b] then, for x E [x i_1, xi]; i = 1,2 ..... k, 
¢ r _,(1) 11 [y(r)(x)-s(r)(x)t ar h l -  max {Imi-y}X)l,lmi_l "i-1 I 
+br  h4-r l ly(4) l l ;  r=0,1 ,2 ,3 ,  (1.5) 
(*) G. H. Behforooz,  N. Papamichael, Department  o f  Mathematics,  Brunel University, Uxbridge, 
England. 
Journal of Computational nd Applied Mathematics, volume 6, no 1, 1980. 59 
where 
a 0-- 1/4, a 1=1,  a 2=6,  a 3= 12, 
and 
b0= 1/384, b 1=~r3/216,  b2= 1/12, b3= 1/2. 
Lemma 1 .2  
If y e C 5 [a, b] then, for some ~i ~ [Xi- l '  xi + 1 ]' 
'/i {mi-1 (1) yl l )  (1) , -Y i _ I}+ 2{m i -  }+S i{mi+l -Y i+ l~ 
= 3i; 
where 
1 
3 i=~ - 
_Z_  
60 
i= 1, 2 ..... k -  1, (1.6) 
hihi + 1 (hi - hi + 1) Yl 4) 
hihi+ 1 (h2 + h2+ 1 - hihi+ 1) Y(5)(~i)' (1.7) 
and '/i' 8i are given by (1.4). 
Lemma 1.1, which was also used in [1], is a direct con- 
sequence of Hermite's two point interpolation poly- 
nomial and the optimal error bounds for cubic Hermite 
interpolation due to Birkhoff and Privet [2]; see also 
Hall [3]. The result of lemma 1.2 is due to Kershaw 
[4] and is established by using (1.3) and Peano's method 
for fmding remainders. 
2. E(a0, ak) CUBIC SPLINES 
We let s be a cubic spline interpolating the values 
Yi = Y(Xi); i= 0, 1 .. . . .  k at the knots (1.1) and, as 
before we use the abbreviations h i = x i - x i_1; 
i = 1, 2 . . . . .  k, h = max h i and m i = s(1)(xi); 
i = 0, 1 ..... k. We consider end conditions of the form 
m0 + a0ml  = -~1 (a0 0y0 + al 0y l  + a2 0y2 
+ a3 0 y3) '  (2.1) 
1 
ak mk-1 + mk = -'h-k (a0 kYk + al kYk-1 
+ a2 kYk-2 + a3 kYk-3 ) '  
and seek to determine the scalars a0j,  a l j ,  a2j,  a3j 
and aj ; j = 0, k, so that s exists uniquely and 
[I s (r) - y(r) II -- 0 (h 4 -r); r = 0, 1, 2, 3. 
We do this under the assumption that the knots are 
arranged so that the ratios 
h j /h l ;  j=  2,3, and hj/hk; j=k-2 ,  k -1 ,  (2.2) 
remain constant as h -~ 0. 
Following the technique used in [1], we let 
)` i ;  m i -Y  ; i=0 ,1  . . . . .  k ,  
and assume that y ~ C 5 [a, b]. Then, the equations 
(1.6) and (2.1) give, 
)`0 + aO),l - 30' ] 
'/i),i-1 + 2),i + 8i),i +1 = 3i ; i= 1,2 ..... k-1 
ak),k_ 1 + ),k = 3k , 
(2.3) 
where 3i, i = 1, 2 ..... k -1, are given by (1.7) and 
1 
30= ~ {a0 0Y0 + al 0Yl + a2 0Y2 + a3 0Y3 )" 
/0, o0  1/ 
3k = --~k{a0 kYk + al kYk -1 + a2 kYk -2 
y l/o  
-(2.4) 
As in [1] we assume, without much loss of generality, 
that k ;, 5. Then, the equations (2.3) can be written as 
X 0 + ao~ 1 = 3 0, (2.5) 
'/2),1 + 2), 2 + 82), 3 = 32 , (2.6) 
c2),2 + ~'2),3 = ~'2' ] 
' / i ) , i -1 + 2), i+ 8i) , i+I=/3i;  i=3 ,4  . . . . .  k-3 ,1  (2.7) 
' /k -2Xk-3  + Ck-2Xk -2 = 3k-2 '  
' /k_2Xk_3 + 2)`k_ 2 + 8k_2Xk_ 1 - 3k_ 2, (2.8) 
akXk-1 + Xk = 3k' (2.9) 
where 
c 2 = 4 - 2a0'/1 - 813, 2, 
g2 = 82(2 -a0'/1), 
!2 = (2-a0" /1)32- ' /231 + "/1'/230 , 
flk -2 = (2 - ak8 k - 1 )3k -2 - 8 k -23k - 1 + 8 k - 18 k -23k ' ]  
The matrix of coefficients in (2.3) is the matrix of the 
linear system which determines the parameters m i of 
the spline s. Since (2.3) is equivalent to (2.5)-(2.9), it 
follows that s exists uniquely provided that the matrix 
A of the (k - 3) x (k - 3) linear system (2.7) is non- 
singular. This matrix is strictly diagonally dominant if 
tc21 > Ig21 and 1%-21 > f fk-21.  (2.12) 
%-2 = 4 - 2ak8 k_ 1 -Vk_18 k_2 ,] 
~ I (2.10) 
"/k-2 = ' /k-2 (2 -akSk-1) ,  
(2.11) 
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It is convenient for the presentation of subsequent 
results to introduce the following notation, 
q0 = (hl + h2)/hl' r0 = (hl + h2 + h3)/hl' 
/ -  
qk = (hk-1 + hk)/hk' rk = (hk-2 + hk-1 + hk)/hk'J 
(2.13) 
Then, using (2.10) and (2.12), it can be easily shown 
that the matrix A is strictly diagonally dominant for 
a j<C j  or a j>Dj ,  
where 
Cj= {4qjrj-2q2-qj-rj}/{(qj-1)(2rj-qj-l)}, } 
DO= {4qjrj + 2qj2-5qj-rj}/{(qj-1)(2rj+ qj-3) } ; 
j = 0, k. (2.14) 
To ensure the unique existence of s we assume that 
the parameters a i lie in the domains defined by (2.14). 
Then, using a reKult of Lucas [5 : 576], 
HA-1H < max{ 1 ,  1}=v (2.15) 
where tt > 0 is such that 
Our assumption concerning the ratios (2.2) implies 
that the eight coefficients 7i, gi; i-- 1,2,k-2,k-1 
and the four parameters qi: ri; i= 0, k remain con- 
stant as h ~ 0. It follows that the domains (2.14) of 
aj and the bound (2.15) of II A-111~ do not change 
with h. 
From (1.7) 
1 h 2 i h 4 1/3i] < ~--~ - th i+ l -h i l  []Y(4)[[ + 6- ~- [[Y(5)I[; 
i=1,2 .... ,k -1 .  
Thus, from (2.7), (2.11) and (2.15), 
max [Xi[< A 
2<i<k-2  
where 
A = v (max( [2 -a031[ + 32, [2-akSk_ 1] + 8k_2,1) 
{~ max h4 i Ihi+l-hil Ily(4)II+ ~-Ily(5)II} 
+ v max (31321/30 I,Sk_ 1 ~k-2 I/3kl) " 
Also, from (2.6) and (2.8), (2.16) 
h 2 h 4 Ily(5)ll}i IXll < -!-1 {(2+~2)A + ~--~lh3-h2111y(4)ll + --~ 
3' 2 
iX k 11 < 1 {(2+3k_2)A+h 2 - 8k_ 2 ~ Ihk-l-hk-2111y(4)ll 
h 4 
6-"0-II y(5)ll1,1 (2.17) + 
and, from (2.5), (2.9), 
IX°l< la0l IXll+ 1/301' t 
iXkl < lakl iXk_l i + i/3kl. (2.18) 
In the above the values of v, 32 and 5 k_2 remain con- 
stant as h ~ 0. 
Thus, lemma 1.1 and the results (2.16)-(2.18) show 
that 
[Is (r)-y(r)l l  =0(h  4- r ) ,  r=0,1 ,2 ,3 ,  
only if/3 i = 0 (h 3) ; i = 0, k. 
The following theorem generalises the results of 
theorem 3.1 of [1] to the case of unequally spaced 
knots. 
Theorem 2.1 
Let s be an interpolatory cubic spline which agrees 
with y ~ C 5 [a, b] at the knots (1.1) and satisfies end 
conditions of the form (2.1) where the parameters 
aj; j = 0, k, lie in the domains defined by (2.14). 
Assume that the knots are arranged so that the ratios 
(2.2) remain constant as h --* 0. Then 
IIs (r) -y(r) ll = 0(h4-r) ;  r= 0, 1, 2, 3, 
only if, in (2.1), 
a3 j :  {qj + ( l :q j )a j  } /{rj(r j -1)(r j -qj)}, 
a2j = 
alj = 
a0j = 
{rj+ (1-rj) aj} / {qj(qj-1)(qj-r j )}~ 
aj + 1 - qj a2j - rj a3j , 
- {alj +a2j + a3j} ; J =0,k" 
(2.19) 
Proof 
By Taylor series expansion we find that 
/3i =0(h3); i=0,  k, 
only if the scalars a0j , alj , a2j , a3j , and aj; j  = 0, k, 
satisfy the relations (2.19). More specifically when 
the relations (2.19) hold we fred that 
] t30 = -~-  {q0r0 -(q0 -1)(r0- 1) a 0 } y~4) + F0h4 '
3 
/3k = - -~4 {qk rk-  (qk-l)(rk-1) ak } y(k4)l+ Fkh4, f (2"2°) 
where 
1 [6aj -9[+32 IFJ [< 5-f0 {I 2aj + 11[+ [aj-2]+ 30} Ily(5)[[ ;
j - 0, k. (2.21) 
Definition 2. I 
A cubic spline s which interpolates the values Yi; 
i = 0, 1 ... . .  k at the knots (1.1) and satisfies end con- 
ditions of the form (2.1) with a0j, al j ,  a2j and a3j ; 
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j = 0, k, given by (2.19) will be called an E(a 0, ak) 
cubic spline. 
For any values of a 0 and a k which lie in the domains 
(2.14) an E (a 0, ak) cubic spline s exists uniquely and 
under the conditions of theorem 2.1, 
IIs(r) - y(r)l l= O(h4-r); r= 0, 1, 2, 3. 
If the knots (1.1) are equally spaced with h i = h, 
i = 1, 2 ..... k, then qi = 2 and r i = 3, i = 0, k. If also 
a 0 = a k = a then (2.19) gives the values 
1 (6a -  9), a3j = ~-  ( -a  + 2), a2j = T 
1 1 alj = -~-(-3a + 18), a0j = -~- ( -2a - l l ) ;  
j=0 ,  k, 
which are the coefficients that determine the end con- 
ditions of the E (a) cubic splines considered in [1]. Thus, 
the E(a) cubic splines of [1] occur as the special case 
h i = h; i = 1, 2 .. . . .  k, 
a 0 = a k = a, 
of definition 2.1. We note that in this special case (2.14) 
give $ 
a< 11/3 or a> 19/5, 
which is the domain taken in [1] to ensure the unique 
existence of an Eta ) cubic spline. 
The corollaries tated below establish various alter- 
native representations for the end conditions of an 
E (a 0, ak) cubic spline. They are direct generaliza- 
tions of results obtained for the case of equally spaced 
knots in [1], and are established by using standard 
cubic spline identities and simple properties of divided 
differences. Their proofs are similar to those used for 
deriving the corresponding results in [ 1]. Although 
some of the algebra involved in the derivation of the 
present more general results is laborious, the proofs 
are otherwise lementary and, for this reason, they are 
omitted. 
Corollary 2. I 
The end conditions of an E(a 0, ak) cubic spline can 
be written as 
m 0 + aom I = p(o 1) (Xo) + aoP(01)(Xl), ] 
(2.22) 
akmk_ 1 + mk = akP(kl)3 (Xk_ 1) + p~1)3 (Xk), 
where Pi(X) denotes the cubic polynomial interpolat- 
ing the values Yi' Yi + 1' Yi + 2 and Yi + 3 at the points 
x i, xi+ 1, xi+2 andxi+ 3- 
Corollary 2.1 shows that the end conditions of an 
E (0, 0) cubic spline can be written as 
m0= p(1) (x0) ' mk= p~123 (Xk). (2.23) 
Since in (2.14) 0 < Cj, it follows that an E(0, 0) spline 
exists uniquely for any distribution of the knots. The 
corollary also shows that an E(oo, oo) cubic spline can 
be interpreted as an interpolatory cubic spline with end 
conditions 
ml = P(01) (Xl)' mk-1 = P~1)3 (xk-X)" (2.24) 
The unique existence of an E (0% co) cubic spline s can 
be established easily by considering the linear system 
for the mi's derived from the consistency relations (1.3) 
and the end conditions (2.24). Also, an analysis imilar 
to that used for establishing theorem 3.1 shows that, 
if y ~ C 5 [a, b] and the ratios (2.2) remain constant 
ash~ 0, 
II s(r) -y(r ) l l=0(h 4-r); r=0,1 ,2 ,3 .  
Corollary 2.2 
The end conditions of an E(a0, ak) cubic spline can 
be written as 
h2A0s(2) [x 0, x 1, x 2, x 3] + B0s(2)[x 0, x 1, x 2 ] 
hk-lAkS(2) [Xk-3' Xk -2' Xk - 1' Xk] 
- Bk s(2) [Xk_ 2, Xk_ 1 , Xk] = 0, 
where 
Aj = rj (rj - qj)2 { qJ -aj  (qj - 1)}, ] 
Bj= (qj-1) {qj ( r j - l+  (rj-qj) 2) + rj (qj-  1) I (2.26) 
-a j (q j -1 ) ( r j - l+  (rj-qj)2)} ; j= 0, k, 
and f[x0, x I .... , Xn] denotes the nth divided differ- 
ence of the function f based at the points xi; i = 0, 1 ..... n. 
Let 
a J l )= qj / (q j -1) ;  j= 0, k, (2.27) 
and 
aj(.2) = qj/(qj -1) + r j /{ rj -1+ (rj-qj)2}; (2.28) 
j= 0, k. 
Then, corollary 2.2 shows that the end conditions of 
the E(at0 l), - --a~l)); i= 1, 2, cubic splines can be written 
respectively as 
s (2) [x0,xl,x2] = s (2) [Xk_2,Xk_l,Xk] = 0, (2.29) 
and 
s(2) [x0' Xl' x2' x3] = s(2) [Xk-3' Xk-2' Xk- 1' Xk] = 0. 
(2.30) 
Using (2.14) it can be easily shown that 
a ! i )<c . ;  j=0 ,  k, i=1,2 .  
] J 
Thus, the i= 1, 2, cubic splines exist 
= 0 1 (2.25) 
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uniquely for any distribution of the knots. When the 
knots are equally spaced then, 
a(1)=a(kl)= 2, a(02):42)= 3, 
and the end conditions (2.29) and (2.30) become 
respectively the end conditions 
A2M0 = V2Mk = 0, (2.31) 
A3M 0 = V3Mk = 0; M i= s(2)(xi), (2.32) 
of the E(2) and E(3) cubic splines considered in [1]. 
More generally, if the knots are equally spaced and 
a 0 = a k = a then, from (2.26), 
Aj = 3 (2-a),  Bj = (9 -3a), 
and (2.25) become the end conditions 
(2 -a) A3M 0 + (9 - 3a) A2M0 = 0, l (2.33) 
(2 -a)  V3Mk - (9 -3a) V2M k = 0, J 
of the E (a) cubic splines considered in [1]. 
Let d i denote the jump discontinuity of s(3) at the 
knot x i. Then, it can be emily shown that 
d i = s(3)(xi+ ) - s(3)(xi- )
= (hi+ hi+ 1) s(2) [Xi- l 'Xi 'Xi+l];  (2.34) 
i= 1, 2 .... .  k-1.  
The use of (2.34) in conjunction with (2.25)- (2.26) 
leads to the following corollary. 
Corollary 2.3 
Let s be an E (a0, ak) cubic spline. Then 
F0dl = G0d2' ] 
J 
(2.35) 
Fkdk -1 = Gkdk - 2' 
where 
Fj = (rj-1) {rj (1-q j )+ (1-r j ) [qj -a j (qj -1)]} ' t  
Gj=qj(r j -qj)2 (q j -a j (q j -1 )} ;  j=0 ,  k, ~ (2.36) 
and d i denotes the jump discontinuity of s(3) at x= x i. 
In particular, corollary 2.3 shows that if s is an 
E(a(01) , a~ 1)) cubic spline, with the a! 1) given by J 
(2.27), then s (3) is continuous at x I and x k -1" It also 
shows that ffs is an E(a (3), c~ 3)) cubic spline, where 
a(3) -q j / (q j -1 )+j  r j / ( r j -1) ;  j=0 ,  k, (2.37) 
then s (3) is continuous at x 2 and x k _ 2' and ffs is an 
E (a(04), 44) ) cubic spline, where 
,#) = 
J 
q?(rj _qj)2 + qj(rj - 1) 2 + rj (rj -1)(qj -1) 
(qj - 1) {(rj -1) 2 + qj (rj _ qj)2) (2.38) 
j= 0, k, 
then the jump discontinuities of s (3) at x 1 and x k -1 
are respectively equal to the jump discontinuities at
x 2 and x k _ 2" Using (2.14) it can be shown that 
a! i )<ej; j  j=0 ,  k, i=3,4 ,  
and thus the r(a(~), ~(i)); i= 3, 4, cubic splines exist 
uniquely for any distribution of the knots• When the 
knots are equally spaced then a(.. 3) = ~3) = 3.5, 
• U . K 
a(04) = c~ 4) =3, and the E(a(0 i), ~i)); i= 3,4 splines 
coincide respectively with the E(3.5) and E(3) cubic 
splines considered in [1]. More generally, if the knots 
are equally spaced and a 0 = a k = a then, from (2.36), 
F j=2(2a-7) ,  G j=2(2-a ) ,  
and (2.35)becomes the result 
(7 -2a)d I = (a - 2)d2, 
(7 - 2a)dk_ 1 = (a - 2) dk_ 2, 
established in [1] for the E(a) cubic splines. 
Corollary 2.4 
The end conditions of an E(a 0, ak) cubic spline can be 
written as 
(a 0-  2)M 0 + (2a 0- 1)M 1 = (a 0-2) p(02)(x0 ) 
+ (2a O- 1) p(o 2) (Xl), 
(2a k -1)Mk_ I + (a k -2)M k = (2a k -1) p(k2_)3(Xk_l ) 
+ (ak - 2)p(2)3 (Xk), 
where M i = s(2)(xi ) and Pi(x) is the cubic polynomial 
interpolating the values Yi' Yi + 1' Yi + 2 and Yi + 3 at 
xi, Xi+l, xi+ 2 and xi+ 3. 
Corollary 2.4 shows that the end conditions of an 
E(0.5, 0.5) cubic spline can be written as 
M0 = p(02)(x0 ), Mk ,(2) tx ~ (2.40) = v k_3 ~ k / 
Since in (2.14) 0.5 < Cj ; j = 0, k it follows that an 
E(0.5, 0.5) cubic spline exists uniquely for any distri- 
bution of the knots. 
(2.39) 
3. NUMERICAL RESULTS AND DISCUSSION 
In this section we present numerical results obtained 
by taking y(x) = exp (x), 
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x0=0, x i=( i -1 / ( i+ l )}x  0.05; i=1 ,2  .. . . .  19, 
x20 = 1, (3.1) 
and constructing various E (a 0, a207 cubic splines. The 
splines considered are those which correspond respec- 
tively to the values 
a 0=a20=0,  a 0=a20=0.5 ,  a 0=a20=°° , l  
aj = aJ 1), a.j = a! 2)J and a.j = a. (4).3 , j = 0, 20,J ~ (3.2) 
where a} l ), aJ 2 ) and aJ 4 ) are given by ( 2.27 ), ( 2.28 )
and (2.38) respectively. 
The splines corresponding to the first five values of 
(3.2) are of interest because their end conditions 
have the particularly simple representations (2.23), 
(2.40), (2.24), (2.297 and (2.30) respectively. The 
the values --a[4); j = 0, 20, is $p l ine  corresponding to
J 
of interest because in the case of equally spaced knots 
the E(a (4), a(k 4)) cubic spline, like the E(a(02), a~ 2)) 
spline, coincides with the E(3) cubic spline of [1]. As 
was shown in [1] the E(37 cubic spline is the best 
E(g 7 spline in the sense that it gives the smallest 
error bound. (This can also be deduced easily from 
(2.20) and (2.16)-(2.187). 
The results listed in table 3.1 are values of 
lexp ¢x) -s  (x) I 
computed at various points x between the knots. We 
also list values computed by constructing the natural 
cubic spline (N.C.S.), with knots (3.1), interpolating 
the function y(x) = exp (x) at the knots. To clarify 
the presentation we let 
I i= (xi_ 1, xi); i= 1,2 ..... 20, 
and in the table we indicate the interval Ii in which 
each x lies. 
The numerical results indicate the damaging effect 
Table 3.1 
that the end conditions 
s (2) (x0) = s (2) (x20) = 0, (3.3) 
of the natural cubic spline, have upon the quality of 
the approximation, and demonstrate dearly the con- 
siderable improvement in accuracy obtained by using 
end conditions of the type considered in the present 
paper instead of (3.3). The results also show that the 
two splines which correspond respectively to the values 
a}2) and aJ4); j = 0, 20, produce the most accurate 
approximations. 
We recall that the end conditions of the E(a~ ),'" al 2)) 
and E(a(04) , a(k 4)) cubic splines are respectively,V 
s(2) [x0' Xl' x2' x3] = s(27 [Xk-3' Xk-2' Xk-l' Xk] = 0, 
and (3.4) 
(h I + h 2) s(2)[x0,xl, x 2] = (h 2 + h3) s(2) [Xl, x2, x3] , ] 
(hk-2 + hk-1) s(2) [Xk-3' Xk-2' Xk-1] / 
] = (hk-1 + hk) s(2) [Xk-2' Xk-l' Xk]" (3.5) 
As was remarked previously, when the knots are 
equally spaced both (3.4) and (3.5) coincide with the 
end conditions 
A3M 0 = V3M k = 0; M i = s (2) (xi), 
of the E(3) cubic spline which is the best of the E(a) 
splines considered in [1]. Unfortunately, in the general 
case of unequally spaced knots the theoretical error 
bounds (2.167 -(2.18) and (2.207 do not lead readily 
to the determination of a best E (a 0, ak) cubic spline. 
However, the results of table 3.1 as well as results 
of other numerical experiments support strongly the 
conjecture that, of all the end conditions considered 
in the present paper, the conditions (3.4) and (3.5) 
produce the most accurate approximations. 
x~I  i x N.C.S. E(0,0) E(0.5,0.5) E(oo, oo) Era (1) a(1)~ Era (2) a(2)~ Era (4) a(4)~ 
0 ' 20 j ~ 0 ' 20 j ~ 0 ' 20 j 
I 1 0.0063 0.30x10 -4 0.50x10 -7 0.46x10 -6 0.68x10 -7 0.32x10 -7 0.43x10 -8 0.47x10 -8 
I 1 0.0188 0.19x10 -4 0.34x10 -7 0.32x10 -7 0.45x10 -7 0.23x10 -7 0.56x10 -8 0.12x10 -8 
14 0.1769 0.85x10 -6 0.15x10 -7 0.15x10 -7 0.15x10 -7 0.14x10 -7 0.13x10 -7 0.13x10 -7 
I10 0.4702 0.27x10 -7 0.27x10 -7 0.27x10 -7 0.27x10 -7 0.27x10 -7 0.27x10 -7 0.27x10 -7 
I14 0.6590 0.45x10 -7 0.18x10 -7 0.18x10 -7 0.18x10 -7 0.18x10 -7 0.18x10 -7 0.18x10 -7 
, |  
I16 0.7720 0.16xl0 -5 0.32x10 -7 0.32x10 -7 0.31x10 -7 0.33x10 -7 0.35x10 -7 0.36x10 -7 
I19 0.9224 0.85x10 -4 0.22x10 -6 0.21x10 -6 0.26x10 -6 0.17x10 -6 0.43x10 -7 0.46x10 -7 
I20 0.9869 0.33x10 -3 0.67x10 -6 0.65x10 -6 0.84x10 -6 0.48x10 -6 0.83x10 -8 0.86x10 -9 
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