The ill-posed nature of missing variable models offers a challenging testing ground for new computational techniques. This is the case for the mean-field variational Bayesian inference. The behavior of this approach in the setting of the Bayesian probit model is illustrated. It is shown that the mean-field variational method always underestimates the posterior variance and, that, for small sample sizes, the meanfield variational approximation to the posterior location could be poor.
Introduction
Bayesian inference typically requires the computation of the posterior distribution for a collection of random variables (parameters or unknown observables). Save for stylized settings, this task leads often to intractable calculations. To solve this problem, numerous simulation-based methods have been developed and implemented within the Bayesian paradigm, e.g. importance sampling (Ripley, 1987) , Markov Chains Monte Carlo (MCMC) algorithms (Casella and Robert, 1999) , particle filtering (Doucet et al., 2001 ).
However, for large and complex models, simulation methods are often quite expensive, in terms of time and storage; in particular MCMC algorithms still exhibit technical difficulties, especially with regard to the assessment of the convergence of the chain to its stationary distribution. An important and difficult problem in Bayesian inference, which cannot be addressed directly even resorting to MCMC methods, is represented by the computation of the marginal likelihood of a model. This problem arises in several contexts: e.g. when evaluating the normalizing constant of a posterior distribution, or when computing the Bayes factor (Kass and Raftery, 1995) within the setting of Bayesian model determination (which includes model selection and model averaging).
Over the years, the machine learning community has been developing techniques for the deterministic approximations of marginal distributions, in particular the mean-field variational method, (Jordan et al., 1999; Jaakkola, 2001; Wiegerinck, 2000; Lauritzen, 2003; Jordan, 2004) , which have strong connections to the mean-field approximations of statistical physics. Notable implementations of variational methods in Bayesian statistics may be found in Ghahramani and Beal (2001) ; Titterington (2000, 2001) . The validity of the mean-field variational approach are still to be properly assessed: for example Humphreys and Titterington (2001) have noted that in many instances the mean-field variational approximation may be quite inferior to other simple approximations, besides being computationally quite intensive. On the other hand, Beal and Ghahramani (2002) and Beal (2003) employ the mean-field variational method in order to discover the structure of discrete Bayesian networks (Cowell et al., 1999) when latent variables are present.
We first present the mean-field variational approximation method in the specific context of Bayesian inference for latent structure models, (Everitt, 1984; Little and Rubin, 1987; Mclachlan and Krishnan, 1997; Casella and Robert, 1999) . Secondly, we apply the methodology to the analysis of binary data using a Bayesian probit model (Albert and Chib, 1993) and evaluate its performances on some simulated data sets.
The mean-field variational approximation method
Let (y, z) = (y 1 , . . . , y n , z 1 , . . . , z d ) be a continuous random vector taking values in R n+d . For given θ ∈ R p , denote the joint density of (y, z) by f (y, z|θ). We suppose that y is observed while z is latent. From the Bayesian viewpoint the uncertainty on the parameter θ is modeled through a probability distribution having density π(θ).
Let π(θ|y) denote the posterior density of θ conditional on y, so that
where g(y, z, θ) is the joint density of (y, z, θ) and m(y) the marginal density of y. For many latent structure models, an explicit calculation of π(θ|y) is not possible. We present here the mean-field variational approximation method developed by Beal and Ghahramani (2002) .
Note first that the posterior distribution of θ may be obtained by marginalizing out z in the joint density of (z, θ) given y, p(z, θ|y), say. We now describe how the latter can be approximated using a variational argument.
• Let q(z, θ|y) denote the approximate variational density of (z, θ) given y, having the same support as the true distribution.
Assume that under q(z, θ|y) z and θ are conditionally independent, so that
where q 1 (z|y) and q 2 (θ|y) are, respectively, the approximate variational densities of z and θ, given y.
• We propose to choose q 1 (z|y) and q 2 (θ|y) so that the Kullback-Leibler Divergence (KLD) between p(z, θ|y) and q 1 (z|y)q 2 (θ|y) is minimum.
Since p(z, θ|y) is unknown, it is not apparent how to carry out the minimization of the KLD. Let S(p(·)) denote the support of p and recall that S(p(·)) = S(q(·)). Then the Kullback-Leibler divergence between the variational and the true probability density is equal to:
Since g(y, z, θ) is known, the minimization of
with respect to q 1 (·|y) and q 2 (·|y) is well defined.
Unfortunately, such minimization step is very hard to implement, since the functional K is neither convex in q 1 (·|y) nor in q 2 (·|y). In addition the minimization step must satisfy the following constraints:
• q 1 (·|y) and q 2 (·|y) are strictly positive functions,
To overcome the above difficulties, Ghahramani and Beal (2001) propose to use a mean-field algorithm, which minimizes K (q(z, θ|y), g(y, z, θ)) with respect to the unconstrained distributions q 1 (·|y) and q 2 (·|y). Using arguments based on elementary calculus of variations, they propose to take functional derivatives of K (q(z, θ|y), g(y, z, θ)) separately with respect q 1 (·|y) and q 2 (·|y), while holding the other fixed. This results in the following update equations at iteration (t + 1):
The above iterative process should be continued until convergence is reached.
Since the objective function is not convex, convergence could occur to a local minimum. However, recently, Wang and Titterington (2004) have shown that, for the exponential family models with missing values, the previous iterative algorithm for obtaining the mean-field variational Bayes estimator, mean of the variational posterior distribution, converges locally to the true value with probability 1 as the sample size becomes indefinitely large. In the same way, Wang and Titterington (2006) have shown that, for a normal mixture model, the variational Bayes estimator converges locally to the maximum likelihood estimator at the rate O(1/n).
Bayesian probit model
In this section we apply the variational procedure to a probit model with latent variables. Note that Jaakkola and Jordan (2000) have applied another type of variational approximation to the Bayesian logit model. Jaakkola and Jordan (2000) do not consider the latent variable representation of the logit model. They use a lower bound of the logit function and deduce a variational approximation of the likelihood for which the Gaussian prior distribution is conjugate. Their approach is thus specific to the logit model.
Suppose that n independent continuous latent random variables z 1 , . . . , z n are given, with z i |θ ∼ N (x ′ i θ, 1), where x i ∈ R p are known covariates and x ′ i is the transpose of x i . We actually observe only the binary random variables y 1 , . . . , y n defined by
It can be easily shown that, given θ, the y i 's are independent Bernoulli random variables with P(y i = 1|θ) = Φ (x ′ i θ), where Φ is the standard normal cumulative distribution function, which corresponds to the standard probit model. Our objective is to evaluate the performances of the mean-field variational approximation method. To this end, let us suppose that θ ∼ N (0 p , I p ). Since the y i 's are independent of θ given z i , the probability density of y i given z i and θ is equal to
where 1 A is the indicator function of the event A.
As a consequence, if f i (y i , z i |θ) denotes the density of y i , z i given θ, one obtains
Therefore, 
where
The calculation of the posterior distribution of θ is intractable. Albert and Chib (1993) suggest to implement a Gibbs sampler. Given a previous value of θ, one cycle of the Gibbs algorithm would produce a sample value for z from the distribution (5), which, when substituted into (6), would produce a new value for θ. The starting value of θ may be taken to be the maximum likelihood estimate.
We plan instead to apply the mean-field variational approximation method described in the previous section, in order to evaluate its performances. The preliminary computations of (1) and (2) are required.
Since f (y, z|θ) = n i=1 f i (y i , z i |θ), it can be easily shown that, at the iteration (t + 1) of the variational optimization algorithm, we have:
(z|y) is such that the random variables z 1 , . . . , z n are conditionally independent with:
where E q (θ|y) is distributed according to a p-dimensional Gaussian distribution with expectation
and variance-covariance matrix
where E q (θ|y) does not depend on t and therefore represents the mean-field variational approximation to V(θ|y). Also, V(θ|y) = E(V(θ|y, z)) + V(E(θ|y, z))
Then, the mean-field variational covariance matrix of θ is smaller than the posterior covariance matrix (the difference between these two matrices is definite negative). Moreover, since the probit model belongs to the exponential family models with missing values, the mean-field variational mean of θ converges locally to the true value of θ with probability 1 as the sample size becomes indefinitely large, according to the results of Wang and Titterington (2004) .
Simulation studies
First, we apply the mean-field variational algorithm on two simulated data sets. We consider the most simple probit model wherein p = 2, x ′ i = (1, q i ) and θ ′ = (α, β). In such a case, there is only one predictor variable in the model and P(y i = 1|α, β) = Φ(α + βq i ).
Dataset 1, presented in Figure 1 , contains n = 100 observations, generated using α = 1 and β = 2. The values of the predictor variable have been fixed at random from the standard normal distribution. Figure 2 paths of the Gibbs Markov chains for α and β over 100, 000 iterations. Their behavior appear satisfactory and convergence to the stationary distribution is very quick. The empirical means, based on the last 20, 000 iterations, are equal to 0.94 for α and 1.85 for β. They represent MCMC estimates of the posterior expectations of α and β, and appear satisfactory. Moreover, using the empirical variances based on the last 20, 000 iterations, MCMC estimates of the posterior variance of α and β are respectively given by 0.048 and 0.12. Using R 1 on a laptop (Intel Pentium M processor 1600 MHz, cache size 1024 KB, Linux 2.6.15 − 23 − 386) it took 543 seconds (about 9 minutes) to compute the Gibbs path. The maximum likelihood estimates (MLEs) of α and β are equal to 0.92 and 1.79. The MLEs have been calculated using the EM algorithm: convergence was reached after 254 iterations. The optimization algorithm of the variational approximation method has converged after 179 iterations and the variational distributions of α and β are respectively N (0.83, 0.01) and N (1.59, 0.01). Using R on the same computer employed for the Gibbs sampler, it took about 2 seconds to compute the variational approximation. Dataset 2, presented in Figure 4 , has been generated for α = 1 and β = 5. The values of the predictor variable have been fixed at random from the standard normal distribution. Figure 5 presents the behavior of the Gibbs chains over 100, 000 iterations. We observe that the convergence of these chains to their stationary distributions is as fast as in the case of dataset 1. The empirical means over the last 20, 000 iterations are equal to 1.25 for α and 4.30 for β. This is the Gibbs estimates of the posterior means of α and β. Moreover, using the empirical variances relative to the last 20, 000 iterations, MCMC estimates of the posterior variance of α and β are respectively given by 0.10 and 0.84. The In order to provide a further check on the performance of the method, we consider now the probit model with p = 2 and x i = (u i , v i ). In this case, there are two predictor variables, chosen at random and independently from the normal distribution with mean 0 and variance 2, and no intercept. For different sample sizes with θ ′ = (θ 1 , θ 2 ) = (1, 2) and 100 Monte Carlo replications, Table  1 gives a Monte Carlo approximation to the square root of the mean square difference between the Gibbs sampling approximation to the posterior mean and the mean-field variational location. For each dataset, we used 100, 000 Gibbs iterations and checked the convergence. In this case, the mean-field variational approximation to the posterior mean is reasonable even though, for small sample sizes, this approximation could be poor. Table 1 For different sample sizes and 100 Monte Carlo replications, comparison between Gibbs sampling approximation to the posterior mean and the mean-field variational location
Conclusion
Variational methods have been recently popularized in order to carry out complex Bayesian inferences and predictions, especially in the presence of latent variables. We have described the mean-field variational method and evaluated its performance with regard to the Bayesian probit model. The results we obtain are not unambiguous, and reinforce the conclusion that further investigation and testing is required before the mean-field variational method can be accepted as a reliable computational tool for Bayesian inference in a variety of applied settings.
