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Abstract
In this paper, we shall prove that there is no [3q4 − q3 − q2 − 3q − 1, 5, 3q4 − 4q3 − 2q + 1]q code over the ﬁnite ﬁeld Fq for
q11. Thus, we conclude the nonexistence of a [gq(5, d), 5, d]q code for 3q4 − 4q3 − 2q + 1d3q4 − 4q3 − q.
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1. Introduction and preliminaries
An [n, k, d]q code is a linear subspace of Fnq over the ﬁnite ﬁeld Fq with length n, dimension k and minimum
distance d. One of the optimal linear code problems is to ﬁnd nq(k, d), the smallest length n for which there exists an
[n, k, d]q code. The Griesmer bound gq(k, d) provides an important lower bound on nq(k, d):
nq(k, d)gq(k, d) :=
k−1∑
i=0
⌈
d
qi
⌉
,
where x denotes the smallest integer x. An [nq(k, d), k, d] code is called an optimal code and a [gq(k, d), k, d]
code is called a GB code.
Let Sk,q denote a matrix whose columns consist of all distinct points in the projective space Pk−1 of dimension k−1
over Fq . Let Ck,q denote the simplex code generated by Sk,q . Then Ck,q is a GB code.A code is said to be of Belov type
if its generator matrix is obtained by deleting a union of mutually disjoint ﬂats, at most q − 1 of any given dimension,
from s copy of Sk,q placed side by side. We can prove easily that a code of Belov type is a GB code.
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Theorem 1 (Hill [6]). Let d = sqk−1 −∑pi=1qui−1 such that k >u1u2 · · · up with ui >ui+q−1 for 1 ip−
q + 1, where s = d/qk−1. If
min{s+1,p}∑
i=1
uisk,
then nq(k, d) = gq(k, d).
Indeed, in Theorem 1, we can ﬁnd a code of Belov type, for which nq(k, d) = gq(k, d) is achieved. For given q and
k, Theorem 1 provides starting point for ﬁnding the value of nq(k, d) for all d.
When k = 1, 2, we have nq(k, d) = gq(k, d) for any d and nq(k, d) is achieved by a code of Belov type. When
k = 3, 4, the value nq(k, d) is completely determined for any d for q4, see Hill and Kolev [7, p. 139]. When
k = 5, by Theorem 1, we have nq(5, d) = gq(5, d) for q4 − 2q2 + 1dq4, 2q4 − 2q3 − q2 + 1d2q4 or
d3q4 − 4q3 + 1 for any q, which is achieved by a code of Belov type. Now we are interested in the range of
d for which a code of Belov type does not exist. Maruta [11] proved that if q4 − 2q2 − q + 1dq4 − 2q2,
2q4 − 2q3 − q2 − q + 1d2q4 − 2q3 − q2 for q3, or 3q4 − 4q3 − q + 1d3q4 − 4q3 for q5, then
nq(5, d)= gq(5, d)+ 1. For q4 − 2q2 − 2q + 1dq4 − 2q2 − q, it is proved that there is no [gq(5, d), 5, d]q code
for q = 2 or q4 [1,10,13]. However, for q = 3, there exists a [g3(5, d), 5, d]3 code in the same range of d [13]. For
2q4 − 2q3 − q2 − 2q + 1d2q4 − 2q3 − q2 − q, the nonexistence of a [gq(5, d), 5, d]q code is proven by Landjev
[9] for q = 3, Maruta [12] for q = 4 and Cheon et al. [2] for q5, respectively. It is natural to consider the existence
of a [gq(5, d), 5, d]q code for 3q4 − 4q3 − 2q + 1d3q4 − 4q3 − q. In this paper, we shall prove:
Theorem A. For q11, a [gq(5, d), 5, d]q code does not exist for 3q4 − 4q3 − 2q + 1d3q4 − 4q3 − q.
Since the existence of an [n, k, d]q code with d2 implies the existence of an [n− 1, k, d − 1]q code, it is sufﬁcient
to prove the following:
Theorem B. For q11, a [3q4 − q3 − q2 − 3q − 1, 5, 3q4 − 4q3 − 2q + 1]q code does not exist.
Remark 2. In [2], we constructed a [gq(5, d) + 1, 5, d]q code for 3q4 − 4q3 − 2q + 1d3q4 − 4q3 − q. Thus,
TheoremA implies that nq(5, d) = gq(5, d) + 1.
In this paper, as a notational convention, P,Pi,Q,R, etc. stand for points in Pk−1. Similarly, l, li (resp. , i ,,i),
etc. stand for lines (resp. planes, solids) in Pk−1. We denote byFk−1,j the set of all j-dimensional subspaces in Pk−1.
Let C be an [n, k, d]q code with a generator matrix G. C is said to be nondegenerate if any column of G is nonzero.
Thus, ifC is a nondegenerate code, each column ofG can be regarded as a point inPk−1. The formal sum of all columns
ofG as points inPk−1 is called a 0-cycle of the codeC, denoted byXC . If one choose another generator matrixG′ of the
same code C, then two 0-cycles of C corresponding to G and G′, respectively, are projectively equivalent. Conversely,
two codes are equivalent ones if their 0-cycles are projectively equivalent. Denoting m(P )0 the number of times the
point P occurring as a column of G, we have XC =∑P∈Pk−1m(P )P . Then we have the parameters of C in terms of
the coefﬁcients in the 0-cycle XC as follows:
n = deg XC :=
∑
P∈Pk−1
m(P ),
d = n − max
{∑
P∈H
m(P )|H ∈Fk−1,k−2
}
.
For a subset S ⊂ Pk−1, we denote the restriction XC to S by XC(S) =∑P∈Sm(P )P . For simplicity’s sake, we
denote the 0-cycle [S] :=∑P∈SP which can be identiﬁed with the set S.
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For a 0-cycle XC =∑P∈Pk−1m(P )P , let 0 = max{m(P )|P ∈ Pk−1}. Let
YC = 0[Pk−1] −XC =
∑
P∈Pk−1
(0 − m(P ))P ,
which is called the complement of XC . We use the following notations:
c(S) := deg XC(S) and c0(S) := deg YC(S),
Ci := {P |m(P ) = i}, 0 i0 and CG :=
0⋃
i=1
Ci ,
Mi := C0−i = {P |m(P ) = 0 − i}, 0 i0 and M :=
0⋃
i=1
Mi ,
j := max{c(L)|L ∈Fk−1,j } for 1jk − 1.
Note that k−1 = n, k−2 = n − d . In this paper, we deal with the case 0 = 3.
In many articles ([3–5], etc.), they use the concept of a minihyper. Notice that a 0-cycle∑
P∈Pk−1m(P )P is identiﬁed
with a pair (F,w) in [3], where F = {P ∈ Pk−1|m(P )> 0} and w : Pk−1 → N ∪ {0} is a weight function deﬁned by
w(P ) = m(P ) for all P ∈ Pk−1. A {f, ; t, q}-minihyper (F,w) means that f =∑m(P ),∑P∈Hm(P ) for any
hyperplaneH ∈Ft,t−1 and∑P∈H ′m(P )= for someH ′ ∈Ft,t−1. Note thatYC is just the minihyper corresponding
to the code C.
We use the following theorems to prove our main result.
Theorem 3 (Maruta [11]). Let C be a [gq(k, d), k, d]q code. Then we have
j =
j∑
i=0
⌈
d
qk−1−i
⌉
for 0jk − 1.
Theorem 4 (Maruta [11]). Let C be a [gq(k, d), k, d]q code. Then there exist j-dimensional subspaces Lj in Pk−1
with c(Lj ) = j for j = 0, 1, . . . , k − 2 such that L0 ⊂ L1 ⊂ · · · ⊂ Lk−2 and that Lj gives a [j , j + 1, j − j−1]q
code which is a GB code for 1jk − 2.
Recall that a nontrivial blocking set B in P2 is a subset of P2 which meet every line but contains no line completely.
Note that #Bq + √q + 1 for any nontrivial blocking set B in P2 in [8], where #B is the cardinality of B.
Theorem 5 (Govaerts and Storme [3]). Let q +  denote the size of the smallest nontrivial blocking sets in P2. If
(F,w) is an {(q + 1), ;N, q}-minihyper, q > 2, satisfying 0< , then w is the weight function induced on the
points of PN by a sum of  lines.
Throughout this paper, we assume that a code is nondegenerate and q11, unless otherwise stated.
2. Proof of Theorem B
To prove Theorem B, we shall give a sequence of lemmas. Throughout these lemmas, we assume that there exists a
[3q4 − q3 − q2 − 3q − 1, 5, 3q4 − 4q3 − 2q + 1]q code C for q11. Since C is a GB code and by Theorem 3, we have
0 = 3, 1 = 3q − 1, 2 = 3q2 − q − 1, 3 = 3q3 − q2 − q − 2.
Since 0 = 3, we have Ci = ∅ for i4 and M = M1 ∪ M2 ∪ M3. For a set S ⊂ P4, we have c0(S) = 3#(S ∩ M3) +
2#(S ∩ M2)+#(S ∩ M1). Then we have the following four conditions:
(i) c0(l)4 for any l ∈F4,1,
(ii) c0()4q + 4 for any  ∈F4,2,
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(iii) c0()4q2 + 4q + 5 for any  ∈F4,3,
(iv) c0 = c0(P4) = 4q3 + 4q2 + 6q + 4.
Furthermore, by Theorem 4, there exist l ⊂  ⊂  inP4 such that c0(l)=4, c0()=4q+4 and c0()=4q2+4q+5,
each of which corresponds to a GB code of dimension 2, 3 and 4, respectively.
Lemma 6. Let  be a plane and  a solid in P4.
(1) If c0()6q + 5, then  ⊂ M .
(2) If c0()4q2 + 6q + 5, then  ⊂ M .
Proof. (1) Suppose that there is a point P ∈  ∩ M0. Then we have
4q3 + 4q2 + 6q + 4 = c0() +
∑
P∈l /⊂
c0(l)c0() + 4(q3 + q2)4q3 + 4q2 + 6q + 5,
which is a contradiction.
(2) Suppose that there is a point P ∈  ∩ M0. Then we have
4q3 + 4q2 + 6q + 4 = c0() +
∑
P∈l /⊂
c0(l)c0() + 4q34q3 + 4q2 + 6q + 5,
which is a contradiction. 
Theorem 7. Let 0 be a plane such that c0(0)=4q+4.Then, there are, not necessarily distinct, 4 lines li (i=1, 2, 3, 4)
such that
YC(0) = [l1] + [l2] + [l3] + [l4].
Moreover, lines li satisfy one of the following three conditions:
(1) Three lines l1(=l4), l2, l3 are distinct and not concurrent.
(2) Four lines are distinct and three of them are concurrent.
(3) Four lines are distinct and no three of them are concurrent.
Proof. Since #Bq +√q +1 for any nontrivial blocking set B in P2, the value  in Theorem 5 is greater than or equal
to
√
q + 1. Since we assume q11, we have 5. Since c0(0) = 4q + 4 and c0(l)4 for any line l ∈ F4,1 by (i),
we get YC(0) = [l1] + [l2] + [l3] + [l4] by Theorem 5. Since 0 = 3, we note m(P )3 for any point P ∈ P2, and
hence we have only three possibilities mentioned above. 
Lemma 8. Let 0 be a solid with c0(0) = 4q2 + 4q + 5 and 0 a plane in 0.
(1) If c0(0)4q + 6, then 0 ⊂ M .
(2) If c0(0)q2 + 4q + 6, then 0 ⊂ M2 ∪ M3.
Proof. (1) Suppose that there exists a point P in 0 ∩ M0. Then we have
4q2 + 4q + 5 = c0(0) +
∑
P∈l /⊂0
c0(l)c0(0) + 4q24q + 6 + 4q2,
which is a contradiction.
(2) Suppose that there is a point P ∈ 0 ∩ M1. Then we have
4q2 + 4q + 5 = c0(0) +
∑
P∈l /⊂0
(c0(l) − c0(P ))c0(0) + 3q2q2 + 4q + 6 + 3q2,
which is a contradiction. 
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Theorem 9. Let 0 be a solid with c0(0) = 4q2 + 4q + 5. Then 0 consist of four distinct planes i (i = 1, 2, 3, 4)
and a point Q in M such that
YC(0) =
4∑
i=1
[i] + Q.
Proof. Since 0 corresponds to a [3q2 − q2 − q − 2, , 4, 3q3 − 4q2 − 1]q GB code, by Theorem 4, there is a plane 0
with c0(0) = 4q + 4. By Theorem 7, we have YC(0) = [l1] + [l2] + [l3] + [l4]. We have that c0(l1)#(l1)+#(l1 ∩
l2)+#(l1 ∩ l3)+#(l1 ∩ l4)q + 4.
For a line l0 in 0, if c0(l0)q + 4, then we have
c0(0) = c0(0) +
∑
l0⊂⊂0, =0
c0() − qc0(l0),
whence
∑
l0⊂⊂0,=0c0()5q
2 + 4q + 1. Therefore, there is a plane ′0 ⊂ 0 containing l0 with c0(′0)5q + 5,
whence ′0 ⊂ 0 ∩ M by Lemma 8(1).
For the cases (2) and (3) of Theorem 7, we obtain four distinct planes i ⊂ 0 ∩ M containing li for i = 1, 2, 3, 4,
respectively.
For the case (1) of Theorem 7, we have three distinct planes i ⊂ 0 ∩ M containing li for i = 1, 2, 3, respectively.
Suppose that c0(1)q2 + 4q + 6. By Lemma 8(2), we have 1 ⊂ M2 ∪ M3. Since #(l1 ∩ M3) = 2, we have
c0(1)2q2 + 2q + 4. For the point P ∈ 1 ∩ 2 ∩ 3, we have
c0(0 − (1 ∪ 2 ∪ 3)) =
∑
P∈l /⊂(1∪2∪3)
(c0(l) − c0(P ))
= c0(0) − (c0(1) + c0(2 − 1) + c0(3 − 1 − 2))
4q2 + 4q + 5 − (2q2 + 2q + 4 + q2 + q2 − q) = 3q + 1.
On the other hand, since c0(l)4 and c0(P )3, we have∑
P∈l /⊂(1∪2∪3)
(c0(l) − c0(P ))#{l ⊂ 0|P ∈ l /⊂ (1 ∪ 2 ∪ 3)}
q2 − 2q + 1.
This contradicts q11. Thus, we have c0(1)q2 + 4q + 5. It follows that
c0(0) = c0(1) − qc0(l1) +
∑
l1⊂, =1
c0()q2 + 4q + 5 − qc0(l1) +
∑
l1⊂, =1
c0(),
whence
∑
l1⊂,=1c0()5q
2 + 4q. Therefore, there is a plane 4(= 1) containing l1 with c0(4)5q + 4. By
Lemma 8(1), we have 4 ⊂ M .
Next, we shall show that c0(P ) min{3,#{i |P ∈ i , i = 1, 2, 3, 4}} for any point P ∈ 0. Assume P is contained
in two of those four planes, say 1, 2. Suppose that c0(P ) = 1. Then,
c0(0 − (1 ∪ 2)) =
∑
P∈l /⊂1∪2
(c0(l) − c0(P ))3(q2 + q + 1 − (2q + 1)).
On the other hand,
c0(0 − (1 ∪ 2))c0(0)−#(1 ∪ 2)
= 4q2 + 4q + 5 − (q2 + q + 1 + q2) = 2q2 + 3q + 4.
This contradicts q11, whence c0(P )2. Assume that P is contained in three of those four planes, say 1, 2, 3.
Suppose that c0(P )2. Then,
c0(0 − (1 ∪ 2 ∪ 3)) =
∑
P∈l /⊂1∪2∪3
(c0(l) − c0(P ))
∑
P∈l /⊂1∪2∪3
22q2 − 4q + 2.
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On the other hand,
c0(0 − (1 ∪ 2 ∪ 3))c0(0)−#(1 ∪ 2 ∪ 3)q2 + 4q + 4.
This contradiction implies that c0(P ) = 3. Assume P ∈⋂4i=1i . Then,
c0
(
0 −
4⋃
i=1
i
)
c0(0)−#
( 4⋃
i=1
i
)
6q + 3.
On the other hand, since c0(P )3, we have
c0
(
0 −
4⋃
i=1
i
)
=
∑
P∈l /⊂1∪2∪3∪4
(c0(l) − c0(P ))q2 − 3q + 3.
This contradiction implies that
⋂4
i=1i = ∅.
Therefore,
c0(0)c0
( 4⋃
i=1
i
)

4∑
i=1
#i = 4(q2 + q + 1).
Since c0(0) = 4q2 + 4q + +5, letting Q =YC(0) −∑4i=1[i], we have the desired result. 
Corollary 10. Let 0 be a solid with c0(0) = 4q2 + 4q + 5. Then, we have c0() ∈ {4q + 4, 4q + 5, q2 + 4q +
4, q2 + 4q + 5} for every  in 0.
Lemma 11. Let 0 be a solid with c0(0)= 4q2 + 4q + 5. If 0 is a plane in 0 with c0(0)q2 + 4q + 4, then there
is a solid (= 0) containing 0 and contained in M.
Proof. Since c0(0)q2 + 4q + 4 and 4q3 + 4q2 + 6q + 4 =∑0⊂c0() − qc0(0), we have∑
0⊂
c0() = 4q3 + 4q2 + 6q + 4 + qc0(0)
4q3 + 4q2 + 6q + 4 + q(q2 + 4q + 4)
= 5q3 + 8q2 + 10q + 4.
Hence, there is a solid ′ containing 0 with c0(′)5q2 + 3q + 7 and ′ ⊂ M by Lemma 6(2). 
Finally, we shall give the proof of Theorem B.
Proof of Theorem B. Let 0 be a solid with c0(0) = 4q2 + 4q + 5. Since 0 corresponds to a GB code, there is a
plane 0 in 0 with c0(0) = 4q + 4. By Theorem 9, there are four distinct planes 1, 2, 3 and 4 in 0 ∩ M . By
Corollary 10 and Lemma 11, there exist four solids i in M such that i ⊂ i for i = 1, . . . , 4. Since 0 ∩i = i and
i’s are distinct, i’s are also distinct.
Now we shall show that c0(P ) min{3,#{i |P ∈ i , i = 1, 2, 3, 4}} for any point P ∈ P4. Assume that P is
contained in two of those four solids, say 1,2. Suppose that c0(P ) = 1. Then,
c0(P
4 − (1 ∪ 2)) =
∑
P∈l /⊂1∪2
(c0(l) − c0(P ))
∑
P∈l /⊂1∪2
3 = 3(q3 − q2).
On the other hand,
c0(P
4 − (1 ∪ 2))c0−#(1 ∪ 2)2q3 + 3q2 + 5q + 4.
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This contradicts q11, whence c0(P )2. Assume that P is contained in three of these four solids, say 1,2,3.
Suppose that c0(P )2. Then,
c0(P
4 − (1 ∪ 2 ∪ 3)) =
∑
P∈l /⊂1∪2∪3
(c0(l) − c0(P ))
∑
P∈l /⊂1∪2∪3
2 = 2q3 − 4q2.
On the other hand,
c0(P
4 − (1 ∪ 2 ∪ 3))c0−#(1 ∪ 2 ∪ 3)q3 + 4q2 + 5q + 4.
This contradiction implies that c0(P ) = 3.
It is evident that
⋂4
i=1i = ∅. Let P ∈
⋂4
i=1i . Then c0(P ) = 3 since 0 = 3. Thus, we have
c0
(
P4 −
4⋃
i=1
i
)
=
∑
P∈l /⊂⋃4i=1i
(c0(l) − c0(P ))
#
{
l ⊂ P4|P ∈ l /⊂
4⋃
i=1
i
}
= #{l ⊂ P4|P ∈ l}−#
{
l ⊂ P4|P ∈ l ⊂
4⋃
i=1
i
}
q3 + q2 + q + 1 − 4(q2 + q + 1) = q3 − 3q2 − 3q − 3.
On the other hand, we have
c0
(
P4 −
4⋃
i=1
i
)
c0−#
( 4⋃
i=1
i
)
c0 −
4∑
i=1
#(i ) +
∑
1 i<j4
#(i )(i ∩ j )
= 6q2 + 8q + 6,
which is a contradiction. This completes the proof. 
Acknowledgement
The authors would like to thank the anonymous referees for careful reading and detailed comments.
References
[1] E.J. Cheon, T. Kato, S.J. Kim, Nonexistence of [n, 5, d]q codes attaining the Griesmer bound for q4 − 2q2 − 2q + 1dq4 − 2q2 − q,
Design Codes Cryptogr. 36 (2005) 289–299.
[2] E.J. Cheon, T. Kato, S.J. Kim, On the minimum length of some linear codes of dimension 5, Design Codes Cryptogr. 37 (2005) 421–434.
[3] P. Govaerts, L. Storme, On a particular class of minihypers and its applications. I. The result for general q, Design Codes Cryptogr. 28 (2003)
51–63.
[4] N. Hamada, T. Helleseth, A characterization of some q-ary codes (q > (h − 1)2, h3) meeting the Griesmer bound, Math. Japon. 38 (1993)
925–940.
[5] N. Hamada, T. Maekawa, A characterization of some q-ary codes (q > (h − 1)2, h3) meeting the Griesmer bound: Part 2, Math. Japon. 46
(1997) 241–252.
[6] R. Hill, Optimal linear codes, in: C. Mitchell (Ed.), Cryptography and Coding II, Oxford University Press, Oxford, 1992, pp. 75–104.
[7] R. Hill, E. Kolev,A survey of recent results on optimal linear codes, in: F.C. Holroyd et al. (Eds.), Combinatorial Designs and theirApplications,
Chapman & Hall, CRC Press Research Notes in Mathematics,CRC Press, Boca Raton, 1999, pp. 127–152.
[8] J.W.P. Hirschfeld, Projective Geometries over Finite Fields, Clarendon Press, Oxford, 1998.
E.J. Cheon et al. / Discrete Mathematics 308 (2008) 3082–3089 3089
[9] I.N. Landjev, Nonexistence of [143, 5, 94]3 codes, in: Proceedings of International Workshop on Optimal Codes and Related Topics, Sozopol,
Bulgaria, 1995, pp. 108–116.
[10] I.N. Landjev, T. Maruta, On the minimum length of quaternary linear codes of dimension ﬁve, Discrete Math. 202 (1999) 145–161.
[11] T. Maruta, On the nonexistence of q-ary linear codes of dimension ﬁve, Design Codes Cryptogr. 22 (2001) 165–177.
[12] T. Maruta, The nonexistence of some quaternary linear codes of dimension 5, Discrete Math. 238 (2001) 99–113.
[13] V. Pless, W.C. Huffman, Handbook of Coding Theory, vol. 1, Elsevier Science, Netherlands, 1998.
