We Semidirect products and wreath products (certain products closely related to semidirect products) are the most important tool for decomposing finite semigroups and finite automata. The Krohn-Rhodes Decomposition Theorem [?] is as fundamental to semigroup theory as the Jordan-Hölder Theorem is to group theory. It has been applied in a variety of settings in mathematics and computer science, e. g., in connection with complexity theory (see, e. g., [?] and [?]).
Semidirect products and wreath products (certain products closely related to semidirect products) are the most important tool for decomposing finite semigroups and finite automata. The Krohn-Rhodes Decomposition Theorem [?] is as fundamental to semigroup theory as the Jordan-Hölder Theorem is to group theory. It has been applied in a variety of settings in mathematics and computer science, e. g., in connection with complexity theory (see, e. g., [?] and [?] ).
In this paper, we develop a completely new approach to understanding semidirect products. We prove that semidirect products can be characterized in terms of substitution of formulas of linear temporal logic. Under reasonably weak assumptions, the semidirect product of two classes of finite semigroups corresponds exactly to the set of formulas that are obtained by substituting formulas corresponding to the second class for atomic formulas in formulas corresponding to the first class.
Temporal logic is a language for expressing relationships
The first author is supported by FCAR and NSERC. y The second author is supported by a DIMACS postdoctoral fellowship funded by NSF award 91-19999 and the New Jersey Commission on Science and Technology. between the order of events occurring over time. It is used in various areas of computer science as different as computer-aided verification (temporal logic as a specification language for reactive and concurrent systems) and databases (temporal logic to represent knowledge involving time and to deduct on time-dependent data). A salient feature of linear temporal logic is the ability to build nested expressions using until. The until hierarchy is the hierarchy whose kth level consists of all temporal properties expressible by a formula of nesting depth at most k in the until operator.
The application of the 'semidirect product/substitution principle' to the until hierarchy yields a characterization of each of its levels by a class of finite semigroups which is represented as a semidirect product. This initial characterization, however, does not directly give rise to decidability. It is only after a complicated rearrangement of the factors of the semidirect products involved (using what are called 'switching rules', see, e. g., [?, Sect. IV.7] ) that decidability issues can be approached. Applying results from [?] and an intricate decidability criterion from [?] involving graph congruences, we are able to prove the decidability of the considered classes of semigroups and thus also the decidability of each level of the until hierarchy. These methods even allow us to compute an optimal formula (with respect to until depth) to express a given temporal property.
Linear temporal logic is often interpreted on either finite linearly ordered structures or the set of natural numbers viewed as a linearly ordered structure. Our algebraic characterization applies in both cases and in both cases all levels of the until hierarchy are decidable. The proofs in the second case make use of the Ehrenfeucht-Fraïssé game for temporal logic recently introduced in [?] . Level zero of the until hierarchy for finite structures was characterized and proved to be decidable in [?] .
Temporal logic, first-order logic over unary predicates with total ordering, and star-free expressions are known to have the same expressive power, on both finite linearly ordered structures and on the natural numbers [?, ?, ?, ?, ?]. Each of the mutually equivalent formalisms motivates its own hierarchy: the until hierarchy, the quantifier-alternation hierarchy, and the dot-depth hierarchy [?] . The two latter are infinite [?] and identical [?] , whereas [?] describes a family of properties that separates the levels of the until hierarchy but is contained in the third level ( 2 ) of the quantifier-alternation/dot-depth hierarchy. It is a long standing problem whether the quantifier-alternation/dot-depth hierarchy is decidable. Star-free languages, and hence the class of all temporal properties, have also been shown to correspond to aperiodic (group-free) semigroups ([?, ?]). The semigroup-theoretic characterization of the until hierarchy we give in this paper has a natural interpretation as a hierarchy for aperiodic semigroups which is closely related to the aforementioned Krohn-Rhodes Decomposition Theorem.
The outline of the paper is: Sect. 1 provides background on temporal logic, formal language theory, and semigroup theory and gives a formal statement of the characterization of the until hierarchy; Sect. 2 explains the connection between semidirect products and substitution; Sect. 3 deals with the decidability issue; Sect. 4 extends the results to !-words; and Sect. 5 is a brief conclusion.
The proofs for the results of this paper can be found in
Note on notation. Finite semigroup theory suffers from a profusion of inconsistent notation. Throughout the paper, we will use the systematic notation of the book [?], the most recent and most comprehensive monograph on the subject. 
Linear Temporal Logic
For the purpose of this paper, it is convenient to interpret linear temporal logic formulas on strings (and !-words, see Sect. ??) instead of monadic structures (as, e. g., in [?] ). This is a common practice and does not come with any loss of generality, see, e. g., [?] .
A temporal logic (TL) formula over an alphabet A is built from the elements of A and the logical constants TRUE and FALSE using boolean connectives and the usual temporal logic operators: next ( e ), eventually (3), and until (U), the two former of which are unary operators and the latter of which is a binary operator written in infix notation.
The until depth of a TL formula is its nesting depth in terms of the until operator. When is a formula, ud( ) denotes its until depth. Formally, ud( ) is defined inductively according to the following rules: ud(a) = 0 ; for every a 2 A ;
The class of all formulas of until depth at most k is denoted by Ut k .
Given a finite word w = w 0 w 1 : : :w n?1 of length n over an alphabet A and a position i < n, one defines what it means for a TL formula to be true in w at i, in symbols (w; i) j = . We adopt the following rules for the semantics of the atomic formulas and temporal operators: (w; i) j = a if w i = a, for every a 2 A, (w; i) j = e if i + 1 < n and (w; i + 1) j = , (w; i) j = 3 if there exists j such that i j < n and (w; j) j = , (w; i) j = U if there exists j such that -i j < n, -(w; i 0 ) j = for every i 0 with i i 0 < j, and -(w; j) j = . Given a TL formula , we write w j = and say that w is a model of if (w; 0) j = . We write L( ) for the set of all models of and say that L( ) is the language defined by .
Given a class C of TL formulas, we denote by L(C) the class fL( ) j 2 Cg of all languages definable by a member of C.
The k-th level of the until hierarchy (for finite structures) is the class L(Ut k ) of languages.-In some of the commonly accepted definitions of the semantic of the eventually operator the value of j is restricted to positions strictly larger than i. For the until operator, a similar restriction of i 0 to the values strictly between i and j has been considered. Whether or not a language belongs to L(Ut k ), however, does not depend on which of the four possible combinations is actually chosen.
Algebraic Theory of Formal Languages
We review the basic notions and facts of the algebraic theory of formal languages; for more details, see [?, ?] .
A language L A + is said to be recognized by a semigroup S if there exists a homomorphism h: A + ! S and a subset P S such that L = Ph ?1 . For every language L, there exists a smallest (with respect to the "being a homomorphic image of a subsemigroup of" relation and up to isomorphism) semigroup that recognizes L. This semigroup is referred to as the syntactic semigroup of L, and we will denote it by S(L). The languages recognized by finite semigroups are exactly the regular languages, in particular, S(L) is finite if and only if L is regular. Given a representation of a regular language L (by, e. g., a finite automaton, a regular expression, a monadic second-order formula, a TL formula, etc.), one can effectively compute (an isomorphic copy of) S(L). Recall also that S(L) is (isomorphic to) the transformation semigroup of a minimal automaton recognizing L, when L is regular.
Given a class C of finite semigroups, we denote by L(C) the class of all (regular) languages that are recognized by members of C. For a pseudovariety V of semigroups, the class of all finite semigroups that are obtained from members of V by transposing their multiplication tables is denoted by V . For instance, A = A. For a pseudovariety V of semigroups, the class of all finite semigroups all of whose submonoids belong to V is denoted by LV; this is a pseudovariety of semigroups. Recall that a monoid is a semigroup with a neutral element.
For a class C of finite semigroups, V(C) denotes the smallest pseudovariety of semigroups that contains C; it is called the pseudovariety generated by C.
Semidirect Products
We review the definition of the semidirect product of two semigroups and the operations on pseudovarieties of semigroups that come along with it.
Given a semigroup S, the semigroup denoted by S 1 is defined to be S if S is a monoid and S augmented by a neutral element if S is not a monoid. Given semigroups S and T and a monoid homomorphism h: T 1 ! End(S) from T 1 to the monoid of endomorphisms of S, the semidirect product of S with T (with respect to h), denoted by S h T, is the set S T with multiplication defined by (s 1 ; t 1 )(s 2 ; t 2 ) = (s 1 s 2 (t 1 h); t 1 t 2 ).
Given pseudovarieties V and W of semigroups, their semidirect product is the pseudovariety of semigroups generated by all semigroups of the form S h T where S 2 V, T 2 W, and h: T 1 ! End(S) is a monoid homomorphism; it is denoted by V W. This product is associative whereas the semidirect product on individual semigroups is not.
The powers of a pseudovariety V of semigroups are denoted by V n , where V 0 is the trivial pseudovariety and V n+1 = V V n . Given a class C of finite semigroups, V (C) stands for S n 0 V(C) n , which is the smallest pseudovariety that contains C and is closed under semidirect products.
B(1; 2) 1 denotes the semigroup f1; a; bg whose multiplication is given by xa = a, xb = b, and x1 = x. The subsemigroups fa; bg and f1; ag of B(1; 2) 1 will be denoted by B(1; 2) and Sl 2 , respectively. 
Algebraic Characterization of Until Depth
We are interested in semidirect products of pseudovarieties of the form LR MD 1 LR LR MD 1 LR.
We therefore make the following definition: for every k 0, let
Using this terminology, the characterization of the until hierarchy can be stated as follows.
Theorem 1 (characterization of the until hierarchy)
For every k 0,
i. e., a temporal property L is definable by a TL formula of until depth at most k if and only if the syntactic semigroup
In order to show that the k-th level of the until hierarchy is decidable it would be sufficient to show that W k is decidable, which, in turn, would follow from the decidability of W k . We will discuss this in Sect. ??.
Theorem ?? is a consequence of the results presented in the next section.
Past Temporal Logic and Semidirect Products
The definition of the semidirect product of two semigroups shows an asymmetry. Past temporal logic (as opposed to future temporal logic) is the appropriate formalism to describe semidirect products. Given a PTL formula over an alphabet A and a word w of length n over A, we write w j = and say that w is a model of if (w; n ? 1) j = . The language defined by a PTL formula is the set of its models and is denoted by L( ). 
Past temporal logic

Substitution
Let A and B be alphabets, a PTL formula over B, and f b g b2B a B-indexed family of PTL formulas over A. 2 Abusing notation we use L( ) to denote the set of models of both TL and PTL formulas although there are formulas that are TL and PTL formulas at the same time and their respective sets of models are different;
consider, e. g., the atomic formula a. It will, however, always be clear from the context whether we view a formula as a TL or PTL formula.
We denote the class of atomic TL formulas by At. The class of all TL formulas that are disjunctions of atomic formulas is referred to by Dj; by convention, the logical constant FALSE is a disjunction of atomic formulas and stands for the empty disjunction. The class of PTL formulas in which neither S nor 3 -occur is denoted by Pv (remind-
The crucial connection between semidirect products and substitution is explained in the following theorem.
Theorem 2 (semidirect product/substitution principle)
Let V and W be pseudovarieties of semigroups and and
In the proof of this theorem sequential functions are used as a mediator between semidirect products and substitution. Recall that a sequential function is a function computed by a Mealy machine. A synchronous sequential function is a function computed by a synchronous Mealy machine, i. e., by a Mealy machine which adds exactly one letter to the output in each step. Semidirect products and sequential functions have been known to be closely connected, see, e. g., [?] . For instance, the so-called wreath product principle, introduced in [?], explains how a language recognized by a wreath product (a form of product closely related to the semidirect product) of two semigroups can be described as a boolean combination of languages recognized by the second factor of the wreath product and inverse images of languages recognized by the first factor under a certain synchronous sequential function. The link between sequential functions and substitution is established via the following observation. 
Lemma 1
The Since Hierarchy
The since depth of a PTL formula is its nesting depth in terms of the since operator; we denote the class of all PTL formulas of since depth at most k by Sn k . We use Sn to denote the set of all formulas in Sn 1 in which neither 3 -nor e -occur.
The languages definable by formulas in Sn are connected to the semigroup B (1; 2) as building blocks.
The proof of Theorem ?? goes by induction on k and uses Theorem ?? twice in each inductive step. It is based on the following observation:
for every k 0.
Since a language belongs to Ut k if and only if its reverse belongs to Sn k and a language is recognized by a semigroup if and only if the reverse language is recognized by the reverse semigroup, Theorem ?? immediately implies Theorem ??.
Deciding the Until Hierarchy
It is, in general, very difficult to show that a semidirect product of pseudovarieties is decidable even if the individual factors are. The problem is that V W is the pseudovariety generated by the semigroups of the form S T where S 2 V and T 2 W, i. e., U 2 V W if and only if U is a homomorphic image of a subsemigroup of a semigroup of the form S T as above. Given U, there is no a priori upper bound on the sizes of S and T to be considered.
Over the last two decades, numerous techniques have been developed to show decidability of semidirect products (see, e. g., [?, ?, ?] ). In order to be able to apply these techniques to the iterated semidirect products W k we are interested in, we first represent these products in a different way:
This proposition is a refinement of Corollary 2.8 in [?].
The proof goes by induction on k and uses in its inductive step the following inclusion relation.
Recall that R = V (fSl 2 g), which means that R = S n 1 SL n where SL = V(fSl 2 g). So in order to prove Proposition ??, it is enough to show MD 1 SL n R MD 1 for every n 0. We do this by induction on n. The difficult part is the induction base, namely to show that the inclusion MD 1 SL R MD 1 holds. This is equivalent to showing that V(fB(1;2) 1 g) V(fSl 2 g) is contained in the pseudovariety V (fSl 2 g) V(fB(1;2) 1 g). This containment, however, can be proved using one of the switching rules established in [?] . Besides for the decidability question, we use Proposition ?? (in connection with Theorem ??) to prove a new normal form for TL formulas. We show that each formula in Ut k is equivalent to a formula in Ut k in which no until operator occurs inside the scope of an eventually operator which itself occurs inside the scope of an until operator. We can describe this normal form succinctly using substitution (for TL formulas instead of PTL formulas). Let NxUt denote the class of all formulas in Ut 1 in which no eventually operator occurs and no next operator occurs inside the scope of an until operator. Then:
A pseudovariety V of semigroups is called locally finite if for every m 0 there exists a semigroup F m 2 V such that every S 2 V which is generated by at most m elements is a homomorphic image of F m . Even if the same pseudovariety of semigroups characterizes both a certain class of regular languages and the corresponding class of regular !-languages, typically the proof for !-words is more difficult, in particular, when semidirect products are involved: connections between the !-languages recognized by a semidirect product of two semigroups and the languages recognized by the two individual semigroups have not yet been revealed.
To prove Theorem ?? we study a refinement of the until hierarchy that distinguishes formulas not only by their nesting depth in the until operator but also by their nesting depth in the other operators, by their so-called residual depth.
We use l k to denote the binary relation that relates words x and y if and only if x and y satisfy the same TL formulas of until depth k and residual depth l, i. e., if x and y are indistinguishable by all TL formulas of until depth at most k and residual depth at most l. 
