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We consider how to optimize a ratio of two expected values of additive statistics on
a finite-state controlled Markov chain. We present an algorithm for finding an optimal
policy by use of both stochastic dynamic programming and fractional programming.
1 Introduction
We are concerned with finding an optimal policy which maximizes a ratio of two expected
values of additive rewards over a controlled Markov decision process $([7],[8])$ .
2 Fractional Expectation Problem
Throughout the paper, the following data is given:
$N\geq 1$ is an integer; the total number of stages
$\mathit{3}=\{s_{1}, s_{2}, \ldots , s_{p}\}$ is a finite state space
$A=\{a_{1}, a_{2}, \ldots, a_{k}\}$ is a finite action space
$r:S\cross Aarrow R^{1}$ , $R:S\cross Aarrow(0, \infty)$ are two n-th reward functions
$k:Sarrow R^{1},$ $K$ : $Sarrow(0, \infty)$ are two terminal reward functions (1)
$\beta$ is a discount factor : $0<\beta<1$
$p$ is a Markov transition law
: $p(y|x, u)\geq 0\forall(x, u, y)\in S\cross A_{\mathrm{X}}s$ , $\sum_{y\in S}p(y|x, u)=1\forall(x, u)\in S\cross A$
$y\sim p(\cdot|x, u)$ denotes that next state $y$ conditioned on state $x$ and action $u$
appears with probability $p(y|x, u)$ .
We use the following simple notations:
$r_{n}$ $:=r(X_{n}, U_{n})$ , $R_{n}:=R(Xn’ U_{n})$ $1\leq n\leq N$
$r_{N+1}:=k(X_{N+1})$ , $R_{N+1}:=K(X_{N+1})$ (2)
$E_{x_{n}}[Y]:=E[Y|X_{nn}=x]$ .
Let $c\in R^{1}$ be a given constant (level). Then we consider how to maximize the ratio of the
expected value of one additive statistics
$r(x_{1}, U_{1})+r(X_{2,2}U)+\cdots+r(x_{N}, U_{N})+k(X_{N+1})$
to that of the other
$R(X_{1}, U_{1})+R(X_{\mathrm{z}}, U2)+\cdots+R(X_{N}, U_{N})+K(X_{N+1})$ .
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A Markov policy $\pi=\{\pi_{1}, \pi_{2}, \ldots, \pi_{N}\}$ is a finite sequence of decision functions:
$\pi_{n}:Sarrow A$ $1\leq n\leq N$. (3)
The set of all Markov policies is denoted by $\Pi$ . Given an initial state $x_{1}\in S$ , let us consider
the maximization problem:
$\mathrm{F}(x_{1})$ Maximize $\frac{E_{x_{1}}^{\pi}[n\sum^{N+1}r_{n]}=1}{E_{x_{1[^{N}R_{n]}}}^{\pi}\sum_{n=1}^{+1}}$ subject to (i) $\pi\in\Pi$ . (4)
By introducing the Lagrange multiplier $\lambda$ , the fractional optimization problem (4) is trans-
formed into the standard stochastic optimization problem with the following additive criteria:
Maximize $E_{x_{1}}^{\pi}[_{n1} \sum_{=}^{N+1}(rn-\lambda R_{n})\ovalbox{\tt\small REJECT}$ (5)
$\mathrm{P}(x_{1}; \lambda)$ subject to (i) $x_{n+1}\sim p$ ( $\cdot|xn’$ un) $1\leq n\leq N$
(ii) $u_{n}\in A$ $1\leq n\leq N$
$x_{1}\in S$, $\lambda\in R^{1}$ , $1\leq n\leq N+1$ .
Let $u_{n}(x_{n}; \lambda)$ be the maximum value of the subproblem:
Maximize $E_{x_{n}}^{\pi}[^{N} \sum_{m=n}^{+1}(r_{mm}-\lambda R)]$ (6)
$\mathrm{P}_{n}(x_{n};\lambda)$ subject to (i) $x_{m+1}\sim p(\cdot|x_{m}, u_{m})$ $n\leq m\leq N$
(ii) $u_{m}\in A$ $n\leq m\leq N$
$x_{n}\in S$ , $\lambda\in R^{1}$ , $1\leq n\leq N+1$ .
Then we have the recursive $\mathrm{e}\mathrm{q}\mathrm{u}\mathrm{a}\mathrm{t}\mathrm{i}_{0}\mathrm{n}([4])$ :
THEOREM 2.1
$u_{n}(x;\lambda)$ $=$
${\rm Max}[r(xu \in A’ u)-\lambda R(x, u)+\sum_{y\in s}un+1(y;\lambda)p(y|X, u)]$
(7)
$x\in S,$ $\lambda\in R^{1},1\leq n\leq N$
$u_{N+1}(x;\lambda)$ $=$ $k(x)-\lambda K(X)$ $x\in S,$ $\lambda\in R^{1}$ .
3 Infinite-stage Problem
In this section we consider an optimization problem of the ratio of one total discounted expected
value over an infinite-stage to the other as follows:
$\mathrm{F}’(x_{1})$ Maximize $\frac{E_{x_{1}}^{\pi}[\sum_{n=1}^{\infty}\beta n-1r_{n}]}{E_{x_{1[_{n}\sum_{=1}^{\infty}R_{n}]}}^{\pi}\beta n-1}$ subject to (i) $\pi\in\Pi$ (8)
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where
$\sum_{n=1}^{\infty}\beta^{n-1}r_{n}$ $=$ $r(X_{1,1}U)+\beta r(X2, U_{2})+\cdots+\beta^{n}-1(rx_{nn}, U)+\cdots$
$\sum_{n=1}^{\infty}\beta^{n-1}R_{n}$ $=$ $R(X_{1}, U_{1})+\beta R(x_{2}, U_{2})+\cdots+\beta n-1R(xn’ Un)+\cdots$ .
Here $\Pi$ is the set of all Markov policies, whose element $\pi=\{\pi_{1}, \pi_{2}, \ldots, \pi_{n}, \ldots\}$ is an infinite
sequence of decision functions :
$\pi_{n}$ : $Sarrow.$ A $n=1,2,$ $\ldots$ . (9)
An introduction of Lagrange multiplier $\lambda$ reduces the fractional optimization problem (8) to
a standard discounted dynamic programming problem $([3],[5],[6],[\mathrm{g}])$ as follows:
Maximize $E_{x_{1}}^{\pi}[_{n=1} \sum^{\infty}\beta n-1(rn-\lambda Rn)]$ (10)
$\mathrm{P}’(x_{1} ; \lambda)$ subject to (i) $x_{n+1}\sim p(\cdot|x_{n}, u_{n})$ $n=1,2,$ $\ldots$
(ii) $u_{n}\in A$ $n=1,2,$ $\ldots$
$x_{1}\in S$ , $\lambda\in R^{1}$ .
Let $u(X_{1;}\lambda)$ be the maximum value of the problem (10). Then we have the recursive equation:
THEOREM 3.1
$u(x;\lambda)$ $=$
${\rm Max}[r(xu \in A’ u)-\lambda R(X, u)+\beta\sum_{y\in S}u(y;\lambda)p(y|x, u)1$
(11)
$x\in S,$ $\lambda\in R^{1}$ .
4 Fractional Programming Approach
In this section we solve the fractional expectation problems (4) and (8) through both fractional
programming and dynamic programming.
4.1 Fractional Programming
Let us review two fundamental results on fractional programming. We consider the following
problem:
Fr Maximize $\frac{f(z)}{g(z)}$ subject to $z\in Z$ (12)
where $Z$ is a nonempty set and $f$ : $Zarrow R^{1}$ , $g$ : $Zarrow(\mathrm{O}, \infty)$ . It is well-known that the
fractional programming problem Fr is associated with the following parametric problem:
$\mathrm{P}\mathrm{r}(\lambda)$ Maximize $f(z)-\lambda g(Z)$ subject to $z\in Z$ . (13)
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THEOREM 4.1 ([11]) The fractional problem Fr has an optimal solution $z^{*}\in Z$ if and only
if the parametric problem $\mathrm{P}\mathrm{r}(\lambda)$ has the optimal solution $z^{*}\in Z$ for some parameter $\lambda$ and the
optimal value vanishes.
Let us consider Dinkelbach’s Algorithm:
$\bullet$ Step 1. Select some $z\in Z$ and set $n=1,$ $z_{(1)}=z$ and $\lambda_{(1)}=\frac{f(z)}{g(z)}$ .
$\bullet$ Step 2. Solve $\mathrm{P}\mathrm{r}(\lambda_{(n}))$ and select some optimal solution $z\in Z$ .
$\bullet$ Step 3. If $f(z)-\lambda_{(n)g(z)}=0$ , set $z’=z$ and $\lambda’=\frac{f(z)}{g(z)}$ , and stop. Otherwise, set
$z_{(n+1)}=z$ and $\lambda_{(n+1)}=\frac{f(z)}{g(z)}$ .
$\bullet$ Step 4. Set $n=n+1$ and go to Step 2.
THEOREM 4.2 $(l^{\mathit{1}\mathit{1}},].l$ Either Dinkelbach’s Algorithm terminates in some finite n-th itera-
$tion_{J}$ in which case $z$ is an optimal solution and $\lambda’$ is a maximum value of Fr, or else the
sequence $\{\lambda_{(n)}\}$ converges strict-monotonically to the maximum value of Fr. Termination is
assured if $Z$ is finite.
We remark that the convergence is in fact superlinear. If Dinkelbach’s Algorithm generates
a finite sequence $\{\lambda_{(k)}\}1\leq k\leq n$ with properties
(i) $\lambda_{(1)}<\lambda_{(2)}<\cdots<\lambda_{(n-1)}<\lambda_{(n)}$ ,
(ii) $f(z)-\lambda_{(n)g}(z)=0$ for some optimal solution $z\in Z$ of $\mathrm{P}\mathrm{r}(\lambda_{(}n)),$ $(\mathrm{i}\mathrm{i}\mathrm{i})$ $z’=z$ , and
(iv) $\lambda’=\frac{f(z)}{g(z)}$ , and terminates, then the $z$ is an optimal solution and $\lambda_{(n)}$ is the maximum
value of Fr.
4.2 Fractional Expectation Problems
First let us consider the fractional expectation problem (4) by use of fractional programming




subject to $\pi\in\Pi$ (14)
where $\Pi$ is the set of $N$-stage Markov policies and
$f(\pi;x_{1})$ $=$ $E_{x_{1}}^{\pi} \ovalbox{\tt\small REJECT}_{n}\sum_{=1}^{N1}r_{n}]+$
$g(\pi;x_{1})$ $=$ $E_{x_{1}}^{\pi}[^{N+} \sum_{n=1}^{1}R_{n}]$ .
Then the corresponding parametric problem reduces to:
$\mathrm{P}\mathrm{r}(x_{1})(\lambda)$ Maximize $f(\pi;X_{1})-\lambda g(\pi;x_{1})$ subject to $\pi\in\Pi$ . (15)
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THEOREM 4.3 For each initial state $x_{1}\in X$ , Dinkelbach $r_{S}$ Algorithm yields a Markov policy
$\pi^{*}$ , which is optimal at $x_{1}$ :
$\frac{E_{x_{1}}^{\pi^{*\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}}}N+\sum_{n=1}1r_{n}}{E_{x_{1}[}^{\pi^{*}}n=\sum^{N+1}R_{n]}1}$ $\geq$ $\frac{E_{x_{1}}^{\pi}[n\sum^{N+1}r_{n]}=1}{E_{x_{1}[\sum_{n=1}^{N+1}R_{n]}}^{\pi}}$ $\forall\pi\in\Pi$ . (16)
Proof Since $\Pi$ is finite, Theorems 4.1 and 4.2 apply. $\square$
Second we consider the infinite-stage problem (8). By taking in turn
$f.(\pi;x_{1})$ $=$ $E_{x_{1}}^{\pi}[_{n=1} \sum^{\infty}\beta n-1r_{n}]$
$g(\pi;x_{1})$ $=$ $E_{x_{1}}^{\pi}[_{n=1} \sum^{\infty}\beta n-1R_{n}]$ ,
we have a stationary policy which is optimal at a given initial state.
THEOREM 4.4 For each state $x_{1}\in X$ , Dinkelbach’s Algorithm yields a stationary policy
$\pi^{*}=h^{(\infty)}$ , which is optimal at $x_{1}$ :
$\frac{E_{x_{1}}^{\pi^{\mathrm{s}}}\ovalbox{\tt\small REJECT}\sum_{n=1}^{\infty}\beta n-1rn]}{E_{x_{1}}^{\pi^{*}}[n\sum_{=1}^{\infty}\beta n-1R_{n}]}$ $\geq$ $\frac{E_{x_{1}}^{\pi[}n\sum_{=1}^{\infty}\beta n-1r_{n}]}{E_{x_{1}}^{\pi}[_{n}\sum_{=1}\beta n-1Rn\ovalbox{\tt\small REJECT}\infty}$
$\forall\pi\in\Pi$ (17)
where $h:Sarrow A$ is a stage-free decision function of $\pi^{*}:$
$h^{(\infty)}=\{h, h, \ldots, h, \ldots\}$ .
Proof Let $\Pi_{st}$ be the set of all stationary policies. Then we see that $\Pi_{st}\subset\Pi$ and $\Pi_{st}$ is
finite. We restrict the fractional problem (14) to $\Pi_{st}$ . Then Theorems 4.1 and 4.2 apply. In fact,
the corresponding parametric problem (15) is a discounted dynamic
$\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}_{\Gamma \mathrm{a}}\mathrm{m}\min_{\square }\mathrm{g}$
problem in
the sense of D. Blackwell ([3]). Thus it has an optimal stationary policy.
5 A 2-2 Decision Models
In this section, we illustrate a two-state and two-action decision model.
5.1 A 2-2-2 Decision Model
As an illustrative example we consider the following two-stage problem:
Maximize $\frac{E_{x_{1}}^{\pi}[\gamma(_{X}1,u_{1})+r(X2U2)+k(X3)]}{E_{x}^{\pi}[1(RX_{1},u_{1})+R(x2,U_{2})+K(X3)]}$
,
$\mathrm{F}(x_{1})$ subject to (i) $x_{n+1}\sim p$ ( $\cdot|xn’$ un) $1\leq n\leq 2$ (18)
(ii) $u_{n}\in A$ $1\leq n\leq 2$
on the following data:
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$\underline{\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{g}\mathrm{e}\mathrm{r}\mathrm{e}\mathrm{w}\mathrm{a}\mathrm{r}\mathrm{d}_{\mathrm{S}}*.(r(xt,u_{\iota}),R(X_{t},ut))}$ $\underline{\mathrm{t}\mathrm{e}\mathrm{r}\min \mathrm{a}\mathrm{l}}$ew ds
transition law
$\underline{P(a_{1})=\{p(X_{l1}+|Xt,a1)\}}$ $\underline{P(a_{2})=\{p(x_{l}+1|xl,a_{2})\}}$
Thus we have the following parametric data:
$\underline{\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{g}\mathrm{e}\mathrm{r}\mathrm{e}\mathrm{w}\mathrm{a}\mathrm{r}\mathrm{d}.r(xt,ut)-\lambda R(X_{t},ut)}$ $\underline{\mathrm{t}\mathrm{e}\mathrm{r}\min \mathrm{a}\mathrm{l}}$rew rd
Then the recursive equation
$u_{3}(x;\lambda)$ $=$ $k(x)-\lambda K(X)$
$u_{2}(x;\lambda)$ $=$ $\mathrm{M}\mathrm{a}\mathrm{x}u\in A[r(X, u)-\lambda R(x, u)+\sum_{y\epsilon S}u3(y;\lambda)p(y|x, u)]$ (19)
$u_{1}(x;\lambda)$ $=$ $\mathrm{M}\mathrm{a}\mathrm{x}u\in A[r(x, u)-\lambda R(X, u)+\sum_{y\in S}u_{2}(y;\lambda)p(y|x, u)]$
$x\in S,$ $\lambda\in R^{1}$
together with the suffixed notations
$u_{n}(\lambda):=u_{n}(s_{1} ; \lambda)$ , $v_{n}(\lambda):=u_{n}(_{S}2;\lambda)$
$k_{i}:=k(s_{i})$ , $K_{i}:=K(s_{i})$ , $r_{i}^{k}:=r(s_{i}, a_{k})$ , $R_{i}^{k}:=R(_{S_{i},a_{k})},$ $p_{ij}^{k}:=p(S_{j}|_{S}i, ak)$
reduces to:
$u_{3}(\lambda)$ $=$ $k_{1}-\lambda K_{1}$
$v_{3}(\lambda)$ $=$ $k_{2}-\lambda K_{2}$
$u_{n}(\lambda)$ $=$ $[r_{1}^{1}-\lambda R_{1^{+}}11(p_{1}1un+1\lambda)+p^{1}12v_{n}+1(\lambda)]$
$[r_{1}^{2}-\lambda R_{1^{+}}^{2}p11n+1(2\lambda u)+p12vn+1(2\lambda)]$ (20)
$v_{n}(\lambda)$ $=$ $[r_{2}^{1}-\lambda R_{2}^{1}+p_{2}^{1}1un+1(\lambda)+p22n+1(1\lambda v)]$





$u_{n}(\lambda)$ $=$ $[0-2 \lambda+\frac{1}{2}un+1(\lambda)+\frac{1}{2}v_{n+}1(\lambda)]\vee[1-\lambda+u_{n+}1(\lambda)]$
$v_{n}(\lambda)$ $=$ $[-1-3 \lambda+v_{n}\dagger 1(\lambda)]\vee[2-2\lambda+\frac{1}{4}u_{n}+1(\lambda)+\frac{3}{4}vn+1(\lambda)]$ $n=1,2$ .
Thus we have
$u_{2}(\lambda)$ $=$ $[ \frac{1}{2}-\frac{7}{2}\lambda]\vee[2-3\lambda]=\{$
$\frac{1}{2}-\frac{7}{2}\lambda$ , $-\infty<\lambda\leq-3$
$2-3\lambda$ , $-3\leq\lambda<\infty$
$v_{2}(\lambda)$ $=$ $[-1-4 \lambda]\mathrm{v}[\frac{9}{4}-\frac{13}{4}\lambda]=\{$
$-1-4\lambda$ , $- \infty<\lambda\leq-\frac{13}{3}$
$\frac{9}{4}-\frac{13}{4}\lambda$ , $- \frac{13}{3}\leq\lambda<\infty$
$u_{1}(\lambda)$ $=$ $\{$
$- \frac{1}{4}-\frac{23}{4}\lambda$ , $- \infty<\lambda\leq-\frac{13}{3}$
$\frac{11}{8}-\frac{43}{8}\lambda$ , $- \frac{13}{3}\leq\lambda\leq-3$
$\frac{17}{8}-\frac{41}{8}\lambda$ , $-3 \leq\lambda\leq-\frac{7}{9}$
$3-4\lambda$ , $- \frac{7}{9}\leq\lambda<\infty$
$v_{1}(\lambda)$ $=$ $\{$
$-2-7\lambda$ , $- \infty<\lambda\leq-\frac{13}{3}$
$\frac{5}{4}-\frac{25}{4}\lambda$ , $- \frac{13}{3}\leq\lambda\leq-\frac{47}{17}$
$\frac{67}{16}-\frac{83}{16}\lambda$ , $- \frac{47}{17}\leq\lambda<\infty$
Then the desired optimal policy $\pi^{*}(\lambda)=\{\pi_{1}^{*}(\lambda), \pi(2\lambda*)\}$ where
$\pi_{n}^{*}(\lambda)=$ (21)








By applications of Dinkelbach’s Algorithm from $\pi=\{,$ $\}$ , we have optimal
solutions as follows:
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CASE(I) Algorithm I for $x_{1}=s_{1}$ .
1. Select $\pi_{1}=\{$ , $\}\in\Pi$ . Then $\lambda_{(1)}=\frac{f(\pi_{1.1}s)}{g(\pi_{1,1}s)},=\frac{-1/4}{23/4}=-\frac{1}{23}$ .
2. Solve $\mathrm{P}\mathrm{r}(-\frac{1}{23})$ and select unique optimal solution $\pi_{2}=\{$ , $\}\in\Pi$ . Then
$f( \pi_{2};s_{1})-\lambda(1)g(\pi_{2}; S_{1})=3-(-\frac{1}{23})\cdot 4=\frac{72}{23}\neq 0$. Hence $\lambda_{(2)}=\frac{f(\pi_{2}.s_{1})}{g(\pi_{2,1}s)},=\frac{3}{4}$ .
3. Solve $\mathrm{P}\mathrm{r}(\frac{3}{4})$ and select unique optimal solution $\pi^{*}=\{$ , $\}\in\Pi$ . Then $f(\pi^{*}; s_{1})-$
$\lambda_{(2)g}(\pi\cdot s_{1})*,=3-\frac{3}{4}\cdot 4=0$ . Thus $\pi^{*}=\pi_{2}$ is an optimal at $s_{1}$ and $\lambda_{(2)}=\frac{3}{4}$ is the desired
maximum value.
CASE(II) Algorithm I for $x_{1}=s_{2}$ .
1. Select $\pi_{1}=\{,$ $\}\in\Pi$ . Then $\lambda_{(1)}=\frac{f(\pi_{1}.s_{2})}{g(\pi_{1},s_{2})},=\frac{-2}{7}$ .
2. Solve $\mathrm{P}\mathrm{r}(-\frac{2}{7})$ and select unique optimal solution $\pi_{2}=\{,$ $\ovalbox{\tt\small REJECT} a_{2}a_{2}]\}\in\Pi$ . Then
$f( \pi_{2;2}S)-\lambda_{(1)g}(\pi 2;s_{2})=\frac{67}{16}-(-\frac{2}{7})\cdot\frac{83}{16}=\frac{635}{112}\neq 0$ . Hence $\lambda_{(2)}=\frac{f(\pi_{2.’ 2}s)}{g(\pi_{2},s_{2})}=\frac{67/16}{83/16}=\frac{67}{83}$ .
3. Solve $\mathrm{P}\mathrm{r}(\frac{67}{83})$ and select unique optimal solution $\pi^{*}=\{\ovalbox{\tt\small REJECT} a_{2}a_{2}]$ , $\}\in\Pi$ . Then
$f(\pi^{*}; s2)-\lambda_{(1)g}(\pi;s2)*=\underline{67}\underline{67}$ .$\underline{83}-=0$ . Thus $\pi^{*}=\pi_{2}$ is also optimal at $s_{2}$ and $\lambda_{(2)}=\frac{67}{83}$
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is the desired maximum value.
Therefore, the resulting stationary policy $\pi^{*}=\{$ , $\ovalbox{\tt\small REJECT} a_{2}a_{2}]\}$ is optimal (for both states)
and the optimal ratio vectors is
5.2 A $2-2-\infty$ Decision Model
Now we consider the corresponding infinite-stage problem on the two-state and two-action
model:
$\mathrm{F}’(x_{1})$ Maximize $\frac{E_{x_{1}}^{\pi[}n\sum_{=1}^{\infty}\beta n-1r_{n}]}{E_{x_{1}}^{\pi[1}\sum_{n=1}^{\infty}\beta^{n}-R_{n}]}$ subject to (i) $\pi\in\Pi$ (23)
where $\beta=0.8$ . Then the recursive equation for the corresponding parametric problem
$u(x;\lambda)$ $=$ $\mathrm{M}\mathrm{a}\mathrm{x}u\in A[r(X, u)-\lambda R(x, u)+\beta\sum_{y\in S}u(y;\lambda)p(y|x, u)]$ (24)
$x\in S,$ $\lambda\in R^{1}$
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together with the suffixed notations
$u(\lambda):=u(s_{1} ; \lambda)$ , $v(\lambda):=u(s_{2}; \lambda)$
$r_{i}^{k}:=r(s_{i}, a_{k})$ , $R_{i}^{k}:=R(s_{i}, a_{k})$ , $p_{ij}^{k}:=p(S_{j}|s_{i}, ak)$
reduces to:
$u(\lambda)$ $=$ $[r_{1}^{1}-\lambda R_{1}^{1}+\beta(p_{11}^{1}u(\lambda)+p12))]1v(\lambda[r_{1}^{2}-\lambda R^{2}+1\beta(p_{11}^{2}u(\lambda)+p12))]2v(\lambda$ (25)
$v(\lambda)$ $=$ $[^{\mathrm{x}1}r_{2}-\lambda R+\beta 2(p_{21}^{1}u(\lambda)+p22))]1v(\lambda[r_{2}^{2}-\lambda R_{2}^{2}+\beta(p_{21}^{2}u(\lambda)+p22))]2v(\lambda$ .
Then $\mathrm{E}\mathrm{q}.(25)$ reduces to:
$u(\lambda)$ $=$ $[0-2 \lambda+\frac{4}{5}(\frac{1}{2}u(\lambda)+\frac{1}{2}v(\lambda))][1-\lambda+\frac{4}{5}u(\lambda)]$




This system of two function equations has the following unique solution:
$u(\lambda)=\{$
$- \frac{10}{3}-\frac{40}{3}\lambda$ , $- \infty<\lambda\leq-\frac{5}{2}$
$5-10\lambda$ , $- \frac{5}{2}\leq\lambda\leq 0$
$5-5\lambda$ , $0\leq\lambda<\infty$
$v(\lambda)=\{$
$-5-15\lambda$ , $- \infty<\lambda\leq-\frac{5}{2}$
$\frac{15}{2}-10\lambda$ , $- \frac{5}{2}\leq\lambda\leq 0$
$\frac{15}{2}-\frac{15}{2}\lambda$ , $0\leq\lambda<\infty$ .
Then the desired optimal policy $\pi^{*}(\lambda)=h^{(\infty)}(\lambda)$ where
$h(\lambda)=\ovalbox{\tt\small REJECT} h(S_{2},’. \lambda h(s_{1}.\lambda))\ovalbox{\tt\small REJECT}$ (26)
is specified as follows:
$h(\lambda)=\{$ $[a_{2}a_{1}\ovalbox{\tt\small REJECT}$ , $- \frac{5}{2}\leq\lambda\leq 0$
$[a_{2}a_{2}\ovalbox{\tt\small REJECT}$ , $0\leq\lambda<\infty$
(27)
By apphcations of Dinkelbach’s Algorithm from $\pi=h^{(\infty)}$ with $h=$ , we have the
following optimal solutions:
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CASE(I) Algorithm II for $x_{1}=s_{1}$ .
1. Select $\pi_{1}=h_{1}^{(\infty)}\in\Pi_{st}$ with $h_{1}=$ . Then $\lambda_{(1)}=\frac{f(\pi_{1.1}s)}{g(\pi_{1,1}s)},=\frac{-15/3}{-40/3}=-\frac{3}{8}$.
2. Solve $\mathrm{P}\mathrm{r}(-\frac{3}{8})$ and select optimal solution $\pi_{2}=h_{2}^{(\infty)}\in\Pi_{st}$ with $h_{2}=$ . Then
$f( \pi_{2};S_{1})-\lambda_{()}1g(\pi 2;s1)=5-(-\frac{3}{8})\cdot 10=\frac{35}{4}\neq 0$ . Hence $\lambda_{(2)}=\frac{f(\pi_{2.1}s)}{g(\pi_{2,1}s)},=\frac{5}{10}=\frac{1}{2}$ .
3. Solve $\mathrm{P}\mathrm{r}(\frac{1}{2})$ and select optimal solution $\pi_{3}=h_{3}^{(\infty)}\in\Pi_{st}$ with $h_{3}=$
$f( \pi_{3};s_{1})-\lambda_{(21}g(\pi 3;S_{1})=5-\frac{1}{2}\cdot 5=\frac{5}{2}\neq 0$ . Hence $\lambda_{(3)}=\underline{f(\pi_{3,1}s)}=\underline{5}=1$ .
$g(\pi_{3}; s_{1})$ 5
4. Solve Pr(l) and select optimal solution $\pi^{*}=h_{*}^{(\infty)}\in\Pi_{st}$ with $h_{*}=$ .
5. Then $f(\pi^{*}; S_{1})-\lambda(3)g(\pi^{*}; S_{1})=5-1\cdot 5=0$ . Thus $\pi^{*}=\pi_{3}$ is an optimal at $s_{1}$ and $\lambda_{(3)}=1$
is the desired maximum value.
CASE(II) Algorithm II for $x_{1}=s_{2}$ .
1. Select $\pi_{1}=h_{1}^{(\infty)}\in\Pi_{st}$ with $h_{1}=$ . Then $\lambda_{(1)}=\frac{f(\pi_{1}.s_{2})}{g(\pi_{1,2}s)},=\frac{-5}{15}=-\frac{1}{3}$ .
2. Solve $\mathrm{P}\mathrm{r}(-\frac{1}{3})$ and select optimal solution $\pi_{2}=h_{2}^{(\infty)}\in\Pi_{st}$ with $h_{2}=$ . Then
$f( \pi_{2}; s2)-\lambda(1)g(\pi 2;s2)=\frac{15}{2}-(-\frac{1}{3})\cdot 10=\frac{65}{6}\neq 0$ . Hence $\lambda_{(2)}=\frac{f(\pi_{2}.s_{2})}{g(\pi_{2},s_{2})},=\frac{15/2}{10}=\frac{3}{4}$ .
3. Solve $\mathrm{P}\mathrm{r}(\frac{1}{2})$ and select optimal solution $\pi_{3}=h_{3}^{(\infty)}\in\Pi_{st}$ with $h_{3}=$ . Then $f(\pi_{3}; s_{2})-$
$\lambda_{(2)g}(\pi_{3})S2)=\frac{15}{2}-\frac{3}{4}\cdot\frac{15}{2}=\frac{15}{8}\neq 0$ . Hence $\lambda_{(3)}=\frac{f(\pi_{3}.s_{2})}{g(\pi_{3},S_{2})},=\frac{15/2}{15/2}=1$ .
4. Solve Pr(l) and select optimal solution $\pi^{*}=h_{*}^{(\infty)}\in\Pi_{st}$ with $h_{*}=$ .
5. Then $f( \pi^{*}; S2)-\lambda_{(3)g}(\pi;s2)*=\frac{15}{2}-1\cdot\frac{15}{2}=0$ . Thus $\pi^{*}=\pi_{3}$ is also an optimal at $s_{2}$ and
$\lambda_{(3)}=1$ is also the desired maximum value.
On the other hand, applications from $\pi=h^{(\infty)}$ with $h=$ yields the following results:
CASE(III) Algorithm II for $x_{1}=s_{1}$ .
1. Select $\pi_{1}=h_{1}^{(\infty)}\in\Pi_{st}$ with $h_{1}=$ . Then $\lambda_{(1)}=\frac{f(\pi_{1.1}s)}{g(\pi_{1,1}s)},=\frac{5}{5}=1$ . From CASE(I),
the desired maximum value is 1. Thus the policy $\pi_{1}$ is also optimal at $s_{1}$ .
2. Solve Pr(l) and select optimal solution $\pi_{2}=h_{2}^{(\infty)}\in\Pi_{st}$ with $h_{2}=$ . Then $f(\pi_{2)}s1)-$
$\lambda_{(1)g}(\pi_{2}; s1)=5-1\cdot 5=0$ . Thus $\pi^{*}=\pi_{2}$ is optimal at $s_{1}$ and $\lambda_{(2)}=1$ is the desired maximum
value.
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CASE(IV) Algorithm II for $x_{1}=s_{2}$ .
1. Select $\pi_{1}=h_{1}^{(\infty)}\in\Pi_{s\mathrm{f}}$ with $h_{1}=[a_{1}a_{2}\ovalbox{\tt\small REJECT}$ . Then $\lambda_{(1)}=\frac{f(\pi_{1.2}s)}{g(\pi_{1},s_{2})},=\frac{-5}{15}=-\frac{1}{3}$ .
2. Solve $\mathrm{P}\mathrm{r}(-\frac{1}{3})$ and select unique optimal solution $\pi_{2}=h_{2}^{(\infty)}\in\Pi_{st}$ with $h_{2}=$ .
Hereafter CASE(II) follows. Thus, $\pi^{*}=\pi_{3}$ is also an optimal at $s_{2}$ and $\lambda_{(3)}=1$ is also the
desired maximum value. Thus the policy $\pi_{1}$ is not optimal at $s_{2}$ .
Therefore, the resulting stationary policy $\pi^{*}=h_{1}^{(\infty)}$ with $h_{1}=$ is optimal (for both
states) and the optimal ratio vectors is
with $h_{2}=$ is optimal at $s_{2}$ .
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