Abstract. We develop the theory of generalized Weierstrass σ and ℘ functions defined on a trigonal curve of genus three. The specific example of the "purely trigonal"curve y 3 = x 4 + λ 3 x 3 + λ 2 x 2 + λ 1 x + λ 0 is discussed in detail, including a list of the associated partial differential equations satisfied by the ℘ functions, and the derivation of two addition formulae.
Introduction
Constructive theories of Abelian and modular functions associated with algebraic curves have seen an upsurge of interest in recent times. These classical functions have been of crucial importance in mathematics since their definition at the hands of Abel, Jacobi, Poincaré and Riemann, but their relevance in physics and applied mathematics has greatly developed over the past three decades. Algebraic curves are here intended as Riemann surfaces, unless specified to be singular.
The study of the simplest hyperelliptic curves, namely curves of genus two, goes back to the beginning of the 20th century, and these are treated in much detail in advanced textbooks, see for example Baker (1907) [4] and more recently Cassels and Flynn (1996) [18] . Not so much is known about the simplest trigonal curves, which have genus three. The study of modular functions of these curves was originated by Picard, and reprised recently by Shiga [26] and his school. In this paper we study of Abelian functions associated with this type of curve by analyzing a special case, namely a "purely trigonal" curve 1 in the terminology introduced in [25] . This is an (n, m)-curve in the sense of Burchnall-Chaundy [7, 8] with (n, m) = (3, 4); in particular, it is a cyclic Galois cover of P 1 , of genus three, so it is not a general curve of genus three.
Our work is based on the realization of Abelian functions as logarithmic derivatives of the multi-dimensional σ-function. This approach is due to Weierstrass and Klein and was developed by Baker [1] ; for recent developments of the theory of multi-dimensional σ-functions, see Grant [20] , Buchstaber, Enolskii, and Leykin [9] , Buchstaber and Leykin [12] , [13] , Eilbeck, Enolskii and Previato, [17] , and Baldwin and Gibbons [5] , among others. We note also that we are currently developing a parallel if somewhat more limited theory for purely trigonal curves of genus four [6] .
We shall adopt as a template the Weierstrass theory of elliptic functions, trying to extend as far as possible these results to the case of the genus three trigonal curve. Let σ(u) and ℘(u) be the standard functions in Weierstrass elliptic function theory. They satisfy the well-known formulae
and the addition formula, which is a basic formula of the theory
We present here two addition formulae (Theorems 9.1 and 10.1) related to a purely trigonal curve of degree four (see (2.1)). The first main theorem 9.1 is the natural generalization of (1.2). The authors realized the existence of the formula of the second main theorem 10.1 from [25] . However we were not able to use that paper to establish our result, instead working from results by Cho and Nakayashiki [14] , Grant's paper [20] , pg.100, (1.6), or a calculation by using [11] . The crucial part is to identify the coefficients of the right hand sides of these two formulae. To calculate these, we used a power-series expansion of the σ-function, stimulated by the works of Buchstaber and Leykin [12] for hyperelliptic case and of Baldwin and Gibbons [5] for a purely trigonal curve of genus four.
The σ-functional realization of Abelian functions of trigonal curve of arbitrary genus g was previously developed in [11] and [16] . Using these results in the case of g = 3 we present explicit formulae for 6 canonical meromorphic differentials and the symmetric bi-differential which allow us to derive a complete set of relations for trigonal ℘-functions, generalizing the above relations for the Weierstrass ℘-function.
Our study is far from complete, and a number of questions still remain. One of the first problems still to be considered should be the explicit recursive construction of the σ-series generalizing the one given by Weierstrass; for a hyperelliptic curve of genus two, this result was found by Buchstaber and Leykin [12] , who also devised a procedure to derive such recursions for the whole family of (n, m)-curves [12] , [13] . Another problem is the deeper understanding of the algebraic structure of the addition theorems developed here, in order to generalize results to higher genera. As a pattern one can consider the addition formula of [9] for hyperelliptic σ-functions of arbitrary genera written in terms of certain Pfaffians. Also, the description of Jacobi and Kummer varieties as projective varieties, whose coordinates are given in terms of (derivatives of) trigonal ℘-functions, is far from complete.
The paper is organized as follows. We first discuss the most general trigonal curves of genus three, in Sections 2 to Section 5 of the paper. From Section 6 onwards, we concentrate on the purely trigonal case. While Sections 1 and 2 overlap somewhat with material in [25] , we believe that the results are useful to make the present paper reasonably self-contained.
Trigonal curves of genus three
Let C be the curve defined by f (x, y) = 0, where
with the unique point ∞ at infinity. This curve is of genus 3, if it is non-singular. We consider the set of 1-forms
,
f (x, y). This is a basis of the space of differentials of the first kind on C. We denote the vector consisting of the forms (2.2) by
We know, by the general theory, that for three variable points (x 1 , y 1 ), (x 2 , y 2 ), and (x 3 , y 3 ) on C, the sum of integrals from ∞ to these three points
fills the whole space C 3 . We denote the points in C 3 by u and v etc., and their natural coordinates in C 3 by the subscripts (u 1 , u 2 , u 3 ), (v 1 , v 2 , v 3 ). We denote the lattice generated by the integrals of the basis (2.2) along any closed paths on C by Λ. We denote the manifold C 3 /Λ, by J, the Jacobian variety over C of C. The map given by modulo Λ from C 3 is denoted by κ:
We have Λ = κ −1 (0, 0, 0) . We define for k = 1, 2, 3, . . . , the map (2.6)
and denote its image by
and (2.8)
We call this Θ [k] the k-th standard theta subset. In particular, if k = 1, then (2.6) gives an embedding of C:
We note that (2.10)
which is different from the hyperelliptic case. On the embedded curve ι(C) = W [1] , we can take u 3 as a local parameter at the origin ι(∞). Then we have (see [25] , for instance) Laurent expansions with respect to u 3 as follows:
We introduce a weight for several variables as follows:
Definition 2.1. We define a weight for constants and variables appearing in our relations as follows. The weights of the variables u 1 , u 2 , u 3 are 5, 2, 1, respectively, and the weight of each coefficient µ j in (2.1) is −j, the weights of x(u) and y(u) are −4 and −3, respectively. So, the weights of the variables are nothing but the order of zero at ∞, while the weight assigned to the coefficients is a device to render f (x, y) homogeneous. This is the reason why µ 7 , µ 10 , µ 11 are absent.
We remark that the weights of the variables u k are precisely the Weierstrass gap numbers of the Weierstrass gap sequence at ∞, whilst the weights of monomials of x(u) and y(u) correspond to the Weierstrass non-gap numbers in the sequence. In particular, in the case considered the Weierstrass gap sequence is of the form 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, . . . where orders of existing functions of the form x p y q , p, q ∈ N ∪ {0} are overlined. The definition above is compatible, for instance, with the Laurent expansion of x(u) and y(u) with respect to u 3 , etc. Moreover, all the equalities in this paper are homogeneous with respect to this weight.
In the next section, we use the discriminant of C. Axiomatically, the discriminant D of C is defined as (one of) the simplest polynomial(s) in the µ j 's such that D = 0 if and only if C has a singular point. Here we are regarding C as a family of curves over Z. While no concrete expression of the discriminant is necessary for the main results in this paper, we put forward a conjecture based on the results of experimentation on special cases of C using computer algebra. 
where rslt z represents the resultant, namely, the determinant of the Sylvester matrix with respect to the variable z. Then R 3 is of weight 144 and a perfect square in the ring
Unfortunately checking this condition directly is a computing task presenting considerable difficulties due to the size of the intermediate expressions involved. We leave this as a conjecture and remark only that work on a full calculation is continuing. This result is not crucial to this paper, but we will adopt it as a working hypothesis (see Remark 3.4) . To continue, we define here the discriminant D of C by a square root of R 3 :
We comment on the choice of this root in 3.4. If the conjecture is true, D is of weight 72.
it has its only pole (of second order) along the diagonal of C × C, and in the vicinity of each point (x, y) it is expanded in power series as
where ξ and ξ are local coordinates of points (x, y) and (z, w).
We shall look for a realization of Ω((x, y), (z, w)) in the form
where F ((x, y), (z, w)) is a polynomial in its variables.
Lemma 2.4. (Fundamental 2-form of the second kind) Let Σ (x, y), (z, w) be the meromorphic function on C × C,
where [ ] W means removing the terms of negative powers with respect to W . Then there exist differentials η j = η j (x, y) (j = 1, 2, 3) of the second kind that have their only pole at ∞ such that the fundamental 2-form of the second kind is given as 2 ,
The set of differentials {η 1 , η 2 , η 3 } is determined modulo the space spanned by the ω j s of (2.2).
Proof. The 2-form
satisfies the condition on the poles as a function of (x, y), indeed one can check that (2.20) has only a second order pole at (x, y) = (z, w) whenever (z, w) is an ordinary point or a Weierstrass point; at infinity the expansion (2.12) should be used. However, the form (2.20) has unwanted poles at infinity as a form in the (z, w)-variables. To restore the symmetry given in (2.15) we complement (2.20) by the second term to obtain (2.19) with polynomials η j (x, y) which should be found from (2.15). That results in a system of linear equations for coefficients of η j (x, y) which is always solvable. As a result, the polynomials η i (x, y) as well as F ((x, y), (z, w)) are obtained explicitly.
)dx is the differential of the third kind, with first order poles at points (x, y) = (z 1 , w 1 ) and (x, y) = (z 2 , w 2 ), and residues +1 and −1 correspondingly. Remark 2.6. The realization of the fundamental 2-form in terms of the Schottky-Klein prime-form and θ-functions is given in [1] , no.272, and the theory based on the θ-functional representation is developed in [19] . Here we deal with an equivalent algebraic representation of the fundamental 2-form which goes back to Klein and exhibit an algebraic expression for it. The above derivation of the fundamental 2-form is done in [1] , around pg. 194, and it was reconsidered in [16] for a large family of algebraic curves. The case of a trigonal curve of genus four was developed in [5] , pp. 3617-3618.
It is easily seen that the η j above is written as
where
, and h j is of homogeneous weight. The differentials η j are defined modulo the space of holomorphic differentials with the same weight, but it is possible to choose the standard η j s uniquely by requiring that for each j = 1, 2, 3 the polynomial h j (x, y) do not contain monomials corresponding to nongaps with bigger j. Moreover there exist precisely 2g = 6 monomials defining standard differentials, for more details see [13] , Chapter 4.
In particular, straightforward calculations lead to the following expressions
The orders of monomials defining standard differentials are printed in bold:
these can be written as 3i+4j, 0 ≤ i ≤ 2, 0 ≤ j ≤ 1. We remark that the last two terms in the definition of h 1 (x, y) are chosen to provide the standard differentials described above. The polynomial F (x, y), (z, w) in (2.17) is of homogeneous weight (weight −8), and is given explicitly in Appendix A.
The σ function
We construct here the σ-function
associated with C (see also [9] , Chap.1). We choose closed paths
Define the period matrices by
.
We can combine these two matrices into
This is the generalized Legendre relation (see (1.14) on p. 11 of [9] ). In particular, ω −1 ω is a symmetric matrix. We know also that (3.6) Im (ω −1 ω ) is positive definite. So, we define
with D from (2.14). Here the choice of a root of (3.9) is explained in the remark 3.4 below. The series (3.8) converges because of (3.6).
In what follows, for a given u ∈ C 3 , we denote by u and u the unique elements in R 3 such that (3.10) u = u ω + u ω .
Then for u, v ∈ C 3 , and (= ω + ω ) ∈ Λ, we define
In this situation the most important properties of σ(u; M ) are as follows: Lemma 3.1. For all u ∈ C 3 , ∈ Λ, and γ ∈ Sp(6, Z), we have :
Proof. The formula (3.12) is a special case of the equation from [2] (p.286, .22). The statement (3.13) is easily shown by using the definition of σ(u) since γ corresponds to changing the choice of the paths of integration given in (3.3). The statements (3.14) and (3.15) are explained in [2] , (p.252). These facts are partially described also in [9] , (p.12, Th.1.1 and p.15).
Remark 3.2. We fix a matrix M satisfying (3.5) and (3.6). The space of the solutions of (3.12) is a one dimensional space over C, because the Pfaffian of the Riemann form attached to L( , ) is 1 (see [24] , Lemma 3.1.2 and [21] , p.93, Th.3.1). Hence, such nontrivial solutions automatically satisfy (3.13)- (3.15) . In this sense, (3.12) characterizes the function σ(u) up to a constant, which depends only on the µ's.
A power series expansion of σ(u) is frequently used in this paper. The lowest weight terms are given in the following Lemma: Lemma 3.3. The power series expansion of σ(u) at u = (0, 0, 0) with respect to u 1 , u 2 , and u 3 has homogeneous weight and is of the form
where ε is a non-zero constant. We redefine σ(u) as the function proportional to (3.8)
Proof. The essential part of this assertion is seen also by [10] . The homogeneity follows from the definition (see the Remark 3.4 (2) below), or shown also by (4.7) below (see [25] ). In (3.8), since the theta series part is well-known to be an odd function, we see σ(u) also is an odd function.
Remark 3.4.
(1) In Lemma 3.3, the constant ε might be unity, another 8th root of 1, or some other constant. We have not been able to narrow down this result. If the case ε = 1 is true, then the determination of ε reduces to the choice of roots in (2.14) and (3.9). The remaining results in this paper do not depend on this choice, or on the possibility that ε = 1. 
Standard Abelian functions
Definition 4.1. A meromorphic function u → P(u) on C 3 is called a standard Abelian function if it is holomorphic outside κ −1 (Θ [2] ) and is multi-periodic, namely, if it satisfies
for all integer vectors n, m ∈ Z and all u ∈ κ −1 (Θ [2] ).
To realize the standard Abelian functions in terms of the σ-function, we first let
This operator is now known as Hirota's bilinear operator, but in fact was introduced much earlier in the PDE case by Baker [4] , p.49 (see also [15] ). We define fundamental Abelian functions on J by
For the benefit of the reader familiar with the genus one case, we should point out that the Weierstrass function ℘(u) described in eqn. (1.1) would be written as ℘ 11 (u) in this notation. Moreover, we define 
which specializes to
A short calculation shows that Q ijk belongs in Γ (J, O(2Θ [2] )), whereas ℘ ijk belongs in Γ (J, O(4Θ [2] )). In particular Q 1333 plays a key role in what follows. Note that although the subscripts in ℘ ijk do denote differentiation, the subscripts in Q ijk do not denote direct differentiation, and the latter notation is introduced for convenience only. This is important to bear in mind when we use cross-differentiation, for example the ℘ ijk satisfy ∂ ∂um
whereas the Q ijk do not. We also define (4.6)
The following useful formula involving fundamental Kleinian functions, for the case of the general curve (2.1), was derived in [11] .
Theorem 4.2. Let u ∈ C 3 and (x 1 , y 1 ), (x 2 , y 2 ), (x 3 , y 3 ) be Abelian preimages, i.e.
with appropriate paths of the integrals. Let (x, y) be an arbitrary point on the curve C. Then, for each k = 1, 2, 3, the following formula holds
The formula (4.7) generates various differential relations between ℘-functions. In particular, expanding (4.7), with respect to a local parameter of the variable point (x, y), in the vicinity of the point at infinity, and comparing the principal parts of the poles on both sides of the relation (4.7), we find the solution of the Jacobi inversion problem. In the case of trigonal curves, this was first given explicitly for a particular case of the curve (2.1) in [16] . 
are just (x 1 , y 1 ), (x 2 , y 2 ),and (x 3 , y 3 ).
We remark that the right hand side of equation (4.8) is related to the polynomials h 3 (z, w) and h 2 (z, w) defining the canonical meromorphic differentials η 3 (z, w) and η 2 (z, w). Further the first equation in (4.8) is directly related to the determinant of the matrices constructed in [25] , using the algebraic approach developed in [22] . Equating the lower order poles in the same way, one can obtain differential polynomials in the ℘-functions. The following Corollary describes two of the simplest relations between the three-index symbols ℘ ijk .
Corollary 4.4. The following relations are valid for all u ∈ κ −1 (Θ [2] ) :
where ℘ ij = ℘ ij (u) and ℘ ijk = ℘ ijk (u).
Basis of the space Γ (J, O(nΘ
For notational simplicity, we denote
We have explicit bases of the vector spaces Γ (J, O(2Θ [2] )) and Γ (J, O(3Θ [2] )) as follows (see also [14] , Example in Section 9): Lemma 5.1. We have the following :
⊕ C℘ [11] ⊕ C℘ [12] ⊕ C℘ [13] ⊕ C℘ [22] ⊕ C℘ [23] ⊕ C℘ [33] .
Proof. We know the dimensions of the spaces above are 2 3 = 8 and 3 3 = 27, respectively by the Riemann-Roch theorem for Abelian varieties (see for example, [23] , (pp.150-155), [21] , (p.99, Th.4.1). Moreover, (3.14) shows that the functions in the right hand sides belong to the spaces of the left hand sides, respectively. For the space Γ (J, O(2Θ [2] )), by looking at the first few terms of the power series expansion of the functions obtained by multiplying by σ(u)
2 from the right hand side with respect to u 1 , u 2 , u 3 , and after putting all the µ j equal to zero, we see the functions of the right hand side are linearly independent. The authors used a computer to check this. Similarly, for the space Γ (J, O(3Θ [2] )), the 27 functions obtained by multiplying by σ(u)
3 from the right hand side are checked to be linearly independent by using a computer. We also see both decompositions in Lemma 5.1 in Example in Section 9 of [14] .
Purely trigonal curve of degree four
In the remaining part of this paper, we consider only the curve (6.1) C :
specialized from (2.1). This curve is called a purely trigonal curve of degree four. Equivalently we can represent the curve (2.1) in the form
and evaluate the discriminant D according to (2.14) as
The curve C is smooth if and only if a i = a j for all i, j = 1, . . . 4. While we assume this to be case, results in the singular cases are obtained by suitable limiting process. For the curve (6.1), the basis (2.2) of differential forms of first kind and the function Σ in (2.18) can be written explicitly as This curve C has an automorphism (x, y) → (x, ζy), and for u = (u 1 , u 2 , u 3 ) ∈ κ −1 ι(C), ζ j acts by
This property means that the set Θ 
Expansion of the σ function
We need more terms of the power series expansion of σ(u) exceeding those given in the Lemma 3.3.
In the Weierstrass formulation of the theory of elliptic functions, the σ-function is defined as the power series expansion in the Abelian variable u with coefficients depending on the Weierstrass parameters g 2 , g 3 , and related by certain recursive relations. The extension of Weierstrass theory to arbitrary algebraic curves was intensively developed in the 19th century and later, its development being attached to names such as Baker, Bolza, Brioschi, Burkhardt, Klein, and Wiltheiss. Some important modern developments of this theory are due to Buchstaber and Leykin [12] , [13] who give a construction of linear differential (heat-like) operators that annihilate the σ-function for any (m, n)-curve. In the hyperelliptic case the operators are sufficient to find the recursion defining the whole series expansion. The exact analogue of the Weierstrass recursive series formula is known only for genus two, see [13] , p.68. In other cases the detailed results have not yet been developed, although the general method is provided in the publications mentioned above. Here we shall give the few first terms of the power series expansion, obtained by asymptotic expansion using a local parameter on the curve (and a limiting process when the Abel map is restricted to the strata W [k] . This result can be used for applications (chiefly, solving non-linear PDEs), as well as giving a guide towards the derivation of the whole series.
Lemma 7.1. The function σ(u) associated with (6.1) has an expansion of the following form :
where each C 5+3n is a polynomial composed of products of monomials in u i of total weight 5 + 3n multiplied by monomials in λ i of total weight −3n. The first few C k are Proof. The proof is by construction (with heavy use of Maple) following the same methods as [5] in the genus 4 trigonal case. In particular, in the genus 3 case considered here, we impose the vanishing of the σ function on the strata Θ [2] (which automatically also implies the vanishing of the σ function and σ 3 on Θ [1] ). In addition we require that σ satisfies (through the definitions (4.4)) the two equations (4.9), which are linear with respect to three-index symbols. We have also checked that this expansion, together with terms C 20 and C 23 , nullifies the whole set of three-index relations given in Appendix B, up to weight −18 in the moduli λ i .
We have omitted the details of the expressions for C 20 and C 23 , as they are rather lengthy, but we would be happy to give copies on request.
Equations satisfied by the Abelian functions in purely trigonal case
We can use the σ-function expansion to identify various equations which the Abelian functions defined by (4.4) and (4.5) must satisfy, the generalizations of ℘ = 6℘ 2 − 1 2 g 2 ℘ in the cubic (genus 1) case.
Lemma 8.1. The 4-index functions Q ijk associated with (6.1) satisfy the following relations :
Proof. Since any 4-index function Q ijk belongs to Γ (J, O(2Θ [2] )), it satisfies an equation of the form Q ijk = linear function of various ℘ mn and other Q opqr , with λ-dependent coefficients, then it is just a matter of enumerating all the possible terms on the right-hand side which have the same weight as Q ijk . Using the method of undetermined coefficients, we insert the σ expansion truncated to an appropriate weight in the λ i and solve for the unknown (constant) coefficients. This requires the use of Maple but is quite efficient as the pole on either side is only of order 2 along Θ [2] .
Remark 8.2. The complete set of the four-index relations for ℘-functions for genus three was derived by Baker [3] in the hyperelliptic case only. As far as we know, the above relations are new, and a comparison with Baker's relations is of interest.
Remark 8.3. With the use of (4.5), these equations can be turned into equations for the 4-index ℘ ijk . For example, the first equation becomes
This relation, after differentiating twice with respect to u 3 , becomes the Boussinesq equation for the function ℘ 33 (see [16, 11] 
where the number in brackets [ ] indicates the weight.
Proof. These can be calculated directly by expressing the equations in Lemma 8.1 in terms of ℘ ijk and ℘ mn functions, then using cross differentiation on suitably chosen pairs of equations. For example the first relation above for ℘ 222 comes from
Alternatively the relations can be checked by inserting the σ expansion to the required level, but this is rather slower since the terms involve poles of order 3.
Remark 8.5. For a fixed weight, these relations are not always unique, for example at weight -11 we also have the relation A list of the known quadratic expressions in the 3-index functions up to weight −15 is given in the Appendix B.
Proof. The relations can be found in three ways. One is to multiply one of the linear threeindex ℘ ijk relations above by another ℘ ijk and substitute for previously calculated ℘ ijk ℘ mn relations of higher weight. Another is to take a derivative of one of the linear three-index ℘ ijk relations above and to substitute the known linear four-index ℘ ijk and previously calculated ℘ ijk ℘ mn relations. A third method is to use the method of undetermined coefficients: write down all possible terms which are cubic or less in the basis functions and of the correct weight. This last method is guaranteed to work but is much more time-consuming that the first two methods (when they work). At weight −15 this method requires some use of Distributed Maple on a multi-processor cluster.
Remark 8.7. These relations are the generalizations of the familiar result (℘ ) 2 = 4℘ 3 − g 2 ℘ − g 3 in the genus 1 theory.
9. The first main addition theorem Theorem 9.1. The σ-function associated with (6.1) satisfies the following addition formula on J × J :
Proof. Firstly, we notice that the left hand side is an odd function with respect to (u, v)
, and that it has poles of order 2 along (Θ [2] ×J)∪(J ×Θ [2] ) but nowhere else. Moreover it is of weight −10. If we regard the right hand side as a rational function of σ(u), σ(v), σ i (u), σ i (v), σ ij (u), σ ij (v), · · · , and consider the two sides multiplied by σ(u) 2 σ(v) 2 , which are homogeneous power series of weight 30
, we see that the desired right hand side must be expressed by using absolute constants a, b, · · · , g 2 independent of the λ j as follows:
We find by computer using Maple, on substituting the expansion (7.1) up to C 17 terms of σ(u) into (9.2), that
as asserted. Remark 9.3. By putting v = u − (δ, 0, 0) and letting δ → 0, we can get a "double-angle" σ-formula
In the case of elliptic curve the corresponding relation reads σ(2u) = −℘ (u)σ 4 (u), whilst the corresponding formula for the hyperelliptic genus two curve is given in [4] , p. 129.
The second main addition theorem
The second main addition result is as follows:
Theorem 10.1. The σ-function associated with (6.1) satisfies the following addition formula on J × J :
Remark 10.2. By applying
∂v i ∂v j log to (10.1), we obtain algebraic addition formulae for standard Abelian functions, which would be interesting to compare with those of (9.2).
Proof. Our goal is to express
using several ℘ functions. Because (10.3) belongs to Γ (J ×J, O(3((Θ [2] ×J)∪(J ×Θ [2] )))), it must be a finite sum of multi-linear forms of the 27 functions in ( It has a pole of order 3 on (Θ [2] × J) ∪ (J × Θ [2] ); L4. It is invariant under the exchange u ↔ v (by Lemma 6.1). Hence, (10.4) has the same properties. Thus, we may consider only the functions in our basis of Γ (J, O(3Θ [2] )) that have the following corresponding properties:
R1. The weight is greater than or equal to (−5) × 3 = −15; R2. They are invariant under u → [ζ]u; R3. They have poles of order at most 3 on Θ [2] .
There are 12 such functions and they are listed as follows: ℘ 222 (weight = −6), ℘ 333 (weight = −3), ℘ [22] (weight = −12), ℘ [12] (weight = −9), ℘ [11] (weight = −6), ∂ 3 Q 1333 = −6(℘ 13 ℘ 333 − ℘ 133 ℘ 33 ) − 3℘ 122 (weight = −9).
Here the last equality is given by cross-differentiation from ∂ 1 Q 3333 using the first of the relations in Lemma 8.1. Since (10.3) is an odd function, it must be of the form + a 4 ℘ 111 (u) + a 5 ℘ 122 (u)℘ [11] (v) + a 6 ℘ 222 (u)℘ [12] (v) + a 7 ∂ 3 Q 1333 (u)℘ [11] (v) + a 8 ℘ 333 (u)℘ [22] By substituting (7.1) into (10.5), we can fix the absolute constants a 1 , · · · , e 5 . To avoid excessive computing time, we divide up this calculation into separate terms involving independent powers of the λ j .
Remark 10.3. By putting v = −u + (δ, 0, 0) into (10.1), dividing through by δ and letting δ → 0, we can get an unusual "shifted" σ-formula of the form 10.6) where the f i and the g i are the even and odd derivative components respectively of the formula in (10.1), i.e. as given in the following table These seem to be just the first of a family of multi-term addition formulae on special curves with automorphisms, which will be discussed in more detail elsewhere.
