Summary & Conclusions -This paper considers a redundancy optimization problem in which multiple-choice and resource constraints are incorporated. The problem is expressed as a nonlinear integer programming problem and is characterized as an NP-hard problem. The purpose of the paper is to develop a SSRP (solution space reduction procedure). Therefore, the problem is analyzed first to characterize some solution properties. An iterative SSRP is then derived using those solution properties. Finally, the iterative SSRP is used to define an efficient B&BP (branch-and-bound procedure) algorithm. Experimental tests show how:
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In redundancy optimization, it is often meaningful to consider alternative choices of components. This situation can impose multiple-choice constraints on the redundancy management (optimization) problems. In other words, various component type alternatives or reliability system design alternatives might have to be evaluated for choosing the best set of component types.
For example, a guided weapon system such as an antiaircraft gun has three major subsystems including the:
-target detectionjtracking subsystem, -control console subsystem, -fault detection subsystem.
A failure of one of these subsystems causes system failure.
Each subsystem can have many components. For instance, the target detection/tracking subsystem can have three import ant components including:
. FLIR (Forward Looking Infra-Red) equipment.
These components are usually assembled in a parallelredundant structure (rather than a standby one) to maintain (promote) the subsystem reliability in situations in which no repair work is possible. For such subsystems, a variety of component types might be available for each component. Therefore, it might be desired to manage the types of redundant components chosen. This situation provides the motivation for this paper: consider a redundancy optimization problem with multiple-choice constraints.
Redundancy optimization problems with multiplechoice constraints can be formulated as nonlinear integer programming problems; and they can be characterized as NP-hard problems. Chern [12] has proved that the redundancy optimization problems without any multiple-choice constraint is NP-hard.
Many similar \optimization problems have been treated using various solution methods. For example, problems without any multiple-choice constraints have been investigated using combinatorial approaches such as:
* B&BP [5, 8, 111, -dynamic programming [IO, 111,  -heuristics (1, 4, 6, 111, -hybrid methods [5, 111. Also, a few models that include multiple-choice constraints have been studied [3, 71. Sasaki, e t al. [7] have considered a cost minimization problem with a fixed target systemreliability. The problem is expressed as a nonlinear binary programming problem with multiple-choice constraints. In the problem, however, any parallel-redundancy scheme is not considered for each associated subsystem. and describes a better solution procedure obtained by incorporating an iterative SSRP. In order to derive the better solution procedure, 1. The problem is analyzed to characterize some solution properties.
2. An iterative SSRP is developed using those solution properties. -Constraint (4) restricts each stage to a single design -Constraint ( 5 ) defines the binary decision variables.
3.
alternative.
The transformation implies the additional computation of determining the binary variables. The complexity of the extra calculation is: 
a E I
Moreover, for convenience during the solution search, all the elements of each J , are to be sorted to satisfy: ra,3 I Ta,J+1, for all j E J a .
The "mergesort" method [13] is used to accomplish this ordering. It has a complexity, O(lll. ) M I . J.log(J)). Hence, the total computational complexity of the reformulation resulting from the -problem transformation,
Therefore, if L is fixed, then the reliability of each stage can be explicitly derived using the reformulation. This ' can then be used for characterizing further the solution properties of the problem.
SOLUTION-SPACE REDUCTION PROCEDURE
This, section develops an iterative SSRP, for improving the computational efficiency in the solution search, by disregarding any intermediately-found unnecessary decision variables at each iteration.
Solution Properties
Suppose that a feasible system reliability value, 2, of the problem (NP) is given. Then, because the system has a series structure, the reliability of each stage, s, in the optimal solution is R: 2 2. This leads to theorem 1 which gives a lower bound on each stage reliability.
Theorem 1.
/
The R: in the optimal solution to the problem (NP) satisfies, R: 2 fi,. Moreover, the set, {x,,j? j E J,: rs,j.< A,}, is ( 0 , . . . ,0} in the optimal solution.
4
Based on theorem 1, the minimum amount of each resource m to be allocated at each stage can be determined by using, The proof is in appendix A.3.
for stage i , once z is given. Moreover, as specified in theorem 2, the minimum amount of each allocated resource m can be used to find an upper bound on each stage reliability.
Theorem 2.
The reliability of stage s in the optimal solution to the problem (NP) satisfies 8; 5 r,,,u. Moreover, the set of variables {x,,j,j E Ji : rS,j > r,,,U} is (0,. . . ,0} in the optimal solution.
j E J i
The proof is in appendix A.4. 1. A lower bound on the reliability of stage s can be determined by using a specified upper bound reliability value of every stage i E I \ { s } .
2. An upper bound on the reliability of stage s can be determined by using a specified lower bound reliability value of every stage i E I \ { s } .
These 2 relations can be used to construct algorithm 0 (an iterative SSRP for eliminating several solution candidates which might not be desired to search for).
Algorithm 0 
BRANCH-AND-BOUND PROCEDURE SOLUTION
A B&BP for solving the problem efficiently is defined and applied to the reduced solution space as constructed in section 3.
The reduced solution space is comprised of the reduced number of variables of each stage. Let all the stages be sequenced in their cardinalities of the associated reduced number of variables. If the associated solution search tree can be branched down in the sequencing order of their cardinalities, then an efficient B&BP can be constructed with respect to the reduced solution space. Specifically, the B&BP is to be initiated with a stage that has the smallest number (after reduction) of variables. Then, the process continues with another stage that has the second smallest number of variables; ie, the process is repeated in such stage cardinality order. Thereby, the levels of the B&B tree are determined as in the order of the stages such that
called the smallest-stage-first order [8] . Accordingly, a stage with fewer binary variables is to be branched first, to improve the fathoming effect.
For the procedure, a bounding strategy is derived using Z(yi,l+ 1; y) * system reliability of ( P ) when component CT ccjk + type 1 is added to the current feasible solution y.
kES1,
The upper bound is less than or equal to one in [3], since r i r 1
Based on the discussions in this section, the B&B (fathoming) strategies can be defined for a depth-first-search principle.
-Node selecting strategy: In each node selecting step, based on the depth-first-search principle, a node with the largest upper bound value (not fathomed) is selected for the next branching. . Fathoming strategy: For each currently branched node, the bound B(j(l),. .. , j ( p ) ) is computed by (9). If the bound satisfies FC1, then the node will be fathomed;
Z, , , + the current best feasible system reliability obtained from the B&BP. Moreover, any node satisfying theorem 3 needs to be fathomed from any further consideration in the solution search. This can also save time, since it is not necessary to compute the associated upper bound and branch its subtree at all.
Theorem 3. If there exists a branched node, then the node does not need to be considered any further in the solution search tree.
The proof is in appendix A.5.
Thus, any currently branched node, satisfying FC2 needs to be removed from the solution search tree; -Backtracking strategy: If all the nodes currently examined need to be fathomed, or any node currently examined is a leaf node, then the associated immediately-preceding (parent) node will be backtracked. This backtracking operation continues until any node to be branched is found. All the strategies are now put together to formulate the overall B&BP. . If it does, Then it needs to be fathomed; Else compute the upper bound associated with the node, and use it to decide whether the node needs to be fathomed or not, according to FC1; Endlf.
-If all the nodes currently branched need to be fathomed, Then go to Step 6; Else go to Step 2; E n d l f .
-If the node currently examined (not fathomed) is a leaf node, Then go to Step 5; Else go to Step 2; Endlf.
5. (Updating) Whenever a solution (leaf node) is newly found, compare it with the current best solution. If desired, update the current best solution by replacing it with the newly-obtained (leaf node) solution and fathom any other node which has its bound less than or equal to the reliability of the newly-updated best solution.
6. (Backtracking and Terminating) Backtrack according to the Backtracking Strategy. If there is no more node to be branched, Then terminate the search process (This leads to the conclusion that the current best solution is optimal); Else go to Step 2; Endlf.
End-Algorithm
ILLUSTRATIVE-EXAMPLE AND TEST-RESULTS
To illustrate the iterative SSRP and B&BP, a numerical example is solved. This example is comprised of the data in [3] which are in table 1. Table 2 shows this example transformed into the problem with binary variables. The transformation results in the problem with only the binary variables that are not eliminated by propositions 1 & 2. For instance, by proposition 1, stage 2 is determined to have weight 11. This implies that the partial solution (1,3,0) with weight 12 is infeasible, and so it is not included in the table. Similarly, at stage 1, the partial solution (0,1,0) is not included in table 2, by proposition 2. 4 13 5
Step 1. G~J = -, G1,2 = -, G I ,~ = -
17
are obtained. Hence, y1,1 = 1. Similarly, y2,2 and y3,1 are both computed to be 1.
Step 2 (1,0,0) .0200
(0,270)' .040 6 6 (0,3,0) .0080 9 9 ( l , l , O ) . 0040 11 6 (1,2,0) .0008 14 9 (2,0,0 = 0.0221 = 0.466 is obtained. Hence y2,2 is set to 2. After 3 iterations, the final solution (2,0,0,0,3,0,1,0) is obtained and its objective function value 2 = 0.972. Now, the iterative SSRP is applied with 2 = 0.972.
Step 1 of the SSRP gives, by (6), 0.972
Since the reliabilities of the variables in Jl are all greater than 0.9725, none of the variables in _51 needs to be fathomed. Similarly, R 2 = 0.9724 and R3 = 0.9721 are obtained. However, each of the reliabilities of the solutions x2,1, x2,2,'x2,3 is less than 0.9724 and the reliability of ~3 , 1 is less than 0.9721. Therefore, these solutions need to be fathomed from J 2 and 53, respectively. Because J 2 and 5 3 in the example change to (4, 5 , 6, 7, 8, 9) and (2, 3, 4, 5}, respectively, the lower bound indices of stages 2 and 3, denoted by 2' and 3 l , are determined as 4 and 2, respectively.
Step 3 of iteration 1 gives, by (7): 6: = 7. Tables 2 and 3 show that the solution space of the problem is originally composed of 225 solution candidates to be searched, but is reduced to a much smaller space with only 45 candidates after executing the iterative SSRP.
The smaller problem with the reduced solution space is then solved by using the B&BP, as shown in figure 1 where the node-number is in each circle. Figure 1 shows that the tree levels are sequenced in the smallest-stage-first order as stage 1 -stage 3 -stage 2, since According to Step 2 of the B&BP, node 0 is selected as the next branching node at which nodes 1, 2, 3 are branched. These nodes correspond to the partial solutions composed of ~1 , 3 = 1, x1,2 = 1, x 1 ,~ == 1, respectively.
According to
Step 4, node 1 is found as a fathoming node by FC2, because of lJll = 3, lJ31 = 3, lJ2l = 5. Similarly, B(2) = 0.9760. Since any feasible solution (leaf node) is not found yet, any one of nodes 2 and 3 is not determined as a fathoming node either by FC1, so the current best solution (system reliability) still remains at 0. Thus, the procedure goes back to
Step 2 where node 3 is selected as the next branching node. Similarly, nodes 4, 5, 6 are branched at node 3 and examined for their associated upper bounds, since they are not determined as the fathoming nodes by FC2. The upper bound values at these nodes 4,5,6 are obtained as 0.9686, 0.9640, 0.9694, respectively, Any one of the three nodes is not to be fathomed either by FC1, since any feasible solution is not found yet.
Thus, node 6 is selected as the next branching node by the depth-first-search principle, and its leaf nodes 7 -11 are branched. Among the leaf nodes, node 7 is only to be fathomed by FC2. Among the remaining leaf nodes, the best feasible reliability is obtained at node 8.
In
Step 5, the best feasible reliability is then updated from the value 0 to 0.9694. Meanwhile, nodes 4, 5 are found to be fathomed by FC1.
In
Step 6, the procedure is backtracked to node 2 which is selected as the next ,branching node. Nodes 12 -14 are then branched at node 2, and nodes 12, 13 are found to be fathomed by FC2. Therefore, the leaf nodes 15 -19 are branched at node 14, but nodes 15, 16 are found to be fathomed by FC2.
Thus, the optimal system reliability is found at node 17 to have the value 0.9760, and the optimal solution is at
To evaluate the effectiveness of the iterative SSRP and B&BP, both are coded in the C-language to be run on a Pentium I1 PC. For the evaluation, various numerical problems are randomly generated and solved. In the problem 
-L = 10, 1 1 1 = 17, respectively.
B. In the whole solution effort, the problem of size, L = 4, 1 1 1 = 15, was solved within the time limit of 2.5 hours, while it could not be solved even in 4 hours by B&BP[3] . This implies that the reformulation time is negligible in comparison with the whole solution-search time.
Any other problem larger than size L = 10, 11) = 17, could not be done on any current PC due to capacity restriction.
Finally, from the test results,
-the initial solution space obtained by transforming the original problem into a binary integer problem contains many decision variables that could be excluded from the search,
-the iterative SSRP contributes to the removal of such unnecessary decision variables. This saves much computational effort in B&BP.
In conclusion, this combined sequence of the two procedures including the iterative SSRP and B&BP reduce appreciably the computational effort in the optimal solution search.
-L represents the competing brand types (choice alternatives) of each component in market,
(11 represents the total number of subsystems (stages) of a stage-to-stage series system. Therefore, the test-problem, L = 4, 1 1 1 = 15, is realistic in size. For any larger problems, further research on efficient heuristic procedures is needed. Another interesting research subject may be an extension of this work to a mixed system composed of parallel and series subsystems.
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APPENDIX
A . l Proof of Proposition 1 x,,k = 1, the following inequalities hold:
For any feasible solution to the problem (NP) having This implies that the feasible solution violates the constraint for resource n, which contradicts the assumption that it is feasible. 
Rs)
can be eliminated from any further search consideration in finding the optimal solution. 
