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Abstract
We consider zero-range processes with jump rate g(x) = xγ for 0 < γ ≤ 1. We obtain that for the
local process confined to a cube in Zd of width n, the spectral gap is bounded below by positive multiple of
(n2(1+ ρ)1−γ )−1, where ρ = k/(2n + 1)d and k is the total number of particles in the cube.
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1. Introduction and result
Let Λn be the d-dimensional cube of width 2n + 1, and centered at the origin. We define
Σn := ZΛn+ and Σn,k := {η ∈ Σn,
∑
x∈Λn ηx = k}, where Z+ = {0, 1, 2, . . .}. For η ∈ Σn and
x, y ∈ Λn such that x 6= y, we define the configuration ηx,y ∈ Σn by
(
ηx,y
)
z =
ηx − 1 if z = xηy + 1 if z = y
ηz otherwise
if ηx 6= 0 and ηx,y = η if ηx = 0. Given a function g : Z+ → R such that g(0) = 0 and
g(x) > 0 for x > 0, we define the infinitesimal generator Ln by
(Ln f )(η) :=
∑
x,y∈Λn ,|x−y|=1
g(ηx )( f (η
x,y)− f (η)). (1)
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for f : Σn → R. Each particle at a site x jumps to each of the nearest neighbor sites with the
jump rate g(ηx )/ηx (if ηx 6= 0). If g is linear, then this gives a system of independent random
walks. Let ν¯ϕ be a product measure on Σn with marginal distribution
ν¯ϕ({ηx = n}) =

1
Z
if n = 0,
1
Z
ϕn
n∏
k=1
g(k)
if n > 0,
where Z = 1+∑∞k=1 ϕn∏n
k=1 g(k)
. Let νn,k be the measure ν¯ϕ conditioned that η ∈ Σn,k i.e.,
νn,k(·) = ν¯ϕ(·|η ∈ Σn,k).
Then it is easy to see that the restriction of Ln on Σn,k , which is denoted by Ln,k , is
symmetric with respect to νn,k . In other words, the detailed balance condition g(ηx )νn,k(η) =
g((ηx,y)y)νn,k(ηx,y) is valid for x, y ∈ Λn , η ∈ Σn,k such that x 6= y and ηx 6= 0. In view of this
symmetry, the second smallest eigenvalue of −Ln,k is given by
λ = λ(n, k) := inf
{
Eνn,k [ f (−Ln) f ]
Eνn,k [ f 2]
∣∣∣∣ Eνn,k [ f ] = 0} .
We call λ the spectral gap of Ln,k .
A key estimate needed for hydrodynamic limit is a sharp lower bound of the spectral gap [8].
Such a sharp bound plays an important role in establishing an invariance principle for conserved
particle dynamics [7] and in deducing diffusivity of a tagged particle in asymmetric dynamics [6].
In [7], an estimate needed is given by the following conjecture
Conjecture 1.1 ([7]). There exists a constant C = C(ϕ) such that
Eν¯ϕ

 1
λ
(
n,
∑
x∈Λn
ηx
)

2 < Cn4.
Landim, Sethuraman and Varadhan [4] showed that if g is a linear function with perturbation,
then a lower bound of spectral gap is provided by Cn−2 and Ben Morris [5] showed that if
g(x) = 1, then a lower bound for spectral gap is C(n(1 + ρ))−2, where ρ = k|Λn | and |Λn|
denotes cardinality of Λn . In these cases, the Conjecture 1.1 is valid.
It seems difficult to obtain the required lower bound for general zero-range process, and so
we suppose g to take on the form g(x) = xγ for some 0 < γ ≤ 1. The main result of this paper
is stated as follows.
Theorem 1.2. Suppose that g(x) = xγ for some 0 < γ ≤ 1. Then there is a constant C which
does not depend on n nor on k such that
λ(n, k) ≥ C
n2(1+ ρ)1−γ ,
where ρ = k|Λn | .
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Remark 1.3. Theorem 1.2 implies
Eν¯ϕ

 1
λ
(
n,
∑
x∈Λn
ηx
)

2 ≤ Cn4 1|Λn|
∑
x∈Λn
Eν¯ϕ
[
1+ η2x
]
≤ C(ϕ)n4,
and hence the validity of Conjecture 1.1.
We also have upper bound estimate of spectral gap;
Proposition 1.4. Suppose that g(x) = xγ for some 0 < γ ≤ 1. Then there is a constant C which
does not depend on n nor on k such that
λ(n, k) ≤ C
n2(1+ ρ)1−γ .
Remark 1.5. Although, if γ is set to be zero in the formula of Theorem 1.2, there appears the
same lower bound as given by [5], our proof of Theorem 1.2 does not lead to the latter: in our
proof, C depends on γ and C = C(γ )→ 0 as γ → 0.
Remark 1.6. In our proof the function g(x + 1) − g(x) plays an important role. Suppose that
g(x + 1) − g(x)  xγ−1, where f  g means that there exists a positive constant C such that
1
C f ≤ g ≤ C f . Then our proof is applicable, and we can obtain the same lower bound of λ(n, k)
as given in Theorem 1.2. For any other generalization of g, however, it seems difficult to adapt
our proof to yield a reasonable result. For example, in the case when g(2x − 1) = g(2x) = xγ
for x ≥ 1, it seems difficult to construct any function F in our proof.
2. Propositions
Recalling the definition of the generator Ln given by (1) we introduce its mean field version
Lmn defined by
(Lmn f )(η) :=
1
|Λn|
∑
x,y∈Λn
g(ηx )( f (η
x,y)− f (η)).
Proposition 2.1. If the second smallest eigenvalue of −Lmn restricted on Σn,k is bounded below
by λmn,k , then that of −Ln restricted on Σn,k is bounded below by
Cλmn,k
n2
, where C is a constant
which does not depend on n and k.
Proof. See for example [5,2,3]. 
Proposition 2.2. Let L denote the generator of an irreducible Markov process on a finite set A
with reversible measure µ. Let (X = (X, Y ),Px ) be a (coupled) Markov process on A× A such
that each marginal of it is a Markov process generated by L and the distribution of X0 is δx and
that of Y0 is µ. Put T = inf{t : X t = Yt }, the coupling time. Let λ be the spectral gap of L.
Then
min
x
lim
t→∞−
1
t
log(Px ({T > t})) ≤ λ.
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Proof. See for example [1, Prop 21 in Chapter 3]. 
Lemma 2.3. Let A be a finite set and B a proper subset of A. Let L be a Markov generator on
A. Let (X, Px ) be Markov process on A generated by L with initial distribution δx . We define
L B by restriction of L on B, namely L B is defined as follows. Given a function f : B → R, we
extend it to a function f˜ : A→ R by f˜ (x) = f (x) in B and f˜ (x) = 0 in Bc. Then L B is defined
by (L B f )(x) := (L f˜ )(x) for all x ∈ B. We suppose that L B is irreducible. Denote by λB the
minimum of real parts of eigenvalues of −L B . Put TBc = inf{t : X t ∈ Bc}. Then we have
min
x
lim
t→∞−
1
t
log Px ({TBc > t}) = λB .
Proof. See for example [1, Section 6.5 in Chapter 3]. 
Proposition 2.4. Let L be a real matrix that acts on the function space RA for a finite set A
such that its off-diagonal elements are all non-negative. Let λ be the minimum of real part of
eigenvalues of −L. Then for any positive function f on A
min
x∈A
−L f (x)
f (x)
≤ λ ≤ max
x∈A
−L f (x)
f (x)
.
Proof. See for example [9, Theorem 2.9 in Section 2.1]. 
Applying Lemma 2.3 with A replaced by A × A and with B taken to be the set of all off-
diagonal elements and taking account of Propositions 2.2 and 2.4, we conclude
Corollary 2.5. Let L and λgap be as in Proposition 2.2 and L be the generator of a coupled
Markov process in Proposition 2.2. Then for any positive function F on B
λgap ≥ min
x
−LF(x)
F(x)
.
3. Proof of Theorem 1.2
In view of Proposition 2.1 and Corollary 2.5 it suffice to find a pair of a function F = Fn,k
on Σn,k × Σn,k and a coupled Markov process Xt = (ηt , ξt ) such that (i) Each of ηt and ξt is
a Markov process generated by the mean field generator Lmn , (ii) F(η, ξ) > 0 if η 6= ξ and
F(η, ξ) = 0 if η = ξ , (iii) If L is the generator of Xt , then there exists a constant C , which is
independent of n and k and satisfies
LF(η, ξ)
F(η, ξ)
≤ −C
(
1+ k|Λn|
)γ−1
for all η 6= ξ. (2)
We introduce the following notation. Given configurations η, ξ ∈ Σn , we define the configu-
ration ζ by ζx := min(ηx , ξx ), the sets P, Q ⊂ Λn by P := {x : ηx > ζx }, Q := {x : ξx > ζx }
and the functions px = px (η, ξ) := ηx − ζx , qx = qx (η, ξ) := ξx − ζx . We define the real
functions d on Σn × Σn , α, β on Λn × Σn × Σn and γ on Λn × Λn × Σn × Σn by
d(η, ξ) :=
∑
x
|ηx − ξx |,
α(x) = α(x, η, ξ) := g(ηx )− g(ζx ),
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β(x) = β(x, η, ξ) := g(ξx )− g(ζx ),
γ (x, y) = γ (x, y, η, ξ) := min(α(x), β(y)).
For f : Σn × Σn → R, we define operators (pi, pi)x,y,z,w, (pi, I )x,y and (I, pi)x,y by
(pi, pi)x,y,z,w f (η, ξ) := f (ηx,y, ξ z,w)− f (η, ξ),
(pi, I )x,y f (η, ξ) := f (ηx,y, ξ)− f (η, ξ),
(I, pi)x,y f (η, ξ) := f (η, ξ x,y)− f (η, ξ).
By using these notations, we will define a coupling generator and a function F .
The coupling generator is given by
Lkn f (η, ξ) = L f (η, ξ)
= L1 f (η, ξ)+ L2 f (η, ξ)+ L3 f (η, ξ)
where
L1 f (η, ξ) = 1|Λn|
∑
x,y∈Λn ,x 6=y
g(ζx )(pi, pi)
x,y,x,y f (η, ξ)
L2 f (η, ξ) = L21 f (η, ξ)+ L22 f (η, ξ)
L3 f (η, ξ) = L31 f (η, ξ)+ L32 f (η, ξ)
L21 f (η, ξ) = 1|Λn|
1
|P|
∑
x∈P
1
|Q|
∑
z∈Q
∑
y∈Λn ,y 6=x,z
γ (x, z)(pi, pi)x,y,z,y f (η, ξ)
L22 f (η, ξ) = 1|Λn|
1
|P|
∑
x∈P
1
|Q|
∑
z∈Q
γ (x, z)(pi, pi)x,z,z,x f (η, ξ)
L31 f (η, ξ) = 1|Λn|
∑
x,y∈Λn ,x 6=y
(α(x)− γ (x, z))(pi, I )x,y f (η, ξ)
L32 f (η, ξ) = 1|Λn|
∑
x,y∈Λn ,x 6=y
(β(x)− γ (x, z))(I, pi)x,y f (η, ξ)
where |A| denotes the cardinality of A and if P = ∅ or Q = ∅, then L21 f (η, ξ) = 0 and
L22 f (η, ξ) = 0.
The meaning of L1 is the same as that of usual attractive coupling, i.e., once a pair of particles
in η and ξ is coupled, then they will jump at the same time and to the same place forever. The
second term L2 is the main part of this coupling generator. Suppose
∑
x∈Λn ηx =
∑
x∈Λn ξx . To
simplify, we further suppose |P| = 1 (then also |Q| = 1). Namely there is only one uncoupled
pair of particles. Then they would like to jump at the same time and to the same place as much
as possible. The third one, L3 is a correction term: it makes L satisfy the requirement for it, in
particular for each component of the coupled process to be a Markov process generated by mean
field generator Lmn .
Let us recall that d(η, ξ) :=∑x |ηx − ξx |. If ∑ ηx =∑ ξx then d only takes even numbers.
Each jump admitted by L never increases d . Furthermore, each jump involved in L1 never
changes d , and each in L21 decreases d .
We construct a function F that satisfies the requirement (ii) and (iii) mentioned at the
beginning of this section.
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Let ∇ be the difference operator i.e., ∇ f (x) := f (x)− f (x − 1). We denote dxe the biggest
integer that is less than x . Fix positive constant a such that
a > max{2, d41/γ + 1e}.
Since g(x) = xγ , we have
g(d1+ ρe)
g(da(1+ ρ)e) ≤
1
aγ
≤ 1
4
(3)
for all ρ > 0.
We define h, f : Z+→ R by
h(s) :=

0 if s = 0
s∑
j=1
1
g( j)
if s > 0
f (s, A) :=
{
A exp(∇g(d1+ ρe)h(s)), if s ≥ da(1+ ρ)e
A exp(∇g(d1+ ρe)h(da(1+ ρ)e)), if s ≤ da(1+ ρ)e,
where A is a positive number. Here we recall that ρ = ρ(n, k) = k|Λn | . Then we define F = Fkn
by
F(η, ξ) =

∑
x∈P
px f (ζx , ed(η,ξ)/2)+
∑
x∈Q
qx f (ζx , ed(η,ξ)/2)
+ d(η, ξ)
2|Λn|
∑
x∈Λn
f (ζx , ed(η,ξ)/2), if η 6= ξ,
0 if η = ξ.
(4)
The idea for the construction of the function F is as follows; Suppose |P| = |Q| = 1;
i.e., there is only one uncoupled pair of particles. Set p, q such that {p} = P and {q} = Q. If
ηp, ξq ≤ a(1+ ρ), then L F may be approximated by L2 F and L2 FF ≤ −C(1+ ρ)γ−1, i.e., one
has the required estimate if ηp, ξq ≤ a(1+ρ). If ηp > a(1+ρ) or ξq > a(1+ρ), then on the one
hand L2 FF does not give required estimate in general. On the other hand, one considers Markov
process (η, ξ) generated by L1 then ηx for fixed x is approximated by the birth and death process
with birth rate g(d1 + ρe), and death rate g(ηx ). This birth and death process has strong drift.
Hence one can construct f , a positive function on Z+, such that L
BD f
f  −C(1+ ρ)γ−1, where
LBD is the generator of the birth and death process. We set F((η, ξ)) = f (ηp) + f (ξp). Then
L1 F
F  L
BD f
f  −C(1+ ρ)γ−1 may give required estimate if ηp > a(1+ ρ) or ξq > a(1+ ρ).
The third term is a correction term for L3.
We have only to verify following; There exists a constant C , which does not depend on n nor
on k, such that
(LF)(η, ξ)
F(η, ξ)
≤ −C (1+ ρ)γ−1 for η, ξ ∈ Σn,k, η 6= ξ. (5)
Suppose that d(η, ξ) = 2; i.e., there is only one pair of uncoupled particles. Let p = p(η, ξ),
and q = q(η, ξ) be the positions of uncoupled particle in η and in ξ respectively so that P = {p}
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and Q = {q}. We have
L1 F(η, ξ) = −g(ζp)∇ f (ζp, e)+ 1|Λn|
∑
x 6=p
g(ζx )∇ f (ζp + 1, e)
− g(ζq)∇ f (ζq , e)+ 1|Λn|
∑
x 6=q
g(ζx )∇ f (ζq + 1, e)
+ 1|Λn|
∑
x∈Λn
{
−g(ζx )∇ f (ζx , e)+ 1|Λn|
∑
y 6=x
g(ζy)∇ f (ζx + 1, e)
}
L22 F(η, ξ) = 0.
Suppose that ηp ≤ ξq , then α(p) = ∇g(ηp) ≥ ∇g(ξq) = β(q). Therefore we have
L21 F(η, ξ) = −∇g(ξq)F(η, ξ),
L31 F(η, ξ) = 1|Λn|
∑
x 6=p,q
(∇g(ηp)−∇g(ξq))( f (ηx , e)− f (ηp, e))
− 1|Λn| (∇g(ηp)−∇g(ξq))F(η, ξ)
≤ 0 (6)
L32 F(η, ξ) = 0.
Since g(x) is a concave function, by using Jensen’s inequality we have
1
|Λn|
∑
y 6=x
g(ζy) ≤ |Λn| − 1|Λn| g
(
1
|Λn| − 1
∑
y 6=x
ζy
)
≤ g
(
k − ηx
|Λn| − 1
)
.
Furthermore if ηx ≥ ρ = k|Λn | , then
1
|Λn|
∑
y 6=x
g(ζy) ≤ g(d1+ ρe). (7)
By the definition of f , if ζx ≤ da(1+ ρ)e, then ∇ f (ζx , A) = 0. If ζx > da(1+ ρ)e, then
∇ f (ζx , A) = f (ζx , A){1− exp(−∇g(d1+ ρe)∇h(ζx ))}
= f (ζx − 1, A){exp(∇g(d1+ ρe)∇h(ζx ))− 1}.
Since ∇h(x) = 1/g(x), we have
∇ f (ζx , A) ≥ ∇g(d1+ ρe) 1g(ζx ) f (ζx , A), (8)
∇ f (ζx + 1, A) ≤ ∇g(d1+ ρe) 1g(ζx + 1) f (ζx , A)
for ζx > da(1+ ρ)e.
We have if ζx < da(1+ ρ)e, then
−g(ζx )∇ f (ζx , e)+ 1|Λn|
∑
y 6=x
g(ζy)∇ f (ζx + 1, e) = 0,
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if ζx = da(1+ ρ)e, then by using (3), (7) and (8)
−g(ζx )∇ f (ζx , e)+ 1|Λn|
∑
y 6=x
g(ζy)∇ f (ζx + 1, e)
≤ g(d1+ ρe)∇g(d1+ ρe)∇h(ζx ) f (ζx , e)
= g(d1+ ρe)
g(da(1+ ρ)e)∇g(d1+ ρe) f (da(1+ ρ)e, e).
≤ 1
4
∇g(d1+ ρe) f (da(1+ ρ)e, e),
if ζx > da(1+ ρ)e, then by using (3), (7) and (8)
−g(ζx )∇ f (ζx , e)+ 1|Λn|
∑
x 6=x
g(ζx )∇ f (ζx + 1, e)
≤ ∇g(d1+ ρe)(−g(ζx )+ g(d1+ ρe))∇h(ζx ) f (ζx , e)
≤ −
{
1− g(d1+ ρe)
g(da(1+ ρ)e)
}
∇g(d1+ ρe) f (ζx , e)
≤ −3
4
∇g(d1+ ρe) f (ζx , e).
Therefore we have
1
|Λn|
∑
x∈Λn
{
−g(ζx )∇ f (ζx , e)+ 1|Λn|
∑
y 6=x
g(ζy)∇ f (ζx + 1, e)
}
= 1|Λn|
∑
x∈Λn :ζx>dbρe
{
−g(ζx )∇ f (ζx , e)+ 1|Λn|
∑
y 6=x
g(ζy)∇ f (ζx + 1, e)
}
+ 1|Λn|
∑
x∈Λn :ζx=dbρe
{
−g(ζx )∇ f (ζx , e)+ 1|Λn|
∑
y 6=x
g(ζy)∇ f (ζx + 1, e)
}
≤ −3
4
1
|Λn|
∑
x∈Λn :ζx>dbρe
∇g(d1+ ρe) f (ζx , e)+ 14a∇g(d1+ ρe) f (da(1+ ρ)e, e)
≤ −3
4
1
|Λn|
∑
x∈Λn :ζx>dbρe
∇g(d1+ ρe) f (ζx , e)+ 18∇g(d1+ ρe) f (da(1+ ρ)e, e),
since a ≥ 2 by definition.
Now we are ready to verify the inequality (5). By using (6)
(LF) ≤ (L1 F)+ (L2 F).
If ζp ≤ ζq ≤ da(1+ ρ)e, then
(L1 F) = 1|Λn|
∑
x∈Λn
{
−g(ζx )∇ f (ζx , e)+ 1|Λn|
∑
y 6=x
g(ζy)∇ f (ζx + 1, e)
}
≤ 1
8
∇g(d1+ ρe)F(η, ξ).
Y. Nagahata / Stochastic Processes and their Applications 120 (2010) 949–958 957
Since ∇g is non increasing, we have
(LF)(η, ξ) = (L1 F)(η, ξ)+ (L2 F)(η, ξ)
≤ 1
8
∇g(d1+ ρe)F(η, ξ)−∇g(ζq)F(η, ξ)
≤ −7
8
∇g(d1+ ρe)F(η, ξ). (9)
If ζq ≥ da(1+ ρ)e (and ζp ≤ ζq ) then
(LF)(η, ξ) ≤ (L1 F)(η, ξ) ≤ −34∇g(d1+ ρe) f (ζq , e)+
1
4
∇g(d1+ ρe) f (da(1+ ρ)e, e)
− 1|Λn |
∑
x∈Λn :ζx>da(1+ρ)e
3
4
∇g(d1+ ρe) f (ζx , e)+ 18∇g(d1+ ρe) f (da(1+ ρ)e, e)
≤ −3
8
∇g(d1+ ρe) f (da(1+ ρ)e, e)− 1
4
1
|Λn |
∑
x∈Λn :ζx>da(1+ρ)e
3
4
∇g(d1+ ρe) f (ζx , e)
≤ − 3
16
∇g(d1+ ρe) f (da(1+ ρ)e, e)− 3
16
1
|Λn |
∑
x∈Λn
∇g(d1+ ρe) f (ζx , e)
≤ − 3
32
∇g(d1+ ρe)F(η, ξ).
We can handle the other cases similarly.
The difference between the proof for the case d(η, ξ) = 2 and that for the case d(η, ξ) > 2 is
only on the estimate of L21 F . In the case d(η, ξ) > 2, we have
L21 F(η, ξ) ≤ −e − 1e ∇g(κ)F(η, ξ) ≤ −
1
3
∇g(κ)F(η, ξ),
where κ = max(min{ηx : x ∈ P},min{ξx : x ∈ Q}). Therefore the constant 7/8 in (9) should be
replaced by 5/24. Since
γ
2
(1+ ρ)γ−1 ≤ ∇g(d1+ ρe) ≤ 2γ (1+ ρ)γ−1
for all ρ > 0, we conclude the proof. 
4. Proof of Proposition 1.4
Let us define Zn(ϕ) for n = 0, 1, 2 by
Zn(ϕ) :=
∞∑
k=0
knϕk
(k!)γ .
Then Z0 coincides with the partition function Z . By using Stirling’s formula
k! = √2pie−kkk+1/2
(
1+ 1
12k
+ O
(
1
k2
))
,
we have
Z1(ϕ) = Z0(ϕ)
(
ϕ1/γ + 1
2
(
1
γ
− 1
)
+ O(ϕ−1/γ )
)
,
Z2(ϕ) = Z0(ϕ)
(
ϕ2/γ +
(
2
γ
− 1
)
ϕ1/γ + O(1)
)
,
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where O(·) is Landau’s symbol. By using these results, we have
ρ(ϕ) := Eν¯ϕ [η0] =
Z1(ϕ)
Z0(ϕ)
= ϕ1/γ + O(1),
V (ϕ) := Eν¯ϕ [(η0 − ρ(ϕ))2] =
Z2(ϕ)
Z0(ϕ)
−
(
Z1(ϕ)
Z0(ϕ)
)2
= 1
γ
ϕ1/γ + O(1),
D(ϕ) := Eν¯ϕ [ηx (−Ln)ηy] =
2dϕ, if x = y,ϕ, if |x − y| = 1,0, otherwise.
For each pair of n and k we can take ϕ such that ρ(ϕ) = k|Λn | . By applying uniform local limit
theorem proved in [4], Eνn,k [ f ] is approximated by Eν¯ϕ [ f ] for any local function f . Let us define
F(η) = Fn(η) by
F(η) :=
∑
x∈Λn
x1ηx ,
where x1 denote the first component of x . Then we have
Eνn,k [F] = 0,
Eνn,k [F2]  Eν¯ϕ [F2]  nd+2ϕ1/γ ,
Eνn,k [F(−Ln)F]  Eν¯ϕ [F(−Ln)F]  ndϕ,
where f  g means that there exists a positive constant C such that 1C f ≤ g ≤ C f . We have
Eνn,k [F2]
Eνn,k [F(−Ln)F]
 n2ϕ1/γ−1  n2ρ1−γ . 
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