This letter shows that optimizing the transmit powers along with judiciously designed nonorthogonal pilots can significantly reduce pilot contamination and improve the overall throughput of the uplink multi-cell massive multipleinput multiple-output (MIMO) system as compared to the conventional schemes that use orthogonal pilots. Given the optimized nonorthogonal pilots, power control as a function of the largescale path-loss can be thought of as a stochastic optimization problem due to the presence of fast fading. This letter advocates a deterministic approach to solving this problem, then further proposes a stochastic optimization method that utilizes successive convex approximation as a benchmark to quantify the performance of the proposed approach. Simulation results reveal significant advantage of using optimized nonorthogonal pilots together with power control to combat pilot contamination.
I. INTRODUCTION
M ASSIVE multiple-input multiple-output (MIMO) has attracted extensive research interests for its ability to enable interference-free transmission in an asymptotic sense, thereby improving throughput and energy efficiency significantly. However, the gain of the massive MIMO technique can be limited in practice because of the channel estimation error caused by pilot contamination. This letter aims to demonstrate the advantage of using nonorthogonal pilots together with power control for minimizing the pilot contamination effect.
Pilot design and power control are two central questions in this area (although the recent work [1] shows that pilot contamination does not limit the capacity in some cases). Differing from the most existing works that use orthogonal pilots, the present work considers power control under a more general setup with nonorthogonal pilots. As shown in the recent works [2] , [3] , using nonorthogonal pilots can already effectively improve upon the conventional orthogonal pilot scheme in terms of channel estimation. This letter further shows that the nonorthogonal pilot scheme leads to considerable throughput gain when coupled with power control.
This work formulates a multi-cell uplink power control problem for the massive MIMO system in recognition of the fact that power control typically depends on the slow-varying path-loss thus takes place in a much larger time scale than the small-scale fading. Given the fixed path-loss, we aim to choose a set of transmit powers that maximize the ergodic rates taken over a large number of small-scale time intervals. This power control problem for the uplink massive MIMO amounts to a stochastic optimization that is difficult to solve directly. Instead, this letter proposes a way of approximating the stochastic optimization problem in a deterministic form. The first part of the letter proposes a deterministic approximation to the stochastic optimization and accordingly devises an efficient iterative algorithm; the second part of the letter further gives an off-line stochastic optimization approach as benchmark to quantify the performance of the deterministic algorithm.
Power control for massive MIMO is traditionally designed for a single cell system without taking the pilot contamination effect into account [4] - [6] . Regarding the multi-cell scenario in the presence of pilot contamination, the earlier works [7] - [9] consider power control by assuming that the orthogonal pilot scheme has been used for channel estimation. In contrast, the main contribution of this letter is to explore the potential of using power control to further enhance the advantage of the nonorthogonal pilots over the traditional orthogonal pilots. As a further contribution, this letter justifies the proposed power control scheme by using a stochastic optimization based benchmark. Simulations show that the nonorthogonal pilot scheme followed by the proposed power control is more effective in mitigating pilot contamination than existing methods.
Notation: We use (·) * to denote the conjugate transpose, vec(·) the vectorization, ⊗ the Kronecker product, and CN the complex Gaussian distribution. We use the bold letter to denote a collection of variables, e.g., p = [p 1 , p 2 , . . . , p n ].
II. PROBLEM FORMULATION
Consider an uplink massive MIMO system with I cells, where M -antenna base-station (BS) i serves K i single-antenna user terminals in cell i. We use i ∈ {1, . . . , I} to denote the 1558-2558 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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index of each cell or the corresponding BS, and (i, k) the index of the kth user in cell i. Let p ik be the transmit power level of user (i, k) under the power constraint 0 ≤ p ik ≤ P max . Hence, for the power variable p = [p ik , ∀(i, k)], its feasible
Following the previous works [2] , [10] , we adopt the flatfading channel model
where
is the large-scale fading coefficient matrix. We assume that the set of large-scale fading coefficients {v j,ik } are known a priori at each BS via the channel statistics.
In the pilot phase, each user (i, k) transmits a pilot sequence φ ik ∈ C L of length L. This letter assumes that nonorthogonal pilots developed in [3] are transmitted in the pilot phase. Each BS i aims to estimate its channels H ii based on the received signal
where Φ i = [φ i1 , · · · , φ iKi ] ∈ C L×Ki is the composite pilot matrix in cell i, and Z i is the background noise matrix with each i.i.d. entry distributed as CN (0, σ 2 ). To make the problem tractable, we further assume that the minimum mean-square error (MMSE) estimator is used for channel estimation at each BS. The resulting channel estimation is
Subsequently, in the data transmission phase, each BS i receives a superposition of data signals as
is the background noise. Given the current channel realization h, BS i can use maximum ratio combining (MRC) to obtain the following instantaneous data rate for its user (i, k):
where the signal-to-interference-plus-noise ratio (SINR) γ ik (p, h) is defined in (6) as displayed at the bottom of this page; more details can be found in [3] . To account for the small-scale fading, we take the expectation of R ik over h. Strictly speaking, R ik may not be achievable in practice because it requires the receiver to acquire the value of (j,l) =(i,k) |ĥ * i,ik h i,jl | 2 p jl , rather it provides an upper bound to the achievable rate.
More formally, the optimization problem over the power variable p (as function of the large-scale fading) is that of maximizing a network utility function of the ergodic rate (i.e. expected rate) across all the users. Assuming a weight sum rate maximization formulation, the optimization problem becomes:
where w ik is a nonnegative rate weight reflecting the priority of user (i, k). Note that the expectation is over the random and time-varying h over the small time scale, so the overall problem is a stochastic optimization problem. Differing from the case with orthogonal pilots, the ergodic rate with nonorthogonal pilots does not have a closed-form expression and is more difficult to optimize due to the last term in the denominator of (6). This letter proposes to approximate problem (7) into a deterministic form then to solve resulting problem using an efficient iterative algorithm. Furthermore, we propose a stochastic optimization based benchmark to quantify the performance of the proposed algorithm.
III. DETERMINISTIC OPTIMIZATION ALGORITHM
In this section, we propose to solve (7) by approximating it in a deterministic form. The key enabler of this new method is a recent result from [3] that approximates the ergodic rate
where [3] , this approximate data rateR ik (p) can be obtained from the so-called use-then-forget bound [11] . This approximate rate is always achievable but can be strictly lower than the ergodic rate
Observe thatR ik (p) only depends on the large-scale fading {v j,ik }, so it allows us to bypass the expectation over h and to devise a power control strategy based on the large-scale fading only. The resulting approximation of the weighted sum-rate maximization problem (7) is
Treating the fractional term
as a virtual SINR, we can recognize (9) as a deterministic power control problem that has been extensively studied in the existing literature. If we apply the idea of weighted minimum Update p according to (13) ; 5 Update η according to (11); 6 until the increment on the value of the objective function in (10) is less than some threshold 1 > 0;
mean square error (WMMSE) algorithm [12] , problem (9) can be reformulated as
where μ ik > 0 is an auxiliary variable introduced for each user (i, k) and another new variable η ik is computed as
We propose an alternative optimization between p and μ in (10) along with η updated by (11) iteratively. When p is fixed, μ can be optimally determined by solving the first-order condition, that is
Likewise, when μ is held fixed, the optimal p is
where [·] Pmax 0 refers to max{0, min{·, P max }}. We remark that Algorithm 1 is different from the original WMMSE algorithm [12] in that its "SINR" term has the desired power variable p ik appearing in both the numerator and the denominator.
Theorem 1: Algorithm 1 is guaranteed to converge to a stationary point of problem (9) , with the weighted sum rate in (9) nondecreasing after each iteration.
The proof of this theorem is relegated to Appendix A. Algorithm 1 is similar to the conventional power control for massive MIMO systems, except that nonorthogonal pilots are used here. The main contribution of this letter is in justifying this deterministic approximation using a stochastic optimization framework.
IV. STOCHASTIC OPTIMIZATION BENCHMARK
In order to investigate the performance of the deterministic approach (i.e., Algorithm 1), this section proposes a stochastic optimization formulation for solving problem (7) assuming that the successive realizations of h are observed over time. Although this algorithm is not applicable in practice, because h is never known exactly, it can still be used as a benchmark for justifying the deterministic approximation in Algorithm 1.
We optimize the power variable p in an iterative fashion, now as function of the instantaneous channel realization. Here, superscript t is used to denote variables associated with the Obtain p by solving the convex problem (17);
7
Compute p t according to (19); 8 until the increment on the value of the objective function in (14) is less than some threshold 2 > 0;
tth iteration. In each iteration, one realization of the channel {h t } is observed. Then, instead of directly maximizing the average weighted sum rate objective, we construct a surrogate function of the objective based on the observed channel h t to enable a successive convex approximation (SCA) [13] of the original nonconvex problem aŝ
where α t is the first trade-off sequence to be properly chosen, and τ ik > 0 is an arbitrary positive constant. This function g t (p t ) is meant to approximate the original objective in (7); it contains an auxiliary variable iteratively updated as
The key observation is that the new objective functionĝ t (p t ) can be decoupled on the per-user basis, i.e.,
Thus, finding the optimal p that maximizes the new objectivê g t (p t ) amounts to solving a set of separate subproblems:
The objective function in (17) can be recognized as
for some constants A < 0, B, and C, so it is a concave quadratic function of variable p t ik . As such, we can apply the first-order optimal condition to obtain the solution p , and update p t ik as
where β t is a second trade-off factor in addition to the previous α t ; the choice of these two factors is specified later in Proposition 2. The above steps are performed iteratively, as summarized in Algorithm 2. Algorithm 2 can be viewed as a training process in which the power control strategy is adapted to a sequence of channel samples h t generated according to (1) . Because of this training process, Algorithm 2 is more complex than Algorithm 1. However, a key advantage of Algorithm 2 is that it guarantees convergence to a stationary point of problem (7) provided that the parameters {α t , β t } are chosen properly, as stated below. Thus, Algorithm 2 can be used a benchmark to quantify the performance of Algorithm 1.
Theorem 2: If the trade-off factors {α t } and {β t } satisfy the following four conditions [13] : (p, h) ] with respect to p in the t-th iteration, then the sequence {p t } produced by Algorithm 2 converges to a stationary point of problem (7) almost surely. The proof of convergence is similar to that in [13] .
The motivation for some key conditions on parameters {α t , β t } is explained below. According to (14) , the surrogate functionĝ t (p t ) is recursively updated by averaging the instantaneous rates over a time window of size 1 α t . Since p t is changing over time t, the surrogate functionĝ t (p t ) may not converge to (i,k) w ik E h R ik in general. However, if lim t→∞ β t /α t = 0, it follows from (19) that p t is almost unchanged within the time window 1 α t for sufficiently large t. In other words,ĝ t (p t ) will converge to (i,k) w ik E h R ik as t → ∞, which is crucial for guaranteeing the convergence of Algorithm 2 to a stationary point of problem (7) .
Comparing Algorithm 2 with Algorithm 1 in term of the channel state information (CSI) cost, in Algorithm 1 each BS j requires only the set of large-scale fading related to either itself or its user terminals, namely {V ji and V ij , ∀i}. In contrast, Algorithm 2 depends on the small-scale fading over the time instances in addition, thus requiring the CSI {H ji and H ij , ∀i} for each BS j. The main point of this letter is that despite the significantly less CSI requirement, the deterministic power control in Algorithm 1 already performs close to the stochastic optimization benchmark Algorithm 2, as will be verified by simulation in Section V.
We further analyze the computational complexity. Let I be the total number of BSs deployed throughout the network. Assuming that each cell has the same number of users K, both the deterministic algorithm and the stochastic algorithm have the computational complexity O(K 3 I 3 M 2 ) per iteration. However, since the stochastic algorithm requires many more iterations to converge as compared to the deterministic, its overall computational complexity is significantly higher, as will be verified by simulations in Section V.
V. SIMULATION RESULTS
Consider a 7-cell wrapped-around cellular topology. The cell radius is 500 meters. A total of 9 users are uniformly distributed in each cell. Assume that each BS has 96 antennas. The power constraint is P max = 10 dBm. The pilot sequence has 16 symbols. The spectrum bandwidth is 1 MHz. Following the setup in [14] , we assume that the background noise is −169 dBm/Hz, and that the path-loss between user (i, k) and BS j is modeled as γ j,ik = ζ j,ik /d 3 j,ik , where ζ j,ik ∼ CN (0, σ 2 ζ ) with the standard deviation σ ζ = 8 dB is an i.i.d. log-normal Gaussian random variable, and d j,ik is the distance between user (i, k) and BS j. The parameters (α t , β t ) follow the diminishing stepsize rule as suggested in [13] .
We simulate the following power control methods: (i) Deterministic, namely Algorithm 1, denoted as "D"; (ii) Stochastic, namely Algorithm 2, denoted as "S"; (iii) Equal allocation, denoted as "E". We also consider three different pilot design: (i) Nonorthogonal pilots as designed in [3] , denoted as "N"; (ii) Orthogonal, denoted as "O"; (iii) Random (according to the Gaussian distribution), denoted as "R". In terms of the receiver, we consider either the MRC and the MMSE receiver. A total of eight different algorithms with different receivers, different power control methods and different pilot designs are investigated. This work advocates the deterministic power control coupled with the nonorthogonal pilots. Fig. 1(a) and (b) plot the respective objective functions of the Algorithm 1 and Algorithm 2 as functions of the iteration number. It shows that Algorithm 1 requires only around 10 iterations to converge, while Algorithm 2 requires many more iterations. Note that Algorithm 2 is used as a benchmark for Algorithm 1. Fig. 2 compares the cumulative distribution of sum rate using the optimized power obtained from the different algorithms. As shown in the figure, the proposed deterministic algorithm achieves almost the same performance as the sto- chastic optimization benchmark with only a slight rate loss in the high rate regime. Combined with Theorem 2, this implies that the proposed deterministic algorithm achieves close to a stationary point of the ergodic rate maximization problem (7) . The two algorithms with nonorthogonal pilots are superior to all the methods with orthogonal pilots. For instance, they improve upon the Stochastic-Orthogonal, which is the best among the orthogonal schemes, by around 16% at the 50th percentile point. Observe that all the methods with random pilots perform even worse than those with orthogonal pilots under power control (i.e., except E-O-MMSE). It also shows that the performance of E-O-MMSE and E-O-MMSE are both inferior to D-N-MRC in terms of the data rates, which demonstrates the importance of power control to the multicell massive MIMO network. Thus, with aid of power control, a simple MRC even outperforms much more complex MMSE receiver. Fig. 3 shows the sum rate performance versus the number of antennas at each BS. It shows that the performance is monotonically increasing with the number of antennas; the growth rate tapers off as the number of antennas increases. Again, the proposed deterministic and stochastic algorithms have similar performance. Moreover, it is seen that the two algorithms outperform all the other benchmarks for all M .
VI. CONCLUSION
This letter explores the potential of using power control to mitigate pilot contamination for uplink massive MIMO under nonorthogonal pilots. The main contribution of this letter is in showing that performing power control by maximizing a deterministic approximation of the ergodic rates is already close to a stochastic optimization benchmark in which power control can be hypothetically performed over the instantaneous channel realizations. The proposed power control method provides significant throughput improvements upon the classic massive MIMO system with orthogonal pilots due to its ability to better mitigate pilot contamination.
