Abstract. Under some local conditions on V (t,x) with respect to x , the existence of homoclinic solutions is obtained for a class of the second order Hamiltonian systemsü(t) + ∇V (t,u(t)) = f (t), ∀t ∈ R .
Introduction
Let us consider the second order Hamiltonian systems
u(t) + ∇V (t, u(t)) = f (t), ∀t ∈ R,
(1.1)
where ∇V (t, x) = ∂V ∂ x (t, x). As usual, we say that u is a nontrivial homoclinic solution (to 0) if u ∈ C 2 (R, R N ), u ≡ 0 and u(t) → 0 as |t| → ∞. In the following, (·, ·) : R N × R N → R denotes the standard inner product in R N and | · | is the induced norm.
If V (t, x) = −(L(t)x, x)/2 + W (t, x), then (1.1) reduces to the following second order Hamiltonian systems
u(t) − L(t)u(t) + ∇W(t, u(t))
where L ∈ C(R, R N 2 ) is a symmetric matrix-valued function and W ∈ C 1 (R × R N , R).
With the variational methods, the existence and multiplicity of homoclinic solutions of problem (1.1) have been obtained by many papers (see [1] [2] [3] [4] [5] [6] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] ), mainly in the case that V satisfies some global assumptions for all t and x . For example, Izydorek and Janczewska [4] established the following theorem.
THEOREM A. (see [4] ) Assume that V and f satisfy the following conditions:
is a continuous and bounded function such that
where C * is a suitable positive constant and
Then problem (1.1) has a nontrivial homoclinic solution.
Later, Tang and Xiao [11] extended Theorem A by using more general conditions. THEOREM B. (see [11] ) Assume that V and f ≡ 0 satisfy (H 1 ), (H 4 ), (H 5 ) and the following conditions:
Among other results, under some local conditions on W , Lv and Jiang [6] investigated the existence of homoclinic solutions of problem (1.2) as a limit of periodic solutions of a certain sequence of boundary-value problems. They presented the following assumption on L :
As far as the authors know, there is no research concerning the existence and multiplicity of homoclinic solutions for the more general Hamiltonian system (1.1) under local conditions. Motivated by the above facts, in this note, we will consider problem (1.1) where V (t, x) satisfies only some local conditions near the origin. The exact assumptions are as follows. THEOREM 1. Assume that V and f satisfy the following conditions:
2 , for all t ∈ R and |x| √ 2ρ; 
where c = sup t∈[0,T ],|x|=1 W (t, x). Since γ ∈ (1, 2] and μ > 2 , there is a positive constant ξ > 0 such that
, for all t ∈ R and |x| ξ .
On the other hand, there exist V and f that satisfy our conditions (V 1 ), (V 2 ) and (F ) but do not satisfy conditions in Theorem A and Theorem B. For example, let
Since V (t, x) is not periodic with respect to t , the condition ( H 1 ) in Theorem A and Theorem B is not satisfied.
Proof of theorems
Consider the following boundary-value problem
for T ∈ R + . Define
Then E T is a Hilbert space equipped with the following norm:
For u ∈ E T , let
It is easy to see that I T ∈ C 1 (E T , R) is weakly lower semi-continuous as the sum of a convex continuous function and of a weakly continuous one and
for all u, v ∈ E T . Moreover, it is well known that the critical points of I T in E T are classical solutions of problem (2.1). The following lemmas are important to our proofs. LEMMA 1. (see [7] ) Let X be a real reflexive Banach space and Ω ⊂ X be a closed bounded convex subset of X . Suppose that ϕ : X → R is a weakly lower semicontinuous functional. If there exists a point x 0 ∈ Ω \ ∂ Ω such that
Then there must be a x * ∈ Ω \ ∂ Ω such that
LEMMA 2. (see [6] ) Let u ∈ E T , then the following inequality holds
LEMMA 3. Under the conditions of Theorem 1, problem (2.1) possesses a solution u T ∈ E T such that
Proof. For any T ∈ R + , let
where ρ is a constant given in condition (V 2 ). Clearly, Ω T is a closed bounded convex subset of E T . For any u ∈ ∂ Ω T , we have
Proof.
[Proof of Theorem 1] Let {T n } → ∞ as n → ∞ and consider problem (2.1) on the interval [−T n , T n ]. By Lemma 3, problem (2.1) has a solution u n and u n E Tn is bounded uniformly in n . As in the proof of Theorem 2.1 in [5] , by the fact that
we claim that the sequence {u n } is equicontinuous and uniformly bounded on every interval [−T n , T n ] and we can select a subsequence {u n k } such that it converges uniformly on any bounded interval to a function u . Since u n E Tn is bounded uniformly in n , we conclude that u ∈ W 1,2 (R, R N ) and thus u(t) → 0 as t → ∞. Expressingü n k using (2.1), we get that the sequenceü n k , and then alsou n k converges uniformly on bounded intervals. Writing u n k (t) = t 0 (t − s)ü n k (s)ds + tu n k (0) + u n k (0), we have that u ∈ C 2 (R, R N ) andü n k →ü uniformly on bounded intervals. Now consider problem (2.1) on interval [−m, m] for m ∈ N . Then by the diagonal process and let m → ∞, we can get that u satisfies problem (1.1), that is, u is a classical solution of problem (1.1). By (V 1 ) and (F), we get ∇V (t, 0) = 0 and f ≡ 0 . Thus u is a nontrivial homoclinic solution of problem (1.1). The proof is complete.
