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1. Introduction. In the applications of the Jordan matrix to engineering, it is important to determine the Jordan form of a given matrix A, i.e., to determine a matrix P such that P-1AP is in the Jordan normal form. Nevertheless, in mathematics books where the Jordan matrix is used, the manner of building the matrix P is not well described (see [1] , [8] , or [9] ).
This fact is not due to scientific or conceptual difficulties but is due to didactic difficulties (the complete exposition and its justification is too long). So, if the characteristic polynomial has multiple roots, apparently it is preferable to use the triangular form of the given matrix (see [2] ). Another possible reason is that if the roots are close, the computer can not distinguish if they are equal or not.
The objective of this article is to give a symbolic algorithm such that from a matrix A and its eigenvalues, we build a matrix (p) where J is the Jordan matrix of A and P is the matrix of the change of basis. Furthermore, this algorithm presents the following advantages:
1. It requires substantially fewer operations than other methods. 2. Its justification, which requires little mathematical framework, constitutes a constructive proof of the existence of the Jordan normal form. Also, we give a Maple program that implements this algorithm. It is important to recall that although the ideas involved in this algorithm are conceptually clear, there does not exist a similar method presented in text books.
Also, it is important to stress that this method is only useful in terms of symbolic computing. For a comprehensive discussion of problems related to the numerical computation of the Jordan normal form (clustering of eigenvalues and extraction of Jordan structure using the staircase algorithm) see [4] , [6] , [7] , [5] , and the standard text book in matrix computations [3] .
operations preserve, similarity is necessary to compensate each elementary row operation with its corresponding inverse elementary column operation. We show this correspondence below. In step n a matrix similar to A is generated in which the first n columns contain a Jordan matrix. Now, we show how to accomplish this step. Suppose that initially the algorithm began with a matrix A C Matm(C) whose characteristic polynomial is (X -Aj)(A1) * ... -(X -Ar)II (Ar) and that the first n -1 steps have generated the following matrix similar to A:
where JA, denotes a Jordan matrix associated with the eigenvalue Ai. Also, suppose A1, A2, .. , A are distinct complex numbers and that the order of JA is k where k < ,u(A). Now, we subtract Al from the matrix An and get the following:
Each step is formed by six stages. 
