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Introduccio´n
La tomograf´ıa es la reconstruccio´n de la imagen de una seccio´n transversal
de un objeto, a partir de sus proyecciones.
El objetivo de todas las modalidades de la imagen me´dica es visualizar
los o´rganos internos del cuerpo de una manera no invasiva, para obtener
informacio´n estructural y anato´mica como en la TC (Tomograf´ıa Computa-
rizada). La reconstruccio´n de la imagen a partir de un conjunto infinito de
proyecciones se conoc´ıa desde 1917 cuando Johann Radon publico´ un art´ıculo
donde aparecio´ la transformada que hoy lleva su nombre. Esta transformada
nos indica que la imagen de un objeto esta´ precisa e inequ´ıvocamente de-
terminada por el conjunto infinito de todas sus proyecciones. Sin embargo,
en la pra´ctica no existe un nu´mero infinito de proyecciones, las proyecciones
no son infinitamente delgadas y adema´s poseen errores experimentales. Por
lo tanto lo que se precisa no es una fo´rmula idealizada, sino un algoritmo
eficiente para calcularla.
Conociendo el conjunto de proyecciones se puede reconstru´ır la imagen
con la transformada inversa de Radon. Algunos algoritmos para aproximar
la transformada inversa de Radon son: me´todos directos de Fourier,
retroproyeccio´n y convolucio´n en el espacio de la sen˜al, retroproyeccio´n y
convolucio´n en el espacio de la frecuencia filtrada, me´todos iterativos, etc.
En algunas situaciones, a los me´dicos les interesa u´nicamente la imagen
de un a´rea local del cuerpo. Por lo tanto, no se requiere exponer al paciente
a grandes cantidades de radiacio´n o exposicio´n a los rayos X.
La transformada de Radon plantea el problema de que su inversa no
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es local en dimensiones pares. En este trabajo veremos como las wavelets
Daubechies 4, 6 y 10 se convierten en una herramienta valiosa para el estudio
de tomograf´ıa local. El uso de las wavelets fue propuesto anteriormente en
otros trabajos y fueron implementados exitosamente siendo toda la regio´n de
intere´s reconstruida con significante reduccio´n de la exposicio´n de los rayos
X, incluyendo en dimensiones pares. Algoritmos asociados con las wavelets
permiten reconstruir las regiones locales de intere´s sin exponer a los pacientes
a grandes dosis de radiacio´n. Adema´s, los momentos de desvanecimiento
de las wavelets pueden ser preservados, por la transformada de Hilbert
mejorando las fo´rmulas de inversio´n para lo local.
El nacimiento de la Neuroradiolog´ıa tuvo lugar cuando el sen˜or Wilhelm
C. RoenTgen comprobo´ por primera vez la visualizacio´n no invasiva de
los huesos y los tejidos blandos de una criatura viva mediante unas
ima´genes sustituyendo as´ı una pantalla fluorescente por una placa fotogra´fica.
RoenTgen convencio´ a su esposa para que fuera sujeto de experimento,
colocando su mano sobre un chas´ıs cargado con una pel´ıcula fotogra´fica y
realizando una exposicio´n de 15 minutos; el esqueleto de sus dedos era una
premonicio´n ambigua de la potencia de la te´cnica que consist´ıa en una cabina
meta´lica en un cuarto oscuro. Introdujo una la´mina de aluminio de 1mm
de grueso en un lado de la cabina con paredes de zinc, para proteger a la
persona de la radiacio´n.
En diciembre de 1896 obtuvo copias de las ima´genes grabadas de los rayos
X, y por esto le denominaron los Rayos de RoenTgen que empezaron a ser
muy importantes para el diagno´stico me´dico. Posteriormente perfeccionaron
la te´cnica para mejorar las ima´genes y no exponer al paciente a prolongadas
sesiones de rayos X. En esta de´cada muchos me´dicos cirujanos estaban
interesados en el diagno´stico del cerebro mediante los rayos X, que consist´ıa
en fotografiar el cerebro humano. En febrero del mismo an˜o Thomas A.
Edison se intereso´ en el proyecto pero ma´s adelante lo abandono´ atribuyendo
parte de la culpa a la estructura del cra´neo. La principal aplicacio´n de los
rayos X, el diagno´stico neurolo´gico consist´ıa en encontrar cuerpos extran˜os
(tumores) y fracturas.
A finales del Siglo XIX y principios del Siglo XX, varios cient´ıficos tales
como Harrey Cushing, el primero en utilizar los rayos X para el diagno´stico
de pacientes con trastorno neurolo´gico. Arthur Schu¨ller, considerado el padre
de la neuroradiolog´ıa, publico´ el libro de radiolog´ıa del cra´neo referente a
identificar la gla´ndula pineal calcificada benignas y malignas y el tratamiento
de tumores de la hipo´fisis. Adicionalmente, Schu¨ller publico´ 300 libros
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dedicados a la neuroradiolog´ıa, cirug´ıa y psiquiatr´ıa. Mencionemos tambie´n
a Egas Monizz (1874-1955), que contribuyo´ al desarrollo de la arteriograf´ıa
caro´tida, a Erik Lysholm (1892-1947) que ha sido relacionado con la
radiolog´ıa de precisio´n y por u´ltimo a Godfrey Hounsfield que recibio´ el
Premio Nobel en 1979 por sus trabajos en Tomograf´ıa Computarizada.
La tomograf´ıa computarizada consiste en obtener ima´genes me´dicas para
determinar la anatomı´a interna de un paciente vivo sin necesidad de recurrir
a los me´todos invasivos, y diagno´sticar diferentes situaciones patolo´gicas del
paciente para posteriormente aplicar un tratamiento ma´s preciso. Existen dos
conceptos fundamentales en la obtencio´n de ima´genes del cuerpo humano que
son localizacio´n y contraste.
Una imagen puede considerarse como una representacio´n o mapa de la
distribucio´n espacial de algunas propiedades seleccionadas del tejido. En una
imagen, un pixel, es un elemento de la imagen que representa la relacio´n
espacial de la localizacio´n de este valor con respecto a otros valores medidos,
es decir, el pixel localiza el valor medido. El contraste de imagen se refiere
a las diferencias de los valores del pixel entre una localizacio´n y las de su
entorno en general. La tomograf´ıa computarizada y la resonancia magne´tica
son modalidades digitales; son muestreos de sen˜ales analo´gicas continuas para
la formacio´n de ima´genes que implica la reconstruccio´n de objetos a partir
de proyecciones.
El propo´sito de este trabajo es desarrollar un algoritmo para la
reconstruccio´n local de ima´genes tomogra´ficas.
El cap´ıtulo uno contiene conceptos preliminares matema´ticos, la ge-
ometr´ıa del arreglo fuente-objeto-detector, las partes y funcionamiento de
un tomo´grafo. En el cap´ıtulo dos se define la transformada de Radon, se pre-
sentan algunas de sus propiedades y se ilustran varios ejemplos de la trans-
formada de Radon. Adema´s contiene una introduccio´n a la teor´ıa wavelet
tomando en particular la wavelet Daubechies 4. En el cap´ıtulo tres se desar-
rolla el operador de retroproyeccio´n filtrada y el teorema de cortes de Fourier.
Se explica el algoritmo de reconstruccio´n tomogra´fica.
En el cap´ıtulo cuatro se presentan los resultados del algoritmo de
tomograf´ıa local propuesto en este trabajo y las conclusiones.

CAP´ITULO 1
Terminolog´ıa y preliminares
1.1. Introduccio´n
La Tomograf´ıa Computarizada (TC), es un me´todo imagenolo´gico de
diagno´stico me´dico, que permite observar el interior del cuerpo humano,
a trave´s de cortes milime´tricos transversales al eje ce´falo-caudal, mediante
la utilizacio´n de los rayos X . Posibles usos de este me´todo diagno´stico,
son: anormalidades del cerebro y me´dula espinal, tumores cerebrales y
accidentes cerebro vasculares, sinusitis, aneurisma de aorta, infecciones
tora´xicas, enfermedades de o´rganos como el h´ıgado, los rin˜ones y los no´dulos
linfa´ticos del abdomen entre otros [11]. En esta seccio´n se presenta el
marco teo´rico matema´tico que permite el desarrollo de un algoritmo para
la tomograf´ıa local. Se explica el tipo de arreglo geome´trico para la terna
〈fuente, objeto, detector〉. Por u´ltimo, se ilustran los componentes de un
tomo´grafo.
1.1.1. Proyeccio´n
Un paciente puede describirse como una distribucio´n de propiedades en
tres dimensiones f (x, y, z) , es decir, una localizacio´n espacial en el punto
(x, y, z) donde se le hacen cortes transversales para obtener las ima´genes de
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tomograf´ıa computarizada y resonancia magne´tica denominadas propiedades
diferentes en cada punto.
Un rayo X que penetra a un objeto o un tejido se puede medir mediante
la ecuacio´n de absorcio´n dada por
I = I0e
−af (1.1.1)
donde I es la intensidad medida que queda del haz incidente I0, a es la
longitud de la trayectoria del haz de luz a trave´s del objeto y e es el coeficiente
de atenuacio´n del material o tejido.
La ecuacio´n (1.1.1) se puede reescribir como
I = I0e
− ∫ Lf(x,y,z)da.
Esta ecuacio´n indica que la absorbancia del haz por el tejido puede describirse
en te´rminos de una integral de l´ınea sobre las contribuciones de la absorbancia
a lo largo de la trayectoria del haz.
El conjunto de trayectorias del haz se denomina proyecciones, y una
proyeccio´n es esencialmente la sombra medida del objeto. Dicho de otra
manera, los rayos X convencionales emplean una pel´ıcula plana (imagen)
para registrar una proyeccio´n bidimensional de un objeto tridimensional.
El proceso de medida de la proyeccio´n de un objeto se puede ver como
un mapa 2D de un objeto f (x, y) de algunos para´metros caracter´ısticos
medidos con cierto a´ngulo θ y a cierta distancia r a lo largo de la proyeccio´n
unidimensional, si este proceso se repite en mu´ltiples a´ngulos alrededor del
objeto, los datos obtenidos son un conjunto de proyecciones.
1.1.2. Retroproyeccio´n
Para reconstruir la distribucio´n del objeto es necesario encontrar la
transformada de Radon inversa. La retroproyeccio´n de la transformada de
Radon se realiza sobre una matr´ız discreta de localizaciones que es el
taman˜o del campo de visio´n de la imagen. La atenuacio´n medida se divide
por igual entre los pixeles en la trayectoria del haz de luz medido. El
procedimiento de retroproyeccio´n produce una estimacio´n borrosa de un
objeto, por esta´ razo´n es importante utilizar un filtro o ca´lculo matema´tico
disen˜ado para cancelar el proceso de difuminacio´n de la imagen y recuperarla
en forma ma´s n´ıtida. Por lo tanto, puede conseguirse la transformada de
Radon inversa mediante retroproyeccio´n ma´s filtracio´n. Existe un proceso de
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filtracio´n que se denomina convolucio´n que consiste en filtrar las proyecciones
antes de la retroproyeccio´n para luego reconstru´ır la imagen n´ıtida del objeto
original.
La transformada de Radon es un ejemplo de los problemas inversos
ya que conocidos los valores de esta transformada se desea determinar la
funcio´n f (x, y) . Por lo general los problemas inversos son problemas mal
condicionados ya que no cumplen al menos una de las siguientes propiedades:
Existe solucio´n para el problema.
La solucio´n que existe es u´nica.
La solucio´n es estable, es decir depende continuamente de los datos.
La transformada de Radon es un problema mal condicionado, dado que no
cumple con la propiedad de estabilidad. Cuando el problema cumple con las
tres propiedades se dice que esta bien condicionado.
1.1.3. Tomograf´ıa Global
As´ı como la tomograf´ıa es utilizada en el campo de la medicina como
un instrumento de diagno´stico de un paciente, tambie´n es utilizada en el
campo de las exploraciones geolo´gicas espec´ıficamente en la caracterizacio´n de
cavidades en el subsuelo mediante la interpretacio´n de perfiles de tomograf´ıa
ele´ctrica.
Es posible que algunas te´cnicas de tomograf´ıa global sirvan tambie´n para
descubrir yacimientos de petro´leo, mı´neria o estudios de la estructura interna
de un avio´n o nave espacial o un megaproyecto de ingenier´ıa civil como un
edificio o un puente, etc. En medicina se utiliza una te´cnica de tomograf´ıa
global denominada la tomograf´ıa por emisio´n de positrones (PET, sigla en
ingle´s de Positron Emission Tomography) es una te´cnica diagno´stica de
medicina nuclear, no invasiva, que analiza el cuerpo entero en una so´la sesio´n
y que permite la adquisicio´n de imagenes de la actividad tumoral mediante la
administracio´n de diversos radiofa´rmacos emisores de positrones. En algunos
casos espec´ıficos la tomograf´ıa global con la te´cnica de la tomograf´ıa ele´ctrica
[48] se utiliza en ingenier´ıa civil con el objeto del estudio geote´cnico realizado
para evaluar la factibilidad de constru´ır viviendas en un suelo sumamente
fracturado. La tomograf´ıa del subsuelo determina a partir de los valores
de resistividad el tipo de rocas del cual esta´ formada y demuestra que los
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porcentajes aproximados de saturacio´n por agua dulce son muy elevados.
A partir de estas evidencias es posible recomendar medidas preventivas que
ayuden en la toma de decisiones sobre la posibilidad de constru´ır o no. Es
posible considerar entonces que la tomograf´ıa geoele´ctrica posee un elevado
potencial como herramienta de estudio y exploracio´n del subsuelo.
1.2. Preliminares matema´ticos
Un espacio de Hilbert es un espacio con producto interno (H, 〈·〉) que es
completo para la norma definida por ese producto interno [10, 11].
Para un intervalo a ≤ t ≤ b, el espacio L2 ([a, b]) es el conjunto de
funciones cuadrado integrables sobre a ≤ t ≤ b, en otras palabras,
L2 ([a, b]) =
{
f : [a, b]→ C :
∫ b
a
|f (t)|2 dt <∞
}
.
La condicio´n
∫ b
a
|f (t)|2 dt < ∞ significa f´ısicamente que la energ´ıa total
de la sen˜al es finita. El producto interior sobre L2 ([a, b]) se define como
〈f, g〉L2 =
∫ b
a
∣∣f(t)g(t)∣∣dt para f, g ∈ L2 ([a, b]) .
La esfera de dimensio´n (n− 1) se denota por Sn−1 y esta´ contenida en
Rn. Un elemento θ ∈ Sn−1 se expresa como
θ = (θ1, . . . , θn) con
n∑
i=1
θ2i = 1.
Parametrizando
→
θ ∈ S1 por su a´ngulo polar θ, el vector
→
θ queda definido
por
S1 =
{→
θ = (cos θ, sen θ)
}
,
donde θ es el a´ngulo generado por
→
θ y el eje x.
Se define un vector
→
θ
⊥
ortogonal a
→
θ tal que,
→
θ
⊥
= (− sen θ, cos θ) .
P n denota el espacio de todos los hiperplanos [32, 39] en Rn. Cada
hiperplano E ∈ P n se puede escribir como E = {x ∈ Rn : 〈x,w〉 = P} ,
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donde 〈, 〉 es el producto interior usual w = (w1, w2, . . . , wn) es un vector
unitario y p ∈ R.
Una imagen a nivel de gris es una funcio´n bidimensional de la intensidad
de luz definida como
f : R2 → R
(x, y)→ f (x, y) = vu
con 0 < v < ∞ y 0 < u < 1, donde v es la cantidad de luz incidente en
la escena y u es la cantidad de luz reflejada por el objeto en la escena.
Se llama nivel de gris a la intensidad de luz de una imagen, esta intensidad
por lo general toma valores en el intervalo [0, 1] donde l = 0 es negro y l = 1
es blanco, el resto son valores de grises que varian de negro a blanco.
Sea S un conjunto, la funcio´n caracter´ıstica o funcio´n indicadora se define
por
χs(x) =
{
1, x ∈ S,
0, x /∈ S.
1.2.1. Transformadas
La transformada de Fourier [7, 10, 70] de una funcio´n f (x) ∈ L1 (Rn), se
define por
f̂ (ξ) =
∫
Rn
f (x) e−2piix·ξdx,
y la transformada inversa de Fourier por
f (x) =
∫
Rn
f̂ (ξ) e2piiξ·xdξ.
En dos dimensiones, la transformada de Fourier de una funcio´n f (x, y)
definida en el plano xy, continua e integrable, es la funcio´n compleja F (u, v)
determinada por la fo´rmula
F (u, v) =
∫ ∞
−∞
∫ ∞
−∞
f (x, y) e−2pii(ux+vy)dxdy.
La transformada inversa esta´ dada por
f (x, y) =
∫ ∞
−∞
∫ ∞
−∞
F (u, v) e2pii(ux+vy)dudv.
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Ejemplo 1.2.1. Calcular la transformada de Fourier de la funcio´n
f (x, y) = e−x
2−y2 .
Solucio´n
F (u, v) =
∫ ∞
−∞
∫ ∞
−∞
e−x
2−y2e−2pii(ux+vy)dxdy
=
∫ ∞
−∞
∫ ∞
−∞
e−x
2−2piiuxe−y
2−2piivydxdy
=
∫ ∞
−∞
∫ ∞
−∞
e−x
2−2piiux−pi2i2u2+pi2i2u2e−y
2−2piivy−pi2i2v2+pi2i2v2dxdy
=
∫ ∞
−∞
(∫ ∞
−∞
e−(x+ipiu)
2
e−pi
2u2dx
)
e−(y+ipiv)
2
e−pi
2v2dy
= e−pi
2u2
√
pi
∫ ∞
−∞
e−(y+ipiv)
2
e−pi
2v2dy = pie−pi
2(u2+v2).
Para el caso discreto, la transformada discreta de Fourier de f (n,m) se
define por
H (u, v) =
1
N
N−1∑
n=0
N−1∑
m=0
f (n,m) e
−2pii(nu+mv)
N ,
y su inversa
f (n,m) =
1
N
N−1∑
n=0
N−1∑
m=0
H (u, v) e
2pii(nu+mv)
N .
Tambie´n es de intere´s para nuestro estudio la transformada de Hilbert.
Comu´nmente las funciones o sen˜ales se definen completamente en el dominio
del tiempo o en el de la frecuencia, y la transformada de Fourier realiza
un cambio de la funcio´n o sen˜al de un dominio a otro. La transformada de
Hilbert, H, conforma la sen˜al con la mitad de la informacio´n en el dominio
del tiempo y la otra mitad en el dominio de la frecuencia. Para una funcio´n o
sen˜al s (t), la transformada de Hilbert se define por medio de la convolucio´n
de s (t) y 1
pit
obteniendo
sˆ (t) = H{s} (t) = (h ∗ s) (t) = 1
pi
vp
∫ ∞
−∞
s (t)
t− τ dτ,
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donde h(t) = 1/pit y considerando la integral como el valor principal (vp), lo
que evita la singularidad t = τ . Dicha fo´rmula es equivalente a una rotacio´n
de pi/2 en la fase de cada componente armo´nica de la sen˜al. Dicho de otra
manera, la transformada de Hilbert puede construir la sen˜al anal´ıtica de s (t)
como
sa (t) = s (t) + isˆ (t) ,
donde la parte real de sa (t) es la sen˜al en el tiempo, mientras la parte
imaginaria sˆ (t) es la sen˜al en la frecuencia.
1.3. Geometr´ıa del arreglo fuente-objeto-
detector
1.3.1. Te´cnicas de adquisicio´n de datos
La tomograf´ıa computarizada (TC), es un me´todo imagenolo´gico de
diagno´stico me´dico, que permite observar el interior del cuerpo humano, a
trave´s de cortes milime´tricos transversales al eje ce´falo-caudal, mediante la
utilizacio´n de los rayos X.
Este me´todo de diagno´stico permite observar anormalidades del cerebro
y me´dula espinal tales como:
Tumores cerebrales.
Accidentes cerebro vasculares.
Sinusitis.
Enfermedades del h´ıgado.
Enfermedades de los rin˜ones y de otros o´rganos [15].
En la Figura 1.1 se muestran las diferentes te´cnicas de adquisicio´n de
datos con sus diferentes elementos y caracter´ısticas.
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Figura 1.1: Te´cnicas de adquisicio´n de datos.
Fuente: Adaptado de Corbo Pereira, D.N. Tomograf´ıa Axial Computariza-
da. XIII Seminario de Ingenier´ıa biome´dica 2004. Facultad de Medicina e
Ingenier´ıa. Universidad de la Republica Oriental de Uruguay.
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1.3.2. Geometr´ıa del arreglo fuente-objeto-detector
La geometr´ıa del arreglo fuente-objeto-detector [34] usada en la tecnolog´ıa
de primera generacio´n corresponde a la de rayos paralelos como se ilustra en
la Figura 1.2. Las distintas proyecciones se obtienen cambiando la geometr´ıa
del arreglo fuente-objeto-detector.
Figura 1.2: Geometr´ıa del arreglo fuente-objeto-detector
De acuerdo con la Figura 1.3 se construye una ecuacio´n del rayo
−→
AB que se
adecu´e a los propo´sitos de e´ste trabajo. Se dibuja otro sistema de coordenadas
rotado θ grados, de manera que la direccio´n del rayo
−→
AB mostrado en la
Figura 1.4 defina una direccio´n perpendicular a t donde se proyecta el rayo.
Figura 1.3: Ecuacio´n del rayo
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Figura 1.4: Sistema de coordenadas rotado
La relacio´n existente entre los dos sistemas se puede escribir como(
t
s
)
=
(
cos θ sin θ
− sin θ cos θ
)(
x
y
)
De donde se establecen las ecuaciones:{
x = t cos θ − s sin θ
y = t sin θ + s cos θ
y {
t = x cos θ + y sin θ
s = y cos θ − x sin θ
La ecuacio´n para el rayo
−→
AB es t = x cos θ + y sin θ.
1.3 Geometr´ıa del arreglo fuente-objeto-detector 15
1.3.3. Componentes de un Tomo´grafo
Todos los equipos de tomograf´ıa axial computada esta´n compuestos
ba´sicamente por tres grandes mo´dulos o bloques, estos son: el gantry, la
computadora y la consola.
A. Gantry
El gantry es el lugar f´ısico donde se introduce el paciente para su examen.
En e´l se encuentran, el tubo de rayos X, el colimador, los detectores, el DAS
y todo el conjunto meca´nico necesario para realizar el movimiento asociado
con la exploracio´n (ver Figura 1.5).
Figura 1.5: Gantry. N
Fuente: Corbo Pereira, D.N. Tomograf´ıa Axial Computarizada. XIII Seminario
de Ingenier´ıa biome´dica 2004. Facultad de Medicina e Ingenier´ıa. Universidad de
la Republica Oriental de Uruguay.
Hay dos tipos de gantry, los que rotan 360o y cambian de direccio´n y
los de rotacio´n continua (son los ma´s modernos y se utilizan en los sistemas
helicoidales, que se diferencian porque la energ´ıa y la trasmisio´n de las sen˜ales
adquiridas, llega a trave´s de anillos deslizantes).
1) Tubo de rayos X
El tubo de rayos X es un recipiente de vidrio al vac´ıo, rodeado de una
cubierta de plomo con una pequen˜a ventana que deja salir las radiaciones al
exterior.
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2) Colimador
Es un elemento que permite regular el taman˜o y la forma del haz de rayos
(ver Figura 1.6). Aqu´ı es donde se var´ıa el ancho del corte tomogra´fico. Este
puede variar de 1 a 10 mm de espesor.
Figura 1.6: Esquema del colimador. N
Fuente: Corbo Pereira, D.N. Tomograf´ıa Axial Computarizada. XIII Seminario
de Ingenier´ıa biome´dica 2004. Facultad de Medicina e Ingenier´ıa. Universidad de
la Republica Oriental de Uruguay.
3) Detectores
Los detectores reciben los rayos X transmitidos despue´s que atravesaron
el cuerpo del paciente y los convierten en una sen˜al ele´ctrica. Existen 2 tipos
de detectores:
Detectores de gas Xeno´n: El detector es una ca´mara que contiene el gas
Xeno´n a alta presio´n y un par de placas. El rayo entrante ioniza el gas
y los electro´nes son atra´ıdos por la placa cargada positivamente. Luego
la corriente generada es proporcional a la cantidad de rayos absorbidos.
Detectores de cristal o de estado so´lido: Esta´n hechos de un material
cera´mico que convierte los rayos X en luz.
El detector tiene a su vez un fotodiodo, que convierte la luz en una sen˜al
ele´ctrica, proporcional al nu´mero de fotones de rayos X, que entran en la
celda.
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4) DAS (Data acquisition system).
El DAS muestrea la sen˜al ele´ctrica y realiza la conversio´n analo´gica-
digital, para que la computadora procese los datos.
B. Computadora
La computadora, tiene a su cargo el funcionamiento total del equipo,
el almacenamiento de las ima´genes reconstruidas y de los datos primarios,
contiene el software de aplicacio´n del tomo´grafo y presenta una unidad de
reconstruccio´n ra´pida (FRU), encargada de realizar los procesamientos nece-
sarios para la reconstruccio´n de la imagen a partir de los datos recolectados
por el sistema de deteccio´n.
C. Consola
La consola (ver Figura 1.7), es el mo´dulo donde se encuentra el teclado
para controlar la operacio´n del equipo, el monitor de TV (donde el operador
observa las ima´genes) y, en algunos casos, la unidad de Display encargada
de la conversio´n de la imagen digital almacenada en el disco duro de la
computadora en una sen˜al capaz de ser visualizada en el monitor de TV.
Figura 1.7: Consola. N
Fuente: Corbo Pereira, D.N. Tomograf´ıa Axial Computarizada. XIII Seminario
de Ingenier´ıa biome´dica 2004. Facultad de Medicina e Ingenier´ıa. Universidad de
la Republica Oriental de Uruguay.
1.3.4. Funcionamiento Ba´sico
Ba´sicamente, el tomo´grafo esta´ compuesto por un tubo de rayos X y un
detector de radiaciones que mide la intensidad del rayo, luego que atraviesa
el objeto en estudio. Conocida la intensidad emitida y la recibida, se puede
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calcular la atenuacio´n o porcio´n de energ´ıa absorbida, que sera´ proporcional
a la densidad atravesada. Dividiendo el plano a estudiar en una serie de
celdas de igual altura que el haz y el resto de las dimensiones elegidas de
forma adecuada para completar el plano, la atenuacio´n del haz sera´ la suma
de la atenuacio´n de cada celda. Calculando la atenuacio´n de cada celda se
conocera´ su densidad, permitiendo reconstruir un mapa del plano de estudio,
asignando a cada densidad un nivel de gris. Las ima´genes guardadas en disco,
luego de procesadas, pueden mostrarse en pantalla [15].
CAP´ITULO 2
Las transformadas de Radon y wavelet
2.1. Introduccio´n
Esta Seccio´n contiene la definicio´n de la transformada de Radon y algunas
de sus propiedades. Se explica lo que es un sinograma en el contexto de
tomograf´ıas. Se presentan algunos ejemplos de la transformada de Radon
de una funcio´n f (x, y) y se estudian conceptos ba´sicos de la transformada
wavelet.
2.2. La transformada de Radon en Rn
La transformada de Radon Rf [4, 5, 6, 7, 19, 22, 34, 38, 53, 57, 67], de
una funcio´n f (x), x ∈ Rn es definida por
Rf (t, θ) = Rθf (t) =
∫
θ⊥
f (tθ + y) dy,
donde θ ∈ Sn−1, t ∈ R
Rf (t, θ) representa la integral de f sobre un hiperplano en Rn
perpendicular a θ y a una distancia t dirigida desde el origen. Se tiene que
Rf (t,−θ) = Rf (−t, θ) .
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2.3. La transformada de Radon en R2
El conjunto de proyecciones desde todos los a´ngulos se denomina
transformada de Radon o Sinograma.
Radon demostro´ que un objeto 2D o 3D se puede reconstruir a partir
de un conjunto infinito de proyecciones tomadas desde diferentes a´ngulos.
Inicialmente esta transformada se utilizo´ en astronomı´a y mucho despue´s en
la radiolog´ıa para tomograf´ıa computarizada con rayos X.
En dos dimensiones, para cada θ ∈ S1,Rθf tiene soporte compacto
contenido en [−1, 1].
Rθf : L
2 (Ω)→ L2 [−1, 1]
Si definimos Z = (S1 × [−1, 1]) entonces Rθf : L2 (Ω)→ L2 [Z]
f (x1, x2)→ Rθf (t) =
∫
(θ,t)linea
f (x1, x2) ds.
La transformada de Radon de una funcio´n f (x, y) definida sobre un
dominio D de R2 simbolizada Rf (t, θ) o por Rθf (t) , es definida como la
integral de l´ınea a lo largo de una l´ınea inclinada con a´ngulo θ desde el eje x
y a una distancia t del origen como se muestra en la Figura 2.1.
Figura 2.1: Transformda de Radon
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Matema´ticamente, esto se escribe como
Rf (t, θ) =
∫ ∞
−∞
∫ ∞
−∞
f (x, y) δ (x cos θ + y sin θ − t) dxdy, (2.3.1)
donde δ [68, 80] es la distribucio´n delta de Dirac, −∞ < t < ∞, 0 ≤ θ < pi.
Esta distribucio´n indica el camino sobre la proyeccio´n. El s´ımbolo R, denota
el operador de la transformada de Radon, se llama tambie´n operador de
proyeccio´n. La funcio´n Rf (t, θ), la transformada de Radon de f (x, y), es la
proyeccio´n en una dimensio´n de f (x, y) a un a´ngulo θ.
En te´rminos de t y s, donde
x = t cos θ − s sin θ t = x cos θ + y sin θ
y = t sin θ + s cos θ s = y cos θ − x sin θ
la ecuacio´n (2.3.1) se puede expresar como
Rf (t, θ) =
∫ ∞
−∞
f (t cos θ − s sin θ, t sin θ + s cos θ) ds =
∫
(t,θ)l´ınea
f (x, y) ds.
Una imagen puede ser representada por una funcio´n f (x, y) donde las
coordenas (x, y) indican la posicio´n de un punto en la imagen y en el caso
de la tomograf´ıa de rayos X, el valor de f es el coeficiente de atenuacio´n
del rayo en el punto (x, y). La suma de todas las atenuaciones del rayo en
los diferentes puntos que atraviesa en la imagen se comprime en un u´nico
valor que corresponde con la transformada de Radon en el punto t1 y en la
direccio´n θ, por este motivo a Rθf (t1) se le llama rayo suma. El conjunto
de todos los rayos suma en una misma direccio´n se llama perfil o proyeccio´n
general (ver Figura 2.2).
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Figura 2.2: Perfil o proyeccio´n
Ejemplo 2.3.1. Hallar la transformada de Radon de la funcio´n
f (x, y) = e−x
2−y2
Solucio´n
Rf (t, θ) =
∫ ∞
−∞
f (t cos θ − s sin θ, t sin θ + s cos θ) ds
Luego
Rf (t, θ) =
∫ ∞
−∞
e−(t cos θ−s sin θ)
2−(t sin θ−s cos θ)2ds
=
∫ ∞
−∞
e−t
2−s2ds = e−t
2
∫ ∞
−∞
e−s
2
ds =
√
pie−t
2
.
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Figura 2.3: Gra´fica de la funcio´n f (x, y) = e−x
2−y2
Figura 2.4: Gra´fica de la funcio´n Rf (t, θ) = √pie−t2
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2.4. Propiedades de la transformada de
Radon
La transformada de Radon tiene varias propiedades, algunas de ellas son
linealidad, periodicidad, traslacio´n y escalamieto [19].
2.4.1. Linealidad
La transformada de Radon es lineal
R [c1f (x, y) + c2g (x, y)] = c1Rf (x, y) + c2Rg (x, y) .
En efecto
R [c1f (x, y) + c2g (x, y)]
=
∫ ∞
−∞
∫ ∞
−∞
[c1f (x, y) + c2g (x, y)] δ (x cos θ + y sin θ − t) dxdy
=
∫ ∞
−∞
∫ ∞
−∞
[c1f (x, y) δ (x cos θ + y sin θ − t) + c2g (x, y) δ (x cos θ + y sin θ − t)]dxdy
= c1
∫ ∞
−∞
∫ ∞
−∞
f (x, y) δ (x cos θ + y sin θ − t) dxdy
+ c2
∫ ∞
−∞
∫ ∞
−∞
g (x, y) δ (x cos θ + y sin θ − t) dxdy
= c1Rf (x, y) + c2Rg (x, y) .
2.4.2. Periodicidad
Rf (t, θ) = Rf (t, θ + 2kpi) .
En efecto
Rf (t, θ) =
∫ ∞
−∞
∫ ∞
−∞
f (x, y) δ (x cos θ + y sin θ − t) dxdy
=
∫ ∞
−∞
∫ ∞
−∞
f (x, y) δ [x cos (θ + 2kpi) + y sin (θ + 2kpi)− t] dxdy
= Rf (t, θ + 2kpi) con k ∈ z.
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2.4.3. Traslacio´n
Una traslacio´n de f (x, y) resulta en un corrimiento de Rf (t, θ) una
distancia igual a la proyeccio´n del vector de traslacio´n sobre la l´ınea
t = x cos θ + y sin θ,
Rf(x− x0, y − y0) = Rf(t− x0 cos θ − y0 sin θ, θ).
En efecto
Rf(x−x0, y− y0) =
∫ ∞
−∞
∫ ∞
−∞
f (x− x0, y − y0) δ (x cos θ + y sin θ − t) dxdy,
si z = x− x0 y w = y − y0 entonces,∫∞
−∞
∫∞
−∞ f (x− x0, y − y0) δ (x cos θ + y sin θ − t) dxdy
=
∫ ∞
−∞
∫ ∞
−∞
f (z, w) δ [(z + x0) cos θ + (w + y0) sin θ − t)] dzdw
=
∫ ∞
−∞
∫ ∞
−∞
f (z, w) δ [z cos θ + w cos θ + (x0 cos θ + y0 sin θ − t)] dzdw
=
∫ ∞
−∞
∫ ∞
−∞
f (z, w) δ [z cos θ + w cos θ − (t− x0 cos θ − y0 sin θ)] dzdw
= Rf(t− x0 cos θ − y0 sin θ, θ).
2.4.4. Escalamiento
Un escalamiento de las coordenadas de f (x, y) resulta en un escalamiento
de la coordenada t,
Rf (ax, ay) = 1|a|Rf (at, θ) ; a 6= 0.
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En efecto
Rf (ax, ay) =
∫ ∞
−∞
∫ ∞
−∞
f (ax, ay) δ (x cos θ + y sin θ − t) dxdy
=
1
a2
∫ ∞
−∞
∫ ∞
−∞
f (w, z) δ
(w
a
cos θ +
z
a
sin θ − t
)
dwdz
=
1
a2
∫ ∞
−∞
∫ ∞
−∞
f (w, z) δ
[
1
a
(w cos θ + z sin θ − at)
]
dwdz
=
1
|a|
∫ ∞
−∞
∫ ∞
−∞
f (w, z) δ [(w cos θ + z sin θ − at)] dwdz
=
1
|a|Rf (at, θ) , a 6= 0.
Ejemplo 2.4.1. Determinar la transformada de Radon de la funcio´n definida
como
f(x, y) =
{
λ, x
2
A2
+ y
2
B2
≤ 1,
0, x
2
A2
+ y
2
B2
> 1,
donde x
2
A2
+ y
2
B2
= 1 es la elipse e centrada en el origen, con su eje mayor a lo
largo del eje x y de longitud 2A y su eje menor de longitud 2B en el eje y. λ
es un valor de atenuacio´n dentro de la elipse y cero por fuera de la misma.
Solucio´n La proyeccio´n o transformada de Radon de f (x, y) es
Rf (t, θ) =
∫ s2
s1
λds,
donde s1 y s2 son los puntos de interseccio´n de la elipse con la l´ınea de
proyeccio´n t. Tomando las parametrizaciones de la recta
x = t cos θ − s sin θ y = s cos θ + t sin θ
y sustituyendo en la elipse se obtiene la siguiente expresio´n
s2
(
A2 cos2 θ +B2 sin2 θ
)− (2B2t cos θ sin θ − 2A2t cos θ sin θ) s
+
(
A2t2 sin2 θ +B2t2 cos2 θ − A2B2) = 0
resolviendo la ecuacio´n anterior para s y calculando s1 − s2 se obtiene
s1 − s2 = 2AB
A2 cos2 θ +B2 sin2 θ
√
A2 cos2 θ +B2 sin2 θ − t2
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Figura 2.5: Transformada de Radon de una constante en una elipse
por lo tanto la proyeccio´n de la funcio´n f (x, y) es
Rf (t, θ) =
∫ s2
s1
λds = λ (s2 − s1)
= λ
[
2AB
A2 cos2 θ +B2 sin2 θ
√
A2 cos2 θ +B2 sin2 θ − t2
]
.
Sea a2 (θ) = A2 cos2 θ+B2 sin2 θ entonces P eθ (t) =
2AB
a2(θ)
√
a2 (θ)− t2. De esta
manera, una proyeccio´n sobre una elipse se puede calcular exactamente para
cualquier a´ngulo θ.
Rotamos la elipse alrededor del origen un a´ngulo α con respecto a su eje
mayor y posteriormente se realiza una traslacio´n del centro de la elipse a un
punto (x1, y1) en el plano xy. Una proyeccio´n de esa elipse esta´ dada por
Rf (t, θ − α) = 2ABλ
a2 (θ − α)
√
a2 (θ − α)− (t− d)2,
donde d = x1 cos θ + y1 sin θ.
Las proyecciones de la elipse se presentan como una serie de l´ıneas
que toman valores desde t = −1 a t = 1. Cada una de las proyecciones
corresponde a un a´ngulo de proyeccio´n particular. El a´ngulo var´ıa desde
θ = 0◦ hasta θ = 180◦.
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2.5. Sinograma
En el contexto de las tomograf´ıas la transformada de Radon se suele
llamar sinograma [31, 56], que es la representacio´n gra´fica de una matriz en
la que el ı´ndice de las filas depende del a´ngulo que forma la l´ınea de medida
con el eje x y el ı´ndice de las columnas depende de la distancia t de la l´ınea
de medida al centro de coordenadas del sistema de deteccio´n.
Ejemplo 2.5.1. Graficar el sinograma de la funcio´n
f(x, y) =
{
λ, x
2
A2
+ y
2
B2
≤ 1,
0, x
2
A2
+ y
2
B2
> 1,
donde
λ = 1,
A = 0,69,
B = 0,92
Centro = (0, 0)
el a´ngulo θ var´ıa entre 1 y 181 grados, mientras que t varia de -0.92 a 0.92
con incrementos de 0.01.
Solucio´n La siguiente matriz de 181x201 corresponde a los valores de las
proyecciones donde las filas indican los grados y las columnas los valores de
t, ver Figura 2.6. 
1,9936 1,9884 1,9832 · · · 0
1,9938 1,9886 1,9834 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
1,9936 1,9884 1,9832 · · · 0

2.6. Transformada wavelet
2.6.1. Funcio´n Ψa,b (t)
Sea Ψ ∈ L2 (R) , la funcio´n dilatada y trasladada se define por
Ψa,b (t) :=
1√|a|Ψ
(
t− b
a
)
, a, b ∈ R, a 6= 0.
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Figura 2.6: Sinograma
Esta funcio´n se obtiene a partir de Ψ, primero por dilatacio´n en el factor a
y, luego por traslacio´n en b. Es claro que ‖Ψ‖2 = ‖Ψa,b‖2 . Ψ se llama la
wavelet madre.
2.6.2. Transformada wavelet continua
Cualquier funcio´n f ∈ L2 (R) se puede escribir como
f(t) =
∫
R2
1√|a|Ψ
(t− b
a
)
WΨf(a, b)dadb
en donde WΨf es una transformada de f definida adecuadamente. Tambie´n
se tiene de modo alterno un desarrollo en serie
f(t) =
∑
j,k
cj,k2
j/2Ψ(2jt− k)
en donde se suma sobre las dilataciones en progresio´n geome´trica. Para
conservar la norma en L2(R) de la wavelet madre Ψ, se insertan los factores
1√
|a| y 2
j/2, respectivamente.
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2.6.3. Transformada Wavelet Discreta
La transformada wavelet continua introduce cierta redundancia, pues la
sen˜al original se puede reconstru´ır completamente calculando WΨf(a, ·) para
una cantidad numerable de escalas, por ejemplo, potencias enteras de 2. Esto
es, si se elige la escala a = 2−j para cada j ∈ Z, y tambie´n se discretiza en
el dominio del tiempo en los puntos b = 2−jk, k ∈ Z, la familia wavelets
sera´ dada ahora por
Ψ2−j ,2−jk (t) =
1√
2−j
Ψ
(
t− 2−jk
2−j
)
= 2
j
2Ψ
(
2jt− k) ,∀j,k ∈ Z.
Se utilizara´ la notacio´n Ψj,k para denotar la wavelet Ψ comprimida 2
j y
trasladada el entero k, es decir,
Ψjk (t) = 2
j
2Ψ
(
2jt− k) .
Con la eleccio´n de a = 2−j y b = 2−jk, se observa que el muestreo en el
tiempo se ajusta proporcionalmente a la escala, es decir, a mayor escala se
toma puntos ma´s distantes, ya que se busca informacio´n global, mientras que
a menor escala se buscan detalles de la sen˜al, por tal motivo se muestrea
en puntos menos distantes entre s´ı. Para otras elecciones de a y b se puede
consultar [14].
Definicio´n 2.6.1. Una funcio´n Ψ ∈ L2 (R) es una wavelet si la familia de
funciones Ψjk definidas por
Ψjk (t) = 2
j
2Ψ
(
2jt− k) ,∀j,k ∈ Z
es una base ortonormal en el espacio L2 (R) .
Una condicio´n suficiente para la reconstruccio´n de una sen˜al f es que
la familia de dilatadas y trasladadas Ψjk forme una base ortonormal en el
espacio L2 (R) , ver [10, 16] para ma´s detalles. Esto si se tiene, cualquier
funcio´n f ∈ L2 (R) se puede escribir como
f (t) =
∑
j,k
dj,kΨj,k (t)
o´
f (t) =
∑
j,k
dj,k2
j
2Ψ(2jt− k),
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donde dj,k = 〈f,Ψ2−j ,2−jk 〉 = WΨf (2−j, 2−jk) .
Definicio´n 2.6.2. Para cada f ∈ L2 (R) el conjunto bidimensional de
coeficientes
dj,k = 〈f,Ψj,k〉 =
∫
R
2
j
2 f(t)Ψ(2jt− k)dt
se llama la transformada wavelet discreta de f .
En consecuencia la expresio´n
f(t) =
∑
j,k
dj,kΨjk (t)
puede escribirse en forma alterna como
f(t) =
∑
j,k
〈f (t) ,Ψjk (t)〉Ψjk (t) ,
esta serie es la representacio´n wavelet de f.
Ejemplo 2.6.1. El ejemplo cla´sico es la wavelet de Haar, la cual es dada
por
Ψ (t) = χ
[0, 12 ]
− χ
[ 12 ,1)
Solucio´n
Ψ(t) =
{
1, 0 ≤ t < 1
2
,
−1, 1
2
≤ t < 1.
Figura 2.7: Wavelet de Haar
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Observacio´nes:
1.Ψjk (t) es ma´s apropiada para representar detalles finos de la sen˜al
como oscilaciones ra´pidas. Los coeficientes wavelet dj,k miden la cantidad
de fluctuacio´n sobre el punto t = 2
1
2 con una frecuencia determinada por el
ı´ndice de dilatacio´n d.
2. Las wavelets gozan de la propiedad zoom, esto hace que las bases
wavelets sean excelentes detectores de singularidades, en otras palabras, las
singularidades producen coeficientes wavelets grandes.
3. La propiedad zoom es comu´n en todos los sistemas wavelet,
constituye la mayor diferencia con los sistemas Fourier para la deteccio´n de
singularidades. En problemas de teor´ıa de sen˜ales, las singularidades llevan
informacio´n esencial como la presencia de esquinas en las ima´genes. Esto
hace de las bases wavelets una herramienta muy u´til para el procesamiento
de ima´genes.
4. Es interesante notar que dj,k = WΨf (2
−j, 2−jk) es la transformada
wavelet de f en el punto (2−j, 2−jk) . Estos coeficientes analizan la sen˜al
mediante la wavelet madre Ψ.
2.6.4. Ana´lisis Multirresolucio´n
En este trabajo pretendemos constru´ır wavelets que tengan propiedades
de aproximacio´n y de localizacio´n. Una forma de hacerlo es a trave´s del
ana´lisis multirresolucio´n (AMR) [10, 16, 52, 54, 76].
Sea ϕ ∈ L2 (R), la familia de trasladadas de ϕ,
{ϕok, k ∈ Z} = {ϕok (· − k) , k ∈ Z}
es un sistema ortonormal (con el producto interno de L2 (R)) . En lo que
sigue
ϕjk (t) = 2
j
2ϕ
(
2jt− k)
= D2jTkϕ (t) , j ∈ Z, k ∈ Z,
donde Daf (t) = a
1
2f (at) y Taf (t) = f (t− a) son los operadores de
dilatacio´n y traslacio´n, respectivamente.
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Se definen los espacios vectoriales
V0 =
{
f(t) =
∑
k
ckϕ(t− k) :
∑
k
|ck|2 <∞
}
,
V1 =
{
h(t) = f(2t) : f ∈ V0
}
,
...
Vj =
{
h(t) = f(2jt) : f ∈ V0
}
, j ∈ Z
= gen{ϕjk(t) = 2j/2ϕ(2jt− k) : k ∈ Z}.
No´tese que ϕ genera la sucesio´n de espacios {Vj, j ∈ Z} . Suponga que
la funcio´n ϕ se escoge de tal forma que los espacios este´n encajados Vj ⊂
Vj+1, j ∈ Z, y
⋃
j≥0 Vj es denso en L2 (R) , estos dos hechos fundamentales
hacen parte del ana´lisis multirresolucio´n.
Definicio´n 2.6.3. Un ana´lisis multirresolucio´n en L2 (R) es una sucesio´n
creciente de subespacios cerrados Vj en L2 (R) , j ∈ Z, . . . ⊂ V−2 ⊂ V−1 ⊂
V0 ⊂ V1 ⊂ V2 ⊂ . . . tales que:
1. ∪j∈ZVj es denso en L2 (R), es decir, ∪j∈ZVj = L2 (R) ,
2. ∩j∈ZVj = {0} ,
3. f(t) ∈ Vj ⇔ f (2t) ∈ Vj+1, j ∈ Z,
4. f(t) ∈ V0 ⇔ f (t− k) ∈ V0, j ∈ Z,
5. Existe una funcio´n ϕ ∈ L2 (R) tal que el conjunto de funciones
{ϕ (t− k)}k∈Z es una base ortogonal(normal) para V0.
La funcio´n ϕ se llama funcio´n de escala. En el espacio Vj+1 las funciones
se describen con ma´s detalles que en el espacio Vj, la resolucio´n es mejor en
el espacio ma´s grande. Esto es, las funciones en Vj+1 que no esta´n en Vj
realzan la resolucio´n. Es usual reunir estos sintonizadores finos en un nuevo
subespacio Wj = Vj+1 \ Vj. Sin embargo, la eleccio´n de estos subespacios no
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es u´nica, pero se puede escoger a Wj como el complemento ortogonal de Vj
en Vj+1. Es decir,
Wj = Vj+1 ∩ V ⊥j , j ∈ Z,
o de manera equivalente
Vj+1 = Vj ⊕Wj, j ∈ Z.
Informalmente, esto quiere decir que si se tiene una funcio´n f a resolucio´n
2j+1 y se proyecta a resolucio´n inferior 2j entonces
f = Pjf +
∑
k∈Z
〈f,Ψjk〉Ψjk,
Pj representa la proyeccio´n ortogonal en el espacio Vj donde se recoge la
versio´n suavisada de f y la diferencia f −Pjf representa el detalle de f , que
esta´ en Wj y se expresa como∑
k∈Z
〈f,Ψjk〉Ψjk.
Recuerde que
Pjf =
∑
k∈Z
〈f,Ψjk〉Ψjk, j ∈ Z.
En otras palabras, Wj contiene los detalles en Vj+1 que no se representan en
Vj, y cada funcio´n (sen˜al) en Wj es ortogonal a toda funcio´n en Vj (ver p.e.,
[4] ).
2.6.5. Base Dual
Por simplicidad se considera un espacio de coordenadas bidimensional
cualquiera de dos vectores (e1, e2) que no son paralelos pueden formar
una base para el espacio. Si el a´ngulo entre los vectores es de 90o, se
tiene una base ortonormal. Cualquier vector
−→
A en este espacio puede
ser escrito u´nicamente como una superposicio´n de dos bases de vectores−→
A = A1e1 + A2e2. Si la base es ortogonal, se tiene que ei · ej = δij
y la componente Ai a lo largo de ei esta´ dada por el producto interno
ei
−→
A = A1ei · e1 + A2ei · e2 = Ai. Sinembargo, si la base no es ortogonal,
el A dado no es ma´s largo que el dado por el producto interno de
−→
A y
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ei. En orden al calcular la componente Ai se introduce otro conjunto de
vectores base (e˜1, e˜2) llamado el dual de (e1, e2) . La base dual satisface que
e˜i · e = δij y el espacio generado por la base dual se llama espacio dual del
espacio original. En te´rminos de la base dual, las componentes de un vector
a lo largo de la base (e1, e2) puede ser calculado como
e˜i · −→A =
∑
j
Aj e˜iej = Ai,
as´ı vemos que la introduccio´n de la base dual y el espacio dual nos habilita
para descomponer un vector como una combinacio´n lineal o superposicio´n
de bases no-ortogonales. Similarmente para una base no ortogonal {φi (t)}
de un espacio de funcio´n, se introduce la base dual{
φ˜i (t)
}
por
〈
φ˜i, φj
〉
=
∫ ∞
−∞
φ˜i (t)φj (t) dt = δij.
Una funcio´n f (t) puede ser descompuesta como una superposicio´n de la base
no ortogonal {φi (t)}
f (t) =
∑
i
fiφi (t) =
∑
j
〈
φ˜if
〉
φi (t) .
Se supone que el espacio de la funcio´n y su dual son el mismo, una condicio´n
satisfactoria por L2; sinembargo, las reglas de la base dual y la base original
puede ser interacambiada y se obtiene
f (t) =
∑
i
〈φi, f〉 φ˜i (t)
cuando {φi (t)} es ortogonal, φ˜ = φ.
2.6.6. Funciones Separables
Una funcio´n escala separable es: φ (x, y) = φ (x)φ (y) donde φ (x) y φ (y)
son funciones de escala unidimensionales.
Como en el caso unidimensional, se generan las wavelets Ψ (x) y Ψ (y) a
partir de φ (x) y φ (y) entonces se definen las tres wavelets bidimensionales
[10, 16, 76] siguientes:
Ψ1 (x, y) = Ψ (x)φ (y) es la direccio´n horizontal (filas),
Ψ2 (x, y) = φ (x) Ψ (y) es la direccio´n vertical (columnas) y
Ψ3 (x, y) = Ψ (x) Ψ (y) es la direccio´n diagonal.
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2.7. Momentos de desvanecimiento
Este concepto es muy importante, ya que relaciona la suavidad de una
wavelet con el nu´mero de momentos de desvanecimiento que tenga [10, 16, 76].
El i-e´simo momento de la wavelet se calcula con la integral∫ ∞
−∞
xiΨ (x) dx = 0.
Por lo anterior, se tiene que una wavelet tiene v momentos de desvanecimiento
si la integral es cero para i = 0, 1, 2, 3, . . . , v−1. El orden de una transformada
wavelet es dado por el nu´mero de momentos de desvanecimiento. Cuando
el valor promedio de una wavelet es cero, se tiene un momento de
desvanecimiento, y los polinomios de grado menor a v sera´n eliminados. Si la
transformada Ψˆ (w) decrece ra´pidamente a cero en torno de w = 0, se verifica
la propiedad de oscilaciones∫ ∞
−∞
tkΨ (t) dt = 0 para k = 0, 1, . . . , k.
2.8. Las wavelets Daubechies
Ingrid Daubechies descubrio´ la jerarqu´ıa de las wavelets que llevan su
nombre. El elemento ma´s simple de la jerarqu´ıa es la wavelet de Haar que es
la u´nica discontinua.
Las otras wavelets en la jerarqu´ıa tienen soporte compacto y son
continuas. A medida que aumentan el grado empiezan a incrementar la
suavidad, esto es, ellas pueden tener un nu´mero prescrito de derivadas
continuas. La suavidad de estas wavelets se puede escoger para satisfacer
condiciones en aplicaciones pertinentes como en nuestro caso de la tomograf´ıa
local.
Caracter´ısticas de las wavelets Daubechies:
Tienen soporte compacto.
Tienen un alto nu´mero de momentos de desvanecimientos.
Manejan ortogonalidad.
Manejan biortogonalidad.
Manejan simetr´ıa.
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Figura 2.8: Funcio´n escalada wavelet Daubechies 4
Figura 2.9: Funcio´n wavelet Daubechies 4
38 Las transformadas de Radon y wavelet
2.8.1. Construccio´n de las wavelets de Daubechies
La funcio´n escalada wavelet Daubechies se puede construir con la fo´rmula
de recursio´n
φn (x) =
∑
k
Pkφn−1 (2x− k) para n ≥ 1,
la funcio´n φ0 (x) es la funcio´n escalada de Haar.
A continuacio´n ilustraremos como se construye la funcio´n escalada
wavelet Daubechies 4, las otras funciones escaladas wavelets Daubechies
siguen un esquema similar
Ejemplo 2.8.1. La funcio´n escalada wavelet Daubechies 4 en el espacio V0
es
φ0(x) =
{
1, si 0 < x < 1,
0, otro caso.
Solucio´n En el espacio V1, la funcio´n escalada wavelet Daubechies 4 es
Figura 2.10: Funcio´n de escala wavelet Daubechies 4 (Iteracio´n 0)
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φ1(x) = P0φ0(2x) + P1φ0(2x− 1) + P2φ0(2x− 2) + P3φ0(2x− 3)
donde
P0 =
1 +
√
3
4
, P1 =
3 +
√
3
4
, P2 =
3−√3
4
, P3 =
1−√3
4
calculando φ1(x) para x = 0,
1
2
, 1, 3
2
, 2, 5
2
se obtiene la siguiente expresio´n
φ1(x) =

0, si x ≤ 0,
P0, si 0 ≤ x < 12 ,
P1, si
1
2
≤ x < 1,
P2, si 1 ≤ x < 32 ,
P3, si
3
2
≤ x < 2,
0, si x ≥ 2.
Figura 2.11: Funcio´n de escala wavelet Daubechies 4 (Iteracio´n 1)
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Para el Espacio V2, la funcio´n de escala wavelet Daubechies 4 es
φ2 (x) = P0φ1(2x) + P1φ1(2x− 1) + P2φ1(2x− 2) + P3φ1(2x− 3)
Al descomponer φ2 (x) hasta el nivel cero se obtiene la expresio´n
φ2(x) =

0, si x < 0,
P 20 , si 0 ≤ x < 14 ,
P0P1, si
1
4
≤ x < 2
4
,
P0P2 + P0P1, si
2
4
≤ x < 3
4
,
P0P3 + P
2
1 , si
3
4
≤ x < 4
4
,
P1P2 + P0P2, si
4
4
≤ x < 5
4
,
P1P3 + P1P2, si
5
4
≤ x < 6
4
,
P 22 + P0P3, si
6
4
≤ x < 7
4
,
P2P3 + P1P3, si
7
4
≤ x < 8
4
,
P2P3, si
8
4
≤ x < 9
4
,
P 23 , si
9
4
≤ x < 10
4
,
0, si x ≥ 10
4
.
Figura 2.12: Funcio´n de escala wavelet Daubechies 4 (Iteracio´n 2)
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Para descomponer la funcio´n de escala wavelet Daubechies 4 en los
espacios V3, V4, V5 y V6 se sigue el mismo procedimiento.
φ3 (x) = P0φ2(2x) + P1φ2(2x− 1) + P2φ2(2x− 2) + P3φ2(2x− 3),
φ4 (x) = P0φ3(2x) + P1φ3(2x− 1) + P2φ3(2x− 2) + P3φ3(2x− 3),
φ5 (x) = P0φ4(2x) + P1φ4(2x− 1) + P2φ4(2x− 2) + P3φ4(2x− 3),
φ6 (x) = P0φ5(2x) + P1φ5(2x− 1) + P2φ5(2x− 2) + P3φ5(2x− 3).
Las gra´ficas de la funcio´n de escala wavelet Daubechies 4 en los espacios
V3, V4, V5 y V6 aparecen a continuacio´n
Figura 2.13: Funcio´n de escala wavelet Daubechies 4 (Iteracio´n 3)
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Figura 2.14: Funcio´n de escala wavelet Daubechies 4 (Iteracio´n 4)
Figura 2.15: Funcio´n de escala wavelet Daubechies 4 (Iteracio´n 5)
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Figura 2.16: Funcio´n de escala wavelet Daubechies 4 (Iteracio´n 6)
La funcio´n de detalles o wavelet Daubechies esta dada por:
ψn (x) =
∑
k=1−N
(−1)k P1−kφn−1 (2x− k) , N = 0, 1, 2, ...
tiene soporte compacto de -1 a 2.
En el caso de la wavelet Daubechies 4, para el espacio V0 se tiene que:
ψ0(x) =

1, si 0 ≤ x < 1
2
,
−1, si 1
2
≤ x < 1,
0, otro lugar.
Para el espacio V1 se tiene:
ψ1 (x) = −P0φ0 (2x− 1) + P1φ0 (2x)− P2φ0 (2x+ 1) + P3φ0 (2x+ 2)
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Figura 2.17: Wavelet de Haar
ψ1(x) =

0, si x < −1,
P3, si −1 ≤ x < −12 ,
−P2, si −12 ≤ x < 0,
P1, si 0 ≤ x < 12 ,
−P0, si 12 ≤ x < 1,
0, si x ≥ 1.
cuya gra´fica es:
Figura 2.18: Funcio´n wavelet Daubechies 4 (Nivel 1)
CAP´ITULO 3
El problema de la tomograf´ıa local
3.1. Introduccio´n
En esta seccio´n veremos como la transformada de Radon esta´ es-
trechamente relacionada con la transformada de Fourier en una y dos dimen-
siones. La transformada de Radon contiene toda la informacio´n necesaria
para la reconstruccio´n de la imagen. La fo´rmula ba´sica de la inversio´n de la
transformada de Radon viene relacionada con el teorema de cortes de Fourier
[19, 34, 53, 57]; los operadores de retroproyeccio´n y de retroproyeccio´n filtra-
da juegan un papel muy importante en el algoritmo disen˜ado en este trabajo
que se completa con las wavelets Daubechies y su correspondiente ana´lisis
multirresolucio´n.
3.2. El teorema de cortes de Fourier en Rn
Dado f (x) ,x ∈ Rn y θ ∈ Sn−1 fijo, R̂θf (γ) = fˆ (γθ) para todo γ ∈ R.
En R2 para la imagen f (x, y), la transformada unidimensional de Fourier
de una proyeccio´n paralela a la misma tomada a un a´ngulo θ nos da un corte
de la transformada bidimensional F (u, v) subtendiendo el mismo a´ngulo θ
con el eje u. Es decir, podemos establecer una relacio´n entre la transformada
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unidimensional de Fourier de una proyeccio´n y la transformada bidimensional
de Fourier del objeto. En la Figura 3.1 se puede apreciar esta relacio´n.
Figura 3.1: Corte o rebanada de Fourier
La proyeccio´n se definio´ como:
Rθf (t) =
∫ ∞
−∞
f (t cos θ − s sin θ, s cos θ + t sin θ) ds.
La transformada unidimensional de Fourier de Rθf (t) es
R̂θf(γ) =
∫ ∞
−∞
Rθf(t)e−2piiγtdt
=
∫ ∞
−∞
∫ ∞
−∞
f (t cos θ − s sin θ, s cos θ + t sin θ) e−2piiγtdsdt.
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Sean x = t cos θ − s sin θ y = s cos θ + t sin θ con jacobiano igual a 1,
es decir, ∂(x,y)
∂(t,s)
= 1 por lo tanto,
R̂θf (γ) =
∫ ∞
−∞
∫ ∞
−∞
f (x, y) e−2piiγt(x cos θ+ys sin θ)dxdy
=
∫ ∞
−∞
∫ ∞
−∞
f (x, y) e−2pii(γθ)dxdy = fˆ (γθ) .
En la Figura 3.2 se observa la representacio´n esquema´tica de las
proyecciones. Los puntos representan el objeto en el dominio de frecuencias
espaciales. Los puntos cercanos al origen, en el plano γ, θ esta´n relativamente
juntos, pero conforme nos alejamos del centro, hacia las altas frecuencias, los
puntos muestreados aparecen muy apartados.
Figura 3.2: Dominio de frecuencias
Ejemplo 3.2.1. Comprobar el teorema de cortes de Fourier R̂θf (w) =
F (u, v) para la funcio´n
f (x, y) = e−x
2−y2 .
Solucio´n Debemos probar que
F (u, v) =
∫ ∞
−∞
∫ ∞
−∞
e−x
2−y2e−2pii(ux+vy)dxdy = pie−pi
2(u2+v2).
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Ahora calculamos R̂θf (w)
R̂θf (w) =
∫ ∞
−∞
Rθf(t)e−2piiwtdt
=
∫ ∞
−∞
√
pie−t
2
e−2piiwtdt
=
√
pi
∫ ∞
−∞
e−t
2−2piiwt−i2pi2w2+i2pi2w2dt
=
√
pi
∫ ∞
−∞
e−(t+ipiw)
2
e−pi
2w2dt
=
√
pie−pi
2w2
∫ ∞
−∞
e−(t+ipiw)
2
dt
= pie−pi
2w2 llamando w =
√
u2 + v2
= pie−pi
2(u2+v2)
= F (u, v) .
3.3. Operador de retroproyeccio´n
Dada una funcio´n h (t, θ) que representa la transformada de Radon de
una funcio´n f , definida sobre el espacio Sn−1 × R, entonces el operador de
retroproyeccio´n denotado por R# [6, 7, 19, 83] esta dado por
R#h (x) =
∫
Sn−1
h (x · θ, θ) dθ.
El par (t, θ) es la parametrizacio´n del hiperplano en Rn {x : x · θ = t} ,
y la funcio´n h esta´ definida sobre (n− 1)- dimensiones en hiperplanos en
Rn. En este caso R#h (x) es la integral de h sobre todos los hiperplanos que
pasan a trave´s de x.
Una proyeccio´n en una direccio´n θ es la suma de las atenuaciones en los
pixeles atravesados por una rayo X, al aplicar el operador de retroproyeccio´n,
la atenuacio´n se distribuye de manera uniforme en cada uno de estos pixeles,
sin tener en cuenta que en la proyeccio´n la atenuacio´n puede ser diferente en
cada uno de ellos, esto hace que la imagen recuperada sea borrosa. Por lo
anterior, el operador de retroproyeccio´n no es exactamente la transformada
inversa de Radon sino una aproximacio´n.
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3.4. Fo´rmula de retroproyeccio´n filtrada
El operador de retroproyeccio´n por si solo permite recuperar una imagen
borrosa de un objeto original, para mejorar la nitidez se aplica un filtro a
la retroproyeccio´n, por lo cual esta te´cnica se conoce como retroproyeccio´n
filtrada [6, 8, 19, 34, 36, 83].
Dada f (x) , x ∈ Rn y g (t, θ) = gθ (t), θ ∈ Sn−1, t ∈ R
f ∗R#gθ (x) = R# (Rθf ∗ gθ) (x)
donde la convolucio´n sobre la izquierda es con respecto a x ∈ Rn y sobre la
derecha es con respecto a t ∈ R [6].
3.5. Fo´rmula de inversio´n de Fourier Rn
La fo´rmula de inversio´n de Fourier en coordenadas polares es
f (x) =
∫
Sn−1
∫ ∞
−∞
R̂θf (γ) e2ipi(x·θ)r |r|n−1 drdθ
donde Sn−1+ denota la esfera superior en Rn [5].
3.6. El Operador potencial de Riesz
Dado α ∈ R, el operador potencial de Riesz Iα [5, 7, 13, 38, 53, 60, 73, 81],
se define en te´rminos de la transformada de Fourier por
Îαf (ξ) = |ξ|−α f̂ (ξ)
si α < n, entonces f = 1
2
I−αR# (Iα+1−nRθf) .
Para el caso n = 2 tenemos que f (x, y) = 1
2
I−αR# (Iα−1Rθf)
en efecto, por definicio´n
Îαf (u, v) =
(√
u2 + v2
)−α
fˆ (u, v)
tomando transformada inversa de Fourier se tiene
Iαf (x, y) =
∫ ∞
−∞
∫ ∞
−∞
e2pii(ux+vy)
(√
u2 + v2
)−α
fˆ (u, v) dudv
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sean u = r cos θ, v = r sin θ con J = ∂(u,v)
∂(r,θ)
= r
Iαf (x, y) =
∫ pi
0
∫ ∞
0
e2piir(x cos θ+y sin θ)r1−αfˆ (r cos θ, r sin θ) drdθ
=
∫ pi
0
∫ ∞
0
e2piir(x cos θ+y sin θ)r1−αR̂θf (r) drdθ
reemplazando θ por −θ y r por −r y usando el hecho que R̂f sobre (0,∞)
es igual a R̂f sobre (−∞, 0) entonces sumando ambas fo´rmulas se obtiene
Iαf (x, y) =
1
2
∫ pi
0
∫ ∞
−∞
r1−αR̂θf (r) e2piir(x cos θ+y sin θ)drdθ
=
1
2
∫ pi
0
Î1−αRθf (r) dθ =
1
2
R#
[
Îα−1Rθf (r)
]
aplicando I−α a ambos lados se tiene f (x, y) = 1
2
I−αR# [Iα−1Rθf ] .
No´tese que I−2 = − (2pi)−2 ∆, donde ∆ es el operador de Laplace, y
∆f = −4pi2I−2f
= −2pi2I−α−2R# (Iα+1−nRθf) .
Ejemplo 3.6.1. Comprobar que I−2f (x, y) = − 1
4pi2
∆f (x, y) para la funcio´n
f (x, y) = e−x
2−y2
Solucio´n Vamos a calcular I−2f (x, y)
I−2f (x, y) = F−1
{(√
u2 + v2
)2
pie−
pi
2 (u2+v2)
}
=
∫ ∞
−∞
∫ ∞
−∞
(
u2 + v2
)
pie−pi(u
2+v2)e2pii(ux+vy)dudv
= pi
∫ ∞
−∞
∫ ∞
−∞
(
u2 + v2
)
e−piu
2+2piiuxe−piv
2+2piivydudv
= pi
∫ ∞
−∞
∫ ∞
−∞
(
u2 + v2
)
e−(pi
2u2−2piiux+i2x2)+i2x2e−(pi
2v2−2piivy+i2y2)+i2y2dudv
= pie−x
2−y2
∫ ∞
−∞
∫ ∞
−∞
(
u2 + v2
)
e−(piu−ix)
2
e−(piv−iy)
2
dudv
=
1
2pi2
(
1− 2x2) e−x2−y2 + 1
2pi2
(
1− 2y2) e−x2−y2 .
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Pero por otro lado
− 1
4pi2
∆f (x, y) = − 1
4pi2
[
∂2f
∂x2
+
∂2f
∂y2
]
= − 1
4pi2
[
−2e−x2−y2 (1− 2x2)− 2e−x2−y2 (1− 2y2)]
=
1
2pi2
(
1− 2x2) e−x2−y2 + 1
2pi2
(
1− 2y2) e−x2−y2 .
3.7. El problema de la tomograf´ıa local
El problema de la tomograf´ıa local [7, 20, 22, 25, 27, 29, 49, 53, 56] en Rn
se puede establecer de la siguiente manera:
La transformada interna de Radon es la restriccio´n de la transformada de
Radon y esta´ dada por
Rθf (t)→ Rθf (t)χ[−α,α] (t) donde |α| < 1.
En lugar de conocer Rθf (t) en [−1, 1] so´lo se conoce Rθf (t) en el
intervalo [−α, α]. En R2 esto se puede interpretar como la restriccio´n de
la transformada de Radon a las l´ıneas que pasan por un c´ırculo de radio α
en torno al origen.
El problema de la tomograf´ıa local es recuperar la funcio´n
f (x)χ {|x| ≤ α} (x)
desde
Rθf (t)χ[−α,α] (t) .
La transformada de Radon presenta el problema de no localizacio´n en
dimensiones pares. A continuacio´n mostramos porque esto no es posible.
Sean las funciones f (x) , x ∈ Rn, y g (θ, t) con θ ∈ Sn−1 y t ∈ R.
Aplicando el operador de retroproyeccio´n filtrada
f ∗R#gθ (x) = R# (Rθf ∗ gθ) (x)
tomando
G (x) = R#gθ (x) (3.7.1)
f ∗G (x) = R# (Rθf ∗ gθ) (x)
52 El problema de la tomograf´ıa local
por el operador potencial de Riesz con α = 0
G (x) = R#
(
1
2
I1−nRθG
)
(x) (3.7.2)
de las ecuaciones (3.7.1) y (3.7.2) se obtiene
gθ(x) =
1
2
I1−nRθG
aplicando la transformada de Fourier
gˆθ (γ) =
1
2
Î1−nRθG (γ)
de la definicio´n del operador potencial de Riesz
gˆθ (γ) =
1
2
|γ|n−1 R̂θG (γ)
y usando el teorema de cortes de Fourier
gˆθ (γ) =
1
2
|γ|n−1 Gˆ (θγ) .
Como el propo´sito es que la transformada de Radon sea invertible
localmente desde medidas locales, sera´ suficiente que ambas funciones gθ
y G tengan soporte compacto.
Si este fuera el caso entonces se podr´ıa escoger α′ > α tal que
Sop(G) ⊆ {x : |x| ≤ α′ − α}
y
Sop(gθ) ⊆ [−α′ + α, α′ − α]
para cada θ ∈ Sn−1.
Esto permite recobrar exactamente f ∗ G (x) , para |x| ≤ α y desde
Rθf (s) con s ∈
[−α′ , α′] . Suponiendo que ∫
R2
G (x) dx = 1 y dilatando
G se puede recuperar a f con la precisio´n deseada en {x : |x| ≤ α}, ahora
definimos
G (x) = 
−nG
(x

)
f ∗G → f,∈→ 0.
Esto tendr´ıa sentido pero ambas funciones gθ yG no pueden ser de soporte
compacto, ya que si se supone que G es de soporte compacto entonces gˆθ y
sus (n − 1) derivadas deben ser suaves en γ = 0. Pero esto no es cierto, ya
que si n es par |γ|n−1 tiene una discontinuidad en las (n− 1) derivadas en
γ = 0. De esta manera gθ no tendr´ıa soporte compacto y la inversio´n local
no es posible.
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3.8. Porque´ usar wavelets
3.8.1. Atacando el problema
La imposicio´n de discontinuidades en el origen en el dominio de la
frecuencia no se producira´ si se cuenta con funciones para las cuales su
transformada de Fourier es cero en el origen y si tienen muchos momentos
de desvanecimiento. De esta manera, si G (x) tiene soporte compacto y si
Gˆ (γθ) tiene m momentos de desvanecimiento en γ = 0, entonces gˆθ (γ)
tendra´ n + m − 1 derivadas continuas en γ = 0 como lo garantiza el lema
3.8.1.
Suponiendo un buen decaimiento sobre Gˆ (γθ) y sus derivadas, nos
gustar´ıa que gθ (t) decayera para t
−n−m+1 en ±∞. Lo anterior nos sugiere
que, si G tiene un gran nu´mero de momentos de desvanecimiento, podemos
recobrar localmente a f ∗G (x) en dimensiones pares.
Lema 3.8.1. Suponga que si n es par, la funcio´n h (t) es de soporte compacto
y
∫∞
−∞ t
jh (t) dt = 0, para j = 0, 1, ...,m para algu´n m ≥ 0. Entonces la
funcio´n |γ|n−1 hˆ (γ) tiene n+m− 1 derivadas continuas sobre R.
Como se analizo´ la transformada de Radon inversa es no localizada en
dimensiones pares porque el operador potencial de Riesz I1−n no preserva el
soporte compacto. Sinembargo, I1−n tiene un decaimiento ra´pido si f tiene
momentos de desvanecimiento [70, 76]. Dado que todas las wavelets tienen por
lo menos un momento de desvanecimiento, esto indica que la transformada
wavelet de f puede ser recobrada localmente desde proyecciones locales.
El grado de localizacio´n depende de la ra´pidez con que decae el operador
potencial de Riesz de la wavelet. En particular el teorema 3.8.1 nos indica el
decaimiento de I1−nΨ para grandes valores de t y muestra que la energ´ıa es
muy pequen˜a desde el origen.
Teorema 3.8.1. Suponga que n es par, y la funcio´n h (t) satisface lo
siguiente
a) h (t) tiene soporte compacto,
b)
∫∞
−∞ t
jh (t) dt = 0, para j = 0, 1, . . . ,m para algu´n m > 0,
54 El problema de la tomograf´ıa local
c)
∫∞
−∞
∣∣∣γjhˆ (k) (γ)∣∣∣ dγ < ∞ para j = 0, 1, 2, . . . ,m y k =
0, 1, . . . , n+m− 1,
d)
∫∞
−∞
∣∣∣γjhˆ(k) (γ)∣∣∣2 dγ <∞ para j = 0, 1, 2, . . . ,m y k = 0, 1, . . . , n+m−
1.
Entonces I1−nh (t) = o
(|t|−n−m+1) , |t| → ∞ y tn+m−1I1−nh (t) ∈
L2 (R) .
Demostracio´n. Por hipo´tesis del teorema en los incisos a) y b) y el lema(3.8.1)
se puede afirmar que (
Î1−nh
)
(γ) = |γ|n−1 ĥ (γ) ,
tiene n+m− 1 derivadas continuas.
Ahora por la hipo´tesis inciso c)
dk
dγk
(
|γ|n−1 ĥ (γ)
)
∈ L1 (R) ,
para k = 0, 1, . . . , n + m− 1, por lo que su transformada inversa de Fourier
(2piit)n+m−1 I1−nh (t) es acotada y continua en R, y se anula en ±∞, por lo
tanto se puede inferir que
I1−nh (t) = o
(|t|−n−m+1) para |t| → ∞.
Por la hipo´tesis inciso d) se tiene que
dk
dγk
(
|γ|n−1 ĥ (γ)
)
∈ L2 (R) ,
para k = 0, 1, . . . , n + m − 1, por lo que su transformada inversa
de Fourier (2piit)n+m−1 I1−nh (t) , esta´ en el espacio L2 (R) por lo tanto
tn+m−1I1−nh (t) ∈ L2 (R) .
3.9. Algoritmo de reconstruccio´n local
Ahora se presentan las bases matema´ticas para implementar un algoritmo
de reconstruccio´n local tomando directamente los valores puntuales de una
funcio´n f y usando los coeficientes wavelet de Rθf para cada a´ngulo θ.
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3.9.1. Fo´rmula de reconstruccio´n
La reconstruccio´n directa de los valores de una funcio´n f es posible a
partir de los coeficientes wavelets de Rθf para cada θ; la reconstruccio´n se
obtiene del siguiente teorema
Teorema 3.9.1. Sea Ψ (t) una wavelet en una dimensio´n tal que
{Ψj,k} =
{
2−
j
2Ψ
(
2−jx− k)}
es una base Riesz o un marco para L2.
Sea ρ (t) una funcio´n definida por ρˆ (t) = 1
2
|γ| Ψˆ (γ) . Suponga que para
cada θ ∈ [0, 2pi)
Rθf (θ, s) =
∑
j,k
cj,k (θ) Ψj,k (s)
para algu´n coeficiente cj,k (θ), entonces ρ (t) es una funcio´n admisible y
f(x) =
∑
j,k
2−j
∫ 2pi
0
cj,k (θ) ρ (x · θ) dθ.
Demostracio´n. Suponga que la funcio´n f (x) es suave y tiene decaimiento,
adema´s la transformada de Radon de f se puede expresar como la
combinacio´n lineal de algunos coeficientes cj,k (θ) con las wavelets Ψj,k (s).
Es decir,
Rθf (θ, s) =
∑
j,k
cj,k (θ) Ψj,k (s) (3.9.1)
ahora bien aplicando la fo´rmula de la transformada inversa de Radon
f (x) =
1
2
I−αR#
(
Iα+1−nRθf
)
(3.9.2)
para n = 2 y α = 0, se obtiene
f (x) =
1
2
∫ 2pi
0
I−1Rθf (x · θ) dθ (3.9.3)
al sustituir (3.9.1) en (3.9.3)
f (x) =
1
2
∫ 2pi
0
I−1
∑
j,k
cj,k (θ) Ψj,k (x · θ) dθ
56 El problema de la tomograf´ıa local
ahora intercambiando la sumatoria y la integral obtenemos
f (x) =
∑
j,k
∫ 2pi
0
cj,k (θ)
1
2
I−1Ψj,k (x · θ) dθ
finalmente note que
1
2
̂(I−1Ψj,k) (γ) =
1
2
|γ| Ψ̂j,k (γ)
=
1
2
|γ| e−2piiγ(2jk)2 j2 Ψ̂ (2jγ)
=
1
2
2−je−2piiγ(2
jk)2
j
2
∣∣2jγ∣∣ Ψ̂ (2jγ)
= 2−je−2piiγ(2
jk)2
j
2 ρ̂
(
2jγ
)
= 2−j ρ̂j,k
(
2jγ
)
.
Aqu´ı para j < 0, y para x y θ fijos, cj,k puede ser calculado con precisio´n
desde Rθf (θ, s) para s en un pequen˜o intervalo alrededor de x · θ, es decir,
desde las proyecciones de f sobre l´ıneas a trave´s de un pequen˜o disco centrado
en x.
Usando
f(x) =
∑
j,k
2−j
∫ 2pi
0
cj,k (θ) ρj,k (x · θ) dθ.
La reconstruccio´n de las caracter´ısticas de escalas finas de f en x
(donde fina escala se refiere a coeficientes con j < 0) , es posible usando
proyecciones locales.
Para reconstru´ır caracter´ısticas en grandes escalas de f cerca a x, en [10],
se observo´ que para j ≥ 0 y todo k, cj,k (θ) es esencialmente de banda
limitada en todo a´ngulo θ, por lo que se puede estimar con precisio´n usando
un conjunto de escasas muestras. De esta manera las caracter´ısticas de f cerca
de x se pueden recuperar desde un conjunto de escasas muestras de medidas
globales y por lo tanto la recuperacio´n local alcanzada tiene una significante
reduccio´n a la exposicio´n. Para ma´s detalles ver [10, 11]. Todo esto indica
porque las wavelets han sido efectivas en los algoritmos de tomograf´ıa local.
Si Ψ es de soporte compacto y tiene suficientes momentos de desvanec-
imiento, entonces ρ tendra´ el mismo soporte que Ψ, esto es, ρ tendra´ un
decaimiento muy ra´pido fuera del soporte de Ψ.
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La invarianza de las traslaciones de las bases wavelets esta´ndar se puede
mejorar teniendo un par de bases wavelets cuya wavelet madre se relaciona a
trave´s de la transformada de Hilbert. Las razones fundamentales por las que
la transformada de Hilbert [19, 53, 56] se puede, sin problema integrar en el
marco multirresolucio´n de wavelets son su escala y las traslaciones invariantes
y la preservacio´n natural de la energ´ıa.
En las Figuras 3.3, 3.4 y 3.5 se ilustran funciones ρ (t) que corresponden
a diferentes Ψ (t) . En ellas se observa que los soportes de las funciones ρ (t)
no son ma´s largos que los soportes de las respectivas Ψ (t) .
Figura 3.3: Wavelet Daubechies 4 y su correspondiente Funcio´n ρ(t)
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Figura 3.4: Wavelet Daubechies 6 y su correspondiente Funcio´n ρ(t)
Figura 3.5: Wavelet Daubechies 10 y su correspondiente Funcio´n ρ(t)
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3.9.2. Bases wavelets separables
Suponga que ϕ, ϕ˜,Ψ y Ψ˜ son las funciones de escala, escala dual,
wavelet y wavelet dual para una base wavelet generadas para un ana´lisis
multirresolucio´n.
La construccio´n esta´ndar para una correspondiente base wavelet separable
[7, 16, 54] en dos dimensiones viene dada por el teorema 3.9.2 y las funciones
duales.
Teorema 3.9.2. Sea ϕ una funcio´n de escala y Ψ la correspondiente wavelet
generada por una base wavelet ortonormal de L2 (R) . Se definen tres
wavelets:
Ψ1 (x) = ϕ (x1) Ψ (x2) ,
Ψ2 (x) = Ψ (x1)ϕ (x2) ,
Ψ3 (x) = Ψ (x1) Ψ (x2) ,
y se denota 1 ≤ m ≤ 3, k = (k1, k2) , x = (x1, x2) y K = (j, k)
ΨmK (x) = Ψ
m
j,k (x) = 2
jΨm
(
2jx1 − k1, 2jx2 − k2
)
.
La familia wavelet {
Ψ1K ,Ψ
2
K ,Ψ
3
K
}
(K∈Z3)
es una base ortonormal de L2 (R2) .
Funciones duales,
Φ˜ (x) = ϕ˜ (x1) ϕ˜ (x2) ,
Ψ˜1 (x) = ϕ˜ (x1) Ψ˜ (x2) ,
Ψ˜2 (x) = Ψ˜ (x1) ϕ˜ (x2) ,
Ψ˜3 (x) = Ψ˜ (x1) Ψ˜ (x2) .
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Figura 3.6: Φ (x) = ϕ (x1)ϕ (x2)
Figura 3.7: Ψ1 (x) = ϕ (x1) Ψ (x2)
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Figura 3.8: Ψ2 (x) = Ψ (x1)ϕ (x2)
Figura 3.9: Ψ3 (x) = Ψ (x1) Ψ (x2)
62 El problema de la tomograf´ıa local
En las Figuras 3.10 al 3.14 se ilustra la descomposicio´n del fantasma de
shepp-Logan modificado desde el nivel 1 hasta el nivel 5 usando una wavelet
Daubechies 4.
Figura 3.10: Descomposicio´n del fantasma de Shepp-Logan nivel 1 usando
una wavelet Daubechies 4
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Figura 3.11: Descomposicio´n del fantasma de Shepp-Logan nivel 2 usando
una wavelet Daubechies 4
Figura 3.12: Descomposicio´n del fantasma de Shepp-Logan nivel 3 usando
una wavelet Daubechies 4
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Figura 3.13: Descomposicio´n del fantasma de Shepp-Logan nivel 4 usando
una wavelet Daubechies 4
Figura 3.14: Descomposicio´n del fantasma de Shepp-Logan nivel 5 usando
una wavelet Daubechies 4
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En las Figuras 3.15 y 3.16 se ilustra la descomposicio´n del fantasma de
Shepp-Logan modificado para nivel 1 usando las wavelets Daubechies 6 y
Daubechies 10 respectivamente.
Figura 3.15: Descomposicio´n del fantasma de Shepp-Logan nivel 1 usando
una wavelet Daubechies 6
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Figura 3.16: Descomposicio´n del fantasma de Shepp-Logan nivel 1 usando
una wavelet Daubechies 10
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3.9.3. Descomposicio´n de ima´genes usando wavelets
Una funcio´n arbitraria f (x) con x ∈ R2 puede ser escrita como
f (x) =
∑
j,k
3∑
i=1
〈
f,Ψij,k
〉
Ψ˜j,k
=
∑
j,k
3∑
i=1
〈
f, Ψ˜ij,k
〉
Ψij,k
o tambie´n
f (x) =
∑
k∈Z2
〈f,Φj,k〉 Φ˜j,k +
J∑
j=−∞
∑
k∈Z2
3∑
i=1
〈
f,Ψi
〉
Ψ˜ij,k
donde
Φj,k (x) = ϕj,k1 (x1)ϕj,k2 (x2) ,
Ψ1j,k (x) = ϕj,k1 (x1) Ψj,k2 (x2) ,
Ψ2j,k (x) = Ψj,k1 (x1)ϕj,k2 (x2) ,
Ψ3j,k (x) = Ψj,k1 (x1) Ψj,k2 (x2) ,
y
Φ˜j,k (x) = ϕ˜j,k1 (x1) ϕ˜j,k2 (x2) ,
Ψ˜1j,k (x) = ϕ˜j,k1 (x1) Ψ˜j,k2 (x2) ,
Ψ˜2j,k (x) = Ψ˜j,k1 (x1) ϕ˜j,k2 (x2) ,
Ψ˜3j,k (x) = Ψ˜j,k1 (x1) Ψ˜j,k2 (x2) .
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3.9.4. Coeficientes wavelet de la transformada de
Radon
El teorema 3.9.3 muestra como los coeficientes wavelets de una funcio´n f
pueden ser recobrados desde retroproyecciones de la transformada de Wavelet
de Rθf para cada a´ngulo θ.
Teorema 3.9.3. Dadas ϕ, ϕ˜,Ψ, Ψ˜ con su ana´lisis multirresolucio´n y con
Φ, Φ˜,Ψi y Ψ˜i, i = 1, 2, 3 definidas para cada a´ngulo θ ∈ [0, 2pi) y las funciones
σθ (t) , y ρ
i
θ (t) , i = 1, 2, 3 por
σ̂θ (t) =
1
2
|γ| ϕ̂ (γ cos θ) ϕ̂ (γ sin θ) ,
ρ̂1θ (γ) =
1
2
|γ| ϕ̂ (γ cos θ) Ψ̂ (γ sin θ) ,
ρ̂2θ (γ) =
1
2
|γ| Ψ̂ (γ cos θ) ϕ̂ (γ sin θ) ,
ρ̂3θ (γ) =
1
2
|γ| Ψ̂ (γ cos θ) Ψ̂ (γ sin θ) ,
y las funciones σ˜θ (t) , y ρ˜
i
θ (t) por̂˜σθ (t) = 1
2
|γ| ̂˜ϕ (γ cos θ) ̂˜ϕ (γ sin θ) ,̂˜
ρ1θ (γ) =
1
2
|γ| ̂˜ϕ (γ cos θ) ̂˜Ψ (γ sin θ) ,̂˜
ρ2θ (γ) =
1
2
|γ| ̂˜Ψ (γ cos θ) ̂˜ϕ (γ sin θ) ,̂˜
ρ3θ (γ) =
1
2
|γ| ̂˜Ψ (γ cos θ) ̂˜Ψ (γ sin θ) .
Entonces, 〈
f,Φj,k
〉
= 2−
j
2
∫ 2pi
0
(wσθRθf)
(
2j, 2j (k · θ)) dθ,〈
f,Ψij,k
〉
= 2−
j
2
∫ 2pi
0
(
wρθiRθf
) (
2j, 2j (k · θ)) dθ,〈
f, Φ˜j,k
〉
= 2−
j
2
∫ 2pi
0
(wσ˜θRθf)
(
2j, 2j (k · θ)) dθ,〈
f, Ψ˜ij,k
〉
= 2−
j
2
∫ 2pi
0
(
wρ˜θiRθf
) (
2j, 2j (k · θ)) dθ,
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para i = 1, 2, 3.
Fo´rmulas similares a estas son usadas en [20] como bases para un
algoritmo de tomograf´ıa local.
La Figura 3.17 ilustra la gra´fica de ρ1θ (t), donde Ψ (t) y ϕ (t) son los
coeficientes de las funciones wavelet y de escala de la wavelet Daubechies 4.
Para θ = 15◦, θ = 30◦, θ = 45◦, θ = 60◦.
Figura 3.17: Funciones ρ1 para las wavelets Daubechies 4 en los a´ngulos
θ = 15◦, θ = 30◦, θ = 45◦ y θ = 60◦
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La Figura 3.18 ilustra la gra´fica de ρ1θ (t), donde Ψ (t) y ϕ (t) son los
coeficientes de las funciones wavelet y de escala de la wavelet Daubechies 6.
Para θ = 15◦, θ = 30◦, θ = 45◦, θ = 60◦.
Figura 3.18: Funciones ρ1 para las wavelets Daubechies 6 en los a´ngulos
θ = 15◦, θ = 30◦, θ = 45◦ y θ = 60◦
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La Figura 3.19 ilustra la gra´fica de ρ1θ (t), donde Ψ (t) y ϕ (t) son los
coeficientes de las funciones wavelet y de escala de la wavelet Daubechies 10.
Para θ = 15◦, θ = 30◦, θ = 45◦, θ = 60◦.
Figura 3.19: Funciones ρ1 para las wavelets Daubechies 10 en los a´ngulos
θ = 15◦, θ = 30◦, θ = 45◦ y θ = 60◦

CAP´ITULO 4
Resultados y Conclusiones
4.1. Introduccio´n
En este cap´ıtulo se muestran las ima´genes obtenidas usando el algoritmo
de tomograf´ıa local propuesto en este trabajo, desarrollado con bases wavelets
Daubechies de soporte compacto y muchos momentos de desvanecimiento.
Estas bases permiten la reconstruccio´n local a partir de un conjunto reducido
de proyecciones para dimensiones pares. El algoritmo fue disen˜ado usando el
programa MATLAB R2009b.
4.2. Figuras de Pruebas
En la Figura 4.1 se ilustra la imagen llamada cabeza fantasma de Shepp-
Logan (Shepp-Logan phantom) que contiene Matlab para la experimentacio´n
nume´rica de algoritmos de reconstruccio´n de ima´genes tomogra´ficas.
En la Figura 4.2 se ilustra la descomposicio´n de la cabeza fantasma de
Shepp-Logan en el primer nivel de resolucio´n usando ana´lisis multirresolucio´n
wavelet. Se aprecian los coeficientes de aproximacio´n, los coeficientes de
detalles horizontales, verticales y diagonales.
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Figura 4.1: Cabeza fantasma de Shepp-Logan
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Figura 4.2: Descomposicio´n de la cabeza fantasma de Shepp-Logan en el
primer nivel de resolucio´n
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En la Figura 4.3 se ilustra una porcio´n o regio´n de 55x72 pixeles del
fantasma de Shepp-Logan.
Figura 4.3: Regio´n de 55x72 pixeles del fantasma de prueba
Figura 4.4: Regio´n reconstruida con un algoritmo de retroproyeccio´n filtrada
que usa FFT
En la Figura 4.4 se ilustra la imagen de una regio´n de 91x91 del fantasma
de prueba reconstruida con todas las proyecciones de la transformada de
Radon usando un algoritmo de retroproyeccio´n filtrada. Este algoritmo
interpola, filtra y aplica la transformada ra´pida de Fourier FFT.
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4.3. Wavelet Daubechies 4
En la Figura 4.5 se ilustran las ima´genes del algoritmo programado con
la wavelet Daubechies 4 y se compara con la imagen reconstruida usando
la FFT. La imagen fue reconstruida usando aproximadamente 46 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen.
Figura 4.5: Imagen reconstruida usando aproximadamente 46 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen
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En la Figura 4.6 se ilustran las ima´genes del algoritmo programado con
la wavelet Daubechies 4 y se compara con la imagen reconstruida usando
la FFT. La imagen fue reconstruida usando aproximadamente 54 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen.
Figura 4.6: Imagen reconstruida usando aproximadamente 54 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen
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En la Figura 4.7 se ilustran las ima´genes del algoritmo programado con
la wavelet Daubechies 4 y se compara con la imagen reconstruida usando
la FFT. La imagen fue reconstruida usando aproximadamente 62 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen.
Figura 4.7: Imagen reconstruida usando aproximadamente 62 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen
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4.4. Wavelet Daubechies 6
En la Figura 4.8 se ilustran las ima´genes del algoritmo programado con
la wavelet Daubechies 6 y se compara con la imagen reconstruida usando
la FFT. La imagen fue reconstruida usando aproximadamente 46 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen.
Figura 4.8: Imagen reconstruida usando aproximadamente 46 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen
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En la Figura 4.9 se ilustran las ima´genes del algoritmo programado con
la wavelet Daubechies 6 y se compara con la imagen reconstruida usando
la FFT. La imagen fue reconstruida usando aproximadamente 54 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen.
Figura 4.9: Imagen reconstruida usando aproximadamente 54 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen
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En la Figura 4.10 se ilustran las ima´genes del algoritmo programado con
la wavelet Daubechies 6 y se compara con la imagen reconstruida usando
la FFT. La imagen fue reconstruida usando aproximadamente 62 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen.
Figura 4.10: Imagen reconstruida usando aproximadamente 62 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen
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4.5. Wavelet Daubehies 10
En la Figura 4.11 se ilustran las ima´genes del algoritmo programado con
la wavelet Daubechies 10 y se compara con la imagen reconstruida usando
la FFT. La imagen fue reconstruida usando aproximadamente 46 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen.
Figura 4.11: Imagen reconstruida usando aproximadamente 46 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen
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En la Figura 4.12 se ilustran las ima´genes del algoritmo programado con
la wavelet Daubechies 10 y se compara con la imagen reconstruida usando
la FFT. La imagen fue reconstruida usando aproximadamente 54 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen.
Figura 4.12: Imagen reconstruida usando aproximadamente 54 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen
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En la Figura 4.13 se ilustran las ima´genes del algoritmo programado con
la wavelet Daubechies 10 y se compara con la imagen reconstruida usando
la FFT. La imagen fue reconstruida usando aproximadamente 62 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen.
Figura 4.13: Imagen reconstruida usando aproximadamente 62 % de las
proyecciones de las l´ıneas que pasan por el centro de la imagen
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4.6. Conclusiones
1. El diagno´stico me´dico continu´a evolucionando con varios retos y
desaf´ıos as´ı como la reconstruccio´n de ima´genes funcionales para visualizar
los o´rganos internos del cuerpo humano de una manera no invasiva,
obteniendo informacio´n estructural y anato´mica; por ejemplo la Tomograf´ıa
Computarizada (TC).
2. El valor de la transformada de Radon en un punto t1 para un
determinado a´ngulo θ, se denomina rayo suma, y el conjunto de todos los
rayos suma para una misma direccio´n θ se denomina proyeccio´n general
Rθf (t), es decir: La transformada de Radon mapea el dominio espacial
(x, y) hasta el dominio (t, θ) .
3. La transformada de Radon esta´ estrechamente relacionada con la
transformada de Fourier, debido a que la inversio´n de la transformada de
Radon se relaciona con el teorema de cortes de Fourier que consiste en que
la transformada unidimensional de Fourier de una proyeccio´n paralela de la
imagen f (x, y) tomada a un a´ngulo θ nos da el corte de la transformada
bidimensional F (u, v) subtendido en un mismo a´ngulo θ con el eje u.
4. El operador de retroproyeccio´n es un paso intermedio para la recon-
struccio´n de la imagen f (x, y) , mientras que el operador de retroproyeccio´n
filtrada reconstruye aproximadamente la imagen.
5. El operador potencial de Riesz Iα, es la generalizacio´n de la
transformada de Fourier de una derivada de una funcio´n o derivadas
fraccionales y nos sirve para el problema de decaimiento. Lo que mide es la
velocidad de convergencia de una funcio´n.
6. El problema de la tomograf´ıa local es debido a que no se quiere exponer
a un paciente a los efectos de los rayos X, esto se logra reconstruyendo la
imagen local de la parte del cuerpo humano que se quiere diagno´sticar.
7. El problema de la no localizacio´n en dimensiones pares es debido
a que el operador potencial de Riesz no preserva soporte compacto para
dimensiones pares, mientras que en dimensiones impares la transformada de
Radon si es inversible localmente.
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8. La transformada de wavelets Ψj,k (t) es apropiada para representar
detalles finos de una sen˜al o imagen, gozan de la propiedad de zoom, es decir
localizan y son buenos detectores de singularidades que llevan informacio´n
esencial como presencia de esquinas en las ima´genes, esto hace que las bases
wavelets sean una herramienta muy u´til para el procesamiento de ima´genes.
9. El grado de localizacio´n depende de que´ tan ra´pido dacae el operador
potencial de Riesz de las wavelets. Dicho de otra manera, los decaimientos del
operador de Riesz dependen tambie´n de los momentos de desvanecimientos
de las wavelets.
10. Las ventajas que tienen las wavelets Daubechies son: tienen
soporte compacto, tienen un alto nu´mero de desvanecimientos, manejan
ortogonalidad, biortoganolidad y simetr´ıa.
11. El algoritmo toma directamente los valores puntuales de una funcio´n
f y emplea los coeficientes wavelets de la transformada de Radon para cada
a´ngulo θ, obteniendo una aproximacio´n de la imagen original.
12. En esta tesis se mostro´ un modelo con su respectivo algoritmo que usa
bases wavelets de soporte compacto que permiten invertir la transformada
de Radon. A partir de la transformada de Hilbert se construyeron wavelets
que decaen ra´pidamente manteniendo el mismo soporte de las respectivas
Daubechies 4, 6 y 10; solucionando el problema de analiticidad de la
transformada inversa de Radon, junto con el de la invarianza frente a las
dilataciones y traslaciones. Con las ima´genes obtenidas del algoritmo se
mostro´ que con un gran nu´mero de momentos de desvanecimientos de las
wavelets se pueden reconstruir las ima´genes en dimensiones pares usando
datos locales de la transformada de Radon. Estas caracter´ısticas (soporte
compacto y momentos de desvanecimiento) de las wavelets permiten la
implementacio´n de algoritmos como el de este trabajo optimizando el tiempo
computacional y disminuyendo la exposicio´n de rayos X en los pacientes.
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4.7. Trabajos futuros
Es de vital importancia, la acertada toma de decisiones del cirujano
a la hora de programar una cirug´ıa. Por lo tanto, el especialista se debe
apoyar en la mejor evidencia posible sobre la evolucio´n de la enfermedad
del paciente. Por esta razo´n, es importante que d´ıa a d´ıa se puedan generar
investigaciones en el campo de las ima´genes de tomograf´ıa obtenidas
mediante el procesamiento de datos con algoritmos computacionales. Las
ima´genes obtenidas no pueden ser borrosas y deben estar libres de ruidos,
rayas, distorsiones u otras impurezas que afecten el diagno´stico del paciente.
Por lo anterior, es posible pensar en la localizacio´n de la imagen
de tomograf´ıa como se trabajo en esta tesis, para futuros proyectos de
investigacion enfocados en:
1. Mejorar la resolucio´n de la imagen de tomograf´ıa para identificar
objetos de intere´s.
2. Detectar cambios anormales en las caracter´ısticas de los objetos
comparando ima´genes de diferentes fechas.
3. Disen˜ar filtros para eliminar ruidos y distorsiones en la imagen.
4. La reconstruccio´n local de ima´genes tomogra´ficas a partir de un
conjunto reducido de proyecciones.
5. Restauracio´n de la imagen original a partir de una imagen borrosa.
6. Descomposicio´n de la imagen reconstruida en las diferentes partes que
la constituyen ( los objetos de intere´s y el fondo ).
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