Abstract. We define a family of polynomials of the form f (σ)x 1,σ(1)
Introduction
Since its introduction in [14] , the Kazhdan-Lusztig basis {C w (q) | w ∈ S n } of the Hecke algebra H n (q) has found many applications related to algebraic geometry, combinatorics, and Lie theory. One such application, due to Haiman [12] , clarifies three nonnegativity properties of certain polynomials which arise in the representation theory of H n (q). Years later, two of these nonnegativity properties were observed in a family of polynomials which arise in the study of inequalities satisfied by minors of totally nonnegative matrices [4, 18] . Building upon the arguments of Haiman [12] , we will show that this family posesses the third nonnegativity property as well.
The nonnegativity properties are as follows. Let x = (x ij ) be a generic square matrix. For each pair (I, I ) of subsets of [n] = {1, . . . , n}, define ∆ I,I (x) to be the (I, I ) minor of x, i.e., the determinant of the submatrix of x corresponding to rows I and columns I . A real matrix is called totally nonnegative (TNN) if each of its minors is nonnegative. A polynomial p(x) = p(x 1,1 , . . . , x n,n ) in n 2 variables is called
Date: February 22, 2005. totally nonnegative if for every TNN matrix A, the number p(A) = def p(a 1,1 , . . . , a n,n )
is nonnegative. Much current work in total nonnegativity is motivated by problems in quantum Lie theory. (See e.g. [7, 15, 28] .) The strong connection between total nonnegativity and Jacobi-Trudi matrices leads to more nonnegativity properties.
(See [17, 20] for information on Jacobi-Trudi matrices, and [8] for connections to total nonnegativity.) We will call the polynomial p(x) Schur nonnegative (SNN) if for every n × n Jacobi-Trudi matrix A, the symmetric function p(A) is equal to a nonnegative linear combination of Schur functions. We will also call such a symmetric function Schur nonnegative. Much current work in Schur nonnegativity is motivated by problems concerning the cohomology ring of the Grassmannian variety. (See e.g. [2, 6] .) In analogy to Schur nonnegativity, we will call p(x) monomial nonnegative (MNN) if for every n × n Jacobi-Trudi matrix A, p(A) is equal to a nonnegative linear combination of monomial symmetric functions. We will also call such a symmetric function monomial nonnegative. Since each Schur function is itself monomial nonnegative, any SNN polynomial must also be MNN.
Some nontrivial classes of polynomials possessing the TNN, SNN and MNN properties are contained in the complex span of the monomials {x 1,w(1) · · · x n,w(n) | w ∈ S n }. We will call such polynomials immanants. In particular, for every function f : S n → C we define the f -immanant (as in [21, Sec. 3] ) by
Some familiar immanants are those of the form Imm χ λ (x), where χ λ is an irreducible character of S n . Goulden and Jackson conjectured [10] and Greene proved [11] these immanants to be MNN. Stembridge then conjectured [26] these immanants to be TNN and SNN, and he [23] and Haiman [12] proved these two conjectures. (See [12, 13, 22, 23, 24] for related conjectures and results.) Other immanants of the form
characterize the inequalities satisfied by products of two minors of TNN matrices. (Equivalently, these characterize the inequalities satisfied by products of two entries of the exterior algebra representation of TNN elements of GL n (C).) Fallat, Gekhtman and Johnson characterized [4] the TNN immanants of the form (1.1), in the principal minor case (I = I , etc.) A characterization of the general case followed in [16, 18] , as did a proof that all such TNN immanants are MNN.
In Section 2 we define more immanants in terms of the Kazhdan-Lusztig basis of C[S n ]. We then use the Schur nonnegativity of these Kazhdan-Lusztig immanants in Section 3 to prove the Schur nonnegativity of all TNN immanants of the form 
Kazhdan-Lusztig immanants
Let q be a formal parameter and define the Hecke algebra H n (q) to be the C[q 1/2 , q −1/2 ]-algebra generated by elements T s 1 , . . . , T s n−1 , subject to the relations
For each permutation w we define the Hecke algebra element T w by
where s i 1 · · · s i is any reduced expression for w. Specializing at q = 1 gives the symmetric group algebra C[S n ].
The elements {C v (q) | v ∈ S n } of the Kazhdan-Lusztig basis of H n (q) have the form
where the comparison of permutations is in the Bruhat order, and
are certain polynomials in q, known as the Kazhdan-Lusztig polynomials [14] . Solving the equations (2.1) for T v , we have
where w 0 is the longest permutation in S n .
For each permutation v in S n define the function f v : S n → C by
Extending these functions linearly to C[S n ], we see that they are dual to the KazhdanLusztig basis in the sense that
We will denote the f v -immanant by
and will call these immanants the Kazhdan-Lusztig immanants. In the case that v is the identity permutation, we obtain the determinant.
Results in [12, 23] imply that the Kazhdan-Lusztig immanants are TNN and SNN. To give brief proofs, we shall consider the following elements of H n (q). Given indices 1 ≤ i ≤ j ≤ n, define z [i,j] to be the element of H n (q) which is the sum of elements T w corresponding to permutations w in the subgroup of S n generated by s i , . . . , s j−1 .
Proposition 2.1. Let z be an element of H n (q) of the form
Then we have
where the expressions p z,w (q) are Laurent polynomials in q 1/2 with nonnegative coefficients. In particular, an element of the form (2.2) in C[S n ] is equal to a nonnegative linear combination of the Kazhdan-Lusztig basis elements 
A result of Springer [19] implies that for every pair (u, v) of permutations in S n , we have
where the expressions f Proof. For any complex matrix A and any function f : S n → C we have
where the sum is over elements z of C[S n ] of the form (2.2), and the coefficients c z depend on A. If A is a totally nonnegative matrix, then these coefficients are real and nonnegative. (See, e.g., [16 
The following easy consequence of [12, Thm. 1.5] implies the Schur nonnegativity of the Kazhdan-Lusztig immanants. Following [12] , we define a generalized Jacobi-Trudi matrix to be a finite matrix whose i, j entry is the homogeneous symmetric function h µ i −ν i , where µ = (µ 1 , . . . , µ n ) and ν = (ν 1 , . . . , ν n ) are weakly decreasing nonnegative sequences, and by convention h m = 0 if m is negative. Thus each generalized JacobiTrudi matrix is constructed from an ordinary Jacobi-Trudi matrix by repeating some rows and/or columns. 
Then the polynomial
is totally nonnegative if and only if the sets I, . . . , L, I , . . . , L satisfy
and for each subinterval B of [n + n ] the sets I , . . . , K satisfy
The proof in [18] shows that these polynomials Given a formal parameter ξ, we define the Temperley-Lieb algebra T L n (ξ) to be the C[ξ]-algebra generated by elements t 1 , . . . , t n−1 subject to the relations
The rank of T L n (ξ) as a C[ξ]-module is well-known to be 1 n+1 2n n , and a natural basis is given by the elements of the form t i 1 · · · t i , where i 1 · · · i is a reduced word for a 321-avoiding permutation in S n . We shall call these elements the standard basis elements of T L n (ξ), or simply the basis elements of T L n (ξ).
The Temperley-Lieb algebra may be realized as a quotient of the Hecke algebra by
where the element z [1, 3] of H n (q) is defined as before Proposition 2.1. We will let θ be the homomorphism
(See e.g. [5] [16] were defined in terms of the homomorphism θ, specialized at q = 1. For each basis element τ of T L n (2), let f τ : S n → R be the function defined by Proof. Let v be any permutation in S n . Then we have
, which is the coefficient of τ in (See also [3, Thm. 4] .) We may therefore assume that each permutation u appearing in (3.5) is 321-avoiding, and we may rewrite the sum as
The coefficient of τ = θ(D w (1)) in this expression is (−1) (v)− (w) P w 0 v,w 0 u (1). But this is precisely the coefficient of
Thus the Temperley-Lieb immanants are precisely the Kazhdan-Lusztig immanants corresponding to 321-avoiding permutations. From the Schur nonnegativity of the Kazhdan-Lusztig immanants, it then follows that all TNN polynomials of the form (3.2) are SNN.
, and suppose that these satisfy the conditions of Proposition 3.1. Then the polynomial
is Schur nonnegative.
Proof. Define r = |I|+|K|, and let k 1 ≤ · · · ≤ k r be the nondecreasing rearrangement of the elements of I and K, including repeated elements. Define k 1 , . . . , k r analogously, and let y be the r×r matrix whose i, j entry is the variable x k i ,k j . Thus y is the matrix obtained from x by duplicating rows whose indices belong to I ∩K and columns whose indices belong to I ∩ K .
By Proposition 3.1, the polynomial (3.6) is TNN, and by [16, Prop. 5 
where the sum is over a subset of basis elements of T L r (2). By Proposition 3.2 this is a sum of Kazhdan-Lustig immanants,
for an appropriate set of 321-avoiding permutations w in S r . Now let A be an arbitrary n × n Jacobi-Trudi matrix, and let B be the generalized Jacobi-Trudi matrix whose i, j entry is a k i ,k j . Then the evaluation of the left-hand side of (3.7) at x = A is equal to the evaluation of the right-hand side at y = B.
By Proposition 2.3, the resulting symmetric function on the right-hand side is SNN. to the Jacobi-Trudi matrix indexed by the skew shape 766655/22211, 
Open Questions
The Littlewood-Richardson coefficients, defined by It would be interesting to determine which of the conjectured sufficient conditions can be derived from Theorem 3.3. On the other hand it would be interesting to find symmetric functions of the form (4.1) for which Schur nonnegativity follows from Theorem 3.3, but not from the conjectured sufficient conditions.
The fact that Theorem 3.3 may be applied to generalized Jacobi-Trudi matrices highlights an important difference between the determinant and other KazhdanLusztig immanants. Specifically, Kazhdan-Lusztig immanants do not vanish on a matrix having a pair of equal rows. It was shown in [16, Prop. 3.14] that TemperleyLieb immanants vanish on matrices having three equal rows. This fact generalizes nicely to arbitrary Kazhdan-Lusztig immanants.
Proposition 4.1. Let w be a permutation in S n and suppose that the one-line notation w(1) · · · w(n) contains no decreasing subsequence of length k. Then Imm w (x) vanishes on any n × n matrix having k equal rows or columns.
Proof. Omitted.
It would be interesting to generalize other determinantal formulas and identities to Kazhdan-Lusztig immanants.
Some work on immanants related to representations of S n has led to the study of certain elements of C[S n ] associated to total nonnegativity. Following Stembridge [23] , we define the cone of total nonnegativity to be the smallest cone in C[S n ] containing the set { w a 1,w(1) · · · a n,w(n) w | A TNN }.
We shall denote this cone by C T N N . (We omit the number n from this notation, although the cone obviously depends upon n.) Dual to C T N N is the cone of TNN immanants, which we shall denote byČ T N N ,
No simple description of the extremal rays of these cones is known. However, Stembridge showed [23, Thm. 2.1] that C T N N is contained in the cone whose extremal rays are elements of C[S n ] of the form (2.2). Furthermore, Stembridge showed that this containment is proper for n ≥ 4. We shall denote this third cone by C IN T .
Define C KL to be the cone whose extremal rays are the Kazhdan-Lusztig basis elements {C w (1) | w ∈ S n }. It is not difficult to show that C IN T is contained in C KL and that this containment is proper for n ≥ 4. Thus we have the proper containment of the dual conesČ KL ⊂Č IN T ⊂Č T N N . For small n, many of the Kazhdan-Lusztig immanants seem to be extremal rays iň C T N N . In the case n = 4 we have the following. Then d w can be negative only for w ∈ {3412, 4231}.
Proof. Omitted. Question 4.2. To restate the previous proposition for arbitrary n, would it suffice to say that d w can be negative only when the Schubert variety Γ w in F n is not smooth? (i.e. when w avoids the patterns 3412, 4231?) 5 . Acknowledgements
