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Abstract 
 
A new approach to the analysis of droplet grouping in an oscillating gas flow is suggested. 
This is based on the investigation of droplet trajectories in the frame of reference moving 
with the phase velocity of the wave. Although the equations involved are relatively simple, 
the analysis shows distinctive characteristics of grouping and non-grouping cases. In the case 
of grouping, droplet trajectories converge to the points for which the ratio of flow velocity in 
this frame of reference and the amplitude of flow oscillations is less than 1, and the cosine of 
this ratio is positive. In the case of non-grouping, droplet trajectories in this frame of 
reference oscillate around the translational velocity close to the velocity of flow in the same 
frame of reference. The effect of the droplet size on the grouping pattern is investigated. It 
has been pointed out that for the smaller droplets much more stable grouping is observed. The 
effect of droplet evaporation is studied in the limiting case when the contribution of the heat-
up period can be ignored. It is shown that evaporation can lead to droplet grouping even in 
the case when the non-evaporating droplets are not grouped. This is related to the reduction in 
droplets diameter during the evaporation process. Coupling between gas and droplets is 
shown to decrease the grouping tendency. A qualitative agreement between predictions of the 
model and in-house experimental observations referring to Diesel engine sprays has been 
demonstrated.   
 
 
Keywords: spray, grouping, trapping, evaporation, coupled solution. 
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1. Introduction 
 
It is well known that the interaction of non-evaporating and evaporating droplets with the 
ambient turbulent gas is a complicated process, accurate numerical modeling of which is a 
challenging task (Gouesbet and Berlemont, 1999; Loth, 2000; Gao and Mashayek, 2004). 
Direct numerical simulation (DNS) and large eddy simulation (LES) are widely used 
(Mashayek and Pandya, 2003). Application of these methods would allow us to predict a 
general picture of droplet and gas dynamics in some relatively simple geometries but the 
underlying physics of many processes would largely remain hidden, due to the complexity of 
these methods. 
 
An alternative approach to investigating this process is based on the application of relatively 
simple models, enabling one to focus on specific aspects of the process, and clarify the 
underlying physics of the phenomenon. For example Katoshevski et al (2005) studied the 
process of grouping of non-evaporating particles in an oscillating gas flow based on a simple 
1D model. The analysis was performed only in a stationary frame of reference, and the 
effects of particles on gas were ignored. The essence of the processes studied is schematically 
illustrated in Fig. 1. Such flow oscillations can form in shear layers (Yang et al., 2000) at the 
edges of spray streams, and in other areas in the flow due to pressure oscillations and induced 
oscillations as a result of flow-wall interaction. Although the assumptions of the model, 
described by Katoshevski et al (2005), might seem to be too simplistic for practical 
engineering applications, they allowed the authors to form a clear picture of the effect of the 
oscillating gas flow on droplet grouping. A more detailed analytical study of the equations 
introduced by Katoshevski et al (2005) was reported in the recent paper by Sazhin et al 
(2007). 
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The physics behind the grouping phenomenon can be understood in terms of  the fact that 
there is a non-zero relaxation time even for small particles (of several micro-meters in 
diameter) which has an important role in an oscillating motion of a group of particles/ 
droplets, or a rapidly changing particle local velocity field. When the flow velocity behaves 
as a propagating wave, droplets may experience acceleration or deceleration depending on 
their relative position in that wave in terms of their velocity.   This brings to the separation 
between two adjacent particles/droplets in one location whereas in another location it brings 
particles/droplets closer together. Eventually, two stable areas in which droplets are being 
accumulated can be formed.  Moreover, there is an interesting parallel between this grouping 
phenomenon (described by Katoshevski et al, 2005) and the phenomenon of trapping charged 
particles in plasma waves (Sazhin, 1993). This trapping phenomenon is expected in the case 
when the kinetic energy of charged particles in the frame of reference moving with the phase 
velocity of the wave is less than the potential energy of the wave in the same frame of 
reference. When trapping happens, the particles effectively start oscillating in the potential 
well of the wave in such a way that the particle average velocity becomes equal to the phase 
velocity of the wave. Note, however, that these oscillations are possible due to the fact that 
the dissipative forces in the case of plasma waves are generally relatively weak if plasma is 
rarefied (e.g. space plasma). In the case of droplet grouping in an oscillating flow, these 
dissipative forces are the dominant. The end result in both cases, however, is the same: 
droplets and particles move with velocities close to the phase velocities of the waves. 
 
In this paper, the model described by Katoshevski et al (2005) is developed further. The 
above mentioned concept of trapping is applied to the analysis of droplet dynamics in an 
oscillating flow. The links between the concepts of grouping and trapping are investigated. 
The dynamics of mono-sized and two-sized droplets are considered, and the effects of 
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evaporation on grouping behavior are studied. A two-way coupling between gas and droplet 
is also considered. The latter analysis is particularly important in dense sprays, where the 
kinetic energy of droplets is not negligible compared with the gas kinetic energy. Finally, a 
qualitative comparison is made between predictions of the model and in-house experimental 
data.   
In the following section, the analysis of the equation of motion of droplets in an oscillating 
flow is presented. The analysis of this equation in the stationary frame of reference is 
supplemented by its analysis in the frame of reference moving with the wave phase velocity. 
A simplified analysis of droplet dynamics shows that they can be grouped in the vicinity of 
just one point per wavelength in this frame of reference. This is confirmed by the results of 
numerical analysis. The dynamics of the droplets' grouping coupled with evaporation is 
discussed in Section 3. In Section 4, a coupled solution for droplet and gas dynamics is 
presented to show the effect of droplets on the gas oscillatory motion and on grouping. In 
Section 5, the experimental set-up is described, and some predictions of the model are 
qualitatively compared with experimental data. The main results of the paper are summarised 
in Section 6.  
   
2. Droplet grouping and trapping 
Consider droplet motion in a one-dimensional periodic gas flow, described by the following 
equation (Katoshevski et al., 2005): 
( ) ( )t kxsinVVx,tv bag ω−−= ,        (1) 
where ( )x,tvg  is the dimensional gas flow velocity at a time t at a location x, aV  is the 
dimensional mean flow velocity, bV  is the dimensional amplitude of the velocity oscillation, 
k is the wave number and ω  is the angular velocity. Without loss of generality we assume 
that 0   and   0 >> ba VV . The flow, described by Equation (1) has a period k/L π2=  along 
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the x-axis and a time period ωπ /T 2= . The dimensional phase velocity of the wave is 
kVw /ω= . 
 
Normalising the velocities by wV , the distance by k
-1
 and the time by 1−ω  leads to the 
following equation of droplet motion in the Stokes limit (droplet Reynolds number dRe , 
based on droplet diameter, is less than 2):  
( )dgd uu
Std
du
−=
1
τ
,         (2) 
where 
µ
ωρ 2
18
1 dl DSt =  is the Stokes number, lρ  is the liquid density, dD  is the droplet 
diameter, and µ  is the dynamic viscosity of the host gas; gu  is the dimensionless gas 
velocity, du  is the dimensionless droplet velocity in the stationary frame of reference and τ is 
the dimensionless time. 
 
The same Equation (2) will be used for droplet Reynolds numbers greater than 2 by assuming 
that: ,
||3
4
dggD
dl
vvC
D
St
−
=
ρ
ωρ
where dv  is the dimensional droplet velocity in the stationary 
frame of reference, the drag coefficient DC  is estimated as (Seinfeld and Pandis, 
1997): [ ],Re15.01
Re
24 687.0
d
d
DC +=   when ,500Re2 << d  and 44.0=DC  when 500Re ≥d . 
At 2Re ≤d , the drag coefficient is estimated based on the well known formula ,
Re
24
d
DC =  
which leads to the earlier presented expression for St. 
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If we use the frame of reference moving with the wave phase velocity ( kVw /ω= ) then the 
normalised wave velocity becomes 1, and the non-dimensional droplet location becomes 
t kxX ω−= . Hence Eq. (2) can be rearranged to: 
( )XUUU
Std
dU
bda
d sin1
1
−−−=
τ
 ,                                                                   (3) 
where the dimensionless droplet velocity dU  is taken in the new frame of reference, the 
dimensionless values of aU  and bU  are in the stationary frame of reference. Note that all 
velocities are normalised by wV . 
It is easy to see that Equation (3) describes several types of solutions.  
1) If   bda UUU >−−1    
then the condition 0>
τd
dU d  is always satisfied and the droplet is expected to accelerate for 
all times and locations. 
2)  If   bda UUU −<−−1  
then the condition 0<
τd
dU d  is always satisfied and the droplet is expected to decelerate for 
all times and locations. 
3) If   bda UUU −=−−1  or bda UUU =−−1  
then 0<
τd
dU d  or 0>
τd
dU d  except when X=− π/2+ nπ2  or X= π/2+ nπ2 , n is an integer 
(when 0=
τd
dU d ), and the droplet is expected to decelerate or accelerate for most of the times 
and locations. The underlying physics of the processes in this case is similar to Cases 1 and 2. 
4)  If   bdab UUUU <−−<− 1  
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then 0>
τd
dU d   when XUUUU bdab sin1 >−−>   and 0<τd
dU d   when 
XUUUU bdab sin1 <−−<− . This creates the necessary conditions when the droplets can 
become trapped in the vicinity of the points: 
[ ] nUXUUXX bda πτ 2/)),(1(sin 010 +−−== − .                                             (4)                             
If  dU   in the right hand side of Equation (3) is so small that its contribution can be ignored 
then this equation can be solved analytically with the solution presented in terms of elliptical 
integrals (Abramovitz and Stegun, 1964). In the general case the solution of this equation 
needs to be performed numerically and this will be the subject of most of this paper. 
 
In the limiting case when 0),( 0 =τXU d  Equation (4) is simplified to the following 
condition: 
( )ba UUX /)1(sin 0 −≡= β  .                                                        (5) 
In this case the acceleration of droplets also becomes zero. If Equation (5) has a solution (the 
absolute value of the right hand side is not greater than 1), then we would expect that these 
locations can potentially be reached by a number of droplets with various initial velocities 
and initial locations (in a certain range). This means that the droplets can become grouped. 
Hence, the necessary condition for grouping can be presented as |β|≤1. This condition is 
identical to the one obtained earlier by Katoshevski et al (2005) using a different approach. 
 
Now we consider in some detail how the point 0X  can be reached by moving droplets. This 
can be viewed as a linear stability analysis, for a position close to 0X .  Assuming that X is 
close to 0X  we can present X as: 
   10 XXX += ,                                                                                         
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where [ ] nUUX ba π2/)1(sin 10 +−= − , 11 <<X . In this case, 010 cossinsin XXXX += , 
where 
2
0
1
1cos 




 −
−±=
b
a
U
U
X                                                                       
Hence, Equation (3) can be simplified to: 
0
cos1
1
01
2
1
2
=++ X
St
XU
d
Xd
Std
Xd b
ττ
.                                                         (6) 
In the Stokes limit, St does not depend on droplet velocities. Hence, Equation (6) is a linear 
one, and its solution can be presented as: 
)exp()exp( 22111 τατα aaX += ,                                                                    (7) 
where  
[ ]02,1 cos411
2
1
XStU
St
b−±−=α ,                                                             (8) 
coefficients 1a and 2a are determined from the initial conditions for 1X  and its first 
derivative. 
 
The properties of Solution (7) depend on the values of 0cos4 XStU b . If  1cos40 0 ≤< XStU b  
then for any initial condition, 01 →X  without oscillations when ∞→τ . If  1cos4 0 >XStU b  
then for any non-zero initial condition 01 →X  with oscillations at frequency 
[ ]1cos4
2
1
|| 0 −= XStU
St
bω   when ∞→τ . If  0cos4 0 <XStU b  then the solution predicts 
the possibility that ∞→1X  without oscillations when ∞→τ . This condition is expected 
when 0cos 0 <X , but within the range of validity of our previous assumption of  small X1 . 
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Equation (5) has an infinite number of solutions for 0X  ( 0X +2πn) corresponding to various 
integer values n. For any given n, this equation has two solutions if |β| is less than 1,. One of 
these solutions corresponds to 0cos 0 >X , while the second solution corresponds to 
0cos 0 <X . Based on our previous analysis we can expect that only the first solution always 
describes the actual grouping (attractive trajectories). The second solution can describe the 
repelling trajectories which are not expected to lead to grouping. The attractive and repelling 
solutions of Equation (6) are schematically illustrated in Fig. 2. The existence of attractive 
and repelling particle trajectories was earlier reported by Katoshevski et al (2005) using a 
different approach. 
 
The analysis presented above has obvious limitations, as it is restricted to the parts of droplet 
trajectories in the vicinity of the points 0X . The general analysis needs to be based on the 
numerical solution of Equation (2) in the stationary frame of reference, or Equation (3) in the 
frame of reference moving with the wave phase velocity. Firstly, this analysis was performed 
for n-dodecane ( 600=lρ  kg/m
3 ) droplets with diameters 20=dD  µm injected in gas with 
60=aV  m/s and 20=bV  m/s. The values of air dynamic viscosity and density are taken to 
be equal to 5103.3 −×=µ  Ns/m 2  and  7.15=gρ  kg/m
3  respectively. These parameters are 
taken for gas temperature equal to 667 K and pressure equal to 3 MPa; the estimate of the 
temperature is discussed later in Section 3. These are realistic parameter values for the case of 
Diesel engine sprays (Crua, 2002). At the first stage, the effects of evaporation of these 
droplets are ignored. They will be taken into account later in Section 3. The wave angular 
velocity ω and wave number k are taken to be equal to 510  rad/s and 2000 rad/m 
respectively. This gives a wave phase velocity wV  equal to 50 m/s. 21 droplets were injected 
simultaneously over the range of x from 0 to 31014.3 −×  m (one wavelength) in such a way 
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that the initial distances between them were equal to 1/20 of the wavelength. The droplet 
velocities were taken to be equal to the velocity of gas at t=0. n-dodecane is widely used as a 
reasonable approximation to a realistic Diesel fuel (Sazhina et al, 2000). The Diesel fuel was 
chosen to allow us the qualitative comparison of the predictions of the model with "in-house" 
experimental data. Using these parameters we have β=0.5. Hence, the droplets can be trapped 
in the flow wave, and this can lead potentially to their grouping.  
The plots of x versus t for 6 out of the 21 droplets in the stationary frame of reference are 
shown in Fig. 3. The numerical solution of Equation (2) was performed using the fourth order 
Runge-Kutte method. The time stepping was adaptive, starting with a very small time step 
and advancing to no more that one tenth of the time interval of the integration. The same 
method was used for obtaining the results shown in the following figures until Figure 14. As 
can be seen from Fig. 3, after a relatively short time (about 0.3 ms) all droplets form two 
clear groups separated by the distance equal to the wavelength 31014.3 −×  m. The velocities 
of all droplets become equal to the wave phase velocity (50 m/s). It is easy to show that this 
velocity is equal to the flow velocity at the location of the droplets.  
As mentioned above, the initial droplet velocity is taken equal to the local gas velocity. This 
assumption can be supported by our calculations which show that if the initial droplet 
velocity is only 20% of the gas local velocity this will not have a noticeable effect on the 
curves shown in Fig. 3.   
 
The plots of X versus 
dV , for the same values of parameters as in Fig. 3, but in the frame of 
reference moving with the wave are shown in Fig. 4. 
dV  is the dimensional droplet velocity in 
the moving frame of reference. Droplet locations in this frame of reference, X, are presented 
in a dimensional form. As can be seen from this figure, all droplet trajectories converge on 
just two points, both of which correspond to 0=dV . The values of X for these points are 
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equal to 0.26 mm and 3.40 mm respectively. These points correspond to droplet grouping as 
shown in Fig. 3 for the stationary frame of reference. It can be seen that the general solution 
of Equation (5) for β = 0.5 and  ,0cos 0 >X  gives: nX 28.652.00 += , where ,....2,1,0=n  . 
For n=0 and n=1 this gives the same values of X, which were obtained from the numerical 
analysis. The solution of Equation (5), for which 0cos 0 <X , describes the diverging 
trajectories which do not lead to droplet grouping. 
 
The plots of x versus t in the stationary frame of reference for the same values of parameters 
as in Fig. 3, except for 70=aV  m/s and 15=bV  m/s, are shown in Fig. 5. For these 
parameters we have β=1.33. Hence, the droplets are not expected to be trapped or grouped in 
the flow wave. This is confirmed for the trajectories shown in Fig 5. The droplets remain 
more or less evenly distributed in the space close to the wavelength. In fact this space 
increases slightly with time. 
 
The plots of distance versus 
dV  for the same values of parameters as in Fig. 5, but in the 
frame of reference moving with the wave phase velocity ),( dVX  are shown in Fig. 6. As can 
be seen from this figure, after the initial transient period, the velocities of all droplets begin to 
oscillate around the velocity close to the average flow velocity in the frame of reference of 
the wave (20 m/s). The actual positions of droplets increase, and no grouping takes place. 
This is consistent with the prediction of Fig. 5. 
 
At the next stage the effects of grouping of multi-sized droplets is investigated, based on the 
numerical solution of Equation (2) in the stationary frame of reference. This analysis has 
been performed for droplets with diameters 20=dD  µm and 40=dD  µm injected into gas 
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with 60=aV  m/s and 20=bV  m/s. ω and k are taken to be equal to 
510  rad/s and 2000 
rad/m. This gives a wave phase velocity wV  equal to 50 m/s, as in Fig. 3. Thirty droplets (15 
of each size) have been injected simultaneously over the range of x from 0 to 31014.3 −×  m 
(one wavelength) in such a way that the initial distances between them are equal, and droplet 
sizes alternate. The droplet velocities are taken to be equal to the velocity of gas at t=0. The 
results for 10 trajectories are shown in Fig. 7. As can be seen from this figure, the small 
droplets become grouped after about 0.3 ms. This reproduces the result shown in Fig. 3. At 
the same time, the large droplets are not grouped although the condition 1|| <β  is satisfied for 
both droplet sizes. Hence, the condition 1|| <β  is necessary but not sufficient for grouping. 
This result is consistent with the one reported earlier by Katoshevski et al (2005). Note that 
the interactions between droplets are not taken into account in our analysis..  
 
The trajectories of small droplets, shown in Fig. 7, in the moving frame of reference have 
already been presented in Fig. 4, and the grouping properties of these droplets were 
discussed. Similar trajectories for the larger droplets in the moving frame of reference are 
shown in Fig. 8. As follows from the latter figure, some of the large droplets are grouped 
(their trajectories are similar to those shown in Fig. 4) around X=0.26 mm, while most of 
them are not grouped (their trajectories are similar to those shown in Fig. 6). We cannot 
explain these properties of large droplet grouping based on the simplified analytical approach 
presented earlier. Note that for most of the trajectories of both large and small droplets, the 
values of dRe  are well above 2, and the Stokesian approximation is not valid. For larger 
droplets dRe  reached about 650, while for smaller droplets it reached about 250. The 
Stokesian approximation becomes valid only in the vicinity of the point 
0X  in the moving 
frame of reference.  
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3. Grouping and evaporation 
Effects of droplet clustering on evaporation have been discussed in numerous papers 
including those by Dwyer et al (2000) and Harstad and Bellan (2001), and the results have 
been summarized in several monographs (e.g. Sirignano, 1999). The basic conclusion of all 
these studies is that clustering reduces the evaporation rate. The rate of this reduction, 
however, depends on specific droplet configuration, droplet and gas velocity and 
temperatures, and other factors. It is difficult to take into account all these factors in the 
simple model described in this paper.  
 
In the model used in this paper, it is assumed that the main effect of grouping on evaporation 
comes not from the physical configuration of droplet positions, but from their Reynolds 
numbers. Moreover, the simplest possible version of the evaporation model is used, when the 
effects of heat-up and thermal radiation are ignored. In this case, the change of droplet 
diameter with time can be described by a particularly simple formula (Sirignano, 1999; 
Sazhin, 2006): 
t
L
Tk
DD d
l
g
dd )PrRe3.01(
8
3/12/12
0 +
∆
−=
ρ
   ,                                                 (9) 
where ∆T = Tg − Td,  Tg  is the gas temperature, Td is the droplet temperature (effects of 
temperature gradients inside droplets are ignored), L is the specific heat of evaporation, gk is 
gas thermal conductivity, lρ is the liquid density, 0dD is the droplet initial diameter, Pr is 
the Prandtl number, and the droplet Reynolds number is based of droplet diameter. 
 
The more general model for droplet evaporation taking into account, the heat-up processes, 
effects of thermal radiation and temperature gradient inside droplets, and effects of variable 
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transport coefficients was studied by Bertoli and na Migliaccio (1999), Sazhin et al (2005a,b, 
2006) and Abramzon and Sazhin (2005, 2006). The analysis of these effects is beyond the 
scope of this paper.  
 
As follows from the rigorous analysis of n-dodecane droplet evaporation in a hot gas, in 
conditions close to those in diesel engines ( gT  close to 900 K, pressure equal to 3 MPa), dT  
reaches the saturation level at temperatures close to 550 K (Sazhin et al, 2005b). Hence we 
can assume that ∆T =350 K. In this case the physical properties of the ambient gas can be 
taken at temperature 6673/)2( ≈+= dgav TTT  K. At this temperature the air thermal 
conductivity is taken to be equal to 0.05 W/(mK) and Pr= 0.69 (Incropera and DeWitt, 2002). 
Following Maxwell (1950) we can take L = 2.57 x10
5
 J/kg, lρ  = 600 kg/m. This allows us to 
simplify the formula for dD   to: 
tDD ddd )Re265.01(1091.0
2/162
0 Χ +−=
− .                                                      (10) 
As follows from Equation (10), the rate of evaporation depends on dRe . Since the time 
evolutions of dRe  are expected to be different for droplets injected at different phases of the 
wave, we obtain different time evolutions of dD . Here lies one of the effects of grouping on 
evaporation. The decreasing values of droplet diameters, in their turn, would lead to 
decreasing values of both dRe  and the Stokes number. Here lies an effect of evaporation on 
grouping. These two effects are obviously closely linked. Note that for the numerical analysis 
of Equation (10), the values of dRe  were assumed constant during the time step of 
integration ∆t. They are allowed to change with time beyond this time step  
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In addition to decreasing droplet diameters, the effect of evaporation leads to a reduction in 
the drag coefficient described by the following equation (Abramzon and Sirignano, 1989): 
,
)1(
0
α
M
D
D
B
C
C
+
=                                                                                                      (11) 
where  
=α 1 when 78.0<MB , and  =α 0.75  when 78.0≥MB , MB  is the Spalding mass transfer 
number, 0DC  is the drag coefficient in the absence of evaporation. Equation (11) leads to the 
following modification of the expression for the Stokes number: ,)1(0
α
MBStSt +=  where 
0St is the Stokes number in the absence of evaporation. 
 
The Spalding mass transfer number is defined as (Sirignano, 1999; Sazhin, 2006): 
1−
−
= ∞
sf
fsf
M
Y
YY
B , (12) 
where sfY  and ∞fY  are mass fractions of fuel vapour near the surfaces of the droplets and in 
the ambient gas. We assume that 0=∞fY , and sfY  is estimated based on the following 
equation (Sazhin, 2006): 
1
11
−
















−+=
f
a
fs
sf
M
M
p
p
Y , (13) 
where p is the ambient pressure, fsp  is the fuel vapour partial pressure near the surface of the 
droplet, aM  and fM  are molar masses of air and fuel vapour. For n-dodecane: 170=fM  
kg/kmol. 
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Assuming that n-dodecane vapour partial pressure near the surface of the droplet is equal to 
the saturated pressure, and using data presented by Maxwell (1950), we obtained the 
following relation between fsp  and the droplet surface temperature sT  for 440>sT  K: 







 −
=
s
s
fs
a
TT
pp
pre
ref
ref exp , (14) 
where refp =46204.48 Pa, refT =449.87 K,  sapre =56.97 K. Taking the same droplet 
temperature and ambient pressure as before (550 K and 3 Mpa), and using the above 
relations, we obtain: fsp =0.268 MPa, fsY =0.365, and .575.0=MB  This allows us to write 
Expression (11) in a more specific form: .63.0 0DD CC =  Since the droplet temperature is 
assumed to be fixed for all droplets in the model under consideration, this correction is the 
same for all droplets. 
 
To illustrate the effect of evaporation on grouping, droplets with diameters 60=dD  µm were 
injected into gas with 55=aV  m/s and 20=bV  m/s. The wave angular velocity ω and wave 
number k are taken to be equal to 510  rad/s and 2000 rad/m, as in the previous analysis. This 
gives a wave phase velocity wV  equal to 50 m/s. 21 droplets were injected simultaneously as 
in the cases shown in Figs 3 and 5. The analysis is restricted to the time interval from 0 to 0.7 
ms. During this time, none of the droplets entirely evaporated. 
 
At first the effects of evaporation are ignored. The plots of x versus t for all droplets in the 
stationary frame of reference are shown in Fig. 9. This figure shows that no effects of 
grouping are observable (cf. the case shown in Fig. 5). The same plots as in Fig. 9, but with 
the effects of evaporation taken into account are shown in Fig. 10. As can be seen from this 
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figure, the evaporation leads to droplet grouping, although the pattern of grouping turns out to 
be more complicated than shown in Fig. 3. 
 
The time evolution of the droplet diameter squared for the same droplets as shown in Fig. 10, 
is presented in Fig. 11. As follows from this figure, the dependence of 2dD  versus t deviates 
considerably from the linear one. Moreover, the time evolutions of various droplets vary 
considerably. To understand the underlying physics behind these properties, the plots of 2dD  
versus t for three typical droplets are highlighted in Fig. 11. These are the droplets with 
maximal, minimal and average rates of evaporation, which correspond to the initial locations 
0.6283 mm, 0.157 mm and 1.885 mm respectively. The time evolutions of the Reynolds 
numbers for these three droplets are shown in Fig. 12. As follows from this figure, the values 
of Re for all three droplets are rather complicated functions of time. This is reflected in the 
complicated dependence of 2dD  on t, as shown in Fig. 11. The values of dRe  for the droplet 
with the fastest rate of evaporation are the largest for most of the time, while the values of 
dRe  for the droplet with the slowest rate of evaporation are the smallest. The plots of 
distance versus 
dV  for some of the trajectories presented in Fig. 10, but in the frame of 
reference moving with the wave ),( dVX are shown in Fig. 13. The grouping tendency of some 
trajectories shown in this figure is clearly recognised. For most trajectories, however, there 
seems to be insufficient time for the grouping pattern to develop due to the limited lifetime of 
evaporating droplets. These results seem to be in general agreement with those shown in Fig. 
10: smaller droplets have a higher tendency to group. 
4. Coupled solutions 
In order to study the effect of coupling between the continuous and discrete phases on the 
grouping process, the commercial CFD code FLUENT (Version 6.1) was used. Trajectories 
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of discrete phase particles were calculated by integrating the force acting on these particles, 
in the Lagrangian frame of reference. The trajectories were calculated by stepwise integration 
over discrete time steps, with the integration time step set by FLUENT to obtain a minimum 
error. Coupling took place via the momentum transfer between the continuous and discrete 
phases (droplets). This coupling was described in terms of the momentum sink or source 
terms in the continuous phase momentum equation. A gas velocity profile described by 
Equation (1) was imposed at the inlet.  
 
The computational geometry was taken to be 2D and axis-symmetrical, as shown in Fig. 14. 
We believe that this geometry can approximate reasonably well the 1D processes described 
so far in the paper. We could not use the 1D geometry directly due to software limitations. 
The dimensions of the domain are shown in this figure. 250 quadrilateral cells in the flow 
directions were used. The mesh density has been increased until grid independent solution 
was achieved.  The flow and wave phase velocities are taken as follows: 7.0=aV  m/s, 
5.0=bV  m/s and 62.0=ωV  m/s. This choice of velocities was made for better illustration of 
the phenomenon, and is not directly linked with engine parameters. For these velocities 
β=0.16, and stable grouping is expected. Locations of the injected droplets are also shown in 
the same Fig. 14. The initial location of these droplets was one wave length from the entrance 
(based on numeric considerations), and they were evenly spread over the second wavelength. 
Droplets with Dd =20 µm were injected. 16 droplets were calculated. 
 
Fig 15 shows the trajectories of droplets in the non-coupled case (a) and in the coupled one 
(b). Comparing Figs 15a and 15b, one can see that coupling between two phases tends to 
decrease the grouping. This can be related to the fact that the presence of droplets suppresses 
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the flow oscillations and thus increases the local β  values. This is expected to lead to non-
grouping tendency, which is confirmed by the observation of trajectories shown in Fig. 15b. 
 
 The results of calculations, using the same values of parameters as in Figs. 15ab, but 
obtained using the 1D model are shown in Fig. 15c. The comparison between Figs. 15a, 15b 
and 15c show that the processes described by the 1D model are in qualitative agreement with 
those described by FLUENT using the uncoupled 2D solution. 
 
The next section will be focused on the qualitative comparison of the predictions of the 
model with available in-house experimental data referring to observations of sprays in Diesel 
engines.  
5. Experimental results   
The spray rig facility at the University of Brighton was designed specifically to enable the 
gaps in the current literature (spray and combustion analysis of injections into environments 
up to above 6 MPa) to be addressed, in addition to providing a means of testing sprays at 
conditions anticipated for the next generation of Diesel engines. This rapid compression 
machine is based around a single cylinder Ricardo Proteus test engine which was converted 
to two-stroke cycle operation by the addition of inlet and exhaust ports in the cylinder liner. 
The engine had a bore of 135 mm, a stroke of 150 mm, and a displacement of 2.2 litres. The 
compression ratio of the engine was reduced to 9:1 to further increase the volume available 
for the optical chamber. In-cylinder temperatures and pressures representative of a modern 
engine were obtained by increasing the boost pressure and temperature up to 0.8 MPa and 
100°C respectively. An optical chamber 80 mm in length and 50 mm in diameter was fitted 
onto the cylinder head to enable the full length of the developed fuel spray to be viewed. This 
chamber provided a near quiescent high-pressure environment, with realistic in-cylinder 
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conditions being achieved by conditioning of the intake air. The fuel injector used was a 
modern electro-magnetically actuated common rail injector. For all experimental work low-
sulphur Esso AF1313 Diesel reference fuel was used. Optical access into the chamber was 
provided by four removable sapphire windows 25 mm wide and 55 mm high. The digital 
video camera used in this series of experiments was a Phantom V7.1. The best compromise 
between acquisition rate and image resolution was obtained with a frame rate of 34300 fps, 
with a corresponding resolution of 128x320 pixels. The exposure time was independent of the 
frame rate, and set to 2 microseconds. The processing of the videos was performed by 
purpose-developed software that measured the spray penetration length and spray cone angle 
at each video frame after suitable pixel thresholding (Crua, 2002).  
 
A qualitative comparison between the predictions of the model and experimental results 
performed using the above described set-up is presented in Fig. 16. On the right hand side of 
the figure a typical spray image is shown. From this image, a number of recognised groups 
can be clearly observed, the spacing between them being approximately equal to 3 mm. This 
served as an input for the model. The model predictions are shown on the left hand side. The 
average droplet diameter was estimated as 10 µm and the value of  ω  was estimated from the 
distance between groups (3 mm), and their velocity Vw=50 m/s. The latter was estimated from 
the measurements, assuming the phase velocity lags behind the mean flow velocity, found to 
be Va=60 m/s. The angular velocity was determined to be ω = 510 rad/s. There is much 
uncertainty regarding the value of Vb,, which we took to be 6 m/s. In this case, β=1.67. 
Although in this case the model predicts non-grouping behaviour, some traces of weak 
grouping can still be seen. The overall grouping characteristics predicted by the model are 
rather similar to those observed experimentally. For larger Vb,, much more pronounced 
grouping would have been predicted, but this would not be supported by experimental data.  
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Points Frame X(pix) Y(pix) d (pix) d (mm) V (m/s) 
97 74 91       
1 
98 76 109 18.11 2.52 86 
             
97 68 98       
2 
98 68 115 17.00 2.36 81 
             
97 76 116       
3 
98 76 129 13.00 1.81 62 
             
97 61 251       
4 
98 61 261 10.00 1.39 48 
                                                                      
   Table 1. Locations and velocities of the points shown in Fig. 17  
 
The main uncertainty in the interpretation of the results presented in Fig. 16 lies in the fact 
that we cannot determine the dynamics of fine structures of the spray based on a single 
image. To eliminate this uncertainty two consecutive images (frames), separated by 1/34300= 
2.91545x10 5−  seconds in time, were compared. These are shown in Fig. 17 for frames 97 and 
98. Locations of four identifiable structures are marked as points 1, 2 3 and 4. Taking the x-
axis as perpendicular to the axis of the spray and the y-axis as along the axis of the spray, the 
values of x and y for all four points in frame 97 were found. These are shown in Table 1 in 
pixels (1 pixel is approximately equal to 0.139 mm). Then the values of x and y for all four 
points in frame 98 were found and presented in Table 1. The observation of the values of x 
and y for both frames shows that x is practically unchanged from one frame to another, while 
the changes in y are significant. This indicates that the fine structures in the spray propagate 
mainly along the y axis and this is compatible with the main assumption of the 1D model 
developed in this paper. The distance between locations of the points in frames 97 and 98 are 
shown in Table 1 in pixels and mm. Remembering the abovementioned time separation 
between frames, the velocities of points 1-4 were calculated. The results are shown in Table 
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1. It follows from this table that velocity decreases with distance, as expected (Sazhin et al, 
2001, 2003). The velocity values were compared with the velocities of spray tips for other 
frames but for about the same values of y as for points 1- 3 shown in Fig. 17. The difference 
between these velocities and the corresponding velocities calculated from Fig. 17 and shown 
in Table 1 was generally not more than about 10-15%. This is compatible with the parameter 
values taken for calculations, the results of which were presented in the previous sections. 
 
 
 
 
6. Conclusions  
 
A new approach to the analysis of droplet grouping in an oscillating gas flow is suggested. 
This is based on the analysis of droplet trajectories in the frame of reference moving with the 
phase velocity of the wave. In the case of grouping, droplet trajectories in this frame of 
reference converge to the points for which [ ] nUUX ba π2/)1(sin 10 +−= − , provided that 
0cos 0 >X  ( 0X  is the distance in the moving frame of reference, normalised by the wave 
number; aU  and bU  are the flow translational velocity in the stationary frame of reference 
and the amplitude of flow oscillations, normalised by the wave phase velocity, respectively). 
In the case of non-grouping, droplet trajectories in this frame of reference oscillate around the 
translational velocity of the flow in the same frame of reference. In agreement with the 
previously reported results, it is shown that the necessary condition for grouping is 
[ ] 1/|1| <− ba UU . In the case of two size droplets, the grouping pattern of larger droplets can 
become complicated; some are grouped, while others are not, although the condition 
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[ ] 1/|1| <− ba UU  was valid for all droplets. For smaller droplets much more stable grouping 
was observed. The effect of droplet evaporation is studied in the limiting case when the 
contribution of the heat-up period can be ignored. It is shown that evaporation can lead to 
droplet grouping even in the case when the non-evaporating droplets are not grouped. This is 
related to the decrease of droplet diameters during the evaporation process. The predicted 
dependence of droplet diameter squared versus time is shown to deviate considerably from 
the linear function, due to the complicated and not monotonous dependence of droplet 
Reynolds number on time. The effect of the oscillating flow is shown to lead to noticeably 
different time evolutions of droplet diameter for different droplets although the initial droplet 
diameters were the same. Coupling between the momentum equations of the two phases 
shows that the presence of the droplets leads to damping of the local host gas velocity 
oscillations, and this in turn decreases grouping tendency.  
 
The predicted grouping patterns of the droplets are shown to be in qualitative agreement with 
available in-house experimental observations of Diesel sprays. Analysis of the motion of the 
recognisable features of these sprays shows that these features move mainly along the spray 
axis. This is compatible with one of the main assumptions of the model, developed in the 
paper, that the directions of the gas and wave phase velocities are the same. 
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Figure captions 
Figure  1. Schematic presentation of grouping of droplets in an oscillating flow field.  The 
values of flow velocity are indicated by the sizes of the arrows. The droplets are introduced 
from the inlet. As they travel downstream grouping and evaporation take place.    
Figure  2. Graphical solutions of Equation (5) for 10 1 <=< ββ  and 01 2 <=<− ββ . 
Filled circles show the stable solutions corresponding to 0cos 0 >X , unfilled circles show the 
unstable solutions corresponding to 0cos 0 <X . 
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Figure  3. The plots of x versus t (dimensional) for 6 droplets in the stationary frame of 
reference. The following parameter values were used: 20=dD  µm,  60=aV  m/s, 20=bV  
m/s, 5103.3 −×=µ  Ns/m 2 , 7.15=gρ  kg/m
3 . Evaporation of droplets is ignored. The wave 
angular velocity ω and wave number k are taken to be equal to 510  rad/s and 2000 rad/m 
respectively. This gives a wave phase velocity wV  equal to 50 m/s. The droplet velocities are 
taken to be equal to the velocity of gas at t=0. Using these parameters we have β=0.5. After a 
relatively short time (about 0.3 ms) all droplets form two clear groups separated by the 
distance equal to the wavelength 31014.3 −×  m. The velocities of all droplets become equal to 
the wave phase velocity. This velocity is equal to the flow velocity at the location of the 
droplets. 
 
Figure  4. The plots of X versus 
dV  (dimensional), for the same parameter values as in Fig. 3, 
but in the frame of reference moving with the wave. All droplet trajectories converge to two 
points, both of which correspond to 0=dV . The values of X for these points are equal to 0.26 
mm and 3.40 mm respectively. These points correspond to the solution of Equation (5) for 
which 0cos 0 >X . The times elapsed after the injection are indicated as symbols on the 
curves. 
 
Figure  5. The plots of x versus t in the stationary frame of reference for the same parameter 
values as in Fig. 3, except for 70=aV  m/s and 15=bV  m/s. For these parameters we have 
β=1.33. The droplets remain more or less evenly distributed in the space close to the 
wavelength. In fact this space increases slightly with time. They are not trapped or grouped in 
agreement with the results of the simplified analysis. 
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Figure  6. The plots of X versus 
dV  for the same parameter values as in Fig. 5, but in the 
frame of reference moving with the wave phase velocity. After the initial transient period, the 
velocities of all droplets begin to oscillate around the average flow velocity in the frame of 
reference of the wave (20 m/s). The actual positions of droplets monotonously increase, and 
no grouping takes place. The times elapsed after the injection are indicated as symbols on the 
curves. 
 
Figure  7. The plots of x versus t in the stationary frame of reference for two groups of 
droplets with diameters 20=dD  µm and 40=dD  µm (solid and dashed respectively) 
injected into gas with 60=aV  m/s and 20=bV  m/s. The wave frequency ω and wave 
number k are taken to be equal to 510  rad/s and 2000 rad/m. This gives a wave phase velocity 
wV  equal to 50 m/s. The droplet velocities are taken to be equal to the velocity of gas at t=0. 
The small droplets become grouped after about 0.3 ms. This reproduces the result shown in 
Fig. 3. The large droplets are not grouped although the condition 1<β  is satisfied for both 
droplet sizes.  
 
Figure  8. The trajectories of the same large droplets as shown in Fig. 7, but in the moving 
frame of reference. Some of these droplets are grouped (their trajectories are similar to those 
shown in Fig. 4), while most of them are not grouped (their trajectories are similar to those 
shown in Fig. 6).  
 
Figure  9. The plots of x versus t for non-evaporating droplets in the stationary frame of 
reference. The following parameter values were used: 60=dD  µm, 55=aV  m/s, 20=bV  
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m/s. The wave angular velocity ω and wave number k are taken to be equal to 510  rad/s and 
2000 rad/m, as in the previous analysis. This gives a wave phase velocity wV  equal to 50 m/s.  
 
Figure  10. The same as Fig. 9, but for evaporating droplets. The results of the analysis are 
presented for the time interval from 0 to 0.6 ms. During this time, none of the droplets is 
entirely evaporated. 
 
Figure  11. Plots of 2dD  versus time t for the same droplets as shown in Fig. 10.  The plots 
for three typical droplets are highlighted. These are the droplets with maximal (short dashes), 
minimal (long dashes) and average (solid) rates of evaporation.  
 
Figure  12. The time evolutions of the Reynolds numbers for three droplets highlighted in 
Fig. 11.  
 
Figure  13. The trajectories of the same evaporating droplets as shown in Fig. 10, but in the 
moving frame of reference. The times elapsed after the injection are indicated as symbols on 
the curves. 
 
Figure  14. The geometry used for the coupled solution. The locations of the points of droplet 
injection are shown by dots on the axis of symmetry. The inlet is at the axis of symmetry. The 
symmetry of the problem allows us to consider only half of the domain.  
 
Figure  15. Comparison between trajectories of non-evaporating droplets obtained from 
FLUENT 2D non-coupled (a) and coupled solutions (b) and the solution obtained using the 
1D model (c). Non-dimensional distances and time are used in this figure (x and τ). The flow 
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and wave phase velocities are taken as follows: 7.0=aV  m/s, 5.0=bV  m/s and 62.0=ωV  
m/s. Droplets with Dd =20 µm were injected.  
 
Figure  16. A qualitative comparison between an experimentally observed diesel spray 
(right) and the predicted droplet trajectories (left).  The spray was recorded 2.0 ms after the 
start of injection. The in-cylinder and injection pressures were 6 and 160 MPa, respectively. 
Air temperature and density were equal to 590 K and  36 kg /m 3 . Grouping of droplets is 
observed at the shear flows at the edges of the spray.  The model shows traces of grouping 
behavior (weak grouping) The horizontal dashed line marks the distance of 2.5 cm. The 
horizontal solid lines indicate the location of the groups. 
 
Figure  17. Images of fuel sprays separated by 1/34300= 2.91545x10 5−  seconds . (frames 97 
and 98). Locations of four identifiable structures are marked as points 1, 2, 3 and 4 on both 
images. x and y coordinates for these points in both frames are shown in Table 1 in pixels (1 
pixel is approximately equal to 0.139 mm).  
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