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ABSTRACT
UNCERTAINTY QUANTIFICATION FOR MAXWELL’S EQUATIONS
by
Zhiwei Fang
Dr. Jichun Li, Examination Committee Chair
Professor of Mathematical Sciences
University of Nevada, Las Vegas
This dissertation study three different approaches for stochastic electromagnetic fields
based on the time domain Maxwell’s equations and Drude’s model: stochastic Galerkin
method, stochastic collocation method, and Monte Carlo class methods. For each method,
we study its regularity, stability, and convergence rates. Numerical experiments have been
presented to verify our theoretical results. For stochastic collocation method, we also simu-
late the backward wave propagation in metamaterial phenomenon.
It turns out that the stochastic Galerkin method admits the best accuracy property but
hugest computational workload as the resultant PDEs system is usually coupled. The Monte
Carlo class methods are easy to implement and do parallel computing but the accuracy is
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In 1873, Maxwell came up with the famous partial differential equations (PDEs) to char-
acterize the dynamics of electromagnetic fields, which brings the science in a new chapter.
Given the material with permittivity ε and permeability µ, the electronic field E, and the







∇ ·D = ρ,
∇ ·B = 0.
supplemented with the following constitutive relations:
B = µH , j = σE, D = εE.
Here H represents the magnetic field intensity, D is the electric flux density, σ is the electric
conductivity, and ρ is the volume charge density. By solving this system of PDEs with initial
and boundary conditions, we may predict how the electromagnetic fields evolve on a domain.
Nevertheless, things are more complicated than our imagination. In practical problems,
especially engineering problems, the material usually contains uncertainty, due to modeling
error, measure error or other factors. These random uncertainties may change the solution
of a physical model drastically. Therefore, many mathematicians have examined uncertainty
quantification (UQ). Uncertainty is ubiquitous in many complex physical systems, such as
electromagnetic and acoustic waves and the diffusion of thermal energy through random
media, and flow and propagation driven by stochastic forces and stochastic initial conditions.
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Stochastic partial differential equations (SPDEs) have played an important role in the study
of uncertainty quantification in many branches of science and engineering. In the solid state
field, fluctuations in the production process (such as during the lithography) of materials
allow us to treat the permittivity and permeability as uncertain parameters (e.g. [1, 2]).
Stochastic Maxwell equations with additive noise were investigated in [3, 4].
Due to the curse of dimensionality [5], it is very challenging to solve SPDEs efficiently.
Many methods have been come up with to conquer the high dimensionality issue in SPDEs.
Three major classes of numerical methods have become very popular in solving stochastic
PDEs. First one is the so-called non-intrusive stochastic collocation method (cf. [6, 7, 8]),
which is simple in implementation and the system of resulting equations is decoupled and
hence is efficient to solve. The stochastic collocation method can achieve fast convergence
when the solutions are sufficiently smooth in the random space. The second one is the intru-
sive stochastic Galerkin method [6, 7, 8], which shows fast convergence rates with increasing
order of expansions, provided that the solution of the underlying differential equation is
sufficiently smooth in the random space. However, the system of equations resulting from
the stochastic Galerkin methods is in general coupled and quite expensive to solve especially
for problems requiring high-dimensional random spaces. The last popular method is Monte
Carlo class methods. The Monte Carlo class methods are easy to implement and friendly to
parallel computing. However, the classic Monte Carlo method only has half order accuracy
[9]. By using a multi-level technique, we may fix this issue [10].
In this dissertation, we will study the theory of these three popular methods for elec-
tromagnetic fields and their applications. In chapter 2, we will investigate the stochastic
Galerkin method and apply it for standard Maxwell’s equations. In chapter 3, we will
consider the Monte Carlo class methods for Maxwell’s equations. In chapter 4, stochas-
tic collocation method has been considered for Maxwell’s equations with Drude’s metama-
terial. Besides the theoretical analysis, we also simulate the backward wave propagation
phenomenon in this chapter. We conclude this dissertation in chapter 5.
Before the next chapter, we will introduce the following notations which will be used for
all chapters throughout this dissertation.
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We introduce the following Hilbert spaces:
H(div; Ω) = {u ∈ (L2(Ω))3 : ∇ · u ∈ (L2(Ω)3},
H(curl; Ω) = {u ∈ (L2(Ω))3 : ∇× u ∈ (L2(Ω))3},
H0(curl; Ω) = {u ∈ H(curl; Ω) : n× u = 0 on ∂Ω},
where Ω is a bounded domain in R3, and n denotes the unit outward normal vector on ∂Ω.
Suppose Ω has been partitioned by a family of regular cubic or tetrahedral mesh T h with
maximum mesh size h, and adopt the r-th (r ≥ 1) order Raviart-Thomas-Nédélec (RTN)
mixed finite element spaces Uh and V h [15, 16]. That is, for any r ≥ 1,
Uh =
{










p ∈ (p̃r)3 : x · p = 0
}
,
or RTN cubic elements:
Uh =
{





vh ∈ H(curl; Ω) : vh|K ∈ Qr−1,r,r ×Qr,r−1,r ×Qr,r,r−1, ∀K ∈ T h
}
.
Here p̃r denotes the space of homogeneous polynomials of degree r, and Qi,j,k denotes the
space of polynomials whose degrees are less than or equal to i, j, k in variables x, y, z,
respectively. To impose the perfect electrical conductor (PEC) boundary condition, we
denote
V 0h = {v ∈ V h : v × n = 0 on ∂Ω} .
This RTN mixed finite element is also called edge element.
In numerical simulation, we also consider the transverse electric (TEz) mode or transverse
magnetic (TMz) mode. In this case, the lowest order (linear) edge element can be constructed
by the following:
3
Uh = {ψh ∈ L2(Ω) : ψh|e is a constant,∀e ∈ Th},
V h = {ϕh ∈ H(curl; Ω) : ϕh|e ∈ span{φi∇φj − φj∇φi}, i, j = 1, 2, 3,∀e ∈ Th},
where φi denotes the barycentric coordinates of a triangular element e. To impose the 2D
perfect conducting boundary condition, we introduce the subspace
V 0h = {ϕh ∈ V h : τ̂ · φh = 0, on ∂Ω},
where τ̂ is the unit tangential vector on ∂Ω.
4
CHAPTER 2
STOCHASTIC GALERKIN METHODS FOR
MAXWELL’S EQUATIONS WITH RANDOM
INPUTS
2.1 Introduction
As mentioned in chapter 1, the system of PDEs arising from the stochastic Galerkin meth-
ods is generally coupled and quite expensive to solve especially the dimension of random
variables (R.V.s) are very high. The stochastic Galerkin method is based on the polynomial
chaos (PC) approximation, originally developed by Ghanem and Spanos [7] using Wiener-
Hermite expansion and finite element discretization for a wide range of problems. It was
later extended by Xiu and Karniadakis [11] to generalized polynomial chaos (gPC) expan-
sion by using general orthogonal polynomials. Based on the gPC expansion and stochastic
Galerkin projection, a given SPDE can be transformed into a system of deterministic PDEs
(the Galerkin system) which can be solved by any existing popular numerical methods.
Compared with many current papers on numerical SPDEs, there are few works for solv-
ing stochastic Maxwell’s equations, especially by gPC methods. In physical and engineering
projects, uncertainties may caused by physical materials, by the source wave, and by the
physical domain, etc. Therefore, the development of an efficient and high accurate algo-
rithm for Maxwell’s equations is meaningful for practical purposes and also interested for
mathematicians.
The rest of this chapter is organized as follows. In section 2.2, we carry out some analysis
of the gPC method for Maxwells equations. In section 2.3, we develop and analyze both the
semi-discrete and fully-discrete finite element schemes for solving the system arising from the
gPC method. Numerical experiments are presented in section 2.4 to support our theoretical
analysis. This chapter is based on my published paper [12].
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2.2 The gPC method for Maxwell’s equations
Consider the following Maxwell’s equation in R3 with random coefficients
ε(x,y)∂tE(t,x,y) = ∇×H(t,x,y), (2.1)
µ(x,y)∂tH(t,x,y) = −∇×E(t,x,y), (2.2)
where x denotes the spatial variable in the domain Ω ⊂ R3, and y = (y1, y2, · · · , yN)> ∈ RN ,
N ≥ 1, is a random vector with independent and identically distributed (i.i.d.) components.
The curl operators are understood to operate on the spatial variables x. What is more, we
assume that the equations (2.1)-(2.2) are subject to the initial conditions
E(0,x,y) = E0(x,y), H(0,x,y) = H0(x,y), (2.3)
and the PEC boundary condition
n×E = 0, on ∂Ω, (2.4)
where n denotes the unit outward normal vector on ∂Ω, and E0 and H0 are given functions.
Following the standard gPC notations [13], we assume that {Φm(y)}Mm=1 be the N -variate





. Every multivariate polyno-
mial Φm(y) ∈ {Φm(y)}Mm=1 is constructed as a product of univariate polynomials in each








where mi is the degree of the univariate polynomial φmi(yi) for 1 ≤ i ≤ N . For the sake
of accuracy and computational cost, we will adopt the weighted orthonormal polynomials.




φj(yi)φk(yi)ρi(yi)dyi = δjk, 1 ≤ i, j, k ≤ N,
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Table 2.1: Commonly used distributions (measures) and corresponding orthogonal polyno-
mials.
Distribution Orthogonal polynomials Support Alias
Gaussian Hermite polynomials R Wiener chaos (Hermite chaos)
Uniform Legendre polynomials [a, b] Legendre chaos
Beta Jacobi polynomials [a, b] Jacobi chaos
Gamma Laguerre polynomials [0,∞) Laguerre chaos
Poisson Charlier polynomial {0, 1, 2, · · · } Charlier chaos
Binomial Krawtchouk polynomial {0, 1, 2, · · · , N} Krawtchouk chaos
where E[·] is the expectation operator, δjk is the Kronecker delta function, ρi(yi) is the density
function for the R.V. yi, and Ξi is the domain of yi. Thus, the choice of φi(yi) depends on
the underlying probability density function ρi(yi). Table 2.1 lists some commonly used
distributions and their orthogonal polynomials [14]. Let ρ(y) =
∏N
i=1 ρi(yi) be the joint
density function, and Ξ =
∏N





Φm(y)Φn(y)ρ(y)dy = δmn, 1 ≤ m,n ≤M (2.5)
With the weighted orthonormal basis {Φm(y)}Mm=1, we may approximate the solution of








Remark 1. In fact, some conditions are needed for the approximation (2.6), and the con-
ditions are varying for different kinds for approximations. For example, the L2 least square
approximation (general Fourier series) requires the solution is bounded in L2 norm, and
Fourier coefficients converge to 0. But the proof of these conditions are not elementary.
We hence simply assume these conditions are satisfied without any proof. The mathematical
proof of those conditions are remained as a future work.
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Substituting (2.6) into (2.1)-(2.2), we get
∞∑
m=1
(ε(x,y)∂tEm(t,x)−∇×Hm(t,x)) Φm(y) = 0 (2.7)
∞∑
m=1
(µ(x,y)∂tHm(t,x) +∇×Em(t,x)) Φm(y) = 0 (2.8)
Multiplying (2.7)-(2.8) by Φk(y)ρ(y) for any k ≥ 1, and then integrating the resultant, we
obtain, by the orthonormality (2.5),
∞∑
m=1
Aεk,m∂tEm(t,x)−∇×Hk(t,x) = 0, (2.9)
∞∑
m=1











If we truncate the approximation to p-th term, that is, consider the p-th order gPC approx-








The coefficients Êm and Ĥm satisfy the following PDEs system
M∑
m=1
Aεk,m∂tÊm(t,x)−∇× Ĥk(t,x) = 0, (2.12)
M∑
m=1
Aµk,m∂tĤm(t,x) +∇× Êk(t,x) = 0, (2.13)
By using the column vector notations Ê = (Ê1, · · · , ÊM)>, Ĥ = (Ĥ1, · · · , ĤM)>, and ma-
trices notations Aε(x) = (Aεk,m)1≤k,m≤M and A
µ = (Aµk,m)1≤k,m≤M , the above PDEs system
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can be written as
Aε(x)∂tÊ(t,x)−∇× Ĥ(t,x) = 0, (2.14)
Aµ(x)∂tĤ(t,x)−∇× Ê(t,x) = 0, (2.15)
which are subject to the PEC boundary condition
n× Ê = 0, on ∂Ω, (2.16)
and the initial conditions
Ê(0,x) = Ê0(x), Ĥ(0,x) = Ĥ0(x), (2.17)
where Ê0(x) and Ĥ0(x) are the gPC expansion coefficient vectors obtained by expressing
the initial condition (2.3) in the form of (2.11).
For the sake of solvability of (2.1)-(2.2) and (2.14)-(2.15), we assume the following uniform
boundness of the permittivity and permeability: there exists constants εmin, εmax, µmin, and
µmax such that
0 < εmin ≤ ε(x,y) ≤ εmax, 0 < µmin ≤ µ(x,y) ≤ µmax, ∀x ∈ Ω, ∀y ∈ RN (2.18)
Then, we have the following theorem about the coefficient matrices Aε(x) and Aµ(x).
Theorem 1. Under the assumption (2.18), the matrices Aε(x) and Aµ(x) are positive def-
inite for any x ∈ Ω, and satisfy the following estimates
0 < εmin‖u‖2L2(Ω) ≤ u>Aε(x)u ≤ εmax‖u‖2L2(Ω), (2.19)
0 < µmin‖u‖2L2(Ω) ≤ u>Aµ(x)u ≤ µmax‖u‖2L2(Ω), (2.20)
for any M dimensional non-zero vector u.

















ε(x,y)u2(y)ρ(y) > 0, (2.21)
which shows the positive definiteness of Aε(x). Then the boundness of (2.19) is given by
(2.21) and (2.18). The conclusion for Aµ(x) follows the same argument. For the PDEs
system (2.14)-(2.15), we have the following energy conservation property.
Theorem 2. The solution (Ê(t,x), Ĥ(t,x)) of (2.14)-(2.15) subject to the PEC boundary

















where (Aε/2)2 = Aε and (Aµ/2)2 = Aµ are the square root of Aε and Aµ, respectively, and
∂tk is the k-th order time derivative operator.
Proof. Multiplying (2.14) and (2.15) by Ê and Ĥ , and integrating over Ω, respectively.
Then, summing up the resultants and using the PEC boundary condition (2.16), we easily
see that (2.22) holds true for k = 0.
For high order time derivatives, we take the k-th time derivative of (2.14)-(2.15), and
follow the same step as for the k = 0 case.
2.3 The finite element time domain schemes
In this section, we solve the PDEs system (2.14)-(2.15) by a finite element method.
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2.3.1 The semi-discrete scheme and its analysis
Let us first consider a semi-discrete scheme for (2.14)-(2.15): find Êh ∈ (V 0h)M , Ĥh ∈ (Uh)M
such that
(Aε∂tÊh, φE,h)Ω − (Ĥh,∇× φE,h)Ω = 0, ∀φE,h ∈ (V 0h)M , (2.23)
(Aµ∂tĤh, φH,h)Ω + (∇× Êh, φH,h)Ω = 0, ∀φH,h ∈ (U 0h)M , (2.24)
subject to the initial conditions
Êh(0,x) = Π
c
hÊ0(x), Ĥh(0,x) = Π
d
hĤ0(x), (2.25)
where we denote Πch the Nédélec interpolation operator and Π
d
h the L
2 projection into the




h satisfy the following error estimates [15, 16]:
‖u− Πchu‖L2(Ω) + ‖∇ × (u− Πchu)‖L2(Ω) ≤ Chr‖u‖Hr(curl;Ω), ∀u ∈ Hr(curl; Ω), (2.26)
‖v − Πdhv‖L2(Ω) ≤ Chr‖v‖Hr(Ω), ∀v ∈ Hr(Ω). (2.27)
Now, we are going to provide the error estimate for the semi-discrete scheme (2.23)-(2.24).
Let E(t,x,y) and H(t,x,y) be the exact solution of (2.1)-(2.2) subject to the initial con-













where Êm,h and Ĥm,h are the m-th component of Êh(t,x) and Ĥh(t,x) of (2.23)-(2.25).
Considering the following errors
E −Eh = (E −EM) + (EM −Eh), H −Hh = (H −HM) + (HM −Hh), (2.29)
where EM and HM are the gPC approximations given by (2.11). In the next theorem, we
will show that the error bound is optimal and the error grows only linearly in time.
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Aµk,m(x)∂tHm(t,x), 1 ≤ k ≤M. (2.30)

































where the constant C > 0 is independent of T and h, and A−ε/2 and A−µ/2 are the inverses
of Aε/2 and Aµ/2, respectively.
Proof. As shown in (2.29), we will split the errors into two parts: the gPC approximation
error and the semi-discretization error. We will then prove them in order. (I) By the
expansion (2.6) and (2.11), and the orthonormality condition of Φn(y), we easily see that































































To investigate the error E −EM and H −HM , let us introduce Ẽ = (E1, · · · ,EM)> and
H̃ = (H1, · · · ,HM)>, where Ei and H i are the coefficients in the expansion (2.6). By
(2.9)-(2.10), we know that Ẽ and H̃ satisfy the following equations
Aε(x)∂tẼ(t,x)−∇× H̃(t,x) = RE (2.32)
Aµ(x)∂tH̃(t,x) +∇× Ẽ(t,x) = RH (2.33)
subject to the PEC boundary condition
n× Ẽ = 0, on ∂Ω, (2.34)
and the initial conditions
Ẽ(0,x) = Ẽ0(x), H̃(0,x) = H̃0(x), (2.35)
where Ẽ0(x) and H̃0(x) are the gPC expansion coefficient vectors obtained by expressing
the initial condition of (2.3) in the form of (2.6). Moreover, the k-th components of RE and
RH are given by (2.30).
By (2.14)-(2.15) and (2.32)-(2.33), we obtain the following error equations in the weak
form:
(Aε∂t(Ẽ − Ê),ϕE)Ω − (H̃ − Ĥ ,∇×ϕE)Ω = (RE,ϕE)Ω,∀ ϕE ∈ (H0(curl; Ω))M ,
(2.36)
(Aµ∂t(H̃ − Ĥ),ϕH)Ω + (∇× (Ẽ − Ê),ϕH)Ω = (RH ,ϕH)Ω,∀ ϕH ∈ (H(div; Ω))M , (2.37)
subject to the PEC boundary condition
n× (Ẽ − Ê) = 0, on ∂Ω, (2.38)
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and the initial conditions
(Ẽ − Ê)(0,x) = (H̃ − Ĥ)(0,x) = 0. (2.39)
Choosing ϕE = 2(Ẽ − Ê)(t,x) and ϕH = 2(H̃ − Ĥ)(t,x) in (2.36) and (2.37), respec-




‖Aε/2(Ẽ − Ê)‖2L2(Ω) + ‖Aµ/2(H̃ − Ĥ)‖2L2(Ω)
)
(2.40)
= 2(RE, Ẽ − Ê)Ω + 2(RH , H̃ − Ĥ)Ω
≤ δ
(









Integrating (2.41) from t = 0 and any t ≤ T in time and taking the maximum of right
hand side with respect to t ∈ [0, T ], we obtain
(
























‖Aε/2(Ẽ − Ê)‖2L2(Ω) + ‖Aµ/2(H̃ − Ĥ)‖2L2(Ω)
)











(‖A−ε/2RE‖2L2(Ω) + ‖A−µ/2RH‖2L2(Ω))1/2. (2.43)
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(II) Multiplying (2.14)-(2.15) by ϕE,h and ϕH,h and integrating over Ω, we obtain
(Aε∂tÊ,ϕE,h)Ω − (Ĥ ,∇×ϕE,h)Ω = 0, ∀ϕE,h ∈ (V 0h)M , (2.44)
(Aµ∂tĤ ,ϕH,h)Ω + (∇× Ê,ϕH,h)Ω = 0, ∀ϕH,h ∈ (Uh)M . (2.45)
Subtracting (2.23)-(2.24) from (2.44)-(2.45), we obtain the error equations:
(Aε∂t(Ê − Êh),ϕE,h)Ω − (Ĥ − Ĥh,∇×ϕE,h)Ω = 0, ∀ϕE,h ∈ (V 0h)M , (2.46)
(Aµ∂t(Ĥ − Ĥh),ϕH,h)Ω + (∇× (Ê − Êh),ϕH,h)Ω = 0, ∀ϕH,h ∈ (Uh)M . (2.47)
Let us introduce the shorthand notations
ÊI := Π
c
hÊ, ĤI := Π
d
hĤ .




‖Aε/2(ÊI − Êh)‖2L2(Ω) + ‖Aµ/2(ĤI − Ĥh)‖2L2(Ω)
)
= 2(Aε∂t(ÊI − Ê), ÊI − Êh)Ω + 2(Ĥ − ĤI ,∇× (ÊI − Êh))Ω
































‖Ê‖2Hr(curl;Ω) + δ‖ĤI − Ĥh‖2L2(Ω), (2.48)
where the fact that ∇× (ÊI − Êh) ∈ Uh, the Cauchy-Schwarz inequality, and the interpo-
lation and projection error estimates (2.26)-(2.27) has been used.
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Integrating (2.48) from t = 0 to any t ≤ T in time, and taking the maximum of the right
hand side with respect to t, we get
(



















‖ÊI − Êh‖2L2(Ω) + ‖ĤI − Ĥh‖2L2(Ω)
)
. (2.49)
Noting that the first term on the right hand side of (2.49) is zero due to (2.25), then












‖∂tÊ‖2Hr(curl;Ω) + ‖∂tĤ‖2Hr(Ω) + ‖Ê‖2Hr(curl;Ω)
)1/2
. (2.50)
Using the interpolation and projection error estimates (2.26)-(2.27) and the triangle in-













By the error definition (2.29) and the obtained error estimates (2.43) and (2.51), we conclude
the proof of (2.31).
Remark 2. For any given small number εM > 0, under the assumption that there exists a
16














≤ εM , (2.52)




‖∂tÊ‖2Hr(curl;Ω) + ‖Ê‖2Hr(curl;Ω) + ‖∂tĤ‖2Hr(Ω) + ‖Ĥ‖2Hr(Ω)
)1/2
≤ C, (2.53)












≤ C(T + 1)εM + CThr. (2.54)
Similar to remark 1, exact conditions for the assumption (2.52) are unclear since they involve
a prior estimate of the solution and the underlying polynomial basis, which are complicate.
Nevertheless, such issues have been explored for the stochastic Helmholtz equation [17] and
the stochastic Darcys equation [18].
2.3.2 The fully-discrete scheme
To construct a fully discrete finite element scheme, we assume that the time interval [0, T ]
is partitioned uniformly into 0 = t0 < t1 < · · · < tNt = T , where ti = iτ, i = 0, · · · , Nt,
and τ = T
Nt
denotes the time step size. Furthermore, we introduce the following backward







n+1 = δτ (δτu
n+1) =




n+1 = δτ (δ
k
τu
n+1), k ≥ 1
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Leap-frog scheme
Now we can construct a leap-frog type scheme for solving (2.14)-(2.15): given proper initial
approximations Ĥ
0
h ∈ Uh and Ê
− 1
2
h ∈ V 0h, for k ≥ 0 find Ê
k+ 1
2
h ∈ V 0h and Ĥ
k+1
h ∈ Uh such































= 0, ∀ϕH,h ∈ Uh. (2.56)




h through (2.55), and then solving Ĥ
k+1
h from (2.56). We like to remark that
the leapfrog scheme does not conserve the energy anymore due to time staggering, but the
scheme is conditionally stable as shown below.
Theorem 4. Let Cinv > 0 be the constant appearing in the standard inverse estimate
‖∇ × uh‖L2(Ω) ≤ Cinvh−1‖uh‖L2(Ω). (2.57)





















































































































































































































The proof is completed by substituting the estimates (2.62) and (2.63) into (2.61), and using
the time step constraint (2.58).
We like to remark that Cv := (εminµmin)
−1/2 denotes the wave propagation speed in a
medium with permittivity εmin and permeability µmin. With this notation, the time con-
straint (2.58) becomes τ ≤ h
CinvCv
, which is similar to the stability constraint obtained for
19
the leap-frog scheme developed for solving the metamaterial Drude model [16].
Modified leap-frog scheme
To further reduce the computational workload, we consider a more efficient scheme than the
leap-frog scheme. Following the same idea in [13], it can be proved that the matrices Aε(x)
and Aµ(x) are strictly diagonal dominant, and we can rewrite them as
Aε(x) = Dε(x) + Sε(x), Aµ(x) = Dµ(x) + Sµ(x), (2.64)
where Dε(x), Dµ(x), and Sε(x), Sµ(x) are the diagonal and off-diagonal parts.




2 − 3uk− 32 + uk− 52
τ
= ∂tu
k +O(τ 2). (2.65)
Using (2.64)-(2.65), we propose the following modified leap-frog type scheme for solving
(2.14)-(2.15): given proper initial approximations Ĥ
0
h ∈ Uh and Ê
− 1
2




h ∈ V 0h and Ĥ
k+1



















































= 0 ∀ϕH,h ∈ Uh.
Though we could not strictly prove the stability of this modified leap-frog scheme at this
moment, it is a high accurate scheme (second order in time) and much more efficient than the




In this section, we will perform some numerical tests to verify our theoretical analysis and
present some applications of random Maxwells equations. All our numerical experiments
are carried out on a 2017 MacBook Pro laptop with processor of 2.8GHz Intel Core i7, and
memory of 16GB 2133MHz LPDDR3.
To implement the leap-frog scheme (2.55)-(2.56) for solving (2.14)-(2.15), we assume some
given proper initial approximations Ĥ
0
h ∈ Uh and Ê
− 1
2
h ∈ V 0h. Then our problem reads: for
k ≥ 0, find Ê
k+ 1
2
h ∈ V 0h and Ĥ
k+1







































, ∀ϕH,h ∈ Uh.
where f and g are artificial terms to test the convergence rate of the numerical scheme.
We partition the physical domain Ω into Ne = N
2
t elements with Nd edges. By applying
















where NE and NH are the number of basis functions of E and H , respectively. We hence












Aµm,n,i,j ⊗Hk+1n,j,h = A
µ







where Aεm,n,i,j and A
µ

























, 1 ≤ n ≤,M 1 ≤ j ≤ NH .
Denote Etn,j,h and H
t
















, 1 ≤ n ≤M, 1 ≤ j ≤ NH .
and ⊗ for a tensor product like operator:




























ϕH,i,h · ∇ ×ϕE,j,h(x)dx
]
NH×NE
, 1 ≤ i ≤ NH , 1 ≤ j ≤ NE.
Therefore, once we have Etn,j,h and H
t
n,j,h, the numerical solutions of Eh and Hh can be
computed by the following quadratic forms:
Eh(t,x,y) = (Φ1(y), · · · ,ΦM(y)) · Etn,j,h · (ϕE,1,h(x), · · · ,ϕE,NE ,h(x))
>, at t = tk+1/2,
Hh(t,x,y) = (Φ1(y), · · · ,ΦM(y)) ·H tn,j,h · (ϕH,1,h(x), · · · ,ϕH,NH ,h(x))
>, at t = tk.
22
for k = 0, 1, · · · , Nt.
2.4.1 Example 1: test of convergence and CPU time
For simplicity, we solve the two-dimensional TEz mode equation:
ε(x,y)∂tEx1(t,x,y) = ∂x2H(t,x,y) + f1(t,x,y),
ε(x,y)∂tEx2(t,x,y) = −∂x1H(t,x,y) + f2(t,x,y),
µ(x,y)∂tH(t,x,y) = −(∂x1Ex2(t,x,y)− ∂x2Ex1(t,x,y)) + g(t,x,y).
subject to the PEC boundary condition (2.4). We solve this system on Ω × Ξ × [0, T ],
where Ξ = Ω = [0, 1]2 and T = 10−5. The domain Ω is partitioned uniformly into Ne = N
2
t
rectangular elements with a total edge number Nd, where Nt is the total time steps. We solve
the problem by using the lowest order edge element on Ω, hence NE = Nd and NH = Ne.
We choose the permittivity and permeability as follows:
ε(x,y) = 1 + 0.1(sin(x1) cos(y1) + cos(x2) sin(y2)),
µ(x,y) = 1 + 0.1(cos(x1) sin(y1) + sin(x2) cos(y2)),
for any x = (x1, x2) ∈ Ω and y = (y1, y2) ∈ Ξ. The following exact solution is used to test
the accuracy of our numerical scheme:
Ex1(t,x,y) = sin(πx2)e
−t(1 + 0.1 sin(πy1) cos(πy2)),
Ex2(t,x,y) = sin(πx1)e
−t(1 + 0.1 cos(πy1) sin(πy2)),
H(t,x,y) = π(cos(πx1)− cos(πx2))e−t(1 + 0.1 sin(πy1) sin(πy2)),
with appropriate source terms f = (f1, f2) and g = g. We use orthogonal polynomials of
degrees up to 5 and assume that y has a 2-dimensional uniform distribution on [0, 1]2. Hence,
ρ(y) = 1 for y ∈ Ξ and we set M = 21. We calculate the errors of E := (Ex, Ey) and H at
23
Table 2.2: Errors of E and H by leap-frog scheme
Mesh ‖E −Eh‖l2(L2) Rate ‖H −Hh‖l2(L2) Rate CPU time (s)
2× 2 8.517593e− 02 − 3.259975e− 01 − 13.243185
4× 4 1.760587e− 02 2.2744 8.343959e− 02 1.9925 104.981369
8× 8 4.620225e− 03 2.1022 2.110498e− 02 2.0072 727.997221
16× 16 1.323839e− 03 1.9953 5.162830e− 03 2.0313 5630.592848








where xi is the middle point of element Ki, |Ki| is the area of element Ki, and u represents
E or H.
The solution errors are presented in Table 2.2, which clearly shows a second order con-
vergence for both E and H. This is consistent with the theoretical result of leap-frog scheme
shown in [16].
To test the convergence of gPC expansion on Ω, we solved the problem by using different
orders of orthogonal polynomials for E and H with a fixed Nt = 20. Observing the error
of H in Figure 2.1, we can find that the error is decreasing when the degree p of the gPC
orthonormal polynomials is increasing. Note that the error stops going down further when
p ≥ 4. This is because the gPC error is so small for p ≥ 4 that the spatial and temporal error
of the scheme will dominate the total error. Therefore, in the above numerical example, we
choose p = 5 so that the gPC error will not affect the total error.
Considering that the standard leap-frog scheme (2.55)-(2.56) involves the full matrices
Aε(x) and Aµ(x), we expect that the modified leap-frog type scheme would be more efficient.
By using this scheme, we just need to handle the diagonal matrices Dε(x) and Dµ(x). The
CPU time and errors calculated by this modified scheme are shown in Table 2.3, which shows
that the new scheme is such a CPU time saver with almost the same accuracy. Note that
this example is not energy conservative, so we did not test how the energy changes with
time.
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Figure 2.1: Error of gPC expansion
Table 2.3: Errors of E and H for modified leap-frog type scheme
Mesh ‖E −Eh‖l2(L2) Rate ‖H −Hh‖l2(L2) Rate CPU time (s)
2× 2 8.517593e− 02 − 3.259975e− 01 − 0.893071
4× 4 1.760587e− 02 2.2744 8.343959e− 02 1.9847 6.487596
8× 8 4.520225e− 03 2.1180 2.110498e− 02 1.9942 44.077161
16× 16 1.284596e− 03 2.0115 5.257084e− 03 2.0052 358.162832
2.4.2 Example 2: application with random permittivity
Here we will display one numerical experiment for wave scattering problem solved by using
our method. The numerical test is done by using 1600 rectangular edge elements in the
physical domain Ω = [−0.5, 0.5]2. The time domain for the test is [0, 0.9] with Nt = 100.
We still choose p = 5 for the orthonormal polynomial in Ξ since it is accurate enough as
discussed above. A similar setup as the experiment 5.2.2 of [1] is used. Namely, we solve the
25








= −∇×Es + SH ,
and the source term SE and SH are given by
SE = −(ε− εi)∂E
i
∂t
+ (σ − σi)Ei,




Here the incident field (Ei,H i) is a solution of Maxwells equation with permittivity εi,
permeability µi, and conductivity σi. More specifically, we set
Eix = sin(πy) sin(πt),
Eiy = sin(πx) sin(πt),
H i = (cos(πx)− cos(πy)) cos(πt),
σ = σi = 0, and
εi(x,y) =
2.25e
0.1y if x ∈ B(0.1),
1 otherwise,
where B(r) denotes a disc centered at origin of the physical domain with radius r. In other
words, εi(x,y) is a univariate function on Ω = [0, 1] and ρ(y) = 1.











where φ ∈ [−π, π] is the polar angle. In Figure 2.2, we plot the electronic field E = (Ex, Ey)












































In this chapter, we still consider the Maxwell’s equations with random coefficients (2.1)-
(2.2) in chapter 2 with the same setup. But here we assume the parameter vector y =
(y1, y2, · · · , yN)> ∈ [0, 1]N := Ξ, where {yi}Ni=1 is a set of i.i.d. R.V.s on [0, 1]. Initial
condition (2.3) and boundary condition (2.4) are also be assumed to be satisfied, respectively.
Boundness condition (2.18) also been assumed satisfied.
Our goal is to obtain statistical information on the solution (E,H) to (2.1)-(2.2), espe-




u(y)ρ(y)dy, for u = E, H .
where ρ(y) is the density function. To approximate the expected value, we can adopt the
single level Monte Carlo (SLMC), multi-level Monte Carlo (MLMC) quadrature rules, and
the Quasi-Monte Carlo (QMC) quadrature method. There is a huge list of the literature
on the application of QMC to PDEs (especially elliptic PDEs) with random coefficients, see
[20, 21, 22, 10] and references therein. To the best of our knowledge, there exist few works
in the literature which study the QMC method for solving the Maxwell’s equations with
random inputs.
Since the solutions of (2.1)-(2.2) involve an extra parameter y, we introduce the following
space to measure the solutions in this chapter:
Lr(Ξ;V ) = {v : Ξ 7→ V : ‖v‖Lr(Ξ;V ) <∞},
where V is a Banach space of real-valued functions on domain Ω with norm ‖ · ‖V , and the
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if 0 < r <∞,
esssupy∈Ξ‖v(·,y)‖V if r =∞.
In this chapter, we also adopt the following notations
‖v‖L2(Ω×Ξ) := ‖v‖L2(Ξ;L2(Ω)), ‖v‖L∞(Ω×Ξ) := esssupy∈Ξ‖v(·,y)‖L∞(Ω).
The structure of this chapter is as follows. Section 3.2 is dedicated to development and
error analysis for the single level and multi-level Monte Carlo finite element methods. In
section 3.3, we introduce the QMC method, establish the regularity analysis of the solution
with respect to the random vector, and prove the error estimate of the QMC method. Section
3.4 presents numerical results which confirm our theoretical results. This chapter is based
on my paper [23], which is under review and will be published in a journal.
3.2 The Monte Carlo finite element methods
3.2.1 Edge element for Maxwell’s equations
By using the setup and notations in chapter 2, section 2.3, we have the following weak
formulation for (2.1)-(2.2):
(ε∂tE,ϕ) = (H ,∇×ϕ), ∀ϕ ∈ H0(curl; Ω) (3.1)
(µ∂tH ,ψ) = −(∇×E,ψ), ∀ψ ∈ H(div; Ω) (3.2)
where (·, ·) denotes the usual inner product on L2(Ω).
To define a fully discrete scheme, we divide the time interval [0, T ] into M uniform
subintervals by points 0 = t0 < t1 < · · · < tK = T , where tk = kτ , and τ = T/K. Moreover,
we denote the k-th subinterval by Ik = [tk−1, tk], and the central difference and average














Now we can formulate our Crank-Nicolson mixed finite element scheme: for k = 1, 2, · · ·K,













h ,ψh) + (∇×E
k− 1
2
h ,ψh) = 0 ∀ψh ∈ Uh, (3.4)








where Πdh denotes the L
2 projection into space Uh and Π
c
h denotes the Nédélec interpolation
on V 0h introduced in chapter 2.



















> can be written as Q =
 A −B
B> D
 , which can be proved to be non-singular (cf.
[16, Lemma 3.14]).
First, we have the following unconditional stability for our scheme.
Lemma 5. For the solution (Ekh,H
k













Proof. Choosing ϕh = τE
k− 1
2
h and ψh = τH
k− 1
2
h in (3.3) and (3.4), respectively, and
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for the wave propagation speed in a medium with permittivity ε and
permeability µ. Then we can prove the following optimal error estimate for our scheme.
Theorem 6. Suppose that the solution (E,H) of (3.1)-(3.2) satisfy the following regularity:
ε
1
2E ∈ (L∞(0, T ;Hr(curl; Ω)))3, ε
1
2∂tE ∈ (L2(0, T ;Hr(curl; Ω)))3,
ε
1
2∇× ∂t2E ∈ (L2(0, T ;L2(Ω)))3,
µ
1
2H ∈ (L∞(0, T ;Hr(Ω)))3, µ
1
2∇× ∂t2H ∈ (L2(0, T ;L2(Ω)))3,
then for any k ∈ [1, K] ∩ N, we have
∥∥∥ε 12 (Ekh −E(tk,x,y))∥∥∥
(L2(Ω))3
+




















where the constant C > 0 is independent of h and τ , and r ≥ 1 is the degree of the finite
element spaces V 0h and Uh.
Proof. Integrating (2.1) and (2.2) from tk−1 to tk, multiplying the results by ϕh ∈ V 0h





























where for simplicity we denote uj = u(tj) for u = E or H .
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h −Hk = (Hkh − ΠdhHk)− (Hk − ΠdhHk) = Hkhξ −Hkhη. (3.11)




















































































































Choosing ϕh = 2τE
k− 1
2
hξ in (3.14) and ψh = 2τH
k− 1
2
hξ in (3.15), then adding the resultants,
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we obtain






















































































and the interpolation error estimates: for any r ≥ 1,
‖u− Πchu‖L2(Ω) + ‖∇ × (u− Πchu)‖L2(Ω) ≤ Chr‖u‖Hr(curl;Ω),∀ u ∈ Hr(curl; Ω),
(3.18)
‖v − Πdhv‖L2(Ω) ≤ Chr‖u‖Hr(Ω), ∀ v ∈ Hr(Ω). (3.19)
we have
Err1 ≤ 2τ
∥∥∥ε 12 δτEk− 12hη ∥∥∥
L2(Ω)






∥∥∥ε 12 δτEk− 12hη ∥∥∥2
L2(Ω)
+ 4δ∗




























By the definition of projection Πdh and the property ∇×E
k− 1
2
hξ ∈ Uh, we have Err2 = 0,
Err4 = 0.
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∀ u ∈ H1((tk−1, tk);L2(Ω)), (3.20)





































































∥∥∥ε 12∇×Ek− 12hη ∥∥∥2
L2(Ω)
+ 2δ∗










































Substituting the above estimates of Erri into (3.16), then summing up the resultant from
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Taking the maximum of (3.21) with respect to n, then choosing δ∗ small enough (e.g.,



































Combining the estimates of (3.22) and (3.23), and using the triangle inequality, we com-
plete the proof.
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3.2.2 Analysis of single level Monte Carlo method
The idea of Monte Carlo finite element method is very simple: given a sample y, (3.1)-(3.2)
becomes a deterministic problem in the physical domain Ω, which can be solved by any
classic finite element method for Maxwell’s equations [15, 16].
In practice, we are often interested in estimating the expected value (also known as
expectation) of the random solutions. The expectation E[u] can be estimated by a sample
mean over the solution samples {ûi}, i = 1, 2, · · ·M , corresponding to M i.i.d. realizations
of the random inputs:






Here u can denote either the analytic solutions E and H , or the finite element solutions Eh
and Hh.
The following result was proved in [10] and gives a bound on the statistical error for the
Monte Carlo estimator (3.24).
Lemma 7. [10, Lemma 4.1] Let V = L2(Ω). For any M ∈ N and u ∈ L2(Ξ;V ), we have




Remark 3. If we define the variance of a function u as σ(u) :=
√
E[‖u‖2V ]− ‖E[u]‖2V , then
we have a more accurate statistical error estimate for the Monte Carlo method (cf. the proof
of [10, Lemma 4.1]):




The single level Monte Carlo method is to find out the estimator EM [u] defined in (3.24).
To this end, we pick a sequence of i.i.d. sample points yi, i = 1, 2, · · ·M , and compute the
corresponding numerical solution ûi of (3.5)-(3.6). The error estimate of single level Monte
Carlo finite element method is given by the following theorem:
Theorem 8. Under the same regularity assumptions given in Theorem 6, the single level
Monte Carlo method (3.5)-(3.6) satisfies the following error estimate: at any time step
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tk = kτ , k = 1, 2, · · · , K, we have
‖E[E(tk)]− EM [Ekh]‖L2(Ω×Ξ) + ‖E[H(tk)]− EM [Hkh]‖L2(Ω×Ξ) ≤ C
(




Proof. For simplicity, we denote Ek := E(x, tk) and H
k := H(x, tk).
Using Jessen’s inequality for the solution E, we have





2 + ‖E[Ekh]− EM [Ekh]‖L2(Ω×Ξ),
which, along with a similar estimate for the solution H , leads to
‖E[E(tk)]− EM [Ekh]‖L2(Ω×Ξ) + ‖E[H(tk)]− EM [Hkh]‖L2(Ω×Ξ) ≤
√







II := ‖E[Ekh]− EM [Ekh]‖L2(Ω×Ξ) + ‖E[Hkh]− EM [Hkh]‖L2(Ω×Ξ).
The first term I in (3.25) measures the error of the finite element scheme and the second
term II gives the statistical error. Note that the estimate of I is given by Theorem 6, with
the constant coefficient C independent of vector y after taking the mean.
To bound the term II, we use Lemma 7 and Lemma 5 to obtain

















This leads to II ≤ CM− 12 . Substituting the estimates of I and II into (3.25) concludes our
proof.
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3.2.3 Analysis of multi-level Monte Carlo method
As shown in theorem 8, the single level Monte Carlo method only has half order convergent
rate. This means to get a desired accuracy we have to solve the PDEs system several times,
which is still a huge workload. We then enlightened by multi-level finite element methods
come up with the multi-level Monte Carlo method (MLMC). The basic idea of MLMC is the
solve the PDEs problems on a relatively rough mesh and then finer later. By using the linear
combination, their error have been canceled partially. Finally, we use smaller workload to
achieve the same accuracy compared with single level Monte Carlo method.
For the MLMC method we discretize the physical domain Ω by a sequence of nested
partitions {Tl}Ll=1 with corresponding mesh size hl and time step τl. That is, Tk ⊂ Tk+1
for k = 1, 2, · · · , L − 1. And then, we solve the finite element scheme (3.5)-(3.6) in the






where ul represents the solution obtained on mesh Tl.











In the MLMC method, we estimate E[ul−ul−1] by a level dependent number of samples
Ml, i.e, the MLMC estimator is given by:
E[uL] ≈ EML[u] :=
L∑
l=1
EMl [ul − ul−1] (3.26)
Theorem 9. Under the same assumptions as Theorem 8, the MLMC finite element solution
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of (3.5)-(3.6) satisfies the following error estimate:
‖E[E(tk)]− EML[Ekh]‖L2(Ω×Ξ) + ‖E[H(tk)]− EML[Hkh]‖L2(Ω×Ξ)
≤ C
(













Proof. Similar to the proof of Theorem 8, we rewrite the error of E in two parts:
‖E[E(tk)]− EML[Ekh]‖L2(Ω×Ξ)
=


































Similar estimate holds true for H .
Hence, we have































The error term I is the error caused by the finite element scheme, which is given by Theorem
6.
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To estimate term II, by Lemma 7, for any 1 ≤ l ≤M we have:
∥∥(E[Ekl −Ekl−1]− EMl [Ekl −Ekl−1])∥∥L2(Ω×Ξ) +∥∥(E[Hkl −Hkl−1]− EMl [Hkl −Hkl−1])∥∥L2(Ω×Ξ)
=






‖Ek −Ekl ‖L2(Ω×Ξ) + ‖Ek −Ekl−1‖L2(Ω×Ξ)






























l , which, along with
the estimate of I, completes the proof.
3.3 Quasi-Monte Carlo finite element method
Due to the slow convergence of the classical Monte Carlo method, the quasi-Monte Carlo
methods have been proposed to solve stochastic elliptic equations (e.g., [24, 25]). In this sec-
tion, we will analyze the usage of this method for solving the stochastic Maxwell’s equations.
Instead of considering the expectation of E and H directly, we will find out estimator of
E[G1(E)] and E[G2(H)] respectively, where G1, G2 : L2(Ω) 7→ R are some bounded linear
functionals.
3.3.1 QMC integration in the finite dimensional setting













where {y(i)}Ni=1 ⊂ Ξ is the set of points which needs to be chosen carefully. Here we just








, i = 1, 2, · · ·N,
where z ∈ Zs is known as the generating vector, ∆ ∈ [0, 1]s is the shift, and frac(·) means
taking the fractional part of each component in the vector. More details on the general
theory and choices of quadrature points for QMC lattice rules for the s-dimensional cube
can be found in [25, 26] and references therein.
To measure the error of this method, we need the following weighted and unanchored


























where {1 : s} is a shorthand notation for the set of indices {1, 2, · · · , s}, ∂|u|F
∂yu
and ∂uF
denote the mixed first derivative with respect to the active variables yj with j ∈ u, and
y{1:s}\u denotes the inactive variables yj with j 6∈ u. And γu ≥ 0 is a weight parameter
associated with each group of variables yu, with the convention that γ∅ = 1. If γu = 0, then
we expect that the corresponding integral of the mixed first derivative is also zero, and we
follow the convention ”0/0 = 0”.
The weighted spaces was first introduced by Sloan and Woźniakowski [27] and later
generalized in many papers (e.g., [28, 29]). We now state the essential theorem for QMC
error estimate.
Theorem 10. [48, Theorem 4.1] Let s,N ∈ N be given, and assume F ∈ Ws,γ for a
particular choice of weights γ. Then a randomly shifted lattice rule can be constructed using

















)|u| 12λ ϕ(N)− 12λ‖F‖Ws,γ (3.27)
where E∆[·] denotes the expectation with respect to the random shift which is uniformly
distributed over Ξ, and ϕ is the Euler’s totient function.
3.3.2 Regularity analysis with respect to the random vector
To obtain the error estimate for the QMC finite element method, we need the regularity
estimate for the solution of (2.1)-(2.4) in chapter 2 with respect to the random vector.
First, we have the following energy conservation property.
Theorem 11. For the solution (E,H) of (2.1)-(2.4) and any m ≥ 0, we have ∀t ∈ [0, T ],
(‖ε
1
2∂mt E‖2L2(Ω×Ξ) + ‖µ
1
2∂mt H‖2L2(Ω×Ξ))(t) = (‖ε
1
2∂mt E‖2L2(Ω×Ξ) + ‖µ
1
2∂mt H‖2L2(Ω×Ξ))(0),
here and below we denote ∂mt := ∂tm for the m-th derivative with respect to variable t.
Proof. When m = 0, the proof is the same as that of [37, Lemma 2.1] even when ε and
µ depend on spatial variable x.
For any m ≥ 1, taking the m-th time derivative of (2.1) and (2.2), multiplying the
respective result by ∂mt E and ∂
m


































∂mt (n×E) · ∂tmH dsdy = 0, (3.28)
where we used the PEC boundary condition (2.4) in the last step. Integrating (3.28) from
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t = 0 to any time t concludes the proof.
With Theorem 11, we can prove the following bound for the first derivative of the solution
with respect to the random vector.
Theorem 12. Denote the constant Cεµs := |ε−1∂syiε|L∞(Ω×Ξ) + |µ
−1∂syiµ|L∞(Ω×Ξ) for any in-




























Proof. Differentiating (2.1) and (2.2) with respect to yi, respectively, we have
ε∂t∂yiE + ∂yiε · ∂tE = ∇× ∂yiH , (3.29)
µ∂t∂yiH + ∂yiµ · ∂tH = −∇× ∂yiE. (3.30)
Multiplying (3.29) and (3.30) by ∂yiE and ∂yiH , respectively, then integrating over Ξ

































∂yiµ · ∂tH · ∂yiH dxdy, (3.31)





















∂yiE · ∇× ∂yiH.
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where we used the notation of Cεµ1 and Theorem 11 in the last step.
Using the Gronwall inequality to the last inequality concludes the proof.
By the same technique, we can prove the following bound for the higher order derivatives
of the solution with respect to the random vector.























































for any m = (m1, · · · ,mn) and
s = (s1, · · · , sn) with mi and si either 0 or 1.






































y ∂tH . (3.33)
Multiplying (3.32) and (3.33) by ∂
|m|
y E and ∂
|m|
y H , respectively, then integrating over
















































































which, along with the Gronwall inequality, completes the proof.







which can be bounded as below.
Theorem 14. For the solution (E,H) of (2.1)-(2.4) and any |m|, n ≥ 1, we have: ∀ t ∈
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[0, T ],
































(∥∥∥ε 12∂|m|−|s|ξ ∂n+1t E∥∥∥2
L2(Ω×Ξ)
+

































































tH , respectively, then following
the proof of Theorem 13, we easily conclude the proof.
Using Theorem 11, and Theorem 14 recursively in Theorem 13, we can see that the higher




ξ H‖2L2(Ω×Ξ))(t) can be bounded by a linear











(0), ∀ 1 ≤ l ≤ |m|, 1 ≤ |s|+ l ≤ |m|.
(3.38)
But an explicit expression for the bound is too complicated to write down due to the recursive
dependence. Below we illustrate the exact bound for m = 2.
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where in the last step we used Theorem 11 with m = 2.
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tCεµ1 dt = etC
εµ












1 − 1) ≤ tetC
εµ
1 ,
we conclude the proof.
3.3.3 The error estimate
In this subsection, we are going to find out the error G1(E(·,y)−Eh(·,y)) and G2(H(·,y)−
Hh(·,y)) where y ∈ U is given and Eh(·,y) and Hh(·,y) are the finite element solutions of
(2.1)-(2.2).



















is the Euler’s totient function. Here the product is over the distinct prime numbers dividing
n.
Proof. By the triangle inequality, we have
E∆













The first term, which is the statistical error of QMC, can be estimated by Theorem 10. In














For the second term, we first notice that G1 and G2 are bounded on V :
|G1(E −Ekh)| ≤ ‖G1‖V ∗‖E −Ekh‖V , |G2(H −Hkh)| ≤ ‖G2‖V ∗‖H −Hkh‖V .












≤ C‖E −Ekh‖2V ≤ C(τ2 + hr)2.
Hence, by Theorem 6 we have
Err2 ≤ C(‖E −Ekh‖2V + ‖H −Hkh‖2V ) ≤ C(τ 2 + hr)2
Combining the estimates Err1 and Err2 together, we complete the proof.
3.4 Numerical Experiments
In this section, we present three numerical examples to verify our analysis. As shown in
Sec. 3.2.1, we will apply the Crank-Nicolson scheme for the TEz mode, which has unknowns
as electric field E := (Ex1 , Ex2) and magnetic field H, with the lowest order edge element
on the triangular mesh. We will compute the sample means by using the simple level Monte
Carlo, multi-level Monte Carlo and QMC methods, respectively.
To test the convergence rate with an exact solution, we add additional source terms to the
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original governing equations. More specifically, we solve the following mixed finite element
scheme: for any k ≥ 1, find Ekh := (Ekx1,h, E
k
x2,h




(Hkh ,∇×ϕh) = (εEk−1h ,ϕh) +
τ
2







(µHkh , ψh) +
τ
2
(∇×Ekh, ψh) = (µHk−1h , ψh)−
τ
2






hold true for any ϕh ∈ V 0h and ψh ∈ Uh, where f and g are the added source terms.
The finite element spaces Uh and V h on a regular triangular mesh Th of the domain
Ω = [0, 1]2 are chosen as 2D linear edge element.
As shown in [16], there is a superconvergence at the midpoint of triangle elements’ edges
for lowest order edge elements. We hence define the P hu as the linear interpolation of u on
each element Ki ∈ Th by using the average of u on the midpoints of three edges of Ki. After
this post-processing, we define the discretized l2 error of numerical solutions as
‖E[u]− EM [uh]‖2l2(Ω) =
N∑
i=1
∣∣E[u]− P hEM [uh]∣∣2 |Ki|
where N is the partition number of Ω.
3.4.1 Single level Monte Carlo Method
For this example, we adopt the following random coefficients and exact solutions: for any
t ∈ (0, 1],




2 + y5x1x2 + y6x
3
1),




1 + y5x1x2 + y6x
3
2),
Ex(t,x,y) = sin(πx1) cos(πx2)e
−πt(ε+ 2µ),
Ey(t,x,y) = − cos(πx1) sin(πx2)e−πt(2ε+ µ),
H(t,x,y) = sin(πx1) sin(πx2)e
−πt(ε− 2µ),
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Table 3.1: Errors of (Ex1 , Ex2 , H) obtained by the single level Monte Carlo method with the
lowest edge element
Mesh
∥∥E[E(T )]− EM [Ekh]∥∥l2(Ω) Rate ∥∥E[H(T )]− EM [Hkh ]∥∥l2(Ω) Rate CPU time(s)
N = 2 2.025681E − 01 - 9.855452E − 01 - 0.57096
N = 4 8.016480E − 02 1.9413 2.456558E − 01 1.9868 13.29811
N = 8 1.846385E − 02 2.0869 6.260263E − 02 1.9837 540.99794
N = 16 4.241596E − 03 2.0654 1.580314E − 02 1.9891 43986.39742
N = 32 1.053961E − 03 2.0088 3.972438E − 03 1.9921 258671.07102
where x = (x1, x2) ∈ Ω and y = (y1, · · · , y6) ∈ Ξ = [0, 1]6, i.e., yi are uniformly distributed
random variables. The source functions f and g are obtained by plugging the exact solutions
Ex, Ey, H into the governing equations.
As shown in theorem 8 To test the convergence rate, we set the number of samples for
Monte Carlo test as M = N4, where N is the number of partition Ω in both x and y-
direction, i.e., we first partition Ω into N ×N rectangles, then partition each rectangle into
two triangles by connecting the diagonals. The total number of time steps is chosen as N
also. All the numerical tests have been carried out by using the FEniCS package on a 2017
MacBook Pro laptop with a 2.8 GHz Intel Core i7 processor and a memory of 16 GB 2133
MHz LPDDR3. The discrete l2(Ω) errors between the expectation of exact solution and
the sample mean of numerical solution at the final time T = 1 is computed to check our
theoretical convergence rate given in Theorem 8.
Table 3.1 shows clearly that both the errors of E and H are second order, which is due
to the superconvergence phenomenon obtained for the lowest order triangular edge element
[30]. Note that the finest mesh numerical test needs to solve the problem 324 = 1, 048, 576
times, which takes about 72 hours, which shows that the simple level Monte Carlo method is
impractically slow. Later, we will show that the multi-level Monte Carlo and QMC methods
are much more effcient than the simple level Monte Carlo method.
To further confirm our theoretical analysis, we resolve this example by using one order
higher basis functions, i.e., a second order edge element for the electric field and linear
Lagrange element for the magnetic field. The numerical results are presented in Table 3.2,
which clearly shows the second order error estimate for both E and H. This is consistent
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Table 3.2: Errors of (Ex1 , Ex2 , H) obtained by the single level Monte Carlo method with the
second order edge element
Mesh
∥∥E[E(T )]− EM [Ekh]∥∥l2(Ω) Rate ∥∥E[H(T )]− EM [Hkh ]∥∥l2(Ω) Rate CPU time(s)
N = 2 1.467381E − 01 - 5.914026E − 01 - 0.53130
N = 4 3.563603E − 02 2.0418 1.550685E − 01 1.9312 15.71102
N = 8 9.159853E − 03 2.0009 3.790434E − 02 1.9819 733.77024
N = 16 2.232569E − 03 2.0075 9.409349E − 03 1.9954 67682.74943
Table 3.3: Errors of (Ex1 , Ex2 , H) obtained by the multi-level Monte Carlo method
Mesh
∥∥E[E(T )]− EM [Ekh]∥∥l2(Ω) Rate ∥∥E[H(T )]− EM [Hkh ]∥∥l2(Ω) Rate CPU time(s)
L = 1 8.022609E − 02 - 2.464436E − 01 - 0.61908
L = 2 1.866771E − 02 1.8555 6.106013E − 02 2.0151 23.07685
L = 3 4.516066E − 03 1.7770 1.496582E − 02 2.0165 437.75725
L = 4 1.758842E − 03 1.7113 3.842888E − 03 2.0196 27501.86158
L = 5 4.211790E − 04 2.0621 9.102927E − 04 2.0778 69150.66038
with Theorem 8.
3.4.2 Multi-level Monte Carlo Method
We repeat the last numerical example by using the multi-level Monte Carlo method analyzed
in Sec. 3.2.3 and compute the sample mean by the telescope series of (3.26). At level l of




and Ml = 16
L−ll2, where l = 1 . . . L.
As we can see from Table 3.3, the errors are still second order, which verifies Theorem
9. For the finest mesh case (L = 5), it requests total
∑5
l=1Ml = 84, 510 Monte Carlo tests.
Compared to the single level method, this saves a lot in the computational time as shown in
Table 3.3.
3.4.3 The QMC method
This test is used to verify Theorem 16. We used the shifted lattice rule to generate the quasi
random sequence on [0, 1]6. Since the theoretical convergent results of QMC in this case is
of O(M−1+εm) where 0 < εm  1 (see [24]), we just take the total QMC test times M = N2
for each test, where N is the spatial and temporal partition number. As shown in Table 3.4,
both the convergent rates of E and H are about second order. Note that the QMC sample
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Table 3.4: Errors of (Ex1 , Ex2 , H) obtained by the QMC method
Mesh
∥∥E[E(T )]− EM [Ekh]∥∥l2(Ω) Rate ∥∥E[H(T )]− EM [Hkh ]∥∥l2(Ω) Rate CPU time(s)
N = 2 2.022678E − 01 - 9.852111E − 01 - 0.13250
N = 4 8.019398E − 02 1.9454 2.455848E − 01 1.9872 0.71975
N = 8 1.843664E − 02 2.0936 6.260027E − 02 1.9844 8.207584
N = 16 4.244253E − 03 2.0758 1.580382E − 02 1.9903 165.89224
N = 32 1.037406E − 03 2.0325 3.965429E − 03 1.9947 4970.95464
for the finest temporal and spatial mesh is only M = 322 = 1, 024, which is much lower than
both the single level and multi-level Monte Carlo methods.
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CHAPTER 4




So far, we studied the stochastic Galerkin method and Quasi Monte Carlo method for stan-
dard Maxwell’s equations (2.1)-(2.2).
By taking advantage of the strength of Monte Carlo methods and the stochastic Galerkin
methods, the stochastic collocation method (cf. [31, 5]) achieves fast convergence when the
solutions are sufficiently smooth in the random space. More importantly, the stochastic
collocation method is simple in implementation and the system of resulting equations is
decoupled and hence is efficient to solve. The stochastic collocation method have been
widely used to solve various problems, such as elliptic problems [32], hyperbolic equations
[33]. More details can be found in recent review articles [32, 34] and monographs [35, 36, 14].
Compared to many papers published for other problems, there are not many existing
works on numerical methods for solving stochastic Maxwell’s equations in stochastic collo-
cation method. In this chapter, we will shift our focus from standard Maxwell’s equations
to Drude’s model, which is an extension of Maxwell’s equations in metamaterial. We will
solve stochastic Drude model by using stochastic collocation method.
The rest of this chapter is organized as follows. In section 4.2, we first present detailed
regularity analysis of the metamaterial Maxwell’s equations with respect to random variables.
Then we establish the convergence analysis for the stochastic collocation method developed to
solving this model. Numerical results are presented in section 4.3 to support our theoretical
analysis. This chapter is based on my published paper [37, 38].
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4.2 Maxwell’s equations in metamaterial with random
coefficients
By using the same setup and notations in chapter 2, we consider the following Maxwell’s
equations in metamaterial [16]
ε(x,y)∂tE(t,x,y) = ∇×H(t,x,y)− J(t,x,y), (4.1)
µ(x,y)∂tH(t,x,y) = −∇×E(t,x,y)−K(t,x,y), (4.2)
∂tJ(t,x,y) + Γe(x,y)J(t,x,y) = ε(x,y)ω
2
pe(x,y)E(t,x,y), (4.3)
∂tK(t,x,y) + Γm(x,y)K(t,x,y) = µ(x,y)ω
2
pm(x,y)H(t,x,y), (4.4)
where J(t,x,y) is the electric current density,K(t,x,y) is the magnetic current density, and
y = (y1, y2, · · · , yd)>. The system (4.1)-(4.4) are subjected to the random initial conditions
E(0,x,y) = E0(x,y), H(0,x,y) = H0(x,y), (4.5)
J(0,x,y) = J0(x,y), K(0,x,y) = K0(x,y), (4.6)
and the PEC boundary condition:
n×E = 0, on ∂Ω, (4.7)
where E0,H0,J0 and K0 are some given functions. To accommodate the uncertainty or
randomness of the material, we assume that the permittivity ε, permeability µ, electric
plasma frequency ωpe, magnetic plasma frequency ωpm, electric damping frequency Γpe and
magnetic damping frequency Γpm are all random. Here and below, n denotes the unit
outward normal vector on the boundary ∂Ω, where Ω ⊂ R3 is a bounded polyhedral domain
with a Lipschitz boundary. For simplicity, we denote ∂sj the jth derivative with respect to
variable s, e.g., s = t or yi. We like to emphasize that here and below ∇ is only for spatial
variable x.
To solve problem (4.1)-(4.7), we use the Lagrange interpolation approach by following
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[8, 39, 40]. We first choose a set of Gauss-Lobatto collocation points {yk}
(N+1)d
k=1 ∈ Ξ, where
N + 1 denotes the number of collocation points in each random variable space. We then
solve the following system of equations at each collocation point yj, j = 1, · · · , (N + 1)d:
ε(x,yj)∂tÊ(t,x,yj) = ∇× Ĥ(t,x,yj)− Ĵ(t,x,yj), (4.8)
µ(x,yj)∂tĤ(t,x,yj) = −∇× Ê(t,x,yj)− K̂(t,x,yj), (4.9)
∂tĴ(t,x,yj) + Γe(x,yj)Ĵ(t,x,yj) = ε(x,yj)ω
2
pe(x,yj)Ê(t,x,yj), (4.10)




subject to the initial conditions
Ê(0,x,yj) = E0(x,yj), Ĥ(0,x,yj) = H0(x,yj), (4.12)
Ĵ(0,x,yj) = J0(x,yj), K̂(0,x,yj) = K0(x,yj), (4.13)
and the PEC boundary condition:
n× Ê(t,x,yj) = 0, on ∂Ω, (4.14)

















where Lk(y) are the tensor-product Lagrange interpolation polynomials. In Remark 4, we
show that uN(t,x,y) is just the interpolation of u, denoted as IyNu =
∑(N+1)d
k=1 u(t,x,yk)Lk(y),
where u = E,H ,J ,K.
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To prove the convergence rate of this scheme, we first need to establish the regularity for
the solution of our model problem (4.1)-(4.7). To simplify the notation and make the proof
clear, sometimes we drop the explicit dependence of all physical parameters on x and y.
Remark 4. To justify that EN(t,x,y) = IyNE, H
N(t,x,y) = IyNH, J
N(t,x,y) = IyNJ















Choosing y = yj in (4.1)-(4.7) and subtracting the resultants from the correspond-









(t,x,yj) satisfy the following equations:
ε(x,yj)∂tÊ
N









































(0,x,yj) = 0, (4.22)
and the PEC boundary condition:
n× Ê
N
(t,x,yj) = 0, on ∂Ω. (4.23)











































∣∣∣ĴN ∣∣∣2 + Γm
µω2pm
∣∣∣K̂N ∣∣∣2) = 0. (4.24)



































These justify that EN(t,x,y) = IyNE, H
N(t,x,y) = IyNH, J





































Proof. Multiplying (4.1)-(4.4) by 2ρ(y)E, 2ρ(y)H , 2ρ(y)J and 2ρ(y)K, respectively,
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ρ(y)H · n×E = 0.
Integrating (4.25) with respect to t from t = 0 to t concludes the proof.
Lemma 18. Denote






















































Proof. Taking the time derivative of (4.1)-(4.4), we obtain
ε(x,y)∂t(∂tE) = ∇× (∂tH)− ∂tJ , (4.26)












∂tK = ∂tH . (4.29)
Multiplying (4.26)-(4.29) by 2ρ(y)∂tE, 2ρ(y)∂tH , 2ρ(y)∂tJ and 2ρ(y)∂tK, respectively,













































2ρ(y)n× (∂tE) · ∂tH = 0, (4.30)
where in the last step we used integration by parts and the PEC boundary condition (4.7).
Integrating (4.30) with respect to t from t = 0 to t, then using the governing equations










































(|∇ ×H0|2 + |J0|2) +
2
µ



















































|K0|2 + ε|E0|2 + µ|H0|2
)
dxdy, (4.31)
which concludes the proof.
In the rest of the paper, we will use the following Gronwall inequality a lot.
Lemma 19. If Q(t) satisfies dQ
dt







, ∀ t ≥ 0.




∣∣∣∣+ |∂yiΓe| , ∣∣∣∣∂yi(µω2pm)µωpm





















































Proof. Differentiating (4.1)-(4.4) with respect to any yi (i = 1, · · · , d), we obtain
ε∂t(∂yiE)−∇× (∂yiH) + ∂yiJ = −∂yiε∂tE, (4.32)
µ∂t(∂yiH) +∇× (∂yiE) + ∂yiK = −∂yiµ∂tH , (4.33)
∂t(∂yiJ) + Γe∂yiJ − εω2pe∂yiE = ∂yi(εω2pe)E − ∂yiΓeJ , (4.34)
∂t(∂yiK) + Γm∂yiK − µω2pm∂yiH = ∂yi(µω2pm)H − ∂yiΓmK. (4.35)












































































ρ(y)(n× ∂yiE · ∂yiH) = 0.
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(|K|2 + |∂yiK|2). (4.41)


















ε|E|2 + µ|H|2 + 1
εω2pe























Substituting (4.37)-(4.41) into (4.36), we have
d
dt

































ρ(ε|∇ ×E0|2 + µ|∇ ×H0|2))
]
,
which concludes the proof. In the last step we used the fact that C2 ≤ C1 and C3 ≤ C1.
Remark 5. If the physical parameters ε, µ,Γe,Γm, ωpe, ωpm are independent of yi, then C1 =














































































This boundness guarantees that the mean squared error is O(N−1) when the stochastic collo-
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cation method is used to solve the model problem (4.1)-(4.7). Details see Theorem 27 proved
later.
To prove higher order convergence, we need to show that higher derivatives with respect
to the random variables are L2 bounded. Below we just present the proofs of L2 boundness
for the second-order derivatives, which depend on the estimates of ∇ × u,∇ × ∂tu and
∇×∂yiu for u = E,H ,J ,K. These estimates will be proved in the following three lemmas.




∣∣∣∣+ |∇Γe| , ∣∣∣∣∇(µω2pm)µωpm
∣∣∣∣+ |∇Γm| , ∣∣∣∣∇εε
∣∣∣∣ , ∣∣∣∣∇µµ
∣∣∣∣) .







ε|∇ ×E|2 + µ|∇ ×H|2 + 1
εω2pe














ε|∇ ×E0|2 + µ|∇ ×H0|2 +
1
εω2pe























Proof. Taking ∇× of (4.1)-(4.4), and using the identity ∇× (φu) = φ∇× u+∇φ× u
for any scalar function φ and vector function u, we obtain
ε∂t(∇×E)−∇× (∇×H) +∇× J = −∇ε× ∂tE, (4.43)
µ∂t(∇×H) +∇× (∇×E) +∇×K = −∇µ× ∂tH , (4.44)
∂t(∇× J) + Γe∇× J − εω2pe∇×E = ∇(εω2pe)×E −∇Γe × J , (4.45)









ε|∇ ×E|2 + µ|∇ ×H|2 + 1
εω2pe





Multiplying (4.43)-(4.46) by 2ρ(y)∇ × E, 2ρ(y)∇ ×H , 2ρ(y)
εω2pe














































































































which leads to Err1 = 0.
By the Cauchy-Schwarz inequality and the identity









































































































































ε|E|2 + µ|H|2 + 1
εω2pe

























ρ(ε|∇ ×E0|2 + µ|∇ ×H0|2)
)
, (4.48)
where we used Lemmas 17-18 in the last step.
Applying the Gronwall inequality (cf. Lemma 19) to (4.48) and the facts that C∗2 ≤ C∗1
67







































ε|∇ ×E0|2 + µ|∇ ×H0|2 +
1
εω2pe






which concludes the proof.
Remark 6. Similar remark as Remark 5 holds true. More specifically, if the physical param-














ε|∇ ×E|2 + µ|∇ ×H|2 + 1
εω2pe












ε|∇ ×E|2 + µ|∇ ×H|2 + 1
εω2pe


















∣∣∣∣+ |∇Γe| , ∣∣∣∣ωpm∇µµ
∣∣∣∣+ |∇Γm| , ∣∣∣∣∇(εω2pe)εωpe
∣∣∣∣ , ∣∣∣∣∇(µω2pm)µωpm
∣∣∣∣) .







ε|∇ × ∂tE|2 + µ|∇ × ∂tH|2 +
1
εω2pe

















ε|∇ × ∂tE|2 + µ|∇ × ∂tH|2 +
1
εω2pe
























Proof. Taking ∂t of (4.43)-(4.46), we obtain
ε∂t(∇× ∂tE)−∇× (∇× ∂tH) +∇× ∂tJ = −∇ε× ∂t(∂tE), (4.49)
µ∂t(∇× ∂tH) +∇× (∇× ∂tE) +∇× ∂tK = −∇µ× ∂t(∂tH), (4.50)
∂t(∇× ∂tJ) + Γe∇× ∂tJ − εω2pe∇× ∂tE = ∇(εω2pe)× ∂tE −∇Γe × ∂tJ , (4.51)





















































































































































∇× ∂tH · 2ρ∇×∇× ∂tE,
which leads to Err1 = 0.































































|∂tJ |2 + ε|∇ × ∂tE|2
)
.












































































































Substituting the above estimates into (4.53) and using the notations ENG4(t) and




≤ C4 · ENG4(t) + C5 · ENG5(t)







ρ(ε|∇ ×E0|2 + µ|∇ ×H0|2)
]
. (4.54)


























ρ(ε|∇ ×E0|2 + µ|∇ ×H0|2)
]
,
which concludes the proof.
Remark 7. If the physical parameters ε, µ,Γe,Γm, ωpe, ωpm are independent of the spatial






ε|∇ × ∂tE|2 + µ|∇ × ∂tH|2 +
1
εω2pe













ε|∇ × ∂tE|2 + µ|∇ × ∂tH|2 +
1
εω2pe












































C6 = max (C6,1, C6,2, C6,3, C6,4) , C12 = C6 + C4 + C1 + C
∗
1 .







ε|∇ × ∂yiE|2 + µ|∇ × ∂yiH|2 +
1
εω2pe














ε|∇ × ∂yiE|2 + µ|∇ × ∂yiH|2 +
1
εω2pe






























ε|∇ ×E0|2 + µ|∇ ×H0|2 +
1
εω2pe













ε|∇ × ∂tE|2 + µ|∇ × ∂tH|2 +
1
εω2pe

























where constant C13 > 0 depends on parameters ε, µ, ωpe, ωpm,Γe and Γm, but is independent
of t.
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Proof. Taking ∇× of (4.32)-(4.35), we obtain
ε∂t(∇× ∂yiE)−∇× (∇× ∂yiH) +∇× ∂yiJ
= −∇ε× ∂tyiE −∇(∂yiε)× ∂tE − (∂yiε)∂t(∇×E), (4.55)
µ∂t(∇× ∂yiH) +∇× (∇× ∂yiE) +∇× ∂yiK
= −∇µ× ∂tyiH −∇(∂yiµ)× ∂tH − (∂yiµ)∂t(∇×H), (4.56)
∂t(∇× ∂yiJ) + Γe∇× ∂yiJ − εω2pe∇× ∂yiE = −∇Γe × ∂yiJ +∇(εω2pe)× ∂yiE
+∇(∂yi(εω2pe))×E + (∂yi(εω2pe))∇×E −∇(∂yiΓe)× J − (∂yiΓe)∇× J , (4.57)
∂t(∇× ∂yiK) + Γm∇× ∂yiK − µω2pm∇× ∂yiH = −∇Γm × ∂yiK +∇(µω2pm)× ∂yiH










ε|∇ × ∂yiE|2 + µ|∇ × ∂yiH|2 +
1
εω2pe





































































[−∇Γe × ∂yiJ +∇(εω2pe)× ∂yiE +∇(∂yi(εω2pe))×E + ∂yi(εω2pe) · ∇ ×E









[−∇Γm × ∂yiK +∇(µω2pm)× ∂yiH +∇(∂yi(µω2pm))×H
+ ∂yi(µω
2







Below we will estimate each Erri of (4.59). First, using integration by parts, (4.32), and


































∇× ∂yiH · 2ρ∇×∇× ∂yiE,
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which leads to Err1 = 0.
















































ε|∂tE|2 + ε|∇ × ∂yiE|2
)
.
















































ε|∂t(∇×E)|2 + ε|∇ × ∂yiE|2
)
.












































































































































ε|∇ ×E|2 + 1
εω2pe















|J |2 + 1
εω2pe















|∇ × J |2 + 1
εω2pe





































































































































∣∣∣∣ , |∇(∂yiΓe)|, |∇(∂yiΓm)|) .
Substituting the above estimates into (4.59) and using the notation ENG6(t), we have
d
dt








































ε|∇ ×E|2 + µ|∇ ×H|2 + 1
εω2pe











ε|E|2 + µ|H|2 + 1
εω2pe





Applying Lemma 18, Lemma 22, Theorem 20, Lemma 21 and Lemma 17 to the C7, C8, C9, C10
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+ µ|∇ × ∂tH|2 +
1
εω2pe






































































































Using Lemma 19 to (4.61) and absorbing those constants in (4.61), we conclude the proof.
With Lemmas 21-22 and Theorem 23, we can prove the boundness of the second derivative
with respect to the random variables.
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C14 = max (C14,1, C14,2, C14,3, C14,4) , C15 = C14 + C12 + C2.



























ε|∇ × ∂yiE|2 + µ|∇ × ∂yiH|2 +
1
εω2pe






























ε|∇ ×E0|2 + µ|∇ ×H0|2 +
1
εω2pe













ε|∇ × ∂tE|2 + µ|∇ × ∂tH|2 +
1
εω2pe












































where constant C20 > 0 depends on parameters ε, µ, ωpe, ωpm,Γe and Γm, but is independent
of t.
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Proof. Differentiating (4.32)-(4.35) with respect to any yi (i = 1, · · · , d), we obtain
ε∂t(∂y2iE)−∇× (∂y2iH) + ∂y2i J = −(∂y2i ε)∂tE − 2(∂yiε)∂tyiE, (4.62)
µ∂t(∂y2iH) +∇× (∂y2iE) + ∂y2iK = −(∂y2i µ)∂tH − 2(∂yiµ)∂tyiH , (4.63)
∂t(∂y2i J) + Γe∂y2i J − εω
2
pe∂y2iE





∂t(∂y2iK) + Γm∂y2iK − µω
2
pm∂y2iH














































































































































∂yiH · 2ρ∂y2iK. (4.66)
















































































































































































































































































∣∣∣∣ , ∣∣∣∣ 2∂yiµµ√εµ
∣∣∣∣) .
82
Substituting the above estimates into (4.66), we obtain
d
dt













ε|E|2 + µ|H|2 + 1
εω2pe
























ρ(ε|∇ × ∂yiE|2 + µ|∇ × ∂yiH|2). (4.67)
Applying Lemma 18, Lemma 17, Theorem 20, and Theorem 23 to the C16, C17, C18 and
C19 terms, respectively, then using the Gronwall inequality (cf. Lemma 19) to the resultant,
we conclude the proof.
Remark 8. By similar techniques, we believe that if the random parameters are smooth
enough, then higher derivatives with respect to the random vector y can be proved to be
bounded similarly as stated in Theorems 20, 23 and 24. Since the proofs will become quite
technical and are similar, we skip the proofs for higher derivatives.
4.2.2 Convergence analysis
To prove the convergence estimate for the stochastic collocation method, let us first recall
the following interpolation error estimates.
Lemma 25. [49, p.289-290] Let IyNu denote the polynomial of degree N that interpolates
u at the (N + 1) Gauss, or Gauss-Radau, or Gauss-Lobatto points {yj}Nj=0, i.e., I
y
Nu(y) =∑N
j=0 u(yj)Lj(y). Then we have the interpolation error in the L2-norm:
‖u− IyNu‖L2(−1,1) ≤ CN
−m|u|Hm(−1,1), ∀ u ∈ Hm(−1, 1) with m ≥ 1, (4.68)
and the interpolation error in the H l-norm:
‖u− IyNu‖Hl(−1,1) ≤ CN
2l− 1
2
−m|u|Hm(−1,1), ∀ u ∈ Hm(−1, 1) with m ≥ l ≥ 1. (4.69)
83
For the Gauss-Lobatto interpolation, we have the following optimal error estimate:
‖(u− IyNu)
′‖L2(−1,1) ≤ CN1−m|u|Hm(−1,1), ∀ u ∈ Hm(−1, 1) with m ≥ 1. (4.70)
Below are the extension of the above interpolation results to tensor product interpolation.




N · · · I
yd
N u denote the d-dimension tensor product polynomial of
the 1-D interpolation polynomial of degree N that interpolates u at the (N + 1) Gauss, or
Gauss-Radau, or Gauss-Lobatto points {yj}Nj=0. Then we have the interpolation error in the
L2-norm [49, (5.8.20)]:
‖u− INu‖L2(Ξ) ≤ CN−m|u|Hm(Ξ), ∀ u ∈ Hm(Ξ) with m > d/2. (4.71)
For the Gauss-Lobatto interpolation, we have the following optimal error estimate [49, (5.8.21)]:
‖u− INu‖H1(Ξ) ≤ CN1−m|u|Hm(Ξ), ∀ u ∈ Hm(Ξ) with m > (d+ 1)/2. (4.72)


















Theorem 27. Let (E,H) be the solution of (4.1)-(4.7), and (EN ,HN) be the stochastic
collocation solution of (4.15). If the assumptions of Theorems 20 and 23 are satisfied, then
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the following mean and mean square errors hold: For any 0 < t ≤ T ,
M[E −EN ] +M[H −HN ] +M[∇× (E −EN)] +M[∇× (H −HN)] ≤ CTN−1,
(4.75)
E[|E −EN |] + E[|H −HN |] + E[∇× (E −EN)] + E[∇× (H −HN)] ≤ CTN−1.
(4.76)
Here and below CT is a constant depending on T but independent of N . Furthermore, if the
assumptions of Theorem 24 are satisfied, then we have the following higher error estimates:
For any 0 < t ≤ T ,
M[E −EN ] +M[H −HN ] + E[|E −EN |] + E[|H −HN |] ≤ CTN−2. (4.77)
Finally, if the assumptions of Theorem 24 are satisfied, for the Gauss-Lobatto interpolation,
we have the error estimate for the derivative of the solution with respect to the random
variables: For any 0 < t ≤ T , and j = 1, · · · , d,
M[∂yj(E−EN)]+M[∂yj(H−HN)]+E[|∂yj(E−EN)|]+E[|∂yj(H−HN)|] ≤ CN−1. (4.78)

































Adding (4.79) and (4.80) together, then integrating the resultant with respect to x over
D and using Theorems 20 and 24, we complete the proof of (4.75).
The estimates (4.77) can be proved similarly by using (4.68) of Lemma 22 with m = 2
and the higher regularity obtained in Theorem 24.
Similarly, using (4.70) of Lemma 22 with m = 2, and the higher regularity proved in
Theorem 24, we obtain the proof of (4.78).
Finally, the mean errors follow from the standard inequality ‖u‖L1 ≤ C‖u‖L2 and the
estimates (4.75), (4.77) and (4.78).
With the above interpolation estimate, we can show that the overall errors for solving
the metamaterial Maxwell’s equations by the classical Yee scheme (cf. [41]) are estimated
as follows. Denote the electric field solution of Yee scheme for any fixed random vector y
as EN , and ENh,∆t for the electric field solution of the fully-discrete solution with stochastic
collocation method and Yee’s scheme imposed. Denote the discrete L2-norm over the physical









2ρε(|E −EN |2l2(Ω) + |EN −ENh,∆t|2l2(Ω))dy
) 1
2
≤ C[N−m + (h2 + (∆t)2)], (4.81)
where we used the error estimate of Yee scheme and Theorem 27. The error estimate for
other variables can be bounded similarly.
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4.3 Numerical results
To justify our theoretical analysis, here we present some numerical results carried out for





































mHx2 − ΓmKx2 + g6, (4.87)
where gi (1 ≤ i ≤ 6) are added source terms used to construct exact solutions for checking
convergence rates. The parameters µ0, ε0, Γm, Γe, ωm and ωe are functions of spatial variable
x and random vector y.
Example 1. In this test, we choose the following parameters:
ε0(x,y) = 1 + 0.01(sin(π(y1x1 + y2x2 − 1)) + cos(π(y3x1 + y4x2 − 1)) + exp(−y5x1 − y6x2)),
µ0(x,y) = 1 + 0.01(sin(π(y1x1 + y2x2 − 1)) + exp(−y3x1 − y4x2) + cos(π(y5x1 + y6x2 − 1))),
Γe(x,y) = π + 0.01(cos(π(y1x1 + y2x2 − 1)) + sin(π(y3x1 + y4x2 − 1)) + exp(−y5x1 − y6x2)),
Γm(x,y) = π + 0.01(cos(π(y1x1 + y2x2 − 1)) + exp(−y3x1 − y4x2) + sin(π(y5x1 + y6x2 − 1))),
ωe(x,y) = π + 0.01(exp(−y1x1 − y2x2) + cos(π(y3x1 + y4x2 − 1)) + sin(π(y5x1 + y6x2 − 1))),
ωm(x,y) = π + 0.01(exp(−y1x1 − y2x2) + sin(π(y3x1 + y4x2 − 1)) + cos(π(y5x1 + y6x2 − 1))),
where yi (1 ≤ i ≤ 6) are uniform independent random variables on [0, 1].
In our tests, we use Yee scheme (cf. [41]) to solve the TMz model on physical domain
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Table 4.1: Errors of the solutions when the analytic solutions are infinitely smooth in both
random and spatial variables.
Mesh 1/5 1/10 Rate 1/20 Rate 1/40 Rate
E[|Hx1 −Hhx1 |] 9.51281E − 03 2.25052E − 03 2.0796 4.90362E − 04 2.1390 1.16331E − 04 2.1259
M[|Hx1 −Hhx1 |] 9.51281E − 03 2.25090E − 03 2.0794 4.90442E − 04 2.1389 1.16353E − 04 2.1258
E[|Hx2 −Hhx2 |] 9.51281E − 03 2.25462E − 03 2.0770 4.91154E − 04 2.1378 1.16533E − 04 2.1252
M[|Hx2 −Hhx2 |] 9.51281E − 03 2.25498E − 03 2.0768 4.91231E − 04 2.1377 1.16554E − 04 2.1251
E[|E − Ehx1 |] 1.14777E − 02 2.33418E − 03 2.2978 5.27242E − 04 2.2221 1.26109E − 04 2.1670
M[|E − Ehx1 |] 1.14777E − 02 2.33587E − 03 2.2968 5.27710E − 04 2.2215 1.26237E − 04 2.1666
E[|Kx1 −Khx1 |] 8.77292E − 03 1.71711E − 03 2.3531 3.72208E − 04 2.2794 8.73870E − 05 2.2154
M[|Kx1 −Khx1 |] 8.77292E − 03 1.71767E − 03 2.3526 3.72326E − 04 2.2792 8.74154E − 05 2.2153
E[|Kx2 −Khx2 |] 8.77292E − 03 1.71711E − 03 2.3531 3.72208E − 04 2.2794 8.73870E − 05 2.2154
M[|Kx2 −Khx2 |] 8.77292E − 03 1.71767E − 03 2.3526 3.72326E − 04 2.2792 8.74154E − 05 2.2153
E[|J − Jhx1 |] 1.71215E − 02 3.95199E − 03 2.1152 9.11318E − 04 2.1159 2.18246E − 04 2.0998
M[|J − Jhx1 |] 1.71215E − 02 3.95296E − 03 2.1148 9.11584E − 04 2.1156 2.18302E − 04 2.0997
Ω = [0, 1]2 and time domain [0, 1] with the exact solution given as
Hx1 = sin(πx1 + µ0) cos(πx2 + µ0) exp(−πt),
Hx2 = − cos(πx1 + µ0) sin(πx2 + µ0) exp(−πt),
E = sin(πx1 + ε0) sin(πx2 + ε0) exp(−πt),
Kx1 = π
2t sin(πx1) cos(πx2) exp(−πt),
Kx2 = −π2t cos(πx1) sin(πx2) exp(−πt),
J = π2t sin(πx1) sin(πx2) exp(−πt).
To test the convergence rate, we vary the partition size in the x1 and x2 directions
hx1 = hx2 = h from 1/5 to 1/40, and time step size from 1/10 to 1/80. We set time partition
equals two times of spatial to guarantee the stability. In the same time, the partition
numbers in random space vary from 1 to 8. We present the errors of all six components
(Hx1 , Hx2 , E,Kx1 , Kx2 , J) in the discrete E[·] andM[·] in Table 4.1. We can see clearly that
all solutions show second order convergence which agrees with our theoretical result, since
in this case the exact solution is infinitely smooth in both random and spatial variables and
the overall error is dominated by the numerical scheme error.
In Figure 4.1, we present one sample magnetic field and its mean and variance obtained by
solving the same problem by a 20× 20 spatial uniform partition on [0, 1]2. We set the initial
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(a) The random magnetic field (b) The mean magnetic field
(c) The variance of magnetic field
Figure 4.1: Comparison of a random sample of magnetic field and its mean and variance
obtained with y = (0.8147, 0.9058, 0.1270, 0.9134, 0.6324, 0.0975).
conditions and boundary values using the above exact solution and no added source functions.
Figure 4.1 is obtained with the random vector y = (0.8147, 0.9058, 0.1270, 0.9134, 0.6324, 0.0975),
and shows that the mean magnetic field is similar to the sample field in this case.
Example 2
This example is used to test the convergence rate when the solution has limited regularity
in the random variables. For simplicity, we use the same exact solution as Example 1 except
Hx1 being given as:











, m = 1, 2.
We choose number
√
2/2 to avoid the case that some interpolation point falls at this cusp
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Table 4.2: Errors of the solutions when Hx1 ∈ H3/2−ε(Ξ)
N 2 4 Rate 8 Rate 16 Rate
E[|Hx1 −Hhx1 |] 2.544284E − 01 5.899390E − 02 1.8103 1.560676E − 02 1.6431 6.047332E − 03 1.3678
M[|Hx1 −Hhx1 |] 2.972258E − 01 7.969676E − 02 1.6161 2.654922E − 02 1.4797 1.024674E − 02 1.3735
E[|Hx2 −Hhx2 |] 9.506088E − 06 1.570312E − 05 0.9623 5.537782E − 06 1.7153 1.456298E − 06 1.9270
M[|Hx2 −Hhx2 |] 1.576924E − 05 1.125031E − 05 1.1302 5.549302E − 06 1.4701 1.465709E − 06 1.9207
E[|Kx1 −Khx1 |] 6.473112E − 04 1.479130E − 04 2.0982 3.443082E − 05 2.0817 8.255164E − 06 2.0603
M[|Kx1 −Khx1 |] 6.473390E − 04 1.479207E − 04 2.0982 3.443912E − 05 2.0816 8.255810E − 06 2.0606
E[|Kx2 −Khx2 |] 5.212914E − 04 1.306984E − 04 2.0072 3.209770E − 05 2.0099 8.057718E − 06 1.9940
M[|Kx2 −Khx2 |] 5.213384E − 04 1.307129E − 04 2.0070 3.211124E − 05 2.0095 9.062296E − 06 1.9938
E[|E − Eh|] 1.291961E − 04 4.004254E − 05 1.9222 9.690372E − 06 2.0176 2.442342E − 06 1.9883
M[|E − Eh|] 1.297785E − 04 4.008978E − 05 1.9236 9.704608E − 06 2.0176 2.445378E − 06 1.9886
E[|J − Jh|] 1.206363E − 03 3.078828E − 04 1.9984 7.689780E − 05 2.0120 1.892578E − 05 2.0226
M[|J − Jh|] 1.206383E − 03 3.078850E − 04 1.9984 7.690346E − 05 2.0119 1.892703E − 05 2.0226
point. The corresponding source terms are obtained by plugging the exact solution into the
governing equations. It is easy to check that the exact solutions are infinitely smooth except
that Hx1(Ξ) ∈ Hm+1/2−ε(Ξ) when m = 1, 2, respectively.
To investigate the convergence rate, we initialize the partition number for x1, x2, t and
y as 10, 20, 40 and 2 respectively to make a uniform spatial and temporal partition and use
a Gauss-Lobatto points for each random space. Then we double all partition numbers three
times.
The numerical results of original solutions are given in Tables 4.2 and 4.3 for m = 1 and
m = 2, respectively. Table 4.2 shows that the error of Hx1 is about O(N
−1.3) in both mean
and mean square norm defined earlier, and errors of other solutions are still O(N−2) due to
their infinite smoothness. This is consistent with our theoretical analysis. When m = 2, all
the solutions have O(N−2) convergence, which shows clearly by the results stated in Table
4.3. Notice the rate of Hx1 is limited to 2 due to the 2nd convergent rate of the FDTD
scheme. We also plotted the variances of the electric fields at variance times in Figure 4.2.
Example 3
In this example, we solve a classic example showing the backward wave propagation
in metamaterials (cf. [42, 41]). This example assumes that a metamaterial slab of size
[0.024, 0.054]m × [0.002, 0.062]m is located inside a vacuum of size [0, 0.07]m × [0, 0.064]m.
An incident source wave is imposed as E field and excited at line x1 = 0.004m ranging from
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Table 4.3: Errors of the solutions when Hx1 ∈ H5/2−ε(Ξ)
N 2 4 Rate 8 Rate 16 Rate
E[|Hx1 −Hhx1 |] 4.707117E − 02 6.770013E − 03 2.7029 7.617172E − 04 2.5807 1.891617E − 04 2.0096
M[|Hx1 −Hhx1 |] 5.827503E − 02 8.021087E − 03 2.6621 1.028223E − 03 2.5124 2.463826E − 04 2.0612
E[|Hx2 −Hhx2 |] 2.053239E − 05 3.153899E − 06 1.9998 1.204564E − 06 1.7503 2.786668E − 07 2.1119
M[|Hx2 −Hhx2 |] 2.361496E − 05 3.209744E − 06 2.0270 1.213414E − 06 1.7048 3.020466E − 07 2.0062
E[|Kx1 −Khx1 |] 3.563472E − 04 8.236230E − 05 2.0961 2.025432E − 05 2.0996 4.483891E − 06 2.1754
M[|Kx1 −Khx1 |] 3.563567E − 04 8.236546E − 05 2.0961 2.025525E − 05 2.0996 4.484184E − 06 2.1754
E[|Kx2 −Khx2 |] 3.563472E − 04 8.236230E − 05 2.0961 2.025432E − 05 2.0996 4.483891E − 06 2.1754
M[|Kx2 −Khx2 |] 3.563567E − 04 8.236546E − 05 2.0961 2.025525E − 05 2.0996 4.484184E − 06 2.1754
E[|E − Eh|] 8.567125E − 05 1.922316E − 05 2.0511 4.694926E − 06 2.0016 1.198734E − 06 1.9696
M[|E − Eh|] 8.570607E − 05 1.923237E − 05 2.0509 4.697663E − 06 2.0013 1.199810E − 06 1.9691
E[|J − Jh|] 4.566191E − 04 1.075776E − 04 2.0366 2.599359E − 05 2.0100 6.630678E − 06 1.9709
M[|J − Jh|] 4.566465E − 04 1.075871E − 04 2.0366 2.599465E − 05 2.0100 6.631424E − 06 1.9708
Figure 4.2: Example 2. The variances of electronic fields at t = 0.25 (Top left), t = 0.5 (Top
right), t = 0.75 (Bottom left) and t = 1 (Bottom right).
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x2 = 0.025m to x2 = 0.035m. The source wave varies in space as exp(−(x1 − 0.03)2/(50h)2)
where h is the partition size in space, and in time as:
f(t) =

0 t < 0 or t > (2m+ k)Tp
g1(t) sin(ω0t) 0 ≤ t < mTp
sin(ω0t) mTp ≤ t < (m+ k)Tp
g2(t) sin(ω0t) (m+ k)Tp ≤ t < (2m+ k)Tp
where
g1(t) = 10a
3 − 15a4 + 6a5, a = t/mTp
g2(t) = 1− (10b3 − 15b4 + 6b5), b = (t− (m+ k)Tp)/mTp
here Tp = 1/f0 and ω0 = 2πf0. In this simulation, m = 2, k = 100, f0 = 30GHz.
This model is solved on a uniform mesh with time step size τ = 10−13s = 0.1ps and 12
perfectly matched layer (PML) imposed around the physical domain. Details can refer to
our previous work [41]. We use the following random parameters for our simulation:
ε0(x,y) = 1.11× 10−11(1 + y1 + y2),
µ0(x,y) = 10
−6/(1 + y1 + y2),
Γm(x,y) = 10
8(1 + 10−4(y3 − 0.5)),
Γe(x,y) = 10
8(1 + 10−4(y4 − 0.5)),
ωm(x,y) = 2π
√
2× 3× 1010(1 + 10−4(y5 − 0.5)),
ωe(x,y) = 2π
√
2× 3× 1010(1 + 10−4(y6 − 0.5)).
The obtained electric field at various time steps are plotted in Figure 4.3, which shows that
as the source wave enters the metamaterial slab, the wave propagates backward due to the
negative refractive index of the metamaterial and propagates forward after the wave moves
out the metamaterial subdomain. This example shows that the backward wave propagation
phenomenon still exists in the random metamaterial.
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|E| at time step 100 |E| at time step 200
|E| at time step 300 |E| at time step 400
|E| at time step 500 |E| at time step 600
Figure 4.3: The contour plot of electric field |E| at various time steps.
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CHAPTER 5
CONCLUSION AND FUTURE WORK
5.1 Conclusion
This dissertation focused on the uncertainty quantification in electromagnetic fields, includ-
ing the efficient algorithm, regularity and error analysis, and numerical simulation. The
stochastic Galerkin method, quasi Monte Carlo method, and stochastic collocation method
have been discussed, and the numerical experiments have been shown to verify the theoretical
results.
In chapter 2, we use the stochastic Galerkin method to solve the standard Maxwell’s
equations with random inputs. We first showed that the stochastic Galerkin method is
energy preserved. Additionally, we come up with the spatial finite element method and
two different time. The modified leap-frog type scheme was designed to further reduce the
computational cost. The numerical experiments are used to support our theoretical results.
In chapter 3, we discuss the single and multi-level Monte Carlo methods and quasi Monte
Carlo method for Maxwell’s equation with random inputs. The advantage of Monte Carlo
class methods is that all the governor PDEs for different samples are totally decoupled.
Hence, it is super easy to establish the parallel algorithm for stochastic PDEs problems
by using Monte Carlo class methods. The convergence results have been proved, and the
numerical experiments have been displayed to verify our theoretical results.
In chapter 4, we establish the regularity and error analysis of the time-dependent Maxwell’s
equations in Drude metamaterial with randomness. In the numerical experiments, we first
verify the convergence rates and compare the CPUs’ times. And then, we demonstrate the
backward wave propagation phenomenon happened when the electromagnetic wave travels
in the random metamaterial.
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5.2 Future work
The uncertainty quantification is still a popular topic in mathematical and engineering area.
Due to curse of dimensionality, it still deserves our efforts to develop more efficient algo-
rithms. Recently, a machine learning method has been developed to solve the stochastic
PDEs problems with amazing efficiency. This new idea can be used in stochastic electro-
magnetic fields.
Another promising idea is the high level quasi Monte Carlo method, for example, multi-
level quasi Monte Carlo method. As showed in chapter 3, the Monte Carlo class methods is
decoupled but their accuracy is low. Quasi Monte Carlo may conquer this issue, and then
balance the computational workload and the accuracy.
I will also keep working on another area I am interested in. In [43], we solved metamaterial
design problems by using optimal control method. But the theoretical analysis, such as
existence, smoothness of the solution, are still unsolved. These meaningful works worth our
best efforts to solve them.
For the classic numerical algorithms, such as finite element method and Yee scheme, there
are lot of work should be done. In [44], we shown analysis of Ziolkowskis PML problems. In
[45], we presented the analysis of Crank-Nicolson Yee scheme. Those works can be continued
for more complicate models.
In [46], we shown a FDTD scheme for Kerr-type nonlinear media. Actually, this algorithm
can be more efficient if compact finite difference scheme or hp finite element methods have
been used.
Finally, I am also interested in a variational approach for PDEs. In [47], we showed a sym-
metry breaking result by using bifurcation and critical group. The symmetry preservation
problem will be a potential future work.
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