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Abstract
Nonholonomic systems have been investigated as models for locomotion due to
the similarity between nonholonomic constraints and the no-slip condition of wheels
or the Kutta condition of swimmers’ tails. The focus of most past research has been
on kinematic nonholonomic systems. However, an increasing body of research points
to benefits that dynamic components of these systems, such as underactuated degrees
of freedom, can provide.
This work investigates the effect of adding stiff degrees of freedom to the
Chaplygin sleigh, a classical nonholonomic system that has been used in the past as
a swimming model. Observed resonance behavior is shown to greatly increase net
velocity of the sleigh at certain ranges of forcing frequency and amplitude.
A change to the formulation of the nonholonomic constraint is also considered
where the constraint point is defined as fixed with respect to the flow field around
the body, which is defined by potential flow theory. The reduced effective inertia resulting from this change improves performance at high forcing frequency, but reduces
performance for slower forcing.
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Chapter 1
Introduction
In Lagrangian mechanics, a Lagrangian L, defined as the difference of potential
and kinetic energy of a system defined in terms of generalized coordinates q, is used
to derive the equations of motion of a dynamic system with the Euler-Lagrange
equations. In the case that constraints on the system can be written in the form
f (q, t) = 0, the number of coordinates needed to define the problem is reduced [4].
These are known as holonomic constraint, and for k such constraints and n generalized
coordinates, (n − k) second order ODEs, or 2(n − k) first order ODEs, are needed to
describe the equations of motion. However, if the constraints cannot be written in that
form, the Lagrangian cannot be simplified and the constraint must be accounted for
by using Lagrange multipliers, generating a result with different properties known as a
nonholonomic or anholonomic system, and the constraint is known as a nonholonomic
constraint [4]. A system with m nonholonomic constraints can be written in 2n − m
equations, however the number of generalized coordinates in the coordination space
cannot be reduced.
The history of nonholonomic systems is summarized succinctly in Borisov’s
2005 review [4]. H. Hertz is credited as the first to show that the Euler-Lagrange equa1

tions were not valid in the presence of nonholonomic constraints. Later, researchers
such as Chaplygin and Suslov investigated integrable nonholonomic equations, as well
as the stability of the nonlinear equations about certain points. This direction of research continues to this day, with more integrable cases being discovered and modern
computer-aided geometric integration allowing the further exploration of the cases
that are not analytically integrable.
Nonholonomic constraints appear regularly in dynamics and robotics. They
can be generally categorized into either dynamic or kinematic systems, though some
overlap between categories does exist. Kinematic systems are fully actuated and generally thoroughly studied. An example is autonomous driving of automobiles, where
the wheels impose a nonholonomic constraint on the vehicle’s velocity, and every degree of freedom is often controlled to a substantial degree. Dynamic nonholonomic
systems have at least one underactuated degree of freedom and have been somewhat
less studied, and include the snakeboard [18], rattleback, and Chaplygin sleigh [17].
The dynamics of highly underactuated nonholonomic systems remain largely unexplored.
Controlled locomotion is an active area of study in dynamics and robotics, on
scales from microswimmers for potential in-vitro drug delivery [5] to stellar engines,
such as the Shkadov thruster, designed to displace entire solar systems [6]. As locomotion has been necessary for the survival of animals, nature has developed a broad
set of locomotion modes, many of which are nonholonomic. The serpentine motion of
snakes, featuring a non-holonomic constraint along the length of the body, has been
found to be approximated by the dynamics of the aptly named snakeboard [18]. The
motion of biological swimming and flight at a macroscopic scale and high Reynolds
number can be considered nonholonomic, and can be modeled by the Chaplygin sleigh
[20] (or the ”Chaplygin Beanie” as named by Kelly in [14]) or ”Roller Racer” [2].
2

These simplified and well studied nonholonomic model systems generally have
few degrees of freedom to simplify analysis. However, research has shown that additional redundant degrees of freedom can substantially alter and improve the dynamics
of bipedal walking [16] [24]. Beal [21] found that an unactuated (dead) fish with a
flexible continuum of infinite degrees of freedom was able to swim upstream and remain in a fixed region in a water tunnel with only the excitation of the vortex wake of
an upstream obstacle. This motivates the analysis of the performance characteristics
of these classical nonholonomic models with additional degrees of freedom.

1.1

The Chaplygin Sleigh
Consider the simple dynamic system of an arbitrary rigid body with applied

torque in two dimensions. If the forcing is known, this system is integrable, and its
position is known analytically for all time. Adding a simple constraint that velocity
normal to an arbitrary fixed point on the body is always zero results in a nonholonomic
system known as the Chaplygin sleigh, named after Chaplygin who first described it
in 1911 [7]. Despite being a simple system subject to a simple constraint, the sleigh
exhibits rich dynamics. An interesting facet of these dynamics is that body frame
velocity at the constraint ux can only increase or remain constant, so in order to better
capture the balance between thrust and drag that characterizes biological swimmers,
a viscous dissipation cux is often considered at the constraint. This formulation is
often known as the dissipative Chaplygin sleigh [20].
It has been observed that the Chaplygin sleigh settles to periodic limit cycles
when input torque is sinusoidal. Borisov [3] proves the existence of limit cycles on
a formulation with rotational dissipation by analytically deriving a map for the periodic motion and showing convergence. A linear system, such as the sleigh without
3

the nonholonomic constraint, responds to forcing A sin(Ωt) with states B sin(Ωt + φ),
where amplitude ratio

A
B

is fixed. However, the nonlinearity introduced by the non-

holonomic constraint allows for rich frequency-amplitude behavior, including multiple
frequencies in the output and variable amplitude ratio. Understanding this behavior
is useful for control of these systems. In this thesis, the effect of the nonholonomic
constraint on the frequency-amplitude response will be investigated.
Interest exists in the dynamics of biological swimming because of high efficiency and fast turning. While modern marine locomotion methods such as propellers
can generate high speeds, they compare poorly to fishlike swimmers in agility and efficiency of turning [25]. It was originally estimated that dolphins propelled themselves
with 7 times less energy than would be required to tow a stationary model of one
through the water, a contradiction that would be known as Gray’s paradox. Though
the paradox has been partially resolved by further analysis, the dynamics that allow
for that efficient locomotion are still not fully understood [11].
The dynamics of the Chaplygin sleigh are thought to be similar to biological
swimmers, specifically carangiform swimmers [20]. The tail of a carangiform swimmer
is constrained in velocity relative to the fluid, making it a nonholonomic constraint. If
we further assume that the swimmer is perfectly rigid, the fluid at the tail is perfectly
still, the density of the fluid is much lower than that of the body, and the body
is forced by an inertial rotor, then a carangiform swimmer limits to a Chaplygin
sleigh. In Chapter 3 we will investigate weakening some of the assumptions to allow
for fluid motion at the constraint and non-negligible fluid density in a variant of
the hydrodynamic Chaplygin sleigh [10] [1]. In Chapter 2 we will allow flexibility
of the body by dividing it into multiple segments, and consider forcing applied to
that internal flexibility. By weakening these assumptions, we hope to investigate in
abstract how the dynamics of biological swimmers generate fast and efficient motion.
4

Chapter 2
The Classical Chaplygin Sleigh
with an Added Link
Here we first consider a model of the Chaplygin sleigh with an additional
redundant degree of freedom in the form of an additional link with a torsional spring.
The original derivation of these equations can be found in [7], and a slightly modified
derivation will also be presented here. The effect of this spring on the frequencyamplitude response behavior of the system will be investigated.

2.1

Equations of Motion
Consider the system displayed in figure 2.1. Because the nonholonomic con-

straint may not be included in the Lagrangian, the Lagrangian of this system in
coordinates q = [x1 , y1 , θ, δ] is that of a linear oscillator of mass matrix M and linear
stiffness K,
1
L = q̇ T Mq̇ − Kq,
2

5

(2.1)

Figure 2.1: A sleigh of total length 2l and total mass m, with a stiff joint at distance l from the constraint at point P. The link with the nonholonomic constraint is
henceforth referred to as the ‘tail’, and the other link referred to as the ‘head’. Angle
θ defines the rotation of the tail in the fixed frame, while angle δ is the relative angle
between the links [8].
where the stiffness matrix K only depends on the interlink angle δ, so Kq → kδ. The
constraint can then be separately defined as

W (q)q̇ = 0

(2.2)

W (q) = [− sin θ cos(θ) − l 0].

(2.3)

for

6

The full expression of the constraint in the fixed frame is then

− sin θ ẋ1 + cos θ ẏ1 −  l θ˙1 = 0.

(2.4)

Dissipation is then accounted for with the Rayleigh dissipation function

1
2
2
2
˙
R=
cu (ẋ1 cos θ + ẏ1 sin θ) + cω θ1 + cδ δ̇ ,
2

(2.5)

where cu , cθ , and cδ refer to the damping on the translational velocity at the constraint, the rotational velocity in the tail link, and the interlink rotational velocity,
respectively. The Euler-Lagrange equations are then
d
dt



∂L
∂ q˙i


−

∂L
∂R
= Wij λj −
+ τi (t),
∂qi
∂qi

(2.6)

where i iterates over the generalized coordinates and j iterates over the constraints,
with one unknown Lagrange multiplier λj corresponding to each constraint. The
external forces τi act on each generalized coordinate. In this case, forcing is considered
for each of the three rotational degrees of freedom.
The Euler-Lagrange equations and constraint can then be rewritten as

 
T
M −W   q̈ 

   = B(q, q̇) + τ (t)
W
0
λ
where

Here

∂L
∂q


−Ṁq̇ +
B(q, q̇) = 
Ẇ q̇

(2.7)


∂L
∂q 

.

is a vector of partial derivatives of the terms dependent on q, which in this

7

case are only potential terms. To eliminate θ we consider the body frame velocities
ξ = [ux , ω1 , ω2 , δ]T where ux is the velocity at the constraint, ω1 = θ̇, and ω2 = δ̇.
The velocities can be converted into the body frame by defining ux , ω1 and θ as

 
 
ẋ
u
  = R 
ẏ
0

 
 
 
ẍ
u̇
u
  = R   + ω1 × R  
ÿ
0
0

and

(2.8)

for rotation matrix R. Note that [x1 , y1 ] denote the position of the center of mass of
the tail link, and [x, y] denote the position of the constraint. To increase the generality
of our results we remove m and l from the equations by redefining the constants

ux = un l,

where α =

A = An ml2 ,
q

K
ml2

k = α2 ml2 ,

cu = cu,n m cω = cω,n ml2 ,

cδ = cδ,n ml2

has a form similar to the natural frequency of the unconstrained

oscillator. For simplicity of notation, the n subscripts are dropped, and all instances
of the redefined constants henceforth are taken to be in their dimensionless form.
Substituting (3.15) and 2.1 into the equations of motion (3.14) yields



1

− sin (δ) ( − 1)2 − sin (δ) ( − 1)2




− sin (δ) ( − 1)2


− sin (δ) ( − 1)2


T2,2

T2,3

T2,3

T3,3

(ω1 + ω2 )2 ( − 1)2 cos (δ) + (− + 2)  ω1 2 − cu u





  u̇ 
 
 
 ω˙1  =
 

ω˙2








2  ω2 (2ω1 + ω2 ) ( − 1)2 sin (δ) − ω1 u ( − 1)2 cos (δ) + ( − 2) ω1 u − cω ω1 + τθ 




2
2
2
2
−ω1 u ( − 1) cos (δ) − 2 ω1  ( − 1) sin (δ) − α δ − ω2 cδ + τδ + τθ

8

where

T2,2 = 4  ( − 1)2 cos(δ) − 4 3 + (48 γ + 7)2 + (−48 γ − 3) + 16 γ + 1
T2,3 = −( − 1)(16 2 γ − 2 2 cos(δ) − 32  γ + 2  cos(δ) + 2 + γ r2 + 16 γ − 2  + 1

T3,3 = − ( − 1) 16 2 γ + 2 − 32  γ − 2  + γ r2 + 16 γ + 1 .

The constant γ is a geometric constant defining the polar moment of inertia of each
link. For rectangular links, γ =
√
1
, and α = 10.
2

2.2

1
.
12

The sleigh width to length ratio r is taken to be

Behavior of the Single Link Sleigh
The equations of the single link sleigh emerge from these equations in the limit

as  → 1,




1

0








ω12

− cu,n un

  u̇  
.
  = 
−ω1 un − cω,n ω1 − τθ,n
ω˙1
0 γ r2 + 16 γ + 1

(2.9)

These equations behave differently depending on the time variation of forcing term
τθ,n . In cases where τθ,n = 0 and cu,n = 0, the trajectory in (x, y) limits to a straight
line of constant velocity. When a feedback law τ = kω−k2 sin θe is applied for heading
error θe , the sleigh is found to trace periodic cycles in the (ux , ω) phase space known
as limit cycles [15]. For time varying state-invariant forcing τθ,n = A cos()ωt), the
sleigh has also been shown to approach limit cycles up to an amplitude limit [3].
These limit cycles generally have a “Figure 8” shape because the primary frequency
component of ux has double the frequency of the main component of ω. Trajectories
of time invariant systems in state-space are generally not allowed to intersect, but
9

this system is an exception due to the time varying forcing.

2.3

Harmonic Balance Method
An analytical expression for the velocities of the Chaplygin sleigh is desirable

to reduce computation time, expose low-order behavior, and allow for fine control.
Unfortunately, for most parameters there is no known analytical expression for the
trajectories of the Chaplygin sleigh. However, a discrete Fourier transform reveals
that the velocities can be approximated well as a sum of three sinusoids and a constant
term, which gives the velocities as a function of t with unknown coefficients. Assuming
this solution in the differential equation allows those coefficients to be numerically approximated. Likewise, certain coefficients can be prescribed to numerically determine
the corresponding forcing parameters, allowing for fine control.
Consider the equations of motion rewritten into the form

A(x)ẍ = B(ẋ)

(2.10)

where A is a function of the positions and B a function of the velocities. Discrete
Fourier transformations of numerical simulations show that the single link sleigh has
velocity components primarily at frequencies 0, Ω, 2Ω, and 3Ω. This is also accurate
for the two link sleigh across much of the parameter space, though higher frequency
components can arise from large oscillations. It is then possible to approximate every
velocity as a sum of a constant term and three sinusoidal terms of fixed frequency
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and arbitrary phase, written as

u = u0 +A1 sin(Ωt)+A2 cos(Ωt)+A3 sin(2Ωt)+A4 cos(2Ωt)+A5 sin(3Ωt)+A6 cos(3Ωt),
(2.11)

ω1 = ω0 +B1 sin(Ωt)+B2 cos(Ωt)+B3 sin(2Ωt)+B4 cos(2Ωt)+B5 sin(3Ωt)+B6 cos(3Ωt),
(2.12)

ω2 = C1 sin(Ωt) + C2 cos(Ωt) + C3 sin(2Ωt) + C4 cos(2Ωt) + C5 sin(3Ωt) + C6 cos(3Ωt).
(2.13)
Observations show that the interlink angle δ must oscillate about a constant average
value on the limit cycle for spring force to remain bounded, so a constant gain in the
ω2 equation is not necessary. The accelerations can be found by direct differentiation,
R
and δ = (ω2 dt), where the constant of integration is named δ0 .
Substituting these approximations into the equation of motion yields the algebraic system

A(t, C)ẍ(t, C) − B(t, C) = f (t, C) = 0

(2.14)

where C is a tuple containing the 21 unknown coefficients. The system of 3 equations,
1 independent variable, and 21 unknown constants must then be converted to a
system of 21 equations and 21 unknowns to allow numerical or analytical solution.
We investigate two strategies to get 21 equations of the form h(C) = 0, and at that
point use the same numerical solver to find the unknown coefficients C.
11

2.3.1

True Harmonic Balance
The true harmonic balance method creates extra equations by isolating ev-

ery frequency component as an independent equation. This generally creates more
equations than are needed, so only the lowest frequencies are retained, and higher
frequencies are neglected. The unknowns can then be solved for numerically. In the
case where a solution does not exist, an error can be numerically minimized to approximate the limit cycle. Note that the system must first be modified because the
frequencies of nested trigonometric functions are not well defined, so we set

cos δ = 1 −

δ2
,
2

(2.15)

sin δ = δ −

δ3
.
6

(2.16)

The equations can then be separated such that
f (t, C)
= g(t, C) + ht (C) = 0,
sin(jΩt + φ)

(2.17)

where the time-independent terms ht (C) must be equal to zero. Iterating for
φ = (0, π2 ) and j = 0, 1, 2, 3, ....n generates 3 + 3n independent equations, and n can
be increased until a unique solution is possible.
The size of the equations scales poorly with system complexity, and the harmonic balance equation for the sleigh with a passive degree of freedom takes approximately 2,000,000 characters to encode in text, casually exceeding the length
of most novels and becoming very slow to evaluate. This causes the harmonic balance to become roughly as computationally intensive as direct simulation. There is
a workaround for this discussed below.
12

2.3.2

Approximated Harmonic Balance
A second novel method to derive the harmonic balance coefficients was devel-

oped to avoid the computational overhead of the full harmonic balance equations.
Using the equality f (t, C) = 0 defined above, substituting t = 0, 1, 2, ...n generates
3 + 3n equations of the form ha (C) = 0, which can be solved numerically for the
unknown coefficients C. The tuple t can be any set of real numbers such that for
every combination ti and tj and arbitrary integer n, tj − 2nπΩ 6= ti . This is to avoid
dependent equations.

(a)

(b)

Figure 2.2: Accuracy for the approximated harmonic balance solution (a) and true
harmonic balance solution (b) of the multi-link sleigh. The estimated harmonic balance approximation was 29.9 times faster to calculate than direct simulation, while
the analytical harmonic balance method is 1.2 times faster than direct simulation.

2.3.3

Comparing Accuracy and Computational Complexity
These two methods have performance that scales differently with the complex-

ity of the system. Assuming that evaluation time scales with the number of characters
in the harmonic balance equation, and that the objective functions for both methods
require the same number of evaluations to approximate a solution, the number of
13

characters in the HBM equations will be approximated for both methods and used
as a proxy for evaluation time. To demonstrate this, the example system

ur = 0

(2.18)

will be used, where u is the sum of frequency components defined in 2.11. As the
number of unknowns is n = 7, 7 equations must be found. For the approximated
harmonic balance method, this is simply

u(t = 0)r = 0, u(t = 1)r = 0, ...u(t + 6)r = 0,

(2.19)

which has a constant 1964 characters independent of r. The true harmonic
balance method cannot be expressed as easily. Expanding 2.18 gives
(r + n + 1)!
r! (n − 1)!

(2.20)

terms after simplification. Converting trigonometric function multiplication sina (x) sinb (x)
into frequency components gives all odd frequencies up to a + b if a + b is odd, and all
even frequencies up to a + b if it is even, meaning that each possible combination of
coefficients is represented at least once in the harmonic balance if all frequencies < 4Ω
are used. Assuming the number of characters per term scales with r and multiplying
by a constant factor of 10 to account for coefficients, the total predicted character
length for the harmonic balance equations is predicted to be

10r

(r + n + 1)!
.
r! (n − 1)!

(2.21)

This was compared with the true length of the equations using Maple. This combinatorics example is to hopefully prove that the Maple equations are not missing
14

a possible simplification. The combinatorics and Maple show that the true HBM
equation has less characters and so is more simple than the approximated method for
r < 4, but the approximated method performs much better for large r.
This hopefully shows that the full multi-link sleigh harmonic balance, with
n = 21 and very large r depending on the degree of simplification of sin δ, could easily
have equations in the megabyte range, which would lead to very low performance.

2.4

Simulations and Analysis

2.4.1

Quantification of Performance
As an expressed goal of this research to be to quantify the frequency response

of nonholonomic systems, we must identify characteristics of the “response” that can
be quantified and compared. To do this we draw from the field of robotics to quantify
a velocity and net efficiency.
One means of comparing velocity is to quantify the average body frame velocity
R t0 +T

u0 =

t0

T

ux dt

over period T. However, the sleigh moves on serpentine paths, so a

sleigh moving at high velocity in the body frame may not make much net progress.
We propose a net forward velocity over the cycle, denoted vnet , to quantify system
performance. For sleigh position vector p̄(t), vnet is defined as
Z

t0 +T

vnet =

(uy sin θ + ux cos θ)dt =
t0

kp̄(t0 + T ) − p̄(t0 )k
T

for arbitrary t0 . We also consider an efficiency based on the ratio of productive kinetic
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Figure 2.3: Character count for the estimated and true harmonic balance methods.
The true harmonic balance method is superior for r < 4, but the computational cost
scales very poorly with r, so the estimated harmonic balance method becomes orders
of magnitude faster for large r.
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energy to energy input per cycle, which can be written as
mv 2
η = R t0 +T net ,
τ ω dt
t0
and a formulation considering total translational kinetic energy,
mu2
ηu = R t0 +T 0
.
τ
ω
dt
t0
These definitions of efficiency tend to be low for low frequencies because the denominator becomes small for small forcing period T .

2.4.2

Head Forcing
By applying a torque only to the head link of the sleigh with an added degree

of freedom and to the only link of the traditional sleigh, a fair comparison can be
made between the two.
In figure 2.4(a) the  = 1 case corresponds to the sleigh with a single degree of
freedom. It performs poorly under high frequency oscillations, where small oscillations
in θ limit the magnitude of the forward thrust λ sin θ. Larger oscillations allow for
higher values of u, but the increasingly serpentine paths taken limit forward progress.
A sample of such trajectories is provided in 2.5. Though ux is on average highest for
the low frequency trajectories, the net distance traveled in the (x, y) plane per cycle
over period, defined as vnet , is lower for the low frequencies. This is illustrated in
figure 2.5b, where vnet is shown to decrease at low frequencies for a large sampling of
amplitudes. It is also apparent that the sign of vnet , corresponding to the direction
of travel, flips in the low frequencies, implying the existence of a vnet = 0 completely
self-enclosing trajectory at nonzero Ω and A.
17

(a)

(b)

(c)

(d)

Figure 2.4: Sleigh u0 for (a)  = 1, (b)  = 0.9, (c)  = 0.5, and (d)  = 0.1. For all
cases, c = 0.1 and the forcing is applied to the head link. The additional degree of
freedom appears to increase u0 , particularly in high frequency regions.
If the torque is instead applied to a small link at the head of the sleigh, this
limits to the  = 0.9 case. The performance between these two cases appears similar
at a glance, but is quite different under further examination. This case is similar to
a series elastic actuator [22], where a spring transfers force between a rotating motor
and the actuated body, improving force and power density at the cost of fine control
(bandwidth). The  = 0.9 sleigh can be viewed as a series elastic actuator acting
on the  = 1 sleigh with two small differences: the body of the sleigh in the former
is shorter, and the series actuator features a slightly eccentric mass. For low input
18

(a)

(b)

Figure 2.5: Part (a) features Self enclosing trajectories for the single link sleigh at
c = 0.1. Part (b) displays how this behavior leads to low net velocity at low forcing
frequencies, even as u0 approaches a maximum.
frequencies in the passband of the actuator, these differences are insignificant and
overall performance is similar between the two. However, higher forcing frequencies
utilize the dynamics of the series actuator to slightly improve performance.
The most clear feature of the  = 0.5 case is the resonance effects observed
in figure 2.4. Unlike the single link sleigh, u0 does not increase monotonically with
decreasing Ω, but instead reaches a peak value around Ω = 6 at high amplitudes, but
with some variation with A. On top of this increased high frequency performance,
the additional degree of freedom does not appear to reduce performance in the low
frequency range where the single link sleigh does well.
Figure 2.6 (a) displays the magnitude of oscillations in the interlink angle.
Around a clear resonance near Ω = 10 and high A, the second link performs almost
three full rotations in every direction during every period. That results in the complex
limit cycle in figure 2.6 (e). The resulting large values of ω give rise to large values of
u, leading the resonant case to have high velocity compared to the single link sleigh.
However, these very large oscillations in δ result in large amounts of energy dissipated
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 2.6: Part (a) shows the maximum value of the interlink angle δ in radians over
the parameter space. Parts (b) and (c) show the efficiency of the two link and single
link sleigh, respectively. Part (d) shows the ratio of u0 of the two link sleigh to that
of the single link sleigh. Part (e) shows the limit cycles about the bifurcation point,
and part (f) shows the limit cycles at Ω = 8.8, A = 0.5 corresponding to the peak in
part (d). All plots are forced on the head link.
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by cδ , causing a region of low efficiency in 2.6(b).
There appears to be a bifurcation in the limit cycles around the natural frequency. This manifests in 2.5(c) and 2.6(b) as sharp changes in u0 and η, respectively.
Figure 2.6(e) attempts to explain this phenomenon by plotting limit cycles on both
sides of the bifurcation, and a clear simplification can be seen in the limit cycle. The
low frequency side of the bifurcation has a limit cycle that intersects itself in almost
countless places and traverses a large range of ω and u. The high frequency side of
the bifurcation has much smaller oscillations in ω over the cycle, reducing dissipation
while maintaining a similar average velocity. There appear to be three major regimes
of motion: the figure-8 motion for small δ, the three-intercept case where max(δ) < π,
and cases where larger oscillations in δ result in additional frequencies in the system
that cause complex limit cycles. These additional frequencies are only present for
part of the cycle, where δ approaches an extremum and ω2 a minimum, the centers
of the limit cycles take on a similar appearance.
Plotting the ratio of u0 for the single and two link cases in 2.6(d) reveals that
the largest difference in performance is not actually in the region where very large
oscillations in δ take place, but rather at the very lowest forcing amplitude and near
the resonance frequency. Unlike the higher forcing amplitude case where resonance
resulted in poor efficiency, here the maximum u0 also results in a maximal efficiency.
Figure 2.6(f) shows the limit cycles for both sleighs at this point, and reveals that the
one link sleigh performs very small oscillations, which are explored further in chapter
3. The additional degree of freedom allows much larger oscillations, which results in
much larger input power τ (ω1 + ω2 ), resulting in higher velocity.
Though the additional degree of freedom provides an advantage near its resonance frequency and does not appear to provide a disadvantage at lower frequencies,
it can be seen to lower both efficiency and u0 at higher frequencies. The lower effi21

ciency is simple to explain: the passive degree of freedom performs oscillations that
result in increased dissipation of energy, and the velocity does not improve enough
for the numerator to compensate. The reduced velocity is more difficult to explain.
The  = 0.1 has dynamics very different from the  = 0.9 case, despite the
systems being identical except for the position of the constraint. Unlike the other
cases which have better performance than the classical sleigh in some regions and
poorer performance in others, u0 for the small tail case exceeds u0 for the classical
sleigh at every point sampled. This advantage is most clear in two places: at a small
resonance peak near ω = 6, and again at high frequency and amplitude, as shown in
figure 2.7. The efficiency of the two is generally comparable over the space sampled.
The simplest explanation for the performance of the sleigh with a small tail is
that it behaves like a compliant constraint. The thrust-drag balance for either sleigh
can be written as
Z

t0 +T

Z

t0 +T

−cux cos θc dt,

λ sin θc dt =
t0

(2.22)

t0

where the left is thrust and the right is drag, and θc is the angle of the constraint
relative to the mean heading angle. In order to improve thrust, one must either
improve λ, sin θc , or the phase between them. Changing λ can be done to an extent
by changing the moment of inertia, but is not easy. However, the sin θc term can be
improved by continuously redefining the direction of the constraint, which seems to
be the case in the tail of fish. One means of doing this is to assign a stiffness to the
constraint, so that it can comply with λ and at the same time direct a larger portion
of λ into the forward direction. This is essentially the function of the small tail.
Figure 2.7 generally supports this interpretation. Figure 2.7(c) illustrates how
the small tail link influences the average constraint angle. At the lowest frequencies,
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(a)

(b)

(d)

(c)

Figure 2.7: Plots of (a) efficiency, (b) the ratio of two link sleigh u0 to one link sleigh
u0 , and (c) the ratio of mean(abs(θ)) for the two link and single link sleigh, and (d)
limit cycles at A = 5.4 and Ω = 20.0. All plots are for head forcing and  = 0.1.
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the difference between the two cases is very small because both cases perform large
oscillations. However, as the forcing frequency rises, the oscillations of the tail link
become substantially larger than those of the single link sleigh, allowing more thrust
generation and higher velocity. The tradeoff for this higher velocity is dissipation in
the interlink rotation, reducing the efficiency of the small tail sleigh slightly compared
to the single link sleigh.
Figure 2.7 investigates a high frequency, low amplitude case, and finds that the
head of the two link sleigh performs oscillations similar to the single link sleigh. The
slightly larger oscillations in the two link sleigh can be explained by resonance and
the smaller component of λ in the direction opposing rotation. The tail link can be
seen to perform much larger oscillations than the head link, explaining the difference
in ux .
Investigating the dynamics of the sleigh for different parameters can offer some
insight into the dynamics of the system, but does little to answer the design problem
of how to select parameters for the best performance. Because “best” is subjective,
this question is generally unanswerable without a defined cost function. However,
it is possible to eliminate some points from consideration if they are inferior to any
other point by all metrics considered. The result is known as a “Pareto Frontier”
after Vilfredo Pareto [19]. This allows clear comparison of the tradeoffs of different
parameters.
In this analysis, we consider a simple two-dimensional frontier where vnet is
maximized and average power input P0 is minimized. This means that if any point
has lower vnet than any other point while also having higher power dissipation, that
point will be eliminated as not Pareto optimal. It is useful to define an upper bound
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Figure 2.8: The Pareto Frontier for vnet and dissipated power at c = 0.1 and with
head forcing. The resonance behavior of the  = 0.5 case and the improvements due
to the small tail in the  = 0.1 case can be seen. A line corresponding to the highest
possible velocity for a power input is also provided.
to possible values, which can be done with the inequality

2
cvnet

≤

cu20

Z

t0 +T

≤
t0

cu2x (t)
dt ≤ P0 .
T

(2.23)

With P0 on the horizontal axis, all data points must fall to the right of this line.
The Pareto diagram encapsulates the trends already noted. The single link
sleigh is efficient because no power is dissipated in the interlink angle, however it has
quite low vnet because the large oscillations that lead to high body frame velocity also
generate excessively serpentine paths. The  = 0.9 case is very similar, except it uses
more power to achieve the same velocity, but in turn can reach a higher maximum
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velocity. The  = 0.5 curve shows the ability to reach much higher velocities than
the prior cases by exploiting resonance. However, this resonance results in a high
dissipation of power. The small tail curve with  = 0.1 can produce high velocities
while also using the least power at any given velocity.

2.4.3

Tail Forcing
While the work so far focuses on the case where a rotor is placed on the head

link, it is also possible to place a rotor on the tail link. The behavior of the single link
sleigh does not change in this case, but the two link sleigh can exhibit significantly
different dynamics.
Much like for the head forcing, the sleigh with  = 0.9 has dynamics that at
a glance look similar to the classical sleigh. However, on closer inspection, the additional link increases u0 slightly for every combination of parameters. The difference
is largest in the region of small amplitude oscillations in θ. This is investigated in
figure 2.10(b), where a limit cycle is plotted in the high frequency region, showing
larger tail oscillations and substantially larger head oscillations.
Understanding how these oscillations improve performance requires some prerequisite knowledge about the forcing behavior of the classical sleigh. The motor
generally provides strokes of torque in each direction, and the sleigh follows that
by rocking left and right. However, τ and ω are generally almost 90◦ out of phase,
meaning that almost half of the stroke in τ is spent slowing down the body before it
R
can be rotated the other way. Viewed in terms of energy, the power input τ ω dt is
negative for almost half of the stroke as the rotor pulls energy from the sleigh. This
is obviously not efficient for making the most of limited motor torque.
In figure 2.10(c) the relationship between the rotational velocity of the first
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(a)

(b)

(c)

(d)

Figure 2.9: Sleigh u0 for (a)  = 1, (b)  = 0.9, (c)  = 0.5, and (d)  = 0.1. For all
cases, c = 0.1 and the forcing is applied to the tail link. Destructive interference can
be seen at the parameters where resonance occurred in the head forcing case.
link ω1 and spring energy is investigated. At ω1 =0 the spring energy can be seen
to approach a maximum, indicating that the amount of energy removed from the
system by the rotor was lower, and that energy is retained in the system to later
provide useful work. Where angular velocity approaches a maximum, the spring
energy approaches a minimum, implying that the saved energy is returned back into
the system to perform useful locomotion.
The  = 0.5 case has some more clear differences from its head-driven counterpart. Most apparent is that the maximum of the previous plot corresponds to
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(b)

(a)

(c)
Figure 2.10: Subplot (a) features the ratio of u0 of the sleigh with  = 0.9 over
the single link sleigh. Part (b) shows the limit cycles at parameters A = 20.0 and
Ω = 20.0, noting that the additional link increases ω. Part (c) plots the relationship
between a term representing the spring energy and ω1 , finding a productive exchange
of energy for the same parameters as part (b).
a minimum of this plot. A limit cycle within this region is investigated in 2.11(b).
Investigating the performance ratio between this forcing type and the head forcing
in 2.11(a) finds that tail forcing is less effective at frequencies below the evident
resonance frequency, but is more effective above that frequency.
Figure 2.11(b) shows that in the trough in u0 , the sleigh begins to challenge
most of our presumed knowledge about these systems. At low forcing amplitude, the
sleigh follows a familiar figure-8 limit cycle, but with negative u0 , which is impossible
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(b)

(a)

(c)

(d)

(e)
Figure 2.11: Subplot (a) features the ratio of u0 of the sleigh with  = 0.5 over the
single link sleigh. Part (b) shows the limit cycles at Ω = 5.9 in the performance
trough, finding limit cycles with negative u0 and that are not symmetrical about
the horizontal axis. Part (c) shows the relationship between ω1 and ω2 for the same
forcing frequency and a sampling of amplitudes. Part (d) shows limit cycles for the
parameters A = 15.1 and Ω = 15.1, noting the high u0 values for the tail driven case.
Part (e) shows the distance from the mass center to the heading line for the same
parameters as (d).
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to achieve with the classical sleigh, and was not found in any other permutations of
the two link sleigh. As amplitude increases, the limit cycle suddenly begins to violate
the symmetry about the ω = 0 axis that all other cases obey. Because of symmetry
in the equations there must exist an identical limit cycle reflected over ω = 0, proving
that systems of this type can have multiple limit cycles.
At higher frequencies the tail forced case has higher u0 . This is difficult to
explain by looking at the limit cycle in 2.11(b), as the slower sleigh performs larger
oscillations in ω of both the head and tail, which is unusual because in the single
link case, larger ω correlates directly to larger u0 . However, this phenomenon can be
explained by a sum of forces

λ cos θ + cux sin θ = mẍcg ,

(2.24)

where xcg is the length of the line of shortest distance between the mass center and the
line of mean heading, given by 32 sin θ + 12 sin(θ +δ). This is true because λ and cux are
the only external forces acting on the body. Because typically λ cos θ >> cux sin θ
at high forcing frequencies with small θ, it is evident that, all else equal, larger
oscillations of the mass center will result in larger thrust from the constraint and
higher u0 .
The case with a rotor on the head link performs larger oscillations of both the
head and tail link than the tail driven case. However, the centers of mass of both
links have components tangent to the heading line of similar magnitude and opposite
sign, resulting in less motion of the mass center than the tail driven sleigh. This
can be intuitively justified by considering that the torque applied to the tail can be
transmitted to the constraint point directly, but the torque applied to the head must
pass through the stiff degree of freedom first. This results in large oscillations which
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may or may not generate productive kinematics depending on the forcing parameters.
The small tail  = 0.1 case exhibits remarkably high u0 values in the high
frequency region where all other cases have been shown to perform poorly. However,
much like the  = 0.5 case it also has a region of poor performance for low frequencies.
Figure 2.12(a) shows that efficiency is also very high for high frequency forcing, but
is also very low in a region of slow forcing frequencies.
We start our analysis in the region of poor performance around Ω = 5. Figure
2.12(c) finds behavior similar to that seen in the  = 0.5 case, with limit cycles that
are not symmetric about the horizontal axis and have negative u0 . While at a glance
it is tempting to identify these trajectories as chaotic paths through the state space,
the plot shows the trajectory plotted over 5 forcing periods, and the paths align
perfectly, confirming that this is a limit cycle. The cause of this phenomenon can
perhaps be explained by figure 2.12(e), which shows that the asymmetric limit cycle
has many frequency components, compared to the two present in the reference figure
8 limit cycle. There are many terms in the equations capable of producing higherorder frequencies, but perhaps the most likely are the sin(δ) terms. Expanding the
Taylor series gives
δ3 δ5
+ ... .
sin(δ) = δ −
3!
5!

(2.25)

For low values of δ, the frequency components of sin(δ) are the same as those of
δ. However, for higher values of δ, the higher order terms become dominant, resulting
in high frequency components. This idea is supported by 2.12(b), which shows that
the regions with complex limit cycle behavior are also the regions with largest δ.
As in figure 2.8, we consider a Pareto frontier for the tail driven cases to
summarize the results. The clear winner here is the  = 0.1 case, which is capable
of reaching higher velocities than any of the head driven cases, while simultaneously
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(a)

(b)

(c)

(d)

(e)
Figure 2.12: Surface plots for (a) the efficiency and (b) the maximum amplitude of
δ are given for the  = 0.1 tail forced case. Limit cycles are also evaluated at (c)
Ω = 3.9 and (d) Ω = 20.0. An FFT is evaluated of ux for the A = 15.1 case of
subplot (c) (orange) and the the tail forced case of part (d) (blue). The existence of
many frequency components in a range around Ω = 5 reduces efficiency and velocity.
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using power close to the theoretical minimum at every velocity. Maximum vnet appears
to have an inverse correlation with , and all cases appear to have similar efficiency
at low velocities.

Figure 2.13: The Pareto Frontier for vnet and dissipated power at c = 0.1 and with
tail forcing. The resonance behavior of the  = 0.5 case and the improvements due
to the small tail in the  = 0.1 case can be seen. A line corresponding to the highest
possible velocity for a power input is also provided.

2.4.4

Joint Forcing
While propulsion by an inertial wheel is an interesting theoretical problem, no

known carangiform swimmers have inertial rotors. A more realistic means of forcing
is applying a torque between the two links. This also holds promise from a controls
R
perspective, as the force from an inertial rotor must be such that τ dt is bounded,
else the angular velocity of the rotor goes towards an infinity. While I have never seen
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this restriction mentioned in the literature nor found a solution, papers on rotor driven
swimmer heading control algorithms such as [12] never seem to run the experiments
for particularly large angles or lengths of time, indicating that other groups may have
similar difficulties. When the torque is applied between the links, there is no such
restriction and net rotation over the cycle can be achieved by adding a constant drift
to the torque.

(a)

(b)

(c)
Figure 2.14: Average body frame velocity u0 for (a)  = 0.1, (b)  = 0.5, and (c)
 = 0.9. All cases use joint actuation and c = 0.1.
The performance with interlink actuation appears to be generally lower than
for the rotor-based actuation, particularly at low frequencies. This may be due to
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the dynamics of the two link sleigh limiting to the single link sleigh at low forcing
frequencies. Springs generally act as low-pass filters, so a two link sleigh forced at low
frequencies could be envisioned as a single-link sleigh with different geometry. A comparison of the low frequency behavior between figures 2.4, 2.9, and 2.14 qualitatively
support this analysis.
The single link sleigh has a velocity of zero for all parameters with interlink
forcing because internal torques have no degree of freedom to act on. The two link
sleigh with low frequency joint forcing may have a similar rigidity, with the spring
absorbing the majority of the torque. Considering that the torque and spring stiffness
are applied at the same point, an effective torque τe = τ − kδ can be considered. For
low frequencies, the body will deform in δ such that τe remains at zero, allowing little
locomotion. Once Ω reaches a point that δ cannot follow, the high velocity locomotion
begins.
We begin our investigation with the  = 0.9 case in figure 2.15. The average
velocity for this case in figure 2.14(a) is very poor, presumably because the spring
prevents the head link from performing the high amplitude oscillations that are required. This can be validated by calculating the total torque at the joint, τe , which
is the sum of forcing and spring torque. Subplot (c) shows that the effective torque
is lower than the forcing torque in all cases, and this is particularly evident at low
forcing frequencies. At high forcing frequencies, the magnitude of of τe is similar to
τ . If we consider the head link to be a balanced rotor, this means that the high
frequency  = 0.9 case approaches a slightly shorter version of the rotor driven  = 1
case. As the single link sleigh performs poorly at high forcing frequencies, this is not
necessarily beneficial for performance.
The  = 0.5 case has a resonance response leading to large oscillations in δ,
like for the other forcing types. For interlink forcing, that resonance corresponds to
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(a)

(b)

(c)
Figure 2.15: For the  = 0.9 joint driven case with A = 15, (a) the limit cycles, (b) the
relationship between angular velocities, and (c) the effective joint torque are plotted.
a maximum of u0 like for the head forcing, not a minimum like was found in the tail
forced case. Figure 2.16(a) shows the limit cycles with many frequency components
close to the resonance. As the frequency increases, the limit cycles lose frequency
components and take on the familiar figure 8 shape. Figure 2.16(b) features the link
angular velocites. At high frequencies, the two links oscillate almost 180◦ out of phase
and with similar magnitude. As the forcing frequency approaches the resonance, the
oscillations of the head link begin to grow much larger than those of the tail link.
At the closest frequency sampled to resonance, the head link performs multiple full
resolutions, with results in high frequency oscillations in ω1 for the extreme values of
ω2 .
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(a)

(b)

(c)
Figure 2.16: For the  = 0.5 joint driven case with A = 15, (a) the limit cycles, (b) the
relationship between angular velocities, and (c) the effective joint torque are plotted.
Figure 2.16(c) compares the total torque at the joint with the applied torque.
At high frequencies, the spring force is small and in phase with τ , effectively increasing
the forcing amplitude. As the forcing frequency approaches resonance, the phase
difference and magnitude of the kδ term increases. This results in an effective joint
torque amplitude of nearly A = 100, despite an actual torque of A = 15.
An interesting feature of figure 2.14 can be seen at high amplitudes around
Ω = 5.0. For head forcing this region is a peak, for tail forcing it is a trough, and for
joint forcing it doesn’t appear to be either. It appears that limit cycle mean velocity
u0 varies strongly and noisily based on the forcing parameters, however, this may not
actually be the case. Figure 2.17(a) displays a “limit cycle” in this range, but the
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(a)

(b)

(c)
Figure 2.17: For the  = 0.1 joint driven case with A = 18, (a) the limit cycles, (b)
the relationship between angular velocities, and (c) an FFT of two of the cycles are
shown.
cycle does not close. The trajectory is actually plotted for five forcing periods, and
the trajectories do not appear to remotely overlap. This indicates that limit cycles
do not actually exist in this region, and the noisy u0 measurements result from this
chaos.
To identify if this case truly does not have limit cycles, an FFT was conducted
in figure 2.17(c). Many frequencies were found in positions that are not integer
multiples of the forcing frequency, indicating that the system is at least quasiperiodic
and possibly chaotic.
The behavior of the system above the chaotic range is similar to the tail forced
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case. The analysis of the ω values in figure 2.17(a) reveals that tail oscillation velocity
varies fairly little with Ω, while the head oscillation velocity falls as Ω rises. These
smaller head oscillations reduce the interlink dissipation, increasing the efficiency of
the sleigh at high frequencies.

2.4.5

Damping
Rewriting the matrix equation of motion into the consolidated form Mb q̇ = F ,

the accelerations q̇ can be expressed as

q̇ = Mb−1 F = f (q).

(2.26)

Because c > 0, the only fixed point for the system is the origin. The eigenvalues η
of the Jacobian matrix Df (q) about q = (0, 0, 0, 0) determine the nature of the q =
(0, 0, 0, 0) fixed point of the unforced system. If there exists an imaginary component
=(η) 6= 0 and <(η) < 0, we define the system as underdamped, else if =(η) = 0 and
<(η) < 0 it is considered overdamped. Two of the eigenvalues of the Jacobian matrix
Df (q)(0) are always real and negative, while two of the eigenvalues η1 and η2 could
be couples with negative real parts. The imaginary component of the eigenvalues η1
and η2 , visualized in Fig. 2.18, perform multiple transitions between the overdamped
and underdamped modes, and it is surprisingly possible to increase the damping
coefficients to cause an overdamped system to become underdamped.
For brevity the u0 surface plots of the damped cases are provided in Appendix
A. The general trend is that performance is lower with increased damping. Resonance
is less pronounced, which causes the behavior of the two link sleigh to appear more
similar to the one link sleigh, particularly at low forcing frequencies.
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Figure 2.18: Imaginary components of η for (a)  = 0.1, (b)  = 0.5, and (c)  =
0.9. The eigenvalues indicate several changes between overdamped and underdamped
mechanics with varying damping.
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Chapter 3
The Hydrodynamic Chaplygin
Sleigh
The Chaplygin sleigh has been used to model carangiform swimmers due to
the similarities between the non-holonomic constraint and a tail [20]. However, the
constraint is considered to allow no transverse velocity in a fixed frame, which is not
entirely realistic as fluid deforms about a realistic body. The mass matrix of the classical sleigh is also not accurate in hydrodynamic settings, because the added mass
acts differently in different directions, resulting in time varying mass for rotating systems lacking symmetry. Work in [1] [10] has focused on the latter concern, addressing
more complicated mass matrices including asymmetry. Prior work [9] addresses a case
where the constraint may slip in a manner similar to Coulomb friction. However, this
work is to the best of our knowledge the first to directly address the the stationary
constraint using a hydrodynamic model.
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3.1

Defining the Model
Here we consider an elliptical Chaplygin sleigh with the constraint on a ma-

jor axis and a balanced rotor. The added masses are determined by the Kirchhoff
potentials of the ellipse. The interaction between the ellipse and the fluid creates a
flowfield approximated by potential flow theory, and the constraint is then defined
such that the body moves at the same velocity as the fluid at that point.

3.2

Equations of Motion
The equations of motion follow a similar derivation to the derivation in Chapter

2, with some changes to the mass matrix and constraint. We start by considering the
Lagrangian of the system, which encompasses both the sleigh and the surrounding
fluid. These can be written in terms of only the body velocities q = [x1 , y1 , θ] because
the kinetic energy of the fluid can be written in terms of x1 and y1 and incorporated
into the mass matrix using the concept of added mass [1].
Consider an ellipse mapped from a unit circle by the mapping
a2
z=R ξ+
ξ



.

(3.1)

In this transformation, R evenly scales the lengths of the ellipse, and the foci are
located at ±2aR [23]. The Lagrangian can then be written as
1
L = q̇ T Mq̇,
2
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(3.2)

where M = Mb + Ma for body mass matrix Mb and added mass matrix




mx −my
2

2

2

sin θ cos θ
0
mx cos θ + my sin θ




Ma =  mx −my sin θ cos θ
2
2

m
sin
θ
+
m
cos
θ
0
x
y


2


0
0
Ia

(3.3)

mx = πR2 (1 − a2 )2

(3.4)

my = πR2 (1 + a2 )2

(3.5)

Ia = 2πR4 a4

(3.6)

based on [23]. The constraint can then be separately defined as

W (q)q̇ = v

(3.7)

W (q) = [− sin θ cos(θ) − l 0]

(3.8)

for

and fluid velocity v parallel to the constraint point, which is determined by potential
flow theory as
ŵ = −vx

iR2 a2
R(1 − a2 )
iR(a2 + 1)
− vy
−ω 2
ξ
ξ
ξ

(3.9)

[23]. The component of the velocity perpendicular to the constraint point is then
expressed as
∂ ŵ
v==

∂ξ
∂z

2Ra2 ω − vy (a2 + 1)
=

a2 − 1

= V q̇

(3.10)

∂ξ
where ξ = −1. Because this equation is linear in the velocities, the constraint can be
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rewritten in matrix form, and constraint equation 3.7 can be rewritten as

A = W (q) − V, Aq̇ = 0.

(3.11)

Dissipation is then accounted for with the Rayleigh dissipation function
1
R = cu (ẋ1 cos θ + ẏ1 sin θ)2 ,
2

(3.12)

where cu is the damping acting on ux . The Euler-Lagrange equations are then
d
dt



∂L
∂ q˙i


−

∂R
∂L
= Aij λj −
+ τi (t),
∂qi
∂qi

(3.13)

where i iterates over the generalized coordinates and j iterates over the constraints,
with one unknown Lagrange multiplier λj corresponding to each constraint. The
external forces τi act on each generalized coordinate. In this case, only the torque τ
from an internal rotor is considered.
The Euler-Lagrange equations and constraint can then be rewritten as
 

T
M −A   q̈ 
   = B(q, q̇) + τ (t)

A
0
λ
where

Here

∂L
∂q


−Ṁq̇ +
B(q, q̇) = 
Ẇ q̇

(3.14)


∂L
∂q 

.

is a vector of partial derivatives of the terms dependent on q, which do

not exist for this system. To eliminate θ we consider the body frame velocities ξ =
[ux , ω1 , ω2 , δ]T where ux is the velocity at the constraint, ω1 = θ̇, and ω2 = δ̇. The
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velocities can be converted into the body frame by defining ux , ω1 and θ as
 
 
ẋ
u
  = R 
ẏ
0

and

 
 
 
ẍ
u̇
u
  = R   + ω1 × R  
ÿ
0
0

(3.15)

for rotation matrix R.
The resulting solution is then

ω 2 bmy + uy (ω) my − ux (t) c
mx
(− (ω (t)) ux bmy + uy (t) (mx − my ) ux − τ ) µ ((R − b/2) a2 − b/2)
u̇y = 2
(−b2 my + 2 Rbµ my + IGA (µ − 1)) a2 + b2 my + IGA (µ + 1)
(− (ω (t)) ux bmy + uy (t) (mx − my ) ux − τ ) ((µ − 1) a2 + µ + 1)
ω̇ =
((2 Rbµ − b2 ) my + IGA (µ − 1)) a2 + b2 my + IGA (µ + 1)

u̇x =

(3.16)
(3.17)
(3.18)
(3.19)

3.3

The Potential Constraint
In order to isolate the effect of the potential flow constraint from the added

mass effects, the case of a cylindrical sleigh, a = 0, is considered. This causes a
significant simplification to the equations of motion,
ux c
my

(3.20)

ωux bmy + τ µ b
+ (1 + µ)IGA

(3.21)

u̇x = b ω 2 + uy ω −

u̇y =

b2 my
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ω̇ = −

(ωux bmy + τ ) (µ + 1)
b2 my + IGA (µ + 1)

(3.22)

Figure 3.1 compares average ux for simulated limit cycles for the potential
constraint (µ = 1) and the stationary constraint (µ = 0). Figures 3.1(a) and 3.1(b)
show generally similar behavior between the two, the only notable difference is that
the hydrodynamic constraint appears to reduce u0 at lower forcing frequencies. However, the ratio in figure 3.1 reveals some interesting behavior. The ratio approaches
a constant 1.39 for high forcing frequencies and low forcing amplitudes. At any fixed
amplitude, the ratio appears to decrease monotonically with decreasing Ω, and in a
small region at very low frequencies, the traditional constraint is shown to have higher
u0 .

3.3.1

High Forcing Frequency Results
The high frequency behavior can be explained by the equations of motion and

limit cycles. The hydrodynamic constraint for a cylindrical sleigh reduces the moment
of inertia, essentially shifting the center of rotation to a point halfway between the
constraint and center of mass. This results in the larger oscillations in ω̇ seen in
the limit cycle of the hydrodynamic sleigh. Those larger oscillations then increase
the average value of ux on the limit cycle. This can be shown by assuming small
oscillations and solving for u0 analytically.
To justify the application of a small angle approximation, the limit cycles of
these two constraints are shown in figure 3.2. Angular velocity ω oscillates between at
most 0.2, and θ can be expected to oscillate with magnitude on the order of θ = ωT .
Another important point is that ux (t) is roughly constant, so we assume ux (t) = u0 .
However, note we do not assume u̇x = 0.
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(a)

(b)

(c)
Figure 3.1: Body frame average velocity u0 for (a) the hydrodynamic constraint, (b)
the classical constraint, and (c) the ratio of u0 for the sleigh with the hydrodynamic
constraint over the classical constraint. Parameters are a=0, c=0.1, R=1. The hydrodynamic constraint appears to have consistently high relative performance for high
Ω values, but performs poorly at low Ω.
An approximation of ux over the limit cycle can be developed by performing a
momentum balance assuming small angles of oscillation, essentially equating thrust
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Figure 3.2: Limit cycles for parameters A = 12 and Ω = 12. Of note is the small
amplitude of oscillation in ω and the relatively small oscillations in ux .
with drag. Consider that over a cycle,
Z

t0 +T

Z

t0 +T

−cux cos θ dt,

λ sin θ dt =
t0

(3.23)

t0

where the left is thrust and the right is drag. Defining an effective moment of inertia

Ie = b2 my (µ + 1) + IG

(3.24)

and assuming small values of θ and small changes in ux over the cycle,

λ=

bmy τ
,
Ie (µ + 1)
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(3.25)

ω̇ =

Z Z
θ=

A
ω̇ dt dt =
Ie

τ
,
Ie

Z Z
cos (Ωt) dt dt =

(3.26)

−τ
.
Ie Ω2

(3.27)

Applying the small angle assumptions to the first equation gives
Z

t0 +T

t0

−τ λ
−bmy A2 T
dt
=
= −cux T,
Ie Ω2
2(µ + 1)Ie2 Ω2

(3.28)

bmy A2
.
2c(µ + 1)Ie2 Ω2

(3.29)

ux =

Figures 3.3(a) and 3.3(b) illustrate that these assumptions approximate the
sleigh behavior well for most of the parameter space. However, it greatly overestimates
the performance in regions of the parameter space with large amplitude oscillations
in θ, mainly the regions with large forcing amplitude A and low forcing frequency Ω.

(a)

(b)

Figure 3.3: The ratio of u0 calculated by simulations over u0 predicted by the small
angle approximation for (a) the classical constraint and (b) the hydrodynamic constraint.
With this finding, the ratio of u0 between the cases can be readily explained
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as
ux,hydrodynamic
Ie,h (µh + 1)
= 1.39 =
ux,classical
Ie,f (µf + 1)

(3.30)

The intuitive explanation for this result is that reducing the effective moment
of inertia increases ux in two multiplicative ways: it allows more of the applied torque
to create force at the constraint instead of accelerating the body, and it increases the
rotation distance, which results in the constraint force having a larger component in
the forward direction. However, the change to the constraint reduces λ by

1
2

for the

circular case, resulting in the (1 + µ) term.
The efficiency of these approximations is also of interest. Figure 3.4 (a) shows
the efficiency of the sleigh with a hydrodynamic constraint, which shows a typical
pattern with high performance as the denominator, energy per cycle, falls. Figure
3.4(b) appears to show that efficiency for the hydrodynamic sleigh and classical sleigh
is approximately equal at high forcing frequencies, but the classical sleigh outperforms
at lower frequencies. The small angle result is somewhat trivial, considering the
expression

m
η=

R

t0 +T
t0

2T2

ux cos θdt

R t0 +T
t0

2

cu2x dt

(3.31)

assuming small θ gives
Z

2

t0 +T

ux cos θdt

→ u20 T 2 ,

(3.32)

t0

and assuming small changes in ux over the limit cycle gives
Z

t0 +T

cu2x dt → cT u20

t0
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(3.33)

(a)

(b)

(c)
Figure 3.4: Part (a) shows the efficiency of the sleigh with a hydrodynamic constraint
across the parameter space. Part (b) shows the ratio of that hydrodynamic constraint
efficiency to the efficiency of the conventional sleigh, noting a large region of equal
efficiency. Part (c) is the ratio of the hydrodynamic sleigh efficiency to a theoretical
efficiency derived with a small angle approximation, showing good accuracy.

η=

m
2cT

(3.34)

This is independent of eccentricity, forcing magnitude, or constraint type, hence the
efficiency ratio of 1 for high forcing frequencies. Figure 3.4(c) verifies this result for
the high frequency portion of the parameter space.
This equation is also serves as the theoretical limit for efficiency over the
entire parameter space. The assumption applied to the numerator that cos(θ) = 1 is
greater than or equal to the true value in all cases, while the approximation in the
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denominator that mean(u2x ) → mean(ux )2 is conservative in all cases. Because the
efficiency is always positive, we can assert that the true efficiency must always be
less than or equal to this estimate. This also implies that small angles of oscillation
maximize the efficiency.

3.3.2

Low Forcing Frequency Results

(a)
Figure 3.5: Limit cycles for the cylindrical sleigh at parameters A = 0.5 and Ω = 20.0.
The low frequency case yields complex dynamics that defy the simple approximations possible for high frequencies with small oscillations. We start our analysis
by looking at a region with high forcing amplitude and low forcing frequency. The
limit cycles of both cases can be seen in figure 3.5. Like the high frequency case, the
hydrodynamic constraint allows for higher variations in ω over the limit cycle. How52

ever, in this case the hydrodynamic constraint has lower ux . Equation 3.19 explains
this to an extent, as a uy ω term exists in the u̇x equation that is typically negative
because of the opposite phases of the components. Consider the analytical expression
for uy

uy =

(2 a2 R − a2 b − b) (ω) µ
a2 µ − a2 + µ + 1

(3.35)

For this circular case, the uy ω term cancels half of the ω 2 b term, so the hydrodynamic sleigh must have an ω 2 value greater than double the traditional sleigh to
outperform in ux . For small angles we have demonstrated that it meets this benchmark, but for smaller angles it appears that it does not.
This changing ratio of ω values can also be explained by 3.19. Assuming ux
to be approximately constant and collecting constants gives

ω̇ = −

cω + τ
,
Ie

(3.36)

which for τ = A cos(Ωt) has a general solution of the form

ω=

c2

A
(c sin(Ωt) − Ie Ω cos(Ωt)) .
+ Ω2 Ie2

(3.37)

The ratio of hydrodynamic angular velocity ωh and classical angular velocity ωf can
be expressed as
2
c2 + Ω2 Ie,f
ωh
= 2
.
2
ωf
c + Ω2 Ie,h

(3.38)

For high forcing frequencies this ratio is mostly determined by the ratio of effective
masses, leading to the high frequency results seen above. However, for small values
of Ω2 , the advantage of the hydrodynamic sleigh is diminished by the increasing
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contribution of the c2 term, which, assuming both cases are analyzed at the same ux ,
is the same for both constraints. Interestingly, there are no cases in which ωh < ωf ,
so 2ux,h > ux,f for all forcing parameters.

3.4

The Elliptical Sleigh
In the analysis so far, the effect of the added mass on the dynamics has been

insubstantial because mx = my for a cylinder. For the more general elliptical case,
the masses are asymmetric in the body frame and time varying in the fixed frame,
leading to additional terms arising from Ṁq̇.

(a)

(b)

Figure 3.6: Part (a) shows the ratio of u0 of the sleigh of shape a = 0.5 over the
sleigh of shape a = 0 for the fixed constraint. Part (b) shows the same ratio but for
the hydrodynamic constraint.
Figure 3.6 illustrates the change in the dynamics as eccentricity changes. Velocity u0 is similar for low forcing frequencies, but the increasing eccentricity greatly
reduces performance in the high forcing frequency range. This result is expected
considering the prior consideration of the effect of effective inertia on the velocity
for high forcing frequencies. A wider distribution of mass and increased added mass
effects perpendicular to the constraint greatly increase the moment of inertia about
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the constraint.

3.5

The Two Link Sleigh with Added Mass
To bring the two link sleigh closer to a biological swimming model, the effect

of added masses on the dynamics must be considered. This can be done as above
by using potential flow theory, though an extra assumption is required. The two
bodies are considered to be “hydrodynamically decoupled”, so the flow field of, and
therefore the added mass of, each link is considered separately. A similar model with
three links and without a constraint was presented in [13].
We consider a sleigh model of two ellipses attached at the ends of their major
axes, with one of the ellipses also having a constraint on the end of the major axis.
The equations of these ellipses are given by
a2
z = l ξ +
ξ



(3.39)

for the tail link, and


a2
z = (1 − )l ξ +
ξ

(3.40)

for the head link. Shape parameter a is considered to be equal for both links for
simplicity. The added masses for each link are found using equation 3.6, where the
substitution R → l is made for the tail link and R → (1 − )l for the head link. The
non-hydrodynamic mass component of each link is found by its area, multiplied by a
density of 1 assumed for both the fluid and solid.
The derivation of this system is identical to the non-hydrodynamic two link
sleigh, except that the mass matrix contains added mass terms. These added mass
terms vary with θ, resulting in additional terms in the Ṁq̇ portion of the derivation.
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The two masses also cannot be easily expressed in terms of , hindering simplification.
The resulting equations can be written as

A q̈ = B

(3.41)

where the components of A are
m2 (cx − cy ) (cos (δ))2 + cx m1 + cy m2
A11 =
m1 + m2
( (cx − cy ) cos (δ) + 1/2 cy (−1 + )) ex m2 sin (δ)
A12 = 2
m1 + m2
(−1 + ) ex cy m2 sin (δ)
A13 =
m1 + m2
( (cx − cy ) cos (δ) + 1/2 cy ex (−1 + )) m2 sin (δ)
A21 = 2
m1 + m2
2
2
−4 ex m2  (cx − cy ) (cos (δ))2 − 2 cy ex 2 m2  (−1 + ) (ex + 1) cos (δ)
A22 =
ex (m1 + m2 )
2
cy m2 (−1 + ) ex 3 + 4 2 ex 2 cx m2 + I2G (m1 + m2 ) ex + I1G (m1 + m2 )
+
ex (m1 + m2 )

−2 cy ex m2  (−1 + ) cos (δ) + ex 2 (−1 + )2 cy + I2G m2 + I2G m1
A23 =
m1 + m2
(−1 + ) ex cy m2 sin (δ)
A31 =
m1 + m2

−2 cy ex 2  m2 (−1 + ) cos (δ) + ex 2 (−1 + )2 cy + I2G m2 + I2G m1
A32 =
m1 + m2

2
2
ex (−1 + ) cy + I2G m2 + I2G m1
A33 =
m1 + m2
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and the components of B are
−2  ω1 ex m2 (cx − cy ) (ω1 + 2 ω2 ) (cos (δ))2
B1 =
m1 + m2

m2 −un (cx − cy ) (ω1 + 2 ω2 ) sin (δ) + cy ex (ω1 + ω2 )2 (−1 + ) cos (δ)
−
m1 + m2
2
(2  ω1 cx ex + 2  ω2 ex (cx − cy ) ω1 − cu un ) m2 − cu m1 un
+
m1 + m2
1
(4 un (cx − cy ) ex m2 (ω1 ex − ω1 /2 − ω2 )  (cos (δ))2
B2 =
ex (m1 + m2 )


+ 4 (cx − cy ) 2 ω1 2 ex 2 − 2 ω1 (ω1 + 2 ω2 ) ex − 1/4 un 2 sin (δ)

+ ( ω1 cy ex un (−1 + )) ex m2 cos (δ) + 2 ex 2 m2 (−1 + ) ω1 2 ex − (ω1 + ω2 )2 cy  sin (δ)
− 2  ω1 m2 un (cx − cy ) ex 2

+ ex 2 un (−cy ω1 + ω2 (cx − cy ))  − α2 δ − cδ ω2 − τi − τe m2


− m1 α2 δ + cδ ω2 + τe + τi ex + (m1 + m2 ) α2 δ + cδ ω2 − cθ ω1 + τi )
B3 =

1
(4  ω1 ex m2 un (cx − cy ) (cos (δ))2
m1 + m2

+ 4 m2 ((ω1 ex  − un /2) (cx − cy ) (ω1 ex  + un /2) sin (δ) + 1/4 ω1 cy ex un (−1 + )) cos (δ)

+ 2  ω1 2 cy ex 2 m2 (−1 + ) sin (δ) + −2  ω1 un (cx − cy ) ex − α2 δ − cδ ω2 − τe − τi m2

− m1 α2 δ + cδ ω2 + τe + τi )

From figure 3.7 it appears that low eccentricity, and correspondingly low added
mass, results in improved performance around a resonance frequency. By comparison,
the more elliptical cases perform well at very low frequencies. This may be because
the higher effective mass reduces the natural frequency of the system.
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(a)

(b)

(c)

(d)

Figure 3.7: Body frame velocity u0 for varying forcing parameters of the hydrodynamic two-link sleigh. Subplots (a) and (c) correspond to a = 0 (the circular case),
while (b) and (d) correspond to the elliptical case. Subplots (a) and (b) are with
 = 0.5, while subplots (c) and (d) are with  = 0.1.
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Chapter 4
Conclusion
The Chaplygin sleigh is a nonlinear system that can convert sinusoidal input
torque into locomotion. This works well for low forcing frequencies, but performs
much worse for large forcing frequencies as oscillations in the heading angle become
small.
An additional degree of freedom can improve performance of the system by
allowing large oscillations even at high frequencies. This allows energy to be collected
from the input torque effectively, but also reduces efficiency as the damping in δ
consumes a large portion of the input energy.
Redefining the constraint in terms of potential flow theory to allow the constraint to move with the fluid changes the dynamics of the system slightly. At high
forcing frequencies, the lower effective moment of inertia due to the potential constraint allows the hydrodynamic sleigh to move faster than the classical sleigh for the
same input. The efficiencies, however, remain unaffected. At low forcing frequencies,
a damping term emerges that disproportionately reduces the angular velocity of the
hydrodynamic sleigh, allowing the classical sleigh to have higher translational velocity. This effect is slight, and it can be shown that u0 for one sleigh cannot generally
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be more than double the other for any input parameters.

4.1

Future Work
The work done on the two link sleigh is currently mostly based on simulations,

which does not easily explain why the additional link increases performance, only
that it does in certain circumstances. In future work we hope to apply a multi-scale
analysis to derive more analytically the effect of a small added link to the general
solution.
While this work investigates the response of nonholonomic systems to a sinusoidal input, there is no reason to believe that a single sinusoid produces optimal
motion. Multiple regions in the frequency-amplitude space were identified that exhibit unique dynamics, and the input of multiple frequencies simultaneously may
allow the simultaneous exploitation of multiple facets of the dynamics.
Our model of the hydrodynamic Chaplygin sleigh is designed to better model
realistic swimming by accounting for fluid effects. While we find that the hydrodynamic effects alter the dynamics, we have not yet proven those new dynamics to be
more accurate to the physical system we are trying to model. Investigating how well
this model fits the experimental data is left for a Ph.D dissertation.
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Appendices

61

In this appendix, the performance of the one and two link sleighs are examined
with c = 1 for all forcing modes. This compares to chapter 2 where c = 0.1 was
considered.

(a)

(b)

(c)

(d)

Figure 1: Sleigh u0 for (a)  = 1, (b)  = 0.9, (c)  = 0.5, and (d)  = 0.1. For all
cases, c = 1 and the forcing is applied to the head link.
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(a)

(b)

(c)

(d)

Figure 2: Sleigh u0 for (a)  = 1, (b)  = 0.9, (c)  = 0.5, and (d)  = 0.1. For all
cases, c = 1 and the forcing is applied to the tail link.
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(b)

(c)

(d)
Figure 3: Sleigh u0 for (a)  = 0.9, (b)  = 0.5, and (c)  = 0.1. For all cases, c = 1
and the forcing is applied to the joint between links.
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