In this paper we refine an asymptotic expansion given by Soundararajan [5] for a family of multiple integrals related to the Dickman function. The result suggests a relatively simple approach to computing these integrals numerically.
Introduction
The Dickman function, ρ(u), satisfies the differential equation (uρ(u)) ′ = −ρ(u − 1) for u ≥ 1, while ρ(u) = 1 for 0 ≤ u ≤ 1. Solving this differential equation one unit interval at a time, we find that
where, for ℓ ≥ 1,
while K0(u) := 1 for 0 ≤ u ≤ 1. Note that the sum above is actually finite since K ℓ (u) = 0 if u ≤ ℓ. An equivalent form of this integral decomposition of ρ(u) appears in Ramanujan's unpublished papers, and actually predates Dickman's published account. While the function itself has been thoroughly investigated by many researchers over the years, the integrals, K ℓ (u), appearing above have not received as much attention. For instance, a procedure to numerically calculate K ℓ (u) can be found in the work of Grupp and Richert [3] published in 1986, while a published account of the asymptotic behavior of K ℓ (u) only recently appeared in the work of Soundararajan [5] in 2012, in which he proved Theorem (Soundararajan, 2012) . For each integer ℓ ≥ 1, as u → ∞,
where the constants Cr are given by the generating function,
This asymptotic expansion was first conjectured by Broadhurst [1] in 2010, where he considered a generalized class of polylogarithms. An expansion of a similiar shape appears in the recent work of Smith [4] . The purpose of this paper is to refine the expansion above, providing more terms, and suggesting an alternative method for computing K ℓ (u). Specifically, we prove Theorem 1. For each integer J ≥ 0 and ℓ ≥ 1, provided u ≥ ℓ,
where the constants Cr are given above in (2) , and Ej,m are given by the generating function
This expansion offers a relatively simple way to compute K ℓ (u) when compared to that of Grupp and Richert. Their treatment uses many recursively defined power series expansions to approximate K ℓ (u), whereas Theorem 1 provides a single series expansion. In addition, the expansion above converges faster with u, while the power series expansions of Grupp and Richert have a slow rate of convergence outside their centers. However, one would need good bounds on the implied constant appearing in the error term above to make this a legitimate numerical method for computing K ℓ (u). We leave this as a challenge to future researchers.
An Auxilliary Result
We will deduce Theorem 1 from an asymptotic expansion for a related family of integrals, K ℓ (u, κ), previously investigated by the author in [2] . To elaborate on this family, for integers ℓ ≥ 1, we define
while K0(u, κ) := u κ for 0 ≤ u ≤ 1. While these integrals can be defined for all real κ > −1, we will restrict our attention to integer κ ≥ 0. If κ = 0, then of course K ℓ (u, 0) = K ℓ (u). For integer κ ≥ 1, we have the identity
We also have the useful contour integral representation available for all integer κ ≥ 0,
where c > 0, and
The convolution identity in (6) was proved in [2, see (17) ], while the contour integral representation in (7) was shown in [2, see (23) ]. Using this last representation, the author established in [2] an asymptotic expansion for K ℓ (u, κ), given below. The proof follows that of (1), but requires some additional calculations.
Theorem (Franze) . For each integer κ ≥ 0, and ℓ ≥ 1, provided u ≥ ℓ,
where the constants En,m are given above in (4) , and Cr,κ are given by the generating function,
Cr,κz r = e γz Γ(κ + 1 − z) .
Remark. Observe that the n-sum vanishes if m > κ. We use this observation to avoid the repetitive condition, 0 ≤ m ≤ min(κ, ℓ), on the m-sum.
For our purpose, we will need to make the error term above explicit, at least when κ ≥ ℓ. Thus, we provide a quick sketch of the proof under this assumption.
Sketch of proof of Theorem 2.
To begin, it was observed in [5, p.28 
Inserting this relationship into (7), and then using the binomial theorem, gives
Next, we truncate the Taylor series expansion for G(u, s) m , writing
where
An exact expression for the coefficients, En,m, is given in [2, see (8)]. Here, it is enough to know that En,m = 0 if m > n, and the bound in [2, see (30)],
After substituting (11) into (10), we identify a main term and an error term,
and,
For the error term, E ℓ (u, κ), it was shown in [2, Lemma 12] that for u ≥ ℓ,
For the main term, K ℓ (u, κ), we use the binomial theorem once more,
and define the constants Cr,κ by
It is then a straightforward exercise to show that K ℓ (u, κ) takes the form stated in the theorem,
See [2, Lemma 4] to verify that the constants Cr,κ defined in (16) are generated by the function given above in (8). This completes the sketch of the proof of Theorem 2.
Before continuing on, some comments about the constants Cr,κ are in order. First, it is clear that Cr,κ generalize Cr since comparing (2) and (8), we have Cr,0 = Cr. Broadhurst called the constants, Cr, the Dickman constants and conjectured their generating function, e γz /Γ(1 − z), though they are initially defined by integrals as in (16). From this function one can easily deduce that for r ≥ 1,
where B r,k is a certain Bell polynomial, defined below in (28). For integer κ ≥ 1, the Generalized Dickman constants, Cr,κ, can be related back to Cr using the recursive formula,
Cj,κ−1 κ r−j+1 .
Proofs of these observations can be found in [2] . For our purpose, we provide a different recursive formula for Cr,κ, whose proof uses only the integral definition of Cr,κ given above in (16).
Lemma 1. For natural numbers r ≥ 0 and κ ≥ 1, we have
where we define C−1,κ := 0.
Proof. Using integration by parts, we see that
and thus, Cr,κ−1 = −Cr−1,κ + κCr,κ.
Proof of Theorem 1
Now that we have made the main term and error term in (14) explicit, we are ready to prove Theorem 1. We intend to show that the expansion given in Theorem 1 is obtained by repeated differentiation of (14) in the next several lemmas. To begin, observe that
Proof. This is an application of differentiation under the integral sign, using equation (6).
On the other hand, the derivative of the main term, K ℓ (u, κ), obeys Lemma 3. For each integer κ ≥ 1, and K ℓ (u, κ) defined as above, we have
Proof. Differentiating (17), and separating the terms with n = κ, we may see, upon re-indexing, that Using Lemma 1 in the first sum concludes the proof of this lemma.
For higher order derivatives of K ℓ (u, κ), we have
, where all derivatives are taken with respect to u, and (x)n denotes the falling factorial,
Proof. When ν = 1, Lemma 4 can easily be deduced from Lemma 3. Proceeding by induction, suppose the theorem is true for ν − 1. Since
we have
. Now, using Lemma 3 on K ′ ℓ (u, κ − ν + 1), this reads .
Since (κ)ν−1(κ − ν + 1) = (κ)ν, and (κ)ν−1Γ(κ − ν + 2) = Γ(κ + 1), the first sum can be absorbed into the last sum as the term corresponding to j = ν − 1, we are done.
Finally, for the derivatives of the error term, E ℓ (u, κ), we prove Lemma 5. If ℓ ≥ 1, κ ≥ 0, and 0 ≤ ν ≤ κ, then for u ≥ ℓ,
Proof. First, integrate (15) by parts so that
where,
and we have abbreviated (c) :
, as well as
Differentiating equation (19) with respect to u then gives
To clear any confusion, all derivatives will be taken with respect to u, unless otherwise stated. The bound of Lemma 5 then follows if
upon inserting these bounds into equation (21) does not appear unless ℓ ≥ 2. Now, using Leibniz's formula twice, we have
Next, we split the integral appearing in J1(n1, n2) into two parts, Γ1 and Γ2, where Γ1 := {s ∈ C : ℜs = 1, 1 ≤ |s| < u} , Γ2 := {s ∈ C : ℜs = 1, |s| > u} .
Lemma 6 and Lemma 11 then give the bound
(1 + log u)
(1 + log |s|)
where the implied constant depends at most on κ, ℓ, n1, n2 and m. This immediately implies that
since, by [2, Lemma 9] for example,
Substituting the bound in (24) into equation (22) and summing over n1 and n2, we find that
completing the proof. As remarked earlier, the bound for I The proof of Theorem 1 now easily follows.
Proof of Theorem 1. Setting ν = κ in Lemma 4, we find that
since (κ)κ K ℓ (u, 0) corresponds to the term j = κ. Differentiating both sides of (14) gives
The left-hand side is K ℓ (u), by repeated use of Lemma 2. Thus, substituting (25) into (26),
Using Lemma 5 and re-indexing the sum on j then gives
Thus, the proof of Theorem 1 is complete upon replacing κ with J.
The observant reader will notice that we have proved Theorem 1 only for J ≥ ℓ since (14) was dependent upon this assumption. However, this is enough since the main term appearing in Theorem 1 can be truncated to include the remaining cases where 0 ≤ J < ℓ using the observation that the j-th term of the sum in Theorem 1 is O log ℓ eu u j .
Lemmata
The results of this section are used to prove Lemma 5. Throughout this section we will make extensive use of Faà di Bruno's formula,
where B n,k denotes the Bell polynomial,
and the sum is taken over the elements of
To begin, we use this formula to establish a bound on the derivatives of the function L(u, s) defined in (20).
Lemma 6. Suppose that ℜs = 1, and that u ≥ 1 . For integers ν ≥ 0 and ℓ ≥ 1,
Proof. If ν = 0, the bound follows immediately from [2, Lemma 10],
If ν ≥ 1, an application of (27) gives
Using (28), the Bell polynomial, Bν,j , appearing above is equal to Dν,j /u ν for some constant Dν,j . Making this substitution, the bound then follows easily from (30).
Next, we establish some bounds involving the function G(u, s) defined in (9). For example, it was shown in [2] that G(u, s) satisfies Lemma 7. Suppose that ℜs = 1, and that u ≥ 1. Then we have
Proof. The bound can easily be deduced using Soundararajan's estimate [5, p.29] ,
See [2, Lemma 5] for more detail.
Moreover, for derivatives of G(u, s) we have Lemma 8. Suppose that ℜs = 1, u ≥ 1, and that |s| > u. For integers ν ≥ 1,
Proof. If ν = 1, differentiating (9) gives
and the bound follows since |e −s/u | ≤ 1. If ν ≥ 2, applying the Leibniz rule gives
The bound stated in the lemma follows since
and
While (31) is obvious, (32) can be established by (27) since
and, recalling (28) and (29),
For the derivatives of G(u, s) m , we have Lemma 9. Suppose that ℜs = 1, u ≥ 1, and that |s| > u. For integers m, ν ≥ 1,
Proof. Applying equation (27), it is apparent that we must bound
Using Lemma 8 and recalling (29), the Bell polynomial above is bounded by
where we have abbreviated G := G(u, s). The proof is concluded by combining (35), (36), and Lemma 7.
On the other hand, for the derivatives of ∂ ∂s G(u, s), we have
Concluding Remarks
Although our main interest in this paper is K ℓ (u), it is possible to further generalize our asymptotic to K ℓ (u, κ) with very little effort. These integrals arise when one investigates the mean value of the generalized divisor function, dκ(n), over the smooth numbers, S(x, y). For instance, letting u = log x/ log y, it was shown in [2] that as x, y → ∞ with u bounded, Proof. Replace κ by κ + ν in (14), so that
Repeated use of Lemma 2 shows that the left-hand side is K ℓ (u, κ), while Lemma 5 shows that
Therefore, after applying Lemma 4 to K + O κ,ℓ,ν log ℓ eu u ν+1 .
Substituting the expression in (17) for K ℓ (u, κ) and letting ν = J then completes the proof.
