In this paper, we present a novel yet simple homotopy proximal mapping algorithm for compressive sensing. The algorithm adopts a simple proximal mapping of the ℓ 1 norm at each iteration and gradually reduces the regularization parameter for the ℓ 1 norm. We prove a global linear convergence of the proposed homotopy proximal mapping (HPM) algorithm for solving compressive sensing under three different settings (i) sparse signal recovery under noiseless measurements, (ii) sparse signal recovery under noisy measurements, and (iii) nearly-sparse signal recovery under subgaussian noisy measurements. In particular, we show that when the measurement matrix satisfies Restricted Isometric Properties (RIP), our theoretical results in settings (i) and (ii) almost recover the best condition on the RIP constants for compressive sensing. In addition, in setting (iii), our results for sparse signal recovery are better than the previous results, and furthermore our analysis explicitly exhibits that more observations lead to not only more accurate recovery but also faster convergence. Compared with previous studies on linear convergence for sparse signal recovery, our algorithm is simple and efficient, and our results are better and provide more insights. Finally our empirical studies provide further support for the proposed homotopy proximal mapping algorithm and verify the theoretical results.
Introduction
The problem of sparse signal recovery is to reconstruct a sparse signal given a number of linear measurements of the signal. The problem has been studied extensively in the literature related to compressive sensing (Candès and Wakin, 2008; Donoho, 2006) and model selection (Tibshirani, 1996; Efron et al., 2004; Kyrillidis and Cevher, 2012) . Numerous algorithms and results have been developed for sparse signal recovery under different settings and different conditions. Let x * ∈ R d denote a target signal and y = U x * + e ∈ R n denote n < d measurements of x * , where U ∈ R n×d is a measurement matrix and e encodes potential noise in the observations. In the earliest studies of compressive sensing (Candès and Tao, 2005; Candès, 2008; Chen et al., 2001; (1) It was shown that when the measurement matrix U satisfies RIP with small RIP constants (c.f. the definition in Definition 1), the solution to (1) denoted byx can recover the sparse signal x * up to the noise level e 2 . In their seminal work (Candès and Tao, 2005) , Candès and Tao proved that when e = 0, i.e, there is no noise in the observations, x * is the unique solution to (1) provided that RIP constants of U satisfy δ s + δ 2s + δ 3s < 1. The recovery result was later generalized to a more general setting of nearly-sparse signal recovery with noisy observations, under the condition δ 2s ≤ √ 2 − 1 and ǫ ≥ e 2 (Candès, 2008) . Similar recovery results have been obtained for the Dantzig selector (Candès and Tao, 2007) :
by setting λ ≥ U ⊤ e ∞ . The sparse signal recovery is also closely related to the basis pursuit denoising problem (BPDN) (Chen et al., 1998) , which aims to solve the following unconstrained ℓ 1 regularized least-squares minimization problem:
where λ is a regularization parameter. Various properties of the optimal solutionx to (3) have been investigated (Meinshausen and Bühlmann, 2006; Tropp, 2006b; Zhao and Yu, 2006; Zhang and Huang, 2008; Zhang, 2009; Bickel et al., 2009; van de Geer and Bühlmann, 2009; Wainwright, 2009 ). In particular, it is known that under RIP for U , as long as λ > c U ⊤ e ∞ , where c is a universal constant, the optimal solutionx to (3) can recover a s-sparse signal x * up to the noise level.
In this paper, we study the problem of sparse signal recovery by directly analyzing the convergence of a new optimization algorithm, namely the homotopy proximal mapping algorithm. The algorithm adopts a proximal mapping for the ℓ 1 norm regularization at each iteration:
with a gradually reduced regularization parameter λ t . It is also known that the proximal mapping above is one proximal gradient step for solving (3) with λ t , i.e.,
x t+1 = arg min
where the terms in the square bracket can be considered as a Taylor expansion of f (x) around x t . We prove that under RIP conditions for U the solution x t will converge linearly to a solutionx that recovers the sparse signal up to the noise level. In particular, we establish the convergence results in three settings. In the following presentation, we let x s denote the vector x with all but the s-largest entries (in magnitude) set to zero.
Setting I: Sparse signal recovery under noiseless observations. For any s-sparse vector x * , if e = 0 and U satisfies RIP such that γ = δ s + √ 2δ 2s + δ 3s < 1,
then the sequence x t+1 can converge linearly to x * , e.g.,
where ∆ 1 is an upper bound of x 1 − x * 2 .
Setting II: Sparse signal recovery under noisy observations. For any s-sparse vector x * , if U satisfies RIP such that (4) holds, then x t+1 can converge linearly to a solutionx that recovers x * up to the noise level, e.g.,
where γ is given in (4).
Setting III: Nearly sparse signal recovery under a sub-gaussian measurement matrix U . For a fixed vector x * , with a probability 1 − 2te −τ , x t+1 can converge linearly to a solutionx that recovers x s * up to the noise level, e.g.,
where γ = (1 + √ 2)η < 1 with η and Λ satisfying
where c is a universal constant.
In addition, in all three settings considered above we show that |supp(x t ) \ supp(x s * )| ≤ s, where supp(x) denotes the support set of x, which implies that the number of non-zero elements beyond supp(x s * ) is no more than s. We note that the results in Settings I and II of the proposed algorithm hinge on appropriately setting the sequence of regularization parameters λ t that depend on the RIP constants. In Setting III, we develop a more practical algorithm with no algorithmic dependence on the RIP constants. However, it is notable that Setting III is under a weaker model where the result only holds for a fixed vector x * unlike that Settings I and II apply to any sparse vector x * . Indeed, the result in Setting III holds for any Johnson-Lindenstrauss (JL) transforms that satisfy the JL lemma (Johnson and Lindenstrauss, 1984) and the high probability is with respect to the randomness in the measurement matrix. In Section II, we briefly discuss the above results in comparison with previous work.
Related Work
We first compare our recovery results with state of the art results for (nearly) sparse signal recovery and then discuss about the optimization algorithms for sparse signal recovery.
Sparse signal recovery with noiseless observations Candès and Tao (2005) analyzed the recovery result for solving the ℓ 1 minimization problem (1) with noiseless observations y = U x * , and showed that for any s-sparse signal x * when U satisfies RIP 1 such that
then the optimal solution to (1) with ǫ = 0 is unique and is equal to x * . Comparing the inequality (4) and (6), our condition for exact recovery is close to the above condition. The exact recovery was also indicated in Candès' later work (Candès, 2008) but with a slightly different RIP condition δ 2s ≤ √ 2 − 1.
Sparse signal recovery with noisy observations Candès (2008) proved a recovery result for noisy observations. For any s-sparse vector x * , when U satisfies RIP such that δ 2s ≤ √ 2 − 1, the optimal solutionx to (1) by setting ǫ ≥ e 2 obeys
where C 2 is a constant depending on δ 2s . In comparison, our recovery error in Setting II depends on √ s U e ∞ which could be smaller than e 2 (e.g., when the entries in U are sub-gaussian as stated in Proposition 6 in the appendix).
Nearly sparse signal recovery with noisy observations A more general recovery result was also established in (Candès, 2008) . For any vector x * , when U satisfies RIP such that δ 2s ≤ √ 2 − 1, the optimal solutionx to (1) by setting ǫ ≥ e 2 obeys
where C 0 is a constant depending on δ 2s . Similar results have also been developed for the Dantzig selector (2). Namely, when the RIP constant δ 2s of U satisfies δ 2s ≤ √ 2 − 1, the optimal solution x to (2) by setting λ ≥ U ⊤ e ∞ satisfies
where C 3 is a constant depending on δ 2s . In contrast, in Setting III, we established a better recovery result for a fixed signal x * . From (5), we can see that the full recovery error x − x * 2 depends on the
It is worth mentioning that there exist a battery of studies on establishing sharper conditions on the RIP constants for exact or accurate recovery (see (Cai and Zhang, 2014) and references therein). Cai and Zhang (2014) established sharpest condition on the RIP constant δ ts for t ≥ 1. Using the restricted orthogonality constant θ s,s ′ defined in Definition 2, a better condition on RIP constants can be established in their result as well as in our analysis. We use the restricted isometry constant δs in order to compare with other works and benefit from previous methods that estimate δs.
4/3. In particular, they show that δ ts ≤ t−1 t for t ≥ 4/3 is sufficient for exact recovery under noiseless measurements and accurate recovery under noisy measurements. Nevertheless, we make no attempts to sharpen the condition on RIP constants but rather focus on the optimization algorithms and their recovery properties.
Instance-level recovery result A weaker recovery result is that given a fixed signal x * , we can draw a random measurement matrix U and with a high probability expect certain performance for the recovery of the signal x * . We refer to this type of guarantee as instance-level recovery result (Eldar and Kutyniok, 2012 ). An advantage of the instance-level recovery is that we can achieve a recovery error in the form of x − x s * 2 ≤ C x * − x s * 2 with C being a constant andx being the recovered signal. However, such a result is impossible for any signal x * without using a large number of observations, or in other words, such a result is only possible for any signal x * when n ≥ cd for a constant c > 0 (i.e., n = Ω(d)). In (Eldar and Kutyniok, 2012) , it was shown that when the observations are free of noise and U ∈ R n×d is a sub-gaussian random matrix with n = O(s log(d/s)/δ 2 2s ), then for a fixed signal x * with a probability 1 − 2 exp(−c 1 δ 2 2s n) − exp(c 0 n), the optimal solutionx to (1) with ǫ = 2 x * − x s * 2 obeys
x − x * 2 ≤ (2C 2 + 1)
where C 2 > 4 is a constant depending on δ 2s . In contrast, our sparse signal recovery result for x − x s * 2 in Setting III (considering no noise) is much better than that in (7) since the error is dominated by
where (x * − x s * ) s 2 is the ℓ 2 norm of the largest s elements in x * − x s * . To the best of our knowledge, this is the first such result in the literature.
There are also many studies on analyzing the properties of the optimal solutionx to the ℓ 1 regularized minimization problem in (3) (Meinshausen and Bühlmann, 2006; Tropp, 2006b; Zhao and Yu, 2006; Zhang and Huang, 2008; Zhang, 2009; Bickel et al., 2009; van de Geer and Bühlmann, 2009; Wainwright, 2009) . It is known that under RIP condition for U and λ > c U ⊤ e ∞ (for some universal constant c), we can obtain a recovery bound for any s-sparse signal
In comparison, our analysis also exhibits that the final value of λ t is Ω( U ⊤ e ∞ ) for sparse signal recovery. More literature on sparse signal recovery can be found in (Eldar and Kutyniok, 2012) .
Optimization algorithms There have been extensive research on solving the ℓ 1 minimization problems in (1) and (2), and the ℓ 1 regularized minimization problem in (3). Various algorithms have been developed, including greedy algorithms (Davis et al., 2004; Tropp, 2006a; Needell and Tropp, 2010; Mallat and Zhang, 1993; Tropp and Gilbert, 2007; Donoho et al., 2012; Needell and Vershynin, 2009 ), interior-point methods (Chen et al., 2001; Turlach et al., 2005; Kim et al., 2008) , proximal gradient methods (Nesterov, 2007; Tseng, 2008; Beck and Teboulle, 2009; Becker et al., 2011) , exact homotopy path-following methods (Osborne et al., 2000 (Osborne et al., , 1999 Efron et al., 2004) , iterative hard-thresholding methods (Garg and Khandekar, 2009; Blumensath and Davies, 2009; Foucart, 2011; Kyrillidis and Cevher, 2014) . In (Garg and Khandekar, 2009 ), the authors gave a nice review of the convergence rates and their computational costs for different optimization algorithms. Below, we focus on two classes of algorithms that are closely related to the proposed work, with one employing the iterative hard-thresholding and the other exploiting the iterative soft-thresholding. The hard-thresholding amounts to updating the solution based on the exact sparsification, i.e.,
where γ is a constant and H s (x) = x s is the hard-thresholding operator that gives the best ssparse approximation of a vector x, i.e., setting all elements in x to zeros except for the s largest elements in magnitude. In (Blumensath and Davies, 2009) , the authors analyzed the iterative hardthresholding algorithm with γ = 1. They show that when U satisfies RIP with δ 3s < 1/ √ 32, the sequence {x t } converges linearly to the best attainable solution up to a constant, i.e.,
Similarly, Garg and Khandekar (2009) analyzed the iterative hard-thresholding with γ = 1 + δ 2s under the Settings I and II, and showed the sequence {x t } converges to a solutionx that recovers any s-sparse signal x * signal up to the noise level, i.e., x−x * 2 ≤ 4 1−δ 2s e 2 with a rate of 8δ 2s 1−δ 2s t under the condition δ 2s ≤ 1/3. In contrast, the proposed algorithm in Settings I and II only requires δ s + √ 2δ 2s + δ 3s < 1, which is less restricted than δ 3s ≤ 1/ √ 32 or δ 2s ≤ 1/3. In Setting III, we proved a recovery for a fixed signal x * with a high probability. Comparing (5) and (9), we could see that the upper bound of the recovery of the proposed algorithm might be tighter than that of the iterative hard-thresholding algorithm, since our bound depends on
The iterative soft-thresholding algorithms (ISTA) are based on the proximal mapping of ℓ 1 regularization for solving the ℓ 1 regularized minimization problem (3), where the updates are given by
where ∇ t is set to the gradient of the square error w.r.t x t , and γ t is a step size. The proximal mapping springs from Nesterov's first order method for composite optimization (Nesterov, 2007) . In (Bredies and Lorenz, 2008; Hale et al., 2008) , the authors studied the soft-thresholding update with a constant step size and established local linear convergence rates as the iterates are close enough to the optimum. There are several striking differences between ISTA and the proposed algorithms, including Algorithms 1, 2 and 3. First, ISTA solves exactly the ℓ 1 regularized leastsquares problem (i.e., the BPDN problem) with a fixed regularization parameter. The proposed algorithms are proposed to directly reconstruct a sparse signal from noisy measurements. Second, if using the BPDN formulation to recover a sparse signal requires the algorithm needs to know the regularization parameter λ such that λ ≥ Ω( U ⊤ e ∞ ). However, the proposed Algorithm 3 does not need any knowledge about the order of U ⊤ e ∞ . Instead, it uses the proximal mapping of an ℓ 1 norm regularizer with a gradually decreasing regularization parameter λ t until the solution exceeds the target sparsity by two times. Third, the proposed algorithms enjoy global linear convergence, while ISTA has only local linear convergence when the solution is close enough to the optimal solution. Last but not least, the presented algorithms and analysis provide a unified framework of optimization and recovery of sparse signal. In contrast, ISTA is only an optimization algorithm which solely provides no guarantee on the recovery of underlying true sparse signal. Recently, several algorithms exhibit global linear convergence for the BPDN problem. Agarwal et al. (2010) studied an optimization problem (3) for statistical recovery. They used a different update
where X = {x ∈ R d | x 1 ≤ ρ}, and γ u is a parameter related to the restricted smoothness of the loss function. They proved a global linear convergence of the above update with ρ = Θ( x * 1 ) for finding a solution up to the statistical tolerance. Xiao and Zhang (2013) studied a proximalgradient homotopy gradient method for solving (3). They iteratively solve the problem (3) by the proximal gradient descent with a decreasing regularization parameter λ and an increasing accuracy at each stage, and use the solution obtained at each stage to warm start the next stage. A global linear convergence was also established.
Although there are many parallels between this work and (Agarwal et al., 2010; Xiao and Zhang, 2013) , there are big differences. (i) The proposed work is dedicated to sparse signal recovery, exhibiting the conditions in different settings under which the recovery is optimal. (ii) Different from (Agarwal et al., 2010 ) that updates the solution using the constrained proximal mapping in (10), our algorithms solve a simple proximal mapping of the ℓ 1 norm regularization at each iteration. (iii) Different from (Xiao and Zhang, 2013 ) that updates the solution using a stage-wise proximal gradient descent with pesky parameters, the proposed homotopy proximal mapping algorithm is much simpler as well as the analysis. (iv) Our algorithm and analysis provide better guarantees for the solutions. First, both the convergence rates and the recovery error of the proposed algorithms are directly related to the RIP constants (in Settings I and II) or the number of observations (in Setting III), implying that more observations lead to not only more accurate recovery but also faster convergence. Second, our algorithm can guarantee that the support sets of the intermediate solutions do not exceed the target support set by s, the target sparsity. In contrast, (Agarwal et al., 2010) provides no explicit guarantee of sparsity bound for the intermediate solutions, and in (Xiao and Zhang, 2013 ) the support sets of the intermediate solutions beyond the target support set could be much larger than s.
Sparse Signal Recovery

Notations and Definitions
Let x * ∈ R d be a s-sparse high dimensional signal to be recovered, where the number of non-zero elements in x * is s. We denote by S(x) the support set for x that includes all the indices of the non-zero entries in x, i.e.,
where [x] i denote the i-th element in x. Denote by S 1 \ S 2 a subset of S 1 that contains all elements in S 1 but not in S 2 . We also denote by S(x) = {1, . . . , d} \ S(x) the complementary set of S(x).
In particular, we use S * , S * to denote the support set and its complementary set of x * . Let |S| denote the cardinality of S, and let x s ∈ R d denote the vector x ∈ R d with all but the s-largest entries (in magnitude) set to zero. Denote by x 2 , x 1 , x ∞ and x 0 the ℓ 2 , ℓ 1 , ℓ ∞ and ℓ 0 norm, respectively.
Consider a vector x ∈ R d and a matrix M ∈ R n×d . Given a set S ⊆ {1, . . . , d}, we denote by [x] S ∈ R |S| the vector that only includes the entries of x in the subset S, and by M S a submatrix that only contains the columns of M indexed by S. Given two subsets A ⊆ {1, . . . , d} and B ⊆ {1, . . . , d}, we denote by [M ] A,B a sub-matrix that includes all the entries (i, j) in matrix M with i ∈ A and j ∈ B. M 2 denotes the spectral norm of a matrix M .
Let U ∈ R n×d be a measurement matrix and
be the corresponding n observations of the target signal x * . Similar to most work in compressive sensing, we assume the measurement matrix U satisfies the following restricted isometry properties (RIP) (with an overwhelming probability).
Definition 1 (s-restricted isometry constant) Let δ s ≥ 0 be the smallest constant such that for any subset T ⊆ {1, . . . , d} with |T | ≤ s and x ∈ R |T | ,
where U T denotes a sub-matrix of U with column indices from T .
Definition 2 (s, s-restricted orthogonality constant) Let θ s,s be the smallest constant such that for any two disjoint subsets T ,
Remark 2: The above RIP implies that U ⊤ T U T ′ 2 ≤ θ s,s . Although the results in the sequel are stated using δ s and θ s,s , we can easily obtained the results with only restricted isometry constants by noting that θ s,s ≤ δ 2s (Candès and Tao, 2005) .
The above two constants are standard tools in the analysis of compressive sensing. It has been shown that several random measurement matrices including sub-gaussian measurement matrix, Fourier measurement matrix and incoherent measurement matrix satisfy the above RIP with small δ s and θ s,s (Candès et al., 2006) .
Algorithm and Main Results
To motivate our approach, we first consider the following optimization problem
Evidently, the optimal solution to (13) is x * . We now consider a gradient descent method for optimizing the problem in (13), leading to the following updating equation for x t x t+1 = arg min
Algorithm 1 Homotopy Proximal Mapping (HPM) for Compressive Sensing 1: Input: The measurement matrix U ∈ R n×d , observations y = U x * + e, a sequence of regularization parameters λ 1 , . . . , λ T 2: Initialize x 1 = 0. 3: for t = 1, . . . , T do 4:
Update the solution
where ∇L(x t ) = x t − x * . Since the problem in (13) is both smooth and strongly convex, the above updating enjoys a linear convergence rate with in fact only one step, allowing an efficient reconstruction of x * .
However, the updating rule in (14) can not be used because it requires knowing x * , the full information of the sparse signal to be recovered. In compressive sensing, the only available information about the target signal x * is through a set of n < d observations given in (12). Using the observations, we construct an approximate gradient as
As can be seen if U T U (x t − x * ) is close to x t − x * and U ⊤ e is not significantly large in magnitude, ∇L(x t ) would provide an useful estimate of ∇L(x t ). To ensure this, we should assume certain restricted conditions on U and a small noise e. Next, we will use ∇L(x t ) as an approximation of ∇L(x t ) and update the solution by performing the following proximal mapping:
where λ t > 0 is a ℓ 1 norm regularization parameter that decreases over iterations. The updating rule given in (16) differs from (14) in that (i) the true gradient ∇L(x t ) is replaced with an approximate gradient ∇L(x t ) and (ii) an ℓ 1 regularization term λ t x 1 is added. With appropriate choice of λ t , this regularization term will essentially remove the noise arising from the approximate gradient and consequentially lead to a global linear convergence rate.
To give the solution of x t+1 in a closed form, we write (16) as
It is commonly known that the value of x t+1 is given by (Beck and Teboulle, 2009) 
where x t denotes the intermediate solution before soft-thresholding given by
and [v] + = max(0, v). We present the detailed steps of the proposed algorithm in Algorithm 1 for reconstructing the sparse signal given a set of noiseless/noisy observations. To end this section, we present our main result in the following two theorems regarding the sparse signal recovery with noiseless observations and with noisy observations. Theorem 1 Let x * ∈ R d be a s-sparse signal and y = U x * be a set of n measurements of x * . Assume U satisfies RIP such that
Let {∆ 1 , . . . , ∆ t } be a sequence such that x 1 − x * 2 ≤ ∆ 1 , and
If we run Algorithm 1 with
• |S t+1 \ S * | ≤ s and,
Remark 3: Similar to iterative hard-thresholding algorithms (Garg and Khandekar, 2009; Blumensath and Davies 2009) , Algorithm 1 also requires knowledge of sparsity s and RIP constants.
Theorem 2 Let x * ∈ R d be a s-sparse signal and y = U x * + e be a set of n noisy measurements of x * . Assume U satisfies RIP such that
If we run Algorithm 1 with
then for all t ≥ 0
Remark 4: Similar to solving Dantzig selector (2) and the ℓ 1 regularized problem (3) for sparse signal recovery that requires λ ≥ c U ⊤ e ∞ , the regularization parameters in our algorithm are also larger than U ⊤ e ∞ and eventually λ t ≥ c U ⊤ e ∞ , where c depends RIP constants.
Remark 5: While Theorems 1 and 2 are theoretically interesting, the value of λ t depends on the RIP constants. In Section 4, we present more practical algorithms for (nearly) sparse signal recovery with a sub-gaussian measurement matrix.
Proof of Theorem 1
We first prove the following proposition regarding the magnitude of elements in [ x t ] S * .
Proposition 1 Let S t be the support set of x t (the t-th iterate of Algorithm 1) and S * be the support set of x * . Define S c t = S t ∪ S * , S a t = S c t \S * and
then there are at most s entries of [ x t ] S * with magnitude larger than
Proof For any subset S ′ ⊂ S * of size s, let S ′ 1 = S ′ ∩ S a t and S ′ 2 = S ′ \ S a t . First, we have
where the second equality is due to that the support of x t − x * is S c t and we split that into two subsets S a t and S * that do not intersect with each other. By noting that S ′ can be split into two subsets S ′ 1 and S ′ 2 that do not intersect with each other and that
where the first equality uses the fact that [x t ] S ′ 2 = 0 , the third inequality uses the fact S ′ 1 ⊆ S a t , the fourth inequality uses the RIP conditions (see Remark 1 and Remark 2) by noting that |S a t | ≤ s, |S ′ 2 | ≤ s, |S ′ | ≤ s and |S * | ≤ s, and the last inequality uses the fact
Combining the above inequalities we have
Since the above inequality holds for any subset S ′ ⊆ S * of size s, we form a particular set S ′ by including the largest s entries in absolute value of [ x t ] S * . Then the smallest absolute value in [
x * 2 , which contradicts to the result in (20) . By the construction of S ′ , the smallest entry (in magnitude) in S ′ is the sth largest entry (in magnitude) in [x t − U ⊤ U (x t − x * )] S * , we conclude that at most s entries in [
As an immediate result of Proposition 1, we prove the following Corollary.
Corollary 3 Assume the noiseless setting e = 0. Let S t be the support set of x t and S * be the support set of x * . If |S t \ S * | ≤ s and
Proof Note that in the noiseless setting when e = 0, the intermediate solution x t defined in (19) is equal to
As shown in (18), x t+1 is given by
By Proposition 1, we know that there are at most s entries in
] S * has at most s non-zero entries by setting the value of
Proposition 2 Assume the noiseless setting e = 0. Let S t be the support set of x t and S * be the support set of x * . If |S t \ S * | ≤ s, x t − x * 2 ≤ ∆ t , and λ t = δ s + √ 2θ s,s √ s ∆ t , Then we have
To prove above proposition, we need the following Lemma, whose proof is deferred to the appendix.
Lemma 3 Let x by any s-sparse vector and x t+1 given in (17), we have
, by Corollary 3, we have |T | ≤ 3s. Indicated by the RIP condition, U ⊤ T U T − I 2 ≤ δ 3s . First, since y = U x * we have
Due to RIP of U and |S * ∪ S t ∪ S t+1 | ≤ 3s, we have
Thus by applying Lemma 3 with x = x * , we have
Then we get
Assuming x t − x * 2 ≤ ∆ t and plugging the value of λ t , we have
Proof [Proof of Theorem 1] We aim to prove x t+1 − x * 2 ≤ γ t ∆ 1 and |S t+1 \ S * | ≤ s by induction. This is true when t = 0 due to the initialization and the assumption x 1 −x * 2 ≤ ∆ 1 . Next, assume we have x t − x * 2 ≤ γ t−1 ∆ 1 and |S t \ S * | ≤ s for any t ≥ 1. We prove that it also holds for t + 1. By the definition of ∆ t , we have ∆ t = γ t−1 ∆ 1 . Thus x t − x * 2 ≤ ∆ t . By the value of λ t , we have
Hence, the condition in Corollary 3 hold, and as a result |S t+1 \S * | ≤ s. From Proposition 2, we also have x t+1 −x * 2 ≤ (δ s +θ s,s +δ 3s )∆ t = γ∆ t = γ t ∆ 1 .
Proof of Theorem 2
The logic for proving Theorem 2 is similar to proving Theorem 1.
Corollary 4 Let S t be the support set of x t and S * be the support set of x * . If |S t \ S * | ≤ s and
Proof The x t+1 is given by
Due to y = U x * + e, we have
By Proposition 1, we know that there are at most s entries in x t − U ⊤ U (x t − x * ) S * with magnitude larger than
] S * has at most s entries whose magnitudes larger than U ⊤ e ∞ + δs+ √ 2θs,s √ s x t − x * 2 . Therefore, given the assumed value of λ t , [x t+1 ] S * has at most s entries larger than zero. It concludes that |S t+1 \ S * | ≤ s and |S * ∪ S t ∪ S t+1 | ≤ 3s.
Proposition 3 Let S t be the support set of x t and S * be the support set of x * . If |S t \ S * | ≤ s,
then we have
Proof Since y = U x * + e, we have
Due to the restricted isometry property, we have
and by Cauchy-Shwartz inequality, we have
where we use the fact |S t+1 \ S * | ≤ s due to Corollary 4. Thus by combining the two inequalities with Lemma 3 with x = x * , we have
Plugging the value of λ t , we have
Proof [Proof of Theorem 2] First, we assume x t − x * 2 ≤ ∆ t , then by Proposition 3, we have
Similarly, we can use Corollary 4 to show that |S t+1 \ S * | ≤ s given |S t \ S * | ≤ s. Since S 1 = ∅ and x 1 − x * ≤ ∆ 1 , therefore by induction we can complete the proof.
Nearly-Sparse Signal Recovery
In this section, we present algorithms and analysis for finding a sparse solution that approximates a nearly-sparse signal x * with a small error.
Algorithms and Main Results
In order to derive a practical algorithm and a better recovery result, we instead assume that the random measurement matrix U ∈ R n×d contains sub-gaussian measurements, i.e., each element U ij is a sub-gaussian random variable and has mean zero and variance 1/n. The details of the algorithm is presented in Algorithm 2. The value of ∆ 1 and Λ can be set according to our analysis.
In the sequel, we abuse the notation S * to denote the support set of x s * . We first state the main theorem regarding the nearly-sparse signal recovery of Algorithm 2.
Algorithm 2 Homotopy Proximal Mapping for learning a Sparse Solution (HPM1)
Input: initial size ∆ 1 ≥ max( x s * 2 , Λ), the target sparsity s, a random measurement matrix U ∈ R d×n and measurements y ∈ R n , and η < √ 2 − 1 1: Initialize x 1 = 0, γ = (1 + √ 2)η 2: for t = 1, 2, . . . , T do 3:
5:
where
where c is some universal constant. Let {∆ t , t = 1, . . . , T } be a sequence such that ∆ 1 ≥ max ( x s * 2 , Λ), and
With a probability 1 − 2te −τ , we have for all t ≥ 0
In particular, let T 0 be the smallest value such that
We run Algorithm 2 with T 0 iterations and denote byx the output solution. With a probability 1 − 2T 0 e −τ , we have
Remark 6: we note that the final solution returned by Algorithm 2 is at most 2s-sparse. We can also take the s-largest element inx to form a s-sparse approximation. The Proposition 5 in the appendix guarantees that the error x s − x s * 2 is only amplified by a constant factor of √ 3. Remark 7: It can be seen that when x * = x s * , i.e., the signal is sparse, the problem boils down to sparse signal recovery with noisy observations and the result in Theorem 5 is similar to Theorem 2 except that the RIP constants are replaced with a quantity dependent on n since we directly bound RIP constants of a sub-gaussian matrix. Further, when e = 0, then we can set
Algorithm 3 Homotopy Proximal Mapping for recovering a sparse solution (HPM2)
Input: the target sparsity s, a random measurement matrix U ∈ R d×n and measurements y ∈ R n and η, and the total number of iterations T .
1: Initialize x 1 = 0, γ = 2(1 + √ 2)η, and λ 1 = 2η∆ 1 / √ s 2: for t = 1, 2, . . . , T do 3:
4:
if x t+1 0 > 2s then
7:
Set x = x t 8:
end if 10: end for Return x Λ = 0 in Algorithm 2 and the result in Theorem 5 is similar to that in Theorem 1 for sparse signal recovery under noiseless observations.
Remark 8: The result in Theorem 5 also implies that more observations (i.e., larger n) may lead to more accurate recovery and fast convergence. And also we note that the key property of the measurement matrix U is that it satisfies the JL lemma with a high probability. Therefore, any JL transforms can be used, including sparse JL transform based on random hashing (Dasgupta et al., 2010; Kane and Nelson, 2014) , which can speed up the computation.
One issue of Algorithm 2 is that it needs to estimate U ⊤ e ∞ and cD(x * , x s * ) for setting λ t and for stopping the algorithm, which could be difficult in many circumstances. In addition, an overestimated Λ could increase the number of iterations and the recovery error. To alleviate this issue, below we present a more practical algorithm for nearly sparse signal recovery which could perform better in absence of prior knowledge. The key idea is motivated by Theorem 5. At earlier stage of Algorithm 2, we would expect that Λ ≤ O(∆ t ) and therefore we can absorb Λ into ∆ t for setting λ t . And for stopping the algorithm we note that as long as |S t+1 | ≤ 2s, we can have the recovery error bounded by ∆ t+1 (Theorem 8) or O(Λ) (Theorem 9), therefore we stop the algorithm when |S t+1 | > 2s. The detailed steps of the practical algorithm are presented in Algorithm 3. The recovery error of Algorithm 3 is provided by the following theorem.
constant. Let x be the solution output from Algorithm 3 and T is the maximum number of iteration allowed. Assume
Then, with a probability at least 1 − 6T e −τ , we have
is defined in Theorem 5 and c is some universal constant.
Remark 9: Although in Algorithm 3 we still use an estimate ∆ 1 ≥ x s * 2 for setting the initial value of λ, in practice we can set it to a sufficiently large value (e.g., U ⊤ y ∞ ) such that x 2 = 0.
Remark 10: The universal constant c in Theorem 6 should not be treated literally the same as in Theorem 5. In numerical simulations, we observe that Algorithm 3 is more robust to smaller values of η than Algorithm 2.
Remark 11: Theorem 6 reveals a tradeoff in setting the value of η. A smaller value of η will lead to faster convergence but larger recovery error.
Proof of Theorem 5
We first give the following lemma.
Lemma 4 Assume U ∈ R n×d is a sub-gaussian measurement matrix, where each element in U has zero mean and variance 1/n. If |S t \ S * | ≤ s, then with a probability 1 − 2e −τ , we have
where D(x * , x s * ) is defined in Theorem 5 and c is some universal constant.
Lemma 4 is proved in the appendix. Following Lemma 4, we prove the following Corollary.
Corollary 7 Let S t and S t+1 be the support sets of x t and x t+1 , respectively. If |S t \ S * | ≤ s, then with a probability 1 − 2e −τ , we have
Proof The proof is similar to that of Corollary 4. Recall that x s denotes the vector x with all but the s-largest entries (in magnitude) set to zero, and S * denotes the support of the s-largest entries in x * . From Lemma 4, we can conclude that [x t − U ⊤ (U x t − y)] S * has at most s entries with magnitude larger than the quantity in the R.H.S of (23). This can be verified by contradiction. If there exists A ⊆ S * such that |A| > s and for all i ∈ A
where we use the fact [x s * ] As = 0. However, the above inequality contradicts to Lemma 4. Since x t+1 is given by
Therefore, given the assumed value of λ t , [x t+1 ] S * has at most s entries larger than zero. It concludes that |S t+1 \ S * | ≤ s.
Based on the above corollary, we can prove the following proposition that serves the key to prove the main theorem.
Proposition 4 Assume |S t \ S * | ≤ s, x t − x s * 2 ≤ ∆ t , and define
Let λ t = Λ + η∆ t √ s . Then, with a probability 1 − 2e −τ , we have
Proof It is easy to verify that the condition for λ t in Corollary 7 is satisfied. Combining with the fact that x t is 2s-sparse vector, we have |S t+1 \ S * | ≤ s due to Corollary 7. Applying Lemma 3 with x = x s * , we have
According to Lemma 4, with a probability 1 − 2e −τ , we have
Thus
where we use the fact that |S * | ≤ s and |S t+1 \S * | ≤ s and inequality in (26), and the last inequality uses the fact a + b ≤ 2(a 2 + b 2 ). Combining the above inequality with (25), with a probability 1 − 2e −τ , we have
Proof [Proof of Theorem 5] Following Proposition 4 and by induction, we can prove for any t, we have with a probability 1 − 2te −τ
Since ∆ t+1 = γ∆ t + (1 + √ 2)Λ, we have
, we then have
with a probability 1 − 2T 0 e −τ , which completes the proof of Theorem 5.
Proof of Theorem 6
We first state two theorems that are central to our analysis. Theorem 8 reveals that the recovery error of Algorithm 3 will decrease by a constant factor at the beginning, and Theorem 9 shows that the recovery error will keep small in the later stage. We abuse the notation ∆ t .
Theorem 8 Let ∆ 1 ≥ x s * 2 be a constant, γ = 2(1 + √ 2)η, and {x t , t = 1, . . .} be solutions generated by Algorithm 3. Assume |S t \ S * | ≤ s, x t − x s * ≤ ∆ t , and Λ ≤ η∆ t . Then, with a probability at least 1 − 2e −τ , we have |S t+1 \ S * | ≤ s and x t+1 − x s * 2 ≤ ∆ t+1 γ∆ t provided the condition in Theorem 6 is true.
Theorem 9 Let {x t , t = 1, . . .} be solutions generated by Algorithm 3. Assume |S t | ≤ 2s, x t − x s * ≤ Λ/η, and Λ > η∆ t . If |S t+1 | ≤ 2s, then with a probability at least 1 − 2e −τ , we have
provided the condition in Theorem 6 is true.
Proof [Proof of Theorem 6] Let k = min {t : Λ > η∆ t } .
Assume k ≥ 1, otherwise Theorem 6 holds with T = 1. In the following, we consider two cases T < k and T ≥ k, where T is the input to the algorithm.
T < k. Since the condition Λ ≤ η∆ t holds for t = 1, . . . , T , we can apply Theorem 8 to bound the recovery error in each iteration. Thus, with a probability at least 1 − 2T e −τ , we have
T ≥ k. From the above analysis, with a probability at least 1 − 2(k − 1)e −τ , we have x k − x s * 2 ≤ ∆ k and |S k \ S * | ≤ s, which also means our algorithm arrives at the k-th iteration. In the k-th iteration, there will be two cases: |S k+1 | > 2s and |S k+1 | ≤ 2s. For the first case, our algorithm terminates, and return x k as the final solution implying
For the second case, Algorithm 3 keeps running, and we can bound the recovery error by Theorem 9. In particular, if at T ′ ≥ k |S T ′ +1 | > 2s, our algorithm terminates and returns x T ′ as the final solution, which implies |S t | < 2s, t ≤ T ′ . By applying induction of Theorem 9 from t = k, we can have
Proof [Proof of Theorem 8] The proof is very similar to that of Theorem 4 by noting that
Proof [Proof of Theorem 9] First we note that x t − x s * is at most 3s-sparse (at most 3s elements in x t − x * are non-zeros). With a slight change of the universal constant, we still have Lemma 4 (c.f. the proof of Lemma 4 in the appendix). Then, with a probability at least 1 − 2e −τ , we have
Notice that x t+1 − x s * is 3s-sparse in this case, and we can verify that
To see this, we can split x t+1 − x s * = a + b + c into three components each with at most s non-zero entries and non-overlapping support. Then
where we use the fact a + b + c ≤ 3(a 2 + b 2 + c 2 ). Applying Lemma 3 with x = x s * , we have, with a probability at least 1 − 2e −τ ,
where we use the fact η = 2η∆t √ s ≤ 2Λ √ t due to the assumption Λ > η∆ t . Thus
Numerical Simulations
In this section, we conduct numerical simulations to verify the proposed algorithms and the developed analysis, and also compare with previous algorithms.
Verifying Theorem 5 We first conduct some empirical studies to verify the results in Theorem 5. We generate a measurement matrix U ∈ R n×d such that each element follows an i.i.d distribution N (0, 1/n). To generate a s-sparse target signal, we sample the non-zeros elements from standard normal distribution followed by ℓ 2 norm normalization. To generate a nearly sparse target signal, we set the i-th element of x * to i −1 followed by ℓ 2 norm normalization. The noise vector e is drawn from uniform distribution [−σ, σ]. We run Algorithm 2 with hundreds of iterations and plot error/sparsity versus the number of iterations in Figure 1 , Figure 2 and Figure 3 for n = 2000, d = 10000, s = 20, σ = 0.001 under three different settings, respectively. The value of ∆ 1 is set to x s * 2 , the value of η is set to 0.4, 0.4, 0.3 for three different settings, respectively, and the value of Λ is set to 0, √ s U ⊤ e ∞ and √ s U ⊤ e ∞ + η x * − x s * 2 , respectively. These results clearly validate Theorem 5.
Varying η We conduct more experiments to demonstrate that the robustness of the proposed HPM algorithm (Algorithm 2) with respect to the value of η. The data is generated similarly as before with n = 1000, d = 10000, s = 20, σ = 0.001. The results are shown in Figure 4 , Figure 5 and Figure 6 for different values of η, not exceeding its upper limit √ 2 − 1 = 0.414. The smallest value of η in each Figure is the smallest one 2 that guarantees convergence. From these results, we have several interesting observations: (i) from noise to noiseless observations and from sparse signal to nearly sparse signal, the algorithm becomes more robust to smaller values of η and less robust to larger values of η. For example in setting I, the smallest value of η that guarantees convergence is 0.32, but when adding some noise to the observations, the smallest value of η reduces to 0.3. However, the value η = 0.41 which originally works for noiseless observations will cause the algorithm not to converge in setting II. (ii) As long as convergence is observed, a smaller value of η yields faster convergence in all cases and more accurate recovery in settings II and III. (ii) Even though the sparsity of intermediate solutions exceeds 2s, the algorithm still converges.
Varying n We also verify that more observations can lead to faster convergence and more accurate recovery. To this end, we generate data similarly as before with different values of n = 1000, 1500, 2000, 2500. For each value of n, we choose the smallest η that can guarantee the convergence. The results for the first two settings are shown in Figure 7 , which clearly demonstrate that the with more observations, we can use smaller η to get a faster convergence and a more accurate recovery in setting II. Similar result has been observed for setting III.
2. We start a value of η = 0.41 and decrease by 0.1 until we observe divergence. 
HPM1 vs. HPM2
We also compare HPM2 with HPM1 in setting III to demonstrate the benefit of HPM2. The data is generated similarly as before with n = 1000, d = 10000, s = 20, σ = 0.001. The result is shown in Figure 8(a) . The initial value of λ in HPM2 is set to U ⊤ y ∞ . It shows that HPM2 with an appropriate value of η can achieve similar convergence speed and even more accurate recovery than HPM1. We also plot the recovery error and sparsity of intermediate solutions for HPM2 in Figure 8 (b) and 8(c). The curves exhibit a tradeoff in setting the value of η, namely a smaller value of η leads to a faster convergence but a worse recovery, which is consistent with Theorem 6. Comparing with Proximal-Gradient Homotopy Method (PGH) We compare HPM2 with the PGH method that solves the BPDN problem for sparse signal recovery (Xiao and Zhang, 2013) . The data is generated exactly the same as in (Xiao and Zhang, 2013) . In particular, we generate a random measurement matrix U ∈ R n×d with n = 1000 and d = 5000. The entries of the matrix U are generated independently with the uniform distribution over the interval [−1, +1] and are scaled to have a variance 1/n. The vector x * ∈ R d is generated with the same distribution at 100 randomly chosen coordinates (i.e., S * = 100). The noise e ∈ R n is a dense vector with independent random entries with the uniform distribution over the interval [−σ, σ] , where σ is the noise magnitude and is set to 0.01. Finally the vector y was obtained as y = U x * + e. The target value of λ in PGH is chosen to be λ target = 1 according to (Xiao and Zhang, 2013) . The parameters in PGH (e.g., γ inc , γ dec , η, δ) are exactly the same as those used in (Xiao and Zhang, 2013) . The initial value of λ for both PGH and HPM2 is set to U ⊤ y ∞ . We plot the recovery error and sparsity of generated solutions versus the number of proximal updates in Figure 9 . We can see that HPM2 achieves faster convergence and better recovery than PGH for sparse signal recovery.
Comparing with Iterative Soft Thresholding algorithm (ISTA) and Iterative Hard Thresholding (IHT). Finally, we compare HPM2 with two other algorithms, namely ISTA and IHT (Garg and Khandekar, 2009 ). The measurement matrix U and the noise vector e are generated the same as above, i.e., U ∈ R 1000×5000 and each entry is sampled from a uniform distribution over [−1, +1] and is scaled to have a variance of 1/n. For the ground-truth signal x * , we consider two scenarios: (i) a sparse signal with 100 randomly chosen coordinates sampled from the uniform distribution over [−1, +1]; (ii) a nearly sparse signal such that the entries follow an exponential decay, i.e., [x * ] i = e −i . Since the proposed HPM2 and IHT require a parameter s that estimates the sparsity of the target signal, in the first scenario we vary s among three values s = 100, s = 200 Figure 10 . From the results, we observe that (i) IHT and HPM2 converge much faster than ISTA; (ii) when the ground-truth signal is sparse and the parameter s is set right to number of non-zeros in the ground-truth signal, IHT performs better than HPM2; (iii) however, when the parameter s is overestimated and the ground-truth signal is not exactly sparse, the proposed algorithm HPM2 performs better than IHT, where the later case is consistent with our comparison in Section II.
Conclusions
In this paper, we have presented a simple homotopy proximal mapping algorithm for compressive sensing. We proved a global linear convergence for the proposed homotopy proximal mapping algorithm for solving compressive sensing under three different settings. For sparse signal recovery, our results almost recover the best condition on the RIP constants for compressive sensing. For nearly sparse signal recovery, our result is better than previous results for instance-level recovery. In addition, we develop a practical algorithm that can run without any knowledge of noise level. Numerical simulations verify the proposed algorithms and the established theorems.
Appendix A. Proof of Lemma 3 entries and the parameter s in HPM2 and IHT is set to 100; (b) x * is sparse with only 100 non-zero entries and the parameter s in HPM2 and IHT is set to 200; (c) x * is sparse with only 100 non-zero entries and the parameter s in HPM2 and IHT is set to 400; (d) x * is nearly sparse and the parameter s in HPM2 and IHT is set to 100.
Since x t+1 is the optimal solution to min x L t (x), therefore, we have for any x (x t+1 − x) ⊤ ∂L t (x t+1 ) ≤ 0 i.e., there exists a g t+1 ∈ ∂ x t+1 1
Let x be a s-sparse vector with support set S. Then we have
where we use ([x t+1 ] S t+1 \S ) ⊤ g t+1 = x t+1 1 and g t+1 ∞ ≤ 1. Note that
We complete the proof by noting that λ t [x t+1 ] S t+1 \S 1 ≥ 0 and
Appendix B. Proof of Lemma 4
We first decompose U ⊤ (U x t − y) − (x t − x s * ) into 3 components. 
The last term can be bounded by w s c 2 ≤ √ s U ⊤ e ∞ . In the following analysis, we intend to bound (U ⊤ U z) s 2 for a fixed vector z, ((U U ⊤ − I)z) s 2 for any sparse vector z. We will address these two bounds in the following two subsections.
B.1. Bounding (U ⊤ U z) s 2 for a fixed z First, we define K d,s = w ∈ R d : w 2 ≤ 1, w 0 ≤ s and E s (z) = max
It is easy to verify that (U ⊤ U z) s 2 = E s (z) Hence, to bound (U ⊤ U z) s 2 , we need to bound E s (z).
Theorem 10 For a fixed z, with a probability 1 − e −τ for any τ > 0, we have Lemma 5 (Lemma 3.3 from (Plan and Vershynin, 2011) ) For ǫ ∈ (0, 1) and s ≤ d, we have log N (K d,s , ǫ) ≤ s log 9d ǫs
Using the ǫ-net K d,s (ǫ), we define a discretized version of E s (z) as E s (z, ǫ) = max
The following lemma relates E s (z, ǫ) with E s (z).
Evidently, for any z with z 0 ≤ s, we have
Using the same idea as Theorem 10, we define a discrete version of µ s as µ s (ǫ) = max
and following the same argument as Lemma 6, we have
Since for any fixed z ∈ K d,s , with a probability 1 − e −τ , we have
By taking the union bound and using the relationship between µ s and µ s (ǫ), with a probability 1 − e −τ , we have µ s ≤ c τ + s log[d/s] n We complete the proof by using Σ s (z) ≤ µ s z 2 .
Proof [Proof of Lemma 4] Combining the above results, we can complete the proof of Lemma 4. In particular, we apply Theorem 10 to bound w s a 2 = (U ⊤ U (x s * − x * )) s 2 in (27), and apply Theorem 11 to bound w s b 2 = (U ⊤ U − I)(x t − x s * ) 2 for any 2s-sparse x t − x s * .
Appendix C. Other Lemmas and Proofs
C.1. Proof of Lemma 6
The analysis is the same as that for Lemma 9.2 of (Koltchinskii, 2011) , we include it for completeness. For any x, x ′ ∈ K d,s , we can always find two vectors y, y ′ such that
Then, we have Appendix E. Upper bound of U ⊤ e ∞ Proposition 6 Let U ∈ R n×d be a random matrix with subGaussian entries of mean 0 and variance 1/n. Then with a probability 1 − 2e −τ , we have
where θ > 0 is a constant.
Proof Let u i denote the i-th column vector of U . Since [u i ] j , j = 1, . . . , n are independent (1/ √ n) sub-gaussian variables, therefore u T i e is ( e 2 / √ n) sub-gaussian variable. According to the property of a sub-gaussian vector, there exists θ > 0, we have
where · ψ 2 is called an Orlicz norm (Rao and Ren, 1991) . Using the following property of Orliz norm (Koltchinskii, 2011) , with a probability 1 − 2e −τ , we have
Taking the union bound, we can complete the proof.
