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Abstrakt
Cílem této práce je navrhnout a realizovat systém sledující hlavu uživatele ve vstupních
obrazových snímcích a na základě její pozice dosáhnout interakci s počítačovými aplikacemi.
V rámci řešení byly navrženy 4 metody detekce hlavy využívající metody počítačového
vidění jako detekci obličeje pomocí Haarových příznaků, detekce pozadí, camshift nebo
Lucas-Kanade na výpočet optického toku. Jednotlivé metody byly testovaný na nahraných
a v dané oblasti používaných datasetech a vyhodnoceny. Výsledek je využit k ovládaní
demo aplikací pohybem hlavy.
Abstract
The aim of this work is to design and implement a system that tracks user’s head in the input
video frames and on the basis of its position achieves interaction with computer applications.
Four methods for head detection have been proposed based on computer vision techniques
as face detection by Haar-like features, background detection, Camshift or Lucas-Kanade
to calculate an optical flow. The individual methods have been tested on recorded and
in this field used data sets, and evaluated. The implementation of the system was then used
to build the demo applications.
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Kapitola 1
Úvod
Táto práca pojednáva o projekte s názvom
”
Ovládanie počítačových aplikácií prirodzeným
pohybom hlavy“, ktorého téma spadá do oblasti spracovania obrazu. Cieľom tohto projektu
bolo navrhnúť, implementovať, vyhodnotiť a demonštrovať systém, ktorý bude sledovať
polohu hlavy užívateľa pred obrazovkou a túto informáciu následne využije k interakcii
s počítačovými aplikáciami.
K dosiahnutiu tohto cieľa bolo v počiatočných fázach potrebné najprv definovať ciele,
naštudovať metódy a techniky zaoberajúce sa problematikou sledovania hlavy v obraze a na
ich základe navrhnúť tento systém a experimenty, ktoré by k danému riešeniu dopomohli.
V ďalšej časti bol daný systém a jednotlivé experimenty metód detekcie implementované
a vyhodnotené. Za účelom vyhodnotenia vznikol dataset a niekoľko skriptov, ktoré mali
za cieľ zautomatizovať danú fázu. Na základe tejto fázy bola potom vybraná ideálna im-
plementácia metódy sledovania. V závere riešenia projektu vznikli aplikácie demonštrujúce
funkčnosť definovaného systému. Tento text má tak za cieľ oboznámiť čitateľa s celým
postupom a výsledkami práce.
V úvodnej kapitole budú predstavené metódy detekcie hlavy, stabilizácie pohybu a me-
triky v danej oblasti. Ďalej budú popísané niektoré dostupné knižnice, ktoré bolo možné
k riešeniu využiť.
V ďalšej kapitole bude analyzované zadanie projektu z pohľadu riešenia, na základe
ktorého bude daný systém navrhnutý. Predstavený bude aj návrh riešenia jednotlivých
experimentov metód detekcie hlavy, ktoré sa zdali byť k tomuto účelu použiteľné. Na záver
kapitoly bude popísaný návrh prezentačných demo aplikácií.
V poslednej kapitole bude čitateľovi priblížená realizácia projektu. Táto kapitola ob-
sahuje sekcie popisujúce výber programovacieho jazyka, implementáciu systému a spomí-
naných experimentov. Ďalej bude predstavený obsah zaobstaraného dataset, jeho dôvod
vzniku a anotácia. V záverečných sekciách je možné nájsť časti, ktoré sa venujú vyhodnote-
niu systému, a to od definovania postupu, cez vyhodnocovanie jednotlivých experimentov
až po záverečnú diskusiu. Na koniec kapitoly budú predstavené jednotlivé demo aplikácie.
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Kapitola 2
Teória
Téma tejto bakalárskej práce spadá do oblasti počítačového videnia, prípadne spracovania
obrazu. Táto oblasť je však komplexná a preto táto kapitola obsahuje len teoretické časti,
ktoré sa z pohľadu riešenia daného problému zdali dôležité. V tejto kapitole bude čitateľ
oboznámený s problematikou detekcie tváre, metódami odstránenia šumu a používanými
metrikami. V závere kapitoly budú predstavené dostupné nástroje, ktoré bolo možné k rieše-
niu využiť.
2.1 Detekcia hlavy v obrazových snímkach
Spracovanie obrazu a počítačové videnie (anglicky computer vision) sú odvetvia informa-
tiky, ktoré sa v posledných rokoch rýchlo rozvíjajú. Jedná sa o príbuzné oblasti, medzi
ktorými nie je pevne špecifikovaná hranica. Kým spracovanie obrazu sa zaoberá spraco-
vaním informácií (väčšinou v digitalizovanej forme), počítačové videnie sa zameriava na
interpretáciu týchto dát. Obvykle môžeme v literatúre [18] natrafiť na práve takéto roz-
delenie, avšak z pohľadu získavania informácií spracovanie obrazu predchádza následnej
interpretácií dát, resp. počítačovému videniu. Preto v nasledujúcom texte budú obidve ob-
lasti súhrne označované ako spracovanie obrazu, pričom význam bude zrejmý z kontextu.
Jedným z problémov spracovania obrazu je detekcia tváre. Cieľom je, ako už názov
napovedá, zistenie či daný obraz tvár obsahuje alebo nie a jej následná lokalizácia v obraze.
To však nie je tak priamočiare, ako by sa mohlo na prvý pohľad zdať. Ideálny detektor
by mal byť schopný potvrdiť, prípadne vyvrátiť existenciu tváre vo vstupnom obraze, bez
ohľadu na tvar, natočenie alebo farbu a zároveň bez ohľadu na pozadie, prekrytie, svetelné
podmienky alebo iné vonkajšie vplyvy [8].
Výskum v tejto oblasti sa začal približne v 60. rokoch 20. storočia. Do súčasnej doby je
evidovaný významný pokrok a vzniklo veľké množstvo metód, techník a algoritmov k rieše-
niu tohto problému. Avšak ten zostáva stále nie úplne vyriešený [8].
Metódy detekcie tváre môžeme rozdeliť na 2 kategórie:
• metódy založené na lokálnych príznakoch (angl. local feature-based methods)
Princíp tejto kategórie metód spočíva v detekcii význačných častí (lokálnych prízna-
kov) v rámci tváre (oči, nos, ústa a podobne) vo vstupnom obraze. Na základe vzťahu
(napr. geometrický) medzi jednotlivými časťami (vektorom príznakov) sa potvrdí, prí-
padne vyvráti existencia tváre. Do tejto skupiny spadajú geometrické metódy, metódy
založené na detekcii podľa farby alebo textúry (angl. color/texture-based methods),
metódy založené na analýze emócií (angl. motion-based methods) a ďalšie [9, 16].
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• globálne metódy (angl. global methods)
Na rozdiel od prvej kategórie nie sú detekované významne črty, ale jeden vektor prí-
znakov označuje tvár ako celok. Sem patria metódy založené na vlastných vektoroch
(Eigenface-based methods), Kernel metódy, Support vector machines (SVM), neuró-
nové siete, metódy založené na Fuzzy logike a mnohé ďalšie [9, 16]. Tieto metódy
väčšinou dokážu presne detekovať prednú časť tváre.
V nasledujúcom texte budú predstavené metódy, ktoré boli pri riešení problému využité.
V rámci týchto sekcií bolo čerpané z literatúry zaoberajúcej sa konkrétnou problematikou
a vo väčšine aj z teoretickej časti dokumentácie dostupnej knižnice [2].
Kaskádový klasifikátor založený na Haarových príznakoch
Kaskádový klasifikátor je klasifikátor, ktorý je založený na určitom množstve jednoduchých
detektorov, ktoré sú samostatne komplexné. V rámci celku využívajúce rôzne techniky
a sú združené do rozhodovacieho stromu (angl. Decision tree). V každom bode klasifikácie
(uzle rozhodovacieho stromu) sa určuje existencia tváre aplikáciou metód na región záujmu
(angl. Region Of Interest) a je určené, či bude skúmaný kandidát posunutý do ďalšieho bodu
klasifikácie alebo sa zamietne [17]. Z toho vyplýva, že samotné určenie existencie tváre je
časovo dosť náročné, čo je jedna z nevýhod kaskádových klasifikátorov.
Obrázek 2.1: Haarové príznaky
Spôsob detekcie navrhol prvý krát v roku 2001 P. Viola a M. Jones a v roku 2004
revidoval [15]. Algoritmus bol nazvaný Haarov klasifikátor.
Haarové príznaky sú vstupom do jednotlivých klasifikátorov. Tie využívajú zmenu kon-
trastu v rámci skupiny pixelov k detekcii v obraze. Na obrázku 2.1 (prebratý z online
dokumentácie 1) je možné vidieť Haarové príznaky, ktoré sú škálovateľné zmenou ich veľ-
kosti [17]. Príznaky použité v rámci jednotlivých klasifikátorov sa líšia pozíciou a veľkosťou
(tzv. škálou).
Každý príznak môže byť vypočítaný veľmi rýchlo vďaka integrálnemu obrazu, kde každá
hodnota je daná súčtom hodnôt v danom regióne [15]:
i(x, y) =
∑
x′≤x,y′≤y
o(x′, y′) (2.1)
1 OpenCV online dokumentácia. http://docs.opencv.org
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kde o(x′, y′) je originálny obraz a i(x, y) je integrálny obraz.
Pred vlastnou detekciou je tento klasifikátor nutné natrénovať. Trénovanie spočíva
v učiacom sa algoritme, kde vstupom je množina pozitívnych a negatívnych obrazov [15].
Podrobnejší popis trénovania je možné nájsť v niektorom z odkazovaných článkov.
Knižnica OpenCV (viď. kapitola 2.4) disponuje kaskádovým klasifikátorom založeným
na tomto princípe pod názvom triedy CascadeClassifier. Ďalej disponuje súbormi dát
vo formáte xml, ktoré je možné využiť k účelu trénovania [2].
Substrakcia pozadia
Substrakcia pozadia (Background substraction) je technika, používaná k rozdeleniu origi-
nálneho obrazu na 2 časti - časť pozadia a časť popredia. Výsledkom je binárny obraz, ktorý
pozostáva z týchto 2 častí.
Princíp spočíva v naučení modelu pozadia a v jeho následnej extrakcii. Akonáhle je
tento model naučený, je porovnaný s obrazom a časti, ktoré nespadajú do tohto modelu
sú prehlásené za popredie [2]. Z toho vyplýva, že pohybujúce sa objekty alebo objekty
dynamicky sa meniace budú klasifikované ako popredie. To ale aj znamená, že scéna s dy-
namickou zmenou svetelnosti alebo vonkajšia scéna bude spôsobovať značné problémy pri
určovaní popredia (napríklad v prípade zmeny svetla bude väčšina scény klasifikovaná ako
popredie) [2]. Práve toto chovanie patrí k hlavným nevýhodám tejto techniky.
Obrázek 2.2: Substrakcia pozadia
Na obrázku 2.2 (prebratý z dokumentácie 2) je možné vidieť princíp fungovania metódy
a na obrázku 4.2b je možné vidieť výstup v praxi, kde substrakcia pozadia je založená
na zmesi (presnejšie troch) Gaussovských funkcií (angl. Gaussian-based background sub-
straction alebo Mixture of Gaussian Models - MOG).
Model MOG je definovaný ako [1]:
p(x) =
K∑
k=1
pikN (x|uk,
∑
k) (2.2)
kde
∑
k je kovariančná matica, uk stredná hodnota a váha pik ∈ 〈0, 1〉, kde
K∑
k=1
pik = 1.
Natrénovaný Gaussovský model (zmes Gaussovských funkcií) odpovedá pozadiu v ob-
raze. Substrakcia pozadia založená na MOG, potom funguje na princípe porovnávania kaž-
2OpenCV online dokumentácia. http://docs.opencv.org
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dého pixelu s príslušným modelom [14], kde prispôsobovanie sa zmenám svetelnosti a re-
dukcia šumu závisí od intervalov aktualizácie tohto modelu.
V knižnici OpenCV (viď. 2.4) je k dispozícii viacero metód substrakcie pozadia, ktoré sa
líšia implementáciou použitých algoritmov. Dve metódy založené na Gaussovskom modele
- BackgroundSubtractorMOG a BackgroundSubtractorMOG2, a jedna založená na štatistic-
kom odhade pozadia obrazu s Bayesovou segmentáciou - BackgroundSubtractorGMG [2].
Metóda mean-shift
Mean-shift je metóda používaná k analýze dát v mnohých oblastiach a svoje uplatnenie
našla aj pri sledovaní objektov. Princíp metódy spočíva v iteratívnom hľadaní maxima
(presnejšie lokálneho maxima) v rozložení hustoty dát (v tomto prípade farby pixelov).
1 2 3
Obrázek 2.3: Zjednodušený princíp mean-shift algoritmu
Na obrázku 2.3 je možné vidieť zjednodušený postup konvergencie algoritmu na 2-
dimenzionálnych diskrétnych dátach. Presnejšie sa jedná o nájdenie okna (regiónu), vý-
počet ťažiska okna z rozloženia dát, následný posun stredu okna do ťažiska. Tento postup
sa opakuje až kým sa ťažisko rovná (alebo je dosiahnutá požadovaná presnosť) stredu okna
ešte pred jeho posunom [2].
Výpočet ťažiska sa vyjadruje ako [6]:
xc =
∑
x
∑
y
xI(x, y)∑
x
∑
y
I(x, y)
, yc =
∑
x
∑
y
yI(x, y)∑
x
∑
y
I(x, y)
(2.3)
kde I(x, y) je intenzita diskrétnej pravdepodobnosti obrazu na pozícii (x, y) v rámci okna.
Metódy mean-shift a camshift (viď. nasledujúca sekcia kapitoly 2.1) sa v prípade sle-
dovania objektov často používa so spätnou projekciou, čo je spôsob určenia (klasifikácie)
ako dobre farby pixelov daného obrazu spadajú do rozloženia farby pixelov v histograme.
Hodnoty v spätnej projekcii prezentujú pravdepodobnosti tohoto určenia.
Metóda camshift
Camshift (continuously adaptive mean-shift) je metóda, ktorá vychádza z metódy mean-
shift (viď. predchádzajúca sekcia kapitoly 2.1). Jedná sa o jej rozšírenie, kedy na rozdiel
od predchádzajúcej metódy hľadané okno prispôsobuje svoju veľkosť. Najprv je na obraz
použitá iteratívne metóda mean-shift a následne po jej konvergencii je prispôsobená veľkosť
okna (regiónu). Toto sa opakuje s aktualizovaným oknom dovtedy, kým nie je dosiahnutá
požadovaná presnosť [2].
V knižnici OpenCV (viď. kapitola 2.4) je možné nájsť funkciu s názvom CamShift,
ktorá implementuje túto metódu a je možné tak získať región a natočenie objektu, ktorý
sledujeme (v tomto prípade tváre/hlavy) [2].
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Lukas-Kanade optický tok
Optický tok je technika, pri ktorej určujeme pohyb sledovaného objektu, vzdialenosť vzá-
jomného posunu príznakov medzi daným snímkom a snímkom predchádzajúcim. Jedná sa
o dôležitú metódu, preto nasledujúci text si dáva za cieľ túto metódu popísať, pričom z veľ-
kej časti bolo čerpané z literatúry zaoberajúcej sa touto technikou [2, 10, 13].
Metódy optického toku možeme rozdeliť na techniky výpočtu hustého optického toku
(angl. dense optical flow) a na techniky riedkeho optického toku (angl. sparse optical flow).
Veľkou výhodou riedkeho optického toku je rýchlosť výpočtu.
Obrázek 2.4: Ukážka metódy optického toku
Jednou z najznámejších techník riedkeho optického toku je Lucas-Kanade optický tok.
Jedná sa o efektívnu metódu založenú na lokálnej informácii, ktorá je získaná z regiónu
záujmu. Hlavné predpoklady tejto metódy sú následovné [11]
1. Pozícia príznakov (pixelov) sa mení, ale samotný príznak (jas pixelu) zostáva kon-
štantný naprieč snímkami. Formálne to znamená:
I(x, y, t) = I(x+ dx, y + dy, t+ 1) (2.4)
kde I(x, y, t) je príznak v snímku na pozícii (x, y) v čase t.
2. Pohyb príznakov (sledovaného objektu) v obraze sa mení v čase, tzn. príznaky sa
z jedného obrazu do druhého pohybujú s malou zmenou.
3. Susedné príznaky patria rovnakému povrchu a rovnako sa pohybujú, z toho vyplýva,
že susedné príznaky (pixely) zostávajú susednými.
Po použití rovnice 2.4 s predpokladom 2 (závislosť pozície na čase t) dostávame:
Ixu+ Iyv + It = 0 (2.5)
kde Ix, Iy, It sú derivácie I(x, y) podľa x, y, času t a u, v sú hľadané neznáme. Keďže
v tejto rovnici sa nachádzajú 2 neznáme, je nutné použiť predpoklad 3, ktorý tvrdí, že
okolité pixely sa pohybujú s daným pixelom. Pri použití okolia n×n pixelov tak dostávame
n2 rovníc:
Ix(x1, y1)u+ Iy(v1, y1)v = −It(x1, y1)
Ix(x2, y2)u+ Iy(v2, y2)v = −It(x2, y2)
...
Ix(xn2 , yn2)u+ Iy(vn2 , yn2)v = −It(xn2 , yn2) (2.6)
7
Po prepise do maticového tvaru a úprave dostávame:[
u
v
]
= (ATA)−1AT b (2.7)
Na obrázku 2.4 (prebratý z literatúry [2]) je možné vidieť vstupnú sekvenciu snímok
v čase (ľavý obrázok), kde pn je pozícia príznaku (x, y) a výstup výpočtu vektory ~vn, čo je
hľadaný vektor z rovnice 2.7.
Zvyčajne sa Lucas-Kanade optický tok implementuje ako výpočtová pyramída. Od naj-
vyššej vrstvy je počítaný optický tok na menších snímkach s nižším rozlíšením. Na nižších
vrstvách sú potom použité odhady z vyšších vrstiev pyramídy ako východiskový bod.
Knižnica OpenCV (viď. kapitola 2.4) obsahuje funkciu, ktorá už implementuje túto
iteratívnu metódu s využitím pyramídy. Funkciu je možné nájsť pod názvom calcOptical-
FlowPyrLK. Za zmienku ešte stojí funkcia s názvom goodFeaturesToTrack, ktorá nájde
silné rohy v obraze vhodné k sledovaniu.
2.2 Stabilizácia pohybu
Sledovanie objektov (Object tracking) je jeden z problémov spracovania obrazu, kedy sa
snažíme odhadnúť trajektóriu objektu v sekvencii za sebou nasledujúcich snímkov. Hlavným
cieľom je detekovať tento objekt (v tomto prípade tvár užívateľa) a následne sledovať jeho
trajektóriu. Výsledkom tohto sledovania sú však merania s výskytom množstva šumu, ktorý
je nutné aspoň čiastočne potlačiť.
Preto druhou dôležitou fázou sledovania objektov je filtrovanie pohybu (Motion filte-
ring). Ako už bolo spomenuté jedná sa o matematické techniky, ktoré sa snažia odhadnúť
trajektóriu objektu s potlačením (po prípade odstránením) šumu merania. Medzi tieto tech-
niky patrí aj Kalmanov filter, pri ktorom popise bolo čerpané z literatúry zaoberajúcej sa
touto problematikou [7] a dokumentácie [2].
Kalmanov filter
Kalmanov filter je technika využívaná v mnohých sledovacích zariadeniach pracujúcich
v reálnom čase [1], ktorú v roku 1960 publikoval Rudolf Kalman. Jedná sa vlastne o predik-
tor-korektor stavu lineárneho systému, ktorého hlavným cieľom je efektívna maximalizácia
pravdepodobnosti bez uchovávania predchádzajúcich meraní. Túto techniku je možné pou-
žiť v prípadoch, kedy systém je lineárny, šum merania je biely (tzv. biely šum) a povahou
Gaussovský. Tento lineárny systém potom vyhovuje rovniciam:
xk = Fxk−1 +Buk + wk (2.8)
zk = Hkxk + vk (2.9)
kde xk je stav systému, F je prenosová matica, uk kontrolný vstup, B jemu prislušná matica
a wk je Gaussovský šum. V druhej rovnici počítame meranie zk, kde Hk je matica a vk chyba
merania s Gaussovským rozložením.
Filtrovanie Kalmanovým filtrom sa skladá z predikcie stavu a korekcie. Vo fáze predikcie
sa použijú známe informácie o stave (pozícii) v čase t k odhadu stavu (pozície) v čase
t + dt, a to ešte pred zahrnutím aktuálnych meraní do tohoto stavu. Z toho vyplýva, že
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pred zahrnutím meraní máme stav systému v čase t, ale aj stav v čase t + dt. Výpočet
odhadu x−k stavu je uvedený v rovnici 2.10 a výpočet kovariancie chyby v rovnici 2.11.
x−k = Fxk−1 +Buk + wk (2.10)
P−k = FPk−1F
T +Qk−1 (2.11)
Vo fáze korekcie je aktuálne meranie spojené s aktuálnou predikciou. Výpočet je uvedený
v rovniciach 2.12 (spojenie merania s predikciou - Kalman gain), 2.13 a 2.14 (aktualizáciu
stavu a chyby).
Kk = P
−
k H
T
k (HkP
−
k H
t
k + Pk)
−1 (2.12)
xk = x
−
k +Kk(z
−
k −Hkx−k ) (2.13)
Pk = (I −KkHk)P−k (2.14)
Vo výsledku to znamená, že stav systému je počítaný iteratívne od predchádzajúceho
stavu a reálneho merania.
2.3 Metriky detekčných systémov
Dôležitou fázou realizácie detekčných systémov nielen v oblasti spracovania obrazu je fáza
vyhodnocovania. Jedná sa o fázu, kedy sa snažíme zmerať úspešnosť pracovania systému.
K tomuto účelu existujú metriky, vďaka ktorým je možné tieto systémy vyhodnotiť a ná-
sledne ich efektívne prezentovať. Táto sekcia preto popisuje dôležité metriky, pričom v tomto
prípade bolo čerpané z literatúry zaoberajúcej sa úspešnosťou a úplnosťou systémov [4].
Hlavnou úlohou detektora, od ktorej sa odvíjajú ostatné, je určiť, či vstupný snímok
obsahuje objekt (v tomto prípade hlavu) alebo neobsahuje. V tomto prípade hovoríme o tzv.
predikcii. Spoločne so skutočnosťou dostávame tak 4 možnosti, ktoré sú zobrazené v tabuľke
2.1. Jednotlivé metriky sú definované ako:
• Pravdivo pozitívny (true positive - TP)
Je správna predikcia pozitívnej skutočnosti. Ako príklad je možné uviesť správnu
detekciu hlavy v mieste výskytu.
• Falošne pozívny (false positive - FP)
Prípadne falošný poplach (false alarm) je chyba prvého typu, ktorá vyjadruje ne-
správne určenie pozitívnej skutočnosti. Napríklad detekovanie hlavy v snímke, kde sa
tvár reálne nenachádza.
• Pravdivo negatívny (true negative - TN)
Jedná sa o správne určenie negatívnej skutočnosti. Napríklad neúspešná detekcia
v prípade snímku, kde sa hlava naozaj nenachádza.
• Falošne negatívny (false negative - FN)
Chyba druhého typu je nesprávne (falošné) určenie negatívnej skutočnosti. Príkladom
môže byť úspešná detekcia v obraze, kde sa hlava reálne nenachádza.
Tieto metriky však nepodávajú žiadnu informáciu o celkovej úspešnosti detektora, len
o jednotlivých meraniach. Z tohoto dôvodu je definovaná presnosť a úplnosť detektora.
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skutočne pozitívna skutočne negatívna
pozitívna predikcia TP FP
negatívna predikcia FN TN
Tabulka 2.1: Metriky vyhodnotenia
• Presnosť (precision)
Metrika vyjadrujúca percento detektorom vybraných predikcií ako pozitívne, ktoré sú
správne:
p =
TP
TP + FP
(2.15)
• Úplnosť (recall)
Vyjadruje percento skutočne správnych predikcií, ktoré sú detektorom vybrané ako
správne:
r =
TP
TP + FN
(2.16)
2.4 Dostupné nástroje a knižnice
K zjednodušeniu a zefektívneniu práce v oblasti spracovania obrazu vznikla rada knižníc
a podporných nástrojov, ktoré bolo možné pri riešení daného problému využiť. V tejto časti
textu budú predstavené tieto nástroje.
OpenCV
OpenCV (Open Source Computer Vision Library) je voľne dostupná knižnica funkcií s vy-
užitím v oblastiach spracovania obrazu, počítačového videnia, bezpečnosti, užívateľského
rozhrania, kalibrácií kamier, stereo vízii alebo robotike. Jej využitie nie je obmedzené, to
znamená, že je zadarmo dostupná pre štúdijné, výskumné ale aj komerčné účely, vydaná
pod licenciou BSD. Hlavným cieľom je zjednodušiť a zefektívniť prácu v tejto oblasti, pričom
hlavný dôraz je kladený na efektivitu a spracovanie v reálnom čase. Je implementovaná v ja-
zyku C/C++, umožňuje multiplatformné využitie (Linux, Windows, MacOS X a Android)
a využitie v jazykoch C/C++, Python, Java a iné.
S vývojom knižnice začala firma Intel a prvý krát bola vydaná v roku 1999. Existuje ši-
roká zakladňa užívateľov tejto knižnice z rôznych celosvetových korporácií, vznikli diskusné
skupiny a fóra a je možné nájsť literatúru, ktorá sa venuje tejto problematike a z ktorej
bolo čerpané aj pri tvorbe tejto práce.
Pri popise knižnice v tejto sekcii bolo čerpané z webových stránok 3 a z príslušnej
dokumentácie [2], kde je možné nájsť množstvo ďalších informácií.
Qt toolkit
Qt je C++ knižnica a GUI pre Linux a Windows, ktorá sa zameriava na prenositeľnosť,
rýchlosť a jednoduchosť použitia. Qt môžeme nájsť v niekoľkých verziách a to Qt Free
3OpenCV online dokumentácia. http://docs.opencv.org
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Edition, Qt Non-Commercial Edition, Qt Professional Edition a Qt Enterprise Edition. Pre
vývoj aplikácií pod licenciou GPL (General Public Licence) je knižnica dostupná zdarma.
Qt bol vyvinutý firmou Trolltech a dostupný od roku 1995. V roku 2008 ho získala firma
Nokia a v súčasnosti sa o vývoj stará firma Digia.
Za zmienku určite stojí paradigma, na ktorej stojí komunikácia tohto toolkitu. Jedná sa
o komunikáciu pomocou signálov a slotov medzi objektami, kde signály služia k indikácii
zmien, pričom sloty implementujú reakcie na tieto prijaté signály.
Pri tvorbe tohto popisu bolo čerpané z literatúry 4 5, kde je možné nájsť ďalšie informácie
týkajúca sa tejto knižnice.
OpenGL
OpenGL (Open Graphics Library) je prostredie, určené k vývoju 2D a 3D grafických apliká-
cií, ktoré zväčša pracujú v reálnom čase. Jedná sa o priemyselný štandard, ktorý poskytuje
výhody: stabilitu implementácií, spoľahlivosť a prenositeľnosť aplikácií a veľmi dobre doku-
mentované prostredie s množstvom ukážkových implementácií. OpenGL bolo vydané pod
dvoma typmi licencií, ktoré sa líšia od spôsobu použitia. Pre vývoj aplikácií je dostupná
bez obmedzení.
Jeho využitie je možné na platformách Linux, Windows a Mac OS X a v programovacích
jazykoch C/C++, Python, Java, Perl a ďalších. Existuje množstvo knižníc, ktoré rozširujú
a zjednodušujú prácu s OpenGL, napríklad SDL, GLU, Glew alebo Glut. Viac informácií
je možné nájsť na stránkach knižnice 6.
SDL
SDL (Simple Directmedia Layer) je multiplatformná knižnica s oficiálnou podporou systé-
mov Windows, Linux, MacOS X, iOS a Android. Je primárne určená pre vývoj v jazyku
C/C++ s možnosťou vývoja aj v iných jazykoch ako napríklad Python, C# alebo Pascal.
Knižnica slúži k vývoju grafických aplikácií a poskytuje prístup ku klávesnici, myši, vi-
deu, audiu a grafickému hardvéru (pomocou OpenGL alebo Direct3D). Je zadarmo k pou-
žitiu, vydaná vo verzii 2.0 pod licenciou zlib licence a vo verziách starších pod licenciou
GNU LGLP.
Za vývoj a distribúciu tejto knižnice v súčasnosti zodpovedá firma Loki Software, Inc.
Tieto informácie a mnohé ďalšie je možné nájsť na webových stránkach tejto knižnice 7.
4Blanchette, J.; Summerfield, M.: C++ GUI Programming with Qt 4. Prentice Hall, 2006
5 Dalheimer, M. K.: Programming with Qt. O’Reilly Media, Inc., January 22, 2002
6OpenGL Open Graphics Library. http://www.opengl.org
7SDL Simple Directmedia Layer. http://www.libsdl.org
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Kapitola 3
Analýza a návrh riešenia
Táto kapitola sa venuje návrhu riešenia. V úvodných častiach bude analyzované a rozobrané
zadanie, následne bude čitateľovi predstavená idea ako by mal výsledný produkt vyzerať.
V ďalších častiach kapitoly je možné nájsť sekciu zaoberajúcu sa návrhom riešenia, avšak
v prípade fáze detekcie bude hľadané optimálne riešenie. Z tohto dôvodu túto časť ná-
sledne dopĺňa návrh experimentov, kde bude čitateľ oboznámený s návrhom metódy detek-
cie v rámci výsledného produktu. Na záver bude predstavený návrh demo aplikácií, ktoré
vzniknú k účelu prezentácie spomínaného produktu.
3.1 Rozbor zadania a postup riešenia
Ako už názov práce napovedá, cieľom tejto práce bolo navrhnúť, realizovať, vyhodnotiť a de-
monštrovať systém, ktorý bude schopný sledovať hlavu užívateľa pred obrazovkou a túto
informáciu využívať k interakcii s počítačom. Interakciou sa v tom prípade myslí ovlá-
danie počítačových aplikácií, nastavovanie pozície (pohľadu) kamery v týchto aplikáciách
a podobne. Pričom dôraz bude kladený na jej rýchlosť a intuitívnosť.
Vstupom systému bude sekvencia snímkov, ktorých spracovaním by malo byť dosiahnuté
dané chovanie. Podmienkou je využiť len bežne dostupné prostriedky počítača. To znamená,
aby k fungovaniu systému, prípadne aplikácií využívaných daný systém, nebolo potrebné
používať špeciálne typy techniky (špeciálne kamery ako napr. Kinect alebo špecializovaný
hardvér), ale aby postačovala priemerná externá, prípadne vstavaná webová kamera počí-
tača. Z toho vyplýva požiadavka na robustnosť, ako minimalizáciu množstva výpadkov
pri zhoršených podmienkach (napr. svetelných), tak pri zníženej kvalite vstupných snímok
a absencie niektorých informácií (napr. hĺbková mapa).
Ďalším cieľom bolo dané chovanie vyhodnotiť, výsledky analyzovať, zistiť tak použi-
teľnosť a v prípade úspešného riešenia daného systému to demonštrovať na ukážkových,
prípadne reálnych aplikáciach.
K úspešnému vyriešeniu daného problému bol zvolený nasledujúci postup. Po analýze
zadania a výsledného produktu, budú naštudované princípy a metódy detekcie a sledovania
hlavy, prípadne tváre. Následne bude navrhnutý systém, ktorý bude spĺňať definíciu výsled-
ného produktu. V ďalšej fáze budú vybrané metódy, ktoré majú zmysel byť použité a budú
zaradené medzi experimenty. Tieto experimenty budú navrhnuté, implementované a otes-
tované. Nakoniec budú všetky implementácie systému vyhodnotené, výsledky analyzované
a implementácie na ich základe prípadne poopravené.
Z týchto implementácií bude vybraná najlepšia. V prípade použiteľného riešenia daného
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systému budú vybrané alebo navrhnuté a implementované aplikácie, na ktorých bude de-
monštrovaná funkčnosť tohto riešenia. Na koniec budú vytvorené reprezentačné materiály.
Výsledným produktom spomínaného postupu riešenia by mal byť systém, ktorý za behu
v reálnom čase bude sledovať hlavu užívateľa pred kamerou. Použitím daného systému je tak
možné získavať túto informáciu ako oblasť vo vstupnom snímku, v ktorom sa hlava nachá-
dza. Následné využitie výstupu systému je ponechané na uvážení používateľa. Predpokladá
sa však použitie k ovládaniu aplikácií, ovládaniu počítača, prípadne v oblasti robotiky alebo
v sledovacích systémoch.
Predpokladanou cieľovou skupinou užívateľov daného produktu budú programátori,
ktorí potrebujú vo svojej implementácii systém daného druhu, ale nedisponujú znalosťami
v rámci tejto oblasti, prípadne nechcú daný systém implementovať vo vlastnej réžii.
Tento produkt si dáva za cieľ zjednodušiť prácu týmto používateľom, ktorí potrebujú
spoľahlivý a rýchly detektor hlavy pracujúci v reálnom čase. Implementáciu reprezentujúcu
tento systém bude možné použiť jednoduchým pridaním do implementácie. Používateľ tak
nemusí implementovať systém, a čo viac, nepotrebuje ovládať teoretické záležitosti, keďže
táto implementácia je skrytá v danej implementácii.
Ako demonštrácia funkčnosti tohto systému bude následne vytvorená aplikácia, ktorú
bude možné daným systémom ovládať.
3.2 Návrh detekčného systému
V tejto fáze návrhu bola navrhnutá funkcionalita systému ako celku, pričom ten bol zame-
raný na jednoduchosť použitia tohto systému. Jednoduchosťou použitia sa v tomto prípade
myslí, množstvo réžie, ktorú musí používateľ vykonať k dosiahnutiu definovaného výsledku.
Na obrázku 3.1 je možné vidieť postup výpočtu vo forme stavového diagramu. Šedou
farbou sú ohraničené približné výpočty (stavy), ktoré bude vybraná metóda detekcie za-
púzdrovať a ich implementácia bude skrytá pred používateľom. Ostatné časti vyjadrujú
réžiu, ktorú musí používateľ (programátor) k použitiu triedy vynaložiť.
Výsledný systém tak bude pozostávať z nasledujúcej sekvencie krokov:
Vstup systému
Vstupom systému bude postupnosť obrazových snímkov, ktoré budú pred následným spra-
covaním a detekciou do systému vkladané. Dané snímky budú v rámci výpočtov a spra-
covania reprezentované ako matica obsahujúca hodnoty farby jednotlivých pixelov. Toto
vkladanie bude celé v réžií programátora, a to z dôvodu možnosti predspracovania sním-
kov, prípadne možnosti vkladania snímkov z iného zdroja ako z kamery.
Inicializácia
Z dôvodu správnosti detekcie je nutné systém (tento detektor) inicializovať. Táto fáza bude
rozdelená na inicializáciu implicitnú a explicitnú.
Implicitná fáza inicializácie bude prebiehať pri prvej detekcii, po neúspešnej detekcii
v predchádzajúcom snímku alebo po určitom počte krokov, aby sa tak predišlo niektorým
problémom pri sledovaní (ako napríklad falošnej inicializácii, viď. falošne pozitívna detekcia
v kapitole 2.3). Tento krok bude používateľ môcť zmeniť (aj za behu), inak bude detektor
pracovať s implicitne nastaveným krokom inicializácie.
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V prípade explicitnej inicializácie sa bude jednať o avizovanie inicializácie detekcie pou-
žívateľom. Dané chovanie bude možné docieliť použitím funkcie/metódy určenej k aktua-
lizácii stavu systému (viď. obrázok 3.1), čo znamená, že pri nasledujúcom behu detekcie
(s vložením ďalšieho snímku) bude na snímke vykonaná fáza inicializácie.
Predspracovanie snímku
V tejto časti bude vstupný snímok (prijatý v predchádzajúcej fáze) predspracovaný tak,
aby bolo možné na ňom vykonať detekciu. Jedná sa o fázu, ktorá bude súčasťou vlastnej
detekcie (obrázok 3.1). Od používateľa tak nebude v tomto prípade očakávaná žiadna réžia.
Detekcia hlavy v obraze
Táto fáza bude odpovedať metóde detekcie, ktorá bude vybraná na základe vyhodnotenia.
Bližší popis jej funkcionality je možné nájsť v nasledujúcich kapitolách 3.3 až 3.6.
Výpočet regiónu
V prípade úspechu detekcie bude vypočítaný región hlavy, ktorá sa nachádza vo vstupnom
snímku. Tento región bude reprezentovaný pozíciou v rámci snímku (x a y súradnicou)
a veľkosťou (šírkou a výškou) regiónu. Tento výsledok bude možné získať zavolaním príslu-
šnej funkcie/metódy . V opačnom prípade bude avizovaný neúspech detekcie. Používateľovi
bude umožnené tento stav zistiť.
Aktualizácia stavu systému
Požiadavkou na systém je sledovať hlavu užívateľa v reálnom čase, z čoho vyplýva, že bude
nutné udržovať stav systému. Bude sa jednať hlavne o stav úspechu/neúspechu detekcie,
informácii o počte krokov do implicitnej inicializácie, udržovanie chýb, snímky a regiónu
detekcie. Bude sa ale jednať o informáciu pre daný systém a používateľovi bude prístup
k týmto informáciam obmedzený.
Výstup systému
Výstupom popisovaného postupu výpočtov a užívateľských akcií, bude región (prípadne
aj stred regiónu alebo snímok), ktorý v prípade úspešnej detekcie bude obsahovať pa-
rametre pozície hlavy vo vloženom snímku. Tento región bude možné získať príslušnou
funkciou/metódou.
3.3 Návrh Haarovho klasifikátora s využitím heuristiky
Táto kapitola popisuje návrh metódy na základe naštudovaných metód a techník. Tento
experiment vznikne ako riešenie metódy detekcie navrhovaného systému.
Princíp bude spočívať v detekcii hlavy pomocou kaskádového klasifikátoru založeného
na Haarových príznakoch (viď. kapitola 2.1), ktorého fungovanie bude dopĺňať heuristická
funkcia. Tá bude zavedená z dôvodu detekcie rôznych natočení a rotácii, keďže k účelu
trénovania tohto klasifikátora budú využité už predspracované dáta, ktoré daný typ rotácií
neobsahujú. Z dôvodu zvýšenia rýchlosti detekcie bude nutné počítať región záujmu, v kto-
rom bude následne táto heuristika použitá. Z tohto popisu vyplýva, že tento experiment
bude pozostávať z 2 častí:
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Snímok
(vstup z kamery)
Výstupný región,
prípadne neúspech detekcie
Explicitné 
nastavenie
inicializácie 
systému
Predspracovanie
Detekcia
Výpočet regiónu
Fázainicializáciesystému
Výber regiónu
Aktualizácia stavusystému
Inicializácia
Úspechdetekcie ÁNO
NIE
ÁNO
NIE
Detekcia
Obrázek 3.1: Návrh výpočtových stavov detekčného systému
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• kaskádová klasifikácia pomocou Haarových príznakov
K tomuto účelu bude využitý Haarov klasifikátor (popísaný v kapitole 2.1).
• heuristika
Bude založená na metóde substrakcie pozadia pomocou zmesy Gaussovských funkcií
(angl. Gaussian mixture-based background segmentation), ktorá bola popísaná v ka-
pitole 2.1 a farebného modelu pokožky, kedy sa jedná o techniku binarizácie snímku
na základe farby jednotlivých pixelov podľa zvoleného prahu.
Podrobný návrh riešenia jednotlivých častí tohto detektoru je predmetom nasledujúceho
textu. Vlastná detekcia tohoto klasifikátora spočíva v krokoch zobrazených na obrázku 3.1.
Inicializácia
V rámci tohto experimentu nemá zmysel inicializáciu uvažovať, keďže detekcia bude pre-
biehať v každom snímku osobitne.
Predspracovanie snímku
V tejto fáze bude obraz prevedený do šedej farby (RGB spektrum do odtieňu šedej) a ná-
sledne bude normalizovaná farba tohto obrazu, aby sa tak obmedzil vplyv farebných nerov-
ností spôsobených svetelnými podmienkami.
Detekcia
Ako už bolo spomenuté v predchádzajúcom texte táto fáza sa bude skladať z 2 častí. Priebeh
detekcie tak bude nasledovný. Na predspracovaný vstupný snímok bude použitý natréno-
vaný Haarov klasifikátor. Na základe úspechu tejto klasifikácie budú vybrané regióny, ktoré
budú predané k spracovaniu do fázy výpočtu regiónu (nasledujúci stav v stavovom diagrame
3.1).
V prípade neúspechu detekcie bude vybraný región záujmu, v ktorom následne prebehne
detekcia založená na modele farby pokožky a substrakcii pozadia (heuristika). Ak bude touto
metódou nájdený región hlavy v obraze, ten bude predaný k ďalšiemu spracovaniu, inak
bude avizovaný celkový neúspech detekčnej fázy.
• Klasifikácia na základe Haarových príznakov
Pred vlastnou detekciou bude natrénovaný detektor na prednú časť a profilovú časť
tváre, s využím trénovacích dát. Následne bude spustená detekcia nad predspracova-
nou snímkou.
• Výber regiónu záujmu
Región záujmu je časť snímku, v ktorej sa s najvyššou pravdepodobnosťou nachádza
tvár. Parametre pre výpočet regiónu boli získané experimentálne. Z týchto experimen-
tov bolo zistené, že veľkosť regiónu, v ktorom sa tvár nachádza s veľkou pravdepo-
dobnosťou nepresiahne 2-násobku veľkosti regiónu predchádzajúcej úspešnej detekcie.
To znamená, že po úspešnej detekcii bude región zväčšený 2-násobne a výstup bude
predaný k ďalšiemu spracovaniu.
Región bude takto zväčšovaný pokiaľ jeho veľkosť nedosiahne veľkosti celého snímku.
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• MOG a farba pokožky
V prípade neúspechu detekcie založenej na Haarových príznakoch bude vybraný región
záujmu, ktorý bude predaný k spracovaniu detektoru založenom na 2 metódach:
– farebnom modele pokožky tváre
Princíp tejto časti detekcie bude spočívať v prevedení farebnej snímky na bi-
nárnu, kde časti snímky s farbou spadajúcou do modelu budú označené jednou
hodnotou a ostatné časti druhou. Pred vlastnou detekciou bude snímka, resp.
vstupný región rozostrený napríklad mediánovým filtrom. Následne budú klasifi-
kované triedy v obraze pomocou kritérií získaných z literatúry [12]. Oblasť bude
označená ako pokožka ak:
R > 95 and G > 40 and B > 20 and R > G and R > B and
|R−G| > 15 and max(max(R,G), B)−min(min(R,G), B) > 15 (3.1)
Vo výstupnom obraze (matici s binárnymi hodnotami) budú aproximované kon-
túry oblastí a obraz bude predaný k ďalšiemu spracovaniu.
– substrakcii pozadia pomocou zmesy Gaussovských funkcií.
Táto metóda (viď. kapitola 2.1) bude použitá z dôvodu obmedzenia nesprávnosti
detekcie len na základe modelu farby, do ktorého môžu spadať aj časti pozadia
a iné objekty v obraze. Detektor bude založený na klasifikácii pomocou zmesy
Gaussovských funkcií a bez klasifikácie tieňov. Binárny výsledok detekcie bude
predaný k ďalšiemu spracovaniu.
Nakoniec bude nad výstupmi z týchto 2 detektorov vykonané spojenie operáciou and,
následne bude snímka upravená pomocou erózie (eliminácia šumu) a dilácie (spojenie dis-
krétnych regiónov).
Výpočet regiónu
Po detekcii tváre Haarovým klasifikátorom bude v prípade väčšieho množstva detekcií vy-
braná oblasť s maximálnou veľkosťou. V prípade heuristiky budú kontúry oblasti v rámci
spojeného výstupu ohraničené regiónom. Následne budú získané súradnice tohto regiónu.
Aktualizácia stavu systému
V priebehu detekcie bude udržovaná informácia o veľkosti a pozícii regiónu záujmu, v kto-
rom bude fáza heuristiky prebiehať. Ten bude aktualizovaný na základe úspechu, prípadne
neúspechu tejto detekcie.
3.4 Návrh Haarovho klasifikátora s výberom regiónu
Dôvodom návrhu tohto experimentu je pokus o elimináciu jednej z nevýhod kaskádových
klasifikátorov, ktorou je rýchlosť detekcie (viď. kapitola 2.1). Princíp riešenia bude spočívať
v predpočítaní regiónu, v ktorom klasifikácia následne prebehne. Toto chovanie by malo
byť docielené využitím metódy camshift (viď. kapitola 2.1) pre tento výpočet a metódy
klasifikácie na základe Haarových príznakov.
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Inicializácia
Vo fáze inicializácie bude použitý kaskádový klasifikátor (popísaný v kapitole 2.1) na celý
prijatý snímok. Ak táto detekcia neprebehne úspešne, pokus o inicializáciu sa bude opa-
kovať v ďalších vstupných snímkach až do doby jej úspechu. V prípade úspešnej detekcie
bude z vrátených regiónov vybraný ten s najväčším obsahom. Následne bude tento región
zmenšený, aby sa predišlo výpočtu s pozadím mimo detekovanej tváre. Šírka regiónu bude
zmenšená na polovicu a výška na 78 povôdnej hodnoty.
Následne budú predspracované snímky (popísané v nasledujúcej podsekcii), kanál od-
tieňu (hue) z farebného modelu HSV a maska, orezané na pozícii detekovaného regiónu
s veľkosťou tohto regiónu. To znamená, že z predspracovanej snímky bude vybraná jej časť
(matica). Tieto 2 matice budú použité k výpočtu histogramu. Ten bude následne normali-
zovaný a zmenou bude avizovaný úspech inicializácie.
V prípade tohto experimentu bude inicializácia prebiehať na celej vstupnej snímke. Táto
fáza bude vykonávaná vždy v rámci prvého snímku, po určitom počte krokov alebo v prí-
pade neúspechu predchádzajúcej detekcie, a to z dôvodu nutnosti udržovania aktuálneho
histogramu a s tým spojeným reagovaním na zmeny.
Predspracovanie snímku
Táto fáza bude vykonávaná bez ohľadu na to, či na aktuálnej snímke má prebehnúť inicia-
lizácia alebo fáza sledovania (vlastná detekcia), a to z dôvodu využitia výstupu v obidvoch
spomínaných fázach. Princíp bude spočívať vo výpočte masky a v úprave snímky tak, aby
bolo možné použiť metódy vlastnej detekcie. Výpočet masky bude prebiehať v 2 farebných
modeloch:
• YCbCr
Farba pixelu snímky v tomto modele bude označená ako pokožka ak:
Y > 80, 85 < Cb < 135, 135 < Cr < 180 (3.2)
kde hodnoty boli prebrané z literatúry zaoberajúcej sa rozpoznávaním tvárí [5].
• HSV
V tomto modele maska nebude počítaná vzhľadom ku farbe pokožky, ale hranice budú
nastavené tak, aby boli z obrazu odstránené príliš tmavé a šedé farby s hodnotami:
S ≤ 30, V ≤ 10 (3.3)
Výsledkom výpočtu budú 2 masky, jedna pre každý model. Tie budú následne upravené
metódou erózie a spojené metódou and. Vznikne tak maska použiteľná k ďalšiemu spra-
covaniu. Nakoniec bude zo snímky prevedenej do HSV modelu vybraný kanál jasu (hue),
ktorý bude použitý aj vo fáze inicializácie aj pri detekcii.
Detekcia
Z originálnej snímky, ktorá bola vo fáze predspracovania prevedená do farebného modelu
HSV, bude vybraný kanál jasu. Tento kanál bude využitý spoločne s histogramom vypočíta-
ným vo fáze inicializácie k výpočtu spätnej projekcie. Táto projekcia bude následne spojená
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s predpočítanou maskou metódou and a bude tak tvoriť vstup metódy camshift, popísanej
v kapitole 2.1.
Touto metódou bude získaný región, ktorého šírka bude zväčšená 2-násobne a výška
1.5-násobne, z dôvodu možnosti použitia Haarovej klasifikácie. Nakoniec bude vnútri spo-
mínaného regiónu získaného metódou camshift použitý kaskádový klasifikátor založený na
Haarových príznakoch. Pri úspešnej detekcii budú detekované regióny predané k ďalšiemu
spracovaniu, inak bude avizovaný neúspech tejto fázy.
Výpočet regiónu
V prípade úspechu Haarovej klasifikácie vnútri predpočitanej oblasti bude vybraný región
s najväčším obsahom, inak bude oznámený neúspech detekcie.
Aktualizácia stavu systému
Ako už bolo spomenuté, v rámci tohto experimentu bude udržiavaný histogram farby tváre,
počet krokov do nasledujúcej inicializácie a informácie o aktuálnom stave systému. Udržo-
vaný histogram a počet krokov bude aktualizovaný vo fáze inicializácie. Hodnota kroku
implicitnej inicializácie bude zvolená vo fáze realizácie tohto experimentu.
3.5 Návrh Camshift detektora
Tento navrhovaný detektor bude k sledovania hlavy v obraze využívať metódu camshift
(viď. kapitola 2.1), ktorá je primárne určená k tomuto účelu. Princíp bude spočívať vo vý-
počte histogramu farby tváre, ktorý bude udržiavaný a na základe ktorého bude následne
vybraný región. Tento detektor by tak mal byť už z princípu metódy rýchly, aj keď robus-
tnosť danej metódy môže byť diskutabilná (avšak to bude predmetom kapitoly venujúcej
sa vyhodnoteniu 4.7).
Inicializácia
Táto fáza sa v podstate nebude líšiť od rovnako pomenovanej a v predchádzajúcom texte
popísanej časti Haarovho klasifikátoru s výberom regiónu (viď. 3.4), len s tým rozdielom, že
v prípade úspešnej inicializácie nebude z tejto fázy vrátený región. Ten sa v tomto prípade
využije len k inicializácii a región bude vrátený len na základe fázy sledovania. To znamená,
že fáza sledovania sa v tomto prípade vykoná aj v prípade úspešnej inicializácie, na rozdiel
od predchádzajúceho prípadu, kde sa v jednom kroku vykoná buď inicializácia alebo vlastná
detekcia.
V rámci inicializácie tohto experimentu sa naviac vypočíta stred klasifikovaného regiónu
a jeho posun vzhľadom k stredu regiónu detekovaného metódou camshift. To znamená, že
v rámci prvej detekcie nasledujúcej hneď po fáze inicializácie je vypočítaný percentuálny
posun p v rámci súradníc x a y.
px =
1
2
· inicializačný stredx − aktuálny stredx
aktuálna šírka
(3.4)
py =
1
2
· inicializačný stredy − aktuálny stredy
aktuálna výška
(3.5)
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kde inicializačný stred bude stred získaný Haarovým klasifikátorom v tejto fáze a aktuálny
stred, šírka a výška budú parametre získané metódou camshift. Konštanta bola do výpočtov
zavedená z dôvodu zmenšenia týchto posuvov.
Tento posun bude udržovaný až do ďalšej fázy inicializácie a bude použitý vo fáze
výpočtu regiónu.
Predspracovanie snímku
Postup predspracovania snímok a výpočtu masiek bude rovnaký ako v prípade predchád-
zajúceho experimentu (viď. kapitola Haarov klasifikátor s výberom regiónu 3.4).
Detekcia
Udržiavaný histogram farby tváre a predspracované dáta budú v tejto fáze, rovnako ako
v predchádzajúcom experimente, využité k výpočtu spätnej projekcie (viď. kapitola 2.1).
Po následnom spojení spätnej projekcie so získanou maskou, bude nájdená pozícia hlavy
pomocou metódy camshift (viď. kapitola 2.1).
Ak bol tento región nájdený, bude predaný k ďalšiemu spracovaniu do časti výpočtu
regiónu, inak bude oznámený neúspech danej fázy.
Výpočet regiónu
Metódou camshift budú ako hlava detekované aj časti, ktoré svojou farbou budú spadať
do predpočítaných hodnôt histogramu (napr. krk). Z tohto dôvodu bude nutné región po-
sunúť na oblasť hľadanej hlavy. K tomuto účelu bude využitý posun regiónu vypočítaný
vo fáze inicializácie, kedy detekovaný región metódou camshift bude posunutý na základe
percentuálnej hodnoty tohto posunu.
Aktualizácia stavu systému
V rámci systému bude udržovaný histogram farieb pixelov, percentuálna hodnota posunu
regiónu a počet krokov do nasledujúcej inicializácie. Tieto informácie budú potom v pri
ďalšej tejto fáze aktualizované.
3.6 Návrh Optical Flow detektora
Princíp tohto experimentu tak bude spočívať v sledovaní príznakov, pomocou metódy
Lucas-Kanade optického toku (viď. kapitola 2.1). Tieto príznaky budú generované vo fáze
inicializácie v rámci regiónu nájdeného Haarovým kaskádovým klasifikátorom. Návrh tohto
experimentu vznikol z dôvodu primárneho určenia metódy optického toku k účelu sledova-
nia, definovanému v kapitole 3.1.
Inicializácia
Detektor bude inicializovaný pri prvej snímke, po strate hlavy (neúspešnej detekcii) alebo
po určitej dobe, ktorá bude závisieť od nastaveného kroku.
Pred použitím detektora bude natrénovaný kaskádový klasifikátor založený na Haaro-
vých príznakoch na prednú časť hlavy/tváre. Ten bude potom využitý práve v tejto fáze
inicializácie a to tak, že na snímke bude najprv detekovaná tvár pomocou natrénovaného
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klasifikátora, následne v prípade úspechu bude región predaný k ďalšiemu spracovaniu, inak
sa klasifikácia bude opakovať. To znamená, že do fázy generovania príznakov sa detektor
dostane až v prípade úspešnej detekcie prednej časti tváre kaskádovým klasifikátorom.
V ďalšej fáze budú vygenerované príznaky, ktorých počet a s tým spojená robustnosť
detektora bude určená nastavením parametrov. Tieto príznaky budú generované ako sieť
bodov z dôvodu zefektívnenia udržovania závislosti medzi týmito príznakmi. Dôraz nebude
však kladený na kvalitu samotných príznakov, ale na rýchlosť detekcie. Tieto príznaky budú
generované v zmenšenom regióne oproti regiónu vráteného použitým klasifikátorom, a to
z dôvodu minimalizovania rizika generovania bodov mimo detekovanú tvár.
Výsledkom fázy inicializácie detektora bude súbor príznakov (bodov), ktoré budú ucho-
vávané do nasledujúcej fázy inicializácie a v ďalších krokoch budú sledované.
Predspracovanie snímku
V tejto fáze bude vstupná snímka prevedená do šedej farby (RGB spektrum do odtieňov
šedej), ktorá bude využitá pri výpočte optického toku. V rámci tohto detektoru sa bude
udržovať táto aktuálna snímka a snímka predchádzajúca, spracovaná rovnakým spôsobom.
V prípade, že sa ale bude jednať o prvú snímku, tá bude použitá aj ako aktuálna aj pred-
chádzajúca.
Detekcia
Fázu detekcie, prípadne sledovania, je možné rozdeliť na 4 časti - fázu overenia pozície prí-
znakov, sledovania príznakov, úpravy pozície príznakov a fázu overenia závislostí. Jednotlivé
fázy budú popísané v nadchádzajúcom texte.
• Overenie pozície príznakov
V prvej časti tejto fázy overovania bude skontrolovaná prítomnosť príznakov v obraze.
Dané overenie bude záležať na používateľom zvolenom (prípadne implicitne danom)
prahu, ktorý bude vyjadrovať podiel počtu príznakov nutne prítomných v snímke a
počtu všetkých vygenerovaných príznakov.
Príznaky spĺňajúce túto fázu overovania budú predané do ďalšej fázy, ak:
počet príznakov aktuálne prítomných v obraze
počet všetkých príznakov
≥ p (3.6)
kde p je zvolený prah.
Táto podmienka bude zavedená z dôvodu sledovania časti hlavy (napríklad v prípade
pozície hlavy v rohu snímku) a spomínaným parametrom bude možné toto chovanie
povoliť (celkovo alebo čiastočne), prípadne úplne zakázať.
V ďalšej fáze overovania bude potom zistené, či sú jednotlivé vertikálne a horizon-
tálne priamky siete príznakov v správnom poradí, tzn. bude kontrolované zachovanie
poradia jednotlivých príznakov.
Ak bude zistená správnosť pozície príznakov prejde sa do stavu ich sledovania, inak
bude avizovaná žiadosť o inicializáciu.
• Sledovanie príznakov
Na sledovanie príznakov bude použitá funkcia, ktorá bude počítať posun príznakov
v snímkoch (optický tok) s využitím metódy Lucas-Kanade.
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• Úprava pozície príznakov
Princíp tejto úpravy pozície spočíva v udržovaní lineárnych závislostí osobitne medzi
vertikálnymi a horizontálnymi priamkami (siete, prípadne 2D masky).
Skupina vertikálnych/horizontálnych príznakov, ktoré budú získané z predchádza-
júceho bodu nie sú ako celok lineárne závislé. Keďže generované príznaky majú
v dôsledku optického toku tendenciu sa zdržiavať na silnejších hranách, zlomoch a po-
dobne, bude metódou najmenších štvorcov udržiavaná ich lineárna závislosť. Touto
aproximačnou metódou bude vypočítaná priamka osobitne pre všetky vertikálne a oso-
bitne pre všetky horizontálne závislé príznaky.
Následne bude vypočítaný váhovaný priemer smerových vektorov týchto priamok, kde
váhy jednotlivých priamok budú určené od stredu. To znamená, že krajným aproxi-
movaným priamkam bude pridelená najnižšia váha rovná 1 a priamke (v prípadne
párneho počtu priamkam) bude pridelená najvyššia váha (viď. obrázok 3.2-3 pre ver-
tikálne a 3.2-4 pre horizontálne).
Po výpočte budú tak k dispozícii 2 priemerné smerové vektory - jeden pre vertikálne
závislosti a druhý pre horizontálne, ktoré budú normalizované a predané k ďalšiemu
spracovaniu.
V ďalšej fáze výpočtu bude vypočítaná priemerná vzdialenosť medzi týmito závis-
losťami (priamkami). Tá bude následne použitá k výpočtu minimálnej (0.3-násobok
priemernej vzdialenosti) a maximálnej (1.7-násobok priemernej vzdialenosti) možnej
vzdialenosti. Tieto hranice budú zavedené z dôvodu, aby sa jednotlivé príznaky ne-
zlučovali v miestach silnejších hrán, prípadne nerozchádzali na pozadie. Ich veľkosť sa
bude počítať v každom kroku tejto fázy detekcie, z čoho vyplýva, že dané hranice sa
budú dynamicky v rámci sledovania meniť.
Vzdialenosti medzi jednotlivými priamkami budú postupne otestované a v prípade, ak
bude vzdialenosť menšia ako minimálna možná, bude aktuálna vzdialenosť upravená
na minimálnu dĺžku. Podobne ak bude vzdialenosť väčšia ako maximálna možná, bude
upravená na maximálnu dĺžku. Pri týchto úpravách záleží na poradí priamok.
Po posune priamok budú príznaky presunuté na ich priečniky a následne budú otes-
tované závislosti medzi nimi. Celý postup úpravy pozície príznakov je možné vidieť
na obrázku 3.2, kde:
1. príznaky získané s využitím optického toku
2. výpočet aproximovaných vertikálnych priamok
3. výpočet aproximovaných horizontálnych priamok
4. váhové spriemerovanie vertikálnych priamok
5. váhové spriemerovanie horizontálnych priamok
6. úprava vzdialeností a posun príznakov na priesečníky
• Overenie závislosti
Zo siete upravených príznakov budú v tejto časti najprv získané uhlopriečky, ktoré
budú otestované na veľkosť uhlu. Ak veľkosť uhlu, ktorú zvierajú tieto uhlopriečky
bude v rozsahu 〈min angle, max angle〉, kde min angle a max angle budú parametre,
ktorých implicitná hodnota bude 20 a 90, tak sa pokračuje v overovaní, inak bude
oznámená požiadavka na inicializáciu.
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Ďalej bude podobným spôsobom otestovaná celková dĺžka uhlopriečok a vzdialenosť
vrcholových bodov od prieniku uhlopriečok.
1 3
654
2
w = 1
w = 2
w = 1
w = 1 w = 2 w = 3
w = 3
w = 2
w = 1
Obrázek 3.2: Úprava pozície príznakov
Výpočet regiónu
K účelu výpočtu regiónu hlavy budú najprv vypočítané uhlopriečky v sieti príznakov. Prie-
nik týchto uhlopriečok bude určený ako stred regiónu. Nakoniec bude určená šírka regiónu
ako výška siete príznakov a výška regiónu ako 1.2-násobok výšky siete týchto príznakov.
Aktualizácia stavu systému
K účelu sledovania a úprav príznakov bude nutné tieto príznaky udržovať v rámci sys-
tému. Tie budú udržované ako aktuálne a predchádzajúce, z dôvodu možnosti použitia
výpočtu optického toku. Z tohoto dôvodu budú udržované aj predspracované snímky, popí-
sané v predchádzajúcom texte zaoberajúcom sa predspracovaním. Ďalej bude nutné udržo-
vať jednotlivé už spomenuté parametre vo fázach overovania a úprav, informáciu o počte
krokov do nadchádzajúcej inicializácie a informácie o stave systému.
Stav systému bude aktualizovaný na základe fázy inicializácie, ktorá prebehne v prípade
prvej snímky, neúspešnej detekcie, avizovaní v rámci overovania alebo po určitom množstve
krokov detekcie. Tento detektor bude pracovať s parametrami (počet vertikálnych prízna-
kov, počet horizontálnych príznakov, veľkosti uhlov uhlopriečok siete príznakov, vzdialenosti
medzi príznakmi a percento prítomných príznakov), ktoré budú umožňovať používateľovi
systém prispôsobiť svojmu účelu.
3.7 Návrh demo aplikácií
V rámci tejto fázy návrhu bude popísaný návrh demo aplikácií, ktoré budú slúžiť ako
demonštrácia funkčnosti systému navrhovaného v kapitole 3.2, obsahujúceho najvhodnejšiu
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metódu detekcie (viď. kapitola 3.3 až 3.6). Hlavným cieľom bude vytvoriť jednoduché demo
aplikácie, ktoré by boli demonštračným materiálom daného detekčného systému.
Ovládanie pohybu kamery v grafickej scéne
Princíp tejto demo aplikácie bude spočívať vo využití navrhnutého detekčného systému
k účelu získania takzvaného Parallax efektu. Bude sa jednať vlastne o efekt, kedy užívateľ
pracujúci s danou demo aplikáciou získa pocit 3D efektu, v tomto prípade bez použitia
žiadnych špeciálnych zariadení určených k tomuto cieľu. Táto jednoduchá grafická scéna
bude obsahovať niekoľko objektov k dosiahnutiu tohto efektu.
Navrhnutý detekčný systém s využitím tej metódy detekcie, ktorej použiteľnosť bude
preukázateľná na základe výsledkov vyhodnotenia, bude prepojený s touto scénou. Detekcia
bude prebiehať vo vlastnom vlákne (aby sa dosiahlo plynulého pohybu a vykreslovania),
pričom na základe polohy hlavy detekovanej týmto systémom, bude nastavované natočenie
a posun kamery v danej grafickej scéne, a s tým spojené jej vykresľovanie.
V prípade úspešnej detekcii bude získaný stred regiónu, na základe ktorého bude na-
stavený pohľad do scény. Z dôvodu minimalizácie šumu detekcie bude využitý Kalmanov
filter (popísaný v kapitole 2.2), aby sa tak predišlo nežiadúcemu pohybu na základe tohoto
šumu.
Kamerou v scéne bude pohybované na základe rozdielu aktuálnej pozície stredu upra-
veného filtrom a predchádzajúcej pozície. Pozícia v rámci snímku bude prepočítaná na
súradnice x a y v danej scéne nasledujúcim spôsobom:
scenex + = k · (x− lx) (3.7)
sceney + = k · (ly − y)
kde x a y sú súradnice aktuálneho stredu, lx a ly sú súradnice predchádzajúce a k je
konštanta, ktorá bude udávať veľkosť tohto pohybu. Súradnica z (vzdialenosť od kamery,
hĺbka) v súradnicovom systéme scény bude ovládaná pomocou myši.
Táto demo aplikácia bude využívať kameru počítača k detekcii hlavy a vo výsledku
by mala obsahovať zobrazenie grafickej scény, zobrazenie výstupného snímku z detektora
(vstupného snímku z kamery počítača po vykreslení detekovaného regiónu) a minimalistické
ovládanie chodu tejto aplikácie.
Ovládanie hry pomocou pohybu hlavy
K tomuto účelu bude zaobstaraná hra vydaná pod licenciou, ktorá by umožňovala modifiká-
ciu, distribúciu a použitie k tomuto účelu (to znamená open-source, prípadne GNU GPL).
V princípe sa bude jednať o ovládanie tejto aplikácie na základe pozície hlavy získanej na-
vrhovaným systémom s využití metódy, ktorá bude vybraná podľa výsledkov vyhodnotenia
experimentov.
Princíp demo aplikácie bude spočívať v komunikácii detekčného systému s touto ex-
ternou aplikáciou. Detekčný systém bude pritom využívať dáta z kamery ku generovaniu
príkazov, ktorými bude aplikácia ovládaná. Z toho vyplýva, že v obidvoch procesoch treba
tak zaručiť korektné a chod aplikácie neovplyvňujúce prijímanie a posielanie príkazov. Toto
chovanie bude zaručené využitím vlákien v obidvoch častiach demo aplikácie, modifikáciou
externej aplikácie a vytvorením ovládača danej aplikácie.
Modifikácia externej aplikácie tak bude spočívať v pridaní vlákna, ktoré bude mať za
úlohu čakanie a prijímanie týchto príkazov. Na strane tejto aplikácie budú generované aj
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správy, ktoré budú indikovať pripravenosť, prípadne nepripravenosť aplikácie k ovládaniu
hlavou.
Princíp ovládača bude spočívať v zabezpečení komunikácie medzi dvoma procesmi cez
štandardný vstup (stdin) a výstup (stdout). Dôvodom zvolenia tohto spôsobu komunikácie
bolo obmedzenie zachovania pôvodného ovládania externej aplikácie až do doby, kedy bude
ovládanie na základe detekcie naozaj potrebné. Ďalej vyhnutie sa prístupu globálneho ge-
nerovania udalostí operačného systému, kedy bez znalosti priebehu aplikácie by ju nebolo
možné spoľahlivo ovládať. A jedným z dôvodov bol aj problém, že externá aplikácia nie je
schopná prijímať udalosti generované pomocou poskytovaných funkcií z dostupných knižníc
(viď. 2.4) slúžiacich k tomuto účelu.
V podstate sa bude jednať o generovanie príkazov externej aplikácii na základe výsledkov
detekcie. Externá aplikácia bude čakať na príkazy na štandardnom vstupe a po ich prijatí
a dekódovaní bude volať očakávanú funkciu (v tomto prípade udalosť stlačenia klávesy).
[0,0] [0, 0.5 - cy] [0, 0.5 + cy]
[1,1]
[0, 0.5 - cx]
[0, 0.5 + cx]
Obrázek 3.3: Návrh generovanie príkazov (šedé) z pozície regiónu v snímku
Na obrázku 3.3 je zobrazený návrh generovanie týchto príkazov vzhľadom k definovaným
hraniciam snímky, v ktorej bude detekcia prebiehať. Príkazy budú generované ako dvojica,
ktorá vyjadruje 1 z 9 definovaných oblastí. Pozícia bude vyjadrená percentuálne z dôvodu,
aby sa predišlo udržovaniu veľkosti okna externej aplikácie v rámci ovládača a výpočet
mohol tak prebehnúť na strane tejto aplikácie. Parametre cx a cy budú určovať pomer
stredného regiónu k veľkosti snímku.
Aby bolo dosiahnuté spustenie detekcie len v prípade potreby, bude tento ovládač oča-
káva na štandardnom vstupe nasledujúce správy o stave externej aplikácie, ktoré využije
k riadeniu detekcie.
• pripravenosť k ovládaniu pomocou detekcie (”READY\n”)
• informáciu o nepripravenosti, prípadne pozastavení detekcie (”PAUSE\n”)
Ďalšou úlohou ovládača bude zobrazovanie okna detekcie. Po prijatí snímku od detek-
tora, bude predaný oknu aplikácie, ktoré sa postará o zobrazenie.
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Kapitola 4
Realizácia
Táto kapitola pojednáva o realizácii projektu. Na začiatku bude zdôvodnená voľba pro-
gramovacieho jazyka. Následne bude čitateľovi predstavená implementácia systému ako
celku a jednotlivých experimentov. Ďalšia časť sa bude zaoberať vyhodnotením výsledného
produktu, kde bude čitateľ oboznámený s prípravou datasetu, postupom anotácie a vy-
hodnotením produktu. Následne budú výsledky analyzované z pohľadu rýchlosti, presnosti
a robustnosti sledovania. Ďalej budú tieto výsledky diskutované, interpretované a bude
určená vhodnosť použitia tohto systému. V záverečných častiach textu budú predstavené
demo aplikácie, ktoré vznikli ako demonštrácia funkčnosti.
4.1 Implementácia detekčného systému
Voľba programovacieho jazyka, v ktorom bude daný systém implementovaný, sa odvíjala
hlavne od podpory knižníc a nástrojov, ktoré by bolo možné k riešeniu využiť. Z alternatív
(C++, Python a Java), bol k implementácii hlavnej časti nakoniec zvolený jazyk C++,
z dôvodu rýchlosti a primárnemu určenia nástrojov k implementácii v tomto jazyku. Jazyk
Python, bol ale využitý pri testovaní a vyhodnotení jednotlivých experimentov.
Využité boli knižnice OpenCV, framework Qt, knižnica OpenGL a SDL, ktorých dôvod
použitia bude vysvetlený v nasledujúcom texte.
Na základe návrhu (viď. kapitola 3.2) bola implementovaná trieda HeadTracker, ktorá
reprezentuje detektor hlavy pracujúci v reálnom čase. Keďže hlavný dôraz bol kladený na
jednoduchosť použitia triedy ako celku, bol k tomuto účelu zvolený objektovo-orientovaný
prístup.
Táto trieda obsahuje metódy s verejným modifikátorom prístupu, ktorých správne pou-
žitie vedie k dosiahnutiu požadovanému výsledku. Cieľom tejto časti textu je tak čitateľovi
priblížiť implementáciu jednotlivých metód, ktoré sú k správnemu používaniu potrebné.
• Atribút HeadTracker::frame
Tento atribút reprezentuje originálny vstupný snímok vložený metódou HeadTrac-
ker::setFrame. Snímok je udržovaný a využívaný v rámci výpočtov ako matica farieb
jednotlivých pixelov (typ cv::Mat). Tento snímok je možné získať metódou Head-
Tracker::getFrame.
• Atribút HeadTracker::region
V tomto prípade sa jedná o atribút reprezentujúci aktuálne detekovaný región hlavy
typu cv::Rect, ktorý je možné získať pomocou metódy HeadTracker::getRegion.
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• Atribút HeadTracker::detected
Atribút booleovského typu, ktorý reprezentuje aktuálny úspech/neúspech detekcie.
Tento výsledok je možné získať metódov HeadTracker::isDetected.
• Konštruktor HeadTracker()
Konštruktor triedy HeadTracker. Pri niektorých implementáciách experimentoch je
možné použiť k účelu vytvorenia inštancie aj preťažený konštruktor, čo bude zdôraz-
nené pri popise týchto implementácií.
• void HeadTracker::init()
Metóda init() slúži k explicitnej inicializácii detektora (popísanej pri návrhu v kapi-
tole 3.2). Z pohľadu implementácie ide o nastavenie atribútu triedy, ktorý prezentuje
požiadavku na inicializáciu a na základe ktorého sa potom vetví priebeh detekcie.
Implicitne je tento atribút nastavený pri vytvorení inštancie triedy, pri strate hlavy
a po určitých časových intervaloch.
Významom tejto metódy je umožniť používateľovi definovať vlastné podmienky ini-
cializácie bez nutnosti zásahu do kódu triedy.
• void HeadTracker::setFrame(Mat)
Metóda slúžiaca k nastaveniu snímku, na ktorom bude detekcia vykonávaná. Z imple-
mentačného hľadiska ide len o nastavenie atribútu metódy, ale je nutné túto metódu
volať pred každou vlastnou detekciou. Snímok bude vrámci výpočtov reprezentovaný
ako typ cv::Mat z knižnice OpenCV.
• void HeadTracker::detection()
Táto metóda je určená k vlastnej detekcii a líši sa pre jednotlivé experimenty. Na
základe výsledkov vyhodnotenia bude potom táto metóda obsahovať príslušnú im-
plementáciu experimentu. Implementácia tejto metódy detection() bude preto po-
drobne vysvetlená v sekciách zaoberajúcich sa implementáciou jednotlivých metód
4.2 až 4.5.
• bool HeadTracker::isDetected()
Metóda slúžiaca k zisteniu úspechu, prípadne neúspechu vlastnej detekcie. V prípade
úspechu vracia booleovskú hodnotu true, inak hodnotu false.
• Mat HeadTracker::getFrame(), Rect HeadTracker::getRegion(),
Point HeadTracker::getCenter()
Jednotlivé metódy sú určené k získaniu originálnej snímky, na ktorej bola detekcia
vykonávaná, k získaniu regiónu, kde bola prípadne detekovaná hlava a stredu tohoto
regiónu. V podstate sa jedná len o predanie atribútu a v prípade metódy getCenter()
o výpočet stredu z atribútu reprezentujúceho región.
Jednotlivé experimenty sa od seba odlišujú len implementáciou metódy detection()
a ich používanie sa v princípe neodlišuje.
Na obrázku 4.1 je možné vidieť implementáciu danej triedy vychádzajúcej z navrho-
vaného systému v kapitole 3.2. Jednotlivé stavy navrhovaného systému a k nim príslušné
metódy sú farebne odlíšené, aby tak bolo čitateľovi umožnené vidieť náväznosti v procese
použitia týchto metód.
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Snímok
(vstup z kamery)
Výstupný región,
prípadne neúspech detekcie
Explicitné 
nastavenie
inicializácie 
systému
HeadTracker
#frame: Mat
#region: Rect
#detected: bool
#err: int
+init(): void
+setFrame(frame:Mat): void
+detection(): void
+isDetected(): bool
+getFrame(): Mat
+getRegion(): Rect
+getCenter(): Point
+setInitStep(int): void
Predspracovanie
Detekcia
Výpočet regiónu
Fázainicializáciesystému
Výber regiónu
Aktualizácia stavusystému
Inicializácia
Úspechdetekcie ÁNO
NIE
ÁNO
NIE
HeadTracker::detection()
Obrázek 4.1: Implementácie triedy HeadTracker na základe návrhu
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V rámci ďalšej časti realizácie projektu boli implementované navrhnuté experimenty,
ktoré vznikli ako riešenie metódy HeadTracker::detection(), Ich implementácia bola za-
meraná hlavne na rýchlosť, presnosť a robustnosť detekcie. Následne budú jednotlivé expe-
rimenty vyhodnotené, aby bolo možné vybrať najvhodnejšiu metódu, ktorá bude zaradená
do implementovaného detekčného systému.
Na základe návrhu v kapitole 3.2, prípadne ako je možné vidieť na obrázku 4.1, me-
tóda HeadTracker::detection() pozostáva z čiastočných výpočtových stavov, ktoré je
nutné vykonať k dosiahnutiu požadovaného výsledku. Ďalšia časť textu bude preto nadvä-
zovať na časť návrhu experimentov s cieľom predstaviť čitateľovi jednotlivé implementácie
v náväznosti na dané stavy. Z dôvodu obmedzeného rozsahu textu však nemôže byť po-
písaná celková implementácia, preto v rámci nasledujúcich sekcií 4.2 až 4.5 budú vybrané
len najdôležitejšie časti a čitateľovi je tak k hlbšiemu porozumeniu jednotlivých algoritmov
doporučené nahliadnuť do príslušných zdrojových súborov.
K implementácii jednotlivých experimentov boli využité funkcie a metódy z knižnice
OpenCV (viď. kapitola 2.4), čo dosiahnutie daného cieľa značne zjednodušilo.
4.2 Haarov klasifikátor s využitím heuristiky
Ako už bolo spomenuté v časti návrhu tohto experimentu (v kapitol 3.3), vlastná detekcia
pozostáva z 2 častí, a to kaskádovej klasifikácie založenej na Haarových príznakoch a heu-
ristike, ktorá je implementovaná ako detekcia pomocou modelu farby pokožky a substrakcie
pozadia pomocou zmesi Gaussovských funkcií. Táto metóda pozostáva z krokov, ktorých
popis je cieľom nasledujúceho textu.
Predspracovanie snímku
Vstupný snímok (reprezentovaný ako matica pixelov typu cv::Mat z OpenCV) je v tejto
fáze prevedený z RGB spektra do odtieňu šedej pomocou funkcie cv::cvtColor. Následne
je výstup vyrovnaný pomocou funkcie cv::equalizeHist. Obidve tieto funkcie sú súčasťou
knižnice OpenCV (viď. kapitola 2.4).
Detekcia
Pred touto fázou sú inicializované a natrénované jednotlivé detektory, ktoré sú následne
využité vo fáze detekcie:
• kaskádový klasifikátor prednej a profilovej časti tváre
K tomuto účelu je využitá trieda cv::CascadeClassifier z knižnice OpenCV. Kla-
sifikátory sú natrénované na trénovacích dátach haarcascade frontalface default
a haarcascade profileface, ktoré sú tak isto štandardnou súčasťou tejto knižnice.
• substrakcia pozadia
V tomto prípade je použitá trieda cv::BackgroundSubtractorMOG2, ktorá je inicia-
lizovaná s použitím 3 Gaussovských funkcií set("nmixtures", 3) a bez detekcie
tieňov set("detectShadows", false).
Na predspracovaný vstupný snímok je najprv použitá metóda CascadeClassifier-
::detectMultiScale s parametrami 1.5 pre faktor škály a 1 pre minimálny počet susedných
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kandidátov. V prípade úspechu tejto klasifikácie sú detekované regióny predané do ďalšej
fázy výpočtu.
V opačnom prípade je vybraný región záujmu, v ktorom prebehne detekcia založená na
heuristike. K výberu tohto regiónu je implementovaná metóda s privátnym modifikátorom
prístupu Rect HeadTracker::findRoi(Rect r), ktorá na základe vstupného regiónu vráti
región 2-násobne zväčšený.
Tento región je následne využitý dvoma metódami (spomínanými v kapitole návrhu
tohto experimentu 3.3) implementovanej heuristiky:
• substrakcia pozadia
K tomuto účelu je využitá trieda cv::BackgroundSubtractorMOG2, ktorá je po inici-
alizácii (spomenutej v predchádzajúcom texte) využitá v tejto fáze. Gaussovský mo-
del, na ktorom je založená metóda substrakcie je udržiavaný a aktualizovaný pomocou
operátora operator()(frame, foreground) tejto triedy. Zo snímku predstavujúceho
popredie je potom vybraný región záujmu (typ cv::Mat s veľkosťou regióna záujmu
orezaného na pozícii tohto regiónu), z ktorého sú nájdené oblasti pomocou funkcie
cv::findContours s parametrami CV RETR EXTERNAL a CV CHAIN APPROX NONE, pre-
dané k ďalšiemu spracovaniu.
• klasifikácia na základe modelu farby pokožky
Z predspracovaného snímku je v tejto fáze vybraný snímok regiónu záujmu, na ktorý
je následne použitá implementovaná metóda HeadTracker::skinDetection). Táto
privátna metóda najprv na snímok použije mediánový filter s veľkosťou 9 × 9 pi-
xelov (funkcia cv::medianBlur(src, dst, 9) z OpenCV) a po klasifikácii jedno-
tlivých pixelov s použitím podmienky z rovnice 3.1 sú aproximované vybrané ob-
lasti pomocou funkcie cv::findContours s nastavením parametrov RETR EXTERNAL
a CV CHAIN APPROX SIMPLE.
Nakoniec je nad výstupmi týchto 2 detektor použitá metóda cv::bitwise and. Výstup
je následne upravený funkciami cv::erode (s tvarom typu MORPH CROSS a veľkosťou 9× 9
pixelov) a cv::dilate (s elementom v tvare MORPH CROSS a veľkosťou 5× 5 pixelov).
Obrázek 4.2: Výstupy detekcie a) farebný model pokožky, b) substrakcia pozadia, c) spojenie výstupov
Tento výstup je zobrazený na obrázku 4.2, kde prvý zľava je výstup z klasifikácie po-
mocou farebného modelu pokožky, ďalší je výstup zo substrakcie pozadia a na poslednom
obrázku je zobrazené spojenie týchto výstupov, ktoré je predané k spracovaniu do ďalšej
fázy.
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Výpočet regiónu
Vstupom tejto fázy je tak v prípade úspešnej klasifikácia pomocou Haarových príznakov
množina regiónov, v ktorých bola hlava detekovaná. Z týchto regiónov je potom vybraný
región s veľkosťou rovnou predchádzajúcemu regiónu alebo v prípade neexistencie tohto
regiónu, región s maximálnou veľkosťou.
V prípade heuristiky je vstupom spojený binárny snímok pre spomínané 2 metódy,
v ktorom sú jednotlivé kontúry aproximované. Z týchto kontúr sú k výpočtu hraníc vy-
brané tie, ktoré spĺňajú podmienku cv::contourArea(contour) > CONT THRESHOLD, kde
konštanta CONT THRESHOLD má hodnotu 50. Tieto kontúry sú následne ohraničené regiónom
typu cv::Rect.
Aktualizácia stavu systému
V priebehu výpočtov sú udržované už spomínané atribúty (viď. predchádzajúca kapito-
la 4.1). Ďalej je udržovaný aktuálny model popredia, obidva Haarové kaskádové klasifikátory
a veľkosť predchádzajúceho regiónu detekcie.
4.3 Haarov klasifikátor s výberom regiónu
Z popisu tohto experimentu v návrhu 3.4 vyplýva, že táto implementácia pozostáva z kaská-
dovej klasifikácie určenej ku klasifikácii v rámci predpočítaného regiónu metódou camshift.
Implementácia krokov potrebných k dosiahnutiu požadovaného výsledku bude predmetom
nasledujúceho textu.
Inicializácia
Pred touto fázou sú inicializované kaskádové klasifikátory cv::CascadeClassifier, ktoré
sú natrénované na trénovacích dátach haarcascade frontalface default a haarcas-
cade profileface. Na vstupnom predspracovanom snímku je potom v tejto fáze využitá
metóda CascadeClassifier::detectMultiScale s parametrami 1.1 pre faktor škály a 2
pre minimálny počet susedných kandidátov.
V prípade úspechu klasifikácie je po ďalších výpočtoch (popísaných v návrhu tejto
metódy 3.4), vypočítaný histogram farby v snímke. K tomuto účelu je použitá funkcia
cv::calcHist s veľkosťou dimenzií 32. Následne je tento histogram normalizovaný po-
mocou funkcie cv::normalize a je avizovaný úspech inicializácie nastavením atribútu
init detector na hodnotu true.
Predspracovanie snímku
V tejto fáze je snímka prevedená do farebných modelov YCbCr a HSV pomocou funkcie
cv::cvtColor s parametrami CV BGR2YCrCb a CV BGR2HSV. Následne je pre obidva modely
vypočítaná maska s využitím funkcie cv::inRange s hodnotami parametrov popísaných
v rovniciach 3.2 a 3.3.
Po úprave funkciou cv::erode s elementom typu MORPH CROSS s veľkosťou 5×5 pixelov
a spojení týchto masiek operáciou &, je nakoniec vybraný zo snímky prevedenej do modelu
HSV kanál jasu funkciou cv::split.
Na obrázku 4.3 je možné vidieť ukážku vypočítaných masiek v praxi, kde zľava prvý
obrázok je originálna snímka, druhý je maska v modele YCrCb, tretia snímka je HSV maska
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Obrázek 4.3: Výpočet masky z originálnej snímky
a posledná je spojenie týchto masiek. Ďalej je možné si všimnúť, že pozadie spadá do modelu
pokožky pri YCbCr (2. obrázok zľava), čo bol hlavný dôvod pre zavedenie výpočtu masiek
vo viacerých farebných modeloch.
Detekcia
Na začiatku je v tejto fáze vypočítaná spätná projekcia pomocou funkcie cv::calcBack-
Project s využitím kanálu jasu vybraného v predchádzajúcej fáze. Táto projekcia je ná-
sledne spojená s maskou operáciou & (and) a slúži ako vstup metódy camshift, k čomu je
použitá funkcia cv::CamShift s kritériami CV TERMCRIT EPS a CV TERMCRIT ITER.
V prípade, že pomocou tejto metódy (výstup funkcie cv::CamShift) bol nájdený re-
gión typu cv::Rect, je ten následne zväčšený na veľkosť popísanú v návrhu tejto fázy
detekcie (viď. kapitola 3.4). K tomuto účelu bola implementovaná metóda Rect Head-
Tracker::findRoi(Rect roi) s privátnym modifikátorom prístupu, ktorá vstupný región
zväčší a hranice prispôsobí tak aby nepresahovali veľkosť daného snímku.
Zväčšený región je použitý k výberu časti snímky (typu cv::Mat) na pozícii a s veľkosťou
tohto región. V rámci tejto snímky je potom použitý natrénovaný kaskádový klasifikátor
pomocou funkcie CascadeClassifier::detectMultiScale s parametrami 1.1 pre škálu
a 2 pre minimálny počet susedných kandidátov.
Obrázek 4.4: Výpočet regiónu a vlastná detekcia
Na obrázku 4.4 je možné vidieť postup výpočtov implementovaného experimentu v tejto
fáze, obrázok prvý zľava je vypočítaná spätná projekcia a druhý je spojenie projekcie s pred-
počítanou maskou. Na ďalších snímkach (3. a 4. zľava) je zobrazený región nájdený pomocou
metódy camshift a následná kaskádová klasifikácia v jeho vnútri.
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Výpočet regiónu
V prípade úspechu klasifikácie vo fáze inicializácia aj detekcie je nastavený atribút region
na hodnotu aktuálne získaného regiónu a je ohlásený úspech detekcie pomocou nastavenia
atribútu detected na hodnotu true. V opačnom prípade je tento atribút nastavený na hod-
notu false a je avizovaná požiadavka o inicializáciu nastavením atribútu init detector
na hodnotu true.
Aktualizácia stavu systému
Aktualizácia stavu systému je zaručená nastavovaním atribútov k tomu určeným. V rámci
tejto implementácie systému to je atribút init detector, ktorý prezentuje požiadavku
k inicializácii systému, ďalej atribúty typu cv::Mat pre histogram a spätnú projekciu, obidva
Haarové klasifikátory a atribúty pre všetky experimenty rovnaké, ktoré boli predstavené
v kapitole 4.1 v časti popisujúcej implementáciu detekčného systému ako celku.
4.4 Camshift detektor
Ako už bolo popísané v návrhu 3.5, táto implementácia metódy využíva k detekcii hlavy
vo vstupných snímkoch metódu camshift. Detektor je pritom inicializovaný použitím kaská-
dového klasifikátora založeného na Haarových príznakoch. Implementácia jednotlivých kro-
kov bude popísaná v nasledujúcom texte.
Inicializácia
Pred touto fázou detekcie je natrénovaný Haarov klasifikátor (trieda cv::CascadeClassi-
fier) na trénovacích dátach haarcascade frontalface default. V tejto fáze inicializácie
je potom použitý ku klasifikácii tváre v snímku pomocou metódy CascadeClassifier::de-
tectMultiScale s parametrami 1.2 pre škálu a 6 pre minimálny počet susedných kandidá-
tov.
V prípade úspechu je potom vybraný najväčší región, ktorý je následne zmenšený na
veľkosť popísanú v návrhu tohto experimentu 3.5 a na jeho základe je vypočítaný histo-
gram funkciou cv::calcHist s hodnotou parametra udávajúceho veľkosť dimenzií 32. Tento
histogram je potom normalizovaný pomocou funkcie cv::normalize. Z tohto regiónu je vy-
počítaný aj posun, ktorý je uchovaný ako atribút k ďalšiemu výpočtu.
Nakoniec je potvrdený úspech inicializácie zmenou hodnoty atribútu init detector na
ho false.
Predspracovanie snímku
Fáza predspracovania snímku sa neodlišuje od rovnako pomenovanej fázy Haarovho klasifi-
kátora s výberom regiónu (viď. predchádzajúca sekcia tejto kapitoly 4.3). Obidvoch imple-
mentáciách boli použité rovnaké funkcie s rovnakým nastavením parametrov.
Detekcia
Táto fáza je v podstatne podobná ako fáza detekcie Haarovho klasifikátora s výberom
regiónu (viď. kapitola 4.3). V tejto fáze je vypočítaná spätná projekcia cv::calcBack-
Project s využitím atribútu histogramu a kanálu jasu vybraného v predchádzajúcej fáze,
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ktorá je spojená s maskou operáciou & (and). Táto projekcia je potom jedným z parametrov
funkcie cv::CamShift, ktorej výstupom je región typu cv::Rect.
Výpočet regiónu
V prípade úspechu predchádzajúcej časti detekcie je výstupný región posunutý s využitím
posunu získaného vo fáze inicializácie. Tento posun bol popísaný pomocou rovníc 3.4 a 3.5
v časti návrhu tohto experimentu.
V opačnom prípade je avizovaná požiadavka o inicializáciu nastavením atribútu i-
nit detector na hodnotu true.
Aktualizácia stavu systému
Systém je aktualizovaný na základe zmeny udržovaných atribútov. V tejto implementácii
systému je udržovaný histogram farby pokožky a spätná projekcia typu cv::Mat, atribút
init detector, ktorý slúži k nastavovaniu inicializačnej fázy detektora, Haarov klasifikátor
prednej časti tváre, hodnota súradníc posunu pri úspešnej detekcii vo fáze inicializácie typu
float a ďalšie atribúty popísané v rámci implementácie celkového systému v kapitole 4.1.
4.5 Optical Flow detektor
Ako už bolo popísané v časti návrhu tejto metódy v kapitole 3.6, princíp tejto implemen-
tácie spočíva v sledovaní príznakov metódou Lucas-Kanade optického toku, pričom tieto
príznaky budú generované s použitím kaskádového klasifikátora založeného na Haarových
príznakoch. Presný popis implementácie krokov vedúcich k dosiahnutiu cieľa bude predme-
tom nasledujúceho textu.
Inicializácia
Pred touto fázou inicializácie je natrénovaný kaskádový klasifikátor, k čomu je využitá trie-
da cv::CascadeClassifier na trénovacích dátach haarcascade frontalface default.
V tejto fáze je potom tento klasifikátor použitý na vstupný snímok metódou Cascade-
Classifier::detectMultiScale s parametrami 1.08 pre faktor škály a 5 pre minimálny
počet susedných kandidátov.
Obrázek 4.5: Generovanie príznakov pri inicializácii
V prípade úspechu klasifikácie je vybraný región s maximálnou veľkosťou (metóda
Rect::area), ktorého šírka je následne zmenšená na 25 a výška na
3
4 z dôvodu popísaného
v návrhu tejto metódy 3.6. V rámci tohto zmenšeného regiónu sú vygenerované príznaky
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použitím implementovanej metódy HeadTracker::generateFeatures s privátnym modi-
fikátorom prístupu, ktorá na základe atribútov frow (počet riadkov 2D masky) a fstep
(odstupy medzi príznakmi) vygeneruje body typu cv::Point2f. Výstupný región klasi-
fikácie je potom uložený ako atribút region a je avizovaný úspech detekcie (atribútom
detected). V opačnom prípade je atribút init detector nastavený na hodnotu true, čo
znamená, že v rámci ďalšieho snímku prebehne znova fáza inicializácie.
Ukážku generovania príznakov v tejto fáze je možné vidieť na obrázku 4.5, kde prvý
obrázok zľava je región získaný Haarovým klasifikátorom, na druhom obrázku je zobra-
zená vygenerovaná 2D mapa príznakov. Na ďalších obrázkoch je zobrazený princíp výpočtu
regiónu z týchto príznakov, ktorý bude popísaný v nadchádzajúcich častiach.
Predspracovanie snímku
K účelu prevodu popísaného v návrhu tejto metódy 3.6 je využitá funkcia cv::cvtColor
s parametrom CV BGR2GRAY.
Detekcia
V náväznosti na návrh riešenia (viď. kapitola 3.6) je možné aj v prípade implementácie
rozdeliť túto fázu na 4 časti, ktoré budú popísané v nasledujúcom texte.
• Overenie pozície príznakov
K tomuto účelu je použitá metóda HeadTracker::checkFeatures, ktorá implemen-
tuje podmienku z rovnice 3.6 a na jej základe vráti booleovskú hodnotu. V prípade
úspešného overenia pozície (hodnota true) je prejdené do fázy sledovania, inak je
avizovaná požiadavka o inicializáciu detektora nastavením atribútu init detector
na hodnotu true.
• Sledovanie príznakov
V tejto fáze sú príznaky sledované metódou optického toku, k čomu bola zvolená
funkcia cv::calcOpticalFlowPyrLK. Funkcia je použitá s parametrami, kde okno
v každej pyramíde má veľkosť 31×31 pixelov, s maximálnym počtom pyramíd rovným
hodnote 3 a minimálnym prahom 0.001. Ostatné parametre sú nastavené na implicitné
hodnoty funkcie alebo sú použité atribúty triedy, čo vyplýva z jej definície.
• Úprava pozície príznakov
Po úspešnom výpočte optického toku nad vygenerovanými príznakmi je upravená ich
pozícia pomocou implementovanej metódy HeadTracker::correctFeatures. Táto
metóda implementuje postup popísaný v návrhu danej fázy tohto experimentu 3.6.
V rámci týchto výpočtov sú využívané príznaky udržované v rámci systému ako atri-
bút metódy typu vector<Point2f>.
Lineárne závislosti (vertikálnej aj horizontálnej) medzi jednotlivými príznaky sú repre-
zentované ako priamky typu vector<tLine>, kde typ tLine je štruktúra s položkami:
float vx: x-súradnica smerového vektoru priamky
float vy: y-súradnica smerového natočenia priamky
float x0: x-súradnica bodu priamky
float y0: y-súradnica bodu priamky
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int type: typ priamky (horizontálna, vertikálna alebo pomocná)
Táto metóda vracia boolevskú hodnotu, na základe ktorej je potom v prípade hodnoty
false avizovaná požiadavka o inicializáciu. V opačnom prípade je prejdené do ďalšej
fázy výpočtu.
• Overenie závislosti
V tejto časti detekcie sú najprv vypočítané uhlopriečky (typu tLine) siete bodov
pomocou implementovanej metódy HeadTracker::getLine, ktorej sú ako vstup pre-
dané jednotlivé protiľahlé vrcholy siete. Následne je z týchto priamok vypočítaný uhol,
ktorý zvierajú pomocou metódy HeadTracker::determineAngle. Na základe porov-
nania výstupného uhlu v stupňoch s nastavenými atribútmi max angle a min angle
(podľa popisu tejto časti v kapitole návrhu 3.6) je určené, či prebehne fáza inicializácie
alebo fáza výpočtu regiónu.
Výpočet regiónu
Pomocou implementovanej metódy HeadTracker::lineIntersect je v prípade úspechu
detekcie z uhlopriečok vypočítaných v predchádzajúcej fáze získaný prienik, ktorý je použitý
ako stred regiónu. Následne je vypočítaná maximálna hodnota z výšky a šírky siete pomocou
funkcie std::max. Z tejto hodnoty je potom vypočítaná zväčšená šírka a výška regiónu,
podľa návrhu danej fázy tohto experimentu 3.6.
Ukážka tohto výpočtu je zobrazená na obrázku 4.5, kde tretí obrázok zľava je výpočet
uhlopriečok a posledný je výpočet regiónu hlavy.
Aktualizácia stavu systému
V rámci systému sú udržované ako atribúty typu vector<Point2f> aktuálne a predchá-
dzaúce príznaky a aktuálna a predchádzajúca predspracovaná snímka typu cv::Mat. Stav
systému je možné ovplyvňovať nastavením atribútov frow (počet riadkov generovanej siete),
fstep (kroky medzi vertikálnymi príznakmi ich generovaní), max angle (maximálny uhol
medzi uhlopriečkami), min angle (minimálny uhol medzi uhlopriečkami). Implementácia
ďalej obsahuje atribúty rovnaké pre všetky experimenty popísané v rámci implementácie
detekčného systému (kapitola 4.1).
4.6 Príprava datasetu
Pred samotným zaobstaraním datasetu a jeho vyhodnotením, boli definované vplyvy, ktoré
budú predmetom skúmania ako aj postupy ako tohto dosiahnuť. Zo samotného účelu pou-
žitia výsledného produktu vyplýva, že detekcia by mala byť dostatočne rýchla a presná
(s minimálnym šumom), aby sa tak dosiahlo intuitívneho ovládania bez oneskorenia a ne-
očakávaných výkyvov. Najdôležitejšou fázou vyhodnotenia však bude meranie robustnosti
(množstva výpadkov) daného systému, pre ktoré je nutné určiť vplyvy, ktoré budú skúmané
a podľa nich zaobstarať určitý dataset.
Keďže dôvodom implementácie týchto experimentov je ovládanie aplikácií, systém musí
byť schopný hlavu správne sledovať v rámci rôznych prostredí s rozmanitými svetelnými
podmienkami. Z tohoto dôvodu bude dataset obsahovať časti, v ktorých bude skúmané
sledovanie pri zvýšených, znížených a dynamicky sa meniacich svetelných podmienkach.
36
Ďalším faktorom vplývajúcim na kvalitu ovládania aplikácií by mohlo byť prekrytie
hlavy užívateľa, preto budú pripravené časti, ktoré budú použité k vyhodnoteniu čiastoč-
ného a úplného prekrytiu. Ďalšie časti budú zaobstarané z dôvodu, že systém musí byť
schopný sa vysporiadať s rôznymi rotáciami hlavy a do určitej miery s jej vzdialenosťou od
kamery.
Tieto definované časti budú zaobstarané (prebrané, prípadne nahrané) a dataset, ktorý
budú spoločne tvoriť, by tak mal byť postačujúcim základom k vyhodnoteniu týchto systé-
mov.
Zaobstaranie datasetu
Vo fáze prípravy na vyhodnotenie boli k účelu vyhodnotenia zaobstarané 2 rôzne datasety:
• Dataset Bostonskej univerzity
Tento dataset obsahuje viac ako 70 video-sekvencií s príslušnými anotáciami, ktorý
bol použitý v publikácii zaoberajúcej sa sledovaním hlavy v rôznych svetelných pod-
mienkach [3]. Dataset obsahuje 8 osôb a je rozdelený na 2 časti a to, 45 sekvencií s rov-
nomerným a 27 s nerovnomerným osvetlením. Jedná sa o videá s dĺžkou približne 6 až
7 sekúnd, obrazovou frekvenciou 30 snímok za sekundu a rozlíšením 320x240 pixelov
(viď. ukážku na obrázku 4.6).
Obrázek 4.6: Ukážka zaobstaraného datasetu
• Vlastný rozširujúci dataset
Keďže prebratý dataset nezahŕňa všetky definované vplyvy, bolo nutné na ich zá-
klade nahrať vlastný dataset. Tento dataset obsahuje 14 videosekvencií s dĺžkou 10
až 40 sekúnd. Snímky boli nahrané vstavanou webovou kamerou s rozlíšením 640x480
pixelov.
Jednotlivé časti datasetu sa líšia na základe vplyvov, ktoré skúmajú. V nasledujúcom
popise sú ku každéj časti datasetu priradené tieto vplyvy, ktoré daná časť sleduje a počet
snímkov. Časti 7-14 sú prebrané z Bostonského datasetu, ostatné patria pod nahraný rozši-
rujúci dataset.
1. sledovania hlavy vzhľadom na vzdialenosť od kamery (330 snímok)
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Obrázek 4.7: Ukážka nahraného datasetu
2. sledovanie pri rýchlych pohyboch (250 snímkov)
3. sledovanie pri zníženej svetelnosti (331 snímkov)
4. sledovanie pri zvýšenej svetelnosti (650 snímkov)
5. sledovanie pri zvýšenej svetelnosti denného svetla (950 snímkov)
6. kvalita sledovania pri stratách hlavy (355 snímkov)
7. prebratý dataset s názvom jal (1791 snímkov)
8. prebratý dataset s názvom jam (1791 snímkov)
9. prebratý dataset s názvom jim (1791 snímkov)
10. prebratý dataset s názvom llm (1791 snímkov)
11. prebratý dataset s názvom mll (1791 snímkov)
12. prebratý dataset s názvom ssl (1791 snímkov)
13. prebratý dataset s názvom ssm (1791 snímkov)
14. prebratý dataset s názvom vam (1791 snímkov)
15. kvalita sledovania pri prekrytí hlavy (320 snímkov)
16. kvalita sledovania pri čiastočných prekrytiach hlavy (1000 snímkov)
17. sledovanie pri rotácii hlavy, vzdialenosti od kamery a prekrytí (445 snímkov)
18. sledovanie pri stratách tváre a zhoršených svetelných podmienkach (269 snímkov)
19. sledovanie presnosti (šumu) pri konštantnom osvetlení a s pohybom hlavy len v y-
súradnici (700 snímkov)
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20. sledovanie presnosti (šumu) pri dynamicky sa meniacom osvetlení s pohybom v y-
súradnici (500 snímkov)
21. sledovanie presnosti (šumu) pri konštantnom osvetlení s pohybom hlavy v x-súradnici
(700 snímkov)
22. sledovanie presnosti (šumu) pri dynamickom osvetlení s pohybom hlavy v x-súradnici
(500 snímkov)
Anotácia datasetu
Aby bolo možné popísaný dataset použiť k vyhodnoteniu experimentov, bolo nutné zís-
kať v jednotlivých snímkach informáciu o existencii a pozícii hlavy, prípadne informáciu
o neexistencii v danom snímku.
Postup anotácie spočíval v spustení najlepšieho implementovaného detektora nad data-
setom, pričom následne boli tieto vygenerované snímky prejdené a nezrovnalosti opravené.
K účelu opravy detekcie v snímkach bol implementovaný C++ program, ktorý dané snímky
zobrazuje a v prípade manuálneho potvrdenia správnosti detekcie zapíše do príslušného sú-
boru anotácie. Zobrazované snímky je možné v prípade nepotvrdenia upraviť manuálnym
vykreslením správneho regiónu alebo jeho zmazaním v prípade neprítomnosti hlavy v ob-
raze a po následnom potvrdení zapísať anotácie do súboru. Na koniec bola šírka a výška
získaných regiónov zväčšená o 20%, z dôvodu obsiahnutia celej hlavy do regiónu.
Týmto postupom boli získane súbory s anotáciami pre jednotlivé časti datasetov, kto-
rých riadky odpovedajú snímkam daných častí a majú nasledujúci formát:
[číslo snímku] [x súradnica stredu] [y súradnica stredu] [šírka regiónu] [výška regiónu]
kde v prípade neexistencie hlavy v snímke majú dané súradnice, šírka a výška hodnotu 0.
4.7 Vyhodnotenie jednotlivých metód
Táto kapitola sa zaoberá vyhodnotením výsledného produktu a jeho použitím vo vybra-
ných aplikáciách. Na začiatku bude čitateľ oboznámený s postupom vyhodnotenia produktu
s využitím anotovaného datasetu, následne budú výsledky analyzované z pohľadu rýchlosti,
presnosti a robustnosti sledovania. Ďalej budú tieto výsledky diskutované, interpretované
a bude určená vhodnosť použitia tohto systému. V záverečných častiach textu budú pred-
stavené demo aplikácie, ktoré vznikli ako demonštrácia funkčnosti.
Postup vyhodnotenia
Ako už bolo spomenuté v návrhu riešenia (viď. kapitola 3.2) veľký dôraz je okrem jed-
noduchosti použitia kladený na rýchlosť a robustnosť (minimalizácia výpadkov) detekcie,
prípadne presnosť (obmedzenie šumu) výslednej implementácie detektora.
Cieľom týchto testov bolo získať komplexnú informáciu o daných experimentoch, po
ktorej analyzovaní by bolo možné vybrať najlepší detektor z týchto implementácií. Ak sa
preukáže použiteľnosť minimálne jedného detektora, ten bude použitý k spomínanému účelu
v kapitole návrhu a to k ovládaniu demo aplikácií.
Do fázy vyhodnocovania boli zaradené aj implementácie detektorov (Camshift detek-
tor), ktoré už pri manuálnom prechádzaní výstupov detekcie nad datasetom nespĺňali pod-
mienku robustnosti. Uvedené sú len z dôvodu demonštrácie nesprávneho prístupu, návrhu,
prípadne implementácie tohto experimentu.
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K účelu vyhodnotenia boli predpripravené a anotované datasety, ktorých popis bol pred-
metom predchádzajúcej kapitoly 4.6, implementované skripty v jazyku Python (vyhodno-
tenie presnosti a robustnosti) a C++ makrá (vyhodnotenie rýchlosti).
Vyhodnotenie rýchlosti
Rýchlosť detekcie je dôležitým parametrom detekčných systémov, kedy v prípade praco-
vania týchto systémov v reálnom čase ešte naberá na dôležitosti. Cieľom tejto časti bolo
vyhodnotenie jednotlivých experimentov z pohľadu rýchlosti detekcie. Výpočet prebiehal
len na metóde detection, to znamená, že do výsledných časov nie je zahrnutý čas získania
snímku, overenie úspechu detekcie a podobne. Časy boli namerané na častiach datasetu
číslo 1-18.
K tomuto účelu bola využitá funkcia getTickCount(), kedy po získaní rozdielu kon-
cového a počiatočného počtu touto funkciou, bol výsledok podelený frekvenciou kmitočku
cvGetTickFrequency() a prevedený na milisekundy. V tabuľke 4.7 je možné vidieť zostupne
zoradené priemery získaných časov za snímok v danej jednotke.
Detektor Priemerný čas [ms]
Haarov klasifikátor s výberom regiónu 17.5439
Haarov klasifikátor s využitím heuristiky 13.6489
Camshift detektor 7.5088
Optical Flow detektor 4.9260
Tabulka 4.1: Priemerné časy spracovania datasetu
Výsledky z tejto tabuľky len potvrdzujú fakt, že kaskádová klasifikácia je časovo náročná
(viď. 2.1). Haarov klasifikátor s výberom regiónu sa od Haarovho klasifikátora s využitím
heuristiky odlišuje v parametroch metódy, ktorá je zodpovedná za detekciu týmito prí-
znakmi, pričom v prípade druhého detektora sa jedná o slabšiu detekciu (viď. kapitola 3.3
a 3.4). Z toho vyplýva, že nastavenie parametrov spomínanej metódy detectMultiScale
má značný dopad na jej rýchlosť.
Detektory Camshift a Optical Flow sú už z podstaty použitých metód určené k sle-
dovaniu (detekcii v reálnom čase), čo značia aj časy zobrazené v tabuľke. Implementácie
experimentov týchto dvoch metód spĺňajú požiadavku na rýchlosť, ale priemerná rýchlosť
spracovania obidvoch kaskádových klasifikátorov hraničí už s nepoužiteľnosťou k tomuto
účelu.
Vyhodnotenie presnosti
V ďalšej fáze vyhodnotenia bola overovaná presnosť detekcie. Presnosťou (angl. accuracy) sa
v tomto prípade myslí vyhodnotenie veľkosti šumu. K tomuto účelu boli nahrané, anotované
a použité časti datasetu 19-22 (viď. popis jednotlivých častí datasetu 4.6).
Postup spočíval vo výpočte rozdielu pozície stredu detekovaného regiónu prvej snímky
od stredu regiónu v ďalších snímkach. V jednotlivých častiach datasetu bola vyhodnocovaná
súradnica rozdielna od súradnice, v ktorom bol pohyb definovaný. To znamená napríklad
v prípade časti datasetu číslo 19, kde bolo hlavou pohybované len v y-súradnici, bol skúmaný
šum v súradnici x-ovej.
Vyhodnotenie presnosti pre implementácie detektorov na jednotlivých datasetoch je
možné vidieť na obrázkoch 4.8 - 4.11, kde je zobrazená vzdialenosť pixelov od stredu
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Obrázek 4.8: Vyhodnotenie presnosti v x-súradnici pri konšt. osvetlení
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Obrázek 4.9: Vyhodnotenie presnosti v x-súradnici pri dynam. sa meniacom osvetlení
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Obrázek 4.10: Vyhodnotenie presnosti v y-súradnici pri konšt. osvetlení
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Obrázek 4.11: Vyhodnotenie presnosti v y-súradnici pri dynam. sa meniacom osvetlení
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v súradnicovom systéme snímku definovanom v OpenCV. Popis výsledkov v y-súradnici
jednolivých grafov označuje metódu s priradeným poradovým číslom, kde:
• E1 ako Haarov klasifikátor s využitím heuristiky
• E2 ako Haarov klasifikátor s výberom regiónu
• E3 ako Camshift detektor
• E4 ako detektor Optical Flow
Tieto krabicové grafy zobrazujú medián (2. kvartil), 1. a 3. kvartil a variabilitu týchto dát.
Ďalej sú na grafoch zobrazené plnými krúžkami odľahlé a prázdnymi extrémne hodnoty.
Ako je možné vidieť na jednotlivých výsledkoch, najmenšia presnosť (najvyšší šum) bola
zistená v prípade Camshift detektora. Tento šum je tak veľký, že daná implementácia sa
k definovanému účelu ovládania stáva úplne nepoužiteľná. Výsledky vyhodnotenia ostatných
experimentov sú vyhovujúce.
Vyhodnotenie robustnosti detekcie
Jeden zo spôsobov ako vyhodnotiť detekčné systémy v oblasti spracovania obrazu je použiť
anotovaný dataset a anotácie porovnať s výsledkami vyprodukovanými detektorom. Získané
metriky (viď. 2.3) analyzovať a získať tak informáciu o robustnosti systému.
Tento postup bol použitý aj v prípade vyhodnotenia robustnosti tohto projektu. Získaný
dataset po anotovaní obsahoval súbory (viď. 4.6), ktoré poskytovali informáciu o pozícii
hlavy v jednotlivých snímkam. Nad týmto datasetom boli spustené aj jednotlivé experi-
menty, výsledkom čoho boli súbory s rovnakým formátom ako formát anotácií pre jednotlivé
časti datasetu a jednotlivé detektory.
Postup vyhodnotenia bol nasledovný. Pre každú snímku bola anotácia porovnaná s od-
povedajúcim výsledkom experimentu a podľa nasledujúceho vzorca bol získaný percentuálne
prekrytie týchto regiónov.
p =
(San ∩ Sev)2
San · Sev (4.1)
kde San je obsah regiónu získaného z anotačného súboru a Sev je obsah regiónu získaného
z experimentov. Metriky (viď. 2.3) pre jednotlivé snímky boli získané porovnaním (značenie
AN - anotácia, EV - výsledok experimentu, p - viď. rovnica 4.1):
• AN = prázdny a EV = prázdny: TN
• AN = prázdny a EV != prázdny: FP
• AN != prázdny a EV = prázdny: FN
• inak výpočítaj prekryv p z AN a EV:
– p > 0.4: TP
– p ≤ 0.4: FP, FN
Prah pre podmienku vyhodnotenia prekrytia p bol zvolený po manuálnom prejdení vý-
sledných snímkov datasetu s prahom 0.5, kde snímky približne do prahu 0.4 boli detekované
správne.
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Následne bola vypočítaná presnosť (rovnica 2.15) a úplnosť (rovnica 2.16). Tieto hod-
noty pre jednotlivé časti datasetu a výsledok je možné vidieť v tabuľke 4.7, kde jednotlivé
čísla datasetov sú definované v kapitole 4.6, zelenou farbou sú vyznačené maximálne a čer-
venou minimálne hodnoty presnosti a úplnosti v rámci každej časti datasetu.
Z dôvodu zefektívnenia tejto časti vyhodnocovania bol vytvorený skript v jazyku Py-
thon, ktorý implementuje vyššie zmienený postup výpočtu. Definovaním jednotlivých častí
datasetov k vyhodnoteniu, sú ako ich výstup vygenerované súbory s metrikami. Ďalej bol
vytvorený skript, ktorý prejde jednotlivé súbory a z metrík, ktoré sú ich obsahom, vypočíta
pre jednotlivé časti a pre celý dataset presnosť a úplnosť.
Data
set
Haar. klasifikátor
s heuristikou
Haar. klasifikátor
s výberom regiónu
Camshift
detektor
Optical Flow
detektor
Prec. Recall Prec. Recall Prec. Recall Prec. Recall
1 0.8303 0.8303 0.9778 0.9333 0.8636 0.8636 0.9938 0.9758
2 0.7920 0.7984 0.8807 0.7742 0.3720 0.3750 0.9295 0.8508
3 0.3927 0.5138 0.2444 0.2174 0.0614 0.0711 0.9163 0.9091
4 0.9031 0.9030 0.6573 0.6492 0.0431 0.0431 0.9969 0.9969
5 0.9516 0.9516 0.8714 0.8558 0.1905 0.1905 0.9599 0.9568
6 0.7014 0.8616 0.9444 0.8824 0.4055 0.4602 0.9583 0.9550
7 0.7091 0.7091 0.9654 0.9654 0.6929 0.6929 1.0 0.9989
8 0.9118 0.9118 0.9740 0.9414 0.2669 0.2669 1.0 1.0
9 0.8336 0.8336 0.9949 0.9821 0.8660 0.8656 1.0 0.9972
10 0.7889 0.7889 0.9666 0.9040 0.1061 0.1061 1.0 1.0
11 0.8056 0.8051 0.9871 0.9849 0.4411 0.4411 1.0 0.9994
12 0.8911 0.8911 0.9904 0.9860 0.2462 0.2462 1.0 1.0
13 0.7348 0.6544 0.9779 0.9403 0.2334 0.2334 1.0 0.9994
14 0.7016 0.6996 0.9685 0.8755 0.2619 0.2619 1.0 0.9994
15 0.8813 0.9559 0.9057 0.9119 0.2344 0.2542 0.9790 0.9458
16 0.8760 0.9616 0.9437 0.9572 0.8027 0.8617 0.7810 0.7750
17 0.4584 0.6623 0.7769 0.6558 0.4381 0.6201 0.8754 0.7987
18 0.5304 0.6040 0.5802 0.4653 0.2009 0.2178 0.9801 0.9752∑
0.7952 0.8046 0.9412 0.9090 0.3884 0.3950 0.9821 0.9775
Tabulka 4.2: Tabuľka presností a úplnosti jednotlivých detektorov
V tejto tabuľke 4.7 je možné vidieť vyhodnotenie robustnosti jednotlivých experimentov
v častiach datasetov. Z percentuálnych úspešností vyplýva, že implementáciou detektora
s najvyššou robustnosťou v rámci experimentov je detektor Optical Flow a s najnižšou
Camshift detektor.
Podľa výsledkov, Haarov klasifikátor s využitím heuristiky sa zdá byť nepoužiteľný pri
znížených svetelných podmienkach (časti 3 a 17 v tabuľke 4.7 alebo ukážky 3 a 4 na obrázku
4.7), čo platí aj pre Haarov klasifikátor s výberom regiónu. V ostatných prípadoch sú
výsledky týchto dvoch detektorov uspokojivé.
V niektorých prípadoch sa na klasifikátor s výberom regiónu však podpísala nepresnosť
metódy camshift, ktorá je použitá k výberu regiónu (viď. časti datasetu 3 a 4 v tabuľke 4.7),
ktorý bol ale zväčšený preto sú tieto nepresnosti len v extrémnych prípadoch. Nepresnosť
tejto metódy je možné vidieť na detektore Camshift, ktorý je podľa výsledkov celkovo
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nepoužiteľný. Dôvodom tejto nežiadúcej vlastnosti môže byť farba pozadia v prípade pre-
vzatého, tak aj v niektorých prípadoch nahraného datasetu alebo vysoký šum metódy (viď.
kapitola 4.7), čo následne spôsobuje nízke percento prekrytia (viď. vzorec 4.1) s anotačným
regiónom.
Detektorom s najvyššou robustnosťou spomedzi týchto implementácií experimentov je
podľa výsledkov detektor Optical Flow, jedným zo zaznamenaných problémov je čiastočný
prekryv hlavy (viď. časť datasetu 16 v tabuľke 4.7 a ukážku datasetu 2 na obrázku 4.7),
čo demonštruje všeobecné chovanie tejto metódy a to presun príznakov na silnejšie hrany,
prípadne zlomy.
Zhrnutie výsledkov vyhodnotenia
V rámci týchto testov bola overovaná rýchlosť, presnosť a robustnosť detekcie jednotlivých
experimentov. Väčšina vyhodnotení prebehla automatizovaným spôsobom, pričom pre tieto
časti boli vytvorené skripty v jazyku Python, prípade programy alebo makrá v jazyku C++.
Výsledky sú zobrazené v jednotlivých sekciách a dávajú tak možnosť čitateľovi vo vlastnej
réžii dáta analyzovať a utvoriť si tak názor na dané implementácie. Z daných výsledkov pre
jednotlivé experimenty vyplývajú nasledujúce fakty:
• Haarov klasifikátor s využitím heuristiky
Jedná sa o experiment s nízkou rýchlosťou detekcie. Tento detektor je k tomu ne-
použiteľný v prípade znížených svetelných podmienok a jeho fungovanie môže byť
problémové aj v prostrediach s pozadím spadajúcim do použitého farebného modelu.
Tak isto robustnosť tohto detektora nepatrí medzi najlepšie a preto tento experiment
sa k definovanému účelu ovládania nehodí.
• Haarov klasifikátor s výberom regiónu
Tento experiment dosahuje najnižšej rýchlosti detekcie s pomedzi implementácií. V y-
súradnici je možné zaznamenať značný šum, čo z pohľadu určenia výsledného pro-
duktu može byť chápané ako rušivá, priam až nežiadúca vlastnosť. Avšak tento de-
tektor na vyhodnocovanom datasete dosahoval dobrých výsledkov, čo ale môže byť
spôsobené veľkým počtom snímkov (väčšina snímok v prebranom Bostonskom data-
sete, ktorých počet tvorí približne 75% celkového počtu snímkov určenému k vyhod-
noteniu robustnosti) bez väčšej rotácie hlavy. Pretože tento detektor nedetekuje tieto
rotácie a natočenia, je z hľadiska určenia nepoužiteľný.
• Camshift detektor
Tento rýchly, ale súčasne najslabší detektor, čo sa týka výsledkov rýchlosti a presnosti,
je úplne nepoužiteľný. Slúži tak len ako demonštrácia nesprávneho prístupu, návrhu
a implementácie. Dôvodom týchto negatívny vlastností môže byť metóda založená
len na výpočte histogramu v kombinácii s implementovaným výberom regiónu (posun
stredu vertikálne), čo spôsobuje vysoký šum a z toho vyplývajúce množstvo výpadkov.
Toto chovanie má potom dopad na celkový výsledok a nepoužiteľnosť implementácie.
• Optical Flow detektor
Jedná sa o najsilnejší a zároveň najrýchlejší detektor v rámci týchto experimentov.
Dôvodom daných vlastností môže byť princíp metódy a časovo efektívne udržovanie
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závislosti medzi príznakmi tejto metódy. Ako bolo zistené, detekcia tejto implementá-
cie disponuje minimálnym šumom a tak v prípade použitia odpadá problém minima-
lizácie tohto šumu, prípadne nutnosť implementácie filtra určeného k tomuto účelu.
Tento detektor však má aj niekoľko známych problémov ako je problém falošnej ini-
cializácie (viď. časti 3 a 4 na obrázku 4.12), presun príznakov na silnejšie hrany hlavne
v prípade čiastočných prekrytí (viď. obrázok 4.12 časti 1 a 5) a strata hlavy v prípade
extrémnych rotácií (viď. obrázok 4.12 časti 2 a 6, ktoré zobrazujú snímku po tejto
rotácií). Tento detektor je ale použiteľný pre daný účel.
Z výsledkov vyhodnotenia vyplýva, že jednoznačne najlepším detektorom spomedzi
týchto implementácií je detektor Optical Flow. Ukážky výsledkov jeho detekcie je možné
vidieť na obrázku 4.13. Vďaka rýchlosti a robustnosti detekcie bol preto tento detektor
vybraný k ovládaniu demo aplikácií.
Avšak tento detektor vďaka inicializácii kaskádovým klasifikátorom založeným na Haa-
rových príznakoch dedí vlastnosti tohto klasifikátora. Najzávažnejším problém je falošne
pozitívna detekcia v rámci inicializácie (viď. snímky 3 a 4 na obrázku 4.12). Potom na
základe tejto falošnej inicializácie je sledovaný objekt, ktorý bol takto nesprávne deteko-
vaný až do bodu, kedy prebehne implicitná inicializácia nastavená na určitý počet krokov
behu detekcie. Tento nežiadúci problém má tak negatívny dopad na celkovú robustnosť
implementácie. Jedným z možných riešení by bolo overenie správnosti inicializácie (napr.
detekovaním význačných bodov tváre ako sú oči, nos, prípadne ústa) avšak na úkor rýchlosti
alebo použitie inej metódy inicializácie tohto detektora.
Ďalším v predchádzajúcom texte už spomenutým problémom je presun príznakov na
silnejšie hrany. Tento problém vychádza z princípu chovania metódy. Jedným z možných
riešení je použitie silných hrán ako príznakov, pričom spôsob udržovania závislostí medzi
nimi by sa stal viac časovo a pamäťovo náročnejším. K tomuto účelu by potom bolo možné
použiť napríklad techniky Delaunayovej triangulácie alebo techniku Voronoiovej teselácie
k udržovaniu závislosti medzi príznakmi, prípadne použitie inej metódy na sledovanie prí-
znakov.
Problém straty hlavy v prípade extrémnych rotácií je spôsobený stratov časti sledo-
vaných príznakov, ktoré sú implementovanou technikou stále udržované v obraze. Týmto
strateným príznakom je v rámci metódy Lucas-Kanade optického toku nastavovaný ich
stav, ten je však v implementácii experimentu ignorovaný, a to z dôvodu aby sa zamedzilo
postupnej strate príznakov s daným stavom, tzn. postupnej strate, prípadne nepresnej de-
tekcie hlavy. Jedným zo spôsobov riešenia by mohlo byť použitie 3D masky, tzn. udržovanie
3D závislostí namiesto aktuálneho udržovania 2D masky.
4.8 Demo aplikácie
Na základe návrhu v kapitole 3.7 boli implementované demo aplikácie, ktoré vznikli ako de-
monštrácia funkčnosti implementovaného systému s metódou detekcie vybranou na základe
výsledkov vyhodnotenia (viď. kapitola 4.7). V nasledujúcom texte bude preto popísaná re-
alizácia jednotlivých aplikácií.
Parallax efekt v grafickej scéne
Ako demoštrácia funkčnosti výsledného produktu (triedy HeadTracker), bola implemento-
vaná scéna s využitím nástroja Qt a knižnice OpenGL. Ako je možné vidieť na obrázku
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Obrázek 4.12: Ukážka zaznamenaných problémov Optical Flow detektora
Obrázek 4.13: Ukážka správne detekovaných snímkov Optical Flow detektora
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4.14 jedná sa len o jednoduchú scénu, kde je pohyb kamery riadený polohou užívateľovej
hlavy. K implementácii bol využitý objektovo-orientovaný prístup.
Obrázek 4.14: Scéna vytvorená s využitím OpenGL
Trieda zdedená z triedy QWidget dostupnej v knižnici Qt implementuje grafické roz-
hranie aplikácie a zároveň prepája danú scénu s detektorom, ktorý beží paralelne, v sa-
mostatnom vlákne určenom k tomuto účelu. Medzi týmito dvoma inštanciami komunikuje
pomocou signálov a slotov. Táto trieda zapúzdruje zobrazenie scény, zobrazenie snímkov
z kamery, na ktorých prebehla detekcia a minimalistické ovládanie (štart, reštart a koniec).
Výsledný produkt, tzn. trieda HeadTracker, je inštanciovaná v triede DetectionThread,
ktorá dedí z triedy QThread a sa stará o načítanie snímkov, inicializáciu detektora, volanie
vlastnej detekcie a podobne. Toto volanie detekcie implementuje virtuálnu metódu run(),
ktorá prebieha vo vlastnom vlákne.
Po získaní súradníc, ktorých výpočet je popísaný v kapitole návrhu 3.7 je natočenie
a posun kamery prepočítaný s využitím funkcií glTranslatef a glRotatef z knižnice
OpenGL.
Hra Extreme Tux Racer ovládaná pohybom hlavy
Táto demo aplikácia vznikla ako prezentácia výsledného produktu. Jedná sa o prepoje-
nie aplikácie Extreme Tux Racer s triedou prezentujúcou detektor, čím vzniká možnosť
ovládania danej aplikácie bez použitia myši alebo klávesnice.
Extreme Tux Racer je multiplatformná hra implementovaná v jazyku C++ s využi-
tím knižnice SDL a OpenGL. Je vydaná pod licenciou GNU General Public License, čo
umožnuje modifikáciu a distribúciu modifikovaného softvéru. Ukážka ovládanej aplikácie je
zobrazená na obrázku 4.15.
Ku komunikácii s touto aplikáciou je využitý ovládač popísaný v kapitole návrhu 3.7.
Parameter hraníc snímku cx a cy majú v tomto prípade hodnotu 0.18. Modifikácia aplikácie
spočívala v pridaní vlákna EventThread typu std::thread do súboru racing.cpp, ktoré
čaká na vstupné riadiace príkazy a podľa nich generuje udalosti stisku kláves pomocou
štruktúry SDL Event a jej pridávaním do fronty udalostí pomocou funkcie SDL PushEvent.
Pri začatí závodu a jeho ukončení, prípadne prerušení sú na štandardný výstup zasielané
informácie o stave aplikácie. Z toho vyplýva, že ovládanie pohybom hlavy je spustené až
v tomto bode a nebráni tak užívateľovi ovládať aplikáciu (napríklad v menu) iným spôso-
bom.
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Obrázek 4.15: Ukážka demo aplikácie Extreme Tux Racer
Hra Neverball ovládaná pohybom hlavy
Ďalšia z demo aplikácií demonštrujúca funkčnosť výsledného produktu je hra Neverball,
ktorá je po prepojení tak isto ovládaná hlavou užívateľa. Ukážku aplikácie je možné vidieť
na obrázku 4.16, kde je zobrazené okno aplikácie a okno zobrazujúce snímky, ktoré prešli
detekciou.
Obrázek 4.16: Ukážka demo aplikácie Neverball
Neverball je implementovaná v jazyku C s podporou viacerých platform a vydaná pod
licenciou GNU GPL. Aplikácia je vytvorená s použitím knižnice SDL a OpenGL, pričom je
nutná podpora hardvérovo akcelerovaného OpenGL.
Rovnako ako v predchádzajúcom prípade je využitý ovládač umožňujúci komunikáciu
s touto aplikáciou. Hodnota parametru cx a cy pre tento typ aplikácie je rovná hodnote 0.2.
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Jedná sa o zložitejšiu implementáciu ako v prvom prípade, preto boli modifikácie vykonané
vo viacerých súboroch. Do hlavného tela programu v súbore main.c bolo pridané vlákno
typu pthread t, ktorého úlohou je prijímať príkazy zo štandardného vstupu a generované
udalosti vkladať do odpovedajúcej fronty pomocou funkcie SDL PushEvent.
V súboroch st play.c a st pause.c sú potom pridané výpisy o stave aplikácie, po
ktorých nasleduje vyprázdnenie dátového prúdu štandardného výstupu pomocou funkcie
fflush.
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Kapitola 5
Záver
Cieľom tejto práce bolo navrhnúť a následne realizovať systém, ktorý by bol schopný na
základe vstupu z kamery sledovať pozíciu hlavy užívateľa a túto informáciu využívať k ovlá-
daniu počítačových aplikácií.
K dosiahnutiu tohto cieľa bol najprv definovaný výsledný produkt, ciele a postup rieše-
nia. V ďalšej fáze boli naštudované metódy detekcie a sledovania hlavy v obraze. Na základe
výberu použiteľných metód a naštudovania dostupných nástrojov boli navrhnuté jednotlivé
experimenty a systém ako celok. Následne bol systém a dané experimenty implementované
s využitím knižnice OpenCV.
Po definovaní vplyvov bol pripravený a anotovaný dataset, ktorý bol použitý vo fáze
vyhodnotenia daných experimentov. Na základe výsledkov bola zistená použiteľnosť imple-
mentácie detektora Optical Flow. Tento detektor na pripravenom datasete dosiahol celkovú
presnosť 0.9821 a úplnosť 0.9775 pri priemernom čase 4.9260 milisekúnd za snímok. Táto
detekcia disponuje aj minimálnym šumom a tak v rámci použitia nebolo potrebné uvažovať
problém minimalizovania týchto nepresností.
S využitím implementovaného detekčného systému s touto metódou boli potom vytvo-
rené demo aplikácie, ktoré slúžia ako demonštrácia funkčnosti tohto detektora. Jedná sa
o jednoduchú grafickú scénu implementovanú v OpenGL, hru Extreme Tux Racer, ktorú
je možné ovládať definovaným systémom a hru Neverball, ktorá je takisto ovládaná hlavou
užívateľa. V rámci tejto fázy realizácie vznikol tak aj ovládač schopný komunikácie s týmito
externými aplikáciami. V záverečnej časti postupu riešenia bolo vytvorené video a plagát,
ktoré slúžia k prezentácii výsledného produktu.
Tento text práce si tak dával za cieľ popísať jednotlivé časti štúdia problematiky, návrhu
a realizácie projektu, pričom jednotlivé časti boli vysvetlené na základe postupu riešenia
v rámci tohto projektu.
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Příloha A
Obsah DVD
Pribalený DVD nosič obsahuje:
• HeadTracker.cpp, HeadTracker.h
Zdrojové súbory výsledného detekčného systému.
• tz.pdf
Technická správa (text bakalárskej práce) vo formáte .pdf.
• README
Súbor obsahujúci popis štruktúry nosiča a návody k jednotlivým aplikáciám.
• doc/
Zdrojové súbory technickej správy v systéme LATEX.
• exp/
Zdrojové súbory jednotlivých implementovaných metód detekcie:
1-heur/ - Haarov klasifikátor s využitím heuristiky
2-roi/ - Haarov klasifikátor s výberom regiónu
3-camshift/ - Camshift detektor
4-optflow/ - Optical Flow detektor
• demo/
Adresár obsahujúci jednotlivé demo aplikácie a potrebné knižnice:
scene/ - grafická scéna v OpenGL
etr/ - hra Extreme Tux Racer ovládaná pohybom hlavy
neverball/ - hra Neverball ovládaná pohybom hlavy
• poster/
Plagát prezentujúci danú bakalársku prácu.
• video/
Video prezentujúce túto prácu.
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