As a relatively new algorithm for swarm intelligence, fireworks algorithm imitates the explosion process of fireworks. A different amplitude in dynamic search fireworks algorithm is presented for an improvement of enhanced fireworks algorithm. This paper integrates chaos with the dynamic search fireworks algorithm so as to further improve the performance and achieve global optimization. Three different variants of dynamic search fireworks algorithm with chaos are introduced and 10 chaotic maps are used to tune either the amplification coefficient C a or the reduction coefficient C r . Twelve benchmark functions are verified in use of the dynamic search fireworks algorithm with chaos (dynamic search fireworks algorithm). The dynamic search fireworks algorithm significantly outperformed the Fireworks Algorithm, enhanced fireworks algorithm, and dynamic search fireworks algorithm based on solution accuracy. The highest performance was seen when dynamic search fireworks algorithm was used with a Gauss/mouse map to tune Ca. Additionally, the dynamic search fireworks algorithm was compared with the firefly algorithm, harmony search, bat algorithm, and standard particle swarm optimization (SPSO2011). Study results indicated that the dynamic search fireworks algorithm has the highest accuracy solution among the five algorithms.
Introduction
Over the last three decades, several new swarm intelligence algorithms based on social behavior or natural phenomena have been adopted to resolve complex global optimization problems in real world. Observing the behavior of ants trying to find food, Dorigo 1 proposed the ant colony optimization algorithm. Next, Kennedy and Eberhart 2 developed particle swarm optimization (PSO) that imitates the feature of birds flying toward the destination. Geem et al. 3 proposed harmony search (HS) to mimic the improvisation process of music players. Inspired by the flashing features of fireflies, a FA was developed by Yang. 4 According to the echolocation of bats, a BA was proposed by Yang. 5 As a relatively new algorithm for swarm intelligence, FWA is presented by Tan and Zhu. 6 The FWA imitates the explosion process of fireworks and obtains an optimized solution by looking for the position of fireworks. As the fireworks explode randomly, new explosions and Gaussian sparks are produced. To determine positions of new fireworks, the amplitude of explosion and the number of sparks are computed. Then fireworks and sparks are chosen in terms of fitness and diversity. By repeating this process, FWA obtains an optimal solution in a smaller fireworks area.
Various practical problems of optimization have been resolved by utilizing FWA such as the design for digital filters, 7 decomposition of a non-negative matrix, 8 parameter optimization for detecting spam, 9 reconfiguration of networks, 10 mass minimization of trusses, 11 parameter estimation of chaotic systems, 12 and multi-satellite control. 13 However, the FWA approach has drawbacks. Although the FWA works well on functions that are optimally placed at the origin of the search space, finding correct solutions becomes more challenging when the optimum is farther from the origin. The quality of the FWA results is bad as the distance between the optimum of the function and the origin is increased. In addition, the computational cost of each iteration of the FWA is high compared to other optimization algorithms. Thus, an EFWA 14 was presented to boost the performance of FWA.
The amplitude of the explosion is an important variable that influences the performance of EFWA. This amplitude of the best fireworks is close to zero in EFWA; thus, a minimum amplitude check is used. The amplitude is computed in terms of the maximum number of assessments, which is not suitable for the best fireworks. Therefore, the dynFWA 15 introduced a dynamic amplitude that allows for fast convergence or will be reduced to narrow the local search.
A cooperative framework for fireworks algorithm (CoFFWA) was proposed by Zheng et al. 16 The CoFFWA uses an independent selection method to improve the exploitation capability and incorporates a crowdness-avoiding cooperative strategy among the fireworks to enhance the exploration capability. Li et al. 17 presented a novel guiding spark to increase the information use in FWA and guide the evolution of fireworks effectively. The bare bones fireworks algorithm was proposed by Li and Tan. 18 It is a simple version of FWA and is simple, quick, and easy to achieve. Yu et al. 19 developed a new multi-layer explosion strategy to accelerate FWA. Each firework individual randomly produces a small amount of sparks in the first layer, and then the sparks execute the second layer explosions to produce new diverse sparks.
The amplification coefficient C a and the reduction coefficient C r in dynFWA are empirically recommended to be a fixed value of 1.2 and 0.9, but our thorough experiments show that the appropriate value of C a should be 1-1.25, and the reasonable value of C r is between 0.8 and 0.95. To improve the performance of dynFWA, chaos was attached and used to tune parameters C a or C r .
Chaotic theory studies the chaotic dynamic systems that are nonlinear and sensitive to the initial state. 20 Chaotic sequences have recently been used to turn the parameters of swarm intelligence algorithms to improve the performance of genetic algorithms (GA), 21 bee colony optimization, 22 HS, 23 PSO, 24 firefly algorithms (FA), 25 and bat algorithms (BA). 26 The chaotic integration has demonstrated the prospect if the proper chaotic maps are employed. The researches have inspired our application of using chaos to tune the parameters C a or C r within the dynamic search fireworks algorithm with chaos (dynFWAC).
The remainder of this paper is separated into six sections. The dynFWA is presented in the second section. Twelve different benchmark functions and 10 different chaotic maps are presented in the third section. The fourth section describes three proposed variants of dynFWAC and finds each dynFWAC with the best chaotic map. In the fifth section, three variants of dynFWAC were compared with dynFWA and FWAbased methods to obtain the best dynFWAC with the best chaotic map, which was then compared with other swarm intelligence algorithms. The final section presents our conclusion.
Dynamic search fireworks
For the general optimization problem
. , x d represents a location in the space, LB and UB represent the bounds of the space, and f x ð Þ is an object function. Assume N represents the number of fireworks, and X i expresses each firework, then d represents the number of dimensions in dynFWA, the quantity of explosion sparks SP i , and the explosion amplitude EA i can be defined by the following formulas
, a and b are two constants, stands for the machine epsilon, and i ¼ (1,2, . . . ,d). Furthermore, SP i can be defined as follows
where SP min and SP max are the lowest value and the highest value of SP i , respectively. According to the above formulas, the following algorithm 1 creates locations sl i of the ith explosion sparks for x i : Algorithm 1. Creating locations of explosion sparks. Fireworks consist of core firework (CF) and other fireworks in dynFWA. CF represents the best firework per iteration. The purpose of CF is to search locally for convergence quickly, while other fireworks perform a global search.
EA cf is calculated as follows
where x cf denotes the location of current CF while EA cf stands for the dynamic explosion amplitude of CF. The parameters of C a and C r control the search areas. C a is used to expand the search space, while C r is used to narrow the search area for a better solution.
The C a and C r are empirically recommended to be a fixed value of 1.2 and 0.9. Algorithm 2 demonstrates the full version of dynFWA.
Algorithm 2. The full version of dynFWA.
choosing N fireworks randomly assess their fitness EA cf (1) UB-LB repeat create SP i based on equations (1) and (3) create EA i based on equation (2) create locations of the explosion sparks according to algorithm 1 create EA cf based on equation (4) save the location of the best spark pick randomly other N-1 fireworks until ending terms is satisfied return a position of fireworks and the optimum fitness
In dynFWA, common fireworks use equations (1) and (3) to generate a lot of sparks, the better the fitness, Table 1 . Maps with chaos.
No. Name Maps with chaos Range
Tent
(0,1) the more sparks generated by the fireworks. Equation (2) is used to calculate the explosion amplitude of the spark, the better the fitness, the smaller the explosion amplitude of the fireworks. The dynamic explosion amplitude EA cf of CF is updated by equation (4).
Maps with chaos and benchmark function

Maps with chaos
Assume N represents the number of fireworks, and x i expresses each firework, then d represents the number of dimensions in dynFWA, the quantity of explosion sparks SP i ; and the explosion amplitude EA i can be defined by the following formulas: Different maps with chaos were employed to tune parameters C a or C r within three different variants of dynFWAC to promote the performance of dynFWA, in dynFWACI, C a uses a chaotic number between 1 and 1.25, then C r is a chaotic number between 0.8 and 0.95 in dynFWAC-II, and in dynFWAC-III, C a is a chaotic number between 1 and 1.25 and C r is a chaotic number between 0.8 and 0.95, then the chaotic map of the best from each variant of dynFWAC was determined, and finally, the best chaotic map from the best variant of dynFWAC was obtained through comparison with FWA-based algorithms.
Ten various chaotic maps 27 are presented in Table 1 . Figure 1 shows the chaotic value distributions of above 10 maps for 100 iterations. Each chaotic map has an initial value of 0.7 and is normalized to the range of [0,1].
The parameter value of C a is between 1 and 1.25. Thus, a linear mapping between the parameter C a and the chaotic variable of Z in the range of (CLB, CUB) can be defined as follows
Hence, equation (5) can produce C a from the chaotic variable of Z generated by chaotic maps.
Similarly, the parameter value of C r is between 0.8 and 0.95. In dynAFWC, the parameter C r is defined Table 2 . Different benchmark functions.
Function
Dimension
as follows
Hence, equation (6) can also obtain C r from the chaotic variable of Z.
Different benchmark functions
For evaluating the performance of dynAFWC, 12 different benchmark functions 27 are adopted. There are unimodal functions (F1-F6) and multimodal functions (F7-F12). The global minimum of these functions is zero. Table 2 lists the 12 functions and their characteristics. Sine 78  93  89  58  77  100  100  52  33  5  65  6  756  8  Singer  5  88  26  37  4  81  100  45  42  4  70  3  505  9  Sinusoidal  29  92  63  42  19  100  100  43  36  6  62  10  602  10  Tent  64  86  75  69  55  100  100  46  35  5  65  5  705  dynFWA  0  41  3  23  0  14  91  38  54  2  44  3  313 The bold values of Table 3 display the best results among different chaotic maps.
Dynamic search fireworks algorithm with chaos. For enhancing the performance of EFWA, the dynamic explosion amplitude should be calculated according to the best fireworks in dynFWA. Although, parameters C a and C r are recommended to be a fixed value of 1.2 and 0.9, empirically, these settings cannot be employed for complex optimization problems. In fact, C a is used to speed up convergence, while C r is used to narrow the search area for a better solution. Both parameters should be taken as reasonable values within a certain scope according to various complex optimization problems. In-depth experiments showed that the value of C a F1  F2  F3  F4  F5  F6  F7  F8  F9  F10  F11  F12  Total   1  Chebyshev  100  83  98  89  99  100  100  47  21  4  66  11  818  2  Circle  100  85  100  97  100  100  100  47  24  5  65  6  829  3  Gauss/mouse  100  28  100  100  11  100  100  53  7  5  64  3  671  4  Iterative  100  85  97  85  98  100  100  44  25  6  66  6  812  5  Logistic  100  81  99  87  100  100  100  41  22  6  66  8  810  6  Piecewise  99  86  99  88  100  100  100  40  23  4  67  1  807  7  Sine  100  88  98  92  99  100  100  51  26  3  71  7  835  8  Singer  16  83  42  43  16  90  100  52  30  1  67  1  541  9  Sinusoidal  89  89  97  68  90  100  100  46  31  6  53  7  776  10  Tent  99  83  100  89  100  100  100  45  25  0  71  6  818  dynFWA  0  41  3  23  0  14  91  38  54  2  44  3  313 The bold values of Table 8 present the best results among different chaotic maps. The bold values of Table 6 list the best results among different chaotic maps.
should be in the range between 1 and 1.25, and the value of C r should fall in the range between 0.8 and 0.95 for dynFWAC. There are different chaotic maps which have features of certainty, stochastic property, and ergodicity. Inspired by Gandomi and Yang, 26 the parameters C a or C r were replaced using chaotic maps. We have used chaotic maps in three different ways to tune the parameters C a or C r and improve the performance of dynFWA. This led to three different variants of the chaotic dynamic search fireworks algorithm: dynFWAC-I, dynFWAC-II, and dynFWAC-III. The following The bold values in Table 10 are the best results among different algorithms. -III   F1  4  6  5  1  3  2  F2  5  6  3  4  1  2  F3  5  6  4  1  3  2  F4  5  6  4  1  3  2  F5  5  6  4  1  3  2  F6  5  6  4  1  3  2  F7  5  1  6  2  3  4  F8  5  6  4  3  2  1  F9  6  2  1  4  5  3  F10  5  6  4  1  2  3  F11  6  5  1  3  4  2  F12  2  1  4  5 subsections present how the parameters C a or C r can be tuned.
Success rates
The success rate S r is defined in this section to compare 10 different chaotic maps with three different variants of dynFWAC to obtain the best chaotic map for each dynFWAC. S r is defined as follows
where N successful stands for the quantity of successful trials, and N all is the total number of trials. If a trial finds a solution that approaches the global optimal range, it is successful. Successful trials are defined as
where X Ã i stands for the optimal value of the dimension, and X gb i is the best result of the dimension by the algorithm.
Parameters initialization
One hundred independent runs were verified for 12 benchmark functions in terms of different maps with chaos. For completely validating the performance of dynFWAC, Figure 2 . The dynFWAC-I searching curves and alternative fireworks algorithms. statistical parameters of the best value, median value, and the worst value were employed. Mean values and standard deviation values were also obtained.
Starting points of 10 different chaotic maps were set to 0.7. In related FWA algorithms and dynAFWAC, N ¼ 5, a ¼ 100, b ¼ 200, NG ¼ 5, S min ¼ 2, and S max ¼ 100.
Finally, software Matlab 7.0 was used on the laptop PC with Intel Core i3-2350, 2.3 GHZ CPU, 4GB RAM, and Windows 7 (64 bit).
Test of dynFWAC-I C a ¼ 1.2 and C r ¼ 0.9 were used in dynFWA. In dynFWACI, C r ¼ 0.9 and C a is replaced by a chaotic number between 1 and 1.25. Table 3 lists the success rates of dynFWAC-I. The results from Table 3 demonstrate that dynFWAC-I is able to greatly boost the performance of dynFWA when chaotic maps are used. In addition, the success rates demonstrate that the dynFWAC-I is far superior to the original dynFWA. The total success rates of dynFWA are only 313, but total success rates of all chaotic maps are over 500. The Gauss/mouse map presents the best results with 808 success rates. Thus, the Gauss/mouse map was chosen as the best chaotic map in dynFWAC-I. Table 4 demonstrates the statistical results of dynFWA, and Table 5 demonstrates the statistical results of dynFWAC-I with the map of Gauss/mouse after 100 independent runs and the number of function evaluation.
Statistical results from both the Tables 4 and 5 indicate that the computation accuracy for dynFWAC-I was improved by at least an average value of 10 À4 , compared to dynFWA. Thus, dynFWAC-I is able to boost the performance of dynFWA and obtain a better solution.
Test of dynFWAC-II
In dynFWAC-II, C a ¼ 1.2 and C r is a chaotic number between 0.8 and 0.95.
The success rates of dynFWAC-II are presented in Table 6 . Table 6 indicates that dynFWAC-II is also able to boost the performance of dynFWA if various chaotic maps are used. Additionally, the success rates demonstrate that dynFWAC-II is also superior to dynFWA. The Gauss/mouse map again presents the best results with 804 success rates. Therefore, the Gauss/mouse map was employed as the best chaotic map in dynFWAC-II for the following comparisons. Table 7 presents the statistical results of dynFWAC-II with the Gauss/mouse map after 100 independent runs.
Statistical results from both the Tables 4 and 7 show that the accuracy of solution for the best result of dynFWAC-II was improved by at least an average value of 10 À3 , compared to dynFWA. Thus, dynFWACII is also able to boost the performance of dynFWA and obtain a better solution.
Test of dynFWAC-III
In dynFWAC-III, C a is a chaotic number between 1 and 1.25, and C r is replaced by a chaotic number between 0.8 and 0.95. 
The success rates of dynFWAC-III are presented in Table 8 .
The results in Table 8 indicate that dynFWAC-III is able to enhance the performance of dynFWA if different chaotic maps are added. Moreover, the success rates indicate that the dynFWAC-III is again superior to dynFWA. Success rates for seven chaotic maps are over 800. The Sine map tends to present the best Figure 3 . The dynFWAC-I searching curves and alternative algorithms. Function  F1  F2  F3  F4  F5  F6  F7  F8  F9  F10  F11  F12  Mean rankings   FA  3  1  5  5  2  3  2  1  4  3  1  4  2.83  BA  4  5  3  3  5  5  3  5  5  4  5  5  4.33  HS  5  3  4  4  3  2  4  3  1  5  3 results with an 835 success rate. Thus, the Sine map was employed as the best chaotic map in dynFWAC-III for the following comparisons. Table 9 presents the statistical results of dynFWAC-III with the Sine map after 100 independent runs.
Statistical results from both the Tables 4 and 9 show that the accuracy of solution for the best result of dynFWAC-III was increased by an average value of 10 À3 , compared to dynFWA.
Experimental researches and discussions
Comparison with FWA-related algorithms Table 10 demonstrates the mean errors of FWA, EFWA, dynFWA, and three variants of dynFWAC, which are dynFWAC-I, dynFWAC-II, and dynFWAC-III, and indicates that the three variants of dynFWAC have a better performance than dynFWA except for function F9. Table 11 presents the rankings of FWA, EFWA, dynFWA, dynFWAC-I, dynFWAC-II, and dynFWAC-III and indicates that dynFWAC-I ranks higher (2.17) than the five FWA-based algorithms according to solution accuracy. Thus, the Gauss/ mouse map with dynFWAC-I was chosen as the best dynFWAC for the following comparisons. Figure 2 presents the dynFWAC-I searching curves and alternative fireworks algorithms, and shows that dynFWAC-I obtains global optimum for most functions. However, the FWA-based algorithms do not always find global optimal solutions. For instance, these comprise FWA of F4, F5, F6, and F10, and EFWA of F2, F11, and F12.
The experiments show that C a and C r both control the search area of the algorithm, but the parameter C a used to expand the search area has a greater impact on the algorithm than C r used to narrow the search area. Therefore, dynFWAC-I is the best, dynFWAC-II is the second, and dynFWAC-III is the worst. It can be seen from Figure 1 that the chaotic number generated by the Gauss/mouse mapping is more evenly distributed, that is the reason why dynFWAC-I with Gauss/mouse mapping ranks the best.
Comparison with other algorithms
Furthermore, other algorithms of swarm intelligent were compared with dynAFWC, including SPSO2011, BA, FA, and HS. The parameters are set up in Table 12 . Table 13 demonstrates the mean errors of all five algorithms, and indicates that some algorithms work well for some functions but not others. In general, the performance of dynFWAC-I exhibits higher stability than the performance of other algorithms. Table 14 presents the rankings of five algorithms for 12 benchmark functions and shows that the ranking of dynFWAC-I is the first (1.67) among the five algorithms. Figure 3 shows the dynFWAC-I searching curves and four alternative algorithms.
Some of the results from the algorithms were not good, and the searching curves are not seen in Figure 3 . These include BA of F2, F6, and F8 and FA for F3, F4, and F6.
Conclusions
Three variants of dynFWAC were proposed by employing chaos to dynFWA. Ten different chaos maps were studied and were employed to tune parameters C a or C r in dynFWA. The results indicated that the performance of dynFWAC is greatly improved compared with dynFWA. The best solution accuracy is improved by an average value of 10 À4 . Additionally, the Gauss/ mouse map is the best map for dynAFWAC-I.
The experiments clearly showed that dynFWAC performs greatly better than FWA, EFWA, AFWA, and dynFWA depending on solution accuracy. Furthermore, dynFWAC-I is compared with SPSO2011, BA, FA, and HS. In general, this research has demonstrated that dynFWAC-I using the Gauss/ mouse map performs the best based on solution accuracy.
Declaration of Conflicting Interests
The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.
