In this paper input-to-state practically stabilizing control laws for retarded, control-affine, nonlinear systems with actuator disturbance are investigated. The developed methodology is based on the Arsteins theory of control Liapunov functions and related Sontags formula, extended to retarded systems. If the actuator disturbance is bounded, then the controller yields the solution of the closed-loop system to achieve an arbitrarily fixed neighborhood of the origin, by increasing a control tuning parameter. The considered systems can present an arbitrary number of discrete as well as distributed time-delays, of
that the Sontag's formula cannot be directly applied to retarded systems by the use of control Liapunov-Razumikhin functions, since the resulting control input may well be discontinuous and unbounded when the Razumikhin condition is not satisfied in a piece of the solution trajectory.
For this reason, in [6] the domination redesign control methodology is employed. It is also well known, as far as the stability of time-delay systems is concerned, that the Razumikhin method can be considered as a particular case of the method of LiapunovKrasovskii functionals (see [13] , Section 4.8, p. 254). To our best knowledge, first results concerning the use of Control Liapunov-Krasovskii functionals (instead of Control Liapunov Razumikhin functions) for building stabilizing control laws for time-delay systems can be found in [15] and in [8] . In [15] the Authors propose a predictive control scheme with guaranteed closed-loop stability for nonlinear time-delay systems utilising a fixed class of control LiapunovKrasovskii functionals. In [8] the Authors prove the equivalence of the existence of a Control Liapunov-Krasovskii functional and the stabilizability property, for fully nonlinear, retarded systems. Moreover, stabilizability is intended robust with respect to suitable disturbances, un-effective when the state is zero. The problem of the robust stabilization for a very large class of time-delay systems in triangular form is extensively studied and solved. The reader is referred to the recent monograph [9] for the topic of robust stability and stabilization of nonlinear systems, in both the finite dimensional and the retarded case, in continuous and discrete time.
In this paper we show how invariantly differentiable functionals (see [11] , [12] ) can play an important role for the input-to-state practical stabilization of retarded systems. Invariantly differentiable functionals are very often used in the literature concerning time-delay systems stability, though its definition is not, according to us, very popular. The definition of invariant differentiability was helpful for finding a robustifying control law, yielding input-to-state stability with respect to actuator disturbance, in [19] . Here we show that the same definition is very helpful in order to apply the Sontag's formula to retarded, control-affine, nonlinear systems. In details, the definition of invariant differentiability allows to split the functional derivative (in the Driver's form, see [20] and references therein) into different parts. Each part is suitably used in the Sontag's formula (i.e., in the formulation of the terms a, b in [22] ). In this paper the Sontag's formula extended to retarded systems is modified in the critical subsets of the infinite dimensional state space where the Lipschitz property of the related feedback control law may be lost. By this modification, the problem of non Lipschitz feedback control law, which may cause non uniqueness or even non existence of the solution, as well as implementation difficulties, is solved. Then, a Sontag's input-to-state stabilizing term (see [21] , [19] ) is added to the control law, thus achieving the twofold result of attenuation of the actuator disturbance and attenuation of the bounded error due to the above modification of the Sontag's formula. If the actuator disturbance is bounded, then an arbitrarily fixed neighborhood of the origin is asymptotically reached by the closed-loop solution, by increasing a tuning parameter of the control law. The class of control affine systems considered in this paper is more general than the one considered in [6] , since no hypothesis is introduced for the form of the maps describing the dynamics (for instance, as far as the presence of discrete or distributed delay terms is concerned). 
positive integer, is said to be essentially bounded if ess sup t≥0 |v(t)| < +∞. For given times 
For given positive integers n, m, a map f : C → R n×m is said to be: completely continuous if it is continuous and takes closed bounded subsets of C into bounded subsets of R n×m ; locally Lipschitz in C if, for any φ ∈ C, there exist positive reals δ, η such that, for any
Let us here recall that a function γ : R + → R + is: of class P if it is continuous, zero at zero, and positive at any positive real; of class K if it is of class P and strictly increasing; of class K ∞ if it is of class K and it is unbounded; of class L if it is continuous and it monotonically decreases to zero as its argument tends to +∞. A function β :
With M a (see [19] ) is indicated any functional mapping C into R + such that, for some K ∞ functions γ a , γ a , the following inequalities hold
For example, the · M 2 norm, given by A system with an equilibrium at zero is said 0-GAS if the zero solution is GAS.
II. PRELIMINARIES
Let us consider the following RFDĖ
where: x(t) ∈ R n , n is a positive integer; ∆ > 0 is the maximum involved time-delay; the maps f : C → R n and g : C → R n×m are completely continuous and locally Lipschitz in C; m is a positive integer; u(t) ∈ R m is the input signal, Lebesgue measurable and locally essentially bounded.
The following definition of invariant differentiable functionals is taken from [12] , see Definitions 2.2.1, 2.5.2 in Chapter 2. The formalism used in [12] is here slightly modified for the purpose of formalism uniformity over the paper. For any given x ∈ R n , φ ∈ Q and for any given
Let, for φ ∈ C, h ∈ [0, ∆), φ h ∈ C be defined as follows 
In the following, V is the class of functionals V : R n × Q → R + which have the following properties: i) V is locally Lipschitz in C and invariantly differentiable; ii) the maps, for φ ∈ C
are completely continuous and locally Lipschitz in C.
III. MAIN RESULTS
Let us consider a system described by the following RFDĖ
which is exactly the same as (2), with the same hypotheses, with the input signal given by the control signal u(t) ∈ R m plus the actuator disturbance d(t) ∈ R m , Lebesgue measurable and locally essentially bounded.
For a given functional V : R n ×Q → R + in the class V, let the maps a :
For a positive real r, let k r : C → R m be defined as follows, for φ ∈ C,
The following hypothesis will be used in the forthcoming theorem.
Hypothesis 1:
There exist a functional V : R n × Q → R + in the class V, with corresponding maps a, b, functions α 1 , α 2 , α 3 of class K ∞ , positive reals r, p such that, ∀ φ ∈ C:
Remark 1:
The point (i) in Hypothesis 1 is standard in the ISS theory for systems described by
RFDEs (see, for instance, [20] ). The point (ii) is the standard key point in the theory of Control Liapunov Functions (see, for instance, [22] ) and Control Liapunov Functionals (see [8] ). The point (iii) allows that the stabilizer obtained with the Sontag's formula is such that the derivative in Driver's form of the functional V satisfies a standard inequality for ISS concerns (see, for instance, [20] ). The point (iv) is a key issue in order to avoid problems related to non Lipschitz map k (i.e., the Sontag's stabilizer). A similar condition was introduced in [6] in the framework of control Liapunov-Razumikhin functions (see Assumption 1 in [6] ).
Theorem 1: Let Hypothesis 1 be satisfied. Then:
1) the map k r : C → R m is completely continuous and locally Lipschitz in C;
2) there exists a function β of class KL and a function γ of class K, both independent of r and p, such that, chosen any positive real q, for the closed loop system (7) with
the solution exists for all t ≥ 0 and, furthermore, satisfies the following inequality
Remark 2: From the main Theorem in [21] (see also Theorem 3.1 in [20] ) it follows that the function γ in Theorem 1 is given, for s ≥ 0, by
Remark 3: Because of the inequality (11), the closed-loop system (7), (10) is ISpS (see Definition 2.1 in [5] ) with respect to the disturbance d(t). Notice in (11) that, if the disturbance is bounded, the solution can achieve an arbitrarily fixed small neighborhood of the origin by increasing the control tuning parameter q.
Remark 4:
In the case the disturbance d(t) ≡ 0 and the map k is completely continuous and locally Lipschitz in C, then the control law
yields that the closed-loop system (7) (with d(t) ≡ 0), (13) is 0−GAS. In this case, by Theorem 2.1, p. 132, in [3] , it is sufficient that the point (i) of Hypothesis 1 holds with φ ∞ instead of M a (φ), φ ∈ C, and the point (iii) holds with |φ(0)| instead of M a (φ), φ ∈ C. However, the locally Lipschitz property of the map k is a hypothesis which in general is either not satisfied, either difficult to check. The methodology here proposed treats also the actuator disturbance and avoids the problem of the local Lipschitz property of the map k, i.e. of the Arstein-Sontag stabilizer here extended to retarded systems by the use of invariantly differentiable functionals. This is done by the use of the map k r , which is a slight modification of the map k, and by the Sontag's ISS redesign method (i.e., by adding the term −qb in the control law (8) ). The price to pay is that, in the case of actuator disturbance d(t) ≡ 0, which in general is an unrealistic hypothesis, an arbitrarily small neighborhood of the origin is guaranteed to be asymptotically reached, instead of the origin itself.
Remark 5:
The term p in the point (iv) of Hypothesis 1 in general can be reduced to 0 by reducing r. Consequently, the term 2p + r in (11) can be reduced to 0.
Remark 6:
Notice that, as reported in the proof of Theorem 1, since the maps k r and b are completely continuous and locally Lipschitz in C, it readily follows that the feedback control map k r − qb T is completely continuous and locally Lipschitz in C as well.
Remark 7:
Notice that the methodology here presented, based on the Arstein-Sontag approach with invariantly differentiable Lyapunov-Krasovskii functionals, can be applied to time invariant, control affine, nonlinear systems with an arbitrary number of discrete as well as distributed timedelays, of arbitrary size. The limitations introduced in [6] to the form of the maps f , g, describing the dynamics of the system (see (3. 2) in [6] ), are not necessary here.
IV. CONLCUSIONS
In this paper we have considered an input-to-state practical stabilizer, with respect to disturbances adding to the control law, for retarded, control affine, nonlinear systems. We have used the Sontag's formula, generated by means of control Liapunov-Krasovskii functionals which are invariantly differentiable. The results are very general and avoid problems due to non Lipschitz control law at suitable subsets of the infinite dimensional state space. This goal, together with disturbance ISpS attenuation, is obtained by combining the Sontag's formula, revisited in the above critical subsets, and the Sontag ISS feedback control redesign method. If the actuator disturbance is bounded, then an arbitrarily small neighborhood of the origin can be reached by increasing a suitable control tuning parameter.
