Let s : [1, ∞) → C be a locally integrable function in Lebesgue's sense on the infinite interval [1, ∞). We say that s is summable (L, 1) if there exists some A ∈ C such that ( * ) lim
As to the Cesàro summability of order α, where α ≥ 0 is a real number, briefly:
summability (C, α), we refer to [7, p. 26] . The case α = 0 is ordinary convergence.
Next, let s : [1, ∞) → C be such that s ∈ L loc [1, ∞) . Motivated by the concept of logarithmic (sometimes also called harmonic) summability of a numerical sequence (see, e.g., in [5] ), the function s is said to be logarithmic summable of first order, briefly:
summable (L, 1), if there exists some A ∈ C such that where the logarithm is to the natural base e.
In Section 4, we will prove that summability (C, 1) of a function implies its summability (L, 1) to the same limit, but the converse implication is not true in general.
We note that a complex-valued function s ∈ L loc [e, ∞) is said to be logarithmic summable of order 2, briefly: summable (L, 2), if there exists some A ∈ C such that (1.4) lim t→∞ τ 2 (t) = A where τ 2 (t) := 1 log log t t e s(u) u log u du, t > e.
We also note that in the particular cases when
where f is a locally integrable function on [0, ∞) or [1, ∞), respectively, the above summability methods may be applied to assign value to the following integrals, respectively:
If the finite limit in (1.2) exists, then the improper integrals →∞ 0
f (x)dx and
f (x)dx exist, respectively. In the case when the finite limit in (1.1) exists, then the integral in (1.6) (i) is said to be summable (C, 1); while in the case when only the finite limit in (1.3) exists, then the integral in (1.6) (ii) is said to be summable (L, 1).
Main results
In our first new result we characterize the converse implication when the ordinary limit of a real-valued function at ∞ follows from its summability (L, 1).
A ∈ R, then the ordinary limit (1.2) exists if and only if
Motivated by the definition of the 'slow decrease' with respect to summability (C, 1) (see, e.g., [2, pp. 124-125; and cf. our Remark 1 below]), we say that a function s :
[1, ∞) → R is slowly decreasing with respect to summability (L, 1) if for every ε > 0 there
It is easy to check that a function s is slowly decreasing with respect to summability (L, 1) if and only if
Since the auxiliary function
is evidently decreasing in λ on the infinite interval (1, ∞), the right limit in (2. Historically, the term 'slow decrease' was introduced by Schmidt [6] in the case of the summability (C, 1) of sequences of real numbers.
In our second new result we characterize the converse implication when the ordinary convergence of a complex-valued function follows from its summability (L, 1).
A ∈ C, then the ordinary limit (1.2) exists if and only if
Motivated by the definition of the 'slow oscillation' with respect to summability (C, 1) of numerical sequences introduced by Hardy [1] (see also in [2, pp. 124-125]), we say that a function s : [1, ∞) → C is slowly oscillating with respect to summability (L, 1) if for every
It is easy to check that a function s is slowly oscillating with respect to summability We claim that definition (2.8) is equivalent to the following one: for every ε > 0 there
The implication (2.8) ⇒ (2.10) is trivial. To justify the converse implication (2.10) ⇒ (2.8), let λ > 1 be arbitrarily close to 1 and set ε := log λ. Then by (2.10), we have |s(u) − s(t)| ≤ ε whenever u > t ≥ t 0 and 0 < log u t ≤ log λ = ε. Now, the equivalence of the two definitions claimed above is obvious.
It is worth to consider the special case ( We note that such theorems containing appropriate additional conditions such as The following two representations of the difference s(t)−τ (t) will be of vital importance in our proofs below.
(ii) If 0 < λ < 1 and t > 1, then
Proof. Part (i). By definition in (1.3), we have
Multiplying both sides by λ/(λ − 1) gives
whence (3.1) follows.
Part (ii). The proof of (3.2) is analogous to that of (3.1). 
for each fixed λ > 1. By (3.1) and (3.3), we conclude that
for every λ > 1. This proves (2.1) even in a stronger form.
An analogous argument yields (2.2) for every 0 < λ < 1 also in a stronger form.
Sufficiency. Suppose that (2.1) and (2.2) are satisfied. By (2.1), there exists a sequence
By (1.3), (3.1) and (3.5), we conclude that
By (2.2), there exists a sequence 0 < λ k ↑ 1 such that
By (1.3), (3.2) and (3.7), we conclude that
Combining (3.6) and (3.8) yields (3.3) (i), and a fortiori, we get (1.2) to be proved, due to summability (L, 1) of the function s.
The proof of Theorem 1 is complete.
Proof of Theorem 2. It also hinges on Lemma 1 and runs along similar lines to the proof of Theorem 1. The details are left to the reader.
Inclusions
We will prove that summability (L, 1) is more effective than summability (C, 1). 
By definition in (1.1), we may write that
Making use of this equality, from (4.1) it follows that
whence we get
We will apply Toeplitz' theorem on the summability of numerical sequences (see, e.g., It is also clear that
Thus, the sufficient conditions are satisfied in Toeplitz' theorem, and we conclude that the limit in (1.3) holds in the particular choice when t = m ∈ N.
(ii) Second, given any real number t > 3, let m := [t], the integer part of t. We use (4.3) and the Second Mean-Value Theorem again to obtain
By (1.1) and (4.5), we get
Hence we conclude that
(iii) Third, to see that the converse implication is not true in general, we consider the function s defined by We claim that this function s cannot be summable (C, 1) to any finite number A. To this effect, we recall that if we had (1.1), then for any number a > 0 we would have Consequently, for this function s the limit (1.1) cannot exist with any finite number A.
On the other hand, if t is such that
then we estimate as follows:
This proves that the limit in (1.3) exists with A = 0.
The proof of Theorem 3 is complete.
We note that summability (L, 2) is more effective than summability (L, 1). This can be proved in an analogous way as Theorem 3 was proved above. We refer to [5, on p. 382], where an analogous result is proved for the logarithmic mean τ 2 (n) of second order of a numerical sequence (s k ) (see also (5.2) below).
Summability (L, 1) of numerical sequences
The above methods of summability are the nondisrete ones of the methods of logarithmic summability of numerical sequences (s k ) = (s k : k = 1, 2, . . .) of complex numbers.
We recall that a sequence (s k ) is said to be logarithmic summable of order 1 (see in [5] , where the term 'harmonic summable of order 1' was used), briefly: summable (L, 1), if there exists some A ∈ C such that
where for two sequences (a n ) and (b n ) of positive numbers we write a n ∼ b n if lim n→∞ a n b n = 1.
We note that the sequence (s k ) is said to be logarithmic summable of order 2 (see also in [5] ), briefly: summable (L, 2), if there exists some A ∈ C such that
It is clear that if the ordinary limit 
where by [ · ] we denote the integer part of a real number, and ℓ n is defined in (5.1).
Analogously to (2.3), we say that a sequence (s k ) of real numbers is slowly decreasing with respect to summability (L, 1) if for every ε > 0 there exist a natural number n 0 = n 0 (ε) and a real number λ = λ(e) > 1 such that
It is easy to check (cf. n 0 = n 0 (λ) > 1 such that s k − s n ≥ −ε whenever k > n ≥ n 0 and 0 < log log k log n ≤ log λ = ε. Now, the equivalence of the two definitions claimed above is obvious.
Next, the discrete analogue of Theorem 2 reads as follows. Analogously to (2.6), we say that a sequence (s k ) of complex numbers is slowly oscillating with respect to summability (L, 1) if for every ε > 0 there exist n 0 = n 0 (ε) > 1 and λ = λ(ε) > 1 such that (5.10) |s k − s n | ≤ ε whenever n 0 ≤ n < k ≤ n λ .
