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Abstract. Vibration measurement based on computer vision has been extensively studied and 
considered as a wide-range, non-contact measurement method. In this paper, the principle of 
vibration measurement using out-of-plane vision has been investigated under conventional 
imaging condition. A measurement model for out-of-plane vision has also been demonstrated. 
Combined the out-of-plane vision measurement model with the optical flow motion estimation 
principle, a novel model of optical flow tracking method for vibration detection based on 
out-of-plane vision has been proposed. It enables the identification of vibration parameters without 
image feature extraction. Visual vibration detection experiment has been conducted with a 
cantilever beam and a motor cover. Experimental results have been rigorously compared with 
finite element simulation to verify the efficacy of the proposed method. It shows that this method 
can effectively identify vibration parameters of the structure without image feature extraction. 
Keywords: optical flow, visual measurement, out-of-plane vision, vibration identification. 
1. Introduction 
Structure vibration analysis is of vital significance in performance evaluation and fault 
diagnosis [1]. Identification of vibration parameters is the key to structure vibration analysis. 
Traditional vibration analysis methods for vibration parameters identification are usually based 
on one or more sensors [2]. Those methods need complicated detecting systems and can affect the 
inherent dynamic characteristics of the structure in a certain extent. Visual measurement has 
gained popularity as a wide-range, non-contact vibration measurement method. 
Visual measurement methods based on structured light, single camera and multi-view stereo 
vision have been widely studied and applied [3]. Xu, et al. measured with high precision for 
complex three-dimensional contour and reconstructed a pixel-level three-dimensional structure 
profile using structure light measurement system [4]. Teyssieux [5], et al. realized an accurate 
measurement of the in-plane motion displacement of a cantilever beam with micro 
electromechanical system (MEMS) and high frequency vibration using single high-speed CCD 
camera and microscope imaging system. Lim [6], et al. recognized two-dimensional motion 
parameters of a special mark by using only a line-scan camera. One visual measurement system 
was proposed for observing the pile rebound and penetration movement by employing a 
high-speed line-scan camera. Among these visual measurement methods, digital image correlation 
method, high speed photography method, feature extraction method and region matching method 
are the main methods in image processing. Wang [7], et al. shown a full field measurement of 
composite board and analyzed the image features by using adaptive moment descriptors to obtain 
the structural model of the composite board. Guan [8], et al. extracted image motion blur 
information using geometric moment and proposed a harmonic vibration measurement method 
based on actively blurred image sequence and geometric moment. Helfrick [9], et al. measured 
shape and deformation of a mechanical shaker by employing 3D digital image correlation methods 
in a full-field vibration measurement. Zhan [10], et al. proposed a novel deformable model for 
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automatic segmenting prostates from ultrasound images using statistical texture matching method. 
Davis [11], et al. presented a method for estimating material properties of an object by examining 
small motions in video. Chen [12], et al. employed motion magnification for extracting 
displacements from high speed video and demonstrated the algorithm's capability of qualitatively 
identifying the operational deflection shapes of simple structures. However, complex algorithm 
or expensive imaging equipment are required in these above measurement methods, and some of 
them also need accurate tracking of the target feature. Hence, the visual measurement result is 
highly related to the camera performance and image feature extraction to a great extent. 
Optical flow method employs the pixel motion velocity under image gray model to estimate 
the speed of a moving object in space. Lucas-Kanade algorithm and its improved algorithm, 
Horn-Schunck algorithm [13], feature matching method are the main of optical flow algorithms. 
Optical flow can well depict the object movement in three-dimensional space, which gained 
extensive application in the field of vision and image processing for object segmentation, 
recognition, tracking, robot navigation etc. Freeman [14], et al. first used the stroboscopic 
microscopic visual system to acquire the image sequence on MEMS. They also extracted motion 
information in the image sequence within two-dimensional plane using optical flow. Denman [15], 
et al. provided a new optical flow algorithm and minimized the acceleration by searching an 
expected position based on a constant velocity assumption. Ya [16], et al. proposed a new optical 
flow algorithm for vehicle detection and tracking. Hui [17], et al. proposed a head behavior 
detection method based on optical flow. He also established an interactive 3D virtual teaching 
platform combined with test results. Souhila [18], et al. detected the optical flow field near the 
robot body to achieve robotics capabilities to avoid obstacles automatically. McCarthy [19], et al. 
compared the results of different optical flow algorithms for robot navigation combined with 
spatiotemporal filters. However, the aforementioned application of optical flow still requires 
expensive equipment or complex operations or feature tracking. Therefore, the proposed vibration 
measurement method for out-of-plane vision using optical flow method is of great significance. 
This can be conducted under conventional imaging condition without feature extraction. 
In this paper, a novel model of optical flow tracking method for vibration detection based on 
out-of-plane vision has been proposed and the contributions are summarized as follows: 1) A 
novel vibration detection method using out-of-plane vision has been established. 2) Combined the 
principle of optical flow, a novel model of the vibration detection based on out-of-plane vision 
using optical flow method has been proposed. 3) Three vibration detection methods based on the 
proposed models with a cantilever beam have been studied. 4) Arbitrary pixel feature points near 
the edge feature have been chosen for the structure natural frequency recognition, which averts 
complex edge extraction process and the effectiveness of the proposed method has been verified. 
5) Visual vibration detection experiments with a cantilever beam and a motor cover have been 
implemented to verify the efficacy of the proposed methods. Results indicate that the pixel feature 
point method can accurately identify the vibration frequency information with low requirement of 
experiment equipment and environment and can eliminate complex image feature extraction in 
visual vibration detection. The vibration information is usually vital for applications [20, 21]. 
The rest of this paper is organized as follows. Section 2 introduces the principle of optical flow 
and Lucas-Kanade algorithm. Section 3 introduces the basic principle of vibration detection base on 
out-of-plane vision. Section 4 discusses two optical flow tracking methods for vibration detection 
based on out-of-plane vision, and three vibration detection strategies with a cantilever beam are given. 
Section 5 describes the applications of the proposed methods with a cantilever beam and a motor 
cover. Finally, the paper is concluding with a discussion of this work in Section 6. 
2. Principle of optical flow 
Optical flow uses the pixel intensity data of image sequences in temporal variation and 
correlation to determine the movement of pixel position and to obtain the three-dimensional 
motion field [22, 23]. It has three basic assumptions generally [24]: 1) Constant brightness 
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between adjacent frames; 2) the extraction of video frame is continuous, and the object movement 
between adjacent frames is relatively small; and 3) the movement of objects maintains spatial 
consistency, i.e. the pixels of the same sub-image have the same motion. 
Set ܫ(ݔ, ݕ, ݐ) as the luminance of an image pixel (ݔ, ݕ) at time ݐ. According to the constant 
brightness of optical flow and the assumption of tiny motion, there is: 
ܫ(ݔ + Δݔ, ݕ + Δݕ, ݐ + Δݐ) = ܫ(ݔ, ݕ, ݐ). (1)
According to the Taylor series, we have: 
ܫ(ݔ + Δݔ, ݕ + Δݕ, ݐ + Δݐ) = ܫ(ݔ, ݕ, ݐ) + Δݔ ߲ܫ߲ݔ + Δݕ
߲ܫ
߲ݕ + Δݐ
߲ܫ
߲ݐ + ݁, (2)
where ݁ is a high-order error term on ∆ݔ, ∆ݕ, ∆ݐ. From Eq. (1) and Eq. (2), one has: 
Δݔ
Δݐ
߲ܫ
߲ݔ +
Δݕ
Δݐ
߲ܫ
߲ݕ +
߲ܫ
߲ݐ = 0. 
That is: 
ܫ௫ݑ + ܫ௬ݒ + ܫ௧ = 0, (3)
where ܫ௬ = ߲ܫ ߲ݕ⁄ , ܫ௧ = ߲ܫ ߲ݐ⁄  are the gradient of the image in space and time respectively, and: 
ݑ = ΔݔΔݐ，ݒ =
Δݕ
Δݐ. (4)
Are the optical flow velocity in ݔ and ݕ components respectively. The above equations also 
describe the motion state of the object. Although there is some optical flow computation  
methods, the Lucas-Kanade algorithm is employed in this paper [25]. 
3. Principle of vibration detection base on the out-of-plane vision 
The basic principle of vibration detection based on out-of-plane vision is shown in Fig. 1 
according to the pinhole imaging model. One camera is perpendicular to the direction of vibration. 
Hence, image size will change following the change of object distance caused by the displacement 
of out-of-plane motion, which contains the structure vibration characteristic information. 
 
Fig. 1. Pin-hole model of camera imaging 
As shown in Fig. 1, ܱ is the camera optical center, ܽ is the image distance, ܾ is the object 
distance, ܣ is an arbitrary point in space at time ݐ଴, space coordinate is ܣ(ܺ(ݐ଴), ܻ(ݐ଴), ܼ(ݐ଴)). 
ܤ൫ݔᇱ(ݐ଴), ݕᇱ(ݐ଴)൯ is the image coordinate of point ܣ according to the pinhole imaging model. At 
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time ݐ, ܣ becomes ܣᇱ(ܺ(ݐ), ܻ(ݐ), ܼ(ݐ)) after its out-of-plane motion ݓ(ݐ), and ܤᇱ൫ݔᇱ(ݐ), ݕᇱ(ݐ)൯ 
is the image coordinates of point  ܣᇱ. According to similarity relation, displacement of image ݔ(ݐ) 
is given by: 
ݔ(ݐ) = ݔᇱ(௧) − ݔᇱ(௧బ) = ܽ×ܺ(ݐ)ܾ − ݓ(ݐ) −
ܽ×ܺ(ݐ଴)
ܾ . 
As ܣ  only has an out-of-plane motion, ܺ(ݐ) = ܺ(ݐ଴) , then the above equation can be 
expressed as: 
ݔ(ݐ) = ܽ×ܺ(ݐ)×ݓ(ݐ)ܾ൫ܾ − ݓ(ݐ)൯ . (5)
In Eq. (5), when the object distance ܾ increases, the change of measurement caused by the 
out-of-plane motion will reduce significantly. When ܾ is much larger than ݓ(ݐ), Eq. (5) can be 
rewritten as: 
ݔ(ݐ) = ܽ×ܺ(ݐ)×ݓ(ݐ)ܾଶ = ݇ ⋅ ܺ(ݐ) ⋅ ݓ(ݐ). (6)
Similarly: 
ݕ(ݐ) = ܽ×ܻ(ݐ)×ݓ(ݐ)ܾଶ = ݇ ⋅ ܻ(ݐ) ⋅ ݓ(ݐ), (7)
where ݇ = ܽ ܾଶ⁄  is a ratio representing the relationship between the image distance and the object 
distance. Consequently, out-of-plane motion ݓ(ݐ) can be represented by the pixel displacement 
of target image. Supposing ܩ(ܺ, ܻ) is the modal function of the system, ݃(ݐ) is the unit impulse 
response of the system, then, out-of-plane motion ݓ(ݐ) can be expressed [24] by: 
ݓ(ݐ) = ܩ(ܺ, ܻ) ⋅ ݃(ݐ). (8)
From Fig. 1 and Eqs. (6) and (7), on the one hand, the image coordinate of a certain point on 
the space (ܺ, ܻ are constants) is the function of time. On the other hand, the space point of a 
certain point in the video ( ݔ , ݕ  are constants) is also the function of time. Substituting  
ܰ(ݐ) = ܩ(ܺ(ݐ), ܻ(ݐ)) into Eqs. (6)-(8), yields: 
൜ݔ(ݐ) = ݇ ⋅ ܺ(ݐ) ⋅ ܰ(ݐ) ⋅ ݃(ݐ),ݕ(ݐ) = ݇ ⋅ ܻ(ݐ) ⋅ ܰ(ݐ) ⋅ ݃(ݐ). (9)
In this case, the displacement of the pixel reflects the out-of-plane motion of the object, where 
ܺ(ݐ), ܻ(ݐ), ܰ(ݐ), ݃(ݐ) have the same periodic component. From the above analysis, the pixel 
position of the target feature needs to be known exactly when applying the change of pixel 
displacement for measuring out-of-plane motion. Therefore, image feature extraction and 
recognition are the key to this method. 
4. Principle of optical flow tracking for vibration measurement 
4.1. The Estimation of the out-of-plane vibration (ࢆ direction) of the space feature point 
ࡼ(ࢄ(࢚૙), ࢅ(࢚૙)) 
According to Eq. (9), ܰ(ݐ଴) = ܩ൫ܺ(ݐ଴), ܻ(ݐ଴)൯, ܺ(ݐ଴), ܻ(ݐ଴) keeps constant in this case. The 
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image coordinate ܳ(ݔ(ݐ), ݕ(ݐ)) of point ܲ is the time function. Combined with the definition of 
optical flow in Eq. (4), there is: 
ݑ(ݔ(ݐ), ݕ(ݐ), ݐ) = ߲ݔ߲ݐ =
߲[݇ ⋅ ܺ(ݐ଴) ⋅ ܰ(ݐ଴) ⋅ ݃(ݐ)]
߲ݐ = ݇ ⋅ ܺ(ݐ଴) ⋅ ܰ(ݐ଴) ⋅ ݃
ᇱ(௧). 
Similarly: 
ݒ(ݔ(ݐ), ݕ(ݐ)) = ݇ ⋅ ܻ(ݐ଴) ⋅ ܰ(ݐ଴) ⋅ ݃ᇱ(௧). 
Then: 
൜ݑ(ݔ(ݐ), ݕ(ݐ), ݐ) = ݇ ⋅ ܺ(ݐ଴) ⋅ ܰ(ݐ଴) ⋅ ݃′(ݐ),ݒ(ݔ(ݐ), ݕ(ݐ), ݐ) = ݇ ⋅ ܻ(ݐ଴) ⋅ ܰ(ݐ଴) ⋅ ݃′(ݐ). (10)
In this case, optical flow can be obtained from the differential of the impulse response function. 
As the space feature point in the image coordinate is different at different moments, this method 
also requires accurate tracking of image feature point in order to confirm the optical flow of the 
space feature point. The method is named as space feature point method. 
4.2. The estimation of the space motion of the pixel feature point ࡽ(࢞(࢚૙), ࢟(࢚૙)) 
According to Eq. (9), the image coordinates of ܳ  keeps constant in this case. Its space 
coordinate ܲ൫ܺ(ݐ), ܻ(ݐ)൯ and ܰ(ݐ) = ܩ(ܺ(ݐ), ܻ(ݐ)) will be the time function. Combined with 
the definition of optical flow in Eq. (4), one has: 
ݑ(ݔ(ݐ଴), ݕ(ݐ଴), ݐ) =
߲ݔ
߲ݐ = ݇[ܺ(ݐ) ⋅ ܰ(ݐ) ⋅ ݃(ݐ)]
ᇱ. 
Similarly: 
ݒ(ݔ(ݐ଴), ݕ(ݐ଴), ݐ) = ݇[ܻ(ݐ) ⋅ ܰ(ݐ) ⋅ ݃(ݐ)]ᇱ. 
Then: 
൜ݑ(ݔ(ݐ଴), ݕ(ݐ଴), ݐ) = ݇[ܺ(ݐ) ⋅ ܰ(ݐ) ⋅ ݃(ݐ)]
ᇱ,
ݒ(ݔ(ݐ଴), ݕ(ݐ଴), ݐ) = ݇[ܻ(ݐ) ⋅ ܰ(ݐ) ⋅ ݃(ݐ)]ᇱ. (11)
In this case, optical flow can be obtained from the product of three cycles of the same signal. 
Since the image coordinate of calculating the optical flow keeps constant, pixel feature point 
tracking is not needed. Hence this method is named as pixel feature point method. 
4.3. Optical flow tracking for vibration detection methods with a cantilever beam 
The first order vibration mode function of the cantilever beam is given by: 
ܩ(ݔ) = chߚݔ − cosߚݔ − chߚܮ + cosߚܮshߚܮ + sinߚܮ (shߚݔ − sinߚݔ), (12)
where ߚ is the eigenvalue of the first-order vibration mode, and ܮ is the length of the cantilever 
beam. Impulse response function is given in Eq. (13) as: 
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݃(ݐ) = ݁
ିకఠ೙௧
ඥ1 − ߦଶ sin(߱ௗݐ + ߙ),     (ݐ ≥ 0), (13)
where ߱௡ is natural frequency of the cantilever beam, ߦ is the damping ratio. ߱ௗ = ߱௡ඥ1 − ߦଶ, 
ߙ = arctg൫ඥ1 − ߦଶ ߦൗ ൯. 
Then, the cantilever beam vibration displacement function can be obtained as [26]: 
ܯ(ݔ, ݐ) = ܩ(ݔ). ݃(ݐ) = ܩ(ݔ) ݁
ିకఠ೙௧
ඥ1 − ߦଶ sin(߱ௗݐ + ߙ),     (ݐ ≥ 0). (14)
According to Eq. (9), pixel displacement of the object’s out-of-plane motion is: 
ۖە
۔
ۖۓݔ(ݐ) = ݇ ⋅ ܺ(ݐ଴) ⋅ ܰ(ݐ଴) ⋅
݁ିకఠ೙௧
ඥ1 − ߦଶ sin(߱ௗݐ + ߙ),
ݕ(ݐ) = ݇ ⋅ ܻ(ݐ଴) ⋅ ܰ(ݐ଴) ⋅
݁ିకఠ೙௧
ඥ1 − ߦଶ sin(߱ௗݐ + ߙ).
 (15)
Combining Eq. (10) with Eq. (14), the vibration velocity of the space feature point with the 
cantilever beam can be obtained as: 
ۖە
۔
ۖۓݑ(ݔ(ݐ), ݕ(ݐ), ݐ) = ݇ ⋅ ܺ(ݐ଴) ⋅ ܰ(ݐ଴) ⋅
݁ିకఠ೙௧
ඥ1 − ߦଶ ⋅ ߱௡ ⋅ sin(߱ௗݐ),
ݒ(ݔ(ݐ), ݕ(ݐ), ݐ) = ݇ ⋅ ܻ(ݐ଴) ⋅ ܰ(ݐ଴) ⋅
݁ିకఠ೙௧
ඥ1 − ߦଶ ⋅ ߱௡ ⋅ sin(߱ௗݐ).
 (16)
Substituting Eq. (11) into Eq. (14), the vibration velocity of the pixel feature point with the 
cantilever beam can be obtained as: 
ۖە
۔
ۖۓݑ(ݔ(ݐ଴), ݕ(ݐ଴), ݐ) = ݇ ⋅ [ܺ(ݐ) ⋅ ܰ(ݐ) ⋅
݁ିకఠ೙௧
ඥ1 − ߦଶ sin(߱ௗݐ + ߙ)]′,
ݒ(ݔ(ݐ଴), ݕ(ݐ଴), ݐ) = ݇ ⋅ [ܻ(ݐ) ⋅ ܰ(ݐ) ⋅
݁ିకఠ೙௧
ඥ1 − ߦଶ sin(߱ௗݐ + ߙ)]′.
 (17)
It’s widely known that vibrational frequencies can be obtained by the frequency domain 
analysis of the object’s vibration signal. In Section 3, the object’s out-of-plane motion ݓ(ݐ) can 
be represented by the pixel displacement of target image. Hence, its vibrational frequencies can 
be achieved by the Fourier transform of pixel displacement. From this section, the pixel 
displacement can also be changed by the optical flow of the object. Consequently, its vibrational 
frequencies can be obtained by the Fourier transform of optical flow of the object. 
5. Experimental analysis 
5.1. Experimental system 
Experiments were carried out to validate the effectiveness of the proposed method. An 
experimental system was constructed as shown in Fig. 2. The camera is Germany Baumer’s 
TXG03c CCD camera, whose highest resolution is 656×490 and its maximum frame rate of the 
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highest resolution is 90 Fps. The camera was placed on the ݔ-ݕ plane, and the central axis of the 
camera was parallel to the ݖ-axis in the experiment. The cantilever beam was an aluminum alloy 
plate, with length (ݔ direction) 550 mm, width (ݕ direction) 30 mm and height (ݖ direction) 3 mm. 
The density of the cantilever beam is 2800 Kg/m3, and its Young’s modulus is 6.3×1010 Pa. The 
black and white border line in the middle of the cantilever beam’s ݔ-ݕ plane is the characteristic 
line. This experiment was carried out under the 140×140 resolution of the camera and frame rate 
for 150 Fps. The hammer excitation was at point B. 
 
a) 
 
b) 
Fig. 2. a) The schematic diagram of the experiment setup; and b) experimental device figure 
5.2. Data analysis and comparison 
5.2.1. Comparison of three kinds of vibration detection methods 
Fig. 3 shows the original image with the optical flow calculation image at ݐ = 2 s, and the 
optical flow field at ݐ = 2 s. 
 
a) 
 
b) 
Fig. 3. a) The original image at ݐ = 2 s; b) optical flow field at ݐ = 2 s 
The result of the experimental data is analyzed using Eqs. (15)-(17). Due to the lack of the 
texture in ݔ-direction, the optical flow in ݔ-direction will temp to be zero which is verified in  
Fig. 3(b). The time-domain response signals obtained by the three methods of point ܭ  are 
illustrated in Fig. 4. 
From Figs. 4(a) and 4(b), it’s clear that edge pixel coordinates changing method and the optical 
flow method with space feature point exist certain phase difference. According to Eq. (15) and  
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Eq. (16), the certain phase difference is ߙ. When the damping ratio ߦ tends to be zero, ߙ will tend 
to be 90 degree (in red straight line). According to Eq. (10), optical flow is the first-order 
differential of displacement. It has more noise components when the experimental data is analyzed 
using optical flow method with space feature point. This is verified by Fig. 4(b). From Fig. 4(c), 
waveform in the region C is a constant. The result could be caused by two reasons. One is the lack 
of the texture in A and B regions as shown in Fig. 3(a), the other is the composition of the optical 
flow obtained by Eq. (17). However, ܰ(ݐ) = ܩ(ܺ(ݐ), ܻ(ݐ)) ≥ 0. This means that the product of 
the three cycles of the same signal can’t keep constant in a small district. Therefore, the lack of 
the texture in A and B regions will cause the corresponding ܫ௫ and ܫ௬ to be zero. Eventually, it 
will lead optical flow in the C region to be zero. 
 
Fig. 4. a) The time-domain response signal of edge pixel coordinates changing method;  
d) the time-domain response signal of optical flow method with space feature point;  
and c) the time-domain response signal of optical flow method with pixel feature point 
 
Fig. 5. a) The frequency response of edge pixel coordinates changing method;  
b) the frequency response of optical flow method with space feature point;  
and c) the frequency response of optical flow method with pixel feature point 
Fig. 5 shows the corresponding frequency curve in Fig. 4. From Fig. 5, these three methods 
can effectively measure the first-order natural frequencies with 7.76 Hz, while the simulation 
result of ANSYS is 7.96 Hz. The second-order natural frequency of structure can’t be recognized 
in Fig. 5(a). However, Fig. 5(b) and Fig. 5(c) show that the second-order natural frequency of 
structure is 47.90 Hz, while the simulation result of ANSYS is 49.88 Hz. High-order harmonic 
components exist in Fig. 5(c). According to Eq. (17), optical flow is obtained from the product of 
three cycles of the same signal, and ܰ(ݐ) = ܩ(ܺ(ݐ), ܻ(ݐ)) ≥ 0 . As a result, higher-order 
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harmonic components will appear in the frequency response curve of this method. Nevertheless, 
the method in Fig. 5(c) (pixel feature point method) does not require edge extraction, while the 
accuracy identification of vibration parameters in Fig. 5(a) and Fig. 5(b) is highly depended on 
edge feature extraction. 
5.2.2. Comparison of arbitrary pixel feature points 
In order to further illustrate the advantage of pixel feature point method, arbitrary pixel feature 
points J, K, L close to the edge feature are chosen in Fig. 3(a). The optical flow velocity of the 
three points is obtained by Eq. (17). Fig. 6 shows the time-domain response and the frequency 
response of the three points. 
From Figs. 6(a)-6(c), the time of constant region (in red circles) are unlike due to the different 
selection of feature points. The moment passing the area A and area B whose texture are not rich 
enough will change correspondingly with different feature points. From Figs. 6(d)-6(f), the 
arbitrary pixel feature points around the edge feature can effectively be used to recognize the 
natural frequency of structure. However, the amplitudes corresponding to the natural frequency 
are different. The amplitude of the nature frequency is depended on the richness of image texture. 
The image texture of point J is close to that of point L in Fig. 3(a), and the amplitudes of nature 
frequency are similar as shown in Fig. 6(d) and Fig. 6(f). Nevertheless, the method with pixel 
feature point using optical flow can effectively obtain the vibration characteristics of out-of-plane 
motion at arbitrary points. This avoids complex edge extraction process. 
  
Fig. 6. a) The time-domain response of J; b) the time-domain response of K; c) the time-domain response 
of L; d) the frequency response of J; e) the frequency response of K; and f) the frequency response of L 
5.2.3. Comparison with other methods for identification of vibration parameters 
Vibration measurement using an accelerometer is a traditional vibration analysis method, 
while edge detection is a common and mature image analysis method. Hence, the above two 
methods and optical flow method with pixel feature point, which avoids complex edge detection 
process in vibration measurement, were employed for the motor cover vibration parameters 
identification as shown in in Fig. 7. In the experiment, the rated speed of the motor is 3000 r/min. 
Hence the theoretical rotating frequency can be obtained by equation ݂ = ݊ 60⁄ =  50 Hz  
(݂ is the rotating frequency and n is the rated speed of the motor). The type of ICP piezoelectric 
accelerometer is PCB-333B45, and the type of data acquisition card is NI 9234. 
Time domain response of the three methods and its corresponding frequency response are 
shown in Fig. 8. The first order natural frequency of the motor cover can be obtained by Fig. 8. 
The comparison of experimental results with theoretical value is described in Table 1. 
From Table 1, it is obvious that accelerometer test method has the highest percentage error. 
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This is due to the change of the inherent dynamic characteristics caused by the accelerometer. 
Edge detection method has a medium percentage error. It is highly depended on the accuracy of 
edge feature extraction. Thus, edge detection method has certain requirements for imaging 
equipment and environment. Expensive imaging equipment such as high resolution camera, or 
additional high brightness lighting conditions will improve the accuracy identification of vibration 
parameters. The optical flow tracking method with pixel feature point can effectively recognize 
the vibration parameters of the structure without image feature extraction. Moreover, compared 
with the edge extraction method, the optical flow method with pixel feature point has lower 
recognition error. 
 
Fig. 7. Motor cover measuring system 
  
Fig. 8. a) The time-domain response signal of the accelerometer test method; b) the time-domain response 
signal of edge detection method; c) the time-domain response signal of optical flow method with pixel 
feature point; d) the frequency response of the accelerometer test method; e) the frequency response of 
edge detection method; and f) the frequency response of optical flow method with pixel feature point 
Table 1. Comparison of experimental results with theoretical value 
 Accelerometer test method 
Edge detection 
method 
Optical flow 
method 
Theoretical 
value 
Measured value 48.83 Hz 49.18 Hz 49.33 Hz 50 Hz 
Percentage error 2.34 % 1.64 % 1.34 %  
6. Conclusions 
Visual measurement has the advantages of non-contact, wide-range etc. Traditional image 
processing methods require matching features, boundary feature extraction, complex operations, 
complicated and expensive imaging equipment. Optical flow estimates space motion by analyzing 
the image brightness variance. In this paper, a model of vibration detection based on out-of-plane 
vision has been investigated. Two basic models of optical flow tracking method for vibration 
detection based on out-of-plane vision have been established according to the principle of the 
optical flow motion estimation and the model of vibration detection. Visual vibration detection 
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experiments with a cantilever beam and a motor cover have been conducted successfully to verify 
the efficacy of the proposed models compared with finite element simulation. It shows that the 
proposed pixel feature point method can effectively recognize the vibration frequency information 
without image feature extraction under conventional imaging condition. 
Optical flow tracking method for vibration detection based on out-of-plane vision in this paper 
still requires further study in the following three aspects: 1) Optical flow is obtained from the 
product of three cycles of the same signal in Eq. (11). More attention should be paid to separate 
the signal to obtain vibration mode function; (2) Amplitudes of different feature points are 
different as shown in Fig. 6. Further study will attempt to address the impact of the texture on the 
identification of vibration parameters; and (3) Vision measurement signal in the experiment is the 
vibration signal of out-of-plane motion. The focus of our further works is three-dimensional 
complex vibration analysis, and a general optical flow method of three-dimensional vibration 
needs to be established. 
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