Abstract. Discretization of state and action spaces is a critical issue in Q-Learning. In our contribution, we propose a real-time adaptation of the discretization by the progressive widening technique which has been already used in bandit-based methods. Results are consistently converging to the optimum of the problem, without changing the parametrization for each new problem.
Introduction
In a large number of real world applications it is intractable to estimate a model. Q-Learning is a well known model-free reinforcement learning algorithm, where Q-values -which estimate the expected reward for taking a particular action in a given state -are learnt. However, in the approach it is assumed that the domain is discrete, or discretized. If the state and/or action spaces are continuous, the application of the Q-Learning is not straightforward. If the state/action domains are continuous (or very large), it becomes hardly possible to keep (and to update) a look-up table which contains Q-values for each state-action pair. Besides discretization approaches [1, 2, 3] , including adaptive techniques, there exist a number of techniques applied to the reinforcement learning which allow to work with continuous values. To discretize a continuous state and action space is a challenge, since if a discretization is too rough, it will be impossible to find the optimal policy; if a grid is too fine, the generalization will be lost.
Among the state-of-the art approaches are the following discretizing (and often feature and model selecting) approaches. A historical but still actively exploited approach is CMAC (Cerebellar Model Arithmetic Computer) that has been introduced for robotics [4, 5] . In CMAC Q-Learning the state space is partitioned into tiles, which are binary features. A parameter (or weight) θ is associated with each tile, and Q-values are not kept in a look-up table but are represented by a parametric family of functions, parametrized by the vector Θ. CMAC Q-Learning is similar to a neural network. Overall, the introduction of neural networks into Q-Learning to process continuous states has been actively studied, see e.g., [6] . If the number of tiles is quite large, the computational complexity of such parametric approaches can be high.
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Author manuscript, published in "ICONIP 2011, China (2011)" Vector Quantization Q-Learning (VQQL) [7, 8] produces a compact representation of the state domain via clustering of simulated states. The drawback of the method is that a refinement of the grid is not foreseen.
Recently in [9] the Two Steps Reinforcement Learning (2SRL) has been introduced, where decision (and regression) trees are used to perform the state space discretization. The algorithm is based on two alternating steps; in the first phase some discretization of the state domain is produced, in the second one a current policy is improved. The reported drawback of the method is the requirement for the discrete reward function.
The important problem is to refine the discretization grid of states (and actions) adaptively, especially around the areas of interest, e.g., around the goal. If the initial grid is rather coarse, and if all vertices of the grid are far enough from the goal, it is possible that an agent never reaches a goal. An adaptive approach to refine the initial grid has been recently proposed by [10] . The idea is to provide pseudo-goals which lie on the vertices of the initial grid. It has been shown that the method is efficient, however, its serious disadvantage is that the knowledge of a location of a goal is required. The initialization of the grid with the pseudo-goals, which are in a proximity to the true goal, is not obvious.
In this contribution, we propose a technique, inspired by methodologies developed in Monte-Carlo Tree Search, for directly working in the continuous setting. To the best of our knowledge, this is the first dynamic discretization approach handling both continuous states and continuous actions -which is critical for many important applications.
The paper is organized as follows. Section 2 presents progressive widening QLearning. Section 3 provides the results of our experiments on both a synthetic reinforcement learning task and on a realistic problem of a robot navigation is a 3-dimensional partially observable environment. Concluding remarks and perspectives close the paper.
Progressive Widening Q-Learning
In this section, we describe briefly the Q-Learning approach. We discuss its limits with respect to continuous problems, and introduce progressive widening Q-Learning procedure.
Q-Learning Approach
To solve a goal-planning task means to find an optimal policy, i.e. a policy π that is equal or better (in terms of cumulated expected reward) than any other policy π. It is known [11] that optimal policies share the same optimal action-value function Q . Given a set of states S and a set of actions A, optimal hal-00624832, version 1 -20 Sep 2011 action-value function is defined as
where P a ss = p(s |s, a), R is the reward, s, s ∈ S, and a, a ∈ A. In other words, the action-value function Q : S × A −→ R defines the quality of each (state, action) pair.
Q-Learning is a general term for approaches which compute the expected reward given an action a in a given state s, and allow to choose an action maximizing the reward value. The strength of Q-Learning methods is that they do not require any knowledge of a model of environment P a ss , which is not available in a number of real-world applications.
An example of a policy is the greedy policy, given by
which we use in the following. One-step Q-Learning is proposed by [12] . The approach is based on the following update rule:
where α is usually called learning rate, α ∈]0; 1], and γ -discount factor, γ ∈ [0; 1[. The complete reinforcement learning procedure is drafted as Algorithm 1.
Algorithm 1 One-step Q-Learning
Initialize Q(s, a) for each episode do Initialize s for each step of episode do Choose a ( -greedy policy derived from Q) Take action a, observe r and s We can naturally apply the double progressive widening procedure to the Q-Learning framework. Since our state and action spaces both are continuous, some discretization has to be done, if we want to apply the Q-Learning directly. At the same time, both the state and action spaces should be well explored to achieve some reasonable cumulated reward. For this, we slowly increase the number of states and actions, by the progressive widening technique successfully used in bandit-based algorithms [13, 14, 15] . When a state is sufficiently highly visited, compared to the number of times the previous action has been tried in the previous state, then it is added in the discretization of states; and when the number of visits of a state is sufficiently large, compared to the pool of actions already considered, then a new action is added. The discretization of states and actions is carried out based on the Euclidean distance. A newly observed state (action) gets the same discrete value as its closest state (action) in the already explored set of states S (set of actions A).
The approach we use is drafted as Algorithm 2; λ is the progressive widening parameter associated with states exploration, and λ -with exploration of decisions. Both parameters are equal in our experiments, so that we do not introduce a bias by a highly tuned parameterization; interestingly, we will see that some values of λ = λ are good for all our tests. Choose action a from {a1, . . . , a k } associated with s using Eq. (2) Update the number of visits nbV isits(s, a) = nbV isits(s, a) + 1 Take action a, observe s and r if " CnbV isits(s, a)
Algorithm 2 Progressive Widening Q-Learning
λ > #S " & " s / ∈ S " then S = S ∪ send if Update Q(s, a), using Eq. (3) s = arg min s ∈S s − s end for end for hal-00624832, version 1 -20 Sep 2011
Experiments
In this section, we illustrate efficiency of the proposed progressive widening QLearning on a synthetic problem called Treasure Hunt, and on a realistic -robot navigation -task.
Treasure Hunt Problem
The problem considered in this section is an artificial problem which allows us to demonstrate clearly that the double progressive widening Q-Learning is a powerful approach. Treasure Hunt is a two-dimensional problem, i.e., an agent moves in a two-dimensional environment, with the dimensions 15 × 15. The aim of the agent is to discover the treasure. Both the agent and the treasure are always initialized in the same coordinates (the agent is initialized in the lower left corner of the 15 × 15 room, and the treasure is located in the upper right corner). The agent knows his position at each time step. The reward equals 1000 when the treasure is reached, otherwise the instantaneous reward equals −1.
To consider different scenarios, we make use of three variations of the Treasure Hunt framework:
1. Treasure Hunt as described above 2. An obstacle is added, i.e. a hole is added in the center of the two-dimensional space. If the agent falls into the hole, the reward is −500.
Uniform noise (on states) is added
The difficulty is the fact that both states (positions of the agent) and actions (or decisions of the agent) are continuous. In our experiments, we compare the standard Q-Learning without progressive widening with the method proposed above. To perform experiments with the standard Q-Learning we discretize the state and action spaces using some grid of a constant size. The progressive widening parameter λ controls how many and how fast new states and actions are added to the table, which contains states × actions Q-values. In our experiments, we apply the same progressive widening parameter value to states and actions, i.e., λ = λ . Note, that when λ = 0, neither new states, nor new actions are added, and therefore, the results are equivalent to ones of the standard QLearning. We can start the progressive widening procedure from empty sets for states and actions. In the experiments, we have considered two cases: we start the learning procedures (Q-Learning and progressive widening Q-Learning) from 1 pre-simulated state and action; and from 5 pre-simulated states and actions. We use the following Q-Learning parameters is our experiments: α = 0.15, γ = 0.85.
The following figures illustrate our results -the mean of the cumulated reward -on different scenarios of the Treasure Hunt problem and for difference progressive widening (PW in the legend) parameter values. The number of Monte-Carol simulations on the plots is 500. Figure 1 is the basic case, where there are no any obstacles and the transitions are completely deterministic (no noise). Figure 2 demonstrates the case with the noise. Figure 3 is the variation with the hole in the center of the 2-dimensional search space, and Figure 4 is the scenario with the obstacle and with the noise. We can conclude that the standard Q-Learning with 1 pre-simulated state and action copes quite bad with the task. The Q-Learning which disposes 5 states and 5 actions ameliorates the performance when the number of the Learning episodes increases. It is obvious that the double progressive widening Q-Learning is much more efficient. Note, that the progressive widening parameter plays a significant role, λ = 0.5 allows to add more states and actions than λ = 0.25, and hence makes the discretization of the state and action spaces more adapted. Overall, the problem is rather simple and can be discretized in a small number of states and actions. 
Robot Navigation in a 3D Partially Observable Environment
Autonomous robot navigation is a challenging task, especially in an environment which is partially observable. The values of the Q-Learning parameters and the number of simulations are the same as in the previous section.
The 3D simulator we use in our experiments has been developed at IDIAP 1 . The simulator models the 3D environment which resembles one designed for computer video games. An agent is placed in a virtual room, and the goal is to teach it to touch the red flag. In every training (and testing) episode, the robot and the flag are placed randomly. The described task is a typical problem which can be solved by reinforcement learning. If the robot touches the walls, the instantaneous reward equals −1, if the red flag is reached the reward is +10, otherwise the reward is 0 at each time step. The difficulty of the task is that the environment is not fully observable, it is partially observable. The robot does not know its position. The agent has to deduce where it is and what it has to do (i.e., which action should be taken) based on video images it gets on each time step. Figure 5 illustrates two typical observations of an agent (on the left: the robot does not observe the goal, on the right: the robot sees the flag).
On each time step, the agent gets a video image. Using the a priori knowledge that the flag, the robot is looking for, is red, we apply the image processing technique to extract the information, whether the agent sees the flag, whether the flag is observed on the right/left/in front of the robot. We have introduced an additional reward for the training phase only. If the flag is observed on the right or on the left, the supplementary reward is +2.5, if the robot can observe the goal just in front of it, the supplementary reward equals +5. Figure 6 shows the dependence of the cumulated reward (test phase) on the learning time.
In the Appendix we provide video images of a typical exploitation trajectory of the agent. The robot and the goal are initialized and placed randomly, and the agent is approaching the the red flag. Fig. 6 . Navigation of the robot in a 3D environment: cumulated reward (testing phase); λ = 0.5 in [16] can be used for proving the consistency of our approach. Experimental results suggest that the algorithm efficiently adapts the discretization where it is needed, and that the "widening" principle, consisting in extending an edge when it is simulated more than n λ times where n is the number of visits to the parent situation, is a stable methodology with coefficient λ around 1 3 (interestingly, nearly the same constant as in [17] and [16] in different contexts).
