Abstract-Sea-surface scattering by wind-generated waves and bubbles is regarded to be the main nonplatform related cause of the time variability of shallow acoustic communication channels. Simulations for predicting the quality of acoustic communication links in such channels thus require adequate modeling of these dynamic sea-surface effects. For frequencies in the range of 1-4 kHz, there is an important effect of bubbles on sea-surface reflection loss due to refraction, which can be modeled with a modified sound-speed profile (SSP) accounting for the bubble void fraction in the surface layer. The bubble cloud then acts as an acoustic lens, enhancing the rough-surface scattering by the resulting upward refraction. It is shown here that, for frequencies in the considered range of 4-8 kHz, bubble extinction, including both the effects of bubble scattering and absorption, provides a significant additional contribution to the surface loss. Model-based channel simulations are performed by applying a ray tracer, together with a toolbox for generation of rough sea-surface evolutions. This practical simulation framework is demonstrated to provide realistic results for both stationary and mobile communication nodes by capturing specific features observed in experiments, such as time variability, fading reverberation tails, and wind-speed dependence of the Doppler power spectrum.
Simulation of an Underwater Acoustic Communication Channel Characterized by Wind-Generated Surface Waves and Bubbles large networks ( 10 nodes). Fig. 1 shows our modeling chain providing physical-layer statistics to the network simulations.
Underwater acoustic channel simulations can be performed at different levels of realism and flexibility [1] . The most realistic but least flexible level is to perform an exact replay of an experimental channel sounding. This requires that the input signal fits within the frequency band and time span of the probe signals used in the experiment. Furthermore, the measurement geometry (propagation distance, bottom depth, transmitter/receiver depths) and the environmental conditions [bottom/surface roughness, sound-speed profile (SSP)] cannot be changed. Nevertheless, with a sufficiently broad database of measured impulse responses (different probe signals, geometries, and environments), the replay level is a valuable solution for testing new modulations. For generation of physical-layer statistics for network simulations, adequate stochastic modeling must be added to the replay level, providing several distinct realizations with the same statistical properties as the original measurements, assuming that the channel is statistically stationary. Consequently, the stochastic level allows waveforms of any time duration. Both replay and stochastic modeling levels are implemented in the MIME channel simulator [1] , [2] used in the European Defence Agency project Robust Acoustic Communications in Underwater Networks (EDA-RACUN) in which the reported research has been conducted.
A more flexible solution is to also include propagation modeling. Evidently, this is also less realistic as not all physics is included in the modeling and often not all necessary environmental information is available. In the present study, the publicdomain ray/beam-tracer BELLHOP [3] is applied, which is specified to be suitable for many range-dependent problems (sea surface, SSP, bathymetry) and is quite efficient, at least for single frequencies. Regarding the realism of this modeling solution, Fig. 2 illustrates the challenge that we are facing, by showing qualitative differences between simulations, for a perfectly reflecting flat surface and a flat sandy bottom, and measurements for a similar geometry. As shown in Section IV, we can obtain significant improvements by adding sea-surface modeling, including wind-generated waves and bubbles. This is in line with [4] [5] [6] . These studies explain the advantages of including a realistic moving sea surface in the simulations, while the latter reference also suggests to account for bubble effects for further improvement. The authors of the present paper do not know of any existing work that combines waves and bubbles in acoustic propagation simulations applied to communications. 
II. SEA-SURFACE MODELING

A. Introduction
The objective of this work is to improve channel modeling for underwater acoustic communication by incorporation of the effects of time-varying ambient conditions, especially those associated with wind-generated waves and bubbles. These effects are in many cases the main cause of time-varying multipath and Doppler spread when both the transmitter and the receiver are stationary. The sea-surface dynamics can roughly be divided into two basic mechanisms: 1) periodic vertical motion of the sea surface; 2) near-surface bubbles created by (breaking) waves. See Fig. 3 for a schematic illustration of these effects.
We simulate the dynamical situation by performing ray-tracing computations at many consecutive realizations of the sea surface. The surface Doppler effects come in as a consequence of the variation of the reflected path lengths between consecutive realizations. This is called the range rate [1] :
, with the distance from the transmitter to the receiver, along a connecting sound path at time . In this way, the sea-surface modeling reduces to accounting for surface roughness at different spatial scales and for the presence of air bubbles in the propagation modeling. Both mechanisms will be addressed in this paper, and suitable modeling approaches are proposed. It is well known that surface waves may cause focusing and variation of path lengths. Focused surface reflections may be stronger than the direct path [7] and their rapidly changing amplitude, phase, and travel time present a challenge for phasecoherent communication schemes and channel equalizers. The variation of path length comes in different forms. Surface reflections may move back and forth in delay [6] , [7] , occur as a pair of micropaths with Doppler shifts of opposing signs [7] , or make one-way trips in delay [8] , [9] . Preisig and Deane [7] were able to reproduce important features of their measurements with the propagation model of Tindle [10] , whereas Badiey et al. [9] were able to explain their measurements with a 2-D parabolic-equation model. The simulated time evolutions of the channel impulse response in Section IV show that our model is capable of producing time-varying delays and focusing effects. Fig. 4 . Example of a 2-D sea-surface realization using the WAFO toolbox for MATLAB [15] . This specific realization uses the JONSWAP spectrum, with significant waveheight 7 m and modal wave period 11 s, and "cos-2s" angular spreading.
Wind-generated bubbles become significant for Beaufort wind force 4 and above, corresponding to wind speeds (at 10 m height) above 6 m/s. For developed seas, i.e., long fetch lengths, this corresponds roughly to significant waveheights of 1 m and higher, corresponding to a root mean square (rms) surface roughness 0.24 m for a Pierson-Moskowitz (PM) waveheight spectrum [11] , and sea states of 3-4 and higher [12] . This is supported by measurements of Thorpe [13] , performed for various wind conditions in a lake (Loch Ness, Scotland). These results show that at a wind speed of 6 m/s, the bubble layer is up to a few meters thickness.
The following sections consider the options for modeling of rough surfaces typical for the sea-surface conditions as described above, and for modeling of the effect of the related bubble layer. The relevance of both mechanisms for wind speeds above 6 m/s calls for an integrated approach.
B. Modeling of Surface Waves
As described by Siderius and Porter [4] , it is possible to specify an almost arbitrary sea-surface height distribution in BELLHOP. The main limitations are that breaking waves are not supported, i.e., only a single height value for each position, and that the height distribution should be 1-D. Although the primary source of the near-surface bubbles is the air entrainment due to breaking waves, the sea-surface realizations are derived from wave spectra based on observed/measured significant waveheights, and details of overtopping waves are lost in these statistical descriptions. The second limitation requires some consideration. On the spatial scales of the acoustic wavelengths of interest, i.e., 20-40 cm for the considered frequency band of 4-8 kHz, the sea-surface height distribution is intrinsically 2-D, giving rise to out-of-plane scattering effects [5] . The occurrence of long Doppler-spread reverberation tails, as observed in experiments of van Walree [8] for the 10-18-kHz band, may be due to out-of-plane scattering effects, and such features are important for communication channels. However, taking these effects into account would require 3-D acoustic computations, which was outside the scope of this research, which aimed at a practical simulation tool. Instead, a vertical cross section is made at the line from the transmitter to the receiver.
To obtain realistic waveheight distributions for rough-surface scattering, we use established waveheight spectra from literature, such as PM [11] for a fully developed sea (Atlantic Ocean), and JONSWAP [14] for a short fetch (North Sea). We hereby assume that, for the considered 4-8-kHz band, the influence of capillary waves (driven by surface tension) on the scattering is negligible compared to the influence of gravity waves. Convolution with an angular spreading function, to account for variability of the wind direction, results in directional wave spectra, providing the 2-D structure of the wave. An example of a realistic sea surface is shown in Fig. 4 . This surface realization has been created with the Wave Analysis for Fatigue and Oceanography (WAFO) toolbox for MATLAB [15] , [16] , using the Joint North Sea Wave Project (JONSWAP) waveheight spectrum and a suitable (frequency-dependent) angular spreading function. Time-evolving sea surfaces can also be generated with this toolbox.
C. Modeling of Bubbles
We now turn our attention to modeling of the second mechanism, i.e., the effect on sound propagation of wind-generated bubbles in the surface layer. The pioneering work of Keiffer et al. [17] demonstrates the importance of this bubble layer on surface backscattering strength, and effects on forward propagation are reported by Norton and Novarini [18] and Ainslie [19] . Norton and Novarini [18] conclude that the main effect comes from scattering from "patchiness" of the bubble cloud, implying that a range-averaged bubble model is not sufficient to predict effects reported by Weston and Ching [20] . However, Ainslie [19] concludes that the magnitude, frequency dependence, and wind-speed dependence of surface loss can be predicted without patchiness. It seems likely that both scattering from plumes and refraction are important in different circumstances, but the relative importance of these two phenomena is not yet known. Our present purpose is to explore to what extent a range-averaged cloud is a useful model for studying wind-related effects on underwater communication.
The effect of wind-generated bubbles in the surface layer can be further subdivided in three physical mechanisms:
1) refraction, due to the SSP being changed by the bubble void fraction; 2) forward and backward scattering; 3) absorption, together with the scattering denoted as extinction of coherent propagation. Small bubbles have a longer lifetime than large bubbles. The bubble population spectral density decreases rapidly for bubble sizes above 1 mm, corresponding to acoustic resonance frequencies below 3 kHz [21] . Small and large bubbles affect acoustical interactions with the sea surface through different mechanisms. Small bubbles provide a large contribution to the void fraction, and are thus mainly responsible for refraction. Larger bubbles, especially those that resonate in the signal band, are important for scattering/extinction [22] . For a thorough textbook treatment of bubble acoustics, the reader is referred to [23] . We consider the Hall-Novarini (HN) bubble population model [17] , [24] , which treats the near-surface bubbles as a diffuse wind-speed-and depth-dependent bubble cloud. The HN bubble size distribution includes bubbles of radius up to 1 mm. For the 4-8-kHz frequency band of interest, the radius of resonant bubbles is smaller than 1 mm. Using the HN model, Keiffer et al. [17] reproduced previously unexplained features of sea-surface backscattering strength measurements, as did van Vossen and Ainslie [22] , who demonstrated the importance of including bubbles of radius exceeding 1 mm to explain measurements of the surface backscattering strength at 940 Hz. In this work, we explore the extent to which a diffuse bubble cloud, in the form of the HN model, can be used to reproduce observed characteristics of the channel impulse response [8] for modeling of a communication channel. We remark that the forward scattering mechanism is missing in the applied bubble cloud model, whereas it is recognized to be a relevant mechanism for acoustic communication. Furthermore, Fig. 10 from [25] gives the impression that the HN model might underestimate the void fraction for bubbles of radius of about 100-200 m. However, the use of this model by [19] and [22] did not result in underestimation of the acoustical effects of the bubbles.
A more advanced approach would be to model also the presence of bubble plumes [18] , but this would largely complicate the space and time dependence. Given the conflicting conclusions of Norton and Novarini [18] and Ainslie [19] , the additional effort is not necessarily justified. For integration with the propagation modeling, i.e., BELLHOP, a practical way is to take into account the presence of a bubble cloud by means of a horizontally averaged bubble field, taking care to avoid step changes in sound speed by ensuring a smoothly varying air void fraction. Next to the bubble distribution, the sound speed also depends on frequency.
Ainslie [19] showed that extinction due to the bubble cloud has a significantly smaller impact than refraction on coherent reflection loss of a plane wave in the frequency range 1-4 kHz. The effect of bubble refraction is an enhanced sea-surface interaction as the refraction is usually directed upward. On the other hand, as explained by Deane et al. [26] , the bubble extinction may screen the ocean surface from incident sound. We explore whether bubble extinction, i.e., the combined effect of absorption and scattering by bubbles, has a significant effect at communication frequencies in the range 4-8 kHz, compared to refraction. To this end, Fig. 5 shows the results of [19] , extended here up to 10 kHz. Each panel in this figure shows the coherent re- Table I ). The SSP gradient below 10-m depth is due to the pressure gradient.
flection loss versus frequency and grazing angle for a wind speed at 10-m height of 10 m/s (rms surface roughness 0.6 m). is defined as the magnitude of the mean ratio of the reflected pressure to the incident amplitude. The average is usually over an ensemble of different realizations of a randomly rough surface, but it can also be thought of as an average in time over a randomly varying rough surface. The physics behind these computations, which takes into account the wind-speed dependence and depth dependence of the wind-generated bubble cloud, is explained in [19] and [27] . Fig. 5 shows that the contribution of extinction becomes more pronounced above 4 kHz. The impression is that refraction is still more important than extinction, although extinction does not seem negligible at frequencies above 4 kHz. Fig. 5 is intended to give an approximate indication of the relative magnitude of the various physical mechanisms. The local maxima in the upper panels of Fig. 5 are due to destructive interference between the various multipaths. The bubble layer results in a sequence of interference nulls close to grazing incidence, similar to the behavior described by Hastrup [28] for low-speed sediment layers (i.e., sound speed lower than in water). Fig. 6 shows our integrated approach to the modeling of the sea surface for acoustic channel simulations. Thin-lined boxes represent data and settings, and thick-lined boxes represent the used computer codes. The gray box represents an iterative shell script that (time) steps through the consecutive surface-height realizations. The following computer codes are used.
III. INTEGRATED MODELING APPROACH
• HN: Hall-Novarini bubble cloud model [19] , [22] , generating an SSP and a bubble extinction profile for a given wind speed at 10-m height . See Fig. 7 for profiles at several wind speeds (at 6 kHz).
• RELAY: Computation of angular reflection coefficients for the bottom [27] and surface [19] . Uses the SSP and the absorption/extinction profile in the sediment and water column. RELAY resolves the bubble layer by dividing the water column in 100 logarithmically spaced layers (100 in the top 10 m).
• WAFO: Dynamic 2-D sea-surface generation for a selected directional waveheight spectrum [15] . Uses the significant waveheight as input, and also the modal wave period when the sea is not fully developed (e.g., for JON-SWAP). For a fully developed sea (PM): (0.02416 s m ) (see [12, pp. 167 and 363]), coupling the waveheights to the local wind speed (i.e., no swell due to distant storms).
• BELLHOP: Computation of discrete eigenrays for a given SSP, bottom reflectivity, bathymetry, surface reflectivity, and a vertical cross section (between the transmitter and the receiver) of the sea surface at time . The impulse response vector is obtained by processing of the eigenrays.
• IRSIM: The part up to here is The Netherlands Organisation for Applied Scientific Research (TNO, The Hague, The Netherlands) impulse response simulator (IRSIM).
• MIME: A channel simulator that reads the time-stacked impulse response matrix and uses it to propagate the communication signal through the channel. In RACUN, the Norwegian Defence Research Establishment (FFI, Horten, Norway) MIME channel simulator [1] , [2] is used for this purpose.
• IRPLOT: A software tool for reading/writing, channel estimation (for received channel probe signals) and visualization of . The BELLHOP ray tracer is used in Gaussian-beam configuration [29] to produce realistic rough-surface scattering [4] for the detailed surface-height distributions produced with the WAFO toolbox. The beam-tracing [3] computations are performed at 6 kHz, which is the center frequency of the RACUN band. The resulting channel is partly wideband and partly narrowband. The model includes time-varying delays, but ignores frequency-dependent transmission loss and dispersion effects. However, no significant differences were observed by Dol et al. [30] when comparing the impulse response of the present narrowband IRSIM simulations (at 6 kHz, 300-m range) with Note that, as it is not possible to apply a depth-dependent absorption profile in BELLHOP, the bubble extinction mechanism is accounted for through the surface reflection coefficients (by RELAY). However, this means that direct and bottom-only reflected paths experience no bubble extinction, even if they go through the bubble layer. For the cases considered in this paper, the issue does not pose a problem, as both the transmitter and the receiver are under the bubble layer and the SSP in the bubble layer is purely upward refracting.
IV. CHANNEL SIMULATION RESULTS
A selection of the channel simulation results, obtained using the integrated modeling approach as explained above, is included in Figs. 8-14 . The simulation conditions for the results in these figures are listed in Table I , while deviations are explicitly indicated in the figure captions. In a space and time refinement study for the surface waves, not detailed here, a spatial resolution of 1 m appeared sufficient to resolve the sea surface, whereas a fine angular and temporal resolution of about 5000 rays (from 90 to 90 ) and 0.01 s appeared to be more important. For an idea of the computational complexity, the simulations took up to about 24 h of the central processing unit (CPU) time per 1800-m case on a single Intel Xeon E5620 processor (Quad Core, 2.40 GHz).
The small time step poses a challenge for the moving surface, as sound only travels about 15 m in 0.01 s, while the BELLHOP calculations are done for the full channel length (300-1800 m) at each time step. This challenge was countered by advancing the waveheight distribution to the next time step after every m in range, i.e., at time step and "range gate" , the waveheights of time step are used in the range interval . Due to the small time step, the discontinuities introduced by these waveheight jumps are rather small and of the order of the spatial discretization error, and the adapted waveheight distribution can be considered to be smooth. (1) where is the discrete Fourier transform (DFT) of , is frequency, is bandwidth of the DFT ( 6 kHz, corresponding to a delay time step of 1/6 ms), is the number of eigenrays, is the complex amplitude, and is the arrival time (delay) of eigenray . We assume here that the complex amplitude and arrival times are independent of frequency, thus ignoring the frequency dependence of parameters such as sound attenuation and reflection coefficients at the interfaces. Fig. 8(a) shows stable responses for the direct and bottom-reflected paths in the first milliseconds, whereas the surface-reflected and (multiple) bottom/surface-reflected paths show time-varying sea-surface scattered responses. The modal wave period ( 6 s) can be recognized in the responses with The time evolution in Fig. 8 already looks much more like the measurements in Fig. 2(b) , compared to the windless flat-surface results in Fig. 2(a) . One of the qualitative differences is that the measurements are subject to measurement errors. Noise and interference, and aliasing errors, give rise to a noise floor in the measurements, which is absent in the simulations. If required, an appropriate noise level can be added to the output signal after convolution with the simulated impulse response (Fig. 1) .
Figs. 8(a) and 9 show results for the impulse response time evolution at communication distances of 300, 600, and 1800 m. Whereas individual multipaths can still be distinguished at 300 and 600 m, they merge into a large reverberation tail for 1800 m. At sufficiently large distances (e.g., 3.7 km, not shown), even the direct path breaks up, which is due to the slightly upward-refracting SSP below the bubble layer (pressure effect). The time-evolution panels show bright spots in the early surface-reflected arrivals, which are caused by focused arrivals due to wave crests. However, for later arrivals and larger distances, the impulse response amplitude is significantly attenuated by the surface reflections and bubble extinction. Fig. 12 shows the effect of wind speed on the time variability of the impulse response evolution, for 30-m water depth and at 600-m range. From this figure, it can be seen that the still quite distinct arrivals at 4 and 6 m/s start breaking up at 8 m/s and that this effect becomes stronger at 10 m/s. Note the intricate detail in the time evolution for the highest wind speed. Fig. 13(a) shows the effect of wind speed on the Doppler power spectrum. The data in Fig. 13 are normalized by the maximum power density across all panels. The common scaling factor permits a comparison of relative power densities, within and between panels. Similar to what has been observed in experiments at 10-18 kHz by van Walree [8, Fig. 6.4 ], the power density in the flanks decreases for increasing wind speeds. However, even more interesting, it appears from our simulations that this trend is only captured when bubble extinction is accounted for [ Fig. 13(a) and (b) ]. This reinforces the statement made in Section II-C that modeling of bubble extinction becomes important for frequencies above 4 kHz.
Other results, not shown, indicate that the wind direction has a relatively small influence on the time evolution, and (slight) differences in surface-coherent structures are mainly visible at short distances. Similarly, the application of different waveheight spectra (PM: 5.0 s m ; JONSWAP: 4.4 and 3.8 s m ) did not lead to significant visible changes in the time evolution.
Last but not least, we return to the challenging case of Fig. 14(a) and (b) ] provide the correct arrival times, but not the time variation and the smearing of the delayed arrivals, as observed in the measurements [ Fig. 14(e) and (f) ]. Adding waves and bubbles gives the IRSIM results [see Fig. 14(c) and (d) ], where the effect comes mainly from the waves for this case because of the low wind speed of 2 m/s. In this panel, the direct path (first arrival) is too strong ( 7.5 dB, approximately), probably due to absence of temporal and spatial variability of the SSP below the surface layer. Differences for the reflected paths (later arrivals) may also be due to the simplistic modeling of the seafloor (flat semi-infinite medium-sand layer). On the other hand, the clusters of arrivals compare reasonably well with the measurements, given the environmental uncertainty. As noted before, the noise floor of the measured impulse response is not simulated but noise can be added to the convolved output signal.
V. CONCLUSION
To conclude, we have created a practical simulation framework, called IRSIM, that enables the generation of impulse response time evolutions of realistic appearance for both stationary and mobile communication nodes, to be used by channel simulators such as MIME [1] , [2] . The simulation results show significant improvement when including realistic surface mechanisms, such as wind-generated waves and bubbles. The improvement consists of capturing specific physical effects observed in measurements, such as time-variable surface-scattered multipaths and fading reverberation tails, and the wind-speed dependence of the Doppler power spectrum. For the latter effect, the simulation results show that the bubble extinction mechanism is responsible, which is a conclusion that cannot be drawn from measurements because the mechanisms of refraction and extinction cannot be separated in the real world.
A clear advantage of this simulation mode over experiment replay mode, with or without stochastic modeling, is that the geometrical and environmental setup (depths, distances, bottom type, etc.) can be chosen freely. A disadvantage is that not all physics is modeled by the simulation mode and not all necessary environmental information is available. The present results can be further improved by, e.g., also including a realistic "background" SSP, bathymetry, and sediment layering.
