ABSTRACT Tera-Hertz (THz) transmission can offer several attractive applications, yet developing low-cost energy-efficient THz devices is at an early stage. The most promising low-cost THz transmitter architecture in the literature is the so-called frequency-multiplier-last architecture. However, it is incapable of transmitting quadrature amplitude modulation (QAM) due to the architecture's inherent nonlinear distortions. We study such nonlinear THz communication systems by incorporating the nonlinearity aspects of the low-cost THz devices and the inphase and quadrature (I/Q) imbalance effect into the signal model. Then, we propose a precompensation scheme to compensate the nonlinearity and I/Q imbalance effects, thus enabling the QAMcapable frequency-multiplier-last architecture for THz systems. The proposed precompensation scheme requires the knowledge of the system parameters. To estimate the system parameters, we propose a maximum-likelihood estimator and its practical implementation via an alternating estimation algorithm. We also derive closed-form expressions for the Cramér-Rao lower bounds (CRLBs) of the system parameters estimation, and design the pilot sequence used in estimating the system parameters. Numerical results show that the proposed precompensation schemes overcome the prominent problems experienced in the existing THz systems, namely severe nonlinear distortions of the modulation symbols as well as spectral spreading and/or large spectrum sidelobes, and mitigate the I/Q imbalance effect.
I. INTRODUCTION
The Tera-Hertz (THz) band is one of the least explored areas. It exhibits unique features unavailable in the frequency bands of current and near-future communication systems. It can accommodate detection of specific types of gaseous molecules in targeted environments, thus enabling various applications including breath analysis for noninvasive medical diagnosis and indoor/industrial air quality control [2] - [10] . The THz band offers substantially larger bandwidth and data rates not feasible in the current and 5G communication systems, thus the IEEE 802. 15 Task Group 3d is developing a THz communication standard for applications such as wireless kiosks for multimedia and software download, small-cells wireless fronthaul and backhaul, and for data centers. The small form-factor of THz circuits also enables chip-to-chip or within-device communications and enhanced beamforming for physical layer security of wireless communications. These advantages are very attractive but for broader consumer applications the major barrier is the cost of THz devices. There remain several technical challenges for low-cost applications.
Signal generation circuitries for low-cost THz devices are different from the conventional ones of the lower frequency bands. This is due to unavailability of THz oscillators and THz CMOS power amplifiers which is commonly known as ''the THz Gap'' [11] . Thus, low-cost THz transceivers rely on nonlinear devices in contrast to the linear devices of the lower frequency bands. Another crucial limitation of low-cost THz devices is the output power constraint which has a direct effect on the sensing/communication range and performance.
There are a few low-cost state-of-the-art CMOS THz transmitter architectures in the recent literature. The two most promising ones are the so-called frequencymultiplier-last architecture from the UC-Berkeley [12] - [14] and the cubic mixer architecture from Japan [15] , [16] . The former [12] , [13] has an advantage of 14.5 dB higher output power and 8 dB lower DC power consumption than the latter. However, the frequency-multiplier-last architecture [12] - [14] is not capable of transmitting quadrature amplitude modulation (QAM) schemes while the mixer architecture [15] , [16] is. The research group of the latter also developed a doubler mixer architecture in [17] which yields a higher output power due to the use of doubler rather than tripler. This paper focuses on the frequency-multiplier-last architecture since it has substantial advantages in terms of the transmitter output power and DC power consumption which are much needed to address the propagation range limitation and energy efficiency. The major limitations/challenges of the frequency-multiplier-last architecture reported in the recent literature are its incapability with QAM transmission and its undesired spectrum spreading, both due to nonlinear distortions. These nonlinear distortions impose new fundamental challenges for designing reliable and efficient communications systems in the nonlinear regime.
If compared to the existing communication systems, THz communication introduces several challenges including communication range limitation, distance and frequency dependent channel characteristics, and more difficult synchronization, equalization and distortion compensation [18] . When low-cost constraint (i.e., CMOS device) is imposed, the most energy-efficient transmitter architecture in the literature [12] , [13] causes an additional challenge of nonlinear distortion to the message signals which prevents reliable transmission of QAM signals. Another source of distortion in low-cost THz transmitters is the inphase and quadrature (I/Q) imbalance. Ideally, the inphase (I) and quadrature (Q) branches of the mixers should have equal amplitude and 90 • phase difference. However, this is rarely the case in practice, resulting in I/Q imbalance. Communication theory in such nonlinear systems in the presence of I/Q imbalance has not been investigated in the literature and we address it in this paper.
In [19] , a precompensation scheme was proposed for nonlinear power amplifiers (PAs) in the absence of I/Q imbalance. In [20] - [22] , closed-feedback polynomialbased precompensation schemes were developed for nonlinear PAs in the presence of I/Q imbalance. Due to the closed-feedback nature, these schemes do not require the knowledge of the nonlinear device (NLD) parameters and the I/Q imbalance parameters. Unlike the case of nonlinear PAs, the closed-feedback polynomial-based precompensation is not applicable to nonlinear frequency multipliers in the presence of I/Q imbalance. This fact is due to the third-order and fifth-order relationship (for frequency tripler) between the input and the output of the frequency multiplier. Therefore, the NLD parameters and the I/Q imbalance parameters should be estimated first, and then be used to precompensate the transmitted signal, but this problem has not been addressed in the literature.
Motivated by the above challenges, we study such nonlinear THz communication system in the presence of I/Q imbalance. Our main contributions are summarized as follows:
• An accurate signal model is derived incorporating both the nonlinearity aspects of the low-cost THz devices and the I/Q imbalance effect.
• We show that without precompensation and with pulse-shaping filter spanning more than one symbol, the transmitter output constellation experiences significant distortions in the absence or presence of I/Q imbalance. In addition, the existing frequency-multiplier-last architecture is not capable of transmitting QAM.
• A precompensation scheme is proposed to compensate the nonlinearity and I/Q imbalance effects and enable low-cost THz QAM transmission. The proposed precompensation scheme requires the knowledge of the NLD parameters and the I/Q imbalance parameters.
• Due to the nonlinearity of the frequency multiplier, we show that the I/Q imbalance parameters cannot be estimated unless two conditions are satisfied. First, the pilot symbols are inter-symbol-interference-free. Second, the first half of the pilot sequence is real (imaginary) only, while the second half is imaginary (real) only.
• Using a separate measurement circuitry for testing/calibrating the THz transmitters, we propose a maximum-likelihood (ML) estimator and its practical implementation to estimate the NLD parameters and the I/Q imbalance parameters based on two phases of measurements.
• We derive closed-form expressions for the Cramér-Rao lower bounds (CRLBs) of the system parameters estimation as benchmark metrics to evaluate the performance of the proposed estimator.
• A pilot sequence design is developed for testing/ calibrating the THz transmitters to enhance the performance of the proposed estimator.
• We present performance characteristics of the proposed precompensation and parameters estimation schemes which show efficient handling of severe nonlinear distortions and spectrum spreading issues of the low-cost frequency-multiplier-last THz transmitter, and mitigation of the I/Q imbalance effect. The following notations are used throughout this paper: A is a matrix, a is a vector, a is its l2-norm, and a is a scalar, whereas (·) * , (·) T , and (·) H are the complex conjugate, transpose, and conjugate transpose operators respectively. E{x} denotes expectation of x, while R {x} is the real part of x.x denotes the estimate of x. We use * to denote the convolution operation.
[a] i is the ith element of a, while [A] (i,j) is the (i, j)th element of A. VOLUME 6, 2018 FIGURE 1. Frequency-multiplier-last transmitter architecture for I/Q transmission [12] , [13] in the presence of I/Q imbalance. (BPF = bandpass filter, PA = power amplifier, NLD = nonlinear device).
The rest of the paper is organized as follows. In section II, we describe the system model and derive an accurate signal model. In section III, we show the effects of the pulse-shaping filter and the I/Q imbalance on the signal spectrum and constellation. In section IV, the proposed precompensation scheme is introduced. In section V, we describe the proposed system parameters estimation method. In section VI, we derive the CRLBs for system parameters estimation, and design the pilot sequence used to estimate the system parameters. Numerical results are presented in section VII. Finally, section VIII concludes the paper.
II. SYSTEM AND SIGNAL MODEL
To investigate the effect of nonlinear THz transmitters in the presence of I/Q imbalance, we consider a single-antenna THz communication system. The extension to multi-antenna systems can be straightly done. The transmitter utilizes the frequency-multiplier-last architecture [12] , [13] for an in-phase (I) and quadrature (Q) transmission as shown in Fig. 1 .
The frequency multiplier block is implemented by a nonlinear device (NLD) followed by a bandpass filter (BPF), and it is the source of nonlinear distortion. Ideally, the I and Q branches of the mixers should have equal amplitude and 90 • phase difference. However, this is rarely the case in practice, resulting in I/Q imbalance.
For a block of M modulation symbols, the I and Q branches can be given by s I (t) = M m=1 a I,m δ(t − mT s ) and s Q (t) = M m=1 a Q,m δ(t − mT s ) where a m a I,m + ja Q,m is a modulation symbol, 1 T s is the symbol duration, and R s = 1/T s is the symbol rate. With a pulse-shaping filter g(t), the baseband signals(t) =s I (t) + js Q (t) = s(t) * g(t) is given bỹ
Then, with non-ideal mixer (in the presence of I/Q imbalance) with frequency f c , the PA output signal y A (t) is given by [23] y A (t) = (1 + )s I (t) cos(2πf c t − φ)
1 For multicarrier modulation, {a m } should be the complex time-domain output samples of the inverse discrete Fourier transform (IDFT) block, and M should be the IDFT size.
where and φ are the amplitude imbalance and phase imbalance respectively between I and Q branches. 2 After some manipulations, (2) can be rewritten as
wheres(t) =s I (t) + js Q (t), ands(t) is related tos(t) as [24] s(t) = µs(t) + νs
where
We consider a memoryless polynomial model for the NLD (i.e., for an input x, the output is B b=1 A b x b ). 3 The larger order terms typically have smaller coefficients and their spectrum spreadings are wider. Furthermore, larger order terms may introduce some floor of distortions. The NLD used in the THz transmitter typically has a differential output, and hence even order terms will be canceled. Therefore, the nonlinear device output signal y B (t) is given by
If we consider the desired signal to be centered around a THz carrier f T = 3f c , it will be typically contributed mainly by third-order power (·) 3 and partially by fifth-order power (·) 5 . The last BPF allows the desired signal centered around the THz carrier f T and suppresses other terms, yielding y C (t), as shown at the top of the next page. The equivalent baseband signal of y C (t) is x BB (t) = x BB,I (t) + jx BB,Q (t). By definingÃ 3 = A 3 /4 andÃ 5 = 5A 3 /16 and grouping the terms in (8), carefully, x BB (t) is simplified into
From (9), we can observe that I/Q imbalance and nonlinearity of the frequency multiplier cause a specific form of nonlinear distortion to the modulation symbols as well as spectral spreading and larger spectrum sidelobes. The I/Q imbalance modifies the baseband signals(t) intos(t), and then the sin(2πf T t).
nonlinearity modifies the baseband signals(t) into x BB (t). We can also write the output of the frequency multiplier y C (t) = R x BB (t)e j2πf T t as
Equation (10) shows exactly how the I/Q imbalance parameters (µ and ν), the frequency tripler nonlinearity orders (Ã 3 andÃ 5 ), and the pulse-shaping filter g(t) affect the modulation symbols {a m } and the THz transmitted signal.
III. PULSE SHAPING AND I/Q IMBALANCE EFFECTS
An important entity which influences the nonlinear distortions of the frequency-multiplier architecture is the transmit baseband pulse-shaping filter before the frequency multiplier. For low-cost THz transmitters, the filtering stage after the frequency multiplier circuit is implemented by means of on-chip connection line and on-chip antenna, and hence the filtering performance at that stage is rather loose. Thus, the role of the baseband pulseshaping filter is more prominent for controlling output power spectrum. Differences from the existing lower band systems are complications due to nonlinearity of the frequency multiplier and the loose filtering after the frequency multiplier. Recent literature demonstrated feasibility of quadrature phase-shift keying (QPSK) in such nonlinear systems [12] , [13] where the message points in the QPSK constellation just experience a predefined permutation. However, these results are valid only in the absence of I/Q imbalance and if the baseband pulse-shaping filter impulse response is limited within one symbol interval (T s ) which causes high levels of spectrum sidelobes. To keep adjacent channel interferences at an acceptable level, the spectrum sidelobes need to be substantially lowered which requires the use of a larger span of the pulse-shaping filter.
To illustrate this, for QPSK modulation with normalized input energy E norm = 20 dBm to the NLD, Fig. 2 shows the power spectrum density (PSD) of the signals before and after the frequency multiplier and the transmitter output constellation in the absence (Fig. 2a)/presence (Fig. 2b) of I/Q imbalance and for two different pulse-shaping filters: 1) rectangular pulse-shaping filter spanning one symbol and 2) root-raised cosine (RRC) pulse-shaping filter spanning 12 symbols. Here, the NLD contains both the third-order and fifth-order power terms. On the other hand, we presented the results for only the third-order power term of the NLD in the absence of I/Q imbalance in [1] . From the results of Fig. 2a and those of [1] , we observe that a larger filter span yields a lower spectrum sidelobe but a severe degradation of the transmitter output constellation due to nonlinear distortion. With the rectangular pulse-shaping filter, the third-order power of the NLD results in only a predefined permutation to the QPSK constellation points. On the other hand, with the RRC pulse-shaping filter, the third-order power of the NLD results in a severe distortion to the QPSK constellation. The fifth-order power of the NLD results in a slight distortion to the transmitter output constellation for both pulse-shaping filters.
In the presence of I/Q imbalance ( Fig. 2b) , we observe that the I/Q imbalance adds additional distortions to the transmitter output constellation for both pulse-shaping filters. These numerical results show that new communication strategies are needed for both QPSK and QAM signals for energy and spectrum efficient low-cost THz systems. In the next section, we propose a precompensation scheme to mitigate the distortions caused by the I/Q imbalance and the nonlinearity of the frequency multiplier.
IV. PROPOSED PRECOMPENSATION SCHEME
Since the I/Q imbalance and nonlinear distortion are caused by two different blocks (i.e., I/Q imbalance is caused by the non-ideal mixer and nonlinear distortion is caused by the frequency multiplier), we propose to precompensate each block separately in a sequential manner. However, this method requires the knowledge of I/Q imbalance parameters ( and φ) and the NLD parameters (Ã 3 andÃ 5 ). In this section, we propose a precompensation scheme assuming that these system parameters have been already estimated. In the next section, we will describe the estimation method for these parameters.
A. PRECOMPENSATOR FORMULATION
For the desired baseband signals(t) of (1), our design seeks to make the lowpass-equivalent output of the frequency multiplier as close as possible to √ γs(t) where γ is VOLUME 6, 2018 a scaling factor to be determined to satisfy a normalized energy requirement E norm at the output of the power amplifier. First, we start with the precompensation of the frequency multiplier in the absence of the I/Q imbalance. Then, we modify the precompensated signal to compensate the I/Q Imbalance in subsection IV-D.
Suppose that x pre (t) is the baseband signal after precompensating the nonlinearity effect of the frequency multiplier. Then, we design precompensation such that its output signal x pre (t) is given by arg min
where T B is the time span of the signal block. Using a highly enough sampling rate R c which is L times the symbol rate R s , the discrete-time implementation of (11) can be given as arg min
wheres k = √ γs(kT c ), c k = x pre (kT c ), and K = LM . Then, the solution samples {c k } can be used to construct x pre (t) as
where q(t) is the interpolation (construction) filter. In order to maintain zero error of construction (zero integrand) at time instants {kT c } in (11), q(t) should satisfy Nyquist's zero intersymbol interference criterion. Furthermore, q(t) should preserve {c k } and also be independent of {c k }. Thus, we propose to obtain q(t) as a truncated raised cosine (RC) filter given by [25] 
where sinc (x) = sin (πx) /πx, β c is the roll-off factor to be determined, and QT c is the time span. In summary, our approach based on (12) will generate K samples {c k } which will be converted to the continuoustime signal x pre (t) as in (13) . However, the optimization problem in (12) is nonconvex and does not have a closedform solution. Thus, we first determine the scaling factor γ in subsection IV-B. Then, we obtain the samples {c k } that solve (12) in subsection IV-C.
B. DETERMINING THE SCALING FACTOR γ
The normalized energy of the precompensated signal x pre (t) is always higher than that of the desired transmit signals(t) due to the nonlinear relationship between the input and the output of the frequency multiplier. Therefore, to keep the normalized energy of the precompensated signal x pre (t) at E norm , the desired signals(t) should be scaled properly as √ γs(t) such that its precompensated signal has approximately a normalized energy E norm . Note that scaling the precompensated signal (after it is obtained) distorts the transmit output constellation. This fact is due to the nonlinear relationship between the input and output of the frequency multiplier. We propose to ignore the contribution of the fifth-order power of the NLD and scale the desired signals(t) such that its precompensated signal has a normalized energy E norm .
By ignoring the contribution of the fifth-order power of the NLD, the sample c k is given by c k = ( √ γs(kT c )/Ã 3 ) 1/3 .
The normalized energy E norm,x pre of x pre (t) can be approximated as
for the raisedcosine construction filter q(t) of (14) if T B T c [26] , and E QAM = m |a m | 2 /M is the average symbol energy of the
Algorithm 1 Step 1 of Proposed Sequence Generation
for p = 1 to P comp (or any other stopping criterion) Calculate the gradient ∇ (p) c k W k using (17) Updating rule: (15), we note that γ should be set as
to have E norm,x pre ≈ E norm . Using γ as in (16), we observe from our numerical results that we always have E norm,x pre E norm .
C. NONLINEARITY PRECOMPENSATION ALGORITHMS
First, we propose a suboptimal gradient-descent based algorithm to get the samples {c k } that solve the nonconvex problem in (12) . Then, we modify the samples {c k } to another samples {u k } to reduce the large spectrum sidelobes of the output of the frequency multiplier. Let W k be the sample-wise square-error objective function of (12) . The complex gradient ∇ c k W k of W k with respect to c k is given by (see Appendix A)
The gradient-descent based algorithm is illustrated in Algorithm 1, where P comp is the number of iterations. As a good initial solution c
which is the solution of (12) when we ignore the contribution of the fifth-order power of the NLD. The step size s of the updating rule is obtained by back-tracking line search [27] . Since in each iteration the step size s is obtained such that the samplewise objective function W k is decreased, it is guaranteed that Algorithm 1 converges to a local minimum. Due to the third-order power relationship between the input and output of the frequency multiplier, for each c k obtained 
Algorithm 2 Step 2 of Proposed Sequence Generation
as in (18) 
Find theũ k,l with minimum Euclidean distance:
which have the same square-error value of (12)
. Therefore, we have 3 K possible sequences for ũ k,l with the same square-error value of (12) . To reduce the large spectrum sidelobes of the frequency multiplier output, we propose to choose the sequence having the smallest PSD spread (slowest time variation) since the samples {s k } are correlated due to the higher sampling rate R c than the symbol rate R s ofs(t). However, the exhaustive search over 3 K sequences to find the optimal solution is not practically affordable for large values of K . Hence, we propose a low-complexity suboptimal algorithm to obtain the sequence {u k } as described in Algorithm 2. The main idea of Algorithm 2 is to find the samples sequentially by minimizing the Euclidean distance between each two successive samples.
D. I/Q IMBALANCE PRECOMPENSATION
Suppose that we have already obtained the sequence {u k } using Algorithms 1 and 2. From (4), we can precompensate the I/Q imbalance effect by modifying the samples {u k } to {d k } as
which precompensates the effect of I/Q imbalance completely (i.e., µd k + νd * k = u k , ∀k). Note that the average sample energies of {c k } and {u k } are the same. Therefore, the normalized energy constraint E norm is still satisfied.
The proposed precompensation scheme can be summarized as in Fig. 3 , where {a I,m +ja Q,m } are QAM symbols with the symbol rate R s . Algorithms 1 generates {c I,k , c Q,k } at the rate of R c . Algorithms 2 generates {u I,k , u Q,k } at the rate of R c . Then {d I,k , d Q,k } are generated at the rate of R c . Note that the construction filter q(t) in Fig. 3 has a wider bandwidth than that of g(t) in Fig. 1 . The proposed precompensation scheme requires the knowledge of the NLD parameters (Ã 3 andÃ 5 ) and the I/Q imbalance parameters ( and φ). In the next section, we will describe the estimation method for these parameters. The computational complexity of the proposed precompensation scheme is O ML(P comp + 3) , which is a linear function of the modulation block size M .
V. PROPOSED SYSTEM PARAMETERS ESTIMATION
It is essential to estimate the NLD parameters (Ã 3 andÃ 5 ) and the I/Q imbalance parameters ( and φ) to apply the proposed precompensation scheme in the previous section. For practicality, in the estimation stage we consider the same proposed transmitter architecture of section IV. Note that Algorithm 1, Algorithm 2, I/Q imbalance compensation are deactivated since the system parameters are still unknown.
A. ESTIMATOR SETUP
We assume that the parameters estimation is performed during the THz device testing/calibration phase. The measurement setup for (offline) parameters estimation is shown in Fig. 4 , where the lower branch (the feedback RF chain) is a separate measurement circuitry for testing/calibrating the THz transmitters. This measurement circuitry can be built with higher quality devices and hence we assume it does not introduce any type of distortions. For simplicity, we just show functional blocks for the measurement circuitry without elaborating details (e.g., the generation of THz frequency at the feedback RF chain, which can be done as in [28] ). Note that since the parameters of our system are static, deterministic estimation methods can be applied [29] . For dynamic system identification, the reader is referred to [30] - [33] for new-type parameter estimation methods.
Examining the nonlinear signal model of section II, we note that due to the nonlinearity of the frequency multiplier, the I/Q imbalance parameters cannot be estimated unless the following two conditions are satisfied. First, the pilot symbols are inter-symbol-interference-free (ISI-free). Second, the first half of the pilot sequence is real (imaginary) only, while the second half is imaginary (real) only. To illustrate this, suppose x n = x I,n + jx Q,n N n=1 is the pilot sequence to be transmitted with rate R p = 1/T p to estimate the system parameters as shown in Fig. 4 . Based on (10) and the transmitter architecture of Fig. 4 , we illustrate these two conditions in (20)− (22) , as shown at the bottom of this page, where (a) = is obtained assuming that the pilot symbols are ISI-free, and then (b) = is obtained assuming that the pilot symbols are either real or imaginary. With satisfying these two conditions, we observe from (22) that the pilot symbols and the I/Q imbalance parameters are decoupled.
To accommodate the first condition, as shown in Fig. 4 , the pilot symbols x p,n are generated every T p = QT c , where QT c is the time span of the construction filter q(t) to avoid the inter-symbol-interference. Similarly, the output of the receive filter r(t) of the feedback RF chain is sampled every T p . To accommodate the second condition, we perform two phases of measurements. Suppose χ p = x p,1 , x p,2 , . . . , x p,N to be a length-N real-valued pilot sequence (to be designed in details in the next section). In the first phase, the real-valued pilot symbols are transmitted only on the inphase branch (i.e., x I,n = x p,n , x Q,n = 0, ∀n). In the second phase, the real-valued pilot symbols are transmitted only on the quadrature branch (i.e., x Q,n = x p,n , x I,n = 0, ∀n).
Based on (22) and the transmitter architecture in Fig. 4 , the observation symbols ξ n,1 N n=1
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(sampled every T p at the output of the receive filter r(t) of the feedback chain) of the first and second measurement phases respectively can be written as
where δ is the oscillator phase shift of the feedback RF chain, r 3 = (1/T p )(q 3 (t) * r(t)) t=T p , r 5 = (1/T p )(q 5 (t) * r(t)) t=T p , and η 1,n andη 2,n are the zero-mean additive white complex Gaussian noise (AWGN) with variance σ 2 η of the first and second measurement phases respectively. For convenience, we consider ξ 2,n instead of ξ 2,n , where ξ 2,n = jξ 2,n , ∀n which is given by
where η 2,n = jη 2,n is also zero-mean additive white complex Gaussian noise with variance σ 2 η . From (23) and (25), we notice that the phase shift δ can be absorbed into the estimates of the NLD coefficientsÃ 3 and A 5 resulting in a fixed rotation in the receive constellation which can be considered as a part of the channel to be compensated at the receiver. Therefore, without loss of generality, we consider δ = 0 in the rest of the paper. From (23) and (25), we also notice that the observation symbols ξ 1,n and ξ 2,n are affected by r 3 and r 5 which depend on the design of the receive filter r(t). Note that r(t) is normalized such that (1/T p )
T p /2 −T p /2 r 2 (t) dt = 1. We consider three choices for r(t). The first choice r 1 (t) is a normalized version of q(t) given by
The second choice r 2 (t) is given by
which maximizes r 3 (since it is the matched filter of q 3 (t)). The third choice r 3 (t) is given by
which maximizes r 5 (since it is the matched filter of q 5 (t)). Fig. 5 shows the values of r 3 and r 5 for the three choices of r(t) versus the roll-off factor β c with a time span of Q = 12.
We observe that the first choice r 1 (t) yields the smallest values of r 3 and r 5 , while there is no significant difference between the second and third choices of r(t). Therefore, in the rest of the paper, we consider the second choice of r(t), i.e., r(t) = r 2 (t) as in (27) . 
B. ESTIMATION ALGORITHM
Using the observation symbols ξ 1,n and ξ 2,n of the two measurement phases, we propose a maximumlikelihood (ML) estimator. The log-likelihood function (LLF) L({ξ 1,n }, {ξ 2,n };Ã 3 ,Ã 5 , , φ) of the observation symbols is given by [29] L({ξ 1,n }, {ξ 2,n };Ã 3 ,Ã 5 , , φ)
where µ and ν are related to and φ as in (5) and (6) . Therefore, the estimation of the system parameters can be formulated as an ML estimator given by
whereL({ξ 1,n }, {ξ 2,n };Ã 3 ,Ã 5 , , φ) (orL for simplicity) is given byL
The optimization problem in (30) is nonconvex and cannot be solved directly. Using good initial estimates for the I/Q imbalance parameters (will be obtained later), we propose an alternating algorithm which estimates the NLD parameters and the I/Q imbalance parameters alternately.
1) NLD PARAMETERS ESTIMATION
We fix the estimation of the I/Q imbalance parameters and estimate the NLD parameters. Define
Then, the optimization problem in (30) can be written (while fixing and φ) in a matrix form as
which is a linear estimation problem, and its solution is given by
2) I/Q IMBALANCE PARAMETERS ESTIMATION Now, we fix the estimation of the NLD parameters and enhance the estimation of the I/Q imbalance parameters. However, the estimation of the I/Q imbalance parameters of (30) (while fixingÃ 3 andÃ 5 ) is still a nonconvex optimization problem due to the nonlinearity of the NLD. We propose a suboptimal gradient-descent based estimator for the I/Q imbalance parameters. Define e = [ , φ] T , α 1 = µ + ν, and α 2 = µ − ν. Then, the gradient ∇ eL ofL with respect to e is given by ∇ eL = [∂L/∂ , ∂L/∂φ] T , where ∂L/∂ and ∂L/∂φ are obtained as (see Appendix B)
where λ i,n is given by
The gradient-descent based estimator of the I/Q imbalance parameters is illustrated in Algorithm 3, where P IQ is the number of iterations. The step size s of the updating rule is obtained by back-tracking line search [27] . Since in each iteration the step size s is obtained such that the objective functionL is decreased, it is guaranteed that Algorithm 3 converges to a local minimum.
Algorithm 3 ML Estimator of I/Q Imbalance Parameters
Inputs:Ã 3 ,Ã 5 , (0) , φ (0) , P IQ for p = 1 to P IQ (or any other stopping criterion)
Calculate the gradient ∇ (p) eL using (34)−(36) Updating rule:
, end for Output: (P IQ +1) , φ (P IQ +1)
3) INITIAL ESTIMATES OF I/Q IMBALANCE PARAMETERS
An important step in the proposed estimator is to get good initial estimates for the I/Q imbalance parameters. To do this, we define ρ 1 =Ã 3 (µ + ν) 3 , ρ 2 =Ã 3 (µ − ν) 3 , ρ 3 = A 5 (µ + ν) 3 |µ + ν| 2 and ρ 4 =Ã 5 (µ − ν) 3 |µ − ν| 2 . Then, we estimate ρ 1 from the observation symbols {ξ 1,n } of the first measurement phase and estimate ρ 2 from the observation symbols {ξ 2,n } of the second measurement phase, as follows. Let us defineX
Similar to (32), we can write the ML estimators of ρ 1 and ρ 2 asρ 1 = arg min
which are two independent linear estimation problems, and their solutions are given bŷ
Ignoring the noise effect, we can write (ρ 1 /ρ 2 ) 1/3 (using the definitions of ρ 1 , ρ 2 , µ, and ν) as
However, we have three roots for (ρ 1 /ρ 2 ) 1/3 , and hence we need to pick the correct root. Examining (42), we know that the correct root has two properties. For any and |φ| < 45 • (|φ| is much smaller than 45 • in practice), κ R > 0 and κ R > |κ I |. Therefore, we pick the root that satisfies κ R > 0 and κ R > |κ I |. Due to noise, if there are more than one root satisfying these two properties, we pick any one of them. Using κ R and κ I , we obtain the initial estimates VOLUME 6, 2018
Algorithm 4 ML Estimator of System Parameters Inputs: {ξ 1,n }, {ξ 2,n }, P ML Obtainρ 1 andρ 2 using (40) and (41) Obtain κ R and κ I as (ρ 1 /ρ 2 ) 1/3 = κ R + jκ I while choosing the root that satisfies κ R > 0 and κ R > |κ I |. If there are more than one root satisfying these two properties, choose any one of them. Obtainˆ (0) andφ (0) using (43) ,ˆ (P ML ) ,φ (P ML ) of and φ asˆ
The proposed ML estimator for the system parameters is summarized in Algorithm 4, where P ML is the number of iterations. The computational complexity of the proposed ML estimator is O ((24 + P IQ )N + 24)(P ML + 1) , which is a linear function of the length N of the pilot sequence. Note that while fixing the I/Q imbalance parameters, the estimation of the NLD parameters is a linear estimation problem, and the ML estimator of the NLD parameters is unbiased. While fixing the NLD parameters, the estimation of the I/Q imbalance parameters is a nonlinear estimation problem, and the ML estimator of the I/Q imbalance parameters is biased. Therefore, the ML algorithm is, in general, a biased estimator. However, as the length of the pilot sequence increases, the bias converges to zero (asymptotically unbiased) [29] .
VI. CRAMÉR-RAO LOWER BOUNDS FOR SYSTEM PARAMETERS ESTIMATION AND PILOT SEQUENCE DESIGN A. CRLBS FOR SYSTEM PARAMETERS ESTIMATION
The Cramer-Rao lower bounds (CRLBs) provide limits on the estimation variances for a set of deterministic parameters. In other words, ifx is the unbiased estimate of x, then the mean square error (MSE) ofx is MSE(x) = E{|x − x| 2 } ≥ CRLB(x). We examine the CRLB as a benchmark metric to evaluate the performance of the proposed ML estimator. Define the vector system parameter θ as θ = [Ã 3 ,Ã 5 , , φ] T which represents the system parameters that we estimate. The Fisher information matrix (FIM) I(θ) is given by (45), as shown at the top of the next page, where L is the LLF in (29) [29] . Then, CRLB(Ã 3 ) (3, 3) , and CRLB(φ) = [I −1 (θ )] (4, 4) [29] .
We provide I(θ) in closed-form in the next proposition. Note that the upper triangle entries of I(θ) are sufficient to construct I(θ) since I(θ) is a Hermitian matrix. For simplicity, similar to the previous section, we set α 1 = µ + ν and α 2 = µ − ν. Proof: Please refer to Appendix C.
B. PROPOSED PILOT SEQUENCE DESIGN
We design the length-N real-valued pilot sequence χ p = x p,1 , x p,2 , . . . , x p,N to enhance the performance of the proposed ML estimator of the previous subsection. As shown in Algorithm 4, the first step in the proposed ML estimator is to estimate ρ 1 =Ã 3 (µ + ν) 3 and ρ 2 =Ã 3 (µ − ν) 3 to get initial estimates for the I/Q imbalance parameters. Therefore, we propose to design the pilot sequence χ p to minimize the CRLBs of ρ 1 and ρ 2 .
Since the same pilot sequence χ p is transmitted in the two measurement phases (on the I branch in the first phase and on the Q branch in the second phase), we have CRLB(ρ 1 ) = CRLB(ρ 2 ). Define ψ = [ρ 1 , ρ 3 ]. To derive CRLB(ρ 1 ), first we need to obtain the Fisher information matrix I(ψ) of ψ which is given by
Similar to (65)−(67) in Appendix C, we can obtain E{(
)}, and E{(
Therefore, we can write CRLB(ρ 1 ) = [I −1 (ψ)] (1, 1) as
We note that it is only the pilot-energy allocation among the pilot symbols that has an effect on CRLB(ρ 1 ). We also note that the order of the pilot symbols does not affect CRLB(ρ 1 ). To estimate ρ 1 , we know that the rank of the observation matrixX p in (37) should be two or more since we have two unknown parameters ρ 1 and ρ 3 . If we consider an equal-energy allocation among the pilot symbols, the rows ofX p in (37) becomes the same, and henceX p becomes a rank-one matrix. Therefore, the equal-energy pilot sequence design has CRLB(ρ 1 ) = ∞, and hence it cannot be used to estimate ρ 1 . This fact can also be viewed from (50), where the denominator becomes zeros (CRLB(ρ 1 ) = ∞) with the equal-energy allocation among the pilot symbols. The normalized energy E norm,pilot of the pilot signal
where (1/T c ) T p q 2 (t)dt = 1/(1−β c /4) for the raised-cosine construction filter q(t) of (14) if T p T c [26] . Then, the pilot sequence which minimizes CRLB(ρ 1 ) is designed as
,
where E tot,pilot is the total pilot-signal energy obtained from (51) as E tot,pilot = NQ(1 − β c /4)E norm,pilot , and E max,pilot is a design value representing the allowable peak pilot-signal energy. By using the transformation y p,n = ln(x 2 p,n /E tot,pilot ) ∀n and y max = E max,pilot /E tot,pilot , the optimization problem in (52) is equivalent to
(e 5y p,n 1 +3y p,n 2 − e 4y p,n 1 +4y p,n 2 ) ,
We note that the numerator of the objective function of (53) is a convex function, while the denominator is a nonconvecx function since it is a difference of two convex functions (DCFs). Therefore, the objective function of (53) is nonconvex. We also note that the two constraints of (53) are convex. Therefore, the optimization problem in (53) is nonconvex due to the nonconvexity of the objective function.
To make the optimization problem in (53) tractable, we propose to divide it into two optimization problems P1 and P2 as follows:
(e 4y p,n 1 +4y p,n 2 −e 5y p,n 1 +3y p,n 2 ),
where τ max is obtained as
The idea is to fix the numerator of the objective function of (53), and it leads to the first constraint in (55). The proof of the solution equivalence of problems (53) and (54) can be easily obtained by following the argument in [34] .
To solve P1, we propose to solve sequences of P2 with different values of τ efficiently spanning the interval (0, τ max ].
Then, we pick {y p,n } associated to τ that minimizes −τ/h (τ ). Finally, we obtain {x p,n } as x p,n = e (y p,n +ln E tot,pilot )/2 , ∀n. Therefore, in the following, we focus on solving P2. Then, we summarize the whole proposed solution.
As discussed above, the objective function of P2 is DCFs which is nonconvex. We propose a suboptimal successive convex approximation approach to solve P2. Approximating the negative exponential functions of the objective function of P2 by their first order Taylor expansions around {y (0) p,n }, we obtain a convex optimization problemP2 as
×(5y p,n 1 +3y p,n 2 −(5y
where {y
p,n } is an initial solution. Using this initial solution, the convex optimization problemP2 can be solved using any convex optimization solver (e.g., CVX [35] , [36] ) to get the optimum value {y p,n }. Then, we set y (0) p,n = y p,n , ∀n and solve the optimization problemP2 again. The new solution is then used as an initial solution for another iteration, and so on. Eventually, {y p,n } will converge to a local solution of the original nonconvex problem P2 [27] .
The proposed pilot sequence design is summarized in Algorithm 5, where dτ is the step size that we use to linearly search for the optimal τ in the interval (0, τ max ], and P pilot defines how many times we successively solveP2 to get the solution of P2. As an initial solution, we generate uniformly-distributed random pilot-symbol energies (using a uniform random generator, e.g., ''unifrnd'' of MATLAB) while satisfying the allowable peak pilot-symbol energy. We properly scale this initial solution to satisfy the total pilot-symbol energy constraint and the first constraint ofP2. Then, we solve sequences of P2 with different values of τ . Then, we pick {y p,n } associated to τ that minimizes −τ/h (τ ). Finally, we obtain the pilot sequence {x p,n } as x p,n = e (y p,n +ln E tot,pilot )/2 , ∀n. The computational complexity of the proposed pilot sequence design is O (2N + τ max /dτ P pilot (N 6 + N 2 ) [27] . Note that the proposed pilot sequence design is done once and offline. Obtainh w =h τ (w) and {y p,n } by solvingP2 using CVX solver with τ = τ (w) and {y
Algorithm 5 Proposed Pilot Sequence Design
Inputs: E norm,pilot , E max,pilot , N , Q, β c , dτ , P pilot E tot,pilot = NQ(1 − β c /4)E norm,pilot y max = E max,pilot /E tot,pilot τ max = y −1 max y 5 max + (1 − y −1 max y max ) 5 y (0) p,n = ln(unifrnd (0, y max )), ∀n if(0) p,n } y (0) p,n = y p,n , ∀n end for y (w) p,n = y p,n , ∀n end for w opt = arg min w {−τ (w) /h w } x p,n = e (y (w opt ) p,n +ln E tot,pilot )/2 , ∀n Output: {x p,n }
VII. SIMULATION RESULTS
In this section, we evaluate the performance of our proposed system parameters estimation and precompensation for low-cost nonlinear Tera-Hertz transmitters in the presence of I/Q imbalance. With the proposed pilot sequence design and using the proposed ML system parameters estimator, we compare the estimation variances of the system parameters with the derived CRLBs. Then, we evaluate the performance of the proposed precompensation algorithms.
We consider a desired transmitted signals(t) constructed from a block of M = 128 16-QAM modulation symbols convolved with a desired pulse-shaping filter g(t). Unless mentioned otherwise, we consider g(t) as an RRC pulseshaping filter with time span of 12T s and roll-off factor β s = 0.332. We generate our numerical results based on 10 4 16-QAM blocks. The NLD parameters are A 3 = 1.26 − j 0.081 and A 5 = −0.96 + j 0.29, and the I/Q imbalance parameters are = 20% and φ = 10 • . The PSD of the AWGN at the feedback RF chain is −174 dBm/Hz. The symbol data rate R s is 20 × 10 6 symbols/s. The proposed compensation scheme utilizes an RC construction filter q(t) as in (14) with time span of 12T c and roll-off factor β c = 0.332. We set P comp = P IQ = P pilot = 5. Unless mentioned otherwise, the upsampling factor L is 2. 
A. SYSTEM PARAMETERS ESTIMATION
We consider a pilot sequence with length N = 100 and peak pilot-symbol energy E max,pilot of 6 dB above the normalized pilot-signal energy E norm,pilot . Fig. 6 shows CRLB(ρ 1 ) at various normalized pilot-signal energies E norm,pilot with two pilot sequence designs as follows: 1) Random-energy pilot sequence design, where the pilot-symbol energies are generated randomly while satisfying the allowable peak pilot-symbol energy and the total pilot-symbol energy constraints. 2) Proposed pilot sequence design, where the pilotsymbol energies are optimized as in Algorithm 5. We observe that CRLB(ρ 1 ) with the proposed pilot sequence design is about 40 dB smaller than that with the random-energy pilot sequence design, which verifies the effectiveness of the proposed pilot sequence design. This result is expected since the proposed pilot sequence is designed to minimize CRLB(ρ 1 ), while the random-energy pilot sequence is not. Fig. 7 compares the MSEs of the proposed ML estimator with the derived CRLBs of the system parameters at various normalized pilot-signal energies E norm,pilot . From Fig. 7 , we observe that the initial estimates of the I/Q imbalance parameters yield MSEs of 10 dB above the CRLBs, while the initial estimates of the NLD parameters yield MSEs very close to the CRLBs. Using the proposed ML estimator (with 5 iterations), we observe that all the MSEs of the estimates of the system parameters are very close to the CRLBs, which verifies the excellent performance of the proposed ML system parameters estimator.
B. EFFECTS OF THE PULSE-SHAPING FILTER AND I/Q IMBALANCE WITHOUT PRECOMPENSATION
For illustration, we consider two types of pulse-shaping filters for g(t): 1) Rectangular pulse-shaping filter with time span of T s and 2) RRC pulse-shaping filter with time span of 12T s and roll-off factor β s = 0.332. For the existing scheme in [12] , [13] (i.e., without precompensation) with E norm = 20 dBm, Fig. 8 shows the PSD of the signals before and after the NLD and the transmitter output constellation. In the absence of I/Q imbalance, unlike QPSK modulation with rectangular pulse-shaping which just experiences predefined permutation due to the third-order power of the NLD and slight distortion due to the fifth-order power of the NLD as shown in Fig. 2 , 16-QAM modulation with rectangular pulse-shaping experiences serious distortions in the transmitter output constellation. Comparing the results between the two pulse-shaping filters in the absence of I/Q imbalance, one can observe that a larger filter span yields a lower spectrum sidelobe but a severe degradation of the transmitter output constellation due to nonlinear distortion. In the presence of I/Q imbalance, we observe that the I/Q imbalance adds additional distortions to the 16-QAM constellation for both pulse-shaping filters. 
C. EFFECTS OF THE PROPOSED PRECOMPENSATION SCHEMES
Without Algorithm 2, we name the proposed precompensation scheme of section IV as ''proposed basic precompensation scheme'', while with Algorithm 2 we name it as ''proposed improved precompensation scheme''. Based on the estimates of the system parameters with E norm = 20 dBm, Fig. 9 shows the performances of the proposed basic precompensation scheme and the proposed improved precompensation scheme with the upsampling factor L = 2. Fig. 10 extends the results of Fig. 9 to the case of the upsampling factor L = 4. Comparing the signal constellation results of the larger filter span between the existing scheme in Fig. 8 and the proposed schemes in Fig. 9 and Fig. 10 , we can clearly see performance advantages of the proposed precompensation schemes in suppressing the nonlinear distortions and the I/Q imbalance distortion. Compared to the proposed basic precompensation scheme, we observe that the proposed improved precompensation scheme has better PSDs (lower sidelobe levels and no spikes) before and after the NLD and less constellation distortion. This performance improvement comes from the fact that the proposed improved precompensation scheme (with Algorithm 2) modifies the samples to have slower time variations, which results in a more-spectrally-constrained construction of x pre (t) from the samples. The proposed precompensation schemes with L = 4 yield better PSDs and less distortions than those with L = 2 due to its higher sampling rate LR s which results in smaller aliasing issue and better construction for x pre (t) from the samples. The cost for a larger L is the increased computational complexity in the precompensation stage.
D. EFFECTS OF THE ROLL-OFF FACTOR OF THE RC CONSTRUCTION FILTER
With the proposed improved precompensation scheme with E norm = 20 dBm, Fig. 11 shows the normalized error vector magnitude (NEVM) of transmitter output constellation 4 (left y-axis) and normalized (with respect to the main lobe peak) maximum sidelobe level (NMSL) of transmitter output (right y-axis) versus the roll-off factor β c of the RC construction filter q(t) with different values of the upsampling factor L. We observe that the minimum NEVM is not obtained along with the minimum NMSL. In other words, we have a 4 NEVM is defined as NEVM = trade off between NEVM and NMSL. Therefore, appropriate values for the roll-off factor β c of the construction filter q(t) and the upsampling factor L have to be determined according to the system requirements. For example, if the system requires the normalized sidelobe level to be at most −20 dB, we can select L = 2 for lower complexity and β c = 0.32 which yields an NEVM of about 2.5%. If the system needs to limit its normalized sidelobe level to be below −35 dB, then we can select L = 4 and β c = 0.7 which yields an NEVM of about 0.19%.
E. EFFECTS OF FREQUENCY-DEPENDENT I/Q IMBALANCE AND FREQUENCY-SELECTIVE NLDS
The frequency-dependent I/Q imbalance is modeled by a frequency-independent I/Q imbalance followed by imbalance filters ς I (t) and ς Q (t) for the I and Q branches respectively [38] . Using the Wiener model [39] , the frequency selectivity of the NLDs (the power amplifier and the frequency multiplier) can be modeled by a filter (t) followed by the memoryless polynomial model in (7) . Therefore, ς I (t) and (t) can be combined asς I (t) = ς I (t) * (t), and ς Q (t) and (t) can be combined asς Q (t) = ς Q (t) * (t).
With E norm = 20 dBm, Fig. 12 shows the performances of the proposed improved precompensation scheme with the upsampling factor L = 4 in the presence of frequency-dependent I/Q imbalance and frequency-selective NLDs, whereς I (t) = 0.015δ(t) + δ(t − T s ) + 0.02δ(t − 2T s ) + 0.01δ(t − 3T s ) andς Q (t) = 0.01δ(t) + δ(t − T s ) + 0.03δ(t − 2T s ) + 0.02δ(t − 3T s ). From Fig. 10 and Fig. 12 , we observe that the frequency-dependent I/Q imbalance and frequency-selective NLDs add additional distortions to the signal constellation. This distortion comes from the ISI introduced by the filters of the I/Q imbalance and the NLDs. The NEVM of the signal constellation with frequency-dependent I/Q imbalance and frequency-selective NLDs is 8.74% which still meets the requirements of the 3rd generation partnership project (3GPP) standard (< 12.5%) [40] . Therefore, the proposed precompensation and estimation schemes are still applicable.
VIII. CONCLUSION
Low cost and energy efficiency are crucial factors for broader deployment of THz applications. The recently proposed frequency-multiplier-last THz transmitter architecture is the most promising one in this regard, but it suffers from nonlinear distortions and is incapable of supporting QAM transmission. In this paper, we developed solutions to overcome limitations/drawbacks of this architecture. By incorporating nonlinearity aspects of the low-cost THz devices and the I/Q imbalance into the signal model, our study shows that when the pulse-shaping filter spans more than one symbol, the existing result that QPSK modulation does not experience distortions except a fixed permutation of the constellation points no longer holds. For out-of-band spectrum control, the pulse-shaping filter span of several symbol intervals is needed and in this case both QPSK and QAM suffer severe nonlinear distortions.
We developed a precompensation scheme which can suppress nonlinear distortions, mitigate the I/Q imbalance effect, and enable QAM transmission capability. The proposed precompensation scheme offers very attractive output power spectral density control and nonlinear distortion suppression. Using a separate measurement circuitry for testing/calibrating the THz transmitters, we proposed a maximum-likelihood (ML) estimator to estimate the NLD parameters and the I/Q imbalance parameters. We derived closed-form expressions for the Cramér-Rao lower bounds (CRLBs) of the system parameters estimation as benchmark metrics to evaluate the performance of the proposed ML estimator. We designed the pilot sequence used in testing/ calibrating the THz transmitters to enhance the performance of the proposed ML estimator. We also presented how to trade off between complexity and performance of the proposed scheme by means of the upsampling factor and the construction filter roll-off factor. The effects of frequency-dependent I/Q imbalance and frequency-selective NLDs are also investigated, and the results show that the proposed scheme can keep the total distortion within the 3GPP requirement.
APPENDIX A STEPS TO OBTAIN (17)
For a real-valued objective function f (x) of a complex variable x, it is shown in [29] that the complex gradient ∇ x (f ) is given by ∇ x (f ) = (∂f /∂R {x} + ∂f /∂I {x})/2 = ∂f /∂x * . Therefore, we write the sample-wise square-error objective function W k as a function of c k and c * k as 
