Abstract-In the last several years, stochastic quasi-Newton (SQN) methods have assumed increasing relevance in solving a breadth of machine learning and stochastic optimization problems. Inspired by recently presented SQN schemes [1], [2] , [3], we consider merely convex and possibly nonsmooth stochastic programs and utilize increasing sample-sizes to allow for variance reduction. To this end, we make the following contributions. (i) A regularized and smoothed variable samplesize BFGS update (rsL-BFGS) is developed that can accommodate nonsmooth convex objectives by utilizing iterative regularization and smoothing; (ii) A regularized variable samplesize SQN (rVS-SQN) is developed that admits a rate and oracle complexity bound of O(1/k 1−ε ) and O( −(3+ε)/(1−ε) ), respectively (where ε, > 0 are arbitrary scalars), improving on past rate statements; (iii) By leveraging (rsL-BFGS), we develop rate statements for the function of the ergodic average through a regularized and smoothed VS-SQN scheme that can accommodate nonsmooth (but smoothable) functions with the convergence rate O(1/k 1/3−2ε ).
I. INTRODUCTION
We consider the stochastic convex optimization problem
where ξ : Ω → R o , F : R n ×R o → R, and (Ω, F, P) denotes the associated probability space.
One avenue for solving such problems is through stochastic approximation [4] . Yet this class of schemes has been afflicted by key shortcoming in that the stochastic approximation (or gradient) schemes display a markedly poorer convergence rate than their deterministic variants. For instance, in standard stochastic gradient schemes for strongly convex smooth problems with objectives with Lipschitz continuous gradients, the mean-squared error diminishes at a rate of O(1/k) while deterministic schemes display a geometric rate of convergence. This gap can be reduced by utilizing an increasing sample-size of gradients, an avenue first considered in [5] , [6] , and subsequently refined for gradientbased methods for strongly convex [7] , [8] , [9] , convex [10] , [11] , [8] , [9] , and nonsmooth convex regimes [9] . Similar avenues have been considered for SQN techniques [12] , [13] , [14] under twice differentiability and strong convexity requirements. Yet the only available SQN scheme for merely convex but smooth problems is the regularized SQN scheme presented in our prior work [15] . We consider how this may be extended to incorporate variable sample-sizes (to reduce variance) and smoothing (to accommodate nonsmoothness).
We now proceed to describe our regularized smoothed stochastic quasi-Newton schemes with limited memory BFGS updates. It may be recalled that in our prior work [15] , we utilize an iterative regularization of the form 1 2 µ k x k − x 0 2 to address the lack of strong convexity while the regularization parameter is driven to zero at a suitable rate. Furthermore, a sequence of matrices {H k } is generated using a regularized L-BFGS scheme. Here, we make two extensions to this framework: 1. Variable Sample-size. At iteration k, we utilize a sampleaverage of gradients with sample-sizes N k where N k is increased at a suitable rate, leading to a reduction in the variance, and an improvement in the rate of convergence. 2. Smoothing. Traditional SQN schemes generally necessitate smoothness of f with Lipschitz continuous gradients. We address the lack of smoothness by utilizing a smoothed function f η k with Lipschitz continuous gradients (with constant O(1/η k )) where η k is driven to zero at a suitable rate to recover a solution of the original problem. Additionally, the sequence {H k } is generated using a regularized smoothed L-BFGS scheme or (rsL-BFGS) scheme.
We now define the regularized smoothed variable samplesize SQN scheme (rsVS-SQN) defined as follows for k ≥ 0.
where
, N k , γ k , µ k , and η k denote the sample-size, steplength, regularization, and smoothing parameter at iteration k. Before proceeding, we review some relevant prior research in stochastic quasiNewton methods and variable sample-size schemes for stochastic optimization. Stochastic quasi-Newton (SQN) methods. QN schemes [16] , [17] have proved enormously influential in solving nonlinear programs. Motivated by the efforts to utilize stochastic Hessian information [18] , in [1] a regularized BFGS method is proposed by updating the matrix H k using a modified BFGS update rule to ensure convergence while limited-memory variants [3] , [2] and nonconvex generalizations [19] were subsequently introduced. We build on our recent work [20] , [15] where an SQN method was presented for merely convex smooth problems, characterized by convergence rates of O(1/k 1/3−ε ) and O(1/k 1−ε ) for the stochastic and deterministic case, respectively. Variance reduction schemes for stochastic optimization. Increasing sample-size schemes for finite-sum machine learning problems [5] , [6] have provided the basis for a range of variance reduction schemes in machine learning [21] , [22] , amongst reduction others. By utilizing variable sample-size (VS) stochastic gradient schemes, linear convergence rates were obtained for strongly convex problems [7] , [8] and these rates were subsequently improved (in a constant factor sense) through a VS-accelerated proximal method developed by Jalilzadeh et al. [9] . In convex regimes, Ghadimi and Lan [11] developed an accelerated framework that admits the optimal rate O(1/k 2 ) and oracle complexity (also see [8] ), improving the rate statement presented in [10] . More recently, in [9] , Jalilzadeh et al. present a smoothed accelerated scheme that admits the optimal rate of O(1/k) and optimal oracle complexity for nonsmooth problems and recover the findings in [11] in the smooth regime. Finally, more intricate sampling rules are developed in [23] , [24] . Variance reduced SQN schemes. Linear [12] and superlinear [13] expectation with respect to the probability measure P and we refer to ∇ x F (x, ξ(ω)) by ∇ x F (x, ω). We denote the optimal objective value of problem (1) by f * and the set of the optimal solutions by X * . For a vector x ∈ R n and a nonempty set X ⊆ R n , the Euclidean distance of x from X is denoted by dist(x, X).
A. Assumptions
We impose the following requirements on the conditional bias and the conditional second moment on the sampled gradient (in either the smooth or the smoothed regime) produced by the oracle.
Finally, we assume the following on the sequence {H k }. These properties follow by utilizing (rsL-BFGS) scheme. Assumption 2:
[S] Let the following hold for all k ≥ 0:
(ii) Matrix H k is symmetric and positive definite and there exist λ, λ k > 0 such that λI H k λ k I for all k ≥ 0.
[NS] Let the following hold for all k ≥ 0:
(ii) Matrix H k is symmetric and positive definite and there exist positive scalars λ k , λ k such that λ k I H k λ k I for all k ≥ 0.
II. A REGULARIZED AND SMOOTHED L-BFGS UPDATE
In Section II-A, we discuss the smoothing techniques to be employed and then articulate the regularized and smoothed L-BFGS method or (rsL-BFGS) method in Section II-B.
A. Smoothing of nonsmooth convex functions
We begin by definition of L-smoothness.
n . There are many instances where the objective function is nonsmooth but (α, β)−smoothable [25] , as defined next.
Definition 2:
Some instances of smoothing [25] include the following: 2 )-smoothable where B denotes a uniform bound on s where s ∈ ∂f (x). Our interest lies in reducing the smoothing parameter η after every iteration, a class of techniques (called iterative smoothing schemes) that have been applied for solving stochastic optimization [20] , [9] and stochastic variational inequality problems [20] . Motivated by our recent work [9] where a smoothed variable sample-size accelerated proximal gradient scheme is proposed for nonsmooth stochastic convex optimization, we consider a framework where at iteration k a smooth function f η k is utilized, where η k > 0 and the Lipschitz constant of ∇f η k (x) is 1/η k .
B. Regularized and Smoothed L-BFGS update
We now discuss how the sequence of Hessian approximations H k is generated when f is merely convex but not necessarily smooth. We overlay the regularized BFGS scheme with a smoothing and refer to the proposed scheme as the (rsL-BFGS) update. As in the regularized L-BFGS scheme [15] , we update the regularization parameter µ k and smoothing parameter η k as follows.
We construct the update rule in terms of s i and y i ,
where i is odd and δ,δ ∈ (0, 1] are scalars controlling the level of smoothing and regularization in updating matrix H k , respectively. The update policy for H k is given as follows:
where m < n (in large scale settings, m << n) is a fixed integer that determines the number of pairs (x i , y i ) to be used to estimate H k . The matrix H k,m , for any k ≥ 2m − 1, is updated using the following recursive formula:
Throughout the paper, we assume that X * , the solution set of (1), is nonempty. Next, we impose assumptions on F η (x, ω).
Assumption 3: (a) The function F η (x, ω) is convex in x ∈ R n for any ω ∈ Ω and for any η > 0. (b) For any ω ∈ Ω, F η (·, ω) is continuously differentiable with Lipschitz continuous gradients over R n with parameter and 
, and λI H k λ k I.
III. SMOOTH CONVEX OPTIMIZATION
In this section, we consider the setting when f is a smooth convex function with Lipschitz continuous gradients. In such an instance, a regularization of f can be defined as follows.
Definition 3 (Regularized function and gradient map): Given a sequence {µ k } of positive scalars, the function f k and its gradient ∇f k (x) are defined as follows:
Then, f k and ∇f k satisfy the following: (i) f k is strongly convex with a parameter µ k .
(ii) f k has Lipschitzian gradients with parameter L + µ k .
(iii) f k has a unique minimizer over R n , denoted by x * k . Moreover, for any x ∈ R n (see sec.
in [27]), we have
We consider the following update rule:
which is a special case of (2) where
Lemma 3 (A recursive error bound): Consider the VS-SQN method and suppose Assumptions 1(S), 2(S) and 3 hold. Suppose {µ k } is a non-increasing sequence, and γ k satisfies
, for all k ≥ 0.
Then, the following inequality holds for all k:
) Proof: By using the Lipschitzian property of ∇f k , update rule (2), and invoking Definition 3, we obtain
Next, we estimate the conditional expectation of Terms 1 and 2. From Assumption 2, we have that
Thus, taking conditional expectations, from (10), we obtain
Similarly, invoking Assumption 2(b), we may bound Term 2.
Taking conditional expectations in the preceding inequality and using Assumption 1, we obtain
By taking conditional expectations in (10), and by (11)- (12),
for any k ≥ 0. Since {µ k } is a non-increasing sequence, implying that
Hence, the following holds.
By using Definition 3 and non-increasing nature of {µ k },
Next, we derive a lower bound for Term 3. Since x * k is the unique minimizer of f k , we have
Therefore, invoking Definition 3, for an arbitrary optimal solution x * ∈ X * , we have
From the preceding relation and (13), we have
By subtracting f * from both sides and by noting that this inequality holds for all x * ∈ X * where X * denotes the solution set, the desired result may be obtained. We now derive a rate statement for the sequences produced by (rVS-SQN) by utilizing the following assumption.
Assumption 5: Let the sequences {N k , γ k , µ k , t k } be positive and satisfy the following conditions: (a) {µ k }, {γ k } are non-increasing sequences such that µ k , γ k → 0 and {t k } is an increasing sequence;
Consider the (rVS-SQN) scheme and suppose Assumptions 1(S), 2(S), 3 and 5, hold. Then, there existsK ≥ 1 such that the following inequality holds for all K ≥K + 1:
Note that Assumption 5(a,b) imply that (9) holds for a large enough k, say for k ≥K. Since the conditions of Lemma 3 are met, taking expectations on both sides of (9), we obtain for any k ≥K:
Now by multiplying both sides by t k+1 , using Assumption5(b), and noting that λ k = λµ
where A 1
. By summing (15) from k =K to K − 1, for K ≥K + 1, and dividing both sides by t K , we obtain
. We now show that the requirements of Assumption 5 are satisfied under suitable assumptions on the steplength sequences.
Corollary 1:
e for some a, b, c, e > 0. Let 2δ(m + n) = ε for ε > 0. Then Assumption 5 holds if b + c < 1, e ≤ 1, b + 2c − e > 1 and a + 2b − e − cε > 1.
Proof:
, the requirements to satisfy Assumption 5 are as follows:
e . From the Taylor expansion of right hand side and assuming e ≤ 1, we get 1 −
One can easily verify that a = 2+ε, b = ε and c = 1− 4 3 ε and e = 1−ε satisfy these conditions. We now provide a rate statement for (rVS-SQN) for a specific choice of parameter sequences and derive the oracle complexity.
Theorem 2 (Rate statement and Oracle complexity): Consider the (rVS-SQN) scheme and suppose Assumptions 1(S), 2(S), 3, and 5 hold. Suppose
e and N k = k a where a = 2 + ε, b = ε and c = 1 − 
(ii) Let > 0 and
. Proof: (i) By choosing the sequence parameters as specified, the result follows immediately form inequality (14) .
IV. NONSMOOTH CONVEX OPTIMIZATION
In this section, we consider problem (1) when f is nonsmooth but (α, β)-smoothable. We consider the (rsVS-SQN) scheme. Note that in this section, we set m = 1 for the sake of simplicity but the analysis can be extended to m > 1. We now derive a rate statement for the mean sub-optimality.
Theorem 3: (Convergence in mean) Consider the (rsVS-SQN) scheme given by (2) . Suppose Assumptions 1 (NS), 2 (NS), and 4 hold. Let γ k = γ, µ k = µ, and η k = η be chosen such that (8) , then for m = 1, the following holds for K ≥ 1.
Proof: Since Lemma 3 may be invoked, by taking expectations on both sides of (9), for any k ≥ 0 by choosing λ
Summing from k = 0 to K − 1 and by Jensen's inequality, we obtain
We refine this result for a set of parameter sequences. (i) For any K ≥ 1,
, for N k = (k + 1) 1+ε . Proof: (i) Dividing both sides of (17) by Kλµγ and by recalling that f η (x) ≤ f (x) ≤ f η (x) + ηB 2 and f (x) ≤ f µ (x), we obtain
(1 + µη)λν 2 γ 2KµN k η + ηB 2 .
Note that by choosing γ = c γ K −1/3+ε , µ = K −1/3 and η = K −1/3 , whereε = 5/3ε, inequality (8) is satisfied for sufficiently small c γ . Also, by letting N k = (k + 1) a for any a > 1 we have that
where V. CONCLUSIONS Motivated by applications in optimization and machine learning, we introduce a regularized variable sample-size SQN method and prove that in smooth regimes, by increasing sample-sizes at a rate k 2+ε , the expected error diminishes at a rate O(1/k 1−ε ) for a small positive scalar ε. Moreover, to facilitate addressing nonsmooth problems, we develop a regularized and smoothed L-BFGS update which is integrated within a regularized and smoothed SQN method (rsVS-SQN). We show that the mean error associated with the ergodic average decays to zero with rate O(1/k 1/3−2ε ) under suitable choices of parameter sequences.
