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Traffic flow related air pollution is one of the major problems in urban areas, and is often difficult to avoid it if the time sequenced dynamic pollution and traffic parameters are not identified and modelled efficiently.  In our introduced work here, an artificial intelligence technique such as Bayesian networks are used for a probabilistic traffic data analysis and predictive modelling. The most common challenge in traditional data analysis is a lack of capability of unveiling the hidden links between the distant data attributes (e.g. pollution sources, dynamic traffic parameters, geographic location characteristics, etc.), whereas some subtle effects of these parameters or events may play an important role in pollution on a long-term basis. These subtle effects are discovered and modelled within this work. 
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1  Introduction 

Nowadays with the increasing population of different vehicle types and by inadequate traditional transport or traffic system designs, air pollution has become one of the key issues to be solved urgently for urban areas. Traffic related air pollution, which contains harmful chemicals, is a major threat for cities.  In dense urban areas, vehicle emissions may be responsible for 90% to 95% of carbon monoxide and 60% to 70% of nitrogen oxides within the atmosphere (Schwela, 2000). Recent epidemiological studies suggest that at present air pollution results in an average 7-month reduction in life expectancy and costs UK society up to £20 billion per year (HCEA Committee, 2011).
 
The immediate solution is not easy if the time sequenced dynamic pollution and traffic system parameters are not properly identified and modelled. Particularly multidisciplinary areas such as artificial intelligence (AI) methods (e.g. data mining, inference methods, etc.), state-of-art instrumentation, supercomputing facilities, distributed sensors, etc. would be expected to bring the most promising solutions to the problem. In our work here an artificial intelligence technique, Bayesian networks, are used for a probabilistic data analysis whose performance has already been proven by our previous works (Orun & Aydin, 2010; Orun, 2004). One of the traditional common issues of manual data analysis is the lack of visibility of the hidden links between distant and the least correlated data attributes (e.g. pollution sources, dynamic traffic parameters, geographic location characteristics, etc.); whereas some subtle effects of these parameters or specific combinations of them may play an important role in traffic related air pollution on a long-term basis. Many works have previously investigated air pollution. Olvera-Garcia uses a fuzzy inference system (Olvera et al.,2016) for air quality assessment by generating an air quality index. But their generic “non-traffic” based study covers very large area (Mexico City) of air pollution rather than a local urban region which does not bring region-specific solutions that would be easier to control. In another work Karatzas and Kaltsatos introduce a computational intelligence method (Karatzas & Kaltsatos, 2007) for air pollution modelling by which the environmental system is simulated. Their work was also at a large geographic scale for a city area. Zhu et al. (Zhu et al. 2015) investigate traffic-related air pollution in a street canyon by utilising a genetic algorithm-back propagation artificial neural network but even though it introduces an AI-based approach, it is only based on a single pollutant parameter, nitrogen dioxide (NO2), rather than focusing on a multi parameter solution.  In (Passow et al. 2012) authors also used NO2 used as a tracer for pollution but included additional factors derived from meteorological data, traffic data and earth observation data to create framework for near-real time traffic management and air quality control. In contrast, the method introduced in this paper is dedicated to long-term forecast to support design and re-assessment of air quality models in local urban areas. The method proposed here will include several diverse types of parameters (pollutant, environmental, etc.), processed in an interactive form, to identify subtle connection between them.

On the other hand, geographic information systems (GIS) (Orun, 1993) are one of the major tools that could also potentially be used for the transport planning (Niemeier & Beard, 1993). One of the earlier works (Thonga & Wongb, 1997) introduced a specific database design for use by GIS for urban transport planning. In the work, even though some “predictive” techniques (called what-if ) were suggested, their implementation was not made within the proposed system.  Another statistical predictive model based on a “distance decay regression” approach was introduced by Jason et al. (2009). Even though the method effectively used statistical algorithms, no GIS utility was used or evaluated for a pollution map formation. 

A direct estimation of traffic related air pollution was made by a GIS based component-oriented integrated system which was developed by Rebolj and Sturm (Rebolj & Sturm, 1999). In the paper, the generic outline of proposed system was introduced. However, the presentation did not exhibit the numerical test results in details other than a single output.  
The current statistical traffic-related air pollution models (Gulliver & Briggs, 2005) used for traffic design may cause several problems such as:

	Available data may not provide accurate pollution information for the future if processed by inappropriate linear predictive models, which later may cause bulky re-construction and development for road network amendments.
	Underestimated traffic-related air pollution may later cause serious health effects on inhabitants in the future.
	Such non-learning systems could not demonstrate enough  flexibility to adapt to new changes.

Within this work we overcome the above issues by deploying a predictive modelling based GIS system in which AI technique, Learning Bayesian Networks, is used for a new target layer generation. Target layer is a new GIS layer having a completely new content and produced by Bayesian classifier after training process with all available GIS layers then by a following classification Within this technique the set of attributes (of the available data) are used as a training set for GIS system’s learning purpose instead of a direct query (e.g. via SQL) process as is implemented in traditional GIS systems. The class (target) attribute is selected among the others depending on the target layer content (e.g. air pollution of any specific gas, etc.) 

This paper is organised as follow; The method and materials used here are introduced in Section 2, with a presentation of a limited data sample set. In the subsections Bayesian networks and predictive Bayesian model are also introduced by the presentation of a flow chart and pseudo code of the proposed method. The results of model accuracy are finally represented in Section 3 as results and discussion followed by the conclusion section. 

2 Methods and materials 

2.1 Data set specifications

The restricted data set consists of weekly recordings of traffic flows (at local data collection stations), air pollution values (e.g. SO2, NO2, CO), local temperature readings, wind records, air pressure, rainfall and global radiation values within Leicester City local urban areas for the year 2012. The local regions selected in this work are Newark and Aunsite. The whole data set was utilised for Bayesian Network (BN) construction as seen in Figure 3, where the abbreviations “st” refers to traffic data collection stations in the Leicester city area.  The traffic flow data were collected over the 56 stations locations with additional 9 parameters including pollution types, temperature, global radiation, air pressure, rainfall, wind speed and wind direction.

Table 1. Display of a sample for the traffic data set. The whole set contains total number of 56 stations (only station “st1” is shown below). Station values correspond to traffic flow at the specific city locations.
Parameter units in Table 1: (NO2, SO2) =parts per billion, CO = parts per million ,   Temperature = Co , Global Radiation = W/m2 , Air pressure = mbar, Wind direction = Degree.M, Wind speed = metre/second, Rainfall = mm/h,   traffic flow (sti)  = number of vehicles/hour.

The collected raw data need additional processing in which different fractions of data segments with different data types were re-arranged so they can be integrated within this work. This inevitably caused a limitation of data volume and relatively limited training of the BN system at low efficiency. 

2.2   Data analysis with use of Bayesian networks  
In general terms, Bayesian networks or Casual Probabilistic Networks are very useful techniques which can achieve efficient knowledge representation and reasoning. They are also capable of generating very accurate classification results under uncertainty where the data set may include many uncertain conditions (Koski & Noble, 2009). Bayesian networks graphically encode and represent the conditional independence (CI) relationships among a set of data (Orun, 2004). In this work, a learning Bayesian network software tool (PowerConstructor™) (Cheng et al., 2002) is used for the analysis of air pollution, traffic and environmental data and the Bayesian inference to construct the network (Figure 3). The algorithm examines information flow between two highly related variables (attributes) from a data set and decides if these variables (e.g. traffic parameters) are independent or linked and it also investigates into how close the relationship between those variables is. This process continues for all variables in turn in the data set. This information flowed between the two variables is called conditional mutual information of two variables Xi, Xj which may be denoted as: 
                     (1)


In Equation 1, C is a set of nodes and c is a vector (one instance of variables in C). If   I(Xi,Xj | C)  is smaller than a certain threshold t, then we can say Xi and Xj are conditionally independent. In the equations P(xi, xj | c) may be extracted from the conditional probability tables, where i, j are indices for the different cases of two variables whose link is investigated.

One early example in which a Bayesian approach for an analysis of air pollution data was introduced by Suggs and Curran (1983). In their work air pollution data and air quality standards were compared and a combination of pollution history with instrumental precision in a Bayesian probabilistic model was comprehensively discussed. Some of our previous works also focused on the different application fields of Bayesian inference method and classification process separately, which provide a useful guidance for this work (Orun, 2004; Orun & Aydin, 2010). In those works two different experiments were done by use of a Bayesian network  tools such as   PowerPredictor™ (Cheng et al., 2002)  for  the analysis of data produced by the real-time lab experiments. The other Bayesian package used here is PowerConstructor (Cheng et al., 2002) which is a different tool than Bayesian classifier as it only exhibits the links between the attributes in a semantic graphical domain. But both utilities use the Markov condition to obtain a collection of conditional independence statements from the networks (Pearl, 1988). One of the advantages of Bayesian networks over the other AI systems (e.g. neural networks or fuzzy logic) is that, it identifies direct and indirect links between the attributes which can be easily interpreted. In both utilities, the algorithms establish the links between the attribute nodes and show them graphically. The nodes that are not connected are not necessarily excluded from the process, but it means that their contribution would not improve the classification results further (Cheng et al., 2002).  

2.3   Bayesian predictive model 









Do {for each pixel of Target Layer}
	Select BN parameter options ;
		Train BN with data set :
			Classify Target Pixel :
		Assign CO value to Target Pixel ;
    		Go to next pixel ;
 If  (Target Layer generated) 
		then exit ;
	else target 
then Return ; 
Go to {next pixel} 
		 


























Figure 2. Traditional query based GIS system (on the left) and predictive model based GIS (on the right) in which a prediction of each sample layer (CO) point is calculated. In our experiments, the sample prediction has been made with 81% accuracy with the limited data set by use of Bayesian classifier. 

3  Results and discussion


As is seen in the Bayesian network (Figure 3) which was built after Bayesian inference based data processing by use of the package PowerConstructor™, the following conclusions would be drawn to interpret the links between the attributes in the network. 

●   Traffic data collection Station56 (shown as St56) has a vital role as it has 7 connections with other stations (for vehicle flow data). This means that any structural change on Station56 would have substantial effect on the other stations. (Link 1)
●   Air pollution attributes have natural links with some parameters like: temperature, rainfall, CO_Newarke, air pressure, wind speed, NO2. This will lead to a natural modelling to be associated with the main traffic air pollution model (Link2, Link 3)  
●    CO in Newarke area has a link with traffic Station 33., NO2 Aunsite area has link with Station10, SO2 Newarke area has link with Station59, it has also link with wind direction whose cause-effect relationships would need an efficient interpretation before a modelling (Link 4) 
●   The stations (Sti) for vehicle flow data collection have links with each other’s, which may give an idea about the interactions between the high-density vehicle flow regions in the city. (Link 1)
●   One of examples for a hidden interaction would be between temperature and CO pollution. Which may help in traffic planning to bring some restriction on CO emission (e.g. by speed reduction in warm days of the year) (Link 3)
























Figure 3.  Established  Bayesian network (BN) configuration created with the use of inference tool, PowerConstructor to connect links between the data attributes. The network connection threshold was kept at min level (t = 0.1) to maximize the number of links between the nodes. As is seen in the figure, different cause-effect relations of the attributes are represented by different link characteristics (links 1-4) 

3.1  Discovering  cause-effect connections 




























In our work, the BN  attribute connection threshold “t” is set to 0.1  for establishing the maximum number of links. The discretization method for data set values was selected as equal frequency. The examples of local cause-effect connections (in Figures 4-7) may provide useful initial information for design strategy of the air pollution predictive model. In the example, an interpretation of configuration can be made as shown in Figure 4 where the CO pollution in Newarke area is caused by Station 33 as the temperature variation also seems to be an impact factor. If there would be a direct link between the temperature and Station33, then the possible conclusion would be made that the temperature variation might be caused by high density of traffic flow or traffic jam.  But in this circumstance temperature is possibly the function of CO gas emission. In Figure 5, traffic flow effects of stations St19 and St10 on NO2 pollution in the Aunsite area with the influence of wind speed variations, which is concerned with topographic characteristics of the location. Similarly, in Figure 4, the pollution caused by Station 59 is under the influence of wind direction where it has to be taken into account during the traffic network design phase in regards to geographic location. In Figure 7 an interaction between the stations provide a beneficial information for easing the traffic load on any of those station junctions by transferring its traffic flow to the other. In Figure 6, SO2 Newarke area has link with Station59, it has also link with wind direction whose cause-effect relationships requires an interpretation of the wind effect. 

3.2 Bayesian predictive model 





Gas pollutant 	Prediction accuracy(in GIS layer) 	Influencing attributes 	Bayesian network options 
SO2	85%	wind direction, wind speed,traffic flow at Station14.	t = 0.1, equal frequency discretization
NO2	78%	traffic flow at Stations 1,33,59 	t=0.1, equal frequency discretization
CO	81%	traffic flow at Station 42	t=0.1, equal freq. discretization.

Table 2. Prediction accuracies of the predicted pollution values of a new GIS layer calculated by BN classifier with the PowerPredictor system options, and automatically selected attributes that primarily influence the prediction process. 


5  CONCLUSION 	

Within this work a sample layers (SO2, NO2 and CO pollution assigned as class nodes in turn) were constructed using a Bayesian Classifier (PowerPredictor™ utility) with 85%, 78% and 81% accuracies respectively, but based on limited and partially missing data set due to local stations sensors’ data capturing discontinuity.  The accuracy result would further improve by availability of data (e.g. for longer period and better data types integration). Additionally, it has been proven that learning classification systems like Bayesian networks used in this application have several advantages over the other traditional systems in terms of flexibility of adaptation against the potential changes. This is still in question even though the earlier non-learning systems presented in the introduction section above provide higher prediction accuracy but with a potential of over-fitting problem.  In the literature, it is indicated that Bayesian method guards against overfitting (Kass & Raftery, 1995).

In this work, many issues have been encountered, particularly the data set construction was one of the major problem due to different data formats from collection sources (e.g. sensors, environmental data, traffic parameters, etc.). This would be resolved by automated format conversion algorithms which would otherwise be impossible to rearranging huge amount of data manually. As far as other fundamental issue is concerned, an accurate and reliable modelling is always a big challenge for high parameter-interactive time-sequenced domains, like air pollution measures of a traffic area. Such a modelling issue would only be solved by state-of-art techniques such as artificial intelligence assisted prediction in association with efficiently distributed low-cost sensor networks, etc. Our ultimate target within this work was an optimized method for a predictive traffic air pollution modelling by which maximum desired reliability and accuracy would be obtained by use of feasible instrumentation and labour work at moderate cost (that is affordable by local governments). The method would be particularly useful at traffic network design stages where subtle parametric impacts would be more effective than expected on the environment and economy on the long-term basis. 
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Figure 4. Traffic flow effect of Station33 on CO pollution in Newark area with an influence of temperature variations. 









Figure 6. Traffic flow effects of stations St59  on SO2 pollution in Newarke area with the influence of wind direction parameters

Figure 7. Traffic flow interaction between the  stations St24 and St48  which may be taken into account for easing the traffic load of each one at traffic network design stage.
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    St24

Figure 5. Traffic flow effects of stations St19 and St10 on NO2 pollution in Aunsite area with the influence of wind speed variations
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