Abstract-This paper explores the correlation between the lowfrequency content of customers' consumption load, measured by a proposed index called predictability index, and the accuracy of Customer Baseline Load (CBL) estimation methods. The customer's consumption signal is transformed from time-domain to frequency-domain to separate its high-and low-frequency components. After reconstructing the time-domain equivalent of both high-and low-frequency signals, the predictability index for all customers is calculated. This proposed index is employed for the purpose of clustering the customers into different bins by a k-means clustering algorithm. The CBL for customers of each bin is estimated by two methods: CAISO and Randomized Controlled Trial (RCT). The data employed in this study belongs to Australian Energy Market Operation (AEMO), and are hourly consumption of 189 customers for the time span of a year (2012). In this paper, the correlation between average predictability index of each bin and its normalized average error is calculated. It is found that there is a strong correlation between the predictability index and the error performance of the CBL estimation methods.
I. INTRODUCTION
In the current state of the electricity market, in a day-ahead market, the power plants offer their electricity generation as a supply and utilities bid for it. Utilities in this market can be regarded as the demand side. As a matter of fact, they are agents who purchase electricity in the wholesale market with real-time pricing and sell it to retail customers with a fixed tariff. Therefore, actual customers are shielded from the price fluctuations of the wholesale market. This isolation can significantly affect the efficiency of the market [1] . In facts, the efficiency of the free market depends on the elasticity of the supply and demand [2] , [3] . In the current wholesale market, the demand is somewhat inelastic to the sudden changes in the supply side, which can cause a lot of troubles including sharp price spikes during supply shortages. For instance, many economists believe that the inelasticity of the demand side was one of the major contributing factors of the California energy crisis [4] .
One of the proposed solutions to the aforesaid problem is the adoption of Demand Response (DR) programs. There are numerous papers in the literature describing merits of these programs. They are intended to break the isolation between the supply side (generation companies) and the demand side (residential, commercial and industrial customers). Although there is a consensus about the merits of these programs, there is still debate about the implementation of such programs, chief among them is Evaluation, Measurement, and Verification (EM&V) of the customers' load reduction. In order to perform the payment settlement, which is a critical part of all DR programs, it is essential that the load reduction is accurately measured and verified. In order to achieve this, Customer Baseline Load (CBL) must be reliably estimated. The CBL is the amount of electricity that customers would have consumed in the absence of the DR curtailment call. If the CBL is calculated accurately, then the real load reduction could be measured as a difference between actual consumption and the CBL.
In recent years, the technological infrastructure on the distribution system side has become mature enough to allow DR programs to offer their services to residential customers. For example, high penetration of smart meters at the residential level has provided high-quality, high-resolution consumption data [5] . The availability of the residential data has created unprecedented opportunities for load aggregators to offer DR programs to customers. Moreover, it has provided an opportunity for researchers to examine the strength of existing CBL methods for customers.
The authors in [6] , examined the different CBL estimation methods to determine which CBL is more effective for residential customers. This work also has examined the performance of conventional estimation methods for residential customers. They found that the CBL calculation is more challenging for these customers compared to industrial and commercial customers. The authors in [7] , [8] demonstrated that the historically-used CBL calculation methods, devised according to the nature of large industrial and commercial customers, are incapable of estimating an accurate residential customers' CBL. Moreover, the authors in [9] - [12] went beyond the accuracy of CBL calculation methods and elaborated how the application of CBL, in their current form, can create an incentive for gaming. Therefore, an ideal CBL estimation method must be able to provide an acceptable accuracy and eliminate the incentives for gaming.
In order to improve the CBL accuracy for residential customers, it is critical to study the nature of residential customers' consumption habits. One way to study the nature of the consumption patterns is to treat the consumption load as a time-domain signal and employ signal processing techniques. In this paper, the residential customers' hourly consumption data is decomposed into its underlying frequency-domain counterparts and divided into two high-and low-frequency components. These two components are then transferred back into the time-domain to create the time-domain counterparts of the high-and low-frequency components.
Moreover, it is demonstrated that the share of the highfrequency components of the consumption signal correlates with the accuracy of CBL calculation methods. In other words, if a researcher finds a way to decrease the share of the highfrequency components of a consumption signal, it is possible to claim that the method is able to increase the accuracy of the CBL estimation. In order to investigate this issue, in this paper, an index is proposed, called predictability index (P index ), which is designed to show the share of the predictable part of a signal. The index tries to reflect the share of low-frequency components of a signal, which is assumed to be easier to predict. Then, it is utilized to cluster customers into different bins. Next, the CBL for customers of each bin is calculated as well as the normalized average accuracy of each bin. Afterward, the correlation between the average P index of each bin, and its normalized average is calculated. If the correlation between the P index and the accuracy metric value is strong, it indicates that the proposed P index could be applied for EM&V of the CBL estimation methods. The index reveals a lot of information about the signal, and also is a good indicator of the error performance of CBL estimation methods.
What distinguishes this paper from previous literature is that it proposes a new approach for EM&V of the proposed estimation methods in the literature. Moreover, an index is proposed that can be employed as a feature for customer clustering, which could be very instrumental in improving the accuracy error of CBL estimation methods. As mentioned before, the index reveals a lot of information about the consumption load and indicates how well an estimation method can perform.
The rest of the paper is organized as follows. The steps required for decomposing the consumption signal into its underlying high-and low-frequency components in the time-domain are introduced and explained in section II. The proposed predictability index is introduced and defined in section III. In section IV, k-means clustering is introduced and explained how it is implemented technique in this work. Section V introduces two CBL calculation methods of California ISO (CAISO) and RCT. Moreover, in this section, the dataset employed in this paper and the accuracy metric of Mean Absolute Error (MAE) are described. The results of the correlation analysis and discussion about the results are presented in section VI. Finally, the paper concludes in section VII.
II. FREQUENCY-DOMAIN ANALYSIS
In this section, the elements required for the frequencydomain analysis are elaborated. The steps required for decomposing a signal into its underlying components is illustrated in Fig.1 .
A. DFT Introduction
The discrete Fourier transform is a tool to transform a finite sequence of data (N samples separated by a sampling period) into coefficients of sinusoids, which are ordered by a complexvalued function of frequencies. In other words, the DFT could be regarded as a frequency-domain representative of the original time-domain input sequence. After decomposing a time-domain signal into its underlying components, then it is possible to search for any recurring pattern or periodicity in the original time-domain data. Moreover, DFT determines the magnitude of each periodic component, thereby showing the relative strength of the components. In this section, hourly electricity consumption of each customer for the course of one year is treated as a time signal, and by utilizing the DFT and two filters, they are divided into high-and low-frequency signals. The equations for DFT and inverse DFT are shown in (1) and (2).
Discrete Fourier Transform (DFT) 
where N is the number of samples in the signal. The outcome of DFT is another signal with N components in which each component has a different frequency, and these frequencies are listed in monotonically increasing order. An important note about the outcome of DFT is that the real parts in the outcome signal are mirrored over half of the data points. Therefore, only the information of half the signal is relevant; the other half is a repetition of the first. The previous sentence is mathematically expressed in (3).
where operator (*) refers to the conjugation operator. In the DFT output signal, the frequency resolution can be calculated as (4) .
where f r refers to the frequency resolution and T s refers to the time resolution in seconds. In this paper, the time resolution is 3600 seconds (1 hour) and the frequency resolution, given the 8784 sample points, is 31.6 nHz.
B. Filters
For the purpose of decomposing the consumption signal into its underlying components, two filters of high and low pass frequency are created around a cut-off frequency (f c ). These two filters separate a frequency-domain signal into high-and low-frequency components [13] . The cut-off frequency is a frequency that is assumed to be able to separate the predictable and unpredictable components of the consumption signal. Fig.  2 illustrates the filters. f c is the cut-off frequency, and f s is the frequency of the sampling period, which is 277.7 µHz in this study.
The cut-off frequency is different for customers in different sectors; however, in this paper, the cut-off frequency of 23.1 µHz (the equivalent of 12 hours in the time domain) is selected. The rationale behind selecting 12 hours is that frequency of almost all the spontaneous day-time activities' are under 12 hours.
C. Reconstruction
By applying the filters to the frequency-domain consumption signal, two high and low frequency signals could be obtained. Then, an inverse DFT can be applied to these frequency-domain signals to reconstruct their high and low frequency counterparts in the time-domain.
III. PREDICTABILITY INDEX
In this section, an index for predictability is introduced. Afterward, the index is calculated for all customers in different clustering bins, and then, the results are presented. This index subtracts the share of high frequency signal from the whole signal as shown in (5) .
Where c i is the consumption value of i-th sample point in the original consumption signal in the time-domain, and c hf i refers to i-th data point in the high-frequency component of the original signal in the time-domain. It is worth mentioning that since the P index uses an absolute value of the data points in the high-frequency components, this index can be negative.
The rationale behind calling this index a predictability index is as follows. A signal, to be predictable, needs to follow a pattern and can not be fully random. Random elements in signals can not be forecasted and predicted, and most of the random activities of customers have very high frequency. By removing the share of those high-frequency components, the rest of the signal can be considered as easy to predict. Therefore, since this index reflects the share of the predictable part of the signal, it is called predictability index.
IV. CLUSTERING
In this section, the customers are clustered based on their P index values and event day average hourly consumption. In order to cluster the customers, k-means clustering algorithm is utilized.
A. k-means clustering
k-means clustering has originated from signal processing and has been extensively employed for creating different clusters in data analytics. It partitions the raw data into k clusters in which all observations are assigned to a specific cluster based on their proximity to mean of the cluster. In fact, k-means clustering is a tool for finding similar groups in a dataset [14] . In order to run a k-means algorithm, a few initial points must be randomly assigned. These points are called cluster centroids. The number of these points is typically determined by a criterion called elbow criterion. k-means is an iterative algorithm, and its two major functions are: 1) assigning a cluster, and 2) moving centroid to minimize an objective function.
Given a set of observations (x 1 , x 2 , ..., x n ), where each observation is a d-dimensional real vector, k-means clustering aims to partition the n observations into k ( n) clusters S = {s 1 , s 2 , ..., s k } so as to minimize the within-cluster sum of squares (WSS) (sum of distance functions of each point in the cluster to the k center). In other words, its objective is to solve the optimization relation of the equation (6) .
where µ i is the mean of points in S i .
B. Implementation
In this paper, by using the "elbow criterion" illustrated in Fig. 3 , five cluster bins (k=5) are selected. As is shown in the figure, k=5 is a knee point at which the line slope, which is equivalent to the change in the value WSS/TSS ratio (TSS is the total sum of squares), starts to decrease.
Although there are many other ways to cluster the customers [2] , k-means clustering is proven to be more efficient. The results of the clustering are shown in Fig. 4 . The customers of each bin are shown with different signs. Customers in bin 1-5 are shown with magenta, green, red, blue, and black dots, respectively. Fig. 5 illustrates the load density of each bin. As is shown in the figure, as the P index increases, the distribution becomes more widespread due to higher hourly average.
V. CBL CALCULATION METHODS
In this section, two methods of CBL calculation methods are described. Moreover, the data set employed by this paper will be introduced. Finally, error metric of accuracy Mean Absolute Error (MAE) are introduced and explained. 
A. CAISO CBL Method
The CAISO CBL method is from the family of averaging methods. Averaging methods are the most popular methods for estimating CBLs, especially HighXofY methods. In this paper, CAISO (High10of10, a.k.a Last10of10) is employed for the purpose of CBL estimation. As discussed earlier, CBL is the amount of load that is estimated to be consumed by customers in the absence of a DR curtailment signal. In this method, Y days of non-event, non-holiday weekdays and weekends prior to a DR-event day are selected. Then, X days with maximum average consumption are selected out of the Y days. The baseline is defined for each hour of the event day as the average hourly load of these X days. The California ISO uses this method with X=10 and Y=10. In this paper, this method is selected with one modification. Since residential customers' consumption on weekends are observed to be similar to weekdays, the weekends are included in the process of the CBL estimation.
B. Randomized Controlled Trial (RCT)
RCT method is very popular and trustworthy as an evaluation method to the extent that, as mentioned earlier, many scholars regard it as the gold standard of evaluation methods. However, this method has some issues that can plague its performance [16] . Nevertheless, the discussion about these issues is beyond the scope of this paper.
The RCT method starts by random assignment of customers into two groups: control and treatment groups. The control group would serve as a basis for the calculation of the CBL for the treatment group [15] , [16] .
C. Dataset
The data used in this study belongs to Australian Energy Market Operation (AEMO) [17] . It is collected for 200 residential customers. However, in this paper, due to an issue concerning missing data, only consumption data of 189 customers are employed. The data is collected in the leap year of 2012 (366 days). Furthermore, in this paper, Jan. 30 is selected as an event day. This day is selected as an event day because it has the highest consumption in the month of January.
D. Error Metrics
In this paper, the accuracy is employed as a means to evaluate error performance. The metric used for the accuracy evaluation is Mean Absolute Error (MAE), which represents the hourly difference between the estimated CBL and the actual consumption.
Let C be the set of all 189 customers, D be the set of all days in the data set, and T be the set of hourly time-slots in a day. MAE for measuring baseline accuracy is defined as shown in (7) . From this equation, it is understood that the lower the MAE, the higher the accuracy. where b i refers to the estimated baseline, and l i is the actual consumption values. Many papers in this field calculate the accuracy just for event hours. However, since there is no DR event in the dataset, in this paper, the accuracy is calculated for the entire event day.
VI. RESULTS AND DISCUSSION
In this section, the P index is calculated for all customers. Then, the customers are clustered by k-means clustering into five bins. Later, the CBL for all customers in each bin is calculated, and the average accuracy MAE for each bin is computed. The information for the number of customers in each bin, the average P index of each bin, the average value of the calculated CBLs' MAE for each bin, and the average hourly consumption in each bin are provided in columns [1] [2] [3] [4] [5] in Tables I and II. Moreover, to show the relationship between the P index and the accuracy, the MAE values should be normalized by the value of event-day average hourly consumption of each bin. As is shown in column 5, the average hourly consumption values are different in each bin; For this reason, just comparing the average MAE values of each bin (column 4), without considering the difference in the average hourly consumption is misleading. Therefore, for each bin, the MAE value in column 4 is divided by the event-day average hourly consumption value in column 5, and the normalized values are listed in the 6 th column in the above-mentioned Tables.
As is shown in Table I , the normalized values of MAE (last column) are decreasing as the values for average P index are increasing. In other words, the higher the P index value, the better the expected performance of CBL estimation methods. It is shown in this Table that the correlation between the P index and the normalized MAE is -0.98. It demonstrates that there is a strong correlation between P index value and the accuracy MAE of the CAISO CBL calculation method. The same analysis is performed with the RCT method, and it is found that the correlation between the P index and the normalized MAE is -0.88, which is still a fairly strong correlation.
Almost all papers on the subject of EM&V of CBL estimation methods use one form of accuracy metrics to compare different CBL calculation methods with together. Based on the results, the strong correlation between the P index value and the metric of accuracy (i.e. MAE) indicates that the P index could be utilized as an alternative or complement metric to the MAE. Moreover, the P index could be used as a feature to demonstrate limitations of CBL calculation methods. If the P index of a customer is low, no CBL calculation method can accurately estimate the CBL. On the other hand, if the P index value is high, but a CBL method does not give a satisfactory performance, then it is probable that the CBL method has a problem, and a modification in the CBL calculation method may prove to be an effective way to improve the error performance.
VII. CONCLUSION
This paper examines the correlation between the content of high frequency component of a consumption signal and the accuracy of Customer Baseline Load (CBL) estimation methods. In order to carry out this study, the customer's consumption signal is transformed from time-domain to frequency-domain to separate its high and low frequency components. After reconstructing the time-domain equivalent of both high-and low-frequency signals, a proposed index called the predictability index is calculated for all customers. This index is used to cluster the customers into different bins. Then, the CBL for customers of each bin is calculated, and an average MAE (an accuracy metric) is computed for each bin. The correlation between the average P index value of each bin and its normalized average MAE is calculated.
The key conclusions of this paper are the following:
• The P index has a strong correlation with the accuracy of CBL calculation methods; • The P index could be employed as a feature for clustering purposes; • The P index could be utilized as a tool to determine the ceiling of the error performance of CBL estimation methods. In future work, the authors plan to utilize more sophisticated methods of clustering to assign customers in different bins. Moreover, the correlation analysis in this paper is carried out for just one event day. The conclusion will be much more general if it is tested for multiple months to remove specific monthly characteristics. Also, other CBL calculation methods can be investigated to demonstrate the generality of the conclusion.
