Abstract. Hilbert proved that invariant rings are finitely generated for linearly reductive groups acting rationally on a finite dimensional vector space. Popov gave an explicit upper bound for the smallest integer d such that the invariants of degree ≤ d generate the invariant ring. This bound has factorial growth. In this paper we will give a bound which depends only polynomially on the input data.
Introduction
Suppose that G is a linearly reductive algebraic group over an algebraically closed base field k of characteristic 0 and that G acts rationally on an n-dimensional vector space V . The coordinate ring O(V ) of V can be identified with the polynomial ring k[X 1 , . . . , X n ]. The group G acts on O(V ) and we will denote the ring of invariants by O(V ) G . Hilbert proved in 1890 that O(V ) G is generated by finitely many invariants as a k-algebra (see [10] ). This proof was criticized for not being constructive. In 1893 Hilbert gave another more constructive proof of his finiteness result (see [11] ), but he did not give a degree bound for the generators of the invariant ring.
About a century later, Popov did obtain an explicit degree bound (cf. [22] , [23] ) by combining Hilbert's second proof with some results which were not known in Hilbert's time. Let us define
β(V ) := min{ d | O(V )
G can be generated by polynomials of degree ≤ d }.
Then Popov's bound is given by
where LCM is the least common multiple. The constant σ(V ) is the smallest integer d with the following property: if v ∈ V and and any non-constant homogeneous invariant vanishes on v, then there exists a non-constant homogeneous invariant f of degree ≤ d such that f (v) = 0. This bound seems far from sharp, but so far it was open whether a polynomial bound exists (see page 189 of [24] ). In this paper we will improve Popov's bound drastically to 956 HARM DERKSEN Theorem 1.1.
Upper bounds for σ(V ) were given by Popov (see [22] , [23] ) and Hiss (see [12] ). As remarked in [5] a good upper bound can be found using a formula of Kazarnovskii (see [16] ). We will give an explicit upper bound for σ(V ) expressed in the degrees of polynomials defining the group G and the representation V .
Since G is affine, it is given as the zero set of polynomials
for some positive integers l and t. Because the representation is rational, there are polynomials
In Section 5 we will show that
Proposition 1.2. If ρ has finite kernel, then
where
2. An example Example 2.1. We take G = SL(W ) where W is a q-dimensional vector space. Let
be the d-th symmetric power. If we choose a basis of W , we get an embedding of G into the q × q matrices, which is a q 2 -dimensional space. The coordinate ring of G is given by
So we have t = q 2 , m = q 2 −1 and H = q. The action of G on V is given by a matrix (a i,j ) where all a i,j have degree ≤ d. So we can take A = d. By Proposition 1.2 we now have
Note that this upper bound depends only polynomially on d. If q = 2, then we have binary forms of degree d and
In some special cases, sharper estimates than Popov's bound were already known. Gordan proved finite generation of the invariant rings for G = SL 2 in 1868 (see [9] ), before Hilbert. Jordan used these techniques to obtain β(V d ) ≤ d 6 (cf. [14] , [15] ), which is just slightly better than our estimate for q = 2. For a finite group G, Noether gave the estimate β(V ) ≤ |G| where |G| is the group order. If G is not cyclic, then one even has better bounds (see [25] and [26] ). Wehlau gave a good degree bound for tori in [27] .
In [11] , Hilbert actually describes an algorithm for computing invariants. This has been worked out in [24] . For finite groups, algorithms are described in [8] , [17] and [18] . In [3] and [4] , the author describes an algorithm for computing generators of the invariant ring for linearly reductive groups. This algorithm is based on the finiteness proof in Hilbert's earlier paper (cf. [10] ). If the Eisenbud-Goto Conjecture (cf. [6] ) is true, then polynomial bounds for generators of the invariant rings can be deduced from that algorithm. Theorem 1.1 gives a similar upper bound for β(V ) without relying on the Eisenbud-Goto conjecture. This can be seen as empirical evidence for this conjecture.
Some basic results
We first recall some results of Hilbert's constructive proof (see [11] ). The nullcone is defined as
If f 1 , . . . , f r are polynomials in a coordinate ring O(X) of an affine variety X, then we will denote their common zero set in
Using his Nullstellensatz Hilbert proved:
Suppose that R is a graded algebra over k. [11] or [28] , Chapter VII, §7, Theorem 25): extension k(p 1 , . . . , p s , q) . At this point Hilbert refers to Kronecker who had a theory for computing such integral closures. Hilbert does not give an explicit bound for the degrees of generators.
Lemma 3.2. Suppose that X is an affine variety and R
In [22] and
Theorem 3.3. If G is a linearly reductive group acting rationally on V , then the invariant ring O(V )
G is Cohen-Macaulay (cf. [13] ).
For a graded Cohen-Macaulay ring R = ∞ i=0 R i finitely generated over R 0 = k, let a(R) be the degree of the Hilbert series as a rational function (see [2] , Definition 4.3.6). The number −a(R) is the smallest i such that the i-graded piece (ω R ) i = 0 where ω R is the canonical module (see [2] , Definition 3.6.13 and the remark before Definition 4.3.6). Kempf proved that always a(O(V ) G ) ≤ 0 (see [19] ). Knop improved the result of Kempf:
Theorem 3.4. For an arbitrary linearly reductive G we have
(see [20] ).
We obtain Popov's bound by applying the following lemma. 
Proof. It is equivalent with the Cohen-Macaulay property that R can be written as
with h 1 , . . . , h l ∈ R homogeneous. Consider the Hilbert series
As in Hilbert's proof, one gets a homogenous system of parameters p 1 , . . . , p s with deg(p i ) ≤ LCM(1, 2, . . . , σ(V )) (see (3.1)). From Theorem 3.4 and Lemma 3.5 we obtain homogeneous h 1 , . . . , h l such that
POLYNOMIAL BOUNDS FOR RINGS OF INVARIANTS 959
so it follows that sLCM(1, 2, . . . , σ(V ) ). This is the bound given by Popov. The bound is huge because of taking the least common multiple, which was necessary for applying the Noether Normalization Lemma. In the next section we will improve the bound by using a generalization of Lemma 3.5 to avoid the Noether Normalization Lemma. 
Proof of the main theorem
Proof. We will prove the lemma using induction with respect to l. Suppose that l = 1 and dim k[f 1 , . . . , f r ] < r. The map
The inclusion "⊆" is clear and we will now prove "⊇". Suppose that (y, x) ∈ Z(p 1 , . . . , p r ) ⊆ Y × k. Assume that x = 0. Since R is graded, Y has a natural action of the multiplicative group k \ {0} such that every element of degree d is a semi-invariant with weight d. Now we have
for all i. This contradicts the choice of α ∈ k r . So x = 0 and
Suppose now that l > 1. From the induction hypothesis we get
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Therefore it follows that (1) Z(f 1 , . . . , f r , X 1 , . . . , X l ) = Z(h 1 , . . . , h r , X l ) = Z(p 1 , . . . , p r ),  (2) p i (0, . . . , 0) = h i (0, . . . , 0) = f i for all i. that f 1 , f 2 , . . . , f r ∈ R are homogeneous of positive degree such that R is a finite k[f 1 , . . . , f r ]-module. Then there exist homogeneous is generated by h 1 , . . . , h l as a k[f 1 , . .
Proposition 4.2. Suppose that
. By Lemma 4.1 there exist homogeneous
We have that R[X 1 , . . . , X r−s ] is finite over the ring k[p 1 , . . . , p r ] by [28] , Chapter VII §7, page 198. We have
It follows that p 1 , . . . , p r are algebraically independent, so p 1 , . . . , p r is a homogeneous system of parameters. Note that the Hilbert series
Proof of Theorem 1.1. We will now apply the proposition to invariant rings. Let
By replacing f i by some power, we may assume that 
and this is equal to
for all i and j. This proves that
In fact we claim that
Clearly, if s = 0, then there are only constant invariants, so β(V ) = 0. If s > 0 and
Upper bounds for σ(V )
Popov completed his degree bound by giving an explicit bound for σ(V ) following the ideas of Hilbert. Hiss found a sharper bound for σ(V ), which doesn't depend on the dimension n of V , following ideas of Knop (see [12] and [5] ). In [5] it was shown that one can find an even better bound using the formula of Kazarnovskii (see [16] and [1] for a generalization).
Proof of Proposition 1.2. Suppose that ρ : G → End(V ) is a representation with finite kernel and define δ gen (V ) as the degree of ρ(G), i.e., the number of intersection points of ρ(G) with m generic affine hyperplanes, where m := dim G. In [5] it was shown that Let a 1 , . . . , a m , h 1 , . . . , h t−m be the homogenized polynomials on the projective space P s . Now deg(a i ) ≤ A and deg(h j ) ≤ H for all i, j. Their intersection may not be transversal, but by a generalized version (see [7] , §12.3) of Bézout's theorem, the intersection 
