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Abstract:  
Software engineering (SE) research should be relevant to industrial practice. There has been a debate on this issue in the 
community since 1980’s by pioneers such as Robert Glass and Colin Potts. As we pass the milestone of ‘‘50 Years of 
Software Engineering’’, some recent positive efforts have been made in this direction, e.g., establishing ‘‘industrial’’ tracks in 
several SE conferences. However, we, as a community, are still struggling with research relevance and utility. The goal of 
this paper is to act as another ‘‘wake-up call’’ for the community to reflect and act on the relevance of SE research. The 
contributions of this paper are as follows: (1) a review of the debate on research relevance in other fields; (2) a Multi-vocal 
Literature Review (MLR) of the debate in SE (46 sources) and the suggestions discussed in the community for improving 
the situation; (3) a summary of the experience of the authors in conducting SE research with varying degrees of relevance; 
and (4) a review of recent activities being done in the SE community to improve relevance. There has been no systematic 
literature review on the topic of research relevance in SE yet. Some of our MLR findings are that: the top-3 root causes of 
low relevance, as discussed in the community are: (1) Simplistic view (wrong assumptions) about SE in practice; (2) Wrong 
identification of research problems (needs); and (3) Issues with research mindset. The top-3 suggestions for improving 
research relevance are: (1) Using appropriate research approaches such as action-research, that would increase chances 
of research relevance; (2) Choosing relevant (practical) problems; and (3) Collaborating with industry. By synthesizing all 
the discussions on this debate so far, this paper hopes to encourage further discussions and actions in the community to 
increase our collective efforts to improve the research relevance in our discipline. 
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1 INTRODUCTION 
Some critics say that: ‘‘Software engineering (SE) research suffers from irrel evance. Research outputs have little r el evance 
to software practice’’ [20], and ‘‘practitioners rar ely look to academic literature for new and better ways to develop software’’ 
[17]. In a 1998 paper [30], David Parnas said: ‘‘I have some concerns about the direction being taken by many researchers 
in the software community and would like to offer them my (possibly unwelcome) advice’’, and one of those advices being: 
‘‘Keep awar e of what is actually happening by reading industrial programs’’. He continued that ‘‘most software developers 
ignor e the bulk of our research’’. ‘‘Some [practitioners] think our fi eld [SE] is dat ed, and biased toward large organizations 
and huge proj ects’’ [11]. Many believe that: ‘‘We [SE researchers] ignore the real cutting-edge probl ems that organizations 
face today’’ [11]. 
Perhaps David Parnas was amongst the first to talk about this issue in his 1985 paper [47], where he mentioned that: ‘‘Very 
little of [SE research] l eads to r esults that are useful. Many useful results go unnoticed because the good work is buried in 
the rest’’. As an ‘‘extreme’’ quote, via a personal communication, a senior SE academic in Canada mentioned that: ‘‘[Industry] 
peopl e want software, not SE!’’. Some also believe that: ‘‘… SE research is divorced from real-world probl ems (an impression 
that is r einforced by how irrel evant most popular SE textbooks seem to the undergraduat es who ar e forced to wade through 
them)’’ [48]. 
In another 1994 IEEE Software paper, Robert Glass mentioned that, in his opinion, the SE research is (was) in ‘‘crisis’’, 
since most research activities at the time were not (directly) relevant to practice. In another 1993 IEEE Software paper [28], 
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Colin Potts wrote that: ‘‘as we cel ebrat e 25 years of SE, it is healthy to ask why most of the research done so far is failing 
to influence industrial practice and the quality of the resulting software’’. Now, as we pass and celebrate 50 years of SE1 (as 
of this writing in 2018) [49], one would wonder: how much has changed since then (1990’s) in terms of relevance of SE 
research? In the same paper, Glass talked about a ‘‘2020 vision’’ and hoped that in 2020: ‘‘Software practice and research 
[would] work together’’ [38]. But has this really happened (in a large scale)? 
Glass had hoped that things would change (improve): ‘‘the gradual accumulation of enough researchers expressing the 
same vi ew [i.e., the software-research crisis,] began to swing the fi eld toward less arrogant and narrow, mor e realistic 
approaches’’ [38]. But it could be argued that perhaps we have had only a bit of improvement in terms of research relevance. 
According to the panelists of an industry-academic panel in ICSE 2011, there is a "near-compl et e disconnect between 
software research and practice" [40]. 
As stated in a Requirements Engineering (RE) paper: “the purpose of performing research is to synthesise new knowledge that can 
be either (1) put into practice, or (2) used by other researchers to help them perform [practical] research” [23]. What ratio of our papers 
can really fall in either of these two categories? 
The debate of research (ir)relevance is also widely discussed in other circles of science. An online article [50] reported that 
most works of academics are not shaping the industry and public. But instead ‘‘their [academics] work is largely sitting in 
academic journals that are read almost exclusively by their peers’’. 
Root-causes of low relevance: 
Many believe that one major problem (root-cause) is that most researchers’ research style is ‘‘advocacy research’’ [38] or in 
other words, ‘‘SE research being mor e solution-driven than probl em-focused’’ [28]. A  2002 RE paper argued that: ‘‘the 
process by which requirements engineering researchers perform research is broken ’’ since most researchers do not properly 
"understand the practice" [23]. 
SE research driven by ‘‘purely academic considerations’’ has, unfortunately, a limited impact on society and the industry it 
is supposed to eventually serve [35]. ‘‘Devising SE solutions in a vacuum, in the comfortabl e setting of academic offices, is 
unlikely to yield the r esults the software industry needs’’ [35]. Furthermore, we as the SE community have ‘‘difficulties to 
attract industrial participants to our confer ences, and the scarcity of papers r eporting industrial case studies’’ [41]. 
In the opinion of Robert Glass [38], one of the time spots in history when the connection between industry and academia 
weakened (or even severely broke down) was due to the ‘‘lingering after-effect of this so-call ed [software] crisi s, however’’ 
which led to ’’a deep resentment by software practitioners of software theorists and software theory’’ [38] ‘‘and because of 
them, new theory still has a difficult time penetrating current practice’’. While efforts have been made through the years on 
joint industry-academia collaborations (IAC) by many SE researchers and practitioners [51], the two communities are still 
loosely connected at best (see Section 2.4). 
SE research should have relevance:  
 ‘‘The research that needs to be done [of industrial rel evance] may not be fun or popular, but it is what needs to be done if 
we as r esearchers want to help our customers [practitioners]’’ [23]. The debate of research relevance is not specific to SE, 
as the issue has been the subject of active debate in almost all scientific disciplines, e.g., [52-56].  As we report in our 
literature review in Section 2.4, more than 190 papers have been published on this topic. Some of the paper titles, on this 
subject, look interesting and even bold, e.g., ‘‘Rigor at the expense of r el evance equals rigidity’’ [52], ‘‘Which should come 
first: Rigor or rel evance?’’ [53], ‘‘Reconciling the rigor-rel evance dil emma’’ [54], ‘‘Information syst ems research that really 
matters: Beyond the IS rigor versus rel evance debate’’ [55], and ‘‘Having it all: Rigor versus rel evance in supply chain 
management research’’ [56]. 
The combined experience of the authors: 
The authors have been professional researchers in SE, and have had many years of experience in SE practice, in total, for 
about 18, 11 and 36 years, respectively. They have worked in many countries during their careers (Canada, Turkey, 
Netherlands, Sweden, Finland, US, France, Germany, Italy, and Spain) and have collaborated with 100+ industrial 
collaborators so far. Over the years, they have increasingly questioned and reflected on the impact and usefulness of SE 
research and, as a result, have made it a priority to combine and base their research on real industrial challenges and with 
a genuine involvement in actual engineering problems. In their view, ‘‘research can be vi ewed as continuous co-
                                                          
1 https:// www.icse2018.org/ info/ 50-years-of-se  
This is a manuscript under review. 
 
 4 
experimentation, wher e industry and academia closely collaborat e and it eratively and jointly discover probl ems and develop, 
test, and improve solutions’’ [57]. 
Some of the authors have had transformational experiences w.r.t. conducting research with higher relevance. For example, 
throughout his research career, the first author has worked at seven universities and in three countries (Canada, Turkey 
and the Netherlands). He has collaborated on research projects with 30+ companies and public institutions. From working 
on research with relatively low relevance (e.g., [58, 59]), he has had transformational experience to shift to research with 
higher relevance (e.g., [60, 61]). The second author works at a research institute with an explicit mission to support IAC. He 
has recently been on two panels to discuss relevance, e.g., the panel named ‘‘When ar e software t esting research 
contributions, r eal contributions?’’ [45], organized a workshop on research and practice, and has published papers that 
highlight limited relevance in artifact-oriented research [62-64]. The third author has also published about relevant research 
and IACs, e.g., [57, 65, 66]. In a recent work with his collaborators [57], an approach for ‘‘continuous and collaborative’’ 
technology transfer in SE was reported. He has initiated and managed 100+ industrial SE projects throughout his career. 
Goal and contributions of the paper: 
Many ‘‘wake-up’’ calls have been published in the community to reflect on the relevance of SE research (since as early as 
1985), e.g.., [5, 19]. There have been changes, but we are still far from the ideal situation. The goal of this paper is to be 
another wake-up call for the community to reflect on the research relevance.  
We want to raise (further) awareness on the important issue of research relevance by reporting the following contributions:  
• A review of the debate on research relevance in other fields (Section 2.4) 
• A Multi-vocal Literature Review (MLR) of the debate on research relevance in SE and what should be done to 
improve the situation (Section 3) 
• A review of recent activities being done in the SE community to improve relevance (Section 4) 
• Initial ideas towards objective assessment of research relevance (Section 5) 
• The experience of the authors in conducting SE research with ‘‘varying degrees’’ of relevance, which we will 
present in a blended manner throughout the paper (in Sections 3 and 5) 
We believe that the above contributions are novel and unique. The MLR contribution is novel and useful since, instead of 
relying on and considering the opinions mentioned in only each of the papers in this area, e.g., [1-3], the MLR aims to collect 
and synthesize the opinions from "all" the (46) sources about this debate and thus it provides a more ‘‘holistic’’ view on the 
issue. 
On another point, there has been no ‘‘meta-literature’’, i.e., review (secondary) studies, on the topic of research relevance 
in SE yet, but there are also a few existing review studies on the topic in other fields, e.g., a 2015 review paper in 
management science [67], and another 2017 review paper [68] also in management science. 
Structure of the paper: 
The remainder of this paper is structured as follows. Background and a review of the related work are presented in Section 
2. We present the MLR of the debate on research relevance in Section 3. In Section 4, we present a review of recent activities 
in the SE community to improve relevance. In Section 5, we present some initial ideas and examples towards assessing 
relevance of SE papers. Finally, in Section 6, we summarize the findings and discuss the recommendation and future work 
directions. 
2 BACKGROUND AND RELATED WORK 
To set the stage for the rest of the paper, we present the followings in this section 
• Definition of the terms: research relevance, utility, applicability, impact, rigor, and their relationships 
• Reviewing the existing models for classifying types of research 
• As the related work, we briefly review the literature on research relevance in other disciplines 
• Current state of affairs: SE practice versus research (industry versus academia) 
• Value for both basic and applied research in SE 
2.1 Defining the terms: research relevance, utility, applicability, impact, and rigor 
To ensure preciseness of our discussions in this paper, it is important to clearly define the terminologies used in the context 
of this work, which include research ‘‘relevance’’ and its related topics, e.g., research ‘‘utility’’, ‘‘applicability’’, ‘‘impact’’ and 
‘‘rigor’’. 
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Research relevance: 
According to the Merriam-Webster Dictionary, something is relevant if it has ‘‘significant and demonstrabl e bearing on the 
matter at hand’’.  
A paper authored by a researcher in the Harvard Business School [69] defined “relevant research papers as those whose research 
questions address problems found (or potentially found) in practice”.  
A paper in the Information Systems (IS) domain [70] stated that ‘‘research in applied fi elds has to be r esponsive to the needs 
of business and industry to make it useful and practicabl e for them’’. The study presented four dimensions of relevance in 
research which deal with the content and style of research papers, as shown in Table 1 [70]. As we can see, the research 
topic (problem) is one of the most important aspects. The research topic undertaken by a researcher should address real 
challenges in industry, especially in an applied field such as SE. It should also be applicable (implementable) and consider 
current technologies and business issues. Writing style also matters. As another dimension of relevance, the research paper 
should be easily readable and understandable (in terms of tone, style, structure, and semantics) by professionals. 
Table 1- Dimensions of research relevance (from [70]) 
Category Dimensions of 
relevance 
Description 
Topic 
(content) 
Addressing the 
real challenges 
Does the research address the real problems or challenges that are of 
concern to professionals? 
Applicable 
(implementable) 
Does the research produce the knowledge and offer solutions that can 
be utilized by practitioners? 
Current Does the research focus on the current technologies and business 
issues? 
Writing 
style 
Accessible Is the research paper easily readable and understandable (in terms of 
tone, style, structure, and semantics) by professionals? 
As a definition, a paper published in the medicine community entitled ‘‘The rel evance of rel evance in research’’ [71] said: 
‘‘We conclude that research must be either sci entifically or soci etally beneficial in order to qualify as r el evant’’. 
There have also been many efforts to model and theorize ‘‘relevance’’. For example, a paper entitled ‘‘Reframing the 
rel evance of r esearch to practice’’ in the field of management science [72] modeled the factors that influence relevance and 
their relationships. We have customized that model slightly to make it fit to SE, as shown in Figure 1. The slight changes 
are additions of the ‘‘practitioner‘‘ actor and the ‘‘task’’ entity. As we can see, relevance of a piece of information or a 
(research) topic could be subjective and vary form a practitioner to another, depending on their roles (e.g., software 
developer, or tester and the task at hand.  Obviously, a software tester will likely find a practical testing method more relevant 
to his/ her work than let's say a requirements engineering method. This is due to the role and nature of tasks done by a given 
practitioner. 
 
Figure 1- Factors that influence relevance of a topic to practitioners (adapted from [72]) 
In SE, relevant research usually takes either of these two forms: (1) picking a concrete industry problem and solving it; and 
(2) working on a topic which meets the four dimensions of relevance in Table 1 using data and artifacts which are similar to 
industry grade, e.g., from the open-source domain, which later has a potential for ‘‘technology transfer’’ [73]. The first author 
has had experience in conducting both forms of research, e.g., [74-78] as examples of working on concrete industry 
problems; and [79-83] as examples of working on open-source data with topics that could be also applied and provide 
benefits in practice. 
Required 
task 
knowledge
Practitioner
Perceived gap 
in personal 
knowledge
Current 
personal 
knowledge
Personal 
access to 
information 
Information 
from research
Information 
from practice
Perceived 
relevance of 
information 
Personal 
information 
selection for the 
task “at hand”Task “at 
hand”
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On the other hand, research on open-source software does not necessarily imply limited relevance to industry. Software 
development organizations increasingly engage in open-source communities as a long-term strategy [84], both to reduce 
costs and to support quality. In fact, contributors from large companies might completely dominate the development in an 
open-source project [85] -- such projects surely are relevant research subjects from an industrial point of view. Furthermore, 
research conducted on open-source projects without contributions from industry would certainly be relevant to other open-
source communities. 
The second author has experience in conducting artifact-centered SE research, targeting source code and technical 
documentation such as requirements and test specifications. In some research communities, such as the traceability 
community, there is an acknowledged lack of available datasets. Most studies have been conducted on a small set of 
datasets [63], often containing artifacts from student or research projects, resulting in de facto benchmarks. However, a 
survey within the traceability community revealed that artifacts from student projects are considered to be only partly 
representative of industry artifacts -- but the representativeness is rarely validated [63].  
We have also showed the dangers of a research community turning to much attention to perform well on benchmarks [64] 
-- the choice of dataset might influence the results more than the approaches that are compared. As stated by [86], regarding 
research on software testing, benchmarking results should not be regarded as representative of the average situation in 
industry, but a special situation in its context. Thus, for a benchmarking to be relevant, the situation represented by the 
dataset should be relevant to some industrial practitioner. 
A paper in the Management Science [69] defined relevance as follows: “A relevant research paper is one whose research questions 
address problems found (or potentially found) in practice”. In the context of SE, while we agree that the RQs of a paper surely 
should address a problem relevant to industry, but there we think might is more to research relevance than just RQs. 
In a given SE paper, one can define a RQ that is very relevant to industry, but then (for “convenience” [29] or other reasons) 
one may decide study the RQ in the context of an open-source system or within a student project. Conclusions from such a 
study may be or not be relevant to industrial problems, despite having a relevant RQ in the first place. Of course, 
generalizability of such conclusions and their applicability to industrial settings could be discussed in a given paper, and 
indeed, many papers currently have such discussions, often under their “threats to external validity” sections.  
Thus, we see that the issue of “context” seems influential when discussing research relevance. It could be that a study is 
highly relevant in open-source contexts, but less relevant in the context of large-scale commercial systems. Thus, the issue 
of context becomes yet another dimension of relevance. 
We use the above discussions to synthesize the following definition for relevance in SE context: For a given context X, a 
relevant research paper is one: 1) whose RQ(s) address problems found (or potentially found) in the context of X; and 2) the conclusions 
originate in research that is representative of and applicable in the context of X. The possible contexts of X could be: large-scale 
software industry, SME software industry, open-source systems and students / SE education. 
Research utility: 
Relevance of research also closely relates to ‘‘utility’’ of research. According to the Merriam-Webster Dictionary, ‘‘utility’’ is 
defined as ‘‘fitness for some purpose or worth to some end’’ and ‘‘something useful or designed for use’’.  
When research is useful and could provide utility to practitioners, it is generally considered relevant [87]. There have been 
studies assessing utility of research, e.g., [87] proposed six propositions for utility evaluation of academic research: (1) it 
can be measured directly and indirectly; (2) utility is dependent not only on academic research supply of knowledge and 
technology, but equally importantly on demand from industry; (3) research utility should be viewed in both short- and long-
term perspectives, which makes assessment dependent on time intervals; (4) the framework for evaluating research utility 
must take into consideration a number of differences with respect to academic research: between applied and basic 
research, between research areas, between disciplines within an area; (5) assessing the utility of research must consider 
the differences in user groups; and (6) the transmission of knowledge from the academic setting to industry and the public 
sector is predominantly an interactive process carried out by individuals. 
Applicability: 
As shown in Table 1, addressing the real challenges alone does not make research relevant. Applicability is another 
important dimension of relevance [70]. A paper could address real challenges, but it may miss to consider realistic 
assumptions in terms of SE approaches [6], or applying it may incur more costs than benefits ("cure worse than the di sease 
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"), e.g., [5] argued that many model-based testing papers do not consider this important issue by stating that: ‘‘it is important 
to always stat e wher e the models come from: are they artificial or did they already exist befor e the experiments?’’.  
Various factors relate to applicability. For example, complexity often hinders applicability, as it was nicely phrased in the 
following quote from [18]: ‘‘Compl exity impresses, but prevents impact’’. 
Impact: 
Andreas Zeller defined ‘‘impact’’ as: ‘‘How do your actions [research] change the world?’’ [18]. In more general terms, 
research impact often has two aspects: academic impact and industrial impact. Academic impact is the impact of a given 
paper on other future papers and activities of other researchers. It is often measured by citations and is studied in 
bibliometric studies, e.g., [88-91]. The higher the citations of a given paper, the higher its academic impact [88-90]. 
Industrial impact is however harder to be measured since it is not easy to clearly determine how many times and to what 
extent a given paper has been read and its ideas have been adopted by practitioners.  
A new type of impact notion named ‘‘Altmetrics’’ has appeared recently [92]. Altmetrics are ‘‘non-traditional bibliometrics 
proposed as an alt ernative or compl ement to mor e traditional citation impact metrics, such as impact factor and h-index’’ 
[92]. An online commercial tool (www.altmetric.com) is one of the available means to measure Altmetrics and has this motto: 
‘‘Discover the attention surrounding your research’’. The tool tracks how research is discussed online, especially on social 
media. 
Research rigor: 
Rigor in research refers to ‘‘the pr ecision or exactness of the research method used’’ [93]. Rigor can also mean: ‘‘the correct 
use of any method for its intended purpose’’ [94]. 
In the literature, relevance is often discussed together with research ‘‘rigor’’, e.g., [2, 52, 53]. For example, there is a paper 
with this title: ‘‘Reconciling the rigor-rel evance dil emma’’ [54]. Furthermore, a few researchers have mentioned bold 
statements in this context, e.g., ‘‘Until rel evance is established, rigor is irrel evant. When rel evance is cl ear, rigor enhances 
it’’ [95], denoting that there is little value in highly-rigorous, but less-relevant research. 
In a blog post [32], a well-known SE textbook author Ian Sommerville mentioned: ‘‘The vast majority of papers on SE 
(including my own!) are anything but rigorous -- their evaluation methods ar e weak and they fail to distinguish between 
dependent and independent variabl es’’. There are however contrasting opinions as well, e.g., ‘‘[The SE] academic literature 
is ... necessarily full of rigor’’ [17]. 
A causation diagram among the above related terms: 
After reviewing the literature about the above related terms, we were motivated to explore their inter-relationships. For this 
purpose, based on our synthesis of the literature, we designed a causal-loop (causation) diagram [96] as shown in Figure 
2.  
A researcher may decide to work on industrially-relevant or -important topics and/ or on ‘‘academically-hot’’ or ‘‘academically-
challenging’’ topics. As per our experience and also according to the literature (Sections 2.3 and 3), often times, aligning 
these two (selecting an industrially-relevant and an academically-challenging topic) is unfortunately not easy [51]. 
In ‘‘Making research mor e rel evant while not diminishing its rigor’’, Robert Glass mentioned that: ‘‘Many believe that the two 
goals [rigor and rel evance] ar e almost mutually incompatibl e. For exampl e, rigor tends to demand small, tightly controll ed 
studies, wher eas r el evance tends to demand larger, mor e realistic studi es’’ [16]. Also there are many similar discussions in 
other disciplines, e.g., ‘‘Reconciling the rigor-rel evance dil emma’’ [54] originating in business administration research. Thus, 
relevance and rigor often negatively impact each other, i.e., the more relevant a research effort, it could become less 
rigorous. However, this is not a hard rule and researchers can indeed conduct a research which is both relevant and 
rigorous. For example, the first author collaborated with an industrial partner to develop and deploy a multi-objective 
regression test selection approach in practice [77]. The approach clearly was both relevant and rigorous. 
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Figure 2- A causation diagram of relevance, rigour, impact, etc. 
More relevance of a research endeavor would increase its applicability, usability, and its chances of usage (utility) in industry, 
and those in turn will increase its chances for (industrial) usefulness and impact. As shown in Figure 2, the main reward 
metric of academia has been academic impact (citations) which, as we will see in Section 3, is one main reason why the 
SE research, and almost all other research disciplines, suffer from low relevance.  
2.2 Existing models for classifying types of research  
In the literature, various models have been proposed for classifying knowledge, which could help us better understand 
research relevance. Next, we briefly review in the following several of those models: (1) Basic versus applied research; (2) 
Pasteur’s quadrant, (3) Rigor/ relevance matrix, (4) ‘‘Mode 1’’ versus ‘‘Mode 2’’ research and (5) knowledge-seeking research versus 
solution-seeking research in SE. 
Basic versus applied research: 
As defined in [97], basic research is ‘‘fundamental, foundational, theory orient ed and curiosity driven’’, while applied research 
is ‘‘practical, goal direct ed, solution orient ed, and mission driven’’. Applied research is also often referred to as “context-
driven” research in SE [35] and other fields. While extensive discussions on the subject of basic versus applied research is 
outside the scope of our paper, it is important to realize the importance of both basic and applied research in SE.  
We depict in Figure 3 the classical landscape of research, which is taken from [98]. While most academic research is 
focused on basic and applied research, industry efforts are mostly spent on technology and provide development. Figure 3 
also shows the Technology Readiness Levels (TRLs) 1 and 9 on the two ends of the spectrum. TRL levels are based on a 
scale from 1 to 9 with 9 being the most mature technology. In this classical landscape, the source [98] has even labeled the 
middle area as the ‘‘valley of death’’, denoting that academia and industry are largely disjoint due to their different focuses. 
Of course, efforts are made by both sides to close the gap in different fields. An interesting book in this context is a 2016 
book entitled ‘‘The new ABCs of research: achi eving breakthrough collaborations’’ [97], which advocates for more IAC in all 
areas of science. One of the interesting quotes in that book is that: ‘‘Combining applied and basic r esearch produces higher 
impact research, compar ed to doing them separat ely’’. 
  
Figure 3- The classical landscape of research (source: [98]) 
Basic research ‘‘reli es on simplifications and idealizations’’ and ‘‘searches for universal principles’’ [97]. On the other hand, 
applied research ‘‘looks for practical solutions’’, ‘‘examines compl ex interactions among multiple variabl es’’, and ‘‘uses 
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realistic (rather than idealized) scenarios’’ [97]. Both basic and applied research have their supporters and critics in the 
research community [97]. Critics of basic research argue that simplifications and idealizations remove the interesting 
domain-specific aspects of a problem and thus render the work less applicable (implementable). ‘‘The probl ems addr essed 
in basic r esearch may miss key ingredi ents of real-world probl ems’’ [97], thus making technology transfer more difficult. On 
the other hand, critics of applied research argue that its narrow focus on practical outcomes ties it too closely to business 
needs, thereby undermining interest in universal principles in the form of theories. Critics also complain that applied research 
only addresses short-term goals with incremental contributions, rather than long-term problems [97].  
Pasteur's quadrant: 
Pasteur's quadrant is a classification of scientific research projects that seek fundamental understanding of scientific 
problems, while also having immediate use for society. Louis Pasteur's research is thought to exemplify this type of method, 
which bridges the gap between ‘‘basic’’ and ‘‘applied’’ research. The term was introduced in a 1997 book [99], which has 
become highly cited (3,370 times as of this writing).  
As shown in Figure 4, Pasteur's quadrant has two dimensions: relevance for immediate applications (also called: 
Considerations of use), and relevance for generalized knowledge (also called: Quest for fundamental understanding). The 
four quadrant are: (1) Pure basic research, exemplified by the work of Niels Bohr, an early 20th century atomic physicist; 
(2) Pure applied research, exemplified by the work of Thomas Edison; (3) Use-inspired basic research, exemplified by Louis 
Pasteur's research; and (4) tinkering (doing useless research). 
 
Figure 4- Pasteur’s quadrant (source: [100]) 
Based on the dimensions of Pasteur's quadrant, we can talk about relevance for generalized knowledge (also called: Quest 
for fundamental understanding) and relevance for immediate applications (also called: Considerations of use) in the context 
of SE. One can argue that most SE research so far has focused on the quest for fundamental understanding. Considerations 
of use (relevance or benefit) has been considered in only a fraction of SE studies.  
Rigor/ relevance matrix: 
Another model is the research rigor/ relevance matrix presented by [101], as shown in Table 2. Where methodological rigor 
is high, but practical relevance is low, the so-called "pedantic" science is generated. It is the belief of the authors and many 
other SE researchers (e.g., see the papers in the MLR of Section 3) that most SE papers fall in this category. These are 
studies that are rigorous in their design and analytical sophistication yet fail to address the important issue of relevance. 
Such research usually derives its questions from theory or from existing published studies, ‘‘the sol e criterion of its worth 
being the evaluation of a small minority of other r esearchers who specialize in a narrow field of inquiry’’ [101]. 
Table 2- Research rigor/relevance matrix (source: [101]) 
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Practical 
relevance 
 
Popular (popularist) 
science 
 
 
Pragmatic science 
 
Puerile science 
 
Pedantic science  
Low 
 Low Methodological 
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The quadrant where both practical relevance and methodological rigor are high, is termed as pragmatic science. Such work 
simultaneously addresses questions of applied relevance and does so in a methodologically-robust manner. Clearly, we 
believe that this particular form of research is the form that should dominate our discipline, an opinion which is also stated 
in other fields, e.g., psychology [101]. 
Research representing popular science are highly relevant but lacks methodological rigor. [101] elaborated that popular 
science ‘‘is typically executed wher e fast-emerging business trends or management initiatives have spawned ill-conceived 
or ill-conduct ed studies, rushed to publication in order to provide a degr ee of l egitimacy and marketing support’’. In SE and 
computing in general, one could identify certain studies as popular science, but we the authors prefer not to label certain 
studies as such, and instead we leave the judgement to the reader. 
Finally, in puerile science, ‘‘researchers pursue issues of unacceptably-low practical rel evance, and do so using research 
designs and methods lacking in rigor’’ [101]. 
Mode-1 versus Mode-2 research: 
Another classification divides research approaches into ‘‘Mode-1’’ versus ‘‘Mode-2’’ research [102] (Table 3). Mode-1 is the classical 
research paradigm focusing on interests of the scientific community while Mode-2 considers interests of the industry and 
society. In terms of the nine criteria shown in Table 3, the two approaches differ quite a lot. 
Table 3- ‘‘Mode 1’’ versus ‘‘Mode 2’’ research (from: [102]) 
Criteria Mode 1 Mode 2 
Knowledge focus Interests of the scientific community Interests of the industry and society 
Steering mechanism The academic discipline Problem-based, multidisciplinary 
Objectives New theories Usefulness 
Type of knowledge General Specific 
Dissemination Through journals Diverse channels reaching a wider audience 
Responsibility The scientific community A societal responsibility 
Actors Researchers, universities Research & development centers,  
institutes, companies, universities 
Works forms Planned, predetermined Flexible, interactive 
Strategy First discovery, then application Simultaneous discovery and application 
Knowledge-seeking research versus solution-seeking research in SE: 
A recent mythological paper in SE, entitled "The ABC of Software Engineering Research" [103], presented an interesting 
classification of SE research into two categories: Knowledge-seeking research versus Solution-seeking research, as shown 
in Table 4. We think that classification is related to the issue of research relevance as follows. Papers reporting knowledge-
seeking research versus  
While it is expected that papers reporting both knowledge-seeking and solution-seeking research to have practical 
relevance, the ones of the latter type are more explicitly expected to be so. Papers reporting knowledge-seeking research 
are also expected to have practical relevance in a way that they could enable better understanding of SE "phenomena that 
is not (or not suffici ently) well understood or known" [103] or could benefit follow-up solution-seeking research, e.g., 
investigating a RQ such as: How does Extreme Programming work? [104]. 
Table 4- Knowledge-seeking research versus solution-seeking research in SE [103] 
 Knowledge-seeking research  Solution-seeking research 
Goal:  To generate or propose scientific claims and to 
evaluate and validate those claims. This may also 
include the development of instruments or other 
artifacts with the specific purpose of supporting or 
enabling these knowledge-seeking activities, e.g., the 
construction of an instrument that facilitates data 
gathering or analysis. 
To design or develop new or improve existing solutions 
that can help to overcome or ameliorate challenges, 
bottlenecks, and other problems in the development of 
software systems and supporting processes. 
Focus of 
research: 
A phenomenon within SE, or a characteristic thereof, 
that is not (or not sufficiently) well understood or 
known. 
A specific SE challenge, obstacle, or problem, and the 
design or creation of a solution. 
Outcome: Empirical findings, descriptions, insights generated by 
simulations, theoretical or conceptual frameworks, or 
hypotheses. 
Artifacts that include algorithms, tools, notations (incl. 
languages), models, mechanisms, and techniques. 
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Example 
Research 
Question: 
How does Extreme Programming work? [104] How to select a subset of the input data to automatically 
find performance bottlenecks? [105] 
2.3 Related work: literature on research relevance in other disciplines 
Research relevance has also been widely discussed in other disciplines. As discussed in Section 2.1, relevance has often 
been discussed together and related to research ‘‘rigor’’. To get an overview of the literature on this ‘‘debate’’, we conducted 
a search in the Scopus search engine (www.scopus.com) for papers having ‘‘relevance’’ and ‘‘rigor’’ in titles and Scopus 
returned a set of 192 papers (as of July 2018). By exploring the subject areas in which these papers have been published, 
we found that many of the scientific disciplines are represented, denoting that the debate of relevance versus rigour is active 
in many fields (see Figure 5). We were also curious about the time trend of these publications. As Figure 6 shows, the 
debate first started as early as in 1974 and has become more active by time since then.  
 
Figure 5- Subject areas of the papers in the literature about research relevance versus rigour  
 
Figure 6- Time trend of publications on research relevance versus rigour in all disciplines 
We show in Table 2 a randomly-sampled subset of the papers from the above pool of 192 papers. Some of the paper titles 
in the pool of papers look interesting and even bold, e.g., ‘‘Rigor at the expense of r el evance equals rigidity’’ [52], ‘‘Which 
should come first: Rigor or rel evance?’’ [53], ‘‘Reconciling the rigor-rel evance dil emma’’ [54], ‘‘Information systems research 
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that really matters: Beyond the IS rigor versus rel evance debat e’’ [55], and ‘‘Having it all: Rigor versus rel evance in supply 
chain management research’’ [56]. We discuss next a few of the interesting papers in this small subset. 
Three of the papers in Table 2 are in areas of Computer Science: data-mining [106], Human-computer interaction (HCI) 
[107], and Decision support systems (DSS) [108].  
The Information systems (IS) community seems to be particularly paying more attention to this debate. A paper published 
in the IS community [109] defined a quantitative metric called "relevance coefficient’’ and assessed a set of papers in three 
top IS journals using that metric. The metric was based on the four dimensions of relevance as we discussed in Section 2.1 
(as defined in [70]). 
A study [110] in management science argued that: ‘‘The r el evance literature oft en moans that the publications of top-ranked 
academic journals ar e hardly rel evant to managers, while actionabl e r esearch struggl es to get published’’.  
A paper by a researcher in the Harvard Business School [69] suggested researchers to proceed with a research project only if they 
can answer “yes” to all three of the following questions: (1) Is the research question novel to academics?, (2) Is the research question 
relevant to practice?, and (3) Can the research question be answered rigorously? 
A 1999 paper in the IS community [111] took a philosophical view on the debate and argued that: “It is not enough for senior 
IS researchers to call for relevance in IS research. We must also call for an empirically grounded and rigorous understanding of 
relevance in the first place”. 
A paper in management science [67] focused on ‘‘turning the debate on relevance into a rigorous scientific research program”. It 
argued that “in order to advance research on the practical relevance of management studies, it is necessary to move away from the 
partly ideological and often uncritical and unscientific debate on immediate solutions that the programmatic literature puts forward 
and toward a more rigorous and systematic research program to investigate how the results of scientific research are utilized in 
management practice”. 
In other fields, there are even books on relevance of academic conferences, e.g., a book entitled ‘‘Impacts of mega-
confer ences on the wat er sector’’ [112], which reported that: ‘‘…except for the UN Wat er Confer ence, held in Argentina in 
1977, the impacts of the subsequent mega-confer ences have been at best marginal in t erms of knowledge generation and 
application, poverty all eviation, environmental conservation and /or increasing availability of investments funds for the wat er 
sector’’. 
Table 5-A subset of papers on research relevance in other fields (sorted by years of publication) 
Publication  
year  
Paper title Discipline / field References 
1999 Rigor and relevance in MIS Research: beyond the approach of positivism alone Information systems (IS) [111] 
2000 Rigor at the expense of relevance equals rigidity Health sciences [52] 
2001 Not either/or: research in Pasteur’s quadrant Information systems (IS) [113] 
Which should come first: Rigor or relevance? Family practices [53] 
2002 IS research relevance revisited: Subtle accomplishment, unfulfilled promise, or 
serial hypocrisy?  
Information systems (IS) [114] 
2004 Reconciling the rigor-relevance dilemma in intellectual capital research Organizational science [54] 
Information systems research relevance Information systems (IS) [109] 
2005 On rigor and relevance: fostering dialectic progress in management research Management science [115] 
Information systems research that really matters: Beyond the IS rigor versus 
relevance debate 
Information systems (IS) [55] 
2006 Beyond rigor and relevance towards responsibility and reverberation: 
information systems research that really matters 
Information systems (IS) [116] 
2007 Research and relevance: implications of Pasteur's quadrant for doctoral programs 
and faculty development 
Management science [117] 
2008 Towards more relevance-oriented data-mining research Computer science: data-mining [106] 
Toward improving the relevance of information systems research to practice: the 
role of applicability checks 
Information systems (IS) [118] 
Having it all: Rigor versus relevance in supply chain management research Management science [56] 
2009 Bridging the rigour–relevance gap in management research: ıt's already 
happening! 
Management science [119] 
Why the rigour–relevance gap in management research is unbridgeable Management science [120] 
Rigour versus relevance revisited: Evidence from IS conference reviewing 
practice 
Information systems (IS) [121] 
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2010 The research-practice gap: the need for translational developers Computer science: Human-
computer interaction (HCI) 
[107] 
The practitioner-researcher divide in industrial, work and organizational (IWO) 
psychology: Where are we now, and where do we go from here? 
Psychology [101] 
That’s relevant! Different forms of practical relevance in management Management science [122] 
2011 Research methods and the relevance of the IS discipline: a critical analysis of the 
role of methodological pluralism 
Information systems [123] 
Increasing research relevance in DSS: Looking forward by reflecting on 40 years 
of progress 
Computer science: Decision 
support systems (DSS) 
[108] 
2012 International business research relevance  International business [124] 
How individual scholars can reduce the rigor-relevance gap in management 
research 
Management science [125] 
Rigor versus relevance in information systems research in South Africa Information systems (IS) [126] 
Rigor and relevance in information systems research: A comprehensive is 
research process model 
Information systems (IS) [127] 
 
2013 The relevance of relevance in research Medical sciences [71] 
Pasteur's quadrant as the bridge linking rigor with relevance Generic to all disciplines [128] 
2014 Making academic research more relevant: a few suggestions Management science [129] 
In search of rigor, relevance, and legitimacy: what drives the impact of 
publications? 
Economics [130] 
2015 The practical relevance of management research: turning the debate on relevance 
into a rigorous scientific research program 
Management science [67] 
Prof, no one is reading you Generic to all disciplines [131] 
Rigor and relevance in sport management: reconciling the competing demands of 
disciplinary research and user-value 
Sport science [132] 
The last research mile: achieving both rigor and relevance in information systems 
research 
Information systems (IS) [133] 
Our new three R’s: Rigor, relevance, and readability Governance science [134] 
Rigor and relevance: a PhD student's perspective Biology [135] 
2016 Reframing the relevance of research to practice Management science [72] 
Action research: intertwining three exploratory processes to meet the competing 
demands of rigor and relevance 
Business science [136] 
Enhancing the practical relevance of research Management science [69] 
The Problem of Political Science: Political Relevance and Scientific Rigor in 
Aristotle's "Philosophy of Human Affairs" 
Political science [137] 
2017 Is management research relevant? a systematic analysis of the rigor-relevance 
debate in top-tier journals (1994–2013) 
Management science [68] 
Understanding relevance of health research: considerations in the context of 
research impact assessment 
Health sciences [138] 
Social work research and its relevance to practice: the gap between research and 
practice continues to be wide 
Social work science [139] 
Theorizing with managers: how to achieve both academic rigor and practical 
relevance? 
Marketing science [140] 
Implementation science: Relevance in the real world without sacrificing rigor Health sciences [141] 
2018 Contextualizing international business research: enhancing rigor and relevance Business science [142] 
Maintaining relevance and rigor: How we bridge the practitioner-scholar divide 
within human resource development 
Business science [143] 
Rigor, relevance, and the knowledge “market” Management science [110] 
The fallacy of impact without relevance – reclaiming relevance and rigor Supply chain management [144] 
The review paper [67] reviewed a large number of papers (exact number not explicitly mentioned) and synthesized the 
reasons for the lack of relevance, and suggested solutions in the literature to improve research relevance. Our MLR in 
Section 3 is a similar study in the context of SE. 
The paper [68] reported a systematic analysis of 253 articles published about the rigor-relevance debate in top-tier journals 
in management research. The paper identified four positions on rigor and relevance in management research: (1) 
gatekeepers’ orthodoxy, (2) collaboration with practitioners, (3) paradigmatic shift, and (4) refocusing on common good. The 
paper reported that: ‘‘Although contradictory, these positions coexist within the debat e and ar e constantly being repeat ed’’.  
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2.4 Current state of affairs: SE practice versus research (industry versus academia) 
To better understand research relevance, we also need to have a high-level view of the current state of affairs between SE 
practice versus research (industry versus academia) [51, 145, 146]. It is without a doubt that the current level of industry-
academia collaborations (IAC) in SE is relatively small compared to the level of activities and collaborations in each of the 
two communities, i.e., industry-to-industry collaborations and academia-to-academia collaborations. It is not easy to get 
quantitative data on such collaborations, but we can look at the estimated data for the population of the two communities.  
According to a report by Evans Data Corporation [147], there were about 23 million software developers worldwide in 2018, 
and that number is estimated to reach 27.7 million by 2023. According to an IEEE Software paper [8], ‘‘4,000 individuals" 
are "actively publishing in major [SE] journals’’, which can be used as the estimated size (lower bound) of the SE research 
community. If we divide the two numbers, we can see that on average, there is one SE academic for every 5,750 practicing 
software engineer, denoting that the size of the SE research community is very small compared to the size of the SE 
workforce. To better put things in perspective, we visualize the two communities and the current state of collaborations in 
Figure 7. 
There are few quantitative data sources on the issue of interaction and information flow between the two communities. For 
example, in a survey of software testing practices in Canada [148], a question asked practitioners to rate their frequency of 
interaction (collaboration) with academics. Based on the data gathered from 246 practitioners, the majority of respondents 
(56%) mentioned never interacting with the researchers in academia. 32% of the respondents mentioned seldom 
interactions. Those who interacted with researchers once a year or more only covered a small portion among all respondents 
(12%). Thus, we see that, in general, there are limited interaction, knowledge exchanges and information flows between 
the two communities in SE. Nevertheless, we could clarify that there are multiple communities within academic SE and 
industry SE, respectively. In such a landscape, some communities might collaborate more than others, and some industry 
sectors are probably closer to research than others. 
The weak connection between industry and academia is also visible from ‘‘the difficulties we have to attract industrial 
participants to our confer ences, and the scarcity of papers r eporting industrial case studies’’ [41]. Two SE researchers who 
both moved to industry wrote in a blog post [40]: ‘‘While r esearchers and practitioners may mix and mingle in other 
specialties, every SE confer ence seemed to be strongly biased to one side or the other’’ and ‘‘…only a handful of grad 
students and one or two adventurous faculty att end big industrial confer ences like the annual Agile get-together’’. On a 
similar topic, there are insightful stories about moving between industry and academia by people who have made the move, 
e.g., [149]. 
  
Figure 7- Visualizing the current state of collaborations in the software industry, academia and between them 
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Of course, things are not all bad, and there have been many positive efforts to bring software industry and academia closer, 
e.g., many specific events such as panels have been organized on the topic, such as the following example list:  
• A panel in ICSE 2000 conference with this title: ‘‘Why don' t we get mor e (self?) respect: the positive impact of SE 
research upon practice’’ [150] 
• A panel in ICSE 2011 conference with this title: ‘‘What industry wants from research’’ [151] 
• A panel in FSE 2016 conference with this title: ‘‘The state of SE research’’ [152] 
• A panel in ICST 2018 conference with this title: ‘‘When ar e software t esting research contributions, r eal contributions?’’ 
[45] 
The ‘‘Impact’’ project [153], launched by ACM SIGSOFT, aimed to demonstrate the (indirect) impact of SE research through 
a number of articles by research leaders, e.g., [154, 155]. Although some impact can certainly be credited to research, we 
are not aware of any other engineering discipline trying to demonstrate its impact through such an initiative. This in itself is 
a symptom of a lack of impact as the benefits of engineering research should be self-evident. 
In a classic book entitled ‘‘Software cr eativity 2.0’’ [156], Robert Glass dedicated two chapters to ‘‘theory versus practice’’ 
and ‘‘industry versus academe’’ and presented several examples (which he believes are ‘‘disturbing’’) on the mismatch of 
theory and practice. One section of the book focused especially on ‘‘Rigor vs. r el evance [of research]’’ (Section 8.8). Another 
book by Robert Glass was on ‘‘Software conflict 2.0: the art and sci ence of software engineering’’ [157] in which he also talked 
about theory versus practice and how far (and disconnected) they are. 
2.5 Value for both basic and applied research in SE 
As discussed in [35]: ‘‘Doing basic r esearch in no way prevents us from grounding our work in reality’’. Focusing on SE, 
critics of applied SE research argue that linking industrial SE challenges to ongoing research could be tricky and may have 
potential pitfalls, in part because those challenges/ needs can be driven by many issues (e.g., lack of economic incentives 
to make tools out of existing techniques) and because the timelines and context of research and industry endeavors can be 
quite different. Critics argue that too much research emphasis on industrial problems may lead to negative impacts on the 
fundamental (basic) research, e.g., lack of innovation due to the focus on industrial applications which usually has a short-
term effect. 
We would like to emphasize that there is value for both basic and applied research in SE. For example, formal methods is 
often seen as an example area of basic research in SE. While a lot of basic research has been done in this area, some 
technology transfer and industrial application of formal methods have also been reported [158, 159]. Focusing on software 
testing, to provide examples on value of basic research, we can refer to the basic research on topics such as assertions 
since several decades ago (as early as in the 1970’s) [160, 161] which have put the ground-work for modern test tools and 
frameworks such as JUnit. To highlight the need for both theoretical and practical research, we would like to cite two quotes 
from Leonardo da Vinci: ‘‘Theory without practice cannot survive and di es as quickly as it lives’’; ‘‘He who loves practice 
without theory is like the sai lor who boards ship without a rudder and compass and never knows wher e he may be cast’’. 
Similar to other areas of science, each member of the SE research community also chooses and usually (prefers to) stays 
in one region of the research landscape (Figure 3). For example, researchers of the formal methods community tend to be 
mostly in the basic research mode, while researchers of the empirical SE community tend to be more in the applied research 
area of the spectrum. In empirical SE, some researchers apply their ideas on open-source software, e.g., [162, 163]. In 
most cases, such studies are industrially-relevant and thus we can see that achieving research relevance is possible without 
direct explicit collaboration links between researchers and industry. Another group of empirical SE researchers work in close 
collaboration with industry and usually conduct technology transfer of their method and approaches to the industry. For 
example studies, readers can refer to the papers published in ‘‘industry tracks’’ of major SE conference, e.g., ICSE, ESEM 
and ICST. 
3 AN MLR ON RESEARCH RELEVANCE IN SE 
An MLR [164] is a form of a Systematic Literature Review (SLR) or Systematic Mapping (SM) which includes the grey 
literature (GL), e.g., blog posts and white papers, in addition to the published (formal) literature (e.g., journal and conference 
papers).  
In our literature searches, since we found several well-argued GL sources about research relevance in SE, e.g., [7, 15, 18, 
20], we determined that we should include GL in our review study, which turned it to an MLR. We present next different 
phases of the MLR as follows:  
• Goal and review questions (RQs) (in Section 3.1) 
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• An overview of the MLR process (Section 3.2) 
• Results of the MLR (Sections 3.3 and 3.4) 
• Summary and discussions (Section 3.5) 
• Potential threats to validity of the MLR (Section 3.6) 
3.1 Goal and review questions (RQs) 
The goal of our MLR is to synthesize the existing literature, debate and discussions in the SE community about research 
relevance. Based on this goal, we raised two review questions (RQs): 
• RQ 1: What are the root causes of low research relevance? 
• RQ 2: What ideas have been suggested for improving relevance? 
3.2 An overview of the MLR process  
MLRs have recently started to appear in SE. According to a literature search [164], the earliest MLR in SE seems to have 
been published in 2013, on the topic of technical debt [165]. More recently, more MLRs have been published, e.g., on smells 
in software test code [166], on serious games for software process education [167], and on characterizing DevOps [168]. 
Motivated by the lack of guidelines for conducting MLRs in SE, the first author and his collaborators recently developed and 
published a guideline for conducting MLRs in SE [164], which is based on the SLR guidelines proposed by Kitchenham and 
Charters [169], and MLR guidelines in other disciplines, e.g., in medicine [170] and education sciences [171]. As noted in 
[164], certain phases of MLRs are quite different than regular SLRs, e.g., searching for and synthesizing grey literature.  
To conduct the current MLR, we used the above guideline [164] and our recent experience in conducting several MLRs, 
e.g., [82, 166, 172]. We first developed the MLR process as shown in Figure 8. The authors conducted all the steps as a 
team.  
We already discussed the 1st phase (MLR planning: its goal and RQs) above in Section 3.1. We present the follow-up 
phases of the process in the next sub-sections: (phase 2) search process and source selection; (phase 3) development of 
the classification scheme (map); (phase 4) data extraction and systematic mapping; and finally (phase 5) data synthesis. 
As we can see, this process has a lot of similarity to the typical SLR processes [169] and also SM processes [173, 174], the 
major difference being only in the handling of the grey literature (i.e., searching for those sources, applying 
inclusion/ exclusion criteria on and synthesizing them).  
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Figure 8-An overview of our MLR process (as a UML activity diagram) 
3.2.1 Source selection and search keywords  
As suggested by the MLR guidelines [164] and also as done in several recent MLRs, e.g., [82, 166, 172], we performed the 
searches for the formal literature (peer-reviewed papers) using the Google Scholar and Scopus (www.scopus.com). To 
search for the related grey literature, we used the regular Google search engine. Our search strings were: (a) Rel evance 
software research; (b) Rel evant software research; and (c) utility software research. 
Details of our source selection and search keywords approach were as follows. The authors did independent searches with 
the search strings, and during this search, they already applied inclusion/ exclusion criterion for including only those results 
which explicitly addressed ‘‘relevance’’ of SE research. 
Typically in SM and SLR studies, a team of researchers includes all the search results in the initial pool and then separately 
performs the inclusion/ exclusion as a separate step. This results in huge volumes of irrelevant papers. For example, in a 
SLR [175], the team of researchers started with an initial pool of 24,706 articles but out of those only 25 were found relevant 
finally. This means high effort due to the very relaxed selection and filtering in the first phase. However, on the other hand, 
in two other SM studies in which the first author was involved, i.e. [176, 177], the initial filtering was more rigorous and the 
reduction of the paper sets were as follows: (1) from an initial pool of 230 papers to a final pool of 136 papers in [176], and 
(2) from an initial pool of 72 papers to a final pool of 60 papers in [177]. In those latter studies, the teams of researchers 
found the process to be more effective and efficient, while at the same time, the quality of the selection and results was not 
impacted. We thus followed the same approach used in [176, 177] in this study as well. 
We also utilized the relevance ranking of the search engines (e.g., Google’s PageRank algorithm) to restrict the search 
space. For example, if one applies search string (c) above to the Google search engine, 103,000,000 results would show 
as of this writing (July 2018), but as per our observations, relevant results usually only appear in the first few pages. Thus, 
similar to what was done in several recent MLRs, e.g., [82, 166, 172], we checked the first 10 pages (i.e., somewhat a 
search ‘‘saturation’’ effect) and only continued further if needed, e.g., when the results in the 10th page still looked relevant.  
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As a result of the initial search phase, we ended up with an initial pool of 52 sources. To ensure including all the relevant 
sources as much as possible, we also conducted forward and backward snowballing [178] for the sources in formal literature, 
as recommended by systematic review guidelines, on the set of papers already in the pool. Snowballing, in this context, 
refers to using the reference list of a paper (backward snowballing) or the citations to the paper to identify additional papers 
(forward) [178]. By snowballing, we found and added to the candidate pool nine additional sources, bringing the pool size 
to 60 sources. For example, source [3] was found by backward snowballing of [12], source [4] was found by backward 
snowballing of [46]. 
3.2.2 Inclusion/exclusion criteria  
The next stage was devising a list of inclusion/ exclusion criteria and applying them via a voting phase. We set the inclusion 
criterion as follows: The source should clearly focus and comment about SE research relevance.  
We used the clearly-defined definitions from Section 2.1 for research relevance and the related terms: utility, applicability, 
impact, and rigor, which are usually not treated synonymously in the papers. Any source which did not meet the inclusion 
criterion was excluded. For example, we excluded several papers published out of the ACM SIGSOFT ‘‘Impact’’ project 
[153-155], since they had only focused on research impact, and not relevance. 
Several papers had the term ‘‘relevance’’ in their title explicitly, e.g., ‘‘Strategies for industrial rel evance in softwar e 
engineering education’’ [179], ‘‘The rel evance of education to software practitioners’’ [180], but were not included since they 
focused on relevance of SE ‘‘education’’ and not research relevance. Our exclusion criteria were: (1) non-English papers, 
and (2) full papers being not available. 
Application of the inclusion/ exclusion criteria resulted in exclusion of 15 sources. The final pool of sources included 46 
sources, which we review in the rest of this section. 
3.2.3 Pool of sources 
We show the final pool of sources in Table 6 along with their source types. 33 were published literature (papers) and 13 
were GL sources. We show the annual trend of sources in Figure 9. We see in Figure 9 that the debate has gotten more 
active in recent years, after 2010. 
We see that the issue was discussed as early as in 1985 in a paper entitled “On the relevance of formal methods to software 
development” [19] (P19). In the rest of this section, we refer to the sources in the form of Pi, as shown in Table 6. 
Table 6-Review of literature on research relevance in SE 
ID Paper title Publication year References 
Source type 
Paper GL 
P1 A Deja-vu look at SE researchers who care about practice 2007 [1] x  
P2 A method for evaluating rigor and industrial relevance of technology evaluations 2011 [2] x  
P3 A new paradigm for applied requirements engineering research 2013 [3] x  
P4 Albert Einstein and empirical SE 1999 [4] x  
P5 An experience report on applying software testing academic results in industry: we need usable 
automated test generation 
2017 [5] x  
P6 Are automated debugging techniques actually helping programmers? 2011 [6] x  
P7 Challenges to making SE research relevant to industry 2016 [7]  x 
P8 Embracing the engineering side of SE 2012 [8] x  
P9 Formal methods: use and relevance for the development of safety-critical systems 1992 [9] x  
P10 How can requirements engineering research become requirements engineering practice 1997 [10] x  
P11 How do practitioners perceive SE research? 2011 [11] x  
P12 How do practitioners perceive the relevance of requirements engineering research? an ongoing 
study 
2017 [12] x  
P13 How practitioners perceive the relevance of ESEM research 2016 [13] x  
P14 How practitioners perceive the relevance of SE research 2015 [14] x  
P15 Impactful SE research: some do's and more don'ts 2017 [15]  x 
P16 Making research more relevant while not diminishing its rigor 2009 [16] x  
P17 Making SE research relevant  2014 [17] x  
P18 On impact in SE research 2018 [18]  x 
P19 On the relevance of formal methods to software development 1985 [19] x  
P20 On the worthiness of SE research 2017 [20]  x 
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P21 Practicing what we preach 2014 [21] x  
P22 Really rethinking formal methods 2010 [22]  x  
P23 Requirements engineering and technology transfer-obstacles, incentives and improvement agenda 2002 [23]  x  
P24 Requirements researchers: do we practice what we preach?  2002 [24] x  
P25 Research methodology on pursuing impact-driven research 2018 [25]   
P26 Software engineering-missing in action: A personal perspective 2010 [26] x  
P27 Software engineering research and industry: a symbiotic relationship to foster impact 2018 [27] x  
P28 Software-engineering research revisited 1993 [28] x  
P29 SE research under the lamppost 2013 [29]  x 
P30 Successful SE research 1998 [30] x  
P31 Summary of the Dagstuhl workshop on future directions in SE  1993 [31] x  
P32 The (ir)relevance of academic SE research 2014 [32]  x 
P33 The birth of refactoring: a retrospective on the nature of high-impact SE research 2015 [33] x  
P34 The black hole of SE research 2015 [34]  x 
P35 The case for context-driven SE research 2017 [35] x  
P36 The other impediment to SE research 2010 [36] x  
P37 The relationship between theory and practice in SE 1994 [37] x  
P38 The software-research crisis  1994 [38] x  
P39 The two paradigms of software development research 2018 [39] x  
P40 Two solitudes illustrated 2012 [40]  x 
P41 Useful SE research: leading a double-agent life 2011 [41] x  
P42 What do software engineers care about? gaps between research and practice 2017 [42] x  
P43 What industry needs from architectural languages: A survey 2013 [43] x  
P44 What industry wants from academia in software testing? Hearing practitioners’ opinions 2017 [44] x  
P45 When are software testing research contributions, real contributions? 2019 [45]  x 
P46 Who are we doing global SE research for? 2013 [46] x  
 
Figure 9- Annual trend of sources in our MLR pool 
In terms of SE areas (topics), while 30 sources were generic (considered SE as a whole), 16 sources discussed research 
relevance in the context of specific SE areas, e.g., 6 sources focused on requirements engineering (RE), 3 focused on 
formal methods, 3 focused on testing, and 1 focused on refactoring. For example, P3 presented a new paradigm for applied 
requirements engineering research. P5 was an experience report on applying software testing academic results in industry. 
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Figure 10- SE areas (topics) in which research relevance was discussed 
3.2.4 Data extraction and synthesis approach 
For synthesizing data to answer the MLR's two RQs, we used qualitative coding [181], an approach which we have also 
applied in several other recent MLR studies, e.g., [82, 172]. We took each qualitative piece of data from each paper, and 
then performed ‘‘open’’ and ‘‘axial coding’’ [181]. 
Recall from Section 3.1 that our MLR included two RQs: (1) What are the root causes of low research relevance?; and (2) 
What ideas have been suggested for improving relevance?. We highlighted texts in each source which addressed each of 
these two RQs and used the identified phrases to conduct qualitative coding and then grouping the codes, when needed. 
We show in Figure 11 an example of this process, in which the two aspects (root causes and improvement suggestions) 
are highlighted in pink and green, respectively. In addition to the above two RQs, we also noticed many interesting quotes 
in the source which we also extracted (highlighted in yellow color in Figure 11).  
Based on the principles of qualitative coding [181], we merged and grouped the identified codes iteratively until we reached 
a cohesive set of groups based on the extracted qualitative data. We have had experience for conducting such a grouping 
in our past works too, e.g., [82, 172]. For example, see the several groups of root causes of low research relevance in 
Figure 11, e.g., issues with research approaches (mindset), not considering ‘‘context’’ (approaches too generic). These 
groups will be discussed in Sections 3.3 and 3.4. 
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Figure 11- An example of the qualitative coding and grouping approach, while ensuring full traceability back to 
the extracted data in the papers 
3.3 RQ 1: Root causes of low relevance  
Figure 12 shows the grouping of the root causes of low relevance, as discussed in the sources. A s Figure 12 shows, since 
several of the topics were specific to researchers, we grouped them under that heading, e.g., issues with research mindset, 
and simplistic view (wrong assumptions) of SE in practice.  
  
Figure 12- Grouping of the root causes of low relevance, as discussed in the sources 
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We should also mention that, due to the complex nature of this subject, there are interdependencies among different root 
causes, e.g., "lack of connection with industry" would lead to "wrong identification of research problems" and also "ignoring 
cost-benefit of applying a SE technique". We should clarify that we were aware of this fact and decided to record and 
synthesize the root causes, as they were explicitly reported in the sources, without our own interpretations.  
To better understand the nature and concept of the root-cause categories shown in Figure 12, we have modeled in Figure 
13 the relationship of the root causes w.r.t. different actors. This diagram looks like a context diagram of SE researchers 
working in their academic institutions and being involved in the SE community.  
What drives the research work of researchers are mainly their personal (individual) mindset/ opinion/ beliefs about how 
research should be conducted. Also, the (dominant) group mindset/ opinion [182] of the SE community as a whole is a 
driving factor which often influences personal (individual) mindsets.  
What is striking in Figure 12 is that a majority of categories, 10 of 16, relate to researchers’ mindsets w.r.t. research. Those 
are root causes which are under the ‘‘control’’ of researchers and if they decide to take a shift in their mindsets. We will 
discuss this issue further in Section 3.4 (for RQ 2). We discuss each group next and provide examples of explicit quotes 
from the sources in each case. 
Another motivation of Figure 13 is to scope the origins and context of root causes so that, once we discuss them in the next 
several sections, we can digest how each group of issues could be addressed. For example, the root causes specific to 
researchers would need mindset changes in researchers while root causes specific to the SE community would need 
community-level actions to be improved.  
 
Figure 13- M odeling the relationship of root causes w.r.t. different actors 
3.3.1 Issues specific to researchers 
We have classified the issues (root-causes) specific to researchers in several categories, as shown in Figure 12, which we 
discuss next. 
Having simplistic views (often, wrong assumptions) about SE in practice: 
12 sources mentioned having simplistic views (wrong assumptions) of SE as root causes. Focusing on requirements 
engineering (RE), as an area of SE, P10 mentioned that: ‘‘Too often, research justified as satisfying the needs of industry 
begins with a wrong or simplified understanding of industry’s probl ems’’. 
Using data by surveying 512 practitioners in Microsoft, P14 described a number of reasons given by practitioners to explain 
why they viewed topics studied in some SE papers as ‘‘unwise’’, including ‘‘questionabl e assumptions’’. Authors of P20 also 
believed that: ‘‘SE researchers oft en fall into the trap of making implicit, unrealistic assumptions’’. 
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An IEEE Software paper entitled ‘‘Practicing what we preach’’ P21 also focused on relevance of requirements engineering 
(RE), and argued that: ‘‘RE practitioners work mainly with documents, so hold your tools. They [practitioners] aren’t 
comfortabl e with formalizing requirements or using notation to capture requirements’’. The argument clearly translates to 
simplistic views (wrong assumptions) of RE in practice. In ‘‘Really rethinking formal methods’’, P22, David Parnas questioned 
industrial relevance of formal methods and argued that: ‘‘the models [built and used in formal methods] oft en oversimplify 
the probl em by ignoring many of the ugly details that are likely to l ead to bugs’’. 
P28 believed that developing SE techniques based on fixed requirements is one root cause of low relevance. P35 also 
believed that ‘‘[SE] research in a vacuum reli es on assumptions that are unlikely to ever match any real cont ext and ther efor e 
lead to impact’’. 
The above discussions can be nicely wrapped by the following quote by the well-known scientist, Isaac Asimov: ‘‘Your 
assumptions ar e your windows on the world. Scrub them off every once in a while, or the light won’t come in’’. 
Wrong identification of research problems (needs): 
Wrong identification of research problems was mentioned as a root cause in 11 sources. P6 assessed whether automated 
debugging techniques are actually helping programmers. By exploring the technical details of how debugging is done in 
practice, P6 came to the conclusion that: ‘‘without a cl ear understanding of how developers use these t echniques in practice, 
the pot ential effectiveness of such [automat ed debugging] t echniques remains unknown’’. P11 said that: "we ignore the real 
cutting-edge probl ems that organizations face today". 
P17 stated that: ‘‘practitioners don’t seem to want frameworks; they want patterns of cont ext-specific help’’. P20 stated that: 
‘‘SE researchers lack understanding of industry’s true needs’’. P26 mentioned that SE papers ‘‘gain little traction with industry 
because they do not appear to addr ess the practitioner’s probl ems’’. 
In another classic paper P30, David Parnas stated that: ‘‘The developers'  major probl ems wer e probl ems that I had never 
consider ed, probl ems that none of my professors or coll eagues thought worthy of discussion’’. 
Andy Ko, the author of P34, stated that: ‘‘many of our engineering probl ems simply aren’t the probl ems that softwar e 
engineering researchers are investigating. M any of the probl ems in software engineering aren’t technical probl ems, but 
peopl e probl ems." 
Gordon Clegg nicely phrased the issue also in his 1969 book called ‘‘The design of design’’ [183]: ‘‘Sometimes the probl em 
is to discover what the problem is’’. 
Personal experience:  
The first author’s PhD thesis was on: Stress testing of distributed real-time systems based on UML models using genetic 
algorithms [184, 185]. Although the work was seen as a rigorous work (several papers from it were published in top SE 
venues such as ICSE), now that he looks at his PhD work retrospectively, he has come to the conclusion that while a need 
to solve such a problem exists in the industry, identification of the research problem w.r.t. constraints and assumptions in 
practice was not fully precise with what industry needs to solve such a problem. In discussions with more than a dozen  
industrial partners after his PhD, he was not able to find any industrial context in which UML models, needed by the 
technique, were readily available for applying the technique. Also, in initial analyses of costs and benefits of developing 
such UML models, the researcher and his industrial partners came to the conclusion that the efforts to develop all the 
detailed UML models to apply the stress-testing technique would not worth it at the end. Thus, one would conclude that the 
identification of the research problem, in terms of constraints and practical considerations in practice was not fully precise. 
This observation is similar to what is argued in the experience report P5 which questioned the unrealistic assumptions in 
many model-based testing papers about availability of UML models needed for testing. 
Issues with research approach/ mindset: 
10 sources mentioned root causes grouped under research approach/  ‘‘mindset’’. In a blog post (P7), a SE researcher 
argued that ‘‘Studying human syst ems like software engineering organizations requires r esearch method skills that cannot 
be found easily among researchers’’. Using data from a survey of practitioners in Microsoft, P14 provided two reasons given 
by practitioners to explain why they viewed topics studied in some SE papers as ‘‘unwise’’: (1) empirical study being ‘‘non-
actionable’’, and (2) generalizability issues in most empirical studies. These clearly relate to research approach and mindset 
of SE researchers. 
In ‘‘Making research mor e rel evant while not diminishing its rigor‘‘ P16, Robert Glass argued that ‘‘most r esearchers strive 
for rigor and see r el evance as a l esser goal’’, thus calling researchers to have a mindset shift to also value relevance. 
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P21 argued that: ‘‘While r esearchers t end to addr ess challenges that they believe have the pot ential to be transformative in 
nature, practitioners ar e mor e often intent on solving immediat e practical probl ems’’, which was another need for mindset 
shift. In a classic paper P28, Colin Potts believed that: ‘‘It [SE] must do mor e than creat e new languages and techniques or 
demonstrate that t echniques can be automat ed’’. 
David Parnas shared in P30 his story of spending time outside academia and working with software developers at Philips 
Corporation in the Netherlands. He mentioned that as he ‘‘watched their [developers' ] work, and tried to understand their 
discussions’’, he realised that his ‘‘[research] vision (which I [he] later discover ed was shar ed by several other researchers) 
was compl et ely wrong’’. 
In another classic paper P38, Robert Glass believed that the SE research was in ‘‘crisis’’, due to lack of relevance. One main 
reason he said was ‘‘Not using the sci entific method’’, which had to start with ‘‘observing the world’’, and also not analyzing 
critically if a new model or approach is really needed. He said that, due to mostly being rooted in CS and mathematics, most 
SE researchers use the ‘‘analytical’’ research method which consists of these steps: Propose a formal theory or set of 
axioms, develop a theory, derive results, and if possible compare with empirical observations. 
Ignoring cost-benefit of applying SE techniques: 
Ignoring cost-benefit of applying SE techniques was mentioned as a root cause in 10 sources. This issue was mentioned in 
P5, an experience report on applying software testing academic results in industry. The author of the study had tried applying 
model-based testing, but one problem was that: ‘‘None of the compani es’’ that he ‘‘worked for in the past five years used 
any sort of modeling’’. He then argued that ‘‘it is important to always stat e wher e the models [to be used in model-based 
testing] come from: are they artificial or did they already exist befor e the experiments’’ and that ‘‘one has to argue and 
evaluat e if the time and effort in developing and maintaining such models for a given syst em does pay off in the end’’. 
P9 expressed that the utility of formal methods ‘‘is severely limited by the cost of applying the t echniques’’. P19 also reported 
that ‘‘introduction of formal methods consumes considerabl e r esources’’. Another paper on relevance of formal methods, 
P22, stated that: ‘‘Even on small exampl es, it oft en appears that the models [used in formal methods] ar e mor e compl ex 
than the code’’. Complexity in this context related to cost-benefit of applying the technique. P23 also stated that: ‘‘formal 
notations and analysis t echniques ar e [oft en] hard to l earn, provide no cl ear benefits and require too much effort’’. P38 also 
reported that ‘‘practitioners saw mor e cost than benefit in its [formal verification] use’’.  
P11 mentioned that ‘‘research solutions offer too small improvements in relation to risk’’. P14 found that ‘‘practitioners 
deemed the cost of using and maintaining a particular tool to be higher than the benefit gained by using the tool’’. 
P20 also argued that ‘‘an engineering solution is useful if the benefit gained is significantly great er than the cost ’’. The study 
went further to state that: ‘‘Ther e is little discussion in [SE] research of the full costs of a t echnique (including acquisition, 
training, and disruption to existing processes). Ther e are seldom arguments made as to why the benefits are significantly 
great er than the costs and how this t echnique will reduce proj ect risk’’. 
P26 stated an even harsher opinion: ‘‘Rather than showing a bett er, mor e effici ent way to do things, they [most SE papers] 
call for additional work that has no obvious benefit’’. 
Personal experience:  
The first author’s PhD thesis was on: Stress testing of distributed real-time systems based on UML models using genetic 
algorithms [184, 185]. Although the work was seen as a rigorous work (several papers from it were published in top SE 
venues such as ICSE), now that he looks at the PhD effort retrospectively, he can see that cost-benefit of applying the 
proposed technique was not adequately considered. The work was only evaluated on a ‘‘prototype’’ distributed system [184, 
185]. The work was conducted in level "3" of closeness between industry and academia (Figure 14, as discussed below). 
After his PhD, the first author tried to follow the ‘‘research-then-transfer’’ approach (P28), by talking to several industry 
partners to see if he could find a suitable context to apply the technique on. While a few industry partners found the idea of 
performance testing interesting, he was not able to find any industrial context in which UML models, needed by the 
technique, were readily available for applying the technique. Also, in initial analyses of costs and benefits, several partners 
mentioned their doubts whether the effort to develop all the detailed UML models to apply the technique would be worth it 
at the end. Thus, the first author decided to consider the cost-benefit analysis of all the follow-up SE research that he worked 
on after his PhD. This observation was very similar to the experience report P5 on model-based testing.  
Lack of connection with (or experience in) industry: 
Lack of connection with (or experience in) industry was mentioned as a root cause in 10 sources. P20 considered ‘‘no 
knowledge of existing industry solutions’’ as a root cause. P22 boldly argued that ‘‘most software developers perceive formal 
methods as usel ess theory that has no connection with what they do’’. 
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P28 saw ‘‘an artificial barrier between industry' s probl ems and research probl ems’’. In a keynote talk P29 entitled ‘‘Softwar e 
engineering research under the lamppost’’, using students as subjects in our studies was seen a factor weakening 
connection with industry and thus leading to low relevance. 
Another striking statement was mentioned in P34: ‘‘[most] developers ar en’t aware of software engineering research’’ and 
that ‘‘[a] typical researcher had never worked in software practice and had no basis for assuming that his or her idea would 
really work ther e’’.  
Personal experience: 
The second author joined ABB as a developer after he completed his M Sc degree. Three years later, triggered by 
downsizing in industry, he was encouraged to apply for a position as a PhD student at Lund University. He applied, got the 
position, and applied for a leave of absence for studies from ABB, in accordance with Swedish legislation. Thanks to this 
construct, he kept a formal connection with industry and an active communication channel for reality checks. Furthermore, 
related to the issue of ‘‘Wrong identification of research problems’’, the second author entered the PhD studies with a fresh 
picture of current challenges related to change impact analysis in safety-critical development. In the end, he did not return 
to his former employer after obtaining the PhD. 
Conducting "advocacy research" (‘‘research-then-transfer’’): 
Conducting ‘‘advocacy’’ research was mentioned as a root cause in 7 sources. Robert Glass characterized ‘‘advocacy 
research as ‘‘conceive an [research] idea, analyze the idea, advocat e the idea’’ P38. Colin Potts referred to this as the 
‘‘research-then-transfer’’ approach P28. 
P28 said: ‘‘Unfortunat ely, software-engineering research is oft en mor e solution-driven than probl em-focused’’. P8 mentioned 
that: ‘‘Engineering research must be probl em-driven, account for real-world requirements and constraints’’. P22 said: ‘‘We 
need r esearch, not advocacy: When we find that peopl e ar e not adopting our methods, it is t empting to try ‘‘technology 
transfer’’ and other forms of advocacy’’. P46 mentioned that ‘‘Solution-orient ed papers that propose methods or process 
models ar e viewed as too general’’. 
P39 categorized the SE research into two incommensurable paradigms: (1) The rational paradigm: which emphasizes 
problem solving, planning and methods; and (2) The empirical paradigm: which emphasizes problem framing, improvisation 
and practices. It expressed that ‘‘the Rational and Empirical Paradigms ar e disparat e const ellations of beli efs about how 
software is creat ed [developed]’’ versus how  it ‘‘should be cr eat ed’’. Such a difference in beliefs is one main cause of 
advocacy research. P39 went on to say that: "This [having two very differ ent SE paradigms: rational versus empirical] 
cr eat es enormous confusion and conflict in the SE community" and "Having two paradigms in the same academic 
community causes miscommunication [4], which undermines consensus and hinders sci entific progress". 
To further characterize and understand advocacy research, we discuss a model proposed by P29, which conceptualized 
the collaboration modes (styles), or ‘‘degree of closeness’’ between industry and academia, as shown in Figure 14. There 
are five levels in this model, which can also be seen as maturity levels: (1) not in touch, (2) hearsay, (3) sales pitch, (4): 
offline, and (5) [working as] one team.  
We argue that, in levels 1-3, there is really no IAC, since researchers working in those levels only identify fuzzily a general 
challenge of the industry, develop a solution for it, and then (if operating in level 3) approach the industry to try to convince 
industry to try /  adopt the solution (advocacy research). However, since such techniques are often developed with a lot of 
simplifications and assumption often not valid in industry [186, 187], they fail to be applicable (work) in industry. IAC which 
would increase research relevance really occurs in levels 4 and 5. Of course, level 5 is the most ideal case in which both 
parties work as ‘‘one team’’ to identify a specific challenge. They then iteratively evaluate and validate draft solution 
approaches and finally deploy a tailored solution in the context of the industrial partner. Last, but not least, we want to 
emphasize that it is the opinion of many researchers and practitioners [188] that ‘‘technology transfer’’ (from academia to 
industry) is not a suitable wording for IAC, but better terms are ‘‘(mutual) knowledge transfer’’ and ‘‘knowledge exchange’’. 
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Figure 14- Five (maturity) levels of closeness between industry and academia (source: P29) 
Not considering "context" (research focus being ‘‘too generic’’): 
Not considering "context" was mentioned as a root cause in 5 sources. A recent 2018 paper P27 classified contextual factors 
into: human, domain and organizational factors, and argued that such factors ‘‘define the cont ext within which SE 
methodologi es and t echnologi es ar e to be applied and ther efor e the cont ext that research needs to account for, if it is to be 
impactful’’. The paper believed that ‘‘most of the r esearch is insufficiently grounded in real development cont exts’’. P35 also 
believed that there is a ‘‘shortage of cont ext-driven research’’. 
P4 argued that: ‘‘It is not enough to develop new theories and provide evidence. The practitioners who ar e the audi ence for 
our evidence must be abl e to understand our theories and findings in the cont ext of their work and values’’. 
Related to the issue of context, many sources believed that focus of most of SE research has been too generic (or general) 
and thus has not considered context. For example, P28 mentioned that ‘‘Much of the research-then-transfer [SE research] 
work that seeks to develop compl et ely general tools is naïve’’. 
Personal experience:  
To some degree, failing to consider context also relates and could be due to conducting advocacy research, in which the 
researcher does not clearly identify issues of industrial contexts and thus develops generic SE approaches. This was the 
case for the first author’s PhD thesis [184, 185]. Since the model-based testing approach developed by him was too generic, 
it showed to be challenging to find an industrial context to apply it, once the technique was developed. 
Working on small "toy" systems (not considering scalability): 
Working on small "toy" systems was mentioned as a root cause in 5 sources. To assess whether automated debugging 
techniques are actually helping programmers, P6 critically studied a number of empirical studies in this area, and found 
that: ‘‘most programs studied [in empirical studi es] are trivial, oft en involving less than 100 lines of code’’. P11 mentioned 
that ’’we [SE researchers] spend too much time with toy probl ems that do not scale, and as a r esult, have little applicability 
in real and compl ex software proj ect s’’. P37 also believed that: ‘‘One of the most important issues in SE is to define what 
will and what will not scal e’’. 
Personal experience: 
The second author is active in the software traceability community. In this community, it is an acknowledged problem that 
obtaining large industry-relevant datasets of software artifacts to use as input for tool evaluation is difficult, especially when 
you are looking for datasets annotated with ‘‘true’’ trace links between artifacts. A few curated datasets are publicly available, 
and these are frequently used in evaluations. The second author has also used these [189], but then switched to working 
with closed datasets from industry contacts [190]. The datasets are surely relevant, and orders of magnitudes larger, but 
the downside is that they can never be made public, i.e., no opportunities for external replications. 
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Approaches are too complex: 
3 sources mentioned that researchers develop approaches which are too complex. Entitled ’’What industry needs from 
architectural languages’’, authors of P43 believed that: ‘‘Heavyweight and complex archit ectural languages oft en det er 
practitioners’’. P18 nicely put these factors as follows: ‘‘compl exity impresses, but prevents impact’’.  
In criticizing the complexity of formal methods, P9 mentioned that ‘‘The mathematical abstractions embodi ed in notations 
such as Z and Timed CCS facilitat e br evity and precision, but they do not necessarily contribute to clarity’’. 
Personal experience: 
 
The second author conducted an SLR on the use of information retrieval approaches to support software traceability [191]. 
Several researchers have been active in developing solutions of various complexity, but the SLR showed that there was no 
empirical evidence that complex approaches consistently outperform simpler alternatives. On the other hand, the second 
author has been a complexity culprit himself. In a large study on automated bug assignment, he worked with his colleagues 
on developing ensemble methods based on machine-learning to classify bug reports [192]. The ensemble results were 
promising, and one of the industrial partners proceeded with the work -- but the pilot solution that eventually was deployed 
in the company used only one of the (simpler) learning algorithms. 
Others root causes specific to researchers: 
Others root causes specific to researchers were mentioned in 2 sources. P19 mentioned that ‘‘[many] practitioners stat e 
that they consider our topic [formal methods] too theoretical and not worth their time’’. In criticizing formal methods, it also 
stated that: ‘‘Formal SE approaches ar e subj ect to the same errors as programs’’. As another root cause, P20 mentioned 
that "Often the only users of the t echnique ar e the researchers themselves, and they have made scant att empt to empirically 
evaluat e the t echnique by practitioners". 
3.3.2 Issues in the (SE) research community 
Six (6) sources mention issues related to the (SE) research community. P3 proposed a ‘‘Manifesto for applied requirements 
engineering research’’, an item of which was: ’’collaboration and transpar ency [in the community] over competition and 
prot ection’’. 
P16 rugged that ‘‘Academic journals [in SE] don’t reward it [rel evant research]’’. Similarly, P28 mentioned that ‘‘Technology 
transfer is undervalued [in the community]’’. P30 raised the issue by saying that ‘‘refer ees judge papers by the standards of 
non-engineering fi elds [ e.g., CS]’’. The challenge of publishing applied ("actionable’’) research has been stated like a 
‘‘paradox’’ in other fields too, e.g., [110] mentioned that: ‘‘The ' rel evance literature'  oft en moans that the publications of top-
ranked academic journals are hardly rel evant to managers, while actionabl e r esearch struggl es to get published’’. 
P35 mentioned that the SE ‘‘Research tradition [is root ed] in comput er sci ence’’, which is another symptom of group 
mindset/ opinion, negatively impacting research relevance. 
P41 mentioned that ‘‘SE research is mor e driven by ‘fashion’ than needs, a quest for silver bullets. We can only blame 
ourselves’’, and that papers in industry tracks of most SE conferences are not ‘‘seen as first-class citizens’’. 
Personal experience:  
The first author has had experience in having some of his papers rejected due to the symptom that ‘‘Academic journals don’t 
reward rel evant research’’ P16. For example, he had conducted applied research on visual GUI testing in practice in an 
industrial case study. The initial submission of the work to a SE journal received a reject which included this comment: 
‘‘While this [paper] is valuabl e in general, it is too much tool-centric to be consider ed. The emphasis should be mor e on 
methodology’’. In a follow-up submission to a conference, the paper was accepted [78], denoting that the particular reviewers 
assigned for the 2nd submission valued work on software tools as relevant research this time. 
3.3.3 Issues in the academic system 
As we visualized the nature of the root-cause categories in Figure 13, researchers are mostly working on the academic 
institutions and thus should follow the norms and expectations of the academic system, e.g., about publications. 13 sources 
mentioned issues related to this category. 
P5 raised the issue of ‘‘Being rewarded for number of publications, in contrast to other engineering fi elds that put more focus 
on pat ents and industry collaborations’’. P7 mentioned that: ‘‘Quantity [of papers] counts, not how interesting or novel or 
rel evant the work is’’. SE research incentive misalignment was also mentioned in P20, P24, P26, P32, P40 and P41. P26 
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phrased the issue as the ‘‘publication numbers game’’. There are debates about this issue in other fields too, e.g., 
‘‘Publications in peer-revi ewed journals continue to be the key performance indicator within academia: whether anyone 
reads them is a secondary consideration’’ [131]. 
P8 argued that ‘‘academia does not value research impact’’ and ‘‘SE being root ed in CS and M ath’’ as two other issues. P20 
argued that, to meet expectations of the academic system, ‘‘professors ar e interested in publishing papers only’’. 
P24 talked about ‘‘disincentives to l eave the university for periods of time to work in industry’’, ‘‘emphasis on more theor etical 
journals for ‘credit’ toward tenure and/ or promotion’’, and ‘‘a learning environment in which (unlike medical school) students 
ar e taught by professors with little or no experience in the ‘real world’". 
P34 argued that ‘‘many CS departments don’t view social sci ence on SE as computer-sci ence research’’. P38 argued that 
"Those [researchers] using empirical methods wer e not admired by their more ‘traditional’ coll eagues’’ and that ‘‘’Pure’ 
(basic) research has mor e academic ‘respectability’".  
P41 mentioned these issues: "Our CS l egacy (emancipating ourselves as an engineering discipline)’’ and ‘‘counting papers’’. 
3.3.4 Issues in the funding system 
Four (4) sources mentioned issues related to this category. P10 talked about general ‘‘lack of funding’’ for relevant and 
practical work. P32 argued that ‘‘researchers ar e neither incentivized nor funded to make their work rel evant and practical’’. 
P36 also mentioned that there is no funding for building and maintaining large software, so it could be used for relevant 
research. 
Personal experience:  
In a recent grant submission in the Netherlands, the first author proposed a relevant and practical topic (testing scientific 
software) and secured support letters from several industry partners and scientific research centers. However, ironically, 
one of the reviewers found having industry partners a negative factor: ’’The approach of having industry partners will likely 
add to the time r equired. The PhD students will need to get to know the peopl e and the sci entific proj ects that they ar e 
working on’’. 
3.3.5 Issues w.r.t. collaborations  
One of the categories was the group of issues w.r.t. industry-academia collaborations [51], as discussed next. 
Challenging to collaborate with industry: 
Six (6) sources mentioned that it is, in general, challenging to collaborate with industry and this hurts research relevance. 
P7 reported that ‘‘Working with industry requires time: You have to build up a r eputation, gain trust, and may still not be abl e 
to get the data you need’’. P21 mentioned that ‘‘People from industry seem r eluctant to shar e data with researchers owing 
to confidentiality agreements they must respect’’. 
P32 also mentioned that: ‘‘it [industry-academia collaborations] is expensive, takes a lot of time and doesn’t generat e many 
papers’’. The issue was phrased in P38 as: ‘‘Software research that involved evaluation in realistic setting is expensive in 
terms of both time and money’’. 
The challenge of collaborations with industry has also been discussed in other fields, e.g., in psychology [101]: ‘‘Practitioners 
and researchers have oft en held st er eotypical views of each other, with practitioners vi ewing researchers as inter est ed only 
in methodological rigor whilst failing to concern themselves with anything in the r eal world, and researchers damning 
practitioners for embracing the lat est fads, r egardl ess of theory or evidence’’. 
Different understandings of evidence between researchers and practitioners: 
Three (3) sources mentioned issues related to this category. P4 and P40 beloved that ‘‘Practitioners and researchers have 
differ ent ideas about what makes good evidence’’. P46 argued about ‘‘Shortage of synthesis in [many] papers’’ which could 
benefit practitioners. 
3.3.6 Other root causes of low relevance 
Two sources mentioned other root causes of low relevance. P11 argued that ‘‘Software r esearch is biased toward huge 
proj ects’’ and, thus, small to medium size projects may not benefit from most SE papers. P46 argued that it is ‘‘hard for 
practitioners to read and understand research papers’’, an issue related to research ‘‘accessibility’’ which is one dimension 
of relevance (Table 1). 
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3.4 RQ 2: Suggestions for improving research relevance 
Similar to RQ 1, as discussed in Section 3.2.4, we used the qualitative coding approach [181] to synthesize and group the 
suggestions for improving research relevance. 
Figure 15 shows the grouping and frequency of suggestions for improving relevance, as discussed in the sources. Similar 
to Figure 12, several of the groups relate to improvements that shall be done by researchers and, thus, we have grouped 
them as such. 
As expected, most of the suggestions for improving relevance, discussed in the sources, correspond to the root causes 
(Section 3.3) and are, in fact, suggested solutions to address those root causes, e.g., P28 suggested adopting the ‘‘industry-
as-laboratory’’ approach to replace ‘‘Research-then-transfer’’ approach. 
  
Figure 15- Grouping of suggestions for improving research relevance, as discussed in the sources 
3.4.1 Improvement suggestions specific to researchers 
As we can see in Figure 15, a majority of categories, 6 of 9, relate to researchers’ mindsets w.r.t. research. We discuss 
each category below. 
Need for using ‘‘proper’’ research approaches: 
18 sources called for using proper research approaches. P2 suggested adopting research methods that are ‘‘contributing to 
rel evance’’ as listed below: action research, case study, field study, descriptive/ exploratory survey and interview studies. 
P4 mentioned the "need for [research strat egi es to deal with the imperfect knowledge and uncertainty [in SE]". P6 raised 
the ‘‘need for research that take into account the way programmers actually debug’’. P11 suggested to researchers to 
‘‘propose lightweight t echniques that are low-risk’’. P18 suggested to "Keep things simpl e: ‘real’ as in ‘real world’, not ‘real 
papers’’’, and to ‘‘make things fit into r eal processes: compl exity impresses, but prevents impact".  
P22 argued that: ‘‘We need research, not advocacy’’ and that: ‘‘More [grant] money won’t help; mor e thinking will" . It also 
mentioned that: ‘‘When we find that peopl e ar e not adopting our methods, it is t empting to try ‘‘technology transfer’’ and other 
forms of advocacy. When that fails, which it has, we must return to r esearch and look seriously for ways to improve those 
methods. It is our job to improve these methods, not sell them. Good methods, properly explained, sell themselves’’.  
P23 called for the need to ‘‘rethink the research direction in RE‘‘. P27 called for "bottom-up research and a succession of 
case studi es". P28 mentioned the "Need to understand the strengths and weaknesses of existing t echniques" and also 
"Need for approaches on evolutionary requirements". 
P31 called for "a paradigm shift ... from purely theor etical and building-oriented to experimental". P33 suggested to 
researchers to "see the world [SE practice] as it is". P36 suggested ‘‘building and maintaining large software’’. P38 suggested 
using the ‘‘industry-as-laboratory’’ approach, in which ‘‘researchers identify probl ems through close involvement with 
industrial proj ect s, and creat e and evaluat e solutions in an almost indivisible r esearch activity’’ (P28). P41 advocated for 
inductive research (‘‘researching by doing’’). 
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P39 categorized the SE research into two incommensurable paradigms: (1) The rational paradigm: which emphasizes 
problem solving, planning and methods; and (2) The empirical paradigm: which emphasizes problem framing, improvisation 
and practices. P39 argued that these two paradigms correspond, roughly, to the basic and applied research in SE. P39 
made a bold statement that: ‘‘The rational paradigm undermines the cr edibility of the SE research community’’ and that 
‘‘Embracing the Empirical Paradigm is crucial for retaining sci entific l egitimacy, solving numerous practical probl ems and 
improving SE education’’. 
 
 
Personal experience:  
Since year 2008, the first author has gone though a mindset change in his research approach. He used to rely less on real 
industrial challenges before. But since then, he has started using the action-research approach and actively work with 
industry to solve real-world problems, e.g., [74].  
Choosing relevant (practical) problems: 
Choosing and working on relevant problems would obviously make research relevant. 17 sources mentioned this 
suggestion. P17, an IEEE Computer paper entitled ‘‘Making SE research rel evant’’, suggested to researchers to: ‘‘Ensur e 
research is r el evant, refl ects the needs of practice, and can confidently declar e the r eason for conducting it’’. Selecting the 
‘‘right’’ topics for industry-academia collaborations is sometimes easier said than done, but there are guidelines for it, e.g., 
[193].  
P8 suggested to researchers to ‘‘understand the probl ems and priorities of the many industry sectors that develop software’’. 
P13 suggested to ‘‘focus on solving real probl ems the industry has’’. P15 suggested to ‘‘understand and use the real probl em 
as a beacon’’.  P21 suggested to ‘‘investigat e the problems to identify unanswer ed research questions, [and to] conduct a 
mor e informed research’’. It also argued that ‘‘researchers who listen to customers’ probl ems ar e better abl e to add value to 
businesses by understanding probl ems’’.  
P24 argued that: ‘‘If requirements engineering researchers would follow the first rule of any requirements engineer, i.e., 
‘Know thy customer’, mor e of the research would prove to be helpful in practice’’. P27 suggested to ‘‘work on high-priority, 
well-defined industrial problems’’. P29 argued that ‘‘we must understand how the research relat es to industry (I would argue 
that we do not)’’. P31 suggested to ‘‘distinguish important probl ems from wishful thinking’’. P34 suggested to ‘‘Present [do] 
mor e rel evant research. Show the work that changes how engineers do their job’’. 
Personal experience:  
The first author worked with an industrial partner and presented guidelines for selecting the ‘‘right’’ topics for industry-
academia collaborations with high relevance and impact [193].  
The second author have worked both in publicly-funded research projects with industrial partners and counterparts with 
exclusively academic collaborators. In the latter example, to avoid too esoteric research questions, an external advisory 
board with industry representation was established. Still, the second author is convinced that the chances of doing relevant 
research increases considerably when industry has a financial stake in the project. Taking it one step further would lead to 
direct project assignments from industry, but then the academic researcher rather needs to protect the scientific contribution 
of the work -- and the right to publish the results. 
Others have also presented guidelines for topic selection in industry experiments, e.g., Misirli et al. [194] proposed four 
fitness criteria for this purpose: (1) concreteness of the topic, (2) suitability of the topic for experimentation, (3) relevance of 
the topic to research community, and (4) prior domain experience (of researchers). 
Collaborating with industry: 
Collaborating with industry is also an obvious way to increase (chances of) research relevance. 11 sources mentioned this 
suggestion. P15 considered ‘‘collaboration [with industry] as an enabl er’’. P18 suggested to ‘‘work with industry to find 
probl ems and frame your work, [but] do not work with industry to solve (their) concret e probl ems’’. P23 advocated ‘‘two-way 
[technology] transfer’’, i.e.,  ‘‘knowl edge cr eation and exchange between researchers and practitioners’’. ‘‘Successful 
technology transfer will depend on continuing two-way collaborations between researchers and practitioners. They need 
one another due to their compl ementary skills, knowledge and experi ence’’. 
Paying attention to "context": 
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Nine (9) sources called for paying (more) attention to "context’’ when conducting research. P27 classified contextual factors 
into: human, domain and organizational factors. 
P15 believed that ‘‘SE approaches should consider humans [human factors]’’. P17 suggested to ‘‘present patterns of cont ext-
specific help refl ects the needs of practice’’. P28 suggested to ‘‘integrat e software and domain expertise’’ and ‘‘attention to 
human factors‘‘. P41 also believed that ‘‘context factors matter a great deal’’. 
In SE in general, the issue of (research) "context" is getting more attention. For example, Petersen and Wohlin argued [195] 
that: "in order to draw valid conclusions when aggregating evidence [in industrial studi es], it is important to describe the 
cont ext in which industrial studies wer e conduct ed". That paper [195] structured the context for industrial studies in SE by 
breaking it into six different context facets: product, processes, practices and techniques, people, organization, and market. 
The paper also provided a checklist [195]. The aim of the study was to aid researchers in making informed decisions 
concerning which parts of the context to include in their papers.  
Personal experience:  
In the various industry-academia collaborations that the first author has been involved in, he has worked with various 
industrial partners and in different industrial contexts and has carefully considered contextual factors, e.g., human, domain 
and organizational factors. 
For example, in [78], he and his collaborators assessed and introduced visual GUI testing in practice via a case study in 
which testers knowledge and organizational constraints (time and resource) were carefully monitored, and the domain of 
the software (aviation) was taken into account. In [77], a multi-objective regression test selection approach was developed 
and introduced for a particular defense software industry context. In [75], the context was a company developing law-
practice management software in which automated GUI testing was introduced and its benefits were measured. In [196], 
the context was a SCADA control software, on which automated testing was applied.  
Need for cost-benefit analysis of SE techniques: 
Four (4) sources called for cost-benefit analysis of SE techniques (P5, P13, P21, P23). P21 argued that ‘‘any modeling or 
formalizing [in SE research] would have to be lightweight’’. P23 recommended ‘‘mor e research on the economics of RE’’. 
P23 argued that ‘‘lack of concret e knowledge of what organisations can gain from applying stat e-of-the-art but also time-
consuming requirements approaches is one of the major obstacl es in getting research results adopt ed by practitioners’’. 
Personal experience:  
In various industrial case studies, the authors have conducted cost-benefit analyses of their SE studies, e.g., in [196], 
cost/ benefit drivers of automated testing for a specific project and context were identified (see Table 7) and were empirically 
measured as follows: 
 ROI =BD1+ BD2+ BD3-CD1-CD2 = 
 87 hours (initial development of manual test suite, if it was to be done) 
 +87*6 hours (test code maintenance, since the system evolved 6 times) 
 -120 hours (the test tool’s development time)-3 hours (test code inspection and completion) 
 ROI = 486 hours = 60 man-days 
Calculating the Return On Investment (ROI) of the above particular testing approach helped both the practitioners and 
academics involved in the project to objectively assess the success and impact of the approach. 
The second author has successfully used QUPER [197], a model developed to support setting quality targets in software 
product development, to structure discussions on the utility of novel SE techniques. The QUPER model treats quality as an 
inherent characteristic on a non-linear sliding scale, and specifies three subjective quality breakpoints: 1) utility -- the user 
starts recognizing the value of the tool, 2) differentiation -- the tool starts to become impressive, and 3) saturation -- improved 
quality beyond this point is not of practical significance. The second author used the QUPER model to discuss industrial 
adoption of automated bug assignment [192] and to structure interviews with practitioners during evaluations of ImpRec, 
our change impact analysis tool [190]. Assessing the utility of proposed SE techniques is a prerequisite for cost-benefit 
analysis. 
Table 7- Identifying and measuring cost and benefit drivers in automated testing for a specific project and 
context (from [196]) 
Cost drivers Benefit drivers 
CD 1: Development of the 
AutoBBUT tool  
BD 1: Time saving and test 
repeatability -- No need any 
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more to conduct manual 
regression testing  
CD 2: Test code inspection 
and completion: Manual 
coding of some of the 
expected outputs (test 
oracles) in test code 
BD 2: Time saving - No need to 
manually develop the test code 
and some of the test oracles 
BD 3: Detection of faults 
undetected in manual testing 
iterations 
Other improvements by researchers: 
Six (6) sources mentioned other improvement ideas for researchers. P11 suggested that ‘‘we should be visiting industry 
confer ences way mor e often. When a researcher ventures into an industry conference with interesting data, it does seem 
to generat e excit ement and good discussions, at the very l east." 
P17 suggested to ‘‘disseminat e work mor e widely’’ and ‘‘having skin in the game" (i.e., to be engaged in industrial SE 
projects). P18 suggested to ‘‘Keep on moving, i.e., do not stay in your cozy SE corner’’. P34 argued that ‘‘SE courses need 
to present mor e research. Show off the cool things we invent and discover!’’. P46 suggested to ‘‘consider presenting ideas 
[in SE papers] as patterns and anti-patterns’’. 
Personal experience:  
The first author has been active in attending and giving talks in industry conferences, e.g., [198-202]. Each visit has been 
quite fruitful for him personally in exchanging interesting ideas and getting to know real industrial challenges in SE. 
The second author has co-organized events geared at IAC, including the Software Technology Exchange Workshop, an 
annual conference in Sweden, and the Int’l Workshop on Software Engineering Research and Industrial Practice, co-located 
with ICSE. The former event is primarily a forum to showcase results from academic research to a broader public. The latter 
event is rather a meta-research workshop aiming at advancing IAC to reduce the gap between research and practice. His 
experience is that both types of events are useful, but that the target audiences are rather different. 
3.4.2 Changes in the academic system 
Seven (7) sources mentioned improvement suggestions under this category. P3 advocated for ‘‘real world benefits and 
customer focus over h-indexes and acceptance rat es’’. P5 and P8 advocated for "better reward syst ems"  in academia. P7 
believed that academia ‘‘should give mor e fr eedom of exploration to younger r esearchers’’. P27 and P35 suggested that 
‘‘hiring and promotion committees must emphasize and reward evidence of impact on engineering practice’’. P41 suggested 
that academia should provide resources to support industry collaborations. 
3.4.3 Changes in the SE community 
While some improvement suggestions were about the academic system, some were about the SE community. 8 sources 
mentioned improvement suggestions under this category. 
P5 suggested ‘‘putting ‘impact on practice’ as a publication requirement in conferences and journals’’. P27 suggested that 
‘‘top journals and confer ences must acknowl edge that cont ext-driven research is needed, valuabl e, and challenging’’. P28 
also suggested to ‘‘value research on real probl ems’’. P8 suggested that ‘‘we should stop seeing ourselves as computer 
sci entists’’. P35 suggested ‘‘moving the r esearch tradition from computer sci ence’’.  P16 suggested that ‘‘academic journals 
[should] require submissions to not e whether the authors have conduct ed applicability checks’’.  P41 called for ‘‘Making 
experience/application tracks first class citizens in SE confer ences’’, and ‘‘need for mor e papers focused on understanding 
the probl ems". 
3.4.4 Changes to the funding system  
Four (4) sources mentioned improvement suggestions under this category. P5 mentioned that funding agencies play a 
major role in the lack of research relevance and impact on industry. It suggested that "If funding proj ects changed their 
metrics and allowed mor e money and time to be dedicat ed at developing proper, and usabl e tools, ... many researchers 
would do so. In the current environment, the money/time is only enough for a prototype at best". 
P27 also suggested that ‘‘funding agenci es must help promot e and reward collaborative r esearch between public r esearch 
and industry, thus enabling context-driven research’’. P35 also made a similar suggestion. P36 suggested that ‘‘research 
funding mechanisms should integrat e the practical needs of SE research’’. 
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3.5 Summary of the MLR findings 
The MLR synthesized the existing literature and discussions in the SE community about research relevance. Rather than 
relying on and considering the opinions mentioned in only one or few of the sources, written by one or a few authors, the 
MLR collected and synthesized the opinions from all the 46 sources about this debate and thus, we believe, it provides a 
more holistic view on the two issues under investigation: root causes of low relevance and suggestions for improving 
relevance. 
As Figure 12 showed, the top-3 root causes of low relevance, as discussed in the community (46 sources), are: (1) Simplistic 
view (wrong assumptions) about SE in practice (discussed in 12 sources); (2) Wrong identification of research problems 
(needs) (11 sources); and (3) Issues with research mindset (10 sources). We also found out each root cause was mentioned 
in multiple sources, thus we see that many members of the community share similar opinions on the debate.  
As Figure 15 showed, the top-3 suggestions for improving research relevance are: (1) Using appropriate research 
approaches such as action-research (discussed in 18 sources); (2) Choosing relevant (practical) problems (17 sources); 
and (3) Collaborating with industry (11 sources). In general, as expected, most of the suggestions for improving research 
relevance, discussed in the sources, corresponded to the root causes and are, in fact, suggested solutions to address those 
root causes, e.g., P28 suggested adopting the ‘‘industry-as-laboratory’’ approach to replace the ‘‘Research-then-transfer’’ 
approach, which often lowers relevance. 
As discussed in Section 3.3 and as per the model of Figure 13, the root causes of low relevance and suggestions for 
improving relevance should be assessed in the context of different actors and scopes, e.g., issues specific to researchers 
and their mindsets, issues in the (SE) research community, and issues in the academic system. While the former two types 
of issues are not very hard to change, issues of the latter type (the academic system) are much harder to change and thus 
not easy to be done in near future. This is since the decisions to rephrase the academic system, at large, is (to a large 
extent) beyond the control of the SE academic community, per se, and thus there is not much leverage to change it.  
3.6 Potential threats to validity of the MLR 
We carefully identified and addressed potential threats to validity at every step of the MLR study. We followed the guidelines 
for performing systematic literature reviews and benefited from our previous experience, e.g., [177, 203-210]. This sub-
section discusses the potential threats to validity and the actions we took to minimize or mitigate them. 
Internal validity: A systematic approach has been applied to conduct this study, as described in Section 3.2. To enable the 
repeatability of this study, we have defined and reported all the steps, including search engines, search terms, and the 
inclusion/ exclusion criteria that we used. Some problems related to internal validity might have occurred due to the limitation 
of search engines and terms and bias in applying inclusion/ exclusion criteria. 
To obtain a finite set of primary studies (sources) for review, it is mandatory to limit the search engines and terms used. 
Such a limitation is a threat for the completeness. To decrease the possible negative impact of this risk, the first author 
conducted the searches using the search terms and the other two authors checked the pool to minimize chances of missing 
relevant sources. In addition, we also conducted forward and backward snowballing [178] on the set of papers already in 
the pool. 
To minimize the risk of bias in applying inclusion/ exclusion criteria, for a subset of the papers, the first and second authors 
voted for the papers to be included. The papers which had conflicting votes have been explicitly discussed by the authors. 
A consensus was reached for all such papers. 
There is a risk that also the process of extracting information from the primary studies is biased. We mitigated this by 
expressing clear instructions for the data extraction, i.e., the qualitative coding in pink, green, and yellow as described in 
Section 3.2.4.  
Construct validity: The suitability of RQs and the approach used for data extraction address the construct validity for this 
study. The better the RQs and the data extraction approach reflect the theoretical concepts behind this study, the more valid 
would this study be from the perspective of this type of validity. 
We thoroughly examined the related work and extracted RQs based on the current literature and the experience of the 
authors. The RQs cover our research goals, which have been answered according to the categorization scheme. Moreover, 
as reported under internal validity, peer reviews were performed to increase the quality of data extracted. Still, the concept 
of relevance is an intricate theoretical construct, and there is a risk that its interpretation varies both between individuals 
and over time. 
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Conclusion validity: To be able to provide scientific conclusions, it is mandatory to treat the primary sources rigorously and 
in a repeatable manner. We identified all the primary sources through a carefully designed and executed search process. 
The authors refined the data extraction approach iteratively to avoid any ambiguity. Peer review has mitigated the risk of 
bias in data extraction by the authors and disagreements have been resolved by consensus. 
We believe that the well-defined, executed and reported method used in the MLR would ensure the replicability and 
reproducibility of the MLR without major differences in the conclusions, if another independent MLR is to be conducted. 
External validity: External validity is defined as to what extent the results of this study can be generalized. We believe to 
have gathered most (if not all) of the sources in the relevant literature, which provided sufficient information to the RQs of 
the study. We then followed a systematic MLR process and synthesized the extracted data from the sources to reach 
generalizable conclusions. Moreover, the conclusions are consistent with the observations of the authors in the SE field. 
The conclusions are only valid for the SE field and their generality is subject to discussion for other related fields. 
4 RECENT ACTIVITIES IN THE SE COMMUNITY TO IMPROVE RELEVANCE AND ACTING ON THE “SUGGESTIONS” 
After synthesizing the debate of research relevance and suggestions for improving it (since as early in the 1980’s) by our 
MLR (in Section 3.4), it is logical to wonder how much improvements we as the SE community have done so far, and what 
more needs to be done. To shed light on this curiosity, we did an exploration of the activities in the community by looking at 
the activities of SE conferences, journals, and also discussions in the social media such as Twitter, Facebook and LinkedIn 
among active members of the community who often regularly cast their voices on this debate, e.g., 1 and 2. 
We synthesized the results of our exploration of the recent activities in the community in this regard, and map them in Table 
8 to the suggestions provided the community, as synthesized in the MLR (Section 3.4). We have also derived some 
recommendations and have color coded them. 
In terms of changes in researchers' approach/  mindset (e.g., choosing relevant problems and paying attention to context), 
we have observed that some researchers have embraced (started) the mindset change, but there is a need for more work 
to be done, so that more researchers embrace the change. Recent research [211] suggests that a minority of 25% is needed 
to change a majority viewpoint, i.e., a quarter of a population is the tipping point. 
In terms of changes in the academic system, it seems that it is not easy to be done in near future, since the academic 
system is beyond the SE community, and there is not much leverage to change it. Therefore, there are low hopes for 
changes in this aspect. 
In terms of changes in the SE community, many SE conferences (e.g., ICSE, ESEM and ICST) now have ‘‘application’’ 
(industry) tracks, which is a good move. But some other improvement ideas such as ‘‘top journals and confer ences must 
acknowledge that context-driven research is needed, valuabl e, and challenging’’(P27) have not been widely 
accepted/ adopted yet, which are somewhat related to researchers' mindset, since journals and conferences are actually 
ran by researchers whose mindsets have direct influences on community directions (e.g., decisions made by journal editors). 
Thus, there is a need for more awareness of the issue. 
In terms of changes to the funding system, there have been some good initiatives in many countries, e.g., the Horizon 2020 
calls of the European Union, the ‘‘Engage’’3 and Collaborative Research and Development (CRD)4 grants in Canada by the 
Natural Sciences and Engineering Research Council of Canada (N SERC), but we have observed that not many countries 
have such grant program or their funding agencies do not value such grant settings, but there is room for improvement in 
this aspect too. 
Table 8- M apping the recent activities in the SE community to the suggestions provided the community 
Suggestions Status (Recent progress?) Recommendations 
Changes in 
researchers' 
approach/  mindset 
Need for using proper 
research approaches 
Some researchers have embraced (started) this mindset 
change. 
Need for improvement, so that 
more researchers embrace the 
change. 
Choosing relevant 
(practical) problems 
Some researchers have embraced (started) this mindset 
change. 
Need for improvement 
                                                          
1 https:// www.icse2018.org/ track/ icse-2018-Software-engineering-in-practice   
2 https:// twitter.com/ lionel_c_briand/ status/ 1025001916844187648    
3 http://www.nserc-crsng.gc.ca/ Professors-Professeurs/ RPP-PP/ Engage-Engagement_eng.asp  
4 http://www.nserc-crsng.gc.ca/ Professors-Professeurs/ RPP-PP/ CRD-RDC_eng.asp  
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Collaborating with 
industry 
Some researchers have embraced (started) this mindset 
change. 
Need for improvement 
Paying attention to 
"context" 
Some researchers have embraced (started) this mindset 
change. 
Need for improvement 
Need for cost-benefit 
analysis of SE 
technologies 
Some researchers have embraced (started) this mindset 
change. 
Need for improvement 
Changes in the academic system Not easy to be done in near future. The academic system is 
beyond the SE community.  
Not much leverage to change it. 
Low hopes for changes. 
Changes in the SE community Many SE conferences now have ‘‘application’’ (industry) 
tracks 
Good, but need for more 
awareness of the issue 
Changes to the funding system Good initiatives in some countries, e.g., Horizon 2020 calls 
of the European Union, the N SERC ‘‘Engage’’ and 
Collaborative Research and Development (CRD) grants in 
Canada 
Need for improvement 
5 TOWARDS ASSESSING RELEVANCE 
After reviewing the literature in this area, we have been able to synthesize some initial ideas towards assessing relevance. 
One could take the four dimensions of relevance in Table 1 (from [70]) and use a rubric (Likert scale) to quantify relevance 
of a given paper (research activity). Of course, conducting such an assessment objectively is not easily possible since 
different members of the (SE) community could have different opinions and a research approach seen highly ‘‘applicable’’ 
(one dimension of relevance) by one researcher may not be seen applicable by another researcher. However, still we would 
like to present the rough idea to point out the possibility of such assessments. Note that similar assessments have been 
done in other fields too, e.g., in the IS community [109]. 
To present the ideas via examples, we wanted to select a set of SE papers (e.g., published in ICSE or other top venues). 
To prevent unintended judgments, we decided to do this analysis on a set of our own papers, and thus we chose randomly 
seven of the first author’s publications, as shown in Table 9, which cover different topics in SE, and use a 5-point Likert 
scale, between 1 (very low) to 5 (very high), to quantify each of the four relevance dimensions (as listed in Table 1). For 
assessing these aspects as precisely and objectively as possible, the authors consulted with two practitioners in their 
collaboration network and used a lightweight Delphi method [212] to determine the data unanimously. Topics of the seven 
papers are also briefly listed in the top row. 
For the dimension of ‘‘addressing the real challenges’’, we have used as a proxy the five levels of closeness between industry 
and academia (Figure 14), since we figured out that the level of closeness (how the paper idea was selected), at least in 
these cases, somewhat denote how a given paper’s topic addresses the real challenges. For the case of work on UML-
based stress testing [59], the idea was remotely captured from a few industrial partners (level of closeness=3). For the 2nd 
paper, search-based testing of multi-agent systems [58], the idea was determined even in a further remote manner from 
industry (level of closeness=2). For the other cases, there was active involvement with industry, and case studies were 
conducted in most cases, and thus, the problems under study had higher chances of addressing real challenges. 
For the applicability dimension, we used a similar argument to assign the scales shown in Table 9. The higher the 
involvement with industry in determining a problem under study and if practitioners were involved in developing a SE 
approach, the higher its applicability. For the accessibility of a paper to practitioners' dimension (its writing style), our 
rationale of the scales was as follows. It has been widely discussed that practitioners find full-length journal article of low 
readability [213-215]. All the papers in Table 9, expect the survey on software test maturity and test process improvement 
[61], were full-length journal articles. Thus, we assigned the value two (2) for their accessibility. [61] was published in IEEE 
Software, thus was geared more towards practitioners in terms of writing, and thus we assigned four (4) for its accessibility. 
We would reserve the top score of five (5) for blog posts, learning videos, and hands-on tutorials. 
Once we have values for all cells in Table 9, we can determine their sums and normalized percentages (by dividing sum’s 
over 20, i.e., if all the four dimensions had a value of 5).  
We should remind that this simple idea has been applied in the IS community [109], is a rough concept towards assessing 
relevance, and could provide a rough ‘‘spectrum’’ of relevance (as depicted in Table 9) when assessing a set of papers. It 
is our opinion that a researcher should aim at conducting her/ his research more wards the high relevance side of the 
spectrum. 
Table 9- Quantifying research relevance of papers using rubrics and the model of [70] 
Category Papers 
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Dimensions of 
relevance 
Search-
based 
testing of 
multi-agent 
systems [58] 
UML-
based 
stress 
testing 
[59] 
Regression 
test selection 
in practice [77] 
Investigating the 
success of open-
source projects by 
data mining [216] 
Test redundancy 
measurement 
based on coverage 
information [217] 
Tool for 
generating 
black-box 
xUnit test code 
[60] 
Survey of software 
test maturity and 
test process 
improvement [61] 
Topic 
(content) 
Addressing the real 
challenges 
2 3 4 4 4 5 5 
Applicable 
(implementable) 
1 1 4 5 5 4 4 
Focus on the 
current 
technologies 
1 2 5 4 4 4 5 
Writing 
style 
Accessibility to 
(readability by) 
practitioners 
3 3 3 3 3 3 5 
Sum 7 9 16 16 16 16 19 
Percentage (normalized) 35% 45% 80% 80% 80% 80% 95% 
Spectrum of relevance 
 
Low relevance High relevance 
6 CONCLUSIONS, RECOMMENDATIONS AND FUTURE WORKS 
The paper’s main conclusion is that there has been a lot of discussions and debates on research relevance in SE since 
1980’s. While some recent positive efforts have been made in this direction, e.g., establishing ‘‘industrial’’ tracks in several 
SE conferences, we as a community still struggle with research relevance. We also provided an overview of an active 
debate on research relevance in other fields. 
The paper’s main argumentation (thesis) is that we, as the SE community, should conduct and report more relevant 
research. By synthesizing the root causes of low research relevance and improvement suggestions, provided by prolific 
community members (via the MLR study), we would like to suggest further attention and discussions on this debate, and 
aim to add to the already-started ‘‘momentum’’ of recent debates on this subject, recalling from Section 3.2 that 12 sources, 
reviewed in the MLR, have been authored in the last two years only: 2017-2018. 
Furthermore, by sharing some of our concrete experiences in conducting SE research with varying degrees of relevance, 
and relating them with the root causes of low research relevance and improvement suggestions, we were able to provide 
some concrete examples on how various changes and improvement could be made, e.g., mindset shifts. 
While the issue of research relevance is non-questionable, we also need to view our arguments with somewhat critical eyes 
and consider the possible anti-theses. One of the strongest arguments against research relevance could be that researchers 
cannot (easily) determine beforehand what (topics) will be relevant later. Also industry often does not know what will be 
relevant in the future. However, certain SE issues and challenges are quite fundamental and would be suitable candidates 
for relevant research topics, e.g., increasing effectiveness and efficiency of testing, and identifying such topics, especially 
in close collaboration with industry, would be the winning point to drive a relevant research endeavor.  
Related to the issue of time-horizon in conducting relevant research, a report from the ACM SIGSOFT ‘‘Impact’’ project [153] 
mentioned that: ‘‘It typically takes at l east 10 to 20 years for a good [SE] idea to move from initial research to final widespr ead 
practice’’ [153]. But the question is what ratio of SE research ideas are ‘‘good’’ and make it (get ‘‘transferred’’) to the practice? 
This clearly relates to whether a given research idea is relevant w.r.t. current or future industry practices. The report stressed 
‘‘the clarity, efficiency, and professionalism of discussions r egarding SE research’s effectiveness’’ [153]. On the other hand, 
some other recent studies such as [57] have highlighted that SE research could have ‘‘real-time’’ industry impact when it is 
done ‘‘continuously and collaboratively’’ and one does not have to wait many years to see its impact. 
On the positive side, we interpret the recent activities done in the SE community to improve relevance as a promising move 
and hope to see further progress and more collective efforts in this direction, to which this study can help and provide 
concrete insights. However, we shall be realistic and, as one senior academic (Dirk Riehle) with a long experience of working 
in industry put it [7], making the changes to increase the relevance of SE research is ‘‘not easy to achi eve and it will take 
strength and stamina in all of us’’. 
Future work directions in this area could include the followings: (1) devising heuristics and guidelines to choose relevant 
research problems (topics) which are also as rigorous and as academically-challenging as possible; and (2) using our initial 
ideas for assessing relevance (in Section 5) and extending it to be able to objectively assess the relevance of one’s research 
ideas. 
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APPENDIX 1-QUOTES FROM THE PAPERS IN THE MLR POOL 
[1] • The chasm [between computing theory and computing practice] has grown deeper and broader since then [1970s]  
[2] • In an applied research field such as SE, the transfer and widespread use of research results in industry ultimately 
determine the relevance and success  
• Getting companies to commit to evaluations alone indicates the relevance of technologies. It is unlikely to that 
commitment will be gotten to an idea that is not perceived as important 
[3] • If people had to pay out of their own pocket, how many people would attend RE? Too few, we believe, as in our opinion 
both the conference experience and the proceedings seem to be of limited value, particularly to the practitioner 
[4] • We like to think that cause and effect are deterministic: Every time we invoke a particular cause, we get the expected 
effect. But software development is more stochastic 
[5] • Many SE techniques/tools that I tried either did not fully work or were based on unrealistic assumptions 
[6] •  Most programs studied are trivial, often involving less than 100 lines of code. 
[7] • [SE] academics toil in areas of little interest to practice, publishing one incremental paper of little relevance after another  
• as empirical methods have taken hold, much research has become as rigorous as it has become irrelevant 
[8] • No wonder many SE researchers find it difficult to perform high-impact research— they have to comply with computer 
science expectations in terms of research contributions. 
• We [SE researchers] should stop seeing ourselves as computer scientists. 
[9] • Some researchers believe that formal methods are of little or no use - or at least that their utility is severely limited 
by the cost of applying the techniques. 
[11] • Some [practitioners] think our field is dated, and biased toward large organizations and huge projects 
• We [SE researchers] ignore the real cutting-edge problems that organizations face today 
• Software development research began and ended with Fred Brooks’ case study of the development of the IBM 360 
operating system 
• Honest academics, reporting improvements of 10% or 20% for a limited domain and under several constraints, have a 
hard time being heard above the noise 
[12] • - (No interesting quote) 
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[13] • We need to stress that research work marked as unwise or unimportant by developers may in turn be viewed as relevant 
or important many years later. 
[14] • The answer to the first question could serve as a health indicator, e.g., is SE research relevant and does it remain 
relevant?  
[15] • - 
[16] • Many believe that the two goals [research rigor versus relevance] are almost mutually incompatible. For example, rigor 
tends to demand small, tightly controlled studies, whereas relevance tends to demand larger, more realistic studies.  
[17] • - 
[18] • Complexity impresses, but prevents impact 
[19] • …formal methods fail to address key issues in software development 
[20] • Since anyone can invent something new, that alone does not establish a contribution or value 
[21] • - 
[22]  • There is no quicker way to lose the attention of a room full of programmers than to show them a mathematical formula. 
• Software is broken, but broken formal methods won’t fix it 
• If we can derive something that is not actually true, what we have is not an abstraction but a lie. 
[23] • If they [researchers] fail to understand the latter [the current state-of-the-practice], they risk creating new knowledge 
that has no practical value. 
• many requirements engineering researchers fail to understand current practices 
• these individuals [RE researchers] are not just irresponsible researchers, they are also poor requirements engineers. 
• If a company produces a product and nobody buys it, is it the market’s fault or the company’s? We contend that only 
the company can be blamed. If a researcher performs research with the intent for it to be adopted into practice and 
nobody chooses to use it, is it the practitioner’s fault or the researcher’s? 
• To justify investment in RE research, there is often pressure to transfer anything and everything into practice, and the 
sooner the better. 
[24] • If they [researchers] fail to understand the current research literature, they risk repeating work that has already been 
done and their research will be for naught. If they fail to understand the current state-of-the-practice, they risk creating 
new knowledge that has no practical value. 
• … these individuals are not just irresponsible researchers, they are also poor requirements engineers. 
• The process by which requirements engineering researchers perform research is broken 
• The research that needs to be done may not be fun or popular, but it is what needs to be done if we as researchers want 
to help our customers. 
[25] • - 
[26] • - 
[27] • Too often the practitioners see research as a risk they are unwilling to take or a problem in the adoption to their context. 
[28] • Most SE research has been following a research-then-transfer methodology, with mixed results. A more practical 
orientation intertwines research and industry intervention 
• The problem stems from treating research and the involvement of industry in applying the research as separate, sequential 
activities 
• See Figure A. Research-then-transfer- approach 
• We can strive to make a practical difference without sacrificing the quality or generality of our intellectual inquiry. That’s 
surely what we should be aiming at: to say in another 2 5 years that we have made a significant practical difference. 
• What is seen as a major research problem is often trivial in practice   
• Industry-as-laboratory research sacrifices revolution, but gains steady evolution 
• the researcher who develops a new tool or new language without any serious intention to evaluate its utility can hardly 
be described as doing science. 
[29] • - 
[30] • Rumination about what makes research successful is a strong indication that a researcher will not continue to do 
successful research. 
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• Sometimes, but not always, there is a section [in SE papers] that discusses the practical implications or applications of 
their work. 
• I have angered colleagues with this observation before, but it seems to me that much of the research published in our 
conferences and journals is ignored by software developers because it does not address issues that concern developers or 
offer solutions that they can use. 
[31] • There is a gaping hole in current academic-style SE research. 
[32] • - 
[33] • - 
[34] • - 
[35] • Someone might argue that context-driven research leads to results that don’t grasp the big picture and to solutions of 
limited relevance. But what’s the alternative, which has driven much of software engineering research to date? Research 
in a vacuum? 
[36] • In the decades since structured programming, many of the advances in SE have come out of non-university sources 
[37] • Reality is the murder of a beautiful theory by a gang of ugly facts 
• Not only is [SE] practice OK, these people say, but there are some important flaws in the theory and research area of the 
field that may be of more concern than the software crisis ever really was  
• Theorists who fail to evaluate their ideas in a practical setting before advocating them are of particular concern. 
• there is far more speculation than truth in the things both theory and practice have come to know thus far. 
• In any new discipline, it is often true people do things for which theory has no explanation and provides no foundation, 
and theory evolves only after practice has demonstrated that something works. 
• there are times when theory has answers to questions practice has not yet asked, but there are also times when practice 
has answers to questions theory has not yet raised, 
• both theorists and practitioners should start with the premise that the knowledge of practice is superior and more advanced 
than the knowledge of theory. There is something else to the act of design, and practitioners have found it, while theorists 
are still searching. The best methodologies and representations in the world will not necessarily lead us to superior 
designs. 
• Whereas practice is involved with huge problems on an ongoing basis, because of its expense theory is seldom able to do 
the required research in the large. One of the most important issues in SE is to define what will and what will not scale. 
[38] • [the SE research] was all too often both arrogant and narrow. 
• It was arrogant because many computing researchers of that era were doing research in a topic they thought they 
understood, but didn’t. 
• Researchers at the time didn’t realize that what many of them were doing would later be characterized, derisively, as 
advocacy research. 
• With the advantage of more than 25 years’ hindsight, this twenty-first century author looks askance at the crisis in 
software practice and expresses deep concern for a crisis in software research 
• Software-engineering research was described as increasing in quantity but not in quality, lacking in evaluation, becoming 
less credible and in need of a paradigm shift ... from purely theoretical and building-oriented to experimental .... 
• Researchers at the time didn’t realize that what many of them were doing would later be characterized, derisively, as 
advocacy research. 
• [SE] in need of a paradigm shift ... from purely theoretical and building-oriented to experimental .... 
• Most of them favored the pure side [in the field of math], perhaps because that was the side that often had more academic 
respectability and political power. 
• ... advocates [of formal verification (also called proof of correctness)] persisted for over 30 years in pushing that particular 
wheelbarrow uphill, paying no attention either to the disinterest and disclaimers of practitioners who saw more cost than 
benefit in its use 
• Ironically, computing researchers never understood how offensive their software-crisis campaign had been to 
practitioners. 
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• It is fair to say, in the enlightened year 2020, that those old resentments still linger, and partly because of them, new 
theory still has a difficult time penetrating current practice. 
• Software-engineering research was described as increasing in quantity but not in quality, lacking in evaluation, becoming 
less credible, having a gaping hole in its generally accepted methods, and in need of a paradigm shift ... from purely 
theoretical and building oriented to experimental ....  
• Well, in the early - perhaps even primitive - model of computing research employed up to the end of the twentieth century, 
much research consisted of a model that some characterized as conceive an idea, analyze the idea, advocate the idea. 
• What made advocacy research arrogant was that the typical researcher had never worked in software practice and had no 
basis for assuming that his or her idea would really work there. 
• almost no one was observing existing solutions 
[39] • The Rational and Empirical Paradigms are disparate constellations of beliefs about how software is and should be created. 
• What can be asserted without evidence, can be dismissed without evidence –Hitchens’ Razor 
[40] • People in all fields have long complained that universities don't prepare students for the real world, while professors have 
always countered that their job is to teach timeless fundamentals. 
• While researchers and practitioners may mix and mingle in other specialties, every SE conference seemed to be strongly 
biased to one side or the other. 
•  [In an interview with SE practitioners], they saw SE research as dated, dogmatic, focused on pointless questions, and 
biased toward either big projects or toy problems. 
•  I’m afraid] that industrial software engineers will think that I’m now doing academic SE and then not listen to me. (…) 
if I start talking to them and claim that I’m doing SE research, after they stop laughing, they’re gonna stop listening to 
me. Because it’s been so long since anything actually relevant to what practitioners do has come out of that environment, 
or at least the percentage of things that are useful that come out of that environment is so small. 
• plenty of practitioners remember having wasted countless hours warming the bench at college while a professor droned 
about the vital importance of this process or that notation with minimal experience and maximum conviction.  
• … by the increasing number of savvy papers appearing each year, research is shifting in ways that practitioners would 
welcome if they hadn't been conditioned by past irrelevance to dismiss everything coming out of academia 
[41] • SE (SE) research has … been struggling to demonstrate impact. This is reflected in part by the difficulties we have to 
attract industrial participants to our conferences, and the scarcity of papers reporting industrial case studies 
• … 
[42] • it is important to pull the needs of industry 
 
[43] 
• The architectural languages used in industry are also those originated in industry, academic architectural languages 
seem not to fulfill industrial needs 
[44] • One reason for disconnect and thus low relevance of SE research is industrial problems lacking scientific novelty 
[45] • - 
[46] • As one participant noted, In general, methodologies are less important than common sense. 
 
