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RÉSUMÉ. L’objectif de ce travail est d’utiliser l’approche héirarchique d’extraction des informations
dans le CV pour en extraire les compétences. L’approche d’extraction des compétences proposée
s’effectue en deux grandes phases : une phase de segmentation du CV en sections, classées suivant
leurs contenus, et à partir desquelles les termes représentant les compétences (compétences de
base) sont extraits; et une phase de prédiction qui consiste à partir des caractéristiques extraites pré-
cédemment, à prédire un ensemble de compétences qu’un expert aurait déduites, et qui ne seraient
pas nécessairement mentionnées dans le CV (compétences implicites). Les principales contributions
de ce travail sont : l’utilisation de l’approche hiérarchique de segmentation du CV en sections pour
extraire les compétences dans le CV; l’amélioration de l’approche de segmentation des CV; enfin,
l’utilisation de l’approche binary relevance de classification multi-label pour prédire les compétences
implicites du CV. Les expérimentations effectuées sur un jeu de CV collectés sur Internet ont montré
une amélioration de la précision de l’identification des blocs de plus de 10%, comparée à un modèle
de l’état de l’art. Aussi, le modèle de prédiction multi-label des compétences, permet de retrouver la
liste des compétences avec une précision et un rappel respectivement de l’ordre de 90,5% et 92,3%.
ABSTRACT. The aim of this work is to use the hierarchical approach of information extraction from
resume to extract competences. The extraction approach envoles two phases : a segmentation phase
in which the resume is segmented into sections : these sections are classified according to their
contents and relevant features are extracted; and a prediction phase that consists in predicting a set
of competences which are not necessarily mentioned in the resume based on the features extracted
previously. The main contributions of this work are : the use of the hierarchical approach of information
extraction from resume to find relevant skills; the improvement of the segmentation algorithm; and
finally, the use of a multi-label learning model based on the Support Vector Machine (SVM) to predict
implicit skills. Experiments carried out on a set of resumes collected from the Internet have shown
more than 10% of improvement in the identification of blocs compared to a model from the start of
the art; and, the multi-label prediction model permits to find skills from resume, with a precision and a
recall respectively of 90.5 % and 92.3 %.
MOTS-CLÉS : Skill Gap, CV, Extraction des Compétences, Classification Multi-label
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1. Introduction
L’écart entre les compétences détenues par la ressource humaine d’une entreprise
et celles qu’elle a besoin pour son développement est connu sous le nom de skill-gap
[2, 21, 12]. Pour combler cet écart, les entreprises organisent généralement des recru-
tements en sélectionnant les candidats parmi ceux qui ont déposé un dossier physique,
ou électronique à travers le site internet de l’entreprise, la messagerie électronique, ou
encore un site d’offres d’emploi. Ces dossiers sont composés entre autres des demandes
d’emploi, des CV ainsi que des lettres de motivation. Une des tâches de la direction des
ressources humaines est alors d’indentifier les compétences détenues par les candidats
à la lecture de leur CV. L’extraction des compétences dans les CV est un problème bien
connu dans la littérature [12, 4, 14]. Il s’agit d’une activité qui trouve son application dans
les processus de recrutement automatique et dont la finalité est d’effectuer un matching
automatique entre les compétences extraites du CV et celles requises par l’organisation
pour effectuer certaines tâches [16]. L’extraction automatique des compétences à partir
des CV permet aussi de réduire l’erreur liée à la subjectivité humaine dans le processus
de recrutement.
Plusieurs travaux dans la littérature ont abordé le problème de skill-gap allant de la
modélisation ontologique [14] au matching entre les profils des candidats et les offres
d’emplois [16] en passant par les modèles d’évolution et d’extraction des compétences
[4, 8]. La compétence est une notion abstraite et est généralement représentée dans les
textes par des phrases, des mots, ou groupes de mots. (Ex : Java, computer programming,
big data, troubleshoot network infrastructure, ...). L’extraction automatique des compé-
tences est une étape très importante dans le matching automatique entre CV et offres
d’emploi. L’approche hiérarchique d’extraction des informations dans le CV[4] considère
un CV comme un ensemble de blocs ou sections (Education, Publications, Expérience
professionnelle,...) facilitant ainsi l’opération de spécialisation au cas où l’on s’intéresse
au contenu des sections.
Cet article est une extension de [8]. En plus de la segmentation du CV en sections,
ainsi que de l’extraction des compétences de base particulières à chaque section (comme
dans [8]), le présent article propose un modèle pour prédire des compétences implicites
(compétences qui peuvent être déduites de la lecture du CV sans pour autant être men-
tionnées dans le CV) à partir des caractéristiques de base extraites dans les différentes
sections. L’objectif global de ce travail est donc d’adapter le modèle proposé par Zhen
Chen et al. [4] qui se base sur l’approche hiérarchique consistant à segmenter le CV en
sections pour extraire les caractéristiques appropriées dans chaque section. En fait, l’al-
gorithme de segmentation hiérarchique utilisé dans l’approche de Zhen Chen et al. [4] se
base sur la densité des mots et considère les titres de section comme délimitateurs des
sections. Les auteurs estiment que cet algorithme peut être amélioré, car les performances
n’étant pas très satisfaisantes ; ceci peut s’expliquer entre autres par le fait que les carac-
téristiques utilisées par les auteurs pour identifier les titres de section soient définies de
manière empirique ; et les mêmes caractéristiques sont utilisées pour tous les CV. Or en
pratique ces caractéristiques peuvent varier d’un CV à l’autre. Pour améliorer la détection
des titres de section et par ricochet la segmentation du CV en sections, nous avons proposé
une approche basée sur l’identification des titres connues (titres-exemples) à l’aide d’un
dictionnaire, et l’utilisation de leurs caractéristiques morphologiques dans le CV pour re-
trouver les autres titres de section. Après l’extraction des compétences de base de chaque
section, un modèle de classification multi-label [6] est proposé pour prédire les compé-
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tences des candidats : ce modèle a l’avantage de pouvoir prédire des compétences qui ne
sont pas explicitement mentionnées dans le CV. Le format de CV traité est le format PDF
car est encore très utilisé dans les processus de recrutement en ligne. De plus, les autres
formats comme le HMTL ne posent pas de réel problème de segmentation car, en général
bien structurés.
Le reste de cet article est organisé de la manière suivante : la prochaine section pré-
sente un ensemble de travaux traitant différents aspects du problème de skill-gap y com-
pris l’extraction des compétences. La section 3 sera consacrée à notre proposition. Le
modèle général et les détails sur les différentes étapes y seront présentés. Les expérimen-
tations et les résultats obtenus feront l’objet de la quatrième section. Nous terminerons
par la conclusion.
2. Etat de l’art
Le skill-gap est un problème traité par plusieurs communautés de chercheurs. Plu-
sieurs aspects du problème et plusieurs approches de résolution sont présentés dans la
littérature parmi lesquels : la correspondance ou matching entre les CV et les offres d’em-
ploi ; la mise en place des systèmes de recommandation d’offres d’emploi aux candidats ;
la construction des modèles de compétence en utilisant les ontologies ; la recherche des
compétences dans les CV, etc.
Benson et al. présentent dans [3] une discussion sur un ensemble de compétences per-
mettant de profiter des opportunités présentées par les médias sociaux. Il s’agit pour eux
de comprendre comment les professionnels exploitent les réseaux sociaux et de propo-
ser les extensions de la formation dans l’exploitation des opportunités offertes par ces
réseaux. Ils recommandent au gouvernement britanique de se pencher sur cette question
afin de créer des compétences se basant sur la manière avec laquelle les professionnels ex-
ploitent les réseaux sociaux. Partant du constat de la disparition des certaines compétences
aux Etats-Unis et de la difficulté à avoir les travailleurs qualifiés pour certaines tâches,
Bednarek propose dans [21] un modèle d’évolution des compténces qui tient compte du
caractère (du travail) variant avec le temps et de la liaison avec les caractéristiques de la
population.
Miranda et al. dans [14] proposent une ontologie pour représenter aussi bien les com-
pétences que les offres d’emplois dans le but d’améliorer la stratégie d’employabilité.
L’ontologie est construite à partir de la littérature spécialisée sur les compétences et les
offres d’emploi ; et aussi sur le recrutement dans un projet de R&D. Cette ontologie est
donc utile dans l’interopérabilité entre les outils de gestion des ressources humaines et
la détection des influences entre les compétences. A travers cette ontologie, il est alors
possible de faire des inférences et déduire des compétences nouvelles. D’autres aspects
importants de l’ontologie concernent la planification et la gestion des changements dans
l’entreprise, l’évaluation des performances et la programmation des formations. D’autres
recherches comme celles présentées par Shaha dans [1] ont proposé de traiter le skill-
gap comme un problème de recommandation bidirectionnelle : recommander un emploi
à un candidat ou recommander un candidat à un recruteur. Dans la même lancée, Guo et
al. dans [16] proposent RésuMatcher, un système capable d’extraire les qualifications et
l’expérience professionnelle des candidats, d’extraire également les caractéristiques sur
les offres d’emploi et d’utiliser ces informations (caractéristiques du candidat et caracté-
ristiques de l’offre d’emploi) pour calculer un score permettant de déterminer si l’offre
correspond au candidat. A la différence de cet outil (RésumerMatcher) qui fait le mat-
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ching entre les CV et les offres d’emploi, le travail présenté dans cet article s’intéresse à
l’extraction des compétences contenues dans les CV.
Au sujet de l’extraction des compétences dans les textes, des approches basées sur
la reconnaissance des entités nommées [12, 17] et les approches basées sur l’utilisation
des graphes [9] ont aussi été proposées. Les approches du premier groupe construisent
par apprentissage un modèle d’étiquettage des entités à partir d’un corpus, et utilisent
ce modèle pour détecter les compétences. Leurs performances sont fortement liées à la
qualité de l’algorithme d’apprentissage ainsi que celle du jeu d’apprentissage.
La plupart des modèles d’extraction des compétences dans les CV traitent ces der-
niers comme des textes bruts ne possédant aucune structure particulière [12, 10]. Ces
modèles ne font pas d’hypothèse concernant la semi-structuration (organisation en sec-
tions) du CV. Or Jun Yu et al. [20] ont montré que la prise en compte de la propriété
semi-structurée du CV permet de faire une extraction d’information de meilleure qualité
si une technique d’extraction appropriée était appliquée à chacune de ses sections. Mahe-
shwari et al.[10] ont proposé un modèle hiérarchique de traitement des CV dans lequel ils
supposent que chaque section du CV (pour un candidat donné) détient une information
spéciale permettant de distinguer ce CV. Le modèle recherche d’abord cette information
spéciale et l’utilise pour classer les candidats dans le processus de sélection.
L’un des modèles hiérarchiques d’extraction d’information dans les CV parmi les plus
récents a été proposé en 2016 par Chen et al. [4] ; il s’agit d’une amélioration du modèle
hybride en cascade proposé par Jun Yu [20] pour l’extraction des informations dans les
CV au format PDF. La principale limite de ce modèle est qu’il n’extrait pas les compé-
tences ; mais plutôt les informations d’état civil (nom, prénom, âge,...) ainsi que les infor-
mations sur l’éducation (diplômes, années d’obtention, etc.). De plus, pendant la phase de
segmentation, les caractéristiques des titres de section sont définies de manière empirique
pour tous les CV [4]. Pourtant, en pratique ces caractéristiques varient d’un CV à un autre.
Le modèle développé dans ce travail apporte une amélioration à celui présenté dans
[4] en s’intéressant au contenu des sections et en utilisant une autre approche de seg-
mentation. Ce travail aborde aussi la recherche des compétences dites de haut niveau des
candidats. Les compétences de haut niveau sont celles que le candidat utilise pour résu-
mer son CV. Les exemples peuvent être Software engineer, Data scientist,... Certaines de
ces compétences sont explicitement mentionnées dans le CV (compétences explicites) et
d’autres pas (compétences implicites).
3. Méthodologie
Le modèle d’identification des compétences dans les CV développé dans cet article
est un modèle basé sur l’approche hiérarchique d’extraction des informations dans les
CV. L’approche procède en deux grandes étapes :
1) la division du CV en sections et extraction dans chaque section, des termes
traduisant la compétence que l’on appellera aussi compétences de base ;
2) l’utilisation des caractéristiques extraites à l’étape précédente pour prédire des
compétences de haut niveau que possède le candidat.
3.1. Extraction des caractéristiques par l’approche hiérarchique
Les approches hiérarchiques d’extraction des informations dans les CV procèdent gé-
n
éralement en trois principales étapes telles que schématisées dans la figure 1 :
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Figure 1. Schéma d’extraction hiérarchique des informations dans un CV
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1) Segmentation du CV en blocs de texte représentant des sections potentielles ;
2) Classification des blocs ;
3) Extraction des informations détaillées dans chaque bloc.
La première étape consiste à décomposer le CV en des blocs de texte, chacun repré-
sentant à priori une section ou la partie d’une section dans un CV. La deuxième étape
quant à elle, a pour but d’affecter à chaque bloc identifié à la première étape une éti-
quette représentant une classe sémantique d’information généralement contenue dans le
CV. La classe sémantique peut être EDUCATION, SKILLS, etc,... Enfin la dernière étape
va consister à extraire les informations détaillées dans chaque section en fonction de la
nature des informations qui y sont contenues.
Une section dans le CV est un groupe d’informations appartenant à une même classe
sémantique. Elle est généralement composée d’un titre et d’un contenu qui détaille les in-
formations du candidat relatives à cette section. Par exemple la section "SKILLS" contient
généralement les compétences de l’expert ; alors que la section "EDUCATION" contient
les informations relatives à son éducation.
3.1.1. Segmentation des blocs
Comme des paragraphes dans un texte qui se distinguent visuellement par le retour
à la ligne à la fin du paragraphe, et l’indentation au début, les blocs dans les CV sont
des ensembles consécutifs de textes relativement proches les uns des autres qui au niveau
visuel se distinguent par la largeur de l’espacement vertical ou horizontal (CV organisé
en colonnes) entre ces blocs ou par un titre de section. Autrement dit, un bloc dans un CV
est graphiquement une région dense en terme de distribution des mots dans l’espace [4].
Et, l’espacement entre deux blocs est une zone peu dense. L’espacement entre le contenu
d’une section et le titre de la section suivante est plus grand que celui entre les lignes
constituant la section.
Définition 1 Deux mots m1 et m2 sont proches si la distance entre les deux mots est
inférieure à un seuil s.
La figure 2 illustre de manière schématique comment la proximité entre deux mots est
évaluée. Cette distance est évaluée comme étant la largeur de l’espacement horizontal (dh)
(si ces deux mots sont sur la même ligne) ou verticale (dv) (si les deux mots appartiennent
à des lignes consécutives) qui existe entre ces deux mots. Si les deux mots m1 et m2 sont
sur la même ligne, alors, la distance entre eux est définie comme étant le nombre de pixels
entre la position x du dernier caractère du mot m1 et la position x du premier caractère
du mot m2. Dans l’autre cas où les deux mots sont sur des lignes consécutives, la distance
est évaluée comme étant l’écart vertical en pixels entre les deux mots (dh sur la figure
2). Dans la pratique, le seuil de proximité horizontal (sh) peut être différent du seuil de
proximité vertical (sv).
Définition 2 Le s-voisinage d’un mot m noté V (m) est défini comme étant l’ensemble
des mots qui sont proches de m au regard des seuils de proximité sh et sv .
Définition 3 La fermeture transitive d’un mot m est l’ensemble des mots qu’on peut at-
teindre verticalement ou horizontalement à partir de m par pas de longueur inférieure à
sh si le déplacement est fait horizontalement ou à sv s’il est fait verticalement.
Plus formellement, la fermeture transitive F (m) d’un mot m dans le CV peut être
d
éfini comme suit :
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Figure 2. Evaluation de la distance entre mots.
– m ∈ F (m)
– V (m) ⊂ F (m)
– mk,(k≥2) appartient à F (m) si et seulement si il existe une suite de mots
m1,m2, ...,mk−1, telle que ∀i=1,2,...k−1 d(mi,mi+1) ≤ s.
Chaque mot dans un bloc a donc pour fermeture transitive le bloc lui-même. Le prin-
cipe de l’algorithme de segmentation des blocs consiste donc à identifier toutes les ferme-
tures transitives des mots du bloc. La rencontre d’un titre de section est considérée comme
étant la séparation entre deux blocs.
L’algorithme de segmentation est semblable à celui décrit dans l’article [4] et procède
comme suit :
1) Définir un critère d’indentification des titres de section ;
2) Initialement, on considère que chaque mot est un bloc. Les fermetures de ces
mots sont construites en rajoutant progressivement les mots voisins, les voisins des voisins
et ainsi de suite jusqu’à ce qu’on ne puisse plus rajouter un mot qui respecte le critère de
proximité ou alors lorsqu’on recontre un titre de section.
3) S’il y a chevauchement entre des blocs alors ces blocs sont fusionnés.
Un exemple de résultat la segmentation appliquée à un CV anonyme est présenté en figure
3. Les différents blocs identifiés par l’algorithme sont représentés par des rectangles.
3.1.2. Identification des titres des différents blocs.
La rencontre d’un titre de section est un indicateur de la fin d’un bloc et du début d’un
autre bloc. Identifier les titres de section dans un CV permet de délimiter les sections. A la
différence de la méthode utilisée dans l’article [4] qui définit les caractéristiques des titres
de section de manière empirique (taille de la police de caractère, épaisseur de la police de
caractère, couleur) avec les mêmes valeurs peu importe le CV, l’approche proposée dans
cet article pour identifier les titres se base sur l’hypothèse selon laquelle, les titres sont gé-
néralement rédigés avec le même style dans un CV et leurs caractéristiques se distinguent
visuellement du reste du texte. Cette considération peut trouver une illustration dans le
CV présenté en exemple à la figure 3 où les titres de section (SUMMARY, HIGHLIGHTS,
EXPERIENCE, THE EDUCATION COMPANY, SANTIAGO TECHNOLOGY, EDUCA-
TION, CERTIFICATIONS) ont des caractéristiques morphologiques (majuscule, taille de
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Figure 3. Example de CV segmenté en blocs
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la police de caractère, epaisseur de la police de caractère) qui se distinguent clairement
du reste du texte. Mais les caractéristiques qui font différer les titres du reste du texte
sont propres à chaque CV et ne sauraient être généralisées à tous les CV comme dans
[4]. Car les choix de ces caractéristiques sont propres à chaque candidat. Pour certains,
l’épaisseur de la police de caractère fait la distinction, alors que pour d’autres la couleur
pourrait aussi faire la différence, etc. C’est pour cette raison que l’approche proposée se
base sur l’identification des caractéristiques distinctives propres au CV en procédant par
la reconnaissance des titres bien connus.
Il existe des formulations de titres qui apparaissent très fréquemment dans les CV.
Ces formulations bien connues sont par exemple : Langues (Languages), Compétences
(Skills), Formation académique (Education), Expériences professionnelles (Work Expe-
rience), ... Un dictionnaire de ces différentes formulations connues des titres de CV rédigé
en langue anglaise a été ainsi constitué et contient 284 manières (pour nos expérimenta-
tions) de formuler les différents titres de sections du CV. Le dictionnaire va servir à stocker
des titres fréquemment utilisés. Les caractéristiques des titres reconnus vont permettre de
retrouver les autres titres du CV qui ne se retrouvent pas dans le dictionnaire. Les étapes
d’identification des titres de sections du CV sont donc les suivantes :
1) Identifier dans le CV des lignes de textes qui correspondent aux titres renseignés
dans le dictionnaire ;
2) Extraire les caractéristiques morphologiques communes de ces lignes de texte ;
3) Enfin, comparer les caractéristiques des titres-exemples identifiés à la première
étape avec celles des autres lignes de texte. En cas de similarité des caractéristiques d’une
ligne avec un titre-exemple (titre inclus dans le dictionnaire), la ligne de texte est consi-
dérée comme étant un titre.
Sur une echelle de 0 à 1, le seuil de similarité doit être suffisamment grand (>0.95 utilisé
pendant les expérimentations) pour éviter de détecter un titre qui n’en est pas un.
Les caractéristiques utilisées pour évaluer la similarité entre les titres sont :
– La taille de la police de caractère ;
– Un indicateur positionné à 1 si la première lettre du titre est majuscule et le reste en
minuscule et 0 sinon ;
– Un indicateur positionné à 1 si tout le titre est en majuscule et 0 sinon ;
– La couleur du titre (niveau de rouge de gris et de bleu) ;
– L’épaisseur de la police de caractère ;
La mesure de similarité utilisée est la similarité cosinus [7]. A chaque caractéristique
est associé un poids qui traduit son degré de discrimination entre les titres et les portions
de textes qui ne sont pas des titres. Il est possible dans de rares cas qu’une ligne ne re-
présentant pas un titre dans le CV, mais apparaîssant dans le dictionnaire soit identifié
comme titre. Etant donné que les titres de section ont des caractéristiques similaires qui
se distinguent des autres lignes de texte du CV, un filtrage de ces lignes est fait en compa-
rant entre eux, les titres indentifiés et en ne retenant que ceux ayant des caractéristiques
similaires telles que la taille de la police de caractère, l’épaisseur de la police, la couleur,
ou la casse.
3.1.3. Classification des blocs
Une fois les blocs délimités, il faut les classer en utilisant un modèle de classifica-
tion construit à partir d’un algorithme d’apprentissage. Le modèle de classification utilisé
est le même que celui décrit dans l’article [4]. Les différentes classes que nous avons
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considérées pour les expérimentations sont les suivantes : Work Experience, Education,
Skills, Languages, Certification, Personnal Information, Hobbies. Le modèle d’appren-
tissage utilisé est le SVM [19]. L’apprentissage est fait avec les exemples constitués des
caractéristiques extraites des blocs. Ces caractéristiques extraites dans des blocs pour la
classification sont celles listées dans [4] à savoir :
– La présence des séparateurs (",", " ;" ou " :") ;
– La présence des dates ;
– La présence de nom de personnes ;
– La présence d’adresse mail ;
– Les mots-clés apparaissant dans les titres de chaque bloc ;
A ces caractéristiques sont ajoutées la présence des noms des organisations et verbes d’ac-
tion (design, implement, troubleshoot, etc.). Ces verbes sont très souvent utilisés dans les
sections relatives à l’expérience professionnelle dans un CV. Une bonne identification des
titres de section a également un grand impact dans la classification des blocs car, le titre
est un élément très informatif sur la nature du contenu du bloc. Les termes extraits aussi
bien dans les titres que dans les blocs sont lemmatizés en utilisant le lemmatizer de word-
net (WordnetLemmatizer) [5], à l’effet d’associer les termes qui partagent en commun un
même lemme et qui traduisent à la base une information similaire. Ces informations sont
utilisées pour représenter chaque bloc sous forme d’un vecteur de numériques en y asso-
ciant sa classe qui n’est rien d’autre que le titre de la section (EDUCATION, SKILLS,...).
Le jeu de données ainsi consitué est utilisé pour entrainer un SVM à l’effet de prédire
pour un nouveau bloc son étiquette étant données les caractéristiques associées au bloc.
Après avoir étiqueté les différents blocs, la prochaine étape consiste à extraire les
informations détaillées dans chacun des blocs étiquettés en fonction de la nature et de la
structure des informations qui y sont contenues.
3.2. Extraction des informations détaillées dans chaque bloc
L’article [4] ne s’intéresse qu’à l’extraction des informations détaillées dans les blocs
informations personnelles et éducation. Ce travail l’étend aux autres blocs qui renferment
les caractéristiques permettant d’apprécier la compétence du candidat à savoir :
– Les blocs étiquetés « Compétences » et « Certifications »
– Les blocs étiquetés « Expérience professionnelle »
3.2.1. Extraction des compétences dans les sections compétences et
Certifications
Généralement, dans les CV, les éléments de la section « Compétence » SKILLS, COM-
PETENCIES, TECHNOLOGIES, etc. sont constitués de liste des compétences délimitées
par un séparateur qui peut être (la virgule, le point-virgule, ou le caractère de retour à la
ligne). Ainsi, pour cette section, les compétences sont extraites en scindant les éléments
du texte avec comme séparateur la virgule, le point-virgule, l’espace ou le caractère de
retour à la ligne. Pour chaque terme, une taxonomie du domaine est utilisée pour valider
s’il s’agit d’une compétence du domaine ou pas. La taxonomie utilisée a été construite
sur la base des compétences extraites de dice.com 1 qui contient plus de 5000 termes du
domaine de l’informatique.
1
. consulté le 21 septembre 2018
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3.2.2. Extraction des compétences dans les blocs Expérience
professionnelle
Plusieurs titres de section dans un CV correspondent à l’expérience professionnelle. Il
s’agit des titres tels que : (Work experience, Project experience, Publications, etc.) Dans
ces sections, les compétences sont généralement exprimées sous forme de phrases com-
mençant par un verbe d’action (par exemple identify cyber threat signature) ou sous sa
forme nominale du verbe suivie par la préposition « of » (par exemple Indentification of
cyber threat signatures). Un dictionnaire de tels verbes d’action et de leur forme nomi-
nale a été constitué. Une règle est appliquée pour identifier ce style de proposition dans
les textes. La règle qui a été définie pour extraire ces clauses est la suivante :
<VRB|NN of><complément>[<IN><complément>]. (R)
avec la nomemclature proposée par [11] où VRB est mis pour verbe (Verb), IN pour pré-
position (in), NN pour nom (Noun), etc. Avant d’appliquer cette règle, la simplification
de phrase est utilisée pour décomposer toutes les phrases composées (celles ayant plu-
sieurs propositions reliées par les conjonctions) en plusieurs sous phrases ayant un sens
unique. Il a été montré dans [15] que la simplification des phrases est un prétraitement qui
permet aux outils de Traitement Automatique de la Langue Naturelle (TALN) d’avoir de
meilleurs résultats.
Exemple 1 Le résultat de la simplification syntaxique de l’expression "detection and
identification of cyber-attack signatures" est constitué des propositions simples suivantes :
– detection of cyber-attack signatures.
– identification of cyber-attack signatures.
Après cette étape de simplification, l’algorithme d’extraction peut facilement extraire
les savoir-faire en appliquant la règle précédemment définie.
L’outil stanford dependency parser [11] est utilisé pour étiquetter le texte c’est-à-dire,
attribuer une étiquette syntaxique à chaque mot. Cet outil identifie aussi les dépendances
entre les mots en déterminant les relations entre les mots dans l’expression (par exemple
subj : sujet du verbe, cobj : complément d’objet, comp : mot composé à, etc.). A partir
de ces étiquettes et des relations entre les mots, un parcours du graphe de dépendance
est effectué à l’effet d’extraire les expressions caractérisant des compétences : celles qui
respectent la règle (R).
L’algorithme d’extraction utilisant la règle (R) appliquée à l’exemple 1 va générer les
savoir-faire ci-après :
– detection of cyber-attack signatures.
– identification of cyber-attack signatures.
Les compétences exprimées sous forme de savoirs (technologies, outils, sujets maîtri-
sés) sont également extraites dans cette section en recherchant les n-grams (de 1 à 5) et
en se servant d’une taxonomie du domaine pour déterminer si chaque gram extrait de la
section Experience professionnelle correspond à une compétence. Chaque gram est lem-
matisé avant d’être comparé au lemme du nom de l’entité dans la taxonomie. Les mots
vides (stop words) sont également éliminés.
Exemple 2 La procédure d’extraction des compétences appliquées à l’exemple 1, permet
d’obtenir les compétences suivants :
– cyber threat signatures
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– cyber attack
3.3. Prédiction des compétences de haut niveau à partir des
caractéristiques extraites
Une compétence est dite de haut niveau si elle peut être déduite de la connaissance
d’un certain nombre de compétences de base (skills). Elle peut être explicite ou implicite
selon qu’elle est mentionnée ou pas dans le CV. Dans cette partie, il s’agit d’utiliser les
mots-clés constituant les compétences de base extraites dans les étapes précédentes, pour
déduire des compétences de haut niveau.
Exemple 3 Il s’agira par exemple de déduire la compétence développeur web à partir des
compétences de base : html, css, javascript, php. Ou encore de déduire la compétence
developpeur mobile à partir des compétences de base : android, ionic, ios, java, cordova.
Pour cette tâche, une approche suppervisée où la liste des compétences est connue à
l’avance pour chaque CV est utilisée. Ainsi, Il est question de prédire la liste des com-
pétences de haut niveau, détenues par un expert à partir de l’ensemble des caractéris-
tiques extraites de son CV. Généralement dans les processus de recrutement, l’ensemble
des compétences attendues des candidats est connu à l’avance. En suivant ce principe, le
modèle dévelopé dans cette section se base sur une liste de compétences mentionnées uti-
lisées comme classes. Ainsi étant donné un CV, il est question de savoir lesquelles parmi
ces compétences il possède. Pour nos expérimentations la liste des compétences retenues
comme classes est la suivante :
project manager oracle database administrator business analyst
technical lead java developer software ingeneer
consultant analyst software developer
network administrator web developer IT analyst
IT consultant manager
Il s’agit des compétences qui apparaissent plus fréquemment dans le jeu de CV utilisé.
Le problème de prédiction des compétences d’un expert peut être vu comme un pro-
blème de classification multi-label [6] où chaque CV peut être étiqueté par plusieurs com-
pétences simulatanément. Par exemple, un expert peut avoir en même temps les compé-
tences systems administrator et network administrator. Formellement un problème de
classification multi-label se définit comme suit [6] :
Définition 4 Etant donné un ensemble de données X et un ensemble de classes Y , la
classification multi-label consiste à associer, à chaque élément de X , un sous ensemble
de Y .
Pour les expérimentations, l’ensemble Y est constitué des quatorze compétences citées
plus haut.
La figure 4 illustre l’architecture globale de construction et de fonctionnement du
modèle de prédiction des compétences de haut niveau des CV. Partant d’un jeu de données
constitués à partir d’un ensemble de CV, chacun étiqueté par un ensemble de compétences,
le processus de construction du modèle de prédiction se fait en plusieurs étapes comme
suit :
– représentation des données ;
– transformation du jeux de données en n jeux chacun centré sur une compétence ;
– apprentissage d’un modèle par jeu pour prédire la compétence associée au jeu ;
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– aggregation des résultats des prédicteurs de base.
3.3.1. Représentation des CV
Chaque CV est initialement représenté par un sac de mots, puis transformé en une
représentation vectorielle en utilisant la technique word2vec [13]. Les mots dans le sac
sont ceux qui renseignent sur les compétences. Le modèle de représentation utilisé est
le modèle skip gram [18] avec comme taille de la fenêtre 5 et comme dimension 300.
La représentation skip gram permet de prendre en considération le lien sémantique entre
les termes dans la construction du modèle d’apprentissage. Deux termes (programmer
et developer) par exemple auront des représentations vectorielles similaires car, ils sont
très souvent employés dans des contextes similaires. Ainsi, la représentation vectorielle
du CV est obtenue en agrégeant (moyenne sur chaque composante) les représentations
vectorielles des termes-clés qui le constitue.
3.3.2. Construction du jeu de données
La méthode Binary Relevance est utilisée pour faire la classification multi-label[6]
des CV. Elle consiste à transformer le problème de classification multi-label en autant
de problèmes de classification binaire qu’il y a de classes. Le jeu de données initial est
utilisé n fois (où n représente le nombre de classes/compétences), et chaque fois pour une
compétence particulière. Pour chaque compétence, le vecteur des caractéristiques du CV
obtenu à l’étape de représentation reste inchangé. Seule la classe change. Si le jeu i est
fait pour la compétence Ci, alors la classe de chaque exemple représentera la présence (1)
ou l’absence (0) de la compétence Ci dans l’exemple considéré. Ainsi donc, le modèle
construit à partir du jeu de données i permettra de prédire si un exemple possède (1) ou
non (0) la compétence Ci.
3.3.3. Apprentissage du modèle de classification
Une fois le jeu de données initial transformé en n jeux centrés chacun sur une compé-
tence unique, chaque jeu de données est ensuite utilisé pour entrainer un prédicteur binaire
dont le rôle est de prédire si l’exemple placé en entrée possède la compétence. Le modèle
de classification utilisé pour se faire est le SVM qui est bien adapté pour les problèmes de
classification binaire.
3.3.4. Aggregation des résultats
A la fin du processus, les prédictions de chaque modèle de base sont aggrégées en fai-
sant l’union des classes prédites par chacun. Ainsi, nous obtenons la liste des compétences
prédites de l’expert parmi les compétences d’intérêt.
4. Expérimentations
4.1. Données
Un "web scraper" a été développé pour collecter automatiquement les CV sur les sites
Internet. Ces CV sont stockés au format PDF. Un jeu de 800 CV rédigés en anglais a
été constitué pour les expérimentations. Le jeu données a été divisé en 4 sous-ensembles.
L’expérimentation s’effectue en quatre étapes et à chaque étape, un sous-ensemble distinct
(1/4 du jeu de donnée) est utilisé pour le test et les autres sous-ensembles (3/4 du jeu de
données) sont utilisés pour la construction du modèle. Les résultats finaux consignés dans
des tableaux sont obtenus en faisant la moyenne des résultats sur les quatres exépriences.
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Figure 4. Modèle de prédiction multi-label.
Chaque aspect important du modèle a été évalué séparemment. Une mesure d’évaluation
appropriée a été utilisée pour chacun de ces aspects.
4.2. Evaluation de l’algorithme de division du CV en blocs
Mesure d’évaluation
La mesure d’évaluation utilisée pour mesurer la qualité de l’algorithme de division du
CV en blocs est la précision que nous nous proposons de la calculer avec la formule 1.
Precision =
NBC
NT
. [1]
Tableau 1. Résultat de la division du CV en bloc.
Format du CV Tabulaire Linéaire
Précision 84,32% 89,86%
50   ARIMA   -   volume 32   -   2019
ARIMA Journal
Dans la formule 1,NBC représente le nombre de blocs correctement délimités etNT
le nombre total de blocs. Un bloc est considéré comme correctement délimité s’il s’agit
d’une section de premier niveau (bloc non imbriqué dans un autre) ou d’une sous section
(bloc situé au premier niveau d’imbrication). Cette considération évite de constituer des
blocs de très petites tailles. Car les blocs de très petites tailles ne permettent pas dans
bien des cas, d’avoir suffisamment d’informations pour déduire la classe du bloc. L’idéal
aurait été que les blocs correspondent exactement aux sections du CV. Néanmoins, après
la phase de classification, les blocs ayant la même étiquette sont fusionnés pour recons-
tituer la section initiale correspondante à l’étiquette en question. Le tableau 1 présente la
précision obtenue dans la tâche d’extraction des blocs. La précision varie en fonction de
la structure du CV. La détection des blocs opère assez bien avec une précision de 89,86%
sur les CV rédigés dans une structure linéaire-verticale (où les sections sont empilées les
unes sur les autres 3). En effet, dans les CV structurés de cette façon, les erreurs consta-
tées dans la division des blocs sont principalement dues aux erreurs de détection des titres
de section (le style d’écriture du titre de la section se distingue très peu du style d’écriture
du reste du texte). Par contre, lorsque le CV présente une structure complexe (à l’exemple
des CV disposés sous forme de tableau), l’algorithme de détection des blocs ne produit
pas toujours de très bons résultats comme dans le cas linéaire.
4.3. Evaluation de la classification des blocs
Cette sous section présente les résultats du modèle de classification des blocs.
Mesures d’évaluation
Pour une évaluation détaillée de l’algorithme de classification des blocs, une matrice
de confusion (C) (tableau 2) est calculée. Dans cette matrice, les lignes représentent les
classes réelles et les colonnes représentent les classes prédites. Chaque élément Cij de la
matrice représente le nombre d’éléments dont la classe réelle est i et qui ont été prédits
par le modèle comme appartenant à la classe j. Par la suite, quatre mesures synthétiques
sont utilisées pour évaluer la qualité du modèle pour chaque classe d’une part, et la qualité
générale du modèle en faisant la moyenne des valeurs obtenues pour les différentes classes
d’autre part. Ces mesures sont :
– Le Rappel (Ri) pour une classe i, mesure la proportion d’exemples qui ont été cor-
rectement assignés à la classe i parmi tous les exemples dont la classe réelle est i. La
formule est donnée par :
Ri =
Cii∑
j Cij
. [2]
– La précision (Pi) qui mesure la proportion des bonnes prédictions sur le nombre
total de prédictions, et donc la formule est donnée par l’équation 3 :
Pi =
Cii∑
j Cji
. [3]
– La précision moyenne peut être obtenue en faisant simplement la moyenne des pré-
cisions des différentes classes :
Precision =
∑
i Pi
N
. [4]
Approche hiérarchique d'extraction des compétences dans les CV au format PDF    51
– Le rappel moyen est obtenu en calculant la moyenne des rappels des différentes
classes :
Rappel =
∑
iRi
N
. [5]
Tableau 2. Matrice de confusion de la classification des blocs
Classes prédites
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Education 180 12 0 4 4 0 0 90%
Work Experience 7 178 13 2 0 0 0 89%
Skills 2 3 178 10 10 6 0 89%
Certifications 16 0 7 171 6 0 0 85, 5%
Personal infos 0 7 0 0 193 0 0 96, 5%
Languages 2 0 7 0 0 191 0 95, 5%
Hobbies 0 0 5 0 0 0 195 97, 5%
Précision 86
,9
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0%
La matrice de confusion représentée dans le tableau 2, nous montre que le modèle
prédit certaines classes avec une précision plus importante que d’autres. Par exemple, le
modèle prédit un bloc d’étiquette réelle Languages avec une précision de 96,95% alors
qu’un bloc d’étiquette réelle Education est prédite avec une précision de 90%. La valeur
élevée de la précision pour la section Languages est probablement dûe au fait que cette
section se distingue avec peu d’ambiguité des autres sections par la présence des lan-
guage, des termes clés d’appréciation du niveau de la langue, et par la taille relativement
courte du bloc. Les erreurs dans les autres blocs sont dûes à la ressemblance des conte-
nus de ces blocs. Par exemple, comme on peut le constater dans la matrice de confusion,
sur un total de 178 exemples appartenant à la classe "Work Experience", 7 ont été pré-
dits comme étant de la classe Education, et 13 ont été prédits comme étant de la classe
Skills. En effet, les mêmes caractéristiques qu’on peut retrouver dans la section "Work
Expérience" peuvent se retrouver dans la section "Education" ; ce qui peut justifier les
confusions effectuées par le modèle. Le modèle de classification des blocs opère globale-
ment avec une précision moyenne évaluée à 91.83% et un rappel global évalué à 91,85%
(tableau 3).
Tableau 3. Classification des blocs : Evaluation globale
Précision moyenne Rappel moyen F-mesure
Modèle 91,82% 91,85% 91,39%
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4.4. Evaluation du modèle d’extraction des compétences explicites
Mesure d’évaluation
L’idée de l’évaluation est de mesurer l’aptitude du système à extraire tous les termes
caractérisants la compétence et uniquement ceux là. Pour un CV i donné, notons Yi l’en-
semble des termes clés extraits par le modèle, Zi l’ensemble des termes clés extraits par
l’expert du domaine, et n le nombre de CV soumis à l’évaluation. Les mesures utilisées
pour évaluer la classification des compétences par le modèle sont les suivantes :
– L’exactitude qui mesure pour un CV i donné, le pourcentage des termes correcte-
ment identifiés par l’algorithme sur l’ensemble des termes (ceux prédits par l’algorithme
et ceux identifiés par l’expert). L’exactitude moyenne est obtenue en faisant la moyenne
des exactitudes calculées sur tous les CV. Elle se calcule par la formule 6 :
Exactitude =
1
n
n∑
i=1
∣∣∣∣Yi ∩ ZiYi ∪ Zi
∣∣∣∣ . [6]
– Le Rappel qui mesure pour un CV i donné, la proportion des termes identifiés par
l’expert qui ont été correctement identifiés par l’algorithme. Le rappel moyen est calculé
en faisant la moyenne des rappels obtenus sur tous les CV. Il est donné par la formule 7 :
Rappel =
1
n
n∑
i=1
∣∣∣∣Yi ∩ ZiZi
∣∣∣∣ . [7]
– La précision pour un CV i mesure la proportion des classes qui ont été correctement
prédites parmi celles que le modèle a prédite. La précision moyenne (formule 8) est déter-
minée en faisant la moyenne des précisions calculées sur tous les exemples de CV utilisés
pour le test.
Precision =
1
n
n∑
i=1
∣∣∣∣Yi ∩ ZiYi
∣∣∣∣ . [8]
– La F-mesure qui est une mesure qui agrège les deux mesures précédentes, permet
de trouver un compromis entre la précision et le rappel.
F −mesure = 2 ∗Rappel ∗ Precision
Rappel + Precision
. [9]
Résultats
Les résultats d’expérimentations sont répertoriés dans le tableau 4. La précision de
96.2% signifie 96.2% des termes exprimant les compétences qui ont été indentifiés par le
modèle sont corrects. Les erreurs sont principalement dues au fait que le modèle identifie
des termes homonymes des termes du domaine mais dont le contexte d’emploi n’en fait
pas une caractéristique du domaine ; l’exactitude de 81,4% traduit en moyenne, le pour-
centage de correspondance entre les compétences prédites et celles attendues . D’autre
part, le rappel de 84.32% signifie que le modèle réussit à retrouver 84.32% des caracté-
ristiques qu’on souhaitait extraire du modèle et qui ont été identifiées au préalable par un
expert du domaine informatique. Le gap au niveau du rappel est dû au fait que la règle (R)
n’est pas une règle exhaustive et ne permet pas d’extraitre tous les compétences de type
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Tableau 4. Résultat de l’extraction des compétences explicites.
Exactitude Précision Rappel F-mesure
Modèle 81,4% 96,2% 84,32% 89,86%
savoir-faire. Par ailleurs, les erreurs liées à la lemmatisation induisent le modèle à ne pas
reconnaitre des termes qui ont une même racine lexicale.
4.5. Evaluation du modèle de prédiction des compétences
implicites
Les CV ont été étiquettés en y introduisant les compétences que les candidats ont
explicitement mentionnés.
Mesures d’évaluation
Les mêmes mesures d’évaluation utilisées au niveau de l’extraction des compétences
explicites sont considérées dans cette partie. La semantique de ces mesures dans le
contexte de la prédiction des compétences implicites est la suivante :
– L’exactitude (formule 6) qui mesure la proportion des compétences prédites correc-
tement parmi l’ensemble des compétences (prédites et celles qu’on devait prédire).
– La précision (formule 8) qui mesure la proportion des compétences correctement
prédites parmi les compétences qui ont été prédites par la modèle.
– Le rappel (formule 7) qui mesure la proportion des compétences correctement pré-
dites parmi les compétences qui devaient être prédites.
Le résultat de la prédiction des compétences implicites est représenté dans le tableau 5.
Dans ce tableau, l’exactitude traduit à priori qu’en moyenne, la probabilité que le résultat
prédit par le modèle corresponde au résultat correct est de 88.6%. La précision de 92,3%
signifie qu’en moyenne, 92,3% des compétences prédites sont correctes. Le rappel de
90,5% signifie que le modèle prédit 90,5% des compétences consituant les étiquettes de
chaque exemple. Ces résultats montrent la capacité du modèle à proposer aux récruteurs
les autres compétences non explicitement mentionnées dans le CV par les candidats.
Tableau 5. Résultat de la prédiction des compétences implicites.
Exactitude Précision Rappel F-mesure
Modèle 88,6% 92,3% 90,5% 91,39%
4.6. Contribution de l’approche de détection des titres sur la
division des blocs
Le tableau 6 présente les résultats des approches de segmentation.
Tableau 6. Comparaison des approches de segmentation.
Approches Précision
Approche basée sur les titres-exemples 82.00%
Approche caractérisant les titres de façon empirique 68.82%
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Comme le montre le tableau 6 l’approche modifiée pour effectuer la segmentation
est plus précise que celle décrite dans l’article [4]. Ceci peut s’expliquer par le fait que
dans un cas, les caractéristiques des titres sont définies de manière empirique ; or dans
l’autre cas, ces caractéristiques sont extraites des titres identifiés dans le CV et donc sont
spécifiques au CV en question.
5. Conclusion et Perspectives
Cet article décrit la construction d’un modèle basé sur l’approche hiérarchique d’ex-
traction des informations dans le CV telle que illustrée dans[4] pour extraire les compé-
tences. Le CV est segmenté en sections en utilisant une version modifiée de l’algorithme
proposé dans [4]. La classification des sections a aussi été adaptée en intégrant le titre
de la section ainsi que les verbes d’action communément utilisés dans la rédaction des
CV comme caractéristiques pour la classification. Après l’étiquettage des blocs, des ca-
ractéristiques ont été extraites et utilisées pour construire un modèle de claissification
multi-label permettant de classer les CV suivant les compétences. L’algorithme de seg-
mentation modifié offre une meilleure précision dans la segmentation que la méthode de
base. Aussi, le modèle de classification multi-label a donné des résultats satisfaisants (de
l’ordre de 90%).
En perspective, il sera question de voir dans quelle mesure utiliser un réseau de neu-
rones profond ; en l’occurence le réseau de neurones convolutionnel pour extraire au-
tomatiquement les caractéristiques pertinentes dans le but de faire de la prédiction. En
effet, les filtres utilisés dans les réseaux de neurones convolutionnels peuvent permettre
d’identifier automatiquement les termes ou compétences de base qui caractérisent chaque
compétence.
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