Abstract
I. INTRODUCTION
RINCIPALsurfaces (PS) and curves [l] are non-P linear generalizations of principal subspaces and principal components, respectively. Due to its nonparametric definition, the PS faces three major problems (1) there exists no general approach for computing PS of more than one dimension, (2) all data points are required to define the PS, (3) theoretical analysis of higher dimensional PS is difEcult. To solve the first two problems, r e searchers have considered using the self-organizing map (SOM) [2] as a discrete approximation to the PS[3][4]. However, the SOM lacks one key property of the PS; the minimum mean square error property, which states that the average projected distance from data to the surface (not the nodes) is minimized. This paper addresses this deficiency by formulating the PS as a constrained generative topographical mapping (GTM), termed probabilistic principal surface (PPS). The GTM [5] is itself a probabilistic interpretation of the SOM. For the special case (1-D) of the PS, a simpler formulation based on the constrained mixture of Gaussians (MOG) is also proposed, termed the probabilistic principal curve.
The problem of dimensionality reduction can be stated as follows : given N sample vectors {yl, . . . ,YN} C_ RD, find a mapping 7 : RD -t RQ such that 7'Yn) = x, V n = l , ..., N where constants D and Q denote the dimensionalities of the original and reduced latent space, respectively.
For visualization, Q is limited to 2 or 3, otherwise Q << D. Associated with 7 is another transformation 7-l that approximately recovers the original data as follows
The transformation 7 can be derived by optimizing one of several possible criteria such as maximum likelihood or minimum mean square error (MSE). Principal component analysis (PCA), for instance, computes a linear transformation 7 that minimizes the MSE.
The problem becomes more complicated for nonlinear transformations, such as the ones considered here, b e cause definitions such as "minimum" MSE are meaningful only when considered alongside with a second criterion such as smoothness. In this paper, the empirical MSE, defined as will be computed along with a discrete smoothness measure R, defined as the average angular variation of adjacent linear manifold segments, which for a piecewise linear curve f (z) is 
PROBABILISTIC PRINCIPAL CURVES (PPC)

A. The TIB algorithm
A probabilistic formulation of the principal curve was proposed by Tibshirani [6], who considered the principal curve as a smoothed MOG along a 1-D manifold (Q = 1) in EtD space. Under this framework, each component density is defined by the conditional Gaussian probability of y given z, with mean f (z), covariance (z), and mixing probabilities P (z). The log likelihood can then be expressed as N from which the standard closed-form ExpectationMaximization (EM) [7] solution for MOG can be derived. However, since there is one component Gaussian for each data point, the penalized log likelihood is used instead to avoid interpolating solutions, where c1 and c2 denotes the start and ending latent variables on the principal curve and is a smoothing constant for each dimension. Maximizing the expected value of equation (3) results in the generalized EM iteration procedure which alternates between the computation of the responsibility matrix in the Estep and the computation of the cubic-spline smoothed centers f (z), covariances E (z), and mixing probabilities P (z) in the Mstep, the details of which are omitted for brevity. For the latter of this paper, this algorithm will be referred to as the TIB algorithm.
B. The oTIB Algorithm
The TIB algorithm does not make use of data projections onto the curve. As can be seen from the example in figure l(a), points are considered equidistant from the node regardless of their projected locations on the manifold. Consequently, the TIB algorithm lacks a key property present in the original principal curve algorithm[l], i.e. at each iteration, data points projecting near a principal curve node have higher influences on that node than points projecting further away from it.
In order to approximate this property, we propose the oTIB algorithm which modifies the TIB algorithm by orienting the covariances to lie orthogonal to the manifold gradient at each node with variance in the manifold gradient direction attenuated. Assuming a spherical Gaussian model, the covariance at each node f (z) can be constrained during the Estep as follows: (4) where (Y is the attenuation factor which determines the amount of "clamping" in the direction of the manifold gradient, p is the current inverse isotropic variance estimate, ID is the D-dimensional identity matrix, and Observe that equation (4) now depends on the manifold gradient, which is usually approximated by the first- covariances, which will in turn be used to compute the responsibility matrix. In summary, the Estep uses a oriented full covariance matrix whilst the M-step assumes a spherical covariance matrix. The overall procedure no longer fits into the generalized EM framework and therefore convergence cannot be guaranteed, nevertheless we have not observed any convergence problems in practice.
Example 1: Both the TIB and oTIB algorithms were used to compute the principal curves of a 2-D toy dataset comprised of 100 training and 100 test sample points miformly generated within a ring of inner radius 0.5 and outer radius 1.5. The parameters used, where applicable, were X = 0.001, CY = 0. 
C. The GTM Algorithm
The 
is the vector containing L basis functions of urn. The basis functions are usually spherical Gaussians, the number of which determines the complexity of the mapping.
A sample y in data space is associated with M Gaussian conditional probability distributions with a universal spherical variance parameter 1/P, dl (urn)
d~ (urn)
Let GTM{Q} abbreviate the GTM model of latent dimensionality Q, e.g. GTMl denotes a l-D GTM.
D. The oGTMl Algorithm
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which is not present in the TIB algorithm, and that the former is a simpler model and thus provides better gen-By virtue of the simplicity of the GTM, it is straighteralization. The affect of regularization can be seen even forward to extend the modification in equation (1) to in cases involving no orientation; the GTMl achieved a p probabilistic principal surfaces of arbitrary dimensionalproximately the same training MSE as the TIB at the ity Q. The modification for general Q is simply same smoothness factor, but a significantly lower test n MSE. 
GTM1
A . 2-D Probabilistic Principal Surfaces
The GTM crudely approximates the distance (error) the nearest node, which is fine under a spherical covariance model. However, in order to appreciate the merits (lower MSE) of an oriented GTM algorithm, the distance of a data sample to its nearest projection on the manifold should be computed instead. in each latent dimension on the 2-D manifold. For instance, to approximate the distance from a point to a 5 x 5 2-D manifold, it is first projected to the 5 curves in data space corresponding to the 5 horizontal nodeconnecting lines in latent space, followed by projection to the 5 curves in data space corresponding to the 5 vertical node-connecting lines in latent space. The minimum of these 10 measurements will be taken as the estimate of the MSE of that point to the manifold. Here, the oGTM2 again achieved lower training and test MSE, although the performance gain of the oGTM2 decreased with increasing model complexity (L). In this case, neither the GTMZ nor the oGTM2 were observed to converge to a poor local minima, but convergence speed for the oGTM2 was again twice as fast with laver variance cornpared to the GTM2. 
OGTM
The experiment for each dataset was repeated 100 times, each time with a randomly permuted 50/50 training/test that each data point can be accounted for by a nearby PS node, the oGTM2 will not better the GTM2. The same effect, though not as severe, can be observed for the GTMl and oGTMl for smaller values of M, where the performance advantage of the oGTMl diminished. Convergence speed for the oGTMl and oGTM2 was again twice as fast as their unoriented counterparts.
Results for the glass dataset are shown in figure 7 , from which it can be seen that the oGTM2 performed better than the GTMS for M as small as 36. 
I i a r g e~. test MSE compared to the GTMl over a range of M , whereas the oGTM2 performed slightly better than the GTM2 only when there are enough number of nodes, i.e. M = 64 N N . This is expected because a node on the oGTM2 surface is much more localized compared to one on the GTM2 with spherical variances. Therefore unless there are enough nodes on the surface such For the case of principal curves (Q = l), one might wonder how well a TIB algorithm with full covariances will perform in comparison to the proposed 1-D algorithms.
In general a MOG model with full covariance matrix does not give good results due to the significant increase in complexity [l2] . As a matter of fact, in other experiments performed, it was found that the TlB algorithm with full covariances was unable to converge to a cor- rect solution after multiple trials with different initializations.
The decision of choosing between the oGTMl and oTIB algorithms depends on the data. The oTIB algorithm offers the flexibility of a local noise model for each node and is suited to data with localized noise variance. On the other hand, the oGTMl algorithm offers a highly flexible choice of manifold contigurations, better generalization performance, and lower computational requirements.
Experimental results for 2-D principal surfaces indicate that the amount of improvement of the oGTM2 over the GTM2 is dependent on the resolution M of the manifold. Alternatively, the attenuation factor Q can be increased when M << N so that each oriented node can account for a larger neighborhood.
It has been noted in [SI that the TIE3 formulation is equivalent to the original principal curve formulation when the support of each node lies along the projection line orthogonal to f (z) at x. In fact, this condition can be approximated and generalized to PS of arbitrary dimensionality Q rather nicely by equation (5) as Q --f 0. In practice, Q needs only to be set to a small number determined by the resolution of the manifold.
VII. CONCLUSION
dence to the use of the oGTM and oTIB as approximations to the PS. Further, the oriented algorithms were able to consistently achieve a convergence speed-up by a factor of 2. In general, the benefit gained from the convergence speed-up is worth the extra computation effort of the gradient. This is especially true when dealing with very large datasets.
In this paper, it has been demonstrated conceptually and empirically that manifolds computed with the proposed modified algorithms oGTM and oTIJ3 can achieve lower training and test MSE compared to the plain GTM and TIB algorithms, respectively. This lends further cre-
