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ABSTRACT 
This study considers a number of mechanisms by which the 
energy balance of the mesosphere and lower thermosphere (50 Km to 
120 Km) is maintained. 
gated: absorption of solar radiation at wavelengths below 3000A; IR 
radiative transfer of C02( 15p bands), 0 3 ( 9 .  6p bands), and O(63p line); 
chemical recombination of 0 and 03; dissipation of atmospheric tidal 
The following physical processes are investi- 
0 
oscillations and gravity waves; and molecular and eddy thermal t rans-  
port. 
A major consideration of the study is the role of vertical eddy 
transport in the overall energy budget of the mesosphere and lower 
thermosphere. 
flux necessary to achieve an  equilibrium thermal state. 
on the quantitatively similar eddy transport estimates used in many 
recent compositional studies. 
Eddy transport coefficients a r e  estimated from the heat 
This is based 
A global scale model is derived as a geographical and seasonal 
average of the thermal structure and processes at  these levels. 
influence of uncertainties in several of the physical processes considered 
on the required thermal transport a r e  examined. 
the ozone concentration has a major effect, however, the empirical 
kxpression adopted leads to reasonable eddy transport values. Above 
the mesopause the chief uncertainty is the upward flux of tidal energy 
estimated by Lindzen (1967). 
pated above 120 Km, redistributed latitudinally, and to appear a s  a 
hemisphere average downward heat flux at 120 Km. 
transport is too large; this leads to the conclusion that the bulk of the 
The 
Below the mesopause 
The tidal energy is assumed to be dissi-  
The resulting eddy 
xxi 
tidal energy flux must be either reflected or dissipated at heights below 
about 100 Km. 
Thermal models a r e  also presented for individual latitude 
cases  for solstice and equinox conditions. Hemisphere contours of net 
radiative and chemical heating ra tes  a r e  presented for each season, 
along with vertical eddy transport required to achieve energy balance. 
A s  anticipated, the effects of meridional circulation a r e  apparent in 
these results, especially at high latitudes. The integral (column) heat - 
ing imbalance attributable to circulation, and other large scale dynamic 
processes not included, is estimated from the integral radiative and 
chemical heating and the thermal flux based on the eddy transport 
coefficients from the global scale model. 
xxii 
CHAPTER 1 
INTRODUCTION 
1.1 GENERAL INTRODUCTION 
This study examines a number of physical processes which 
contribute to the thermal structure of the mesosphere and lower 
thermosphere ~ 1 The role of eddy transport in the overall energy 
balance of this region is quantitatively evaluated through a simple 
vertical transport model. Estimates a re  made of the heat transported 
by large scale horizontal and vertical motions not specifically included 
in the present study. 
high latitudes, in accord with ear l ier  studies. 
These a re  shown to be important especially at 
1, 2 HISTORICAL BACKGROUND 
The structure of the mesosphere and lower thermosphere was 
only rather tentatively known before instruments could be taken to these 
heights. 
me sosphere came from density determinations of Lindeman and Dobson 
(1 92 3) obtained from photographing visible meteors. 
indication was the consistent observation of noctilucent clouds at heights 
of 80-85 Km, strongly suggesting a correlation with atmospheric structure. 
Humphreys (1 933) ice crystal hypothesis qualitatively identified the deep 
temperature minimum at these heights especially at high latitudes in 
summer. 
Early observational evidence of the gross  structure of the 
A second early 
'In this study this region is assumed to be bounded by 50 Km and 
120  Km. 
1 
2 
3 
In situ measurements in the mesosphere and lower thermosphere 
became possible for the first time in the late 1940's when sounding rockets 
became available for atmospheric research. It is extremely difficult to 
measure temperature directly at these levels, therefore it is customary 
to infer the temperature from measurements of pressure o r  density. 
procedure was subject to relatively large uncertainties in the mean molecu- 
l a r  weight above the mesopause in this early period. Many of these early 
measurements were crude according to present standards as  indicated by 
the evolution of early atmospheric temperature models, which a re  shown 
in Figure 1. 
This 
Atmospheric sounding have become more numerous over the years  
so  that by the 1960 ' s  temperature data became available with fairly wide 
latitude and seasonal coverage. 
evolved and in situ composition measurements led to improved estimates 
of the mean molecular weight, both factors contributing to significant de - 
creases in the uncertainty in the temperature. 
increased it was possible to obtain a c learer  picture of the temperature 
structure of the mesosphere and lower thermosphere. 
were found to occur with latitude and season, especially near the poles 
(see Figures 24 and 251. 
a re  particularly interesting. 
found predominantly at the dark winter pole, while the coldest mesopause 
temperatures a re  usually measured at the continuously sunlit summer pole. 
These findings a re  in sharp contradiction with the radiative processes. 
Temperature irregularities o r  perturbations, on the order of 5 -25'K over 
During this period measurement techniques 
A s  confidence in the data 
Significant variations 
The extremes of temperature at the mesopause 
The warmest mesopause temperatures a r e  
4 
a few kilometers height range, a r e  often observed especially near the winter 
pole. 
and latitudinal variations. 
estimated to be of the order of hours. 
relatively few ser ies  of measurements made close to one another in space 
and time. 
These features a re  superimposed upon the more moderate seasonal 
The lifetimes of typical irregularities a r e  
This is based upon results from the 
Several important theoretical studies have been made to determine 
radiative sources and sinks of energy in the mesosphere and lower thermo- 
sphere in an attempt to understand the undisturbed thermal balance (Murgatroyd, 
1957; Murgatroyd and Goody, 1958; Kuhn, 1966, and Kuhn 1968). These 
studies showed that in general in the region between about 30 Km and 95 Km 
the atmosphere is relatively near radiative balance at low and mid-latitudes. 
The radiative imbalances of the winter and summer poles a r e  also apparent 
in these studies. 
Further steps in describing the structure of the mesosphere and 
lower thermosphere came with studies of motions. 
examined existing wind and temperature data through the thermal wind r e -  
lation and found them to be reasonably consistent. Hines (1960) identified 
certain wind profile characteristics as gravity waves and showed theoret - 
ically that certain modes could indeed propagate into and through this 
atmospheric region from the lower atmosphere A comprehensive study 
of atmospheric tides by Lindzen (196'7) showed that the amplitudes of the 
wind and temperature oscillations would be large at the mesopause and 
above, especially at low latitudes. 
of tidal energy would have a maximum value of 7 e rgs /cm / s e c  near the 
Murgatroyd (1 957) 
Lindzen estimated that the upward flux 
2 
5 
equator and if little or  no dissipation were present below 100-120 KM, 
this would represent a very large thermospheric heat source.' Simple 
circulation systems in the meridional-vertical plane have been modelled 
by Murgatroyd and Singleton (1 961)  and Leovy(l964). These studies were 
concerned with the region between about the tropopause and 80 Km and 
considered the basic differential radiative heating. In general the results 
indicated ascending motion over the summer pole, northward flow in the 
mesosphere, and subsidence over the winter pole. 
Although each of these features of the overall dynamics can be 
modelled separately, in principle at least, it remains a formidable challenge 
to evaluate their combined effect. 2 A very simple vertical eddy transport 
approach is useful in overcoming this difficulty. Johnson and Wilkins (1 965) 
provided a key step by estimating an upper limit of the vertical eddy t rans-  
port of heat from the energy imbalance, which w a s  further refined by Johnson 
(1 968). These results complemented the ear l ier  estimates of eddy diffusion 
from stability arguments made by Lettau (1951) and the values used in com- 
positional studies in the mesosphere and thermosphere by Colgrove, e t '  a1 
(1 965, 1966), Shimazaki (1 967, 19681, Hesstvedt (1 968), Shimazaki and 
Laird (1970) and Anderson (1970).  Thus it became possible to find some 
very general basis of agreement that vertical eddy diffusion of a magnitude 
5 7 2  of the order of 1 0  to 1 0  cm / sec  could provide both the necessary thermal 
transport and macroscopic mixing consistent with the average thermal and 
compositional structure of the mesosphere and lower thermosphere. 
'This subject is discussed at length in chapters 2 and 5; also not& that 
the value of energy flux from tides quoted is nearly an order of magnitude 
larger  than that due to the average absorption of solar energy above 120  Km. 
2This is generally defined a s  relatively small  scale, random motions 
and is known variously a s  mixing, turbulence, or eddies. 
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1 . 3  STATEMENT OF THE PROBLEM 
It w a s  decided to further investigate the premise of Johnson and 
Wilkins (1 965) and Johnson (1 968) that vertical eddy transport can balance 
the gross heating and cooling processes in the mesosphere and lower thermo- 
sphere. It was hoped that this simple eddy concept might prove successful 
in representing the average transport properties of the large scale, inter-  
acting, dynamic modes discussed above, which w e r e  not specifically in- 
cluded. Also central to the approach was the assumed separability of a 
long term mean thermal state from local (in space and time) perturbations, 
which together a re  the measured atmospheric structure. 
thermal state was adopted a s  the basis for each of the thermal models con- 
sidered. 
presented including the principal heating and cooling mechanisms, both 
radiative and chemical, molecular and eddy thermal transport, and the 
derivation of the appropriate energy (conservation) equation. 
An assumed mean 
In Chapter 2 the general formulation of the thermal model is 
A global scale thermal model is formulated and discussed in Chapter 
3. 
this atmospheric region for the entire earth, a s  a seasonal and geographical 
mean. This approximation is quite useful in averaging out horizontal 
variations in the model and the bulk of the effects of the neglected dynamics. 
Thus, it w a s  for this thermal model that the most meaningful values of 
average vertical transport were calculated. 
processes included a re  discussed and the corresponding uncertainties for 
the model a re  presented. 
model a r e  presented in Appendix G. 
The global model approximates the average properties and processes of 
The uncertainties in the physical 
The response characteristics of the global scale 
7 
In Chapter 4 the energy budget of the mesosphere and lower 
thermosphere w a s  considered for various seasons and latitudes. The 
distribution of heat sources and sinks is presented, a s  is the vertical 
transport necessary to balance them. 
balance was calculated in order to estimate the heat transported by the 
large scale motions not specifically contained in the model. 
is the sum of contributions both from the integrated net heating ra tes  and 
the thermal fluxes based upon the global scale vertical eddy transport 
coefficients adopted in Chapter 3. 
An integral (column) heating im- 
This quantity 
Discussion, conclusions, and recommendations for future work 
a re  contained in Chapter 5. 
CHAPTER 2 
THERMAL MODEL 
2 . 1  INTRODUCTION 
In this chapter the principal processes which determine the 
global energy balance of the mesosphere and the lower thermosphere 
a r e  discussed and incorporated into an appropriate energy (conser - 
vation) equation. The processes considered were the following: local 
deposition of absorbed solar UV energy (solar heating rate); IR 
radiative transfer by C02(15p bands), 0 3 ( 9 .  6p bands) and O(63p line); 
chemical recombination of 0 and 03; dissipation of atmospheric tidal 
oscillations; and vertical thermal transport by molecular and eddy 
t her mal conductivity . 
A general formulation of the energy equation is presented in 
the first part of the chapter including the adoption of pressure coor- 
dinates and boundary conditions. 
calculations of molecular thermal conductivity and specific heats. 
last  part of the chapter describes the calculations of the various heating/ 
cooling rates included in the thermal model. 
2 . 2  THE ENERGY EQUATION 
2 . 2 . 1  General Formulation 
This is followed by discussions of the 
The 
In this section the equation of conservation of energy wi l l  be 
formulated following Haurwitz (1941). 
system with the z-direction ($1 pointing outward from the ear th 's  center. 
Assume also that mean motions a r e  described by a generalized velocity 
rX-=k;Ui= 9(W and (viscous) frictional forces are described by 
Assume a Cartesian coordinate 
A 
a 
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If the equations of conservation of momentum 
a r e  derived in the usual way and then each is multiplied by its respec- 
tive velocity component and finally these three equations a r e  added 
together, one obtains: 
where g is the local gravity, 4( is the specific volume (inverse of the 
mass  density) and 
as 1 ( ~ ,  the kinetic energy per unit mass  and 9% a s  p!& , the 
is the local pressure. We can denote Cb*+VfcJ",/z 
potential energy 
a more compact 
per unit mass ,  Equation ( 2 . 2 .  1) can be written in 
* form as :  
The first law of thermodynamics can be written as:  
( 2 . 2 . 2 )  
( 2 . 2 . 3 )  
is the heat per unit mass, is the internal energy per unit 
mass, and is the enthalpy per unit mass.  By the definitions of the 
specific heats at  constant volume and constant pressure, 9 
respectively, Equation ( 2 . 2 .  3) becomes: 
( 2 . 2 . 4 )  
Choosing the second form of the above equation and adding it to  Equation 
( 2 . 2 . 2 )  we get the total (macroscopic and microscopic) equation of con- 
servation of energy in te rms  of the temperature rate of change as :  
10 
The total derivatives in the above a r e  the sum of the local and con- 
vective ra tes  of change: 
(2.  2 .6)  
-1 Thus Equation ( 2 . 2 . 5 )  becomes: 
The complexity of the above and our meager knowledge of the interaction 
of the large scale motions necessitated a simpler approach to the problem. 
Instead of dealing with the motions, 
3 
directly, a vertical flux of heat 
was assumed to characterize the overall energy transport. The heat flux 
becomes part of the general heating term: 
(2.2.8) 
T o 7 h ~  is the total heating rate (per unit volume) and orfir is 
the vertical heat flux composed of both molecular and eddy components, 
a s  discussed below. 
'The heating te rm is not expanded because is not an exact 
differ entia1 e 
11 
A 
A s suming and anticipating the adoption of constant 
1 pressure coordinates it w a s  assumed that - 0 .  Thus the energy 
equation can be written as: 
ai 
(2.2.9) 
where the last t e r m  is the rate  of change of p +  . 
2.2.2 Molecular and Eddy Thermal Transport 
In the smallest scales, individual molecular motion, the heat 
flux can be expressed by Fick 's  Law: 
(2.2.10) 
is the molecular thermal conductivity. The method of calcu- 
lating the molecular thermal conductivity used in this study is discussed 
later in this chapter. 
Between the molecular scales and those of the mean motions a r e  
the random motions that were characterized as eddies. The t e rms  
eddies and eddy transport a r e  adopted for descriptive purposes and 
should not be thought of exclusively as pertaining to the classical  con- 
cept of turbulence. A l l  that is known is that a process o r  processes 
effectively mix the mesosphere and lower thermosphere transporting 
both constituents and heat a To what extent tidal os cillations, gravity 
waves, o r  other phenomena may contribute to this process is unclear 
at this time. 
1 This assumption is necessary in achieving a simple formulation 
of the energy equation, however, implicit in the neglected 
t e rm is the t ransfer  bet ween potential and kinetic energy for  the 
atmosphere as a whole (Wiin-Nielsen, 1968; 1970). 
1 2  
In the simplest mixing length formulation the eddy heat flux 
may be written as:  
(2 .2 -11)  
W h e r e p  is the (mass) density, is an eddy velocity, 2 is the L 
- h z  mixing length, and the ba r s  denote averages over 1 so that ,at may 
be taken a s  the (mass) density and heat gradient of the undisturbed 
background gas. (WE 2) is denoted by f (9 the eddy diffusion coefficient 
(Cm / s e e )  ~ 
I
2 
The heat gradient may be written as: 
(2.2.12)  
is the entropy per unit mass, is the gas constant (8.31342 x 
l o 7  e rgs / (gm mole) /OK), is the mean molecular weight, and d k p / > t  
w a s  assumed from the hydrostatic equation, where is the 
atmospheric scale height (R Thus the eddy heat flux is: 
(2 .2 .  13) 
hermal conductivity (ergs / 
cm/sec/OK). 
The total heat flux can now be approximated as: 
13 
and Equation ( 2  a 2.  8) becomes: 
( 2 . 2 .  14) 
(2 .2 .  15) 
2 .2 .  3 Pressu re  Coordinate System 
In meteorological studies of the troposphere and stratosphere 
pressure is generally used as the vertical coordinate, and recently a 
pressure coordinate has been used in thermospheric studies as well 
(Mahoney, 1966; Lagos, 1967).  The major reason for adopting a 
pressure coordinate in the present study was that the major physical 
processes in the atmosphere effecting the thermal state a r e  much more 
closely tied to pressure surfaces than to height (-2) surfaces. 
The vertical coordinate chosen w a s  the natural logarithm of p,  
the pressure,  denoted by Zp 
by the following relations: 
The derivatives oft and zP a r e  related 
( 2 . 2 .  16) 
These derivatives can be applied to the energy equation, Equation 
(2 .  2,15), which becomes: 
14 
(2 .2 .17)  27- s= 
where the potential energy t e rm has been incorporated in the above 
through an  approximation, discussed in Appendix A,  which has the 
form: 
(2 .2 .  18) 
In evaluating Equation ( 2 . 2 .  17) it w a s  assumed that A , the molecular 
thermal conductivity, w a s  far more sensitive to temperature changes 
than to the relatively small rate of change of composition with height 
encountered, thus : 
(2 .2 .19 )  
Further the temperature dependence implied in Equation (2.3. 3) is used 
to approximate the derivatives of 
- h  
27 
- - -  
(2 .2 .20)  
where w a s  considered a constant. With these assumptions Equation 
( 2 . 2 .  17) becomes: 
( 2 . 2 . 2 1 )  
P 
Thus we a r e  dealing with a second order non-linear partial 
differential equation, of form: 
15 
with variable coefficients, given by: 
( 2 . 2 . 2 2 )  
(2.2.23) 
In order to study atmospheric response in r ea l  time Equation 
(2 .  2 .22 )  w a s  approximated by a stable, implicit finite difference scheme 
described in Appendix A .  
2.2.4 Boundary Conditions 
Two boundary conditions must be supplied for Equation (2 .2 .  22),  
discussed in Appendix A in t e rms  of the necessity of specifying the tem-  
perature at  points just above and below the nominal boundaries at 50 Km 
and 120 Km. Some physical justifications for the choices of boundary 
conditions a r e  discussed in this section; the actual formulation of the 
boundary conditions into the numerical model a r e  described in Appendix A .  
In choosing a boundary condition for the 120 Km level it is useful 
to briefly consider the gross thermal structure of the thermosphere. 
Thermospheric thermal studies ( see  for example Mahoney, 1966; Lagos, 
16  
0 1 1967) show that the net heating rate  in K/day is a monotonically 
decreasing function of altitude between about 200 -300 Km and the 
mesopause. The rate of decrease of the net heating rate is near 
maximum at 120 Km. 
region near 120 Km is more sensitive to the relatively large down- 
ward flux of heat than to the comparatively small  local heating rate. 
Thus the boundary condition chosen was  a constant specified heat 
flux at 120 Km. 
and the temperature derivative at that level (see Appendix A. ) 
A s  a result  the local thermal state in the 
This of course places restraints on the temperature 
The net heating ra tes  near 50 Km a r e  small  reflecting a near 
balance between radiative heating and cooling. 
sents a potentially large restoring force acting to drive the temperature 
toward an effective radiative equilibrium value (usually estimated to be 
not far from average measured values). Thus the tendency of the 
temperature at 50 Km to remain fairly constant over time periods 
shorter than those associated with normal seasonal changes is suggested. 
This argument tends to justify the convenient assumption of a constant 
temperature lower boundary condition. 
condition has  the effect of reducing a l l  atmospheric response to zero in 
This balance repre  - 
Unfortunately, this boundary 
'It is customary for discussion pur  oses  to express heating and cooling 
ra tes  in the units of OK/day in meteorological studies, while in aero-  
nomic studies the common unit is ergs/cm3/sec.  
by the following expression: Q(OK/day)=Q(ergs/cm3/sec) / p  C p  x86400 
where Q is a general heating/cooling rate, p and Cp have their usual 
meanings, and 86400 is the number of seconds per day. &(OK/day)may 
be thought of as the initial response of t e temperature profile to the 
general heat source or  sink, Q(ergs/cm / s e d ,  i f  it were the sole pro- 
cess  effecting the thermal state. 
The two a r e  related 
3 
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the limit a s  the constant temperature point is approached. 
however, the effect is essentially limited to the region below about 60 
Km and has  little effect in the upper mesosphere o r  lower thermosphere. 
This limitation is merely an operational aspect of the problem since if  
the atmospheric response down to 50 Km were required one would for  
example adopt a model with a lower boundary at 35 Km or  40 Km. 
These boundary conditions may be summarized as: 
In practice, 
(a) at upper boundary: 
- (2.2.24) 
(b) at lower boundary: 
(2. 2. 25) 
? = 7-/0wer bDlAMdar 
2 . 3  PARAMETER SPECIFICATION 
2. 3. 1 Molecular Thermal Conductivit y 
The temperature dependence of the molecular thermal conduc - 
tivity has been measured extensively for  sea level atmospheric conditions 
(Hilsenrath, et at, 1955), and this data may be conveniently approximated 
by the following empirical expression (U. S. Standard Atmosphere, 1962): 
(2.3.1) 
This expression is probably a very good approximation to 
the mesospause above which compositional changes must be taken into 
account. 
18 
It is also possible to calculate the value of f o r  pure atomic 
oxygen, a limit the composition approaches in the upper thermosphere, 
with the expression given by Dalgarno and Smith (1962):  
(2.3.2) 
It is reasonable to assume that a s  the atmospheric composition 
varies from predominantly N2 and O2 at sea level to predominantly 0 at 
several hundred kilometers the molecular thermal conductivity will  vary 
between the values estimated by Equations (2 .  3.  1) and ( 2 . 3 . 2 )  respec- 
tively. A very general expression f o r  
mate kinetic model (Jeans, 19251, which takes the composition directly 
may be derived from an approxi- 
into account: 
(2.3.3) 
where k is Boltzmann's constant, PI ; and r"l; a r e  the concentration and 
molecular mass  (in grams)  of the it' constituent and ai is the vis- 
cosity c ross  section for collisions between the Lf i  and jth constituents. 
The major difficulty with this expression is the lack of knowledge of the 
necessary c ros s  sections. Nevertheless, certain assumptions seem 
qualitatively reasonable and were adopted. 
Because of the similarity in size and mass  between the N2 and 
O2 molecules the following rough approximat ion was made: 
(2.3.4)  
19 
then with the aid of Equations (2.  3. 
f ollo wing : 
1) and (2. 3. 3) we estimate the 
(2.3.5) 
Similarly f rom Equations (2.3.2) and (2.  3. 3) we estimate that: 
do02 K& 
(2.3.6) 
em’ - OQ2.l = 7.93 xlo-ig 7- 
These estimates of 8 3 ,  and dooare shown in Figure 2. Also shown 
in this figure is the value for: 
(2.3.7) 
which appears to be a particularly good approximation at the temperatures 
usually coincident in height with high 0 concentration. 
In t e rms  of the above, the adopted expression for the calculation 
The molecular thermal conductivity calculated with the expression 
above for the composition given in Appendix B and the temperature 
profile adopted in Chapter 3 (and shown in Figure 10) is shown in  
Figure 3. Also shown is as calculated from Equation ( 2 .  3. 1) 
20 
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e 
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and the same temperature profile. 
sions of Equations (2. 3. 1) and (2.  3. 8) becomes even greater in the upper 
thermosphere. 
2.3.2 Specific Heats, C and Cv 
The difference between the expres- 
P 
The general expressions for the specific heats in t e rms  of the 
effective number 
the following: 
of degrees of freedom at temperature T, 
I 
(2 .  3.9) 
Three translational degrees of freedom are obviously applicable and 
the rotational modes of all multi-atomic species are fully excited, as 
well, under atmospheric conditions. Thus for f C$we adopt: 
(2.3.10) 
In addition vibrational modes for N2 and O2 can be excited at somewhat 
higher temperatures. The following were adopted as given by Davidson 
(1962) : 
(2.3.11) 
23 
In calculating specific heats all attainable energy states should 
in principle be included. 
overlooked in previous atmospheric studies is the triplet ground state 
of atomic oxygen, O(3f$); with energies: €('e> = GZ = 0 > ec3c> = 4, 
o*omev Srnd E@pO) = eo = D*02*M The populations of the three J levels 
a r e  given by the partition functions, 
One such mode which seems to have been 
( 2 . 3 . 1 2 )  
where 1\/5 is the population of the 3' level and dj is the multipli- 
city (or statistical weight) of that level, W-5 = 2s-t ' 
amount of specific heat, cu C'P), is appropriate for 0 because these 
upper states C 'PI 
Denoting the additional specific heat per molecule by: 
. An additional 
can be populated at rather low temperatures. 
is the ensemble averaged energy: 
From 
where: 
Equations (2 .  3. 12) and ( 2  
( 2 .  3.  13) 
( 2 . 3 .  14) 
. 3.  14) we get: 
( 2 . 3 .  15) 
( 2 . 3 .  16) 
24 
Thus the additional degrees of freedom for 0 for the triplet ground 
(2.  3. 17) 
The energy associated with the fine structure levels of the 
triplet ground state of atomic oxygen is about one tenth the average 
translational energy at 100°K and becomes 8n even smaller fraction 
at  higher temperatures; a s  shown in Figure 4a. The temperature 
dependence of 
0 
$ 3 ~  cT)is shown in Figure 4b. 
The complete expression fo r  the specific heat at constant 
pressure used in this study is: 
where vu, ~ 30% ~ '60 a r e  the volume mixing ratios of NZ' 02, 0, 
respectively. 
The altitude dependence of C fo r  the temperature profile of 
P 
Figure 10, and composition given inAppendix B., is shown in Figure 5. 
2.4 SOLAR HEATING RATE 
The solar heating rate  refers  to the rate at which energy removed 
from the solar UV energy flux is deposited locally in the atmosphere. 
The absorbing constituents considered were N2, 02, 0, and 03, with O2 
and O3 being the most important between 50 Km and 120 Km, At  50 Km 
25 
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and above solar  radiation at  wavelengths above about 3000 is only 
absorbed to a negligible extent and has been ignored. In the general 
case the absorption of a photon at wavelengths below 3000 A does not 
0 
lead to the local deposition of the full photon energy and thus heating 
efficiencies which were in general wavelength and altitude dependent 
had to be estimated for each constituent. In the first part of this 
section the general formulation of solar heating rate  is presented. 
The r e s t  of this section is devoted to discussions of the absorption 
processes  and estimates of heating efficiencies. 
2 .4 .1  General Formulation 
The solar  heating rate at height z for a local zenith angle 8 
(measured from the vertical) can be expressed from Beer ' s  law as: 
where: is the photon energy at wavelength A , in ergs;  
'top' of the atmosphere, in photons/cm2 /sec/X;  
is the heating efficiency of the ith constituent at 
wavelength and altitude z, (dimensionless); 
is the concentration of the ith constituent at 
altitude z, in ~ m - ~ ;  
is the absorption c ross  section for the ith con- 
stituent at wavelength 
is the column density of the ith constituent at 
altitude z ta n along the atmospheric path at 
, in cm-2 (see Appendix C for 
details) 
32 is the solar photon flux at wavelength at the 
h 
c ' c2l 
'htcz) 
, in em2; and 
28 
The above expression w a s  evaluated by a numerical scheme for the 
range 31 A 2 
0 0 
3000 A, The details of the numerical approximation 
used as well as tabulated values of the relevant inputs a r e  found in 
Appendix D. 
2.4.2 Molecular Oxygen 
The absorption of UV radiation by O2 at wavelengths below 
2424 A was  assumed to  result in the following photodissociation 
0 
processes: 
(2.4.2) 
(2.4. 3) 
Equation (2.4.2) corresponds to absorption within the Herzberg con- 
tinuum and the Schumann-Runge band system, which is thought to be 
a t  least 99% pre-dissociated (Hudson, et al, 1969). Wallace and 
McElroy (1966) discussed the dissociation products energetically 
possible f o r  
0 
4 1750A, and listed the following: 0c3p)+ Oc'Ohfor 
0 0 0 
C 1751A; OC'b)+OC'Q)for h C 1371A; OC3pJCOL'S)f~r A L 1334A; and 
0 
oc'b)+ DcS)for A C 1102A. Their findings a s  wel l  as those of Volman 
(1963) indicated that Equation (2.4.3) is probably the dominant process 
for  the Schumann-Runge continuum (1250A 1750A). The neglect 
of ionization fo r  
0 0 
102'7% is not felt to  be significant because the net 
solar UV flux at  these wavelengths is small, and because the majority 
of the ionization takes place above 120 Km. 
29 
Thus in the lower thermosphere the principal means of depositing 
The photon solar UV energy a r e  assumed to be the above two processes. 
energy released in these processes is stored in three parts, in general. 
First there is the dissociation energy of about 5. 12  ev per molecule 
common to both processes. Above about 100 Km recombination (O+O+M 
-+02+M) proceeds much slower than dissociation and a net downward 
flux of atomic oxygen results (Colgrove, et al, 1965, 1966). In the 
present study we consider the liberation of this energy upon recombination 
as a separate energy source. The second form of energy is the 1.96 ev 
of excitation energy of O( D). An O( D) may be de-excited by either of 
the following processes: 
1 1 
(2.4.4)  
1 The lifetime of the O( D) state against radiative decay, Equation 
(2.4.41, is about 110 see. so that this process is only important in the 
upper thermosphere. 
(2.4.5), is predominant throughout the mesosphere and lower thermos- 
phere. 
f 0110 w s : 
Quenching, the process indicated in Equation 
Estimates of the rate  coefficient for Equation (2.4.  5) a r e  a s  
(2 .4 .6 )  
30 
as  given by Hunten and McElroy (1966), McGrath and McGarvey (1967), 
Snelling and Blain (1967), Young and Black (1967), Young, et  a1 (1968), 
Peterson and Van Zandt (1969), and Noxon (1970). 
abundance N2 must be the dominant quenching molecule. 
of quenching wi l l  be discussed below. 
Because of its 
The outcome 
The third form of energy common to both Equations ( 2.4. 2) and 
(2.4.3) is the excess kinetic energy shared by the resulting oxygen 
atoms. Of the three it is the most likely form of energy to  be immedi- 
ately converted into local thermal energy. Thus two of the three forms 
of energy associated with the processes of Equations (2.4.2) and (2.4.3) 
a r e  easily dealt with, dissociation energy recovered separately upon 
recombination, and excess kinetic energy deposited locally. The fate 
1 of the O( D) excitation energy unfortunately is l e s s  certain. 
An approximate quenching scheme for O( D), based in par t  upon 1 
the arguments of Walker, Stolarski, and Nagy (1969), w a s  adopted in this 
study. 
(a) The pr imary quenching process results in vibrational excitation of 
N2 molecules f rom the v=O to  the v 5 7 state (where v is the 
vibrational quantum number ) ; 
The following are the principal assumptions employed: 
(b) a t  120 Km and below N2-N2 thermalizing collisions redistribute 
the vibrational energy towards a Boltzmann distribution; 
(c) vibrational energy exchange with C 0 2  provides a n  efficient sink 
for N2vibration energy at v= l ,  by 
which is nearly 
(d) above about the 
3 1  
energetically resonant; and 
mesopause the excitation energy is radiated 
out af the region of interest at 4. 3p by C02( 9 3 ) o  The findings 
1 
Assumption (d) 
of Walker, et a1 (1969) indicate that probably not all of the O( D) 
excitation energy is converted to N2 vibration. 
is somewhat arbi t rary and wil l  be discussed further in the section 
concerning ozone below. 
the uncertairities in the above assumptions, or  in the overall 
scheme adopted except in t e rms  of limiting cases; these a r e  
discussed in Chapter 3. 
It is not possible at present to estimate 
In summary, the outcome of this assumed scheme is that for 
1 each O( D) created an N2 is excited to the (v 4 7) state leading on the 
average to 6 o r  7 N2(v=1) molecules. Each of these in turn exchange 
vibrational energy with a ground state C 0 2  molecule, which deactivates 
1 by radiation of a 4. 3p photon. Nearly all of the O( D) excitation energy 
is assumed to leave the region of interest  as infrared radiation; partly 
to space and partly to the lower atmosphere where it is probably insignif - 
icant because of the much higher local thermal capacity. 
When we assign an efficiency for converting solar UV radiation 
to local thermal energy by the process of Equation (2.4.2) we must sub- 
tract  f rom each photon absorbed the dissociation energy, or :  
For  the process of Equation (2.4.  3) both the dissociation energy and the 
1 1. 96 ev excitation energy of the ( D) state must be subtracted from the 
photon energy in determining the efficiency, thus: 
. 
Figure 6 
(2.4.8) and (2.4.9), as well as in t e r m s  of the wavelength intervals dis-  
shows the resulting efficiency for O2 expressed by Equations 
cussed in Appendix A. It is also possible to  obtain an  effective effi-  
ciency for O2 absorption as a function of altitude, as: 
_I_. 
& c a  = (2.4.10) 
where is the solar photon flux reaching height z at wavelength )s . 
In Figure 7 a r e  plotted the effective O2 efficiencies for Equations 
(2.4.8) and the combination of (2. 4. 8) and (2.4.9) for  the earth averaged 
flux case described in Chapter 3. 
2.4.3 Ozone 
0 
A t  wavelengths below about 3100 A the absorption of solar UV 
radiation by ozone is thought to  occur through the following process 
(McGrath and Norrish, 1957): 
(2.4.11) 
Dissociation of O3 in the Hartley continuum, by the above, typically 
takes place in the stratosphere and mesosphere where recombination 
is certain to  occur before the products could be transported any distance. 
Thus the efficiency for deposition of the UV photon energy locally wi l l  
depend upon the processes which remove the excitation energy of the 
metastables O('D) and 02( a 1- 1 
g 
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1 Consider first the O( D) formed in Equation (2.4. 11). 
ing the same chain of events, a s  for O2 above, leading to 6 o r  7 C02 
Assum- 
( 9,) molecules per O('D) formed we then must ascertain the fate of 
the v3 mode energy. C02( y3) can be deactivated by any of the 
following processes: 
(2.4.12) 
with a lifetime TB 2 2.4 x l o m 3  sec; and 
(2.4. 14) 
C S , C V s )  4- AMv=Bp - 
C0,lg r o L t d  s&) 3 N Z C V 4  
5-' with a lifetime Cc e ~ X I O - ' ~  LNzL\ l=oJl  
With the assumption that Equations (2.4. '12) and (2.4. 14) a r e  distinct 
processes  we may 
will  be radiatively 
estimate the likelihood that a given C02 ( 9,) molecule 
deactivated as: 
t r  
(2.4. 15) 
Both PR and P = 1 -PR, the likelihood of quenching are shown in Figure 8. 
The two processes a r e  equal in magnitude at roughly 75 Km and on that 
Q 
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3 7  
basis one could argue that the 4. 3p radiation wi l l  in general leave the 
region down to 7 5  Km or lower. 
is not optically thin at 4. 3 p  and the only valid answer would require a 
full radiative transfer calculation, which is beyond the scope of the 
present study. 
settling the present uncertainty but more basically a s  indicating the 
However, at 7 5  Km the atmosphere 
(Such a calculation would be of great interest both in 
1 kinds of 4. 3p emission features peculiar to the O( D)-N2 vibration 
excitation scheme which might suggest experimental verification. 1 
excitation Kuhn (1968) considered the problem of C02( 
from absorption of solar 4. 3p radiation. 
excitation energy was deposited locally throughout the mesosphere, 
although it decreased quite rapidly near the mesopause. The solar 
and N2 vibration excitation sources a r e  qualitatively similar. Thus 
it can be argued by analogy that the latter source will  result in local 
deposition of energy up to the vicinity of the mesopause. Noting that 
O3 absorption is only significant near the mesopause and below we have 
arbitrari ly assumed that in the photolysis of 
energy is always deposited locally. 
this same excitation energy would all leave the region when it was 
formed as part of the photolysis of 02; thus the two assumptions a r e  
contradictory near the mesopause, It would be difficult to devise signif - 
icantly improved assumptions without resorting to a 4. 3 p  IR transfer 
solution. In any event the uncertainty in the solar heating rate in the 
vicinity of the mesopause due to the assumptions made on the fate of the 
O( D) energy is not large (Chapter 3. ) *  
He found that much of this 
f the O( D) excitation 
We had previously assumed that 
1 
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1 On the other hand the radiation from 02( a ) (the 0-0 band at 
g 
1 . 2 7 , ~  and the 0 -1 band at  1.581.1 of the infrared atmospheric bands of 02) 
a r e  extremely strong features of the dayglow. So at least part of the 
O2(lA ) produced by O3 
the following scheme for 
Gattinger, 1963): 
g 
photolysis must escape the region. 
deactivation of 0 ( 'Ag) (Vallance Jones and 
Consider 
(2. 4.16) 
has a lifetime /g, E I t,7 Y J O - ~ ~  
is essentially the total number density, and T the temperature; 
where LM] 
(IR atmospheric bands) 
(2.4. 18) 
where c6?is 
the atomic oxygen concentration. 
being quenched either through Equations (2. 4. 16) o r  (2.4.18) is: 
Thus the probability of an 02('A ) 
g 
(2.4.19) 
and the probability of radiative deactivation is PR = 1- P&. 
average UV photon absorbed in the Hartley continuum has a wavelength 
of about 2500 A compared with the 1 . 2 7 , ~  photon resulting a s  a secondary 
The 
0 
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process. 
original UV photon energy. 
for  local deposition of absorbed UV radiation to  be: 
Thus at most each IR photon ca r r i e s  off about 0.197 of the 
On this basis we set the efficiency of O3 
(2.4,. 20) 
'3 tZLfC2) for a l l  
The altitude dependence of Gq-C?) is shown in Figure 9. 
2.4.4 Molecular Nitrogen, Atomic Oxygen 
The absorption of solar UV radiation by N2 and 0 is predom- 
The incident photon inantly through ionization in the thermosphere. 
energy will  generally be divided among the electron and ion gases, 
possibly in dissociation energy, in the formation of metastable states, 
in vibrational excitation and even secondary ionization processes. 
subject is of great interest but beyond the scope of this study. 
The 
Fortun- 
ately the details of the local heating processes above 120 Km a r e  not as 
relevant as those below 120 Km for the thermal model. 
Most of the solar  UV energy absorbed above 120 Km by N2 and 
0 must appear as a downward flux of heat at 120 Km or be radiated away 
at 63,u o r  as part of the airglow spectrum. 
was  to  assume 100% heating efficiency for N2 and 0 and estimate the heat 
lost by radiation above 120 Km. Thus: 
The approach adopted here  
(2.4.2 1) 
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2.5 IR RADIATIVE TRANSFER COOLING RATES 
The major IR cooling processes for  the mesosphere and lower 
thermosphere a r e  the radiative flux divergences of C02(15p bands), O3 
( 9 . 6 ~  bands) and O(63p line) included in the sections below. Neglected 
were the extensive bands of H 2 0  and the 4.3p and minor bands of C02 
(at 1 . 4 , ~ ~  1.6p, 2p, 2.7p, 5p, and lop). For  these neglected bands the 
maximum expected contribution to  the radiative heating or cooling is 
on the order of 1°K/day; however they average only a fraction of one 
K /  day (Kuhn, 1970). 
2.5.1 Carbon Dioxide 
0 
The principal feature of IR radiative transfer throughout the 
1 mesosphere and lower thermosphere a r e  the 15p bands of C02 
arising from transitions to the d 2  vibration mode. 
(15p bands) cooling in this region has  been studied in detail since 
methods of handling the breakdown of local thermodynamic equilibrium 
(LTE) for the various bands were worked out (Curtis and Goody, 1956; 
Kuhn, 1966; Drayson, 1967). 
The role of C02 
By neglecting the sphericity and horizontal inhomogeneities of 
the atmosphere, refraction, scattering, and the non-isotropy of the 
source function, the basic equation of radiative transfer at frequency p 
can be written (Chandrasekhar, 1960): 
(2 .5 .1)  
'The 15p bands of CO2 were considered to  contain fundamentals and 
most important overtone bands of the four most abundant isotopes 
of c02. 
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where: ,)) is the specific intensity; 
is the zenith angle; 
= 7, is the optical depth, 
is the optical mass  of the absorbing gas; 
is the absorption coefficient; 
is the emission coefficient; and 
CL),T)= czr, 1 is the source function, which equals 
the Planck black-body function for LTE. 
The quantity of interest in te rms  of the local heating or  cooling rate  
is the divergence of the energy flux at pressure, p, given by: 
where E2(x) is the exponential integral of second order resulting from 
the integration of I( ‘3, , p )  over p, and is the optical depth at 
the lower boundary (taken to  be the ground). The flux divergence may 
also be expressed in a form in which the difference between the source 
function and the Planck function is explicit (Drayson, 
where: is the 
is the 
is the 
band strength; 
radiative lifetime; 
vibrational relaxation time. 
1967, 1970): 
(2.5.3) 
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is the Planck black 
is the energy of the 
F rom Equations ( 2 . 5 . 2 )  and (2.5. 3) 
- body function; and 
lower vibration state. 
one can calculate the unknown 
source functions, J, f rom the Planck functions, B, for the altitude 
region of interest The flux divergences are directly temperature 
dependent because of the dependeme on the B's and are also functions 
of the mixing ratioprofile of C02 through du/dp. 
These calculations are extremely difficult requiring careful 
investigation of required assumptions and a good deal of analytical 
and numerical approximation. 
such as line by line integration over frequency (Drayson, 1967), 
require considerable amounts of computation. 
frequent repetition of these calculations required in the present study 
fo r  temperature profiles that change with latitude and season (Chapter 4) 
and with time (Appendix G). 
Drayson (1970), for linearizing the flux divergence with temperature 
perturbations about a standard profile. Thus the flux divergence (or 
local heating/cooling rate) can be considered as  an approximation to  be: 
Some aspects of the calculations, 
This precludes the 
So a simplified scheme w a s  worked out by 
is the flux divergence for the standard temperature 
profile xC;t); 
is the Green's function showing the influence of the 
temperature at height z'on the flux divergence at 
height z; 
- / $ TLd = I ls*j  - (gJ is the temperature perturbation; and 
a d  % a r e  the boundaries (taken to be the ear th 's  
surface and the top of the atmosphere, respectively). 
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The details of this approximation and further discussion of the Drayson 
(1970) model adopted in this study are found in Appendix F. 
This formulation w a s  developed initially for a model atmosphere 
1 with a constant C02 volume mixing rat io ,  consistent with ear l ier  studies. 
This assumption has  always placed considerable uncertainty on the 
estimates of CO cooling ra tes  in the lower thermosphere. 
the present study it w a s  desired to  evaluate this quantity with reasonable 
certainty up to  120 Km a separate investigation into the atmospheric 
distribution of C02 was undertaken. The result is presented in Appendix 
E. The volume mixing rat io  for  C02 adopted for the present study was  a 
median value given as curve B in Figure 2 (Appendix E). Drayson (1970) 
showed that the inclusion of a variable C02  volume mixing ratio has a 
significant effect on the cooling r a t e s  in the lower thermosphere, reduc- 
ing them by factors of 2 to  3 (see Chapter 3 . ) .  
Since in 2 
Another comparable source of uncertainty is the vibrational 
relaxation t ime which var ies  a s  the collision frequency. 
sea level condition, , w a s  adopted as lop sec; this is discussed in 
Chapter 3. 
2.5.2 Ozone 
The value for 
Kuhn and London (1969) showed that the 9 . 6 ~  bands of O3 provide 
cooling in the upper stratosphere and lower mesosphere (about 30 Km to 
'The t e r m  "volume mixing ratio" is defined to  be the ratio of the con- 
centration of a specified constituent to  that of the gas  a s  a whole. 
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70 Km) with a maximum of just over 3 OK/day near 50 Km in good 
agreement with the ear l ier  results of Plass (1956). Kuhn and London 
(1969) also showed that the variation in this cooling ra te  with latitude 
and season is quite small. Consequently, it w a s  assumed that seasonal- 
latitudinal variations were negligible and a mean profile of O3 cooling 
rate  w a s  adopted from Kuhn and London (1969). 
2.5.3 Atomic Oxygen 
The only atomic constituent which can participate in IR radiative 
transfer to an important extent in the atmosphere is oxygen. 
(1951) pointed out that the 63p emission arising from the fine structure 
of the 
in the upper thermosphere. 
given by: 
Bates 
3 P ground state of 0 should be the most important cooling process 
Bates' calculation for the 0 cooling rate, 
(where EO3 is the atomic oxygen concentration, T is the temperature, 
3 has units of e rgs / cm / sec  ), represents an upper limit 
and neglects the actual details of the radiative transfer.  
Craig and Gillie (1969) solved the transfer problem and obtained signif- 
icantly reduced cooling ra tes  in the lower thermosphere, compared with 
those calcualted by Equation (2.4.10) and insignificant heating near the 
mesopause. However, above about 150 Km they found cooling ra tes  only 
10% - 207'0 lower than those of Bates. 
and QBATES 
Recently, 
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The approach adopted in the present study w a s  to  accept the 
ratios of the cooling ra tes  derived from radiative transfer to  those of 
Bates, which were given by Craig and Gillie (1969), as  representative 
of the role of radiative t ransfer ,  Then these ratios were used in con- 
junction with calculations of QBATES according to Equation (2.4.10) 
for local values of L o l a n d  T in determining the O(63p line) cooling 
. 
studies of this type (Gillie, 1970). 
2.6 CHEMICAL RECOMBINATIONAL HEATING RATE 
This method is sufficiently accurate for energy balance 
The bulk of the solar  UV flux absorbed in the lower thermos- 
phere resul ts  in the dissociation of O2 in the Schumann-Runge continuum. 
Each pair of oxygen atoms thus formed ca r ry  5.12 ev of chemical energy 
which can be released as heat upon recombination. 
Colgrove, et a1 (1965, 1966) have shown that above about 100 Km 
recombination by the most likely process: 
cannot compete with dissociation and the excess atomic oxygen formed 
diffuses downward. This downward flux is augmented by additional dis - 
sociation at wavelengths above 1750 A (Hudson, et al, 1969), principally 
in the mesosphere. 
ozone continually exchange identities through the processes: 
0 
In the mesosphere and below atomic oxygen and 
4 0  (2. 6.2) 
(2.6. 3) 
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1 1  Indicating that the te rm 
Odd oxygen is lost through recombination back to O2 both through the 
reaction of Equation (2.6.1) and by: 
odd oxygen'' is more appropriate than 0 and 03" 
1 
(2.6.  4) 
In the approximate recombination scheme adopted the details of the 
intermediate processes, Equations (2.  6.2) and (2.6.  3) were ignored 
and the full 5 .12  ev chemical energy was assumed to be recovered 
when either of the reactions of Equations (2.6.1)  o r  (2.6.4) took place. 
This assumption neglects the possible redistribution of about one 
fourth of the chemical energy when the recombination actually takes 
place via Equations (2 .6 .2 )  and (2 .6 .4)  
The rate coefficients for Equations (2. 6. 1) and (2.6.41, K l l  
and K13, respectively, a r e  somewhat uncertain because the highly 
reactive nature of 0 and 0 complicates laboratory analysis of these 
reactions. In a recent review of these and other reactions of impor- 
tance in the atmosphere Schiff (1968) recommended the following for  
K13: 
3 
'The present discussion and the assumptions to follow neglect the very 
complex hydrogen-oxygen chemistry (see, for example Hunt, 1966 and 
Shimazaki and Laird, 1970). 
significant. 
This omission is not considered to  be 
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Where R is the gas constant (1. 98717~10-~kcal / (grn mole)/OK) and T 
is the temperature; this value was  adopted in this study. 
discussed K I T  but without a specific recommendation. 
work the value obtained by Morgan and Schiff (1963): 
Schiff also 
In the present 
(2. 6.6) 
was adopted. 
The recombinational model adopted was: 
3 Where QCHEM is the chemical recombinational heating rate (e rgs /cm / 
sec), 8 , 2 6 4 ~ 1 0 - ' ~  is the chemical energy per recombination (ergs), and 
C is an empirical factor discussed below. In view of the uncertainties 
in composition (chiefly 03) and the ra te  coefficients it was necessary to 
include in principal the factor CR to balance the total recombination 
above 50 Km with the total dissociation above 50 Km. In practice, 
R 
however, estimates of C 
C R = l  was used in a l l  calculations. 
2 .7  
were always close to unity and a value of R 
HEAT FLUX A T  120 KM 
The downward heat flux at  120 Km must be evaluated in order 
to specify the upper boundary condition of the energy equation, The time 
independent (steady state) energy equation may be written a s  follows: 
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Integrating the above equation over the l imits 
obtains : 
rCI0 
I 
120 Km f Z- -"Qp, one 
(2.7.2) 
where it is physically appropriate to require the heat flux to vanish in  
the limit as z approachesso . Thus, the heat flux is just: 
80 
(2.7.3) 
The heating and cooling processes assumed to contribute to  
were the following: solar heating rate and O(63p line) QTOTAL 
cooling rate,  as described above; and dissipation of tidal oscillations. 
Airglow emissions were neglected. 
absorption of solar  UV radiation and the IR radiative transfer at 63p 
were calculated by the straightforward integration given in the above 
The heat flux contributions from 
e quat inn. 
Lindzen (1967) has made extensive calculations of thermally 
driven diurnal tidal oscillations in  the region between the surface and 
about 100 Km. 
flux of energy due to  these oscillations, with a maximum of 6.8 e rgs /  
cm /sec at the equator, considerably lower values ( ' 1 e rg /cm /sed 
at mid -latitudes, and zero contribution above 60'. 
average of this energy flux is about 1.75 e rgs l cm /sec. 
Included in this study was an  estimate of the upward 
2 2 
The hemisphere 
Lindzen's 2 
calculations did not include dissipation mechanisms such a s  IR radiative 
cooling, viscosity, conductivity (both molecular and eddy) and ion drag. 
50  
These mechanisms were discussed in Lindzen and Chapman (1969), 
and quantitative estimates of the dissipation ra tes  were recently given 
by Blake and Lindzen (1970), where it was shown that the majority of 
the dissipation takes place in the upper thermosphere. 
mechanisms of dissipation (Lindzen, 1968) and of reflection (Yanowitch, 
1967) have been offered; however; there  is no deinite confirmation 
that the tidal energy flux is appreciably diminished before reaching 
100 Km. 
energy deposited above 120 Km in absorption of solar UV radiation. 
Such a significant thermal  input could not be ignored and in the absence 
of a clearer  picture of the possible morphology of the tides below 100 Km 
it had to be included in the basic thermal  model. 
Other possible 
This is a tremendous flux of energy nearly 2% t imes the 
In the present study it was  assumed that all of the upward flux 
of t idal  energy given by Lindzen (1967) was  dissipated above 120 Km, 
that this energy was  redistributed by conduction and circulation, and 
finally that this energy appeared as a downward heat flux at 120 Km at 
approximately the hemispheric average value, Certainly the effect of 
introducing a sustained heat flux of nearly 7 e rgs / cm /sec into the 
equatorial thermosphere would completely alter our ideas of upper 
thermospheric models if lateral  transport  were not in fact important. 
Inclusion of dissipation energy from the 100 Km - 120 Km region into 
the downward heat flux at  120 Km should not lead to large e r r o r s  since 
the amount of dissipation estimated for this region is small  compared to 
both the local heating/cooling rates,  and also to the remainder of the 
dissipation that takes place above 120 Km. 
2 
5 1  
Thus the heat flux at  120 Km was calculated a s  follows: 
where +TIDE is the hemisphere average of the upward tidal energy 
flux ( rJ 1.75 e rgs / cm /sec).  2 For earth average conditions (Chapter 3) 
the above quantities have the following values: 
(2.7.5) 
CHAPTER 3 
GLOBAL MODEL 
3 . 1  INTRODUCTION AND CONCEPT 
The thermal structure of the mesosphere and lower thermosphere 
This is accomplished by is examined on the global scale in this chapter. 
adopting a global or  earth average model. Such a model is intended to 
approximate the long te rm areal average of the diurnal, geographical, 
and seasonal variations for the earth as  a whole. The averaging process 
acts to completely compress the horizontal extent of the model removing 
horizontal variations and simplifying the dynamics. 
culatory systems a re  reduced to quasiconvective transport in the vertical 
because the horizontal compression reduces a simple cell to i ts  ascending 
and subsiding elements. 
smaller scales including those which have been characterized in Chapter 
2 as contributing to eddy transport. 
Large scale c i r  - 
The same is true for dynamics on all of the 
The physical processes at work in the mesosphere and lower 
thermosphere a re  critically examined for their influence on the mean 
thermal state and several  of the more prominant sources of uncertainty 
in these processes a re  discussed. 
it was possible to estimate the overall interdependence of the mean 
thermal state and the average vertical transport. 
Also by looking at the global scale 
3 . 2  EARTH AVERAGE SOLAR HEATING RATE 
The compositional and structural atmospheric model, adopted for 
earth average conditions, is described in Appendix B. 
an earth average temperature profile is discussed below; the profile 
The selection of 
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adopted in the present study is presented in Figure 10.  The only sig- 
nificant parameter remaining in determining the earth average solar 
heating ra te  w a s  the zenith angle 8. 
If s(z, 8 )  is the actual atmospheric path from the point at z to the 
sun (see Appendix C. ) and adopting the commonly used approximation 
ds  = dz/cose, one can express the solar energy flux at wavelengthh , 
( 3 . 2 .  1) 
where)= cos 8 and , the optical depth, is defined by 
( 3 . 2 . 2 )  .&J c 
L x 
c 
i 
This approximation is quite accurate' for 8 680°, but a s  8 approaches 
90' the flux calculated a s  above wi l l  tend to zero much more quickly than 
is the actual case. Thus in averaging the solar energy flux for the earth 
as a whole the use of the above approximation tends to under-estimate 
the contributions for 80'4 8 90' where they a re  quite small  already. 
An earth average solar energy flux was obtained from a simple 
Consider an element of a rea  geometrical approach. A lying in a circular 
ring of radius r and located a distance R from the center of the earth, 
as shown in Figure 11, where R = RE + z and R 
SSP is the sub solar point and 
is the ear th 's  radius. E 
A l ies  in a plane normal to the sun-earth 
line. Since r = R sin 8, where 8 is the local zenith angle for points on the 
'The calculation of column densities described in Appendix C. suggest 
the inaccuracy averages on the order of 30/0, at 8 = 80O. 
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Figure 11. Sun-earth geometry for solar UV flux absorption 
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circular ring, 
( 3 . 2 .  3 )  
The flux impinging on each element of a rea  
2 the resul t  divided by the total a rea  of the sphere of radius R, 41w , 
giving for the earth average flux: 
A were then summed and 
( 3 . 2 . 4 )  
where the integration was performed over $he sunlit hemisphere. 
each element 
Since 
was normal to the sun-earth line, Equation ( 3 . 2 .  1) 
became, for this geometry: 
thus Equation ( 3 . 2 .  4)  was just:  
then letting the above equation became: 
P 
L or  : 
( 3 . 2 . 5 )  
( 3 . 2 .  6) 
( 3 . 2 .  7)  
( 3 . 2 . 8 )  
) is the exponential integral of order 3 in the argument 
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The earth average solar energy flux, given in the above equation, 
is zenith angle independent, therefore the earth average rate  of absorp- 
tion of solar energy is just: 
(3 .2 .  9) 
A where E2 ( T*) is the exponential integral of order 2 in the argument 
T2 , and from Equation (3. 2 .  2): 
(3 .2 .10 )  
11 
With the addition of the heating efficiencies as  described in Chapter 2, 
the earth average solar heating rate, analogous to Equation (2.4.  l), 
became : 
3 . 2 .  11) 
Theearth average solar heating ra te  is shown in Figure 12;  also 
shown a re  the following heatingkooling rates  adopted as part  of the 
global thermal model: C02  (1 
chemical recombination; and the total of the above. 
ands); 0 3 ( 9 -  6hbands); O(6 
These quantities 
SOLAR’ ‘15~’ ‘ 9 . 6 ~ ’  ‘63~’ ‘CHEM’ and QTOTAL’ 
a r e  labelled Q 
respectively in Figure 12.  
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3. 3 AN EQUILIBRIUM STATE 
As mentioned in Chapter 1 the working hypothesis used in 
building the time dependent thermal model was the separability of a 
mean thermal state from perturbed states, which together make up 
the observable states of the atmosphere. 
average mean thermal model, the composition and structural para- 
meters  (T, P 
as formulated above, was adopted. 
mean thermal state synonomous with an equilibrium state for the 
atmosphere. 
In formulating an earth 
) were fixed and a time independent solar heating rate 
This lead to a time independent 
3.  3 .  1 Mean Temperature Profile 
No single temperature profile can meaningfully represent the 
earth a s  whole at all latitudes, in all seasons and yet in the sense that 
an average composition and average heating and cooling rates  can be 
formulated for the earth, a single temperature profile is indicative of 
this thermal model. 
average temperature profile were the following: the temperature pro- 
file adopted should be smooth; and it should roughly represent a median 
value of measured temperature profiles for a variety of seasons, geo- 
graphical locations, and t imes of day. 
practical and physically obvious. 
out discontinuities s o  that a model which includes them would have, for 
example, exaggerated local effects of CO, (1 
(Drayson and Epstein, 1969),  and would also require an extremely 
discontinuous eddy thermal conductivity profile acting to maintain them. 
The two cr i ter ia  used in choosing an earth 
The first criterion is both 
Atmospheric processes act to smooth 
bands) IR cooling 
6 0  
The second criterion is a weak but straight forward application of the 
working hypothesis. 
of the mean and perturbed states along with local diurnal, seasonal, 
and geographical variations and include experimental e r r o r  as  well. 
No attempt was  made to extract the earth average temperature profile 
from them: however, each candidate temperature pfofile was compared 
with an ensemble of 183 soundings (Smith, et al, 1964, 196'7, 1968, 
1969) .  
it is shown in Figure 1 0  along with envelopes of the extremes of the 183 
soundings and the 1962 U. S. Standard Atmosphere for comparison. 
Actual temperature measurements show the sum 
The profile adopted as  an earth average wasa modified CIRA 1961 ; 
3. 3.2 Equilibrium Eddy Transport 
A mean, and therefore equilibrium, thermal state can now be 
achieved by specifying an equilibrium eddy thermal conductivity, K+ (equil), 
sufficient to balance the total heating with the adopted temperature 
profile 
energy equation, which is : 
This quantity can be derived from the equilibrium form of 
a 
(3. 3.1) 
The above equation can be formulated in a finite difference scheme with 
solution by matrix inversion exactly analogous to that de scribed in 
Appendix A. 
numerical 'noise' in the finite difference approximations to the tem- 
perature derivatives. 
logical description of the eddy transport. 
The resulting KT(equil. ) profile unfortunately reflects the 
These results can not be used in a phenomeno- 
61  
A far more realistic eddy thermal conductivity profile can be 
calculated analytically if Equation (3. 3 . 1 )  is integrated with the assump- 
tion that the heat flux at 120 Km is known: 
The equilibrium eddy diffusion coefficient is just: 
(3. 3. 3)  
The above equilibrium eddy transport coefficients a r e  given in Figure 13. 
The results a r e  far more physically reasonable. However, it is not 
surprising that they do not in general hold for the numerical approximation 
to Equation (3. 3. 1) (see Appendix A), which is subject to the temperature 
derivative 'noise' mentioned above. 
3. 3 .  3 Approach to Equilibrium 
The equilibrium thermal state was achieved in the following way. 
The eddy transport coefficients a s  given in Equations (3. 3 . 2 )  and (3 .  3. 3)  
were adopted as the appropriate equilibrium values and introduced into 
the time dependent thermal model (Appendix A) along with the other inputs 
appropriate to the earth average case, including the adopted temperature 
profile. Since an equilibrium state did not exist, level for level, in the 
model, the temperature profile changed with time. 
no further changes were perceptible although the model w a s  run another 
one hundred days as  a check, the new temperature profile was adopted 
as  the equilibrium temperature profile in all later earth average model 
After about fifty days 
studies. The new profile differed from the old by less than 1% at any 
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point. 
pheric response w a s  used to remove the numerical temperature derivative 
'noise' without perceptibly changing the overall temperature profile. This 
exercise also served as a useful check on the numerical model. 
What in fact had happened inthe above procedure w a s  that atmos- 
3 . 4  UNCERTAINTIES IN THE MODEL 
The thermal model used in the studies above represents in many 
ways a reasonable estimate of the mean atmospheric structure and 
processes, but is in no way definitive. In this section some of the more 
obvious uncertainties and omissions in the thermal model are discussed 
and quantitative effects a r e  presented. 
to each uncertainty was i ts  effect on the vertical eddy transport coef- 
ficients estimated from the thermal model. 
a r e  presented at the end of this section. 
The principal criterion applied 
A summary of the results 
3 .4 .1  Ozone Concentration 
The thermal model is quite sensitive to the ozone concentration 
through the absorption of solar UV energy below about 90 Km. 
summarizes several  representative measurements and theoretical cal- 
culations of the ozone concentration between 50 Km and 100 Km for day- 
time conditions. 
satellite measurements of Rawcliffe, et  a1 (1963), and Anderson et a1 
Figure 14 
Included a r e  the rocket soundings of Smith (1969), the 
(1969), and theoretical estimates of Hunt (1966) and Hesstvedt and 
- Jansson (1969). The curve labelled B is an empirical expression, 
- ( ~ - 5 0 ) / 4 .  5 cmW3(z in Km), suggested by Evans, et  a1 
(1968) to fit their corrected version of the rocket data of Johnson, e t  a1 
(1952) for  the region 40 Km to 70 Km, and used by them to  model the 
64 
0 0  4 
65 
emission profile of O2 ('A ) -  
standard earth average (daytime) ozone concentration for the thermal 
model as a reasonable compromise. 
uncertainty in the ozone concentration the following two profiles were 
chosen: as a lower limit one half the standard value, shown as  curve A 
in Figure 14; and as an upper limit, twice the standard value, shown as  
curve C in the figure. These limits include the majority of the theoret- 
ical  estimates and measured data points. 
The profile of curve B was adopted a s  the 
g 
A s  crude estimates of the apparent 
The effect of this uncertainty is directly evident in the calculated 
solar heating ra tes  shown in Figure 15. 
reflected in the equilibrium eddy transport parameters used to balance 
the thermal model. 
coefficient is shown in Figure 16. 
These ozone variations a re  
This variation in the equilibrium eddy diffusion 
3.4.2 co2 (1 bands) IR Cooling Rate 
The two major uncertainties in the C02 cooling ra tes  a re  the 
actual distribution of C02 in the atmosphere and the value of the (vibra- 
Appendix E describes a study tional) relaxation time for the 
of the atmospheric distribution of C02 from which a median profile was  
adopted as part  of the thermal model (see Chapter 2) .  In many ways 
this represents a reasonable lower limit for the C02 volume mixing 
ratio, whereas a fully mixed C02 distribution (up to 120-130 Km) would 
be an extreme but conceivable upper limit. To determine the effect of 
this uncertainty, the C02 cooling ra tes  for the earth average tempera- 
ture profile were carr ied out for both the C02 distribution adopted in 
Chapter 2 and for the fully mixed case; and the results a re  shown in 
Figure 17 .  
mode. 2 
The differences below 60 Km a re  due to the resolution of 
66 
67  
68 
.I-- 
69 
the models, 31 levels versus 60 levels, andnot the C02 distribution. 
Whenever a non-LTE formulation for IR transfer is necessary 
the results a r e  critically dependent upon the (vibrational) relaxation 
time (see Chapter 2) .  
at 200°K and sea  level pressure, to bracket this parameter and showed 
that this leads to a factor of five or more deviation in the C02 cooling 
rates  above about 90 Km. 
the thermal model based on the recent results of Merril l  and Amme 
(1969). Another possible value considered w a s  A'= sec (where xo is 
the relaxation time at s ea  level conditions). 
Drayson (1967) used the values 2psec and 20psec, 
A relaxation time of l0fisec was adopted for 
1 
The C02 cooling ra tes  for 
sec  a re  shown in Figure 17. The effect of these 
heating ra tes  on the equilibrium eddy diffusion coefficients are shown in 
Figure 18. 
remote sensing applications. 
(15kbands) cooling process is shown to be unimportant in the overall 
These uncertainties a r e  probably quite important in some 
However, in the present results, the C02 
energy balance above the mesopause. 
3.4. 3 Heating Efficiency for Oxygen 
In Chapter 2 the efficiency for conversion of absorbed solar UV 
energy into local translation energy w a s  derived for 0 and 03. 
O2 two significant par ts  of the total absorbed energy, dissociation and 
. There O( D) excitation w e r e  treated separately in determining 
seems to be little doubt that the dissociation energy can be handled con- 
For  2 
1 
sistently and realistically by subtracting it out at absorption and recovering 
'A relaxation time of approximately 6 at 290-300°K and 1 atm.,  
has been fairly well established for CO -C02 
(1 965) and discussion by Houghton (1 96'?). 
deactivations; see Read 
70 
71 
it at recombination. On the other hand, the rather complex procedure 
outlined in Chapter 2 by which it was  suggested that O( D) exctiation 
energy leaves the region through N2 vibration and the 
cannot as yet be critically tested. 
which amounts to the difference between the two curves of Figures 6 and 7, 
was examined by calculating the appropriate solar heating ra tes  and with 
these, profiles of equilibrium eddy diffusion coefficient. The solar 
heating rates  a re  shown in Figure 19 and the equilibrium eddy diffusion 
coefficients a r e  shown in Figure 20.  
1 
mode of C02, 3 
The impact of this uncertainty in 
3.4. 4 Heat Flux at 120  Km 
The following assumptions a re  felt to be the largest sources of 
uncertainty in the heat flux at 1 2 0  Km: the inclusion of the fu l l  tidal energy 
flux proposed by Lindzen (1 967);  the use of 1 0 0 ~ o  heating efficiencies for 
N2 and 0; and the neglect of airglow emission. 
two assumptions is of considerable interest in itself but is beyond the 
scope of the present study. It is felt however that these uncertainties 
a re  insignificant compared with the@ 1. '75 e rgs / cm / s e c  assumed to be 
continually added on the average throughout the thermosphere by tides. 
The impact of the last  
2 
The heat flux at 120  Km was  varied in order to determine i t s  
impact on the balancing eddy transport. Profiles of the equilibrium eddy 
diffusion coefficient a r e  presented in Figure 2 1  for the following bracket- 
ing values of heat flux: 0, -0. 6, -1 .2 ,  -1.8, -2.4, and -3. 0 e rgsIcm / 
sec. Larger values of K 
a s  the downward heat flux increases in magnitude. Based on these results 
an upper limit of roughly 1 erg  / c m  / s e c  must be placed on the magnitude 
2 
(equil. ) a r e  shown to be required near 120  Km T 
2 
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75 
of the downward heat flux, in order to limit the eddy transport to values 
consistent with the compositional studies mentioned in Chapter 1. This 
observation casts serious doubts on the premise that the tidal energy flux 
reaches the t h e m  osphere above about 100  Km essentially undiminished. 
This point wi l l  be discussed further in Chapter 5. 
levels below the mesopause is shown to be relatively uneffected by the 
value of the heat flux at 120 Km. 
The eddy transport at 
3.4. 5 Gravity Wave Dissipation 
A possibly important heat source in the mesosphere and lower 
thermosphere is the dissipation of upwardly propagating gravity waves. 
Hines (1965) examined the magnitude of this heating source with the aid 
of the wind data of Kochanski (1964). 
to be losing energy at the following rate:  
Hines found that the waves appeared 
(3 .  6. 1) 
is the local mass  density, is the horizontal wind speed 
(taken from Kochanski, 1964), is the vertical phase speed (taken 
to be 1 mlsec) ,  and 
decrease of horizontal kinetic energy from Kochanski's data. 
a = 7 .  6 Km w a s  the apparent 'scale height' for the 
This additional heating rate  was  included in the thermal model 
by adopting the above expression with the same values of 
including the horizontal wind data of Kochanski (1964) directly. 
winds and calculated heating ra te  a re  shown in Figure 22, and in Figure 
2 3  is shown the effect on the equilibrium eddy diffusion coefficient of 
adding this heat source; in both cases  the curves a re  limited to heights 
above 70 Km, the lower limit of Kochanski's wind data. 
and and 
The 
7 6  
c 
0 
0 
c 
8 - 
7 8  
3. 4. 6 Results 
The ozone concentration seems to  be the parameter most cri t ical  
to the thermal model in the mesosphere. By varying this parameter by 
factors of two the resulting equilibrium eddy diffusion coefficients in the 
lower mesosphere are changed by orders  of magnitude. 
ironic since the ozone concentration has been considered an important 
atmospheric quantity for decades and much effort has been spent in 
measuring it. 
This seems 
Another ra ther  large effect is the inclusion of the energy of dis-  
sipation of gravity waves. 
included in the thermal model is presently unknown. 
the frequency and morphology of gravity waves at these heights must 
first be made for a wider range of latitudes and seasons. 
The extent to which this heat source should be 
Further studies of 
The heat flux at 120 Km has a significant effect on the thermal 
2 model above the mesopause. 
s ec  would correspond to a turbopause below 100  Km. Compositional 
studies suggest an upper limit as we l l  of about 1 e r g s / c m  /sec.  
A heat flux much below about . 5  e rgs / cm / 
2 
The uncertainty in the O2 heating efficiency is manifested in a 
factor of three uncertainty in  the solar heating rate  in the lower thermo- 
sphere. 
type calculation; however, in the present thermal model, thermal t rans-  
port is far more important in the lower thermosphere and the effect is 
much smaller.  
This uncertainty would be crucial in a radiative equilibrium 
The uncertainties i n  the C02 distribution and relaxation time for 
mode have a very significant effect on the C02 cooling ra te  in 
the lower thermosphere. However, this process has almost no effect 
upon the thermal model above the mesopause in any case. 
CHAPTER 4 
SEASONAL - LATITUDINAL MODELS 
4.1 INTRODUCTION 
In Chapter 3 a global thermal model w a s  formulated which un- 
fortunately cannot be attributed to any actual point on the earth in t e rms  
of a location and season. Latitudinal and seasonal differences in the 
heating/ cooling rates and temperature structure are particularly in- 
teresting i n  the mesosphere and lower thermosphere and are considered 
in this chapter. 
In order  to examine the gross  energy balance a separate thermal 
model w a s  formulated for 10 latitudes, 10' apart ( O o ,  loo, 20°, 30°, 
40°, 50°, 60°, TO", 80°, 90 ) for  winter solstice, summer solstice, 0 
and equinox conditions. A temperature profile w a s  adopted for each 
model and the appropriate zenith angle dependence w a s  incorporated 
into the solar heating rates, which resulted i n  minor changes in the heat 
flux at 120  Km. 
described in Chapter 2 .  
Otherwise the thermal models were identical to those 
No attempt w a s  made to include latitude o r  
seasonal variations i n  composition for the following reasons : first,  
except for ozone the compositional variations are not significant; and 
second, it seemed inconsistent to adopt estimates of ozone seasonal 
and latitudinal variations when the basic uncertainty in the ozone con- 
centration above 50 Km remains quite large (see Chapter 3). 
4 . 2  TEMPERATURE STRUCTURE 
Temperature data for summer and winter conditions were taken 
from Newel1 (1 968), which were based upon actual measurements. 
Newell's data generally does not extend above '70 latitude for verypracti-  0 
cal reasons, and it w a s  necessary to extrapolate the temperatures 
79 
$0 
poleward. 
data of Murgatroyd (1965) which were determined in part  from measured 
winds and the thermal wind relationship. 
This extrapolation was  based partially upon the temperature 
The average of the spring and autumn temperature data of 
Murgatroyd (1 965) were adopted for the equinox hemisphere, with minor 
modification. A s  w a s  mentioned above, the Murgatroyd data were not 
based entirely upon actual temperature measurements and thus were con- 
sidered to contain additional uncertainties. 
agreement might be expected between the hemisphere averages of spring/ 
autumn conditions with those of summer / winter and this comparison w a s  
made between the data of Murgatroyd and Newell, respectively. The 
agreement was very good, usually to within 1°K up to about 105 Km 
getting progressively poorer with height above that point. This discrep- 
ancy was artifically removed by scaling Murgatroyd's data above 105Km 
with the following factors: 1. 026 at 110 Km; 1. 063 at 115Km; and 1.11 
at 12OKm. 
ern hemisphere summer and winter, and equinox a re  shown in Figures 
24 and 25 respectively. 
It was felt that a favorable 
The adopted meridional temperature cross sections for north- 
4 .3  DIURNAL AVERAGE SOLAR HEATING RATES AND HEAT FLUXES 
The major difference between the solar heating rates  for the 
various seasonal-latitudinal conditions studied were attributed to the 
local effects of zenith angle and length of day, since possible seasonal- 
latitudinal composition variations were neglected. 
latitude, season, and altitude the quantity needed to determine the local 
heating ra te  was the zenith angle a s  a function of local time. 
Thus for a given 
This 
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parameter w a s  calculated with the aid of the formulation of Woolfe (1968) 
based on the earth-sun geometry with refraction included. 
zenith angle encountered for altitudes of 120 Km and lower is approxi- 
mately 103'. The following relationship, discussed in Chapter 3, w a s  
found to  be quite accurate for zenith angles up to about 80 : 
The largest  
0 
(4. 3.1) 
Thus the detailed knowledge of column density required to calculate the 
solar heating rate could be limited to zenith angles between 80' and 
103'. It w a s  decided to calculate a l ibrary of column densities for the 
altitude and zenith angle range of interest in sufficient detail that inter- 
polation would be convenient and relatively accurate. The zenith angles 
covered w e r e  Oo to 80' in l o o  steps and 80°to 103' in lo steps. Sixty- 
two altitude levels w e r e  selected as follows: 50 Km to 1 2 0  Km in 2 Km 
steps; 1 2 0  Km to 150 Krn in 5 Km steps;  150 Km to 200 Km in 10 Km 
steps; and 200 Km to  500 Km in 20 Km steps. 
for  NZ' 02, 0, and 0 in the manner described in Appendix C. 3 
The calculation w a s  made 
In a completely analogous manner a basic l ibrary of solar heating 
0 rates w a s  compiled for the same thirty-two zenith angles (0 -103') and 
sixty-two altitudes (50 Km - 500 Km) as w a s  done for the column den- 
sities. For  each height-zenith angle pair the local solar heating rate was 
calculated according to  Equation (2.4. 1 ) with the approximations dis - 
cussed in Appendix D. 
The solar heating rates actually used in  the seasonal-latitudinal 
thermal models w e r e  diurnal averages obtained by integrating the time 
84 
varying heating rate  between meridional passage (local noon) and local 
sunset, and dividing by 1 2  hours. 
in Appendix D. 
The calculation details a r e  discussed 
The diurnal average solar heating rates  were then integrated a s  
described in Chapter 2 .  to obtain their contribution to the diurnal av- 
erage heat flux at 1 2 0  Km. Above 1 2 0  Krn local zenith angles greater 
than 103' a r e  encountered near sunrise/sunset. 
solar heating ra tes  at 103O w e r e  extrapolated exponentially to obtain the 
necessary values. Below about 200 Km in the model atmosphere used 
there is no contribution to the solar heating rate from zenith angles of 
103O o r  greater.  Thus the above procedure could not have any impact 
on the integrated heating rates  at 1 2 0  Km. 
For these cases the 
In assigning a value to the diurnal average heat flux at 120 Km 
for a given latitude, a hemispheric average for the appropriate season 
was used. 
in the upper thermosphere should be sufficient to redistribute the energy 
influx rather  uniformly, 
adding the contributions from each latitude, weighted by the cosines of 
the latitudes considered. This procedure w a s  used to calculate the hemi- 
sphere averages of the integrated diurnal average solar heating rates  and 
of dissipation of tidal oscillations analogous to that described in Chapter 2.  
The only other te rm included in the heat flux was the integrated 6 
emission, and the value obtained in Chapter 3 was assumed i n  each of 
the three hemisphere averages. 
the atomic oxygen concentration was not changed and the hemisphere 
This was motivated by the assumption that lateral  transport 
The hemispheric averages were obtained by 
This was a reasonable assumption since 
85 
averaged t empera tu re  effects were  negligible. 
hemisphere  averaged  heat f luxes are presented  i n  Table I. 
The r e s u l t s  f o r  the 
Table I 
Hernisphere-Season Averaged Heat F luxes  and Contributing P r o c e s s e s  
Summer  
Solstice Equinox 
Winter 
AveragZes Solstic e 
Hemisphere  Seas  on 
( e r g s / c m  Isec) 
Integrated d iurna l  
ave rage  solar heat- 0.5945 0.8368 1.0758 
ing rate above 120  Km. 
Dissipation of t ida l  
osci l la t ions 1.7535 1.7535 1.7535 
Integrated 6 @ 
emiss ion  above -0.0849 -0.0849 -0.0849 
120 Km. 
Total  heat flux 
at 120  Km. -2.2631 -2. 5054 -2. 7444 
4.4 DIURNAL AVERAGE TOTAL HEATING RATES 
All  of the  heating and cooling terms descr ibed  in  Chapter  2 were  
included i n  the seasonal- la t i tudinal  t h e r m a l  model. Bes ides  the  s o l a r  
heating rate descr ibed  above, the l a r g e s t  changes between the  var ious  
models  was in  the C02(1  bands)  cooling rate. The l inear ized  f lux 
86 
divergence approximation adopted in Chapter 2 with the formulation 
given in Appendix F was  used throughout and the differences in the 
cooling ra tes  calculated for the various thermal models reflected the 
differences in the temperature profiles associated with those models. 
) cooling ra te  also reflected a small  temperature dependent 
variation through the Bates formulation, Equation (2.4.10). Additionally 
there was some change in the chemical (recombinational) heating rate 
because of the temperature dependence of the K 
Equation (2. 6. 5). 
as  assumed in Chapter 2.  Al l  heating ra tes  were assumed to apply to 
ra te  coefficient, see  1 3  
The only heating ra te  unchanged was that of 0 (9. 6p) 3 
diurnal average conditions. 
The diurnal average total heating ra tes  were also assumed to be 
synonomous with the total of the diurnal average heating rates.  These 
heating ra tes  a re  plotted in K/day units for meridional-vertical c ross  0 
sections for winter solstice, equinox, and summer solstice in Figures 
26, 27, and 28, respectively. 
These results may be compared with similar meridional-vertical 
c ross  sections for the region 30 Km to 95 Km at solstice given by 
Murgatroyd and Goody (1958), and Kuhn (1966, 1968). The study by 
Murgatroyd and Goody included heating from the absorption of solar 
energy by 0 and 0 and cooling by the IR radiative transfer of C02 2 3 
bands), 03(9 .  bands) and H 2 0  (6. bands). Kuhn 
(1 966) adopted the solar heating ra tes  of Murgatroyd and Goody (1 958), 
but recalculated the IR radiative cooling for the same processes. The 
study by Kuhn (1968) included the same IR radiative cooling calculations 
a s  Kuhn (1 9661, with the exception of neglecting the relatively signifi- 
e 
band of H 2 0 0  However Kuhn's 1968 study differed from his 
87 
k 
a, 
d 
c, 
*$ 
k 
0 ccc 
K? 
Q, 
cd 
k 
ho 
d 
cd 
a, c 
c, 
.I4 
c, 
ri 
cd 
c 
k 
5 
E 
a, 
88 
89 
I I I I I I 
- -  
a, 
0 
.?I 
c1 cn 
d 
0 
m 
k 
a, 
E 
E 
5 cn 
k 
0 
+I 
& 
k4 
iri 
cd a 
0 
\ 
c: 
.vi 
a, 
cd 
k 
M c 
cd 
c.' 
.rl 
c, 
2 
d 
c, 
c, 
cd 
0 
a, 
M 
cd 
k 
a, 
3 
cd 
cd 
d 
k 
7 
d 
6 
a3 
c\l 
a, 
F.l 
3 
ho c 
1966 work in that he recalculated the solar heating rates  using dif- 
ferent 0 concentrations. Murgatroyd and Goody (1958) and Kuhn 
(1966) used a value of 1 sec  for the sea  level relaxation time of 
C02 ( 3 , )  while Kuhn (1 968) considered the bracketing values 
3 
sec; comparisons will  only be made with the latter case. 
important to note that different temperature data were adopted in 
each of these studies. These three studies also differed from the 
It is 
present work in the following ways: heating efficiencies for O2 and 
O3 were not employed; chemical recombination of 0 and O3 w a s  neg- 
lected; more approximate formulations of C02 ( 1 5 F  bands) w e r e  
used, and the latter w a s  derived for a fully mixed C02 distribution; 
absorption cross  sections and solar dI\/flux data were adopted from 
different sources;  and perhaps most significantly, different ozone 
distributions were used. The results of all four studies a re  qualita- 
tively more similar than the above discussion might suggest, indicating 
an underlying consistency in describing the major physical processes. 
In the present results, in a region centered at about 90 Km, 
there is a small  amount of net cooling from 0 -20° (latitude) in the 0 
summer hemisphere and at all latitudes fo r  equinox and winter condi- 
tions, although in the latter case the net cooling becomes much larger 
and spreads to all altitudes considered poleward of about 40 latitude. 
Murgatroyd and Goody (1958) and Kuhn (1966) show a similar cooling 
0 
feature with more intense net cooling near the winter pole and extending 
throughout the summer hemisphere. 
cooling feature somewhat lower in altitude, extending only to about 15'in 
Kuhn (1968) shows a similar net 
91 
the winter hemisphere, and not at all present in the summer hemisphere. 
The summer pole is characterized by net heating at all levels 
with an approximately 5OK/day magnitude between 60 Km and 100 Km 
in the present study. 
Murgatroyd and Goody (1958) while in general Kuhn (1966) shows less 
and Kuhn (1968) shows a bit more net heating. 
This compares favorably with the results of 
There is net cooling at all levels at the winter pole, for the present 
results, reaching -lO°K/day near the mesopause and again near 120  Km. 
This agrees best with Kuhn (1968). 
far more net cooling throughout the region, and Kuhn (1966) also shows 
somewhat more net cooling near 60 Km and again near 90 Km. 
Murgatroyd and Goody (1958) find 
There are two other points of interest in the present results which 
Above about cannot be compared with the other studies mentioned above. 
100  Km there is a great deal of net heating from equator to  pole in the 
summer hemisphere, from equator to about 80 
sphere and below about 50' latitude for winter conditions. This feature 
is the result  of the strong heating from absorption of solar UV by O2 at 
0 in the equinox hemi- 
6 2500 a .  Also, the equinox pole has a very complex structure with 
alternating regions of net heating and cooling. 
4.5 VERTICAL TRANSPORT 
From the heating rate  contours discussed above it seems clear 
that in order to maintain an energy balance on the average heat must be 
transported vertically and meridionally. 
are beyond the scope of this study; the remainder of this discussion wi l l  
deal with vertical transport. A s  mentioned ear l ier  in this study, there 
is rather general confirmatory evidence that some dynamic processes 
tend to ''mix'' the mesosphere and lower thermosphere and that this 
Models of meridional flow 
9 2  
process o r  processes can be modelled by eddy transport. Qualitatively, 
the results for the global scale model a re  in agreement in that a similar 
eddy transport model does indeed provide sufficient cooling by heat 
transport to balance the mean thermal state. 
In this section the extent to which a general eddy transport 
treatment is able to both balance the energy budget and provide reason- 
able mixing in the mesosphere and lower thermosphere is examined for 
the specific seasons and latitudes considered. Since transport by mean 
motions and by "eddies" a re  similar processes the transport model wi l l  
in general reflect the sum of both. 
Equilibrium eddy transport coefficient profiles were calculated 
by the method used in Chapter 3, Equations (3. 3 . 2 )  and (3. 3. 3), for 
each of the seasonal-latitudinal thermal mcdels considered, with the 
total heating rates, heat fluxes, and temperature profiles presented 
above. 
the equilibrium eddy diffusion coefficient in Figures 29, 30, and 31, 
for winter solstice, equinox, and summer solstice, respectively. The 
consistency of the transport above the mesopause is indicative of the 
similar upper boundary heat fluxes adopted for each model (see Table I). 
Below the mesopause quite reasonable values of eddy diffusion, con- 
sistent with composition modelling studies, were obtained for low and 
mid-latitudes. However, in all three seasons, significant differences 
in transport a r e  evident near the pole. 
ficients a r e  inconsistent with the simple mixing length formulation used 
and these values a re  undoubtedly indicative of subsidence. 
The results a r e  presented a s  meridional-vertical contours of 
Negative eddy diffusion coef- 
Near the 
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summer solstice pole a localized region of enhanced vertical transport 
may be attributed by analogy to a balancing upward flow regime. 
In general then the energy balance of the mesosphere can be 
reasonably maintained by vertical eddy transport, qualitatively con- 
sistent with compositional requirements, except near the poles. The 
question of transport near the poles and above the mesopause (at all 
latitudes) wi l l  be considered further below. 
4.6 INTEGRAL HEAT SOURCES AND SINKS 
The seemingly great energy imbalance between the poles near 
solstice has been pointed out earlier (Murgatoryd and Goody, 1958) and 
is not as  yet fully understood. Undoubtedly large scale dynamics and 
circulation must ultimately provide the balance through redistribution of 
potential, chemical, and kinetic energy (see, for example, Kellogg, 1961, 
and Young and Epstein, 1962). 
Very simple models of mesospheric circulation have been de- 
rived by Murgatroyd and Singleton (1 961) and Leovy (1 964) for differen- 
t ial  radiative heating alone which gave qualitatively reasonable resul ts .  
Hopefully, vastly improved circulation models would be possible if in- 
formation on the global heating imbalance were known much more 
precisely. 
energy budget of the mesosphere and lower thermosphere globally, 
vertical thermal transport (predominantly eddy) must be included in 
he ating imbalance e s t  imat e s  . 
In view of its importance to both the composition and the 
It was decided to attempt to estimate the gross energy imbalance 
The quantity from the fu l l  thermal models including thermal transport. 
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of interest  was the difference between the total heating ra te  and a 
representative value of the divergence of the heat flux, that is 
(4. 6. 1) 
3 where is the local heat imbalance (in e rgs / cm /sec) .  The equili- 
brium eddy thermal conductivity for the earth average thermal model 
(Chapter 3. ) was adopted a s  the most representative, in the sense that 
it was  derived from the thermal model least likely to be significantly 
influenced by the neglected large scale dynamics. With eddy transport 
characterized in that manner the local heat flux was  calculated with the 
temperature derivatives and values of (molecular) thermal conductivity 
appropriate to  the various models. 
not be successfully used within the finite difference framework de- 
Unfortunately this procedure could 
scribed. in'AppendixA. The problem was  again the 'noise' in the tempera- 
true derivative approximations, a s  was the case in an analogous problem 
in  Chapter 3. This 'noise' was  greatly enhanced by the resolution of the 
temperature data, which had been read from the contour plots of Newel1 
(1968) and Murgatroyd (1965) at 5 Km.intervals. 
In Chapter 3. it was  found that integrating the energy equation 
was  quite efficient in  averaging over the 'noise', As  a parallel  it was  
decided to  calculate the integral heat imbalance instead of . In- 
tegrating Equation (4. 6 .1)  in the vertical direction, one obtains: 
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2 Where 
equation the hemisphere average values of the heat flux at 120  Km 
is the integral heat balance in e rgs / cm /sec. In the above 
were incorporated so that the following definition could be made: 
(4 .  6. 3)  
E 
The results of the calculations of for the three seasons con- 
sidered a re  shown in Figures 32, 33, and 34.  The equinox hemisphere 
shows near thermal balance above the mesopause at all latitudes, while 
in the lower mesosphere, as anticipated, significant net cooling is in 
evidence at high latitudes. There is however net heating at the same 
levels at low latitudes sufficient to  balance the net cooling at high lati- 
tudes through perhaps a single meridional cell. The predominant 
feature of the solstice hemisphere is still  the polar imbalance. 
2 average of about 700-800 e rgs /cm / s e c  must be transported from the 
summer pole to the winter pole, i. e. the region above 65O, to balance 
An 
the thermal structure above 50 Km for the earth average thermal model. 
These results seem reasonable and hopefully could be incor- 
porated into general circulation models. 
lower limit of 50 Km 
One of the drawbacks is the 
on the present data. Thus the large amounts of 
ozone heating in the upper stratosphere a re  not included. 
sumably a quite important source of energy for driving these global 
scale wind fields, and would be a useful extension to the present study. 
Another uncertainty in the present results is the seasonal and latitudinal 
This is pre-  
ozone distribution, which would be expected to have some impact on 
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the overall heating imbalances. However, until the large uncertainty 
in the ozone data above the stratosphere, discussed in Chapter 3 . ,  can 
be resolved the relatively smaller variations a r e  probably unimportant 
by comparison. 
CHAPTER 5 
DISCUSSION, CONCLUSIONS, 
AND RECOMMENDATIONS FOR FUTURE WORK 
5. 1 DISCUSSION 
5. 1. 1 Vertical Thermal Transport 
The assumption of a vertical eddy transport of heat was  used 
in both Chapters 3 and 4 in achieving a balance in the energy budget 
of the mesosphere and lower thermosphere. 
indicate the necessity of some vertical transport mechanism operative 
on the average at  these levels. 
into considerations of the regions above and below the mesopause. 
In the mesosphere the transport necessary for thermal balance is quite 
consistent with an eddy diffusion interpretation. 
derived lie at the lower extreme of the range of estimates adopted in 
compositional studies (Colgrove, et al, 1965, 1966; Shimazaki, 1967, 
1968; Hesstvedt, 1968; Shimazaki and Laird, 1970; and Anderson, 
1970). 
The results strongly 
The question naturally divides itself 
The values of KT 
Above the mesopause a quite high level of vertical transport is 
required, which if interpreted as eddy diffusion would be inconsistent 
with the estimates used in the compositional studies mentioned above. 
Near the upper boundary the transport reflects eddy diffusion coefficients 
which a r e  5-10 t imes the values successfully used in modelling com- 
position resulting in an effective turbopause above 120 Km. 
It could be argued that the upper portion of the KT curve in 
Figure 13 represents the sum of eddy transport and ascending motions. 
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A vertical velocity, w, obeying the continuity of mass  equation, 
sufficient to provide the necessary transport at the upper boundary 
can be calculated as :  
The results for w120 are of the order of about 10 cm/sec.  for the 
models used in Chapters 3 and 4. Thus, velocities of this kind 
would have to exist on the average in both hemispheres in all seasons. 
Besides the obvious problems with conservation of mass globally, 
velocities of this magnitude a r e  also inconsistent with lower thermo- 
spheric composition models. 
The predominant factor leading to the large values of transport 
needed above the mesopause is the magnitude of the heat flux specified 
at 120 Km. A value of -2.4 e rgs / cm /sec  was  used, for example, in 
the global model. 
2 
In turn, about 70% of the heat flux adopted results 
from the assumptions concerning dissipation of tidal oscillations. We 
a r e  forced to conclude on the basis of the apparent inconsistencies that 
the bulk of the tidal energy flux does not penetrate much above 90-110 
Km on the average. 
Two processes which would achieve this end a r e  reflection and 
the dissipation of the tides at  lower levels. Yanowitch (1967) discussed 
the reflection of waves in a viscous medium but to what extent these cal- 
culations might be applicable for the Lindzen (1967) tidal mode is not 
known. Reflection of the bulk of the upward propagating tidal modes 
would, of course, be the easiest solution to the immediate problem, 
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Lindzen (1968) discussed two specific modes of dissipation 
which act on the temperature fl'uctuation component of the diurnal tide, 
Newtonian cooling (with a photochemical interaction), and the pro - 
duction of local regions of instability (Richardson number 
f i r s t  was  shown to be of little consequence, and the second could not 
be explicitly included in the tidal calculations. 
however, that in the regions of local instability, about 85-95 Km, the 
Lindzen reasoned, 
diurnal tides could be effectively dissipated, probably producing 
gravity waves and turbulence in doing so. 
a satisfactory explaination provided that the bulk of the energy result - 
This mechanism would be 
ing from the dissipation did not reach much above 100 Km. 
Dissipation by conductivity, viscosity, and ion drag were 
investigated very recently by Blake and Lindzen (1970). They found 
essentially no dissipation below about 100 Km, the majority occuring 
above about 120-130 Km. Thus, the only possible mechanisms for 
removing the tidal energy flux at  90-100 Km or  below a r e  reflection or 
dissipation in local regions of (tidally induced) instability. In the latter 
case the diurnal tide may be the process responsible for a good deal of 
the gravity waves and other smaller scale phenomena observed in the 
lower thermosphere ~ 
In Figure 35 the equilibrium eddy diffusion coefficients for the 
global scale model are shown for  the tidal dissipation assumptions 
adopted in Chapter 2, and for the opposite extreme of no energy input 
f rom the tides above 50 Km. The values for  the latter case labelled 
without tidal dissipation" lie well within the range consistent with the 1 1  
compositional studies mentioned earlier. It is possible to speculate on 
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the effect of dissipating the full tidal energy flux in the mesopause 
region itself, with reference to Figure 35. 
lead to increased estimates of eddy transport locally; so  that for 
example, the upper minimum in the KT (equil) profile might disappear, 
leaving nearly constant values of 
to 95 Km. 
throughout the model. 
5.1.2 Global Energy Budget 
The energy involved would 
5 2  3x10 cm /sec  from about 70 Km 
This results in a very reasonable eddy transport description 
In Chapter 4 the seasonal and latitudinal variations in the energy 
budget of the mesosphere and lower thermosphere were estimated from 
the local heating/cooling ra tes  and average values of heat flux at 120Km 
and of KT (equil). 
34 in t e rms  of the integral (column) heating or  cooling necessary to 
balance the local mean thermal state. 
These results a r e  presented in Figures 32, 33, and 
For  summer and winter solstice the most significant imbalance 
occurs at  high latitudes, which is in keeping with the ability to balance 
the thermal  models with reasonable values of KT(equil) at the other 
latitudes (see Figures 29, 30, 31). Near the poles then an average of 
about 700-800 e rgs / cm /sec  must be deposited in the winter hemis- 
phere, and the sameamount removed from the summer pole, o r  more 
likely transported from the summer to the winter pole, to achieve a 
long t e rm balance., 
two hemispheres strongly suggests a global meridional circulation 
system with a net effect of a i r  ascending over the summer pole and 
subsiding over the winter pole. 
2 
The near equality on the energy imbalances for the 
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At equinox the imbalances a r e  smaller but may still be sig- 
nificant. A s  shown in Figure 27 near the equinox pole in the lower 
mesophere no positive eddy transport  coefficient could be expected 
to balance the large net cooling. 
leads to an integral cooling of just over 200 e r g s / c m  /sec at 80'. 
Using an average profile of KT(equil) 
2 
Both poles would require a net influx of heat in this simple spring/ 
autumn average model. At low latitudes (below about 20°), some- 
thing over 100 e rgs / cm /sec is available to balance the energy budget, 
where the factor of two in magnitudes is compensated by the larger  
geographical a rea  included in the lower latitudes. Thus, each hemis- 
phere at equinox could balance independently if, for example, a simple 
hemisphere meridional cell were to exist in the mesosphere with 
ascending air over the tropics and subsidence at the highest latitudes. 
The above considerations of energy imbalances and circulation 
2 
systems refer  to the entire atmosphere above 50 Km. 
purposes, however, the results reflect predominantly mesospheric 
contributions and the uncertainties in the upper boundary heat flux and 
balancing vertical  transport a r e  completely negligible, 
5.2 CONCLUSIONS 
For  all practical 
(a) In the mesosphere the calculated vertical  transport require - 
ments of the mean thermal  state can be interpreted as resulting from 
eddy diffusion for values consistent with compositional studies. 
same conclusion applies in the lower thermosphere (4 120 Km) only if 
the upward energy flux of the diurnal tide can be excluded from that 
region through either reflection or  dissipation lower in the atmosphere, 
The 
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(b) In the absence of the tidal energy consideration the major 
uncertainty in the lower thermospheric thermal model is the O2 
heating efficiency. More specifically the uncertainty l ies  in the 
ultimate disposition of the O( D) excitation energy. 1 
(c) In the mesosphere (and presumeably in the upper s t ra tos-  
phere a s  well) the ozone concentration is the major uncertainty in the 
thermal model. However, the profile adopted (Evans, et al, 1968) 
gives reasonable resul ts  in the present application. 
(d) The contribution to the thermal  balance from C02(15p bands) 
has been investigated. It is found to be of major importance in the 
mesosphere. Above the mesopause, the uncertainties in the C02 volume 
mixing ratio and 
account., 
values of those quantities the C02( 15p bands) cooling rate  above the 
mesopause is not very important in the overall energy budget. 
5 .3  RECOMMENDATIONS FOR FUTURE WORK 
vibrational relaxation time must be taken into 2 
The present results indicate that for reasonable bracketing 
(a) The next logical step in estimating the meridional circulation 
in the mesosphere and lower thermosphere would be to  use the integral 
heating imbalance estimates, Figures 32, 33, and 34, in place of radi-  
ative net heating. 
about 20Km - 30 Km. to include the majority of the solar heating due to  
ozone. 
The present calculation should be extended down to 
(b) The derivation of a vertical eddy transport profile consistent 
with composition and the energy balance simultaneously should be 
attempted. 
composition on the heating/ cooling r a t e s  should be considered. 
Specifically the effects of transport on composition and of 
This 
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w a s  done in an approximate way for C02 in the present work. 
(c) A great deal remains to be done in studies of the thermal 
structure of the thermosphere as a whole. The following a r e  a r e a s  
in which the need for further work is obvious: (i) derive (solar UV) 
heating efficiencies on the basis  of the physical processes involved 
rather than accepting empirically fitted constant values; (ii) obtain 
better estimates of the airglow emission especially in the near IR 
and far UV; (iii) investigate the average heating by particle bom- 
bardment especially in the auroral  zone; (iv) consider the upward 
energy flux associated with atmospheric tides and gravity waves, 
and their  ultimate deposition by reflection and dissipation; and (v) 
attempt to  estimate the la teral  transport by conduction and gross  
circulation e 
(d) A radiative transfer study of the 4. 3p bands of C02 should 
be made, including the postulated additional excitation mechanism 
from N2 vibration. 
the determination of the spatial redistribution of the O( D) excitation 
energy, f rom the photolysis of O2 and 03, assumed in Chapter 2 to  be 
transmitted to C02(  
flux characterist ics were modified sufficiently by the additional source 
the la t ter ' s  existence might be experimentally verifiable. 
An immediate outcome of such a study would be 
1 
3) through N2 vibration. In addition if the IR 
APPENDIX A 
NUMERICAL FORMULATION O F  THE THERMAL MODEL 
An approximate numer i ca l  model  of the time dependent energy  
equation, Equation (2.2.22), is p resen ted  in’this appendix. The f in i t e  
difference s c h e m e  and gene ra l  p rocedure  used  i n  approximating the 
p a r t i a l  different ia l  equation are d i scussed  i n  the  first par t .  This  is 
followed by a r ecas t ing  of the  boundary conditions, d i scussed  in 
Chapter  2, i n  terms of the finite difference formulat ion.  
sec t ion  dea ls  with a m a t r i x  r ep resen ta t ion  f o r  the  s y s t e m  of s imul -  
taneous equations and the method of solution is presented .  The f ina l  
sec t ion  includes the evaluation of va r ious  p a r a m e t e r s  and o ther  num- 
e r i c a l  approximations n e c e s s a r y  to e s t ab l i sh  the ove ra l l  numer i ca l  
model.  
The next 
A. 1 FINITE DIFFERENCE FORMULATION 
A sui table  spa t i a l  and t e m p o r a l  g r i d  m u s t  be establ ished in  
o r d e r  t o  u s e  a f ini te  difference scheme f o r  approximating Equation 
(2.2.22).  
tha t  : 
Let u s  divide the  p r e s s u r e  (z ) f ie ld  into 50  l eve l s  such  
P 
where m denotes  the level,  z o  is the  lower  boundary at 50 km. 
upper  boundary at approximately 120 k m  is given by: 
The 
P 
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1 1 2  
The time scale can be expressed i n  increments of At, as: 
- . O  ) 2 , 6 - *  (A. 3) 
) I  
== 'h  
where n represents the number of the time step and hence a measure 
of the time from an arbitrary starting point. 
z (m), t grid at each point of which the energy equation is either 
already known or  must yet be evaluated. 
Thus we have set  up a 
P n 
If tn is the latest time at which the temperatures, TT,  and the 
B:, C r ,  D r  are known, then i n  solving for the coefficients, A ,
unknown temperatures, 
evaluated at the midpoint tn+= tn+4&. Thus we express the coef- 
ficients i n  t e rms  of the midpoint temperatures, Tm+l=Tm n +z 1 AT:, 
m 
m we should consider the basic equation Trl+ 1 J
n 2  
by expansioii about the nth time step as  coefficients can be obtained 
follows: 
Thus the basic equation at time t I becomes: n+ 
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When fully expanded, this becomes: 
Let u s  now neglect te rms  of order ( 
The remaining equation is then 
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The evaluation of the quantities , etc. will be 
found in a later section of this appendix. 
The following scheme was  used to express the derivatives in 
t e rms  of stable, implicit finite differences : 
a 
The derivatives wil l  not be expressed as 
finite differences since they do not involve unknown quantities. In 
te rms  of the above set of approximations, the basic equation may be 
written as: 
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A new variable,  E:> is defined by the following: 
Equation (A. 10)  may now be wri t ten as: 
(A. 12) 
This is now a set of equations of the form: 
(A. 1 3 )  
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where the following substitutions have been made : 
(A. 14) 
As m ranges from 1 to 50, there are 50 equations in the following 
52 unknowns: 
Two of these unknowns, the first and last can be eliminated through 
the boundary conditions. 
A. 2 BOUNDARY CONDITIONS 
The points m=O and m=51 are pseudo points lying outside the 
established grid and therefore unreachable and unknowable. 
of an upper and a lower boundary condition these pseudo points can be 
expressed in t e rms  of constants and points within the boundaries, that 
By means 
A.2 .1 Lower Boundary Condition 
The elimination of the unknown temperature point below the 
w a s  discussed in Chapter 2 and the boundary lower boundary, Tn+l' 0 
117 
condition adopted w a s  a constant temperature at that point. Thus, at 
m=O, z (0) = z O-Az the temperature for all n was considered a 
P P PS 
constant : 
(A. 1 6 )  
A. 2 . 2  Upper Boundary Condition 
At the upper boundary of 120  km (m=50) a constant, specified 
heat flux w a s  adopted as the boundary condition (Chapter 2) .  Since 
the temperature gradients are par t  of the heat flux term, the pseudo 
point at m=51, z (51) = z  (50) + A z  is included in the flux at m=50. 
The flux at the upper boundary was considered a constant for all n: 
P P P' 
can be expressed a s :  pper boundary 
Let us  introduct the quantity 
u 
L 
(A. 1 7 )  
(A. 18) 
(A. 1 9 )  
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Expanding about the temperature at tn and expressing the above in 
t e rms  of the mid-point, at tn+ 
(A. 20)  
Using the finite difference scheme already employed leads to: 
(A. 2 1 )  
51 Thus the pseudo point temperature Tn+l has been expressed i n  t e rms  
of the boundary point temperature Tn+l, an interior point temperature 
Tt:l and various constants and other known quantities, central to 
which is of course Equation (A.21) can be r e -  
wri t ten in  a more compact form as :  
50  
upper boundary' 
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(A. 22) 
A. 3 MATRIX REPRESENTATION 
With the inclusion of the boundary conditions as suitable 
substitutions for the pseudo point temperatures, the 50 equations 
in 50 unknowns are as follows: 
(A. 23) 
For symmetry the m = l  and m=50 equations can be written as: 
(A. 24) 
120 
where we define : 
(A. 25) 
Thus the complete set  of equations has the form: 
e c 
and it can be written symbolically as: 
- c
(A. 27) 
Where T and F a re  50 element column vectors (50x1 matrices) and 
is a 50x50 square matrix. Provided that is non-singular the system of 
121 
m ,  
Tn+l s, equations can be solved for  the unknown that is T, as :  
(A. 28) 
Where is the inverse of the matrix 
The elements of the square m a t r i x A ,  are:  
Since each row and column o has a maximum of three elements, 
and these a r e  centered on the main diagonal of the matrix, it is known 
a s  a tri-diagonal matrix. A particularly efficient method of solving 
systems of simultaneous equations of this type has been given by Dingle 
and Young (1 965), based on prior work by Richtmyer (1957) and 
Henrici (1962). First, it is necessary to define two auxiliary matrices.  
L and U, and the vector ? such that the following relationships wi l l  
be applicable : 
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B 
* 
L 
Then it follows that: 
Since : 
The above will  be accomplished if  L and U have the forms: 
(A. 30) 
(A. 31)  
(A. 32) 
I 
c 
0 
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(A. 33)  
(A. 34) 
This leads to the following expressions for the elements of L and U: 
- 
a a [  I 
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The other two relations of Equations (A. 30) give us:  
/ L  ic4p 
These can be solved for the unknown ‘t‘ s as: 
e i= 50 . C  h I L C  
(A. 37)  
This series of algebraic expressions accomplishes the goal of evaluating 
the elements of in  t e rms  of F. 
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A.4 PARAMETER EVALUATION AND APPROXIMATIONS 
In the above formulation several  coefficients and parameters  
Let us  assume were  defined but not evaluated; they a r e  given here. 
the following : 
(A. 38) 
cP 
Strictly speaking none of the above is correct.  
is of O(2) i n  the temperature, but the value of the derivative is certainly 
The specific heat, 
negligible. The quantities g, KT and > K T /  z a r e  all altitude de- 
P 
pendent, and the altitude in our  constant pressure  level system is directly 
temperature dependent. 
assumes that the height levels are either constant or  slowly varying with 
time. 
mately true. 
However the basic energy equation we have used 
Consistent with that premise we assume Equation (A. 38) is approxi- 
In addition, note the following relations which follow from the 
assumptions of the perfect gas law and the definitions of H and KT: 
(A. 39)  
(A. 40) 
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(A. 41) 
(A. 42)  
(A. 43) 
A. 4 .1  Parameter Evaluation 
The following a re  the parameters which must be evaluated 
(A, B, C, and D a re  derived in Chapter 2 ) :  
(A. 45) 
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where : 
L. 
2 .  
(A. 47) 
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4. P 
(A. 48) 
(A. 49) 
A. 4.2 General Approximations 
A special procedure is necessary for expressing finite dif- 
ference approximations to derivatives at boundaries. In general, the 
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following is assumed: 
(A. 5 0 )  
are arbitrary variables. If however, either the i+l o r  
i-1 point l ies outside the boundary, the above cannot in general be 
used. Instead, if i is the upper boundary: 
or, i f  i is the lower boundary: 
z2 (A. 52)  
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The evaluation of g, the gravity, in pressure coordinates is 
necessary since the atmospheric scale height must be determined 
before the altitude levels can be calculated; therefore assume : 
where go=g(z=o) and R is the ear th ' s  radius, and: E 
then in pressure  coordinates, z p j*  
(A. 5 3 )  
(A. 54) 
(A. 55) 
If (z. z .)  and(^^-^ apj-l) refer  to  the same levels respectively, then: 
J J  PJ 
(A. 5 6 )  
(A. 57)  
but: 
(A. 58) 
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where R is the gas  constant. Therefore: 
c 0
I -1  
and : 
(A. 59)  
(A. 60)  
- -  
so  that only T=T(z ), M=M(z ) and g(z ) need initially be known. 
P P P l  
Finally, it was  necessary to approximate the potential energy 
This t e rm may be written as: t e rm for the constant pressure levels. 
The first t e r m  is just: 
and the height z(z ) is given by: 
P 
(A. 61)  
(A. 6 2 )  
(A. 6 3 )  
, 
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and thus: 
(A. 64) 
The potential energy t e rm can now be written in te rms  of all of the 
above as: 
or: 
This term, because of its >T/ce)t dependence, w a s  most easily in- 
corporated into a modified specific heat term, Cp*, as follows: 
(A. 66) 
APPENDIX B 
MODEL ATMOSPHERE 
A very convenient and natural choice for use in the upper 
thermosphere is an analytic model built around an exponential tem- 
perature profile. 
(1 964) for a static diffusion model through the expressions: 
Such a temperature profile was defined by Jacchia 
where Tco and T120 a re  the temperatures assumed in the exosphere 
and at 120 Km, the lower limit of applicability of the expression, 
respectively. Walker (1 965) developed analytic expressions for the 
temperature and concentrations based on the above and on the work of 
Bates (1 95 9) and Stein and Walker (1 965) by incorporating the geopoten- 
tial height. 
earth (RE = 6356. 77 Km), then 
If z is the geometrical height and RE is the radius of the 
1 is the geopotential height given by: 
The temperature becomes: 
e P
where +On 00015 and a =(T,-T120)/Tm. 
'This expression for geopotential height uses a reference level 
at 2=120 Km rather  than the standard levels of z=O, or where gz 980 cm/  
s e d  e
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Walker gives a s  the concentration of the ith constituent at altitude z, 
where : 
and mi is the mass  of the ith constituent, g(120) is the gravity at 120  Km 
and k is Boltzmann's constant (1 .38053~10-~~erg /OK) .  
tions at 120 Km, ni(120), must be specified i n  the model, along with 
The concentra- 
and g(120). T1209 
In the above, the thermal diffusion f=tm was omitted since in the 
present study only N2, O2 and 0 were calculated from the above. The 
pressure,  p, mean molecular weight, %, dens i ty ,p ,  and atmospheric 
scale height, H, were calculated from the concentrations and tempera- 
ture in the usual manner. 
used for all the thermal models considered in this study. 
An exospheric temperature of 1000°K w a s  
Below 120  Km a different procedure was adopted. The tempera- 
ture  and concentrations, NZ, Q2, and 0 were specified at selected 
levels and an empirical expression for the 0 concentrations was  incor- 3 
porated as discussed below (see also Chapter 3). Intermediate values 
were obtained by linear interpolation of the temperature and logarith- 
mic interpolation of the N2' 02, and 0 concentrations. 
centrations, volume mixing ratios and the mean molecular weights 
From the con- 
were then calculated. The atmospheric scale heights were calculated 
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in the usual way and with them the pressures  and densities were obtained 
by integration upward from the reference level: p (50 Km) = 797.8 dynes/ 
2 6 cm ; or, when the model was  extended below 50 Km, p(0) = 1 . 0 1 3 ~ 1 0  
dynes/cm 
the calculated pressure,  through the perfect gas law. 
2 The total number density at each height was derived from 
From the cal- 
culated total number density and volume mixing ratios the composition 
was adjusted slightly for internal consistency. 
The temperature profile used in the model was  the earth average 
temperature shown in Figure 10  for the region 50 K m  to 120 Km, with 
the U. S. Standard Atmosphere, 1962, used below 50 Km. In Table I1 
a r e  presented the input concentrations and their  sources for the atmo- 
spheric model below 120  Km. The sources are as follows: 
(a) Colgrove, Johnson, and Hanson (1 966), Table 2, photochemical 
6 2  and transport  model with K =%. 3x10 cm / s e c  for "average temperatures" T 
(b) Hunt (1 966), "wet" photochemical model with no transport; equili- 
brium case 
(c) U. S. Standard Atmosphere, 1962; based on tabulated total number 
densities and constant volume mixing ratios for N2 and O2 of 0. 78084 and 
0.20948, respectively (Glueckauf, 1951). 
The ozone distribution adopted was  a composite of two empirical 
profiles. Above 40 Km Evans, et a1 (1968) used the following expression 
to f i t  the (corrected) data of Johnson, et a1 (1952): 
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TABLE I1 
Adopted Concentrat ions of N2, 02, and 0 Below 120 Km 
0 
Ref. ( a m m 3 )  Ref. 
z N2 O2 
(Km) (cm- 3, Ref. (cm-3) 
120 
115 
110 
105 
100 
95 
90 
85 
80 
75 
70 
65 
60 
55 
50 
45 
40 
35 
30 
25 
20 
15  
10  
5 
0 
~ ~~ 
3.85(11)l  (a) 
7. 77(11) 
1.62(12) 
3. 53(12) 
8.10(12) 
1. 97(13) 
5.18(13) 
1. 30(14) 
1 1  
I I  
1 1  
I I  
I I  
I 1  
1 1  
3.28(14) (a) 
7.04(14) (c) 
1 1  1 a 42 (15) 
2. 71(15) 
4. 97(15) 
9. lO(15) 
1.67(16) 
3. 05 (1 6)  
6.25(16) 
1. 37(17) 
I t  
1 1  
I t  
1 1  
1 1  
I I  
1 1  
I I  2. 99(17) 
I I  6.51(17) 
1 a 44(18) 
3.16(18) 
6. 71(18) 
1 20(19) 
1. 99(19) 
I t  
I t  
I I  
I I  
I I  
5.24(10) 
1 .23(11)  
3.01 (11) 
7. 5 6 ( l l )  
1. 93(12) 
4. 98(12) 
1. 35(13) 
3 .45 (1 3) 
8. 74(13) 
1 .89(14)  
3. 81 (14) 
7.26(14) 
1. 33(15) 
2.44(15) 
4.47(15) 
8.19(15) 
1. 68(16) 
3. 69(16) 
8.02(16) 
1. 75(17) 
3.87(17) 
8 .48(17)  
1 .80(18)  
3.21 (18) 
5. 34(18) 
I t  
1 1  
I I  
I I  
I I  
I I  
I I  
I I  
I I  
I I  
1. 05.(11) (a) 
1.56(11) 
2.21(11) 
2.89(11) 
3. 37(11) 
3.47(11) 
3. 03(11) 
1.61(11) (a) 
6.20(10) (b) 
2.40(10) 
1.40(10) 
9.80( 9) 
8 .00(  9) 
6. 60( 9) 
5. 70( 9) 
I t  
1 1  
1 1  
I t  
1 1  
I I  
l l  
I I  
I 1  
I t  
1 1  
I I  
1 1  5.00(  9) 
4.00( 9) 
1 .20 (  8)  I I  
I I  
I I  1. 30( 9) 
1 1  1. 30( 7)  
1 .10(  6)  I I  
1. OO( 5)  I l f1  
7.60( 3) 
5.90(  2 )  
5 .10(  1) 1 1  
I t  
I I  
130 85(11) denotes  3 . 8 5 ~ 1 0 ~ ~  
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A s  explained in Chapter 3, this profile was considered to be a reason- 
able representation of measurements and theoretical estimates of O3 
concentrations above 40 Km, see Figure 14. Below 40 Km an analytic 
expression given by Green (1966): 
=22 Km, and h=6 Km. was  adopted with 60 =4.14xlO cm , zm 
This is probably reasonable at least for the stratosphere. 
1 2  -3 
The model atmosphere was  extended from 50 Km down to the 
surface chiefly for the purpose of calculating column densities at 
zenith angles greater  than 90' for use in the solar  heating ra te  calcu- 
lations of Chapter 4, (see also Appendix C. ). Thus for the long slant 
paths involved, where there is little contribution to the solar  heating 
rates, the thermal  models are rather  insensitive to the uncertainty in 
the lower atmospheric composition. The other use of the lower atmo- 
spheric model was  in the C02 and CO distribution study (see Appendix 
D. ) In those calculations the resul ts  are relatively insensitive to  the 
details of the composition below about 50 Km. 
APPENDIX C 
COLUMN DENSITY CALCULATIONS 
t h  In general the calculation of the column density of the i 
consfituent, at altitude z, for zenith angle 8, Ni(z, 8) was made 
through an appropriate numerical integration technique. 
tion was approximated in a usua l  manner from z to  an arbi t rary z 
chosen high enough so that the remainder of the actual atmospheric 
path would make no significant contribution to  Ni(z, 8). Further, at 
z=z 
bution to  the column density was approximated by: 
The integra- 
max 
(typically chosen a s  500 Km) the actual remaining contri- max 
and added to NJz, 8); where ni(zmax) and Hi(zmax) a re  the concentra- 
L 
tion and specific scale heights of the ith constituent at zmax and 
h / J  z)  z *,ax is a crude estimate of the ratio of the remAining atmo- 
spheric path at zenith angle 8 to that for 8=Oo (discussed further below). 
For the ear th  average solar  heating rate  calculations of Chapter 
For this case as/> z = l  3 only vertical column densities w e r e  required. 
and the atmospheric path, zmax-z, was broken up into intervals 
As= Lbz of 5 Km above 120 Km and 1 Km below 120 Km. Above 150 Krq 
the distributions of the 
diffusive equilibrium e 
J 
species considered were assumed to approach 
Thus the following approximations were  made : 
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the latter being restr ic ted to  z BLz 
integration is just :  
e The result of the indicated 
j 
The approximations used above served to divide the entire integration 
interval into a finite number of small  intervals & = Z ~ + ~ - Z ~ .  inside 
each of which the concentration of the ith constituent was approximated 
by an exponential function of constant scale length (or e-folding distance) 
and forced to match the model concentrations at the interval boundaries; 
Equation (C. 3) .  
Below 150 Km a more general numerical integration scheme w a s  
needed (io handle the 0 peak at about 95 Km for example) and a standard 
Simpson's rule scheme w a s  adopted. Thus the column densities below 
150 Km were approximated by: 
where the summation over j covered the altitude range z 5 z j  f 150 Km. 
For  the studies of Chapter 4, column densities w e r e  calculated 
for  32 selected zenith angles (0°-1030). 
zero zenith angle the geometry of Figure C-1 is appropriate with 
s= s(z, 0 )  is the independent variable. Therefore the column density at z of 
the ith constituent was jus t :  
Fo r  the general case of a non- 
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Figure C -1. Integration path geometry for column density 
calculations 
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Assuming a spherically symmetrical  atmosphere and considering the 
geometry of Figure C-1, it was apparent that the following relations 
and : 
(C. 10)  
For these cases Simpson's rule was used throughout the altitude range 
of interest and the column densities were approximated by the following: 
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I 
- s  . and s . and z . were given by: 
jzsj+1 j 3 3 
where 
8 6 t , Q )  = 
(C. 12)  
(C .  13) 
(C. 14) 
Thus the integration was  started from so with intervals of size As 
and the necessary concentrations being evaluated at z . heights, which 
a r e  direct functions of the 3's. The distinction in integrating over ds  
ra ther  than dz must be maintained, since: 
j 
I 
3 
(C.  15)  
based on Equation (C. 8), and it is obvious that the above blows up at 
the tangent point, s =O, which l ies in  the integration path for 8*90°. 
Consequently integration over dz would greatly underestimate the 
I 
contributions to the column densities near the tangent point. 
Note also that the atmospheric path will  intersect the earth for  
(R + z )  sin 8 & RE and 8 
were  assumed infinite. 
/2 .  In these cases  the column densities E 
APPENDIX D 
CALCULATION OF THE SOLAR HEATING RATE 
The general character of the solar  heating rate  calculation 
was described in Chapter 2 based upon Equation (2.4.1). 
impractical t o  actually ca r ry  out the integration over wavelength in 
that equation even if the detailed spectral  features of the solar  energy 
flux and absorption c ross  sections were  known muck: more precisely 
then they a r e  at present. 
the integration over finite wavelength intervals and summing the results 
was adopted. The wavelength range from 31A to 3000 A was  divided 
into 152 intervals of width varying between 0-50 A . 
It would be 
Instead the usual procedure of approximating 
0 0 
0 
Thus Equation (2 .4 .1)  was  replaced by: 
where the 1 th wavelength interval extends from hl (1) to h2  u), 
1 1 
1 i e. (z) and d a r e  the effective heating efficiency and cross  section, 
.--A? 
respectively, for the ith constituent (discussed below), k is the 
effective photon energy (in e rgs)  given by: 
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which collapses to: 
0 
for  h 2 ( l )  = hl( I), 
(6.6255 x e r g  
x l o l o  cm/sec),  and 
atmosphere integrated over the 1 th wavelength interval. 
(single solar lines), where h is Planck's constant 
and c is the speed of light i n  a vacuum (2.998 
is the solar photon flux at the "top" of the 
0 0 
The first 91 intervals, covering 31 A - 1775 A ,  were taken as 
a compromise between those given by Hinteregger, et a1 (1965), and 
Hinteregger (1969) in order to use  flux and c ross  section data from both 
of these sources, The advantage to using this data was that the absorp- 
tion c ross  sections given in Hinteregger, et a1 (1'965) are already ef- 
fective c ros s  sections obtained as (Hinteregger, 1962): 
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th 
(2) is the effective absorption c ross  section in the 
wavelength interval. 
the detailed correlation of the spectral  characteristics of with 
those of the flux. In Hinteregger, et a1 (1965) the z dependence of 
the effective c ros s  sections was denoted by a range of values cor- 
The z dependence in this quantity comes from 
responding to the extrema for actual atmospheric conditions, but 
was limited to 15 intervals from 796 A to 1027 A .  
0 0 
Mean values for 
the indicated ranges were adopted on the basis that sample calcu- 
lations of solar heating ra tes  made from them and from both extremes 
of the ranges gave negligible differences. 
0 
In addition 61  other wavelength intervals were adopted, 1775A - 
0 
1800 8, and 20 8 steps from 1800 A to 3000 For these intervals 
the effective absorption cross sections were approximated by the 
following : 
0 0 
with the exception of the Schumann-Runge bands of Q2 (1775 A -2OOOA). 
For  this rather complex absorption spectrum the concept of an effective 
c ross  section is not as  valid a s  in the Hartley continuum of O3 or  the 
Herzberg continuum of 0 However, approximate values were adopted 
for the Schumann-Runge bands from estimates of band maxima and 
band minima (Blake, et al, 1966) and adjusted to  give good agreement 
2 "  
in t e r m s  of calculated O2 photodissociation rates with those of Hudson, 
et  a1 (1969) for which a far more accurate spectral  treatment was used, 
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The following a r e  presented in  Table 111; the wavelength 
interval in A, bland A 0 interval number, 
the effective-photon energy in ergs, E' ; the integrated solar 
photon flux above the atmosphere in photons/ cm / sec, 
; the limits of the 
; and 2 
2; 
the 
Q effective absorption c ross  sections,bi . 
and c ross  section data a r e  presented at the end of Table 111. 
The sources of the flux 
In Chapter 4 diurnal average solar heating ra tes  were calcu- 
This was  accomplished by lated for specific latitudes and seasons. 
integrating the t ime dependent heating ra te  between meridional passage 
(local noon) and local sunset, and dividing by 12 hours, i. e., 
z) is the diurnal average, A t  is the time between where QSotAE ( S 
meridional passage and sunset  (one half the number of daylight hours), 
and B ( t )  is the appropriate zenith angle for time t measured from 
meridional passage. 
rule w i thn t  divided into 6 par t s  (giving a minimum resolution of 2 
hours for continuous daylight conditions) based on the solar heating 
The integration w a s  performed by Simpson's 
S 
ra te  evaluated at 1 3  points: 
u z b  
where the time step w a s n t s / 6  and Qn's are: 
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TABLE I11 (continued) 
Sources 
(1) Hinteregger, et a1 (1965) 
(2) Hinteregger, (1 969) 
(3) Watanabe, et a1 (1956, 1958), and Watanabe (1958) 
(4) Data of Hinteregger, et a1 (1965) adjusted to 
intervals of Hinteregger (1 969) 
(5) Ditchburn & Young (1962) 
(6) Inn & Tanaka (1959) 
(7) Brinkman, et a1 (1966) 
(8) Estimated from Hudson, et a1 (1969) 
and Blake, et a1 (1966) 
:;< 
1.136 E-11 means 1.136x10-~1 
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Solar heating rates for the necessary 8(t)'s were  obtained from the 
l ibrary by interpolation (logarithmic) between the tabulated zenith 
angles. Except when continuous daylight conditions prevailed Q7 
was set  equal to zero as an operational definition of local sunset. 
1 
The l ibrary of solar  heating ra tes  for a specified set  of I 
zenith angles and altitudes was  discussed in Chapter 4, 
APPENDIX E 
CARBON DIOXIDE AND MONOXIDE ABOVE THE TROPOSPHERE 
This appendix contains a pre-print of a paper, co-authored 
with Paul B. Hays, which has been accepted for publication in 
Planetary and Space Science. 
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CARBON DIOXIDE AND MONOXIDE ABOVE THE TROPOSPHERE 
Abstract 
The dependence of the atmospheric distributions of C02 and CO 
upon the combined effects of photochemical production and loss, and transport 
is examined. 
possible in the mesosphere and upper stratosphere. Further, sufficient 
quantities of CO may be maintained, as a product of C02 photodissociation, 
to be aeronomically significant. 
It is found that, for C02, deviations from complete mixing a r e  
The role of carbon dioxide as a major participant in the transfer of 
infrared radiation through the Earth 's  atmosphere has been apparent for many 
years  (Gold, 1909). Moreover, both the recent suggestion of using the 4. 
15 bands of C02 as means by which to remotely measure atmospheric tem- 
perature (Kaplan, 1959), and the recognition of the role played by C02 in the 
thermal budget of the mesosphere (Curtis and Goody, 1956)  have greatly 
increased our understanding of i ts  importance. Ultimately, the accuracy of 
such studies must depend upon a knowledge of the distribution of C02 in the 
upper atmosphere. 
the distribution of C02 in the stratosphere, mesosphere, and lower thermosphere. 
P 
This discussion briefly considers the factors which influence 
Carbon monoxide has been measured at concentrations of between 0 . 1  
Thought to be and 0 . 2  ppm in the troposphere (Robinson and Robbins, 1967). 
chiefly the product of automobile exhausts, it has become a major air pollutant 
in this century. 
the proximity of i ts  molecular mass  to that of N2 precludes mass spectrometric 
identification. 
Little is known of i ts  abundance in the upper atmosphere and 
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Carbon dioxide is continuously produced at or near the ear th 's  
surface by combustion and biological decay, and is also released from the 
oceans (Robinson and Robbins, 1967). Turbulent mixing within the troposphere 
should be sufficiently rapid that complete mixing is a valid assumption. 
past it has been assumed that this is t rue for the stratosphere, mesosphere, 
and lower thermosphere as well. However, in both the mesosphere and 
thermosphere C02 is dissociated and/or ionized by solar (UV) radiation. 
Thus, either a vertical flux must be maintained or the resulting CO must 
recombine locally in order to balance this loss. 
occur both by the three body process: 
In the 
Recombination is thought to 
6 Ka = 10-34cm / s e c  at 300°K 
(Kaufman, 1968) 
a ) C O + O + M + P  C 0 2 + M  
and by the two body process:  
b) CO + OH --PC02+ H K = 1. 5 ~ 1 O - ~ ~ c m ~ / s e c  at 300°K 
(Kaufman, 1968) 
Estimates of process a) suggest a significant effect on the vertical flux 
below about 60 km. 
present state of uncertainty in the OH distribution. Using the time constants 
fo r  transport and recombination as a basis for comparison, and assuming an 
OH concentration as large as given by Hesstvedt (19671, as an upper limit, one 
finds that above 70 km transport dominates but local photochemical equilibrium 
wil l  prevail below that level. 
limiting cases  were considered: (1) no recombination; and (2) full recombination 
of CO below 70 km and none above. 
variations of C02 and CO in the atmosphere. 
The effect of process b)  is much less  clear due to the 
Because of the uncertainties the following two 
These cases should encompass the possible 
The general method employed here in calculating the distributions of 
C02 and CO is similar  to that used by Colegrove, Hanson, and Johnson (1965, 
155 
1966), where both molecular and eddy diffusion a s  well as photochemical 
production and loss a re  considered. It is found that the problem can be s im- 
plified by introducing a parameter, , which equals the ratio of the actual 
mixing ratio of aspecies  to that for  the zero flux case. A brief discussion 
of the formulation is contained in the appendix. 
The dissociation rate  for  C02 used in these calculations is a global 
average obtained from C02 cross  sections as listed in Table l . ,  with values 
for solar UV flux and total absorption cross sections taken from Hinteregger, 
Hall, and Schmidtke (1963). 
the CIRA- 1965 model is used. 
An atmospheric model essentially the same as 
The molecular diffusion coefficients for C02 and CO were taken from 
Chapman and Cowling (1 939) and Lettau (1 951). The eddy diffusion coefficients, 
used in this study fall naturally into the categories of stratospheric and KT 
upper atmospheric values. In the stratosphere, the maximum, minimum, and 
global averages of the seasonal-latitudinal values of K 
al. (1 968) were adopted. These three mixing profiles were extrapolated from 
2 7  km to 50 km. to match the upper atmospheric value; they a re  shown in Fig. 1, 
labelled C, D, and E. Between 50  km and 1 2 0  km an equilibrium eddy diffusion 
coefficient w a s  determined from an earth-averaged thermal model (Olivero, 1970)  
in a manner similar to Johnson and Wilkins (1 965) and Johnson (1 968). Above 
1 2 0  km K The eddy diffusion profile 
adopted as well as the range of values associated with the uncertainties in the 
inputs to the thermal model a re  shown in Fig. 1. Thus three models of eddy 
diffusion were chosen and used in  all calculations corresponding to maximum, 
given by Gudiksen, et. T’ 
w a s  allowed to decrease exponentially. T 
minimum and average mixing in the stratosphere and average mixing above 50 km. 
The time independent continuity equation was  integrated between the 
tropopause (12km) and 200 km for each of the combinations of the three eddy 
diffusion profiles and two characterizations of recombination. The C02 
volume mixing ratio w a s  set at 3. 1 4 5 ~ 1 0 - ~ ,  the average sea level value 
(Bolin and Keeling, 1963) at  the tropopause and the CO volume mixing ratio 
was  set at 1x10 -7 (Robinson and Robbins, 1967) at  the tropopause. 
The results of the calculations for C02 and CO a r e  shown in Fig. 2. 
It is apparent that the question of recombination is not significant for COz 
within the limits of eddy diffusion considered. On the other hand, the CO 
mixing ratio is critically dependent upon recombination. The limits of eddy 
diffusion and recombination used in these calculations lead to more than two 
orders  of magnitude uncertainty in the CO mixing ratio in the upper stratos- 
phere and lower mesosphere. However, in the thermosphere the uncertainty 
is reduced to l e s s  than a factor of two, and CO is shown to be a significant 
minor constituent. 
studies confirming experimental evidence would be highly desirable. 
Because of the importance of these results to  aeronomical 
Any measurement of CO in our atmosphere will  be quite difficult in 
practice to accomplish. 
bands which ar ise  from transitions to the a fi  and a'fl levels respectively. 
But these transitions a re  either forbidden or  hidden by nitric oxide and molecular 
oxygen bands in the same region of the spectrum. 
ments of the carbon monoxide concentration in the mesosphere and thermosphere 
could be made and were to give results significantly below the minimum profile 
One might observe the Cameron or  the fourth positive 
3 
However, if actual measure- 
of Fig. 2 the assumed C02 dissociation rate  would be seriously questioned. 
Such a result would suggest that the apparent C02 absorption continua above 
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0 
the 903 A ionization threshold a re  partially made up of unresolved band 
systems which do not lead to appreciable dissociation. This conclusion 
might shed new light on the low atomic oxygen concentration in the Martian 
atmosphere. 
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TABLE I. 
Sources of Carbon Dioxide Cross Sections 
Wavelength Reference 
0 
Solar lines: 303.8 765. 18, 
708.7f: etc. 
1675% - 1775% 
Romand (1966) 
Cairns and Samson (1965) 
Nakata, Watanabe and Matsunaga 
(1965) 
Thompson, Harteck and Reeves 
(1963) 
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APPENDIX 
The C02 and CO distributions are described by the following 
equations, respectively: 
ea 
where: 3 = Y 2 h 2  
y2 is the actual C 0 2  mixing ratio 
y 
aJ is the zero flux C02 mixing ratio 2 
0 
is is the photochemical induced flux from dissociation 
co 
Jdis dz - - N  72 
- 
Z 
is the dissociation rate, per molecule Jdis 
ion is the photochemical induced flux from ionization 
dz 
Jion is the 
N is the 
D2 is the 
ionization rate, per molecule 
total number density 
effective molecular diffusion coefficient for C02  
1 6 1  
KT 
H2 
71 
Dl 
*1 
H 
is the eddy diffusion coefficient 
is the atmospheric scale height 
is the specific scale height for C 0 2  
is the actual CO mixing rat io  
is the effective molecular diffusion coefficient for CO 
is the specific scale height for CO 
Both equations were integrated between the tropopause (12  km) 
and the a rb i t ra ry  upper boundry at 200 km for each of the combinations of 
mixing and recombination. 
employed: 
The following boundary conditions were 
a)  72 = 3 . 1 4 5 ~ 1 0 - ~  at  z = 12 km 
b) 7; = 1 . 0 ~ 1 0  -7 a t  z = 1 2  km 
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APPENDIX F 
LINEARIZED IR TRANSFER OF CARBON DIOXIDE (15p Bands) 
For  the present study a model of the C02 (15F bands) cooling 
rate  specifically tailored to the thermal  model adopted was formulated 
by Drayson (1970), a s  described in  Chapter 2 .  The Drayson model 
utilized direct numerical. integration over each line in the bands, in the 
basic IR transfer formulation!. instead of resorting to  one of the cus- 
tomary band models. 
accuracy associated with this approach but at the expense of long com- 
puting t imes required i n  the calculations. 
assumed (Drayson, 1967): 
There is a considerable gain in flexibility and 
The following were also 
(a) The entire atmosphere was  divided into Lmax layers  within 
each of which a Curtis -Godson- type approximation (Curtis, 1 952 ; 
Godson, 1953) w a s  made for the effective pressure,  temperature and 
C02 concent ration; 
(b) The source function, J (V,  T)  was assumed linear with pressure  
between adjacent levels; and in regions of large temperature gradients 
the layer separation was decreased; 
(c) The small  frequency dependence of the source function over an 
individual band was  neglected with the value at the mid-band frequency, 
Po, used throughout the band; and 
(d) It was assumed that the lines of individual bands w e r e  non-over - 
lapping in the regions of the atmosphere where deviations from Kirchoff's 
law became important. 
'This r e fe r s  to calculations such as Equation (2.5.2). Further 
details of the line by line integration and band model approachs can be 
found in Dray son (1 967) and Kuhn (1 966), respectively. 
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From the general equation of transfer one can infer a linear 
relationship between the source functions, J(I), and the radiative 
flux difference between the Lth and (L+l)th levels, 
can be expressed as: 
AF(L), which 
The flux difference between adjacent levels may also be derived 
from the non-LTE transfer equation: 
where B(L) is the Planck (blackbody) function and b(L) is an expression 
involving the rat io  of the statistical weights of the two energy states 
( p2 mode and ground state), and the relaxation time. 
(F. 1) and (F. 2)  the source functions were  derived a s  linear polynomials 
in the B's:  
From Equation 
and Equation (2.4.1)  became: 
The Planck function w a s  linearly approximated about a standard tem- 
perature profile, To(k), as : 
1 6 6  
The cooling ra tes  were obtained by summing the flux divergences of 
each of the CO, (isotope fundamental. and overtone) bands: 
The flux divergences were expressed in t e rms  of Equations (F. 4) and 
(F. 5 )  and summed as above, leading to the following quantities: 
thus the COz (15 bands) cooling r a t e  was just: 
The following parameters a r e  given in Table IV: the level 
2 the pressure  in dynes/cm , designation, K; its height in Km, 2 (K) ; 
P ( K ) ;  the standard temperature in OK, To(K); the interval center 
designation, L; i ts  height in Km, Z(L); and the unperturbed cooling 
rate  in OK/day, HZ3ERO (L). The interval centers in Table IV., for  
4 f L %53, correspond to the nominal height levels in t he numerical 
model (Appendix A. ) a  The (59x60) matrix, DH (L, K), is presented in 
Table V. 
tionship between the temperature at level K and the cooling ra te  at the 
L interval center; the elements of DH (L, K) have units (OK/day) per  
The three intervals above 120  Km and s i x  intervals below 50 Km. 
Each element of this matr ix  may be interpreted a s  a re la-  
th 
K. 0 
serve to  determine the radiative flux at these boundaries. Once the 
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ar rays  HZERO (L) and To(K) and the matrix DH(L, K) were established 
it was trivial to  calculate CO,(1 
temperature profile, T(K), by means of Equation (F. 9). 
bands) cooling ra tes  for each new 
APPENDIX G 
GLOBAL MODEL RE SPQNSE CHARA C TE RIS TIC S 
G. 1 INTRODUCTION 
In Chapter 3 an equilibrium mean thermal state was formulated 
as a balance of the heating/cooling rates, the heat flux at the upper 
boundary, an earth average temperature profile, and parameterized 
eddy transport. Several of the thermal  inputs were  varied, as a 
means of representing the uncertainties i n  those quantities, and the 
new equilibrium states were calculated in t e rms  of new total heating 
rates and equilibrium eddy transport  for a fixed temperature profile. 
In this appendix we consider the unsteady response of the thermal  
model t o  idealized perturbations o r  variations of the thermal inputs. 
The basic global thermal model w a s  adopted including the heating/cooling 
rates, equilibrium eddy transport, and earth average temperature profile, 
a s  the initial condition. 
the energy equation, described in Appendix A, was used to examine the 
unsteady temperature profile. 
source, for example, to the mean thermal  model the temperature pro- 
file wil l  reflect the approach in time to a new equilibrium state. 
The time dependent numerical formulation of 
In general i f  one adds a localized heat 
The temporal response and new equilibrium state a r e  indicative 
of the influence of changes in the basic physical processes on the 
s t ructure  of the mesosphere and lower thermosphere on a global scale. 
These response characterist ics a r e  quite different in nature from those 
which apply to limited geographical regions. 
heat sources give r i s e  to circulation systems which redistribute the 
In the latter case localized 
182 
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heat over much larger  areas.  
is localized only in the vertical dimension and acts uniformly over 
the entire earth, thus having a significant effect on the thermal model. 
Hopefully, the resul ts  wi l l  be useful in estimating the effects of in- 
cluding in the thermal model either processes  not considered, or  varia- 
tions in the thermal  inputs (heating/cooling rates,  heat fluxes, or  
thermal transport)  which were considered. 
inclusion of gravity wave dissipation globally (as discussed in Chapter 3) 
On the global scale such a heat source 
An example might be the 
i f  further studies should show wide spread evidence of this process in 
the mesosphere and lower thermosphere. 
In order  to better unify the results, the following practices 
were adopted: all perturbations originating inside the region of interest 
50 Km 6 z & 1 2 0  Km, were applied at the pressure  levels nearest 
70 Km, 85 Km, and 100 Km; and a ' temperature perturbation factor'  
was  defined as the ratio of temperature difference from equilibrium to 
either the magnitude o r  the maximum of the perturbation process. 
G. 2 TEMPERATURE PERTURBATION 
Consider a perturbation in the mean thermal state consisting 
of an instantaneous excursion of the temperature profile. Such an  ex- 
cursion might be the result  of impulsive heating, or of the passage of 
a single wave. 
form: 
The temperature excursion modelled w a s  a Gaussian of 
184 
Where amax was the maximum of the perturbation, zo w a s  one of 
the three selected levels, and 2 Km was  the e-folding distance for 
the profile. The temperature perturbation factor used was :  
The values of hax used in the study were: 5'K, 1OoK, 20°K, 50°K. 
In Figures G-1, G-2, and G-3 a r e  shown typical response 
curves for the levels 7'0, 85, and 100 Km respectively, for amax= 
10 K. 
independent of haX. 
accomplished predominantly through the resulting perturbation of the 
heat flux. In Figure G-4 a region near 7'0 Km is shown with the heat 
flux both for the equilibrium and perturbation temperature profiles; 
the latter is plotted at the left* As indicated at the right the instantan- 
eous perturbation heat flux is such that its vertical derivative acts to 
cool the temperature spike itself and heat the adjoining levels. This 
resul ts  directly in smoothing the temperature profile. 
extent the C02(1 
process. 
0 The response is quite linear, in that (TPF)  is approximately 
The damping out of the temperature spike is 
To a lesser 
bands) cooling rate  also contributes to the damping 
Figure G-5 shows the decay of the perturbation in t e rms  of 
(TPF) at zo for each of the zols, at both extremes of hax- 
the decay curves a r e  not pure exponentials it is sti l l  reasonable to  
consider the e-' points a s  approximate time constants. 
a s  the solid c i rc les  at the intersections of the decay curves and the e-' 
line. =5OK at zo=lOO Km 
Although 
These a r e  shown 
They range from jus t  over 8 hours for 
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to  a maximum of jus t  over 40 hours for Amax =50°K at zo=70 Km. 
Again one observes that the lower thermosphere is far more flux 
dominated, hence more responsive, than the mesosphere. 
G. 3 HEATING PERTURBATION 
Perhaps the most intuitively obvious perturbation is an isolated 
heat source considered constant in  time. 
by the same Gaussian. function a s  described above; thus the total 
heating rate  became: 
Heat sources were modeled 
Typical resul ts  a r e  shown in Figures G-6, G-7, and G-8 for 
z = 70 Km, 85 Km, and 100 Km, respectively, with (TPF) as given 
in Equation (G. 2 )  and baX= 10°K/day. The following a re  some 
general observations: a s  the temperature rises locally the height 
levels increase, notice for example that pressure  height level zo rises 
a few kilometers in the span of 100 days; the very large temperature 
increase in the lower thermosphere reflects both the upward heat flux 
(or reduced downward heat flux) f rom the perturbation source and the 
decrease of the heat capacity of the atmosphere with altitude; and that 
on the order of 50 to  100  days a re  required to  reach a new equilibrium 
state. 
linear as shown in Figure 6-9 .  
values of (TPF)  for each of the zo fs  as functions of 
0 
The model response to  the heating perturbation is roughly 
In this figure a r e  plotted the equilibrium 
hax. 
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profile in response to heating perturbation 
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G. 4 STABLE LAYER-EDDY TRANSPORT DECREASE 
Consider the consequence of a diminished eddy transport caused, 
for example, by a specific damping process or cessation of generation 
of the small  scale random motions in a particular region. Such a 
process acts like a valve for the heat flux, which approximates a 
heat source above in conjunction with a heat sink below. 
eddy thermal conductivity profile used w a s  the following: 
The perturbed 
Here Cmax was taken to be (kax-l) withba ,=2 ,  5, 10, and 20. 
The expression in the denominator is jus t  one plus theGaussian con- 
sidered above. 
The resul ts  f o r k a x  = 5 a r e  shown in Figures G-10, G-11, 
and G-12 for zo=70, 85, and 100 Km respectively. As anticipated the 
response and new equilibrium states a r e  s imilar  t o  the superposition 
of a heat source just above and a heat sink just  below the eddy t rans-  
port minimum, by comparison with the resul ts  of the previous section. 
The results for the different values of bax used wi l l  be discussed in 
the next section. 
G. 5 STRONG MIXING LAYER- EDDY TRANSPORT INCREASE 
If a condition were  to exist in which energy were  to  cascade 
downward from larger  scale ordered motion to  smaller scale random 
motion, as  might a r i se  from a specific dissipation mechanism, for 
example, an increase in the local eddy transport would result. The 
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Figure G-1 0. Approach to  new equilibrium temperature 
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following expression was used to  model such an increase in  the eddy 
thermal conductivity: 
cv N 
where KT(zo) is the value of KT(equil) at one of the three reference 
levels, zo, a n d G a x = 5 ,  10, 20, and 50. 
In Figures G-13, G-14, and G-15 the resul ts  for zo=7’0, 85, and 
These resul ts  a r e  quali- 100 Km respectively a r e  given f o r k a x =  10. 
tatively the mi r ro r  image of those discussed above for decreased eddy 
transport, reflecting again the basic linearity of the model. An overall 
comparison of both eddy transport  perturbations is given in Figure 
G-16  where (TPF)  at the upper boundary (initially 120 Km) is plotted 
against amax for an elapsed time of 100  days. At both ’70 Km and 85 
Km the relative response is approximately twice as great for the positive 
perturbation as for the negative. The opposite results occur, however, 
at 100 Km, undoubtedly the results of the model’s greater  sensitivity 
to transport  above the mesopause. 
G. 6 HEAT FLUX VARIATIONS AT 120 KM 
Any changes which might take place in the energy balance of 
the upper thermosphere (z > 120 Km) would appear as  variations in 
the heat flux at 120 Km. in the thermal  model under consideration. In 
order to  examine the effect of such variations the following expression 
for the perturbed heat flux w a s  used: 
200 
110 
4 00 
90 
83 
70 
60 
50 
-25 -20 -15 -1 0 -5 8 5 
T AT ATION FACT 
Figure 6-13. Approach to new equilibrium temperature 
profile in  response to eddy transport 
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Figure G-15. Approach to  new equilibrium temperature 
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w h e r e k a x =  -20, -10, -5, +5, + lo ,  and+20. 
= -20 a n d h a x = . + 2 0  are  shown in &ax The results for 
Figures G-17 and G-18, respectively and are indicative of those for 
the other values of haX considered. Each of the (TPF) curves show 
a continuous decrease from the upper boundary (initially at 120 Km) 
down to about the mesopause with the actual temperature increasing 
for h a x > O  and decreasing for haX< 0. 
qualitatively s imilar  to  that obtained for the heating perturbation at 
100 Km (Figure G-8). 
in  the discussion on the dissipation of tidal oscillations (Chapter 2) .  
The assertion being that it makes little difference in the adopted mean 
thermal model whether the dissipation heating which might take place 
The model response is 
This tends to substantiate the assertion, made 
between about 100  and 120 Km is considered an in situ heat source or  
is lumped into a downward heat flux at 120  Km. 
a re  summarized in Figure G-19 where (TPF) is plotted a g a i n s t h a ,  
for several  p ressure  height levels, for an elapsed time of 100 days. 
G. 7 QUASI-DIURNAL STUDY 
The overall results 
It has been widely assumed that the 120 Km level undergoes 
no diurnal temperature variation, and often such an assumption is used 
as a boundary condition for modeling the upper thermosphere. 
of this it was decided to examine this assumption through the time 
dependent thermal model for earth average conditions. 
meter which was  made to undergo a diurnal variation was the solar 
heating rate.  The heat flux at 1 2 0  Km was  held constant since a rough 
calculation indicated a period of about a half day was needed to  transport 
heat vertically one scale height at 120  Km, and the major contributor 
Because 
The only para-  
2 05 
4 2 3 4 5 6 7 8 9 
T AT AT I CT 
Figure G-17. Approach to new equilibrium temperat-ure 
profile in response to  upper boundary heat 
flux perturbation; = -20 
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heat flux perturbations considered 
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to  the heat flux, dissipation of tidal oscillations, was considered t ime- 
independent. The diurnal variation of the solar heating rate  was 
approximated by doubling the earth average value for a 12 hour period 
alternated with zero heating for a 1 2  hour period. This crude approxi- 
mation was felt to be quite accurate to within - + one hour of sunrise/  
sunset based on detailed calculations of solar  heating rates performed 
in the studies described in Chapter 4. 
hour t ime steps for a total of fifty days although very little change 
was evident from day to day after the f i r s t  few days. 
The model w a s  run with one half 
In Figure G-20 
is shown the relative temperature change, given by: 
for the upper level of the model (initially 1 2 0  Km) during the 49th and 
50th days. 
height level for the 50th day. 
1 2 0  Km level does undergo significant diurnal variation of about 15.4'K 
In Figure G-21 is shown the variation in the corresponding 
The results indicate that the (nominal) 
temperature change and 1 Km height change peak to peak. 
variations of this magnitude on the boundary of upper thermospheric 
The effect of 
models is beyond the scope of this study. 
a r e  small  compared to  the in situ diurnal variations. 
Certainly these variations 
The resul ts  
also indicate that the mesopause has the minimum diurnal variation, 
about 1/2ojd peak to peak, of the entire model. Thus it would seem 
ideally suited as a time independent lower boundary for upper thermo- 
spheric studies. Mahoney (1966) picked such a lower boundary at 80 Km 
in modeling the thermal  structure of the thermosphere. 
variation in temperature and level height he calculated for his 6th 
The diurnal 
pressure  level, at about 118 Km, was  a little over 60% of the values 
calculated at about the same height in the present model. 
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