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論文内容要旨
 第1章序論
 近年,脳科学の進歩に伴い,脳における優れた情報処理をヒントにした脳型ロボットの実現が期待さ
 れている.脳が実際に行っている情報処理と同等の仕方で情報処理を行う事ができるロボットを構築す
 ることができれば,蟹ポット開発及び脳の理解において非常に役立つ・
 このような脳型ロボットを実現するために,本研究では動物の行動学習に着目する.行動学習は自律
 的に課題を遂行する学習法であり,そのメカニズム(記憶システム)を解明することは,脳型ロボット
 の実現に一歩近づくと期待される.
 したがって,行動実験における実験結果を説明できるようなモデルの構築が必要となり,本研究では
 特にラットの空間探索課題のモデル化に着目する.また,行動学習を理解する上で,強化学習の理論的
 枠組みが役立つので,強化学習にもとづくモデルを構築することを考える.
 これまでに,強化学習にもとづいたラットの空間探索課題のモデルがいくつか提案されているが,そ
 れらに共通する大きな問題点が2つある.第一に,学習時間が非常に長い点である、第二に,課題に特
 化している点である.実際の脳は,効率良く情報を処理する事により,短時間で学習を行えるし,また,
 環境に対して柔軟に対応する事により,課題が変わっても学習を行える.
 以上の事を踏まえて,短時間で学習を行い,かつ課題に特化しないような,ラットの空間探索課題に
 おける記憶システムのモデルを構築する事を本研究の目的とする.このような機能を持ったモデルはこ
 れまでに提案されていない.
 第2章空間探索における脳の情報処理
 本章では,ラットの空間探索課題の中で,本論文に特に関わる水迷路課題(円形のプールにラットを
 入れ,プール内にあるプラットホームに到達させる行動実験),及び放射状迷路課題(8方向に開いた通
 路の中心にラットを置き,各通路の先にある餌を回収させる行動実験)の概要について述べている.ま
 た,ラットの空間探索課題に必要と思われる脳部位である海馬,大脳基底核,黒質線条体ドーパミン系,
 前頭前野,視床,及び扁桃体の解剖学的・生理学的知見について,機能的な側面から述べている.
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 第3章強化学習の概説
 動物は未知の環境において,報酬を得たり罰から逃れるような適切な行動を,試行錯誤によって獲得
 する能力を有しており,このような動物の学習能力を工学的に模倣した学習方法は強化学習と呼ばれて
 いる・本章では,強化学習の枠組みについて述べ,強化学習アルゴリズムの一つであり,大脳基底核で
 行われていると考えられているAcむor-Critic法について述べている.更に,従来の強化学習における問
 題点についても指摘している.具体的には,以下の2点である.
 ・試行錯誤によって学習を行うので,学習時間が長くなってしまう,
 ・目標に報酬を設定しているので,その目標が変わった場合などは一から学習し直す必要がある,す
 なわち,個々の課題に特化してしまう.
 第4章並列的な処理を行う学習則の導出
 3章で述べた問題点を解決するために,本章では並列性を取り入れた学習法を導出している.具体的
 には,迷路課題に着目し,それを「迷路の学習」とr課題の学習」という2つの学習に分ける.ただし,
 「迷路の学習」とは,迷路の物理的な構造を学習する事であり,「課題の学習」とは,課題の特徴(特
 性)を学習する事である.また,
 ・脳における個々の神経細胞の処理速度は遅いが,各部位が並列的に処理する事で速く学習を行える.
 ・ラットの行動実験の実験結果より,ラットは非常に速く学習を行える事が示されている.
 という2つの事実を考慮して,「迷路の学習」と「課題の学習」を並列的に行わせている.
 本研究では,「迷路の学習」を「任意の2地点間(ρ,g)の最短経路を学習する」と定義している.また,
 ゴール地点を固定しないで,全ての観測値(迷路内の位置)に対してゴールがある場合を想定し,それ
 らに対して学習を行わせる.したがって,報酬をエージェント自身が設定する必要があり,本研究では
 報酬をp,gの関数で表している.具体的には,p鼠gの場合に墨,ρ≠gの場合に一〇.1としている.この
 ように設定した報酬をもとに,3章で述べたActorCritic法を用いて学習を行う.ただし,任意の2地
 点間O,g)の学習において,pとgが変数となるので,従来のpのみに依存したActor・Critic法に,g依
 存性も含めている.具体的には,各変数(r,δ,V,w)をg次元に拡張する事,及びδの計算,Vの更新,w
 の更新を全てのgに対して行う事である.
 一方,「課題の学習」では,実際に得られた報酬(プラットホームに到着する,餌を獲得するなど)
 をもとに学習を行う.主な学習の流れは以下の通りである.
 ①ゴールセル(前トライアルで報酬があった場所の記憶)を生成する.
 ②複数あるゴールセルの中から,1つ選択する.
 ③選択されたゴールセル,及び学習者の現在の位置をもとに,行動を決定する.ただし,「迷路の学
 習」で獲得したwを用いて行動を決定する.
 ④ゴールセルに到着したら,そのゴールセルを消去する.
 ⑤②に戻る.
 第5章ラットの空間探索時における記憶システムのモデル
 本章では,4章で提案した学習法をもとに,ラットの空間探索時における記憶システムのモデルを構
 築している.そして,そのモデルを用いて迷路課題のシミュレーションを行う事により,本モデルの有
 効性を示している.具体的には,2章で述べた水迷路課題,及び放射状迷路課題の2つの課題に着目し
 ている.
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 図1:水迷路課題,及び放射状迷路課題における本モデルのシミュレーション結果(学習曲線):図にお
 けるstepとは,各tria1においてラットが課題を達成するまでに費やした時間を表す.また,グラフに
 おける上部の点線はチャンスレベルを表し,仮にラットがランダムな行動を取り続けた場合のステップ
 数である.下部の点線は最短ステップを表し,仮にラットが最短時間で(効率良く)課題を達成できた
 場合のステップ数である.
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 図1に水迷路課題,及び放射状迷路課題における本モデルのシミュレーション結果を示す.これより,
 両課題とも数10トライアルで正しく学習できている事が分かる.また,行動実験の実験結果と比較す
 る事により,各実験結果を良く説明できる事も示した.さらに,従来の水迷路課題,及び放射状迷路課
 題のモデルのシミュレーション結果と比較する事により,本モデルが短時間で学習を行い,かつ課題に
 特化しない有効なモデルであることも示した.具体的には,報酬が時間的に移動する場合,複数の報酬
 がある場合,迷路内に障壁がある場合,報酬を取る順番がランダムとなる場合すべてに対処できる新し
 い学習法となっている.
 本モデルにおける学習法は,「迷路の学習」とr課題の学習」を区別し,かっそれらを並列的に行わ
 せている.したがって,この学習の枠組みが高速な学習を可能にしたと考えられる.現在のロボットは
 一般に学習時間が長く,効率性という面において実用化が難しいのが現状である.したがって,本モデ
 ルにおける高速な学習法は,このような現状に対して有効な解決策となる事が期待される.
 また,r迷路の学習」で地図を作成し,その地図を「課題の学習」で利用しているが,このような考
 え方は課題に関わらず適用できるものである.したがって,この学習の枠組みが,課題に特化しない学
 習を可能にしたと考えられる.現在のロボットは,課題ごとにロボットのプログラムを作成しているの
 で,設計者の負担が大きい.したがって,本モデルにおける課題に特化しない学習法は,環境の変化に
 対して頑健なロボットの実現に役立つと考えられ,設計者の負担を軽減できる事が期待される.
 第6章総括
 本章は総括であり,本研究の成果と今後の課題について述べている.本研究では,脳の情報処理様式
 の特徴の一つである「並列性」を学習に取り入れる事で,複数の迷路課題をモデル化する事に成功した.
 また,数値シミュレーションを行う事により,本モデルが短時間で学習を行える事,及び課題に特化し
 ない事を示し,本モデルの有効性を示した.本結果は今後,行動学習における脳のモデルを構築する際
 の確かな足がかりとなる事が期待される.また,今後の脳型ロボットの実現に向けて,少なからず貢献
 するものと考えられる.
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 論文審査結果の要旨
 題目:動物の行動学習時における記憶システムのモデル化に関する研究
 近年、脳科学の進歩に伴い、脳における優れた情報処理をヒントにした脳型ロボットの実現が
 期待されている。脳が実際に行っている情報処理と同等の仕方で情報処理を行うロボットを構築でき
 れば、ロボット開発、及び脳の理解において非常に役立っと考えられる。このような脳型ロボットの
 実現に向けて、動物、特にラットの行動学習に着耀した研究が行われている。行動学習は自律的に課
 題を遂行する学習法であり、そのメカニズムを解明することは、脳型のロボットの実現に一歩近づく
 ものと期待される。本論文では、従来の行動学習の持つ問題点を明らかにし、脳の情報処理様式の特
 徴の一つである「並列性」を取り入れた新しい学習法を用いたモデルを構築することに成功した。
 第i章は序論であり、本論文の背景、及び目的について述べている。
 第2章は、ラットの空間探索課題のうち、本論文にかかわる水迷路課題、放射状迷路課題の概要に
 ついて述べ、また、ラットの空間探索課踵に必要と思われる脳部位である海馬、大脳基底核、ドーパ
 ミン系、前頭前野、及び視床の解剖学・生理学的知見について機能的側面から述べている。
 第3章は強化学習の枠組みについて述べ、強化学習アルゴリズムの一つであり、大脳基底核で行わ
 れていると考えられているActor-Critic法について述べている。更に、従来の強化学習における問
 題点についても指摘している。
 第4章は従来の強化学習における問題点に対して、その解決策として並列処理を取り入れた学習法
 を提案している。これまでに、強化学習に基づいたラットの空聞探索課題のモデルがいくつか提案さ
 れているが、それらに共通する大きな問題点が2つある。第一に、課題を学習する時間が現実のラッ
 トと比較して非常に長いという点である。第二に、これまでのモデルは個々の課題に特化している点
 'である。これら2つの問題点を解決するため、動物の脳で行われていると考えられている情報処理の
 並列性に着目し、一般の迷路課題を2つの学習、すなわち、r迷路の構造の学習」と「課題の特徴の学
 習」に分け、それらを並列的に行わせる新しい学習システムを提案した。脳の情報処理の並列性を行
 動学習に取り入れた点は独創的である。
 第5章は4章で提案した学習法を用いて、ラットの空間探索課題における記憶システムのモデルを
 構築している。さらに、2章で述べた空間探索課題に本モデルを適用し、計算機シミュレーションを
 実行して各迷路課題の実験結果を良く説明できることを示している。また、従来のモデルとの比較を
 行うことにより、本モデルが、短時間で学習を行い、かつ課題に特化しない有効なモデルであること
 を示している。具体的には、報酬が時間的に移動する場合、複数の報酬がある場合、迷路内に障壁が
 ある場合、報酬を取る順番がランダムとなる場合すべてに対処できる新しい学習法となっている。
 第6章は総括であり、本研究の成果と今後の課題について述べている。
 以上要約すると、本論文は脳の情報処理様式の特徴の一つである「並列性∫をラットの行動学習モ
 デルに積極的に取り入れることにより、課題に特化しない行動学習モデルを構築できることを示し、
 学習時間も大幅に短縮でき、そのモデルが有効であることを示した。これらの成果は応用物理学の発
 展に少なからず貢献するものである。
 よって、本論文は博士(工学)の学位論文として合格と認める。
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