Abstract-Visual Field (VF) tests and their corresponding data are commonly used in clinical practices to manage glaucoma. The data represents patient visual acuity, which determines whether the patient has good or impaired vision. Developing machine learning and data mining algorithms that explore the spatial and temporal aspects of visual filed data could vastly improve early diagnosis as well as assisting practitioners in providing appropriate treatments. The objective of this study is to explore the simultaneous modelling and clustering of VF data so that a better understanding of the relationship between VF points can be made, as well as the generation of models that can better predict glaucoma progression. The spatial clusters over the visual field are determined by using heuristic search techniques which are scored based upon the prediction accuracy of glaucoma deterioration. This is compared to methods using standard clusters that are based upon physiological traits (the six optic nerve fiber bundles). Our results demonstrate an improvement in prediction accuracy for some of the models.
I. INTRODUCTION
Visual field data is used to manage the condition of glaucoma. Analysis of visual field data has been widely undertaken in predicting glaucoma deterioration using a variety of techniques including data classification, clustering [1] and statistical methods [2] [3] [4] . Additionally, machine learning techniques such as Bayesian Networks are commonly used in a number of studies [1, 5, 6] . Discovering glaucoma deterioration patterns in visual field data helps with the early detection of glaucoma. Moreover, it helps physicians in providing appropriate treatments to patients who are suffering glaucoma, which is the second leading cause of blindness in the world [7] . The classification and clustering of visual field data can aid in the understanding of the multi-dimensional nature of the data which can be exploited in distinguishing healthy and diseased eyes. Applying a classifier to this time series data aids in discerning glaucoma deterioration progression in patients [8] . Improving glaucoma deterioration prediction helps physicians to provide a more accurate early diagnosis of glaucoma thus better treatments for patients. Moreover, finding visual field bundles that have significant mapping to the optic nerve head by means of evolutionary computation techniques is a major contribution to medical practitioners.
The optic nerve head is a collection of six fiber bundles [9] which are connected to the brain. A number of visual field studies have used these six nerve bundles as the basis for their analysis. Heath et al. [10] proposed the mapping of visual field to the optic disc, which has motivated many clustering and classification studies based on these mappings. Ceccon et al. [11] have clustered the 52 visual field locations into the six bundles according to optic nerve fiber bundles. A recent study [12] which grouped the 52 locations into six sectors obtained up to 85% classification accuracy using the Naïve Bayesian model. Likewise, statistical methods have been used in predicting glaucoma deterioration, Swift et al. [2] have used the six optic fiber bundles with short multivariate time series for prediction. This approach however fixes the number of visual field locations into six significant sectors to be used in modelling the visual field data. Even though the fixed significant sectors have been used as a standard approach in modelling, none of studies have had recorded a large prediction improvement in modelling. Thus, finding a new way in predicting glaucoma deterioration using the VF data is an open opportunity for further research. Furthermore, improving prediction accuracy in modelling using a new method is a substantial contribution in this field.
The hypothesis underpinning this research is that there exists a clustering arrangement, different (but possibly with some similarity) to the known nerve fiber bundles, that will result in a high classification/prediction accuracy (than the known bundles). This clustering arrangement can be determined by using heuristic search techniques.
Therefore, this study proposes a novel approach of predicting glaucoma progression. VF data are simultaneously modelled and clustered to predict the stage of glaucoma. Unlike other classification and prediction studies, significant bundles of visual field points are searched for based on the classification performance of modelling the data; these clusters are then used to predict the level of glaucoma deterioration. Optimisation methods are used as the basis for this search and a number of model results are compared for accuracy. The data is modelled based on the new visual field bundles with the highest accuracy prediction. This paper is organised into the following six sections. Section two explains about the background of the data used in this study. In section three, we describe our new method of simultaneous modelling and clustering applied to the visual field data. Section four describes the results of our experiments and we discuss these results in section five. We conclude our study and suggest future work in section six.
II. BACKGROUND

A. Visual Field Data
Visual field data is collected by means of computerised automated perimetry which is commonly used in clinical practices for the diagnosis and monitoring of glaucoma. The visual field locations represent a patient's eye sensitivity to light; the most common tests divide the eye into typically 54 and 76 points (including the blind spot) depending on the type of test and particular variant of glaucoma being screened for [13] . In clinical practices, the Advance Glaucoma Intervention Studies (AGIS) is frequently used for assessing glaucoma severity. The AGIS metric [14] was developed to assess test reliability quantitatively and to measure visual field defect severity. The AGIS system is designed for use with more advanced defects [15] . The AGIS score is derived from both the number and depth of adjacent depressed test locations in the nasal area, upper hemifield, and lower hemifield [8, 14] (see Figure 1) . The AGIS metric is scored from 0 to 20 where categorical glaucoma conditions are derived. The categorical glaucoma conditions are defined as 'none', 'mild', 'moderate', 'severe', and 'end stage' (Table I) . Since the nature of the data is high dimensionality (many variables) and short time series length (ten measurements per patient being typical), many of the studies involving the classification and prediction of visual field data progression have used the six optic nerve fiber bundles in their experiments (to predict AGIS score). The sensitivities values of each location are averaged according to the mapping visual field with the six fiber bundles as depicted in figure 1.
III. METHOD
A. Data Pre-Processing
Anonymised visual field data were retrieved with prior consent from Moorefields Eye Hospital London (United Kingdom) for the research presented in this paper. The data contain 13,739 records of visual field tests from 1,580 patients with the 54 visual field locations including the two blind spot points. The AGIS score was provided with the data for each patient's test records, which indicates the severity of glaucoma progression. The data was prepared into a time series record before the experiments were run. Each patient's test record was paired with the AGIS score of next visit test (t+1). As such, the most recent test record of every patient was excluded in the experiments. Therefore, the data used in the experiments after data cleaning consisted of 12,159 of visual field test records. The AGIS scores are classified into five categories that indicate the severity of the glaucoma condition, however in this study, the stages were reclassified into three stages for an efficient prediction following the same procedure detailed in [12] , which presented results showing that this score could be predicted with up to 85% accuracy. 
B. Simultaneous Modelling and Clustering (SMC)
Our proposed method of predicting glaucoma deterioration using the visual field data involves classifying the data into the AGIS stages (which is the target variable). Classifier models such as Decision Tree (J48), Naïve Bayes (NB), and Multinomial Naïve Bayes (MNB) are used in the experiments presented in this paper; this selection of classifiers was made due to their efficiency and track record in data classification [16, 17] . Whilst Multinomial Naïve Bayes is an efficient classifier (in terms of runtime), the prediction performance may not be as good as NB [18, 19] . There are other faster classifiers such as the Multinomial Naïve Bayes Updateable (MNBU) [20, 21] , however, the classifier performance is relatively poor in data classification. Our pilot experiments classifying visual field data using MNBU have proven the method is poor in prediction accuracy.
Clustering, also known as unsupervised classification [22] , finds similarity among objects and groups them together as a cluster. A cluster consists of a collection of objects that have some strong shared similarity. Determination of similarity between the objects in dataset commonly uses some distance measure between the objects [23] . There are many strategies to find similarity of objects in data using distance such as K-mean, K-median and Hierarchical clustering algorithms [24] . Other than [25] have used model-based clustering where clusters are identified based on objects shape and structure rather than on proximity between data points. This clustering technique is extensively used both for continuous and discrete domain [26] .
Our study proposes a new method of clustering visual field data. Clusters are searched within data using an optimisation method. Objects are grouped in the same cluster randomly and data modelling is performed to validate these clusters. The collections of objects in the clusters are considered having similarity as determined by the best value of the models prediction accuracy. In this experiment, the 52 locations of visual field are randomly clustered into a group, which we will also refer to as a bundle. The bundles of the collections of visual field locations are then classified with 10 fold cross validation for modelling. The performance of the model is rated using the prediction accuracy as a fitness function (a percentage, the highest the better), the search techniques then iteratively searches to find a better and better scoring clustering arrangement. The SMC procedure is explained in figure 2 .
The optimisation methods employed in these experiments are Hill Climbing (HC), Random Restart Hill Climbing (RRHC) and Simulated Annealing (SA). HC is the simplest and most straight forward optimisation method that searches for a solution in the data space based on improvement of a fitness value. Due to this simplicity, the method tends to get stuck in a locally optimal solution in the search space [27, 28] . For that reason, RRHC was also employed which is believed to be able to avoid local optimum solutions [29] . Additionally, SA was also employed to avoid local optimum in the search due to the possible acceptance of worse fitness values under certain conditions [30] .
C. Experiment Strategy
In our initial data exploration, there exists a high negative correlation (-0.725) between number of tests and the corresponding AGIS score. Some patients have very few records and some patients with severe glaucoma have many records. To avoid this inherent bias in the dataset, experiments were run using two strategies: one using all of the data and the second using sampled data. The "all data" experiments consists of all of the 12,159 records whilst sampled data strategy consists of 1,580 visual field test records. Each experimental strategy was run using the three optimisation methods where each method employed the three prediction models. Experiments were run 10 times with 10,000 iterations each. For RRHC method, 10 restarts were used in the experiment and each of the restart has 1000 iterations. The choice of 10,000 iterations was decided upon due to an initial exploration of the data. We ran 100,000 iterations using HC method with MNB model to observe the optimum solution and iteration. We found that the algorithm has reached to the optimum solution at 3785th. Therefore, choosing 10,000 as the iterations in our experiments is adequate to reach the optimum solution. In the SA algorithm, the initial temperature (equation 2) is calculated from the following equation, where f is the sum of the difference between the new fitness and the current fitness in (equation 1). Where n is five percent from the iteration of SA method [31] . The cooling rate (Ȝ) [31] in the SA algorithm was derived from equation 3 where the Titer was set to a very small value (0.0001).
IV. RESULT This section discusses the results of the experiments for each experimental strategy and optimisation methods. In each experiment, model prediction accuracy was observed and tabulated for comparison. All the experiments were run for 10 repeats of 10,000 iterations. The best accuracy of predictions were observed and statistical values were obtained. The Weighted Kappa (WK) statistic [32] is used to see the agreement between the six nerve fibers bundles and the bundles results. The WK guideline values the agreement between 2 bundles using a metric from -1 to 1. The least agreement (very poor) is -1 and the extremely high agreement approaches 1.
A. Initial Experiment
In the initial experiments, data were classified to predict the AGIS score at test (t+1) using the six bundles (as figure 1) . The full dataset was used for the classification without finding the best clusters and optimising the accuracy. The results found that J48 is the best classifier with a prediction accuracy of 86.11%. Whilst the NB and MNB have an accuracy of 85.17% and 76.29% respectively. The results above are consistent with [12] for the NB model. Thus, these accuracies are used as the benchmark in this study. Our experimental results in the next section were analysed and discussed to determine the overall improvement over these benchmark accuracies.
B. All Data Experiments 1) Predictive Accuracy
Out of the 10 runs of the experiments, the best results of the models for each method were tabulated. Our results found that the resulting bundles using the SMC method with a random initial solution in the search has weak agreement with the six fiber bundles. The WKs in our experiment recorded between -0.054 to 0.080. This shows that the resulting bundles have very poor agreement with the six fiber bundles. Both the J48 and the NB models proposed smaller bundles (less than 8 bundles) in all methods compared to the MNB (10, 15 and 17 bundles).
C. Sampled Data Experiments
As discussed in the previous section, sampled data experiments use a single random visual field record from every patient. Therefore, the sampled dataset consists of 1,580 records. Each run of the experiments used a different sampled dataset. However, RRHC, which has 10 restarts in each run experiment, used the same datasets (for each restart only).
1) Predictive Accuracy
Predictive accuracy results for sampled dataset are presented in table VI to VIII. We found that the sampled data experiments have slightly improvement compared to the all data experiments. In these experiments, the NB was the best model at predicting the AGIS score (t+1). The model accuracies were 88.49% in SA method, 88.35%, in HC and 87.38% in RRHC. The J48 model also has a significant accuracy improvement where the results were more than 87%. This is different to the performance of the MNB model. The model seems to perform better in the all data experiments when compared with the sampled data. As for the resulting bundles, we also noted that the resulting bundles in the sampled data experiments are larger than the bundles in the all data experiments. (12) There is no significant different between the all data and sampled data as far as the WK score is concerned. The WKs in sampled data experiments are very poor with the range of value being between -0.029 to 0.025. In these experiments, it appears that the larger the resulting bundles size the poorer the WK value.
V. DISCUSSION
Based on our observation of the experimental results, we found that SMC has proven an effective way in improving predictive accuracy for visual field data. The best accuracy recorded in our experiments was 88.49% by the SA method, with the NB model in sampled dataset. The accuracy was improved by 3.89%. The sampled data strategy was found to be more effective than using all of the data due to afore mentioned bias with the data. The strategy is also a more efficient strategy being significantly computationally quicker. On average, the sampled data predictive accuracy is better than all data experiment. Although sampled data experiments have higher accuracy, the resulting bundles are variables and have low WK. This is likely to be due the nature of the sample data. Overall, the sampled dataset experiments results outperformed the all data experiment in prediction accuracy.
The MNB model largely improves (9.23%) the prediction in all experiments compared to other models. However, the best accuracy recorded by the model was far less accurate (83.33%) compared to other models. The best model was NB (88.49%) with 3.89% prediction improvement in sampled dataset using the SA method. However, for all data experiment, the J48 recorded the best accuracy (86.99%) in the SA method.
The resulting bundles appear to have larger size of cluster in sampled data experiments. The HC method proposed more than 15 bundles in all models in sampled data. However both of the strategy experiments have very low WK (maximum 0.080).
In our study, we extended our analysis to see the mapping of the resulting bundles to the 54 locations of visual field. To visualise our best bundles result, "The Normal Approximation for the Binomial Approximation of the Hypergeometric distribution" (NBH) metric was used to locate the best resulting bundles of our experiments. This metric, proposed by [31] (used in gene-expression data analysis), identifies the significance of the overlap between an individual cluster and a known set or function grouping of genes. This metric can be used to determine the overlap between any two individual collections of objects, or in our case VF points and the known nerve fiber bundles. Our NHB analysis found that the resulting bundles from sampled data, RRHC, model J48, run 6 was the highest. Thus, the best bundles (with 19 bundles) restart 8 of the experiments was chosen to visualise the bundles on the 54 visual field locations. The NBH ranking analysis shows that RRHC, model J48, run number 6, had the most agreement (overlap) with the nerve fiber bundles, which is shown in figure 3 . From the visualisation of the bundles, we noted that the method found many small clusters size rather than larger clusters size. The larger clusters appear on the periphery of vision, which agrees with medical evidence that glaucoma first start in the periphery near the blind spot, corresponding to cluster numbers 15, 14 and 4. Cluster number 10 appears to be the only central set of points of a significant size. VI. CONCLUSION Our study explored a new classification strategy to find the optimal visual field bundles for predicting the AGIS score for patient's suffering from glaucoma. The motivation of exploring this new method of visual field classification is to improve glaucomatous deterioration prediction and to provide clinicians with accurate diagnosis of glaucoma towards the end of providing better treatment to patients. Additionally, model-based clustering is a significant contribution in analysing medical data that can widely be applied to other medical data and other domains.
From our experimental observations, it can be concluded that simultaneous modelling and clustering can be applied to visual field data to predict glaucomatous progression as all methods and models improve prediction accuracy.
Our experimental results on SMC also motivate more open research opportunities to be addressed as future work.
Applying seeded bundles in the search would be worth experimenting with to see if improvements can be made in terms of WK. Relating to this, we believe that given the data contain patients with a different degree of glaucoma severity, the relationships between points varies according to AGIS. Thus, further experiment can be conducted to see if just using the first pair of tests improves agreement with the nerve fiber bundles. Furthermore, arranging patients according to number of tests to improve prediction is an open research opportunity to further investigate.
It is also believed that our SA method is not providing as efficient a search as would be expected. Therefore, extending the number of iterations could possibly improve prediction accuracy.
Given the computation overheads of the search methods, there is a need to look into more advanced and faster heuristic search techniques such as Generalised Simulated Annealing [33] and other model such as Multinomial Naïve Updateable.
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