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INTISARI 
 
Analisis regresi adalah suatu analisis yang bertujuan membentuk hubungan antara satu variabel terikat 
(Y) dengan satu atau lebih variabel bebas (X) dalam suatu model matematis. Metode untuk mengestimasi 
parameter regresi yang sering digunakan adalah metode kuadrat terkecil. Ketika terdapat data outlier 
metode tersebut kurang efektif digunakan karena dapat menyebabkan estimasi yang didapat menjadi bias. 
Regresi robust adalah salah satu metode yang digunakan untuk mengestimasi parameter ketika distribusi 
dari galat tidak normal dan atau terdapat data outlier. Tujuan penelitian ini adalah melakukan estimasi 
parameter dan menunjukkan keefektifan metode estimasi-M. Studi kasus yang digunakan dalam penelitian 
ini adalah pengaruh rata-rata lama sekolah (X1), PDRB (X2) dan UMR (X3) terhadap IPM (Y) di 
Indonesia pada tahun 2015. Berdasarkan analisis deskriptif pada uji boxplot data yang digunakan 
mengidentifikasi adanya data outlier sehingga diperlukan prosedur regresi robust dengan pembobotan 
Bisquare Tukey dan Welsch untuk mengestimasi parameter model matematis.  Nilai adjusted-R square 
pembobotan Bisquare Tukey relatif  lebih besar dari Welsch (0,7366 > 0,727) dan standar error dari 
pembobotan Bisquare Tukey relatif  lebih kecil dari pembobotan Welsch (1,596 < 1,606). Estimasi yang 
paling baik digunakan untuk mengestimasi model adalah metode pembobotan Bisquare Tukey.  
 
Kata Kunci: Estimasi-M, Regresi Robust, Tukey Bisquare, Welsch 
 
PENDAHULUAN 
Analisis regresi linear berganda merupakan salah satu metode statistika yang mempelajari pola dan 
mengukur hubungan statistik antara dua atau lebih variabel yang mengandung sebab akibat dengan 
tujuan untuk mendapatkan model regresi. Salah satu metode penduga parameter model regresi adalah 
Metode Kuadrat Terkecil (MKT) [1]. Penduga parameter model MKT memerlukan asumsi klasik, 
salah satu asumsi yang sering dilanggar adalah asumsi normalitas, yang mana penyebabnya adalah 
terdapat data outlier. Outlier adalah suatu pengamatan yang tidak mengikuti sebagian besar pola dan 
terletak jauh dari pusat data [2], metode yang dapat tahan terhadap data outlier dikenal dengan regresi 
robust.  
Regresi robust adalah metode yang digunakan ketika distribusi dari error tidak normal dan atau 
adanya beberapa outlier yang berpengaruh pada model [3]. Estimasi-M (tipe maksimum likelihood) 
adalah salah satu estimasi dalam analisis regresi robust, yang memenuhi sifat sebagai estimasi tak bias 
dan memiliki variansi minimum dalam kumpulan estimasi. Estimasi parameter ini menggunakan 
metode Iteratively Reweighted Least Squares (IRLS) untuk meminimumkan fungsi obyektif dari 
sisaan. Estimasi tersebut diperoleh melalui proses iterasi hingga estimasi yang diperoleh konvergen 
dan menghasilkan persamaan regresi dengan jumlah kuadrat galat terkecil [4].  
Model estimasi-M pada analisis regresi robust dengan pembobotan Bisquare tukey dan Welsch 
diterapkan untuk menganalisis pengaruh rata-rata lama sekolah, PDRB dan UMR terhadap IPM di 
Indonesia pada tahun 2015 [5]. Tujuan dari penelitian ini adalah mengatasi data outlier dengan 
menggunakan regresi robust estimasi-M dengan pembobotan Bisquare tukey dan Welsch untuk 
memperoleh model terbaik 0 1 1 2 2 1 , 1i i i k i k iy x x x           . 
 
 
METODE KUADRAT TERKECIL (MKT) 
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MKT adalah metode yang bertujuan untuk meminimumkan jumlah kuadrat dari galat. Prosedur 
penduga bagi koefisien-koefisien regresi dapat dilakukan dengan metode kuadrat terkecil. Model 
regresi untuk metode kuadrat terkecil sebagai berikut 
0 1 1 2 2 3 3 1 , 1
ˆ
i i i i k i ky b b x b x b x b x           (1) 
Dengan metode kuadrat terkecil, nilai-nilai 0 1 2 1, , , , kb b b b   diperoleh sedemikian rupa 
sehingga meminimumkan Jumlah Kuadrat Sisa (JKS): 
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dalam notasi matriks, persamaan regresi sampel dituliskan sebagai berikut: 
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(3) 
Dengan menggunakan aljabar matriks, nilai dugaan bagi koefisien regresi dalam analisis regresi 
berganda adalah 
' -1 'b = (X X) X Y     (4) 
    
DETEKSI OUTLIER DENGAN BOX PLOT 
Box plot atau boxplot (juga dikenal sebagai diagram box-and-whisker) merupakan suatu box 
(kotak berbentuk bujur sangkar). Boxplot adalah salah satu cara dalam statistik deskriptif untuk 
menggambarkan secara grafik dari data numeris melalui lima ukuran sebagai berikut: 
1. nilai observasi terkecil, 
2. kuartil terendah atau kuartil pertama (Q1), yang memotong 25 % dari data terendah, 
3. median (Q2) atau nilai pertengahan, 
4. kuartil tertinggi atau kuartil ketiga (Q3), yang memotong 25 % dari data tertinggi, 
5. nilai observasi terbesar. 
Suatu nilai dikatakan outlier jika Q3 + (1.5 IQR) < outlier ≤ Q3 + (3 IQR) atau Q1 – (1.5  
IQR) > outlier ≥ Q1 – (3 IQR), Selanjutnya, suatu nilai dikatakan ekstrim jika lebih besar dari Q3 + 
(3 IQR) atau lebih kecil dari Q1 – (3 IQR) [6]. 
 
PROSEDUR ESTIMASI-M 
Estimasi-M adalah tipe penduga maksimum likelihood. Prinsip estimasi-M adalah 
meminimumkan penduga  , dengan meminimumkan fungsi objektif ( )  adalah sebagai berikut [1] 
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Persamaan (5) diturunkan secara parsial terhadap parameter ,  0,1,2, ,j j k   dan menyamakan 
hasilnya dengan nol  
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dan ijx adalah  observasi ke- j  dari 1 2(1, , , , ).i i i ikx x x
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Draper dan Smith (1998) memberikan solusi untuk Persamaan (6) dengan mendefinisikan 
sebuah fungsi pembobot, 
ˆ
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maka Persamaan (6) dapat ditulis  
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1 1
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Masukan Persamaan (8) ke Persamaan (6), diperoleh: 
1 1
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 
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Persamaan (9) dalam bentuk matriks dapat ditulis sebagai berikut: 
' '
β βX W Xβ = XWY       (10) 
dengan βW  adalah matriks diagonal n n  dari bobot, dengan elemen-elemen diagonal 
1 2( , , , ).nw w w    persamaan ini dikenal sebagai persamaan normal kuadrat terkecil terboboti. Jika 
invers dari ( )' βX W X  ada, katakanlah 
1( ) ,' βX W X  maka 
1( )' 'β ββ = XWX XWY     (11) 
   
Deskripsi secara rinci estimasi-M disajikan dalam Algoritma berikut  
1. Estimasi koefisien regresi pada data menggunakan MKT 
2. Uji asumsi model regresi 
3. Deteksi keberadaan outlier dalam data dengan menggunakan Box Plot 
4. Hitung estimasi parameter ˆ  dengan MKT 
5. Hitung nilai sisa i ie 
'Y - x β  
6. Hitung nilai [7] 
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 9. Hitung ˆ  estimasi-M menggunakan metode Weighted Least Squares (WLS) dengan 
pembobot  
iw  
10. Ulangi langkah 4-7 untuk mendapatkan nilai konvergen ˆ  estimasi-M 
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11. Lakukan uji untuk menentukan apakah variabel bebas memiliki pengaruh yang signifikan 
pada variabel terikat. 
 
STUDI KASUS 
Analisis yang dilakukan pada penelitian ini adalah menganalisis pengaruh rata-rata lama sekolah, 
PDRB dan UMR terhadap IPM di Indonesia. Estimasi parameter dengan MKT untuk data IPM ( ), 
rata-rata lama sekolah (  ), PDRB (  ) dan UMR (  ) dilakukan dengan software R. Hasil estimasi 
parameter dengan MKT dapat dilihat pada Tabel 1 dibawah ini. 
Tabel 1 Estimasi Parameter Metode Kuadrat Terkecil 
Variabel  
Bebas 
Estimator regresi 
p-value 
Konstan 42,55 0,000 
X1 3,60 0,000 
X2 
X3 
0,002 
-0,204 
0,0475 
0,0712 
 
Berdasarkan Tabel 1, dapat dilihat pada nilai p-value menunjukkan tingkat signifikansi masing-
masing variabel bebas. Suatu variabel dikatakan signifikan apabila p value    dengan 
( 0,05).   Signifikansi menunjukkan ada pengaruh atau tidak ada pengaruh antara variabel bebas 
dan variabel terikat dari ketiga variabel bebas, hanya satu variabel bebas yang tidak signifikan yaitu 
variabel UMR (X3) dengan p value    (0,0712 0,05). Dengan demikian dapat dikatakan bahwa 
variabel UMR (X3) tidak ada pengaruh yang signifikan terhadap variabel IPM (Y), oleh sebab itu 
variabel UMR (X3) tidak digunakan. Hasil estimasi parameter MKT tanpa UMR (X3) dapat dilihat 
pada Tabel 2. 
Tabel 2 Estimasi Parameter Metode Kuadrat Terkecil 
Variabel  
Bebas 
Estimator regresi 
p-value 
Konstan 41,58 0,000 
X1 3,282 0,000 
X2 0,002 0,0235 
 
Dari Tabel 4.3 dapat kita ketahui untuk nilai p value    dari masing-masing variabel bebas 
telah signifikan. Sehingga untuk model persamaan regresi Metode Kuadrat Terkecil
1 241,58 3,282 0,002 .Y X X    
Nilai adj R-square untuk MKT adalah 0,6932. Yang artinya 
artinya variabel bebas menjelaskan sebesar 69,32%, 30,68% dijelaskan oleh variabel lain. Model 
regresi tersebut menghasilkan nilai standard error sebesar 2,308 yang artinya tingkat kesalahan 
memprediksi variabel terikat sebesar 2,308% 
Uji normalitas bertujuan untuk mengetahui asumsi bahwa galat (  ) berdistribusi normal. Uji 
normalitas dilakukan menggunakan uji Kolmogorov-Smirnov. Tabel 3 menyajikan output uji 
Kolmogorov-Smirnov. 
Tabel 3 Uji Kolmogorov-Smirnov 
KShitung p-value 
0,1637 0,2895 
Berdasarkan Tabel 3 diperoleh nilai          adalah 0,1637 lebih kecil dari   (       )        
(           (       )), hal ini berarti galat berdistribusi normal.  
Uji multikolinearitas adalah uji untuk mengetahui adanya hubungan diantara variabel-variabel 
bebas dalam model regresi. Uji multikolinearitas dapat dilakukan dengan melihat nilai VIF. 
Multikolinearitas tidak terjadi apabila nilai VIF lebih besar dari 10 pada masing-masing variabel 
bebas.  Tabel 4 menyajikan hasil output nilai VIF pada masing-masing variabel bebas. 
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Tabel 4 Nilai VIF  
Variabel Bebas VIF 
X1 1,0579 
X2 1,0579 
 
berdasarkan nilai VIF pada masing-masing variabel bebas dapat diartikan bahwa variabel bebas tidak 
terjadi multikolinearitas.  
Uji autokorelasi dapat dilakukan menggunakan uji Durbin-Watson. Tabel 5 menyajikan hasil 
output uji Durbin-Watson. 
Tabel 5 Uji Durbin-Watson 
DW P-Value 
1,0274 0,0007341 
 
diperoleh nilai Durbin-Watson adalah 1,0274, sedangkan untuk nilai DL dan DU masing-masing 
adalah 1,3325 dan 1,5805. Nilai DW < DL dan p-value < α (α=0,05) sehingga dapat disimpulkan 
bahwa terjadi autokorelasi. 
Uji heteroskedastisitas dapat dilakukan menggunakan Breusch Pagan (BP). Hasil pengujian 
Breusch Pagan dapat dilihat pada Tabel 6. 
Tabel 6 Uji Heteroskedastisitas 
BP P-Value 
1,1382 0,566 
 
dari Tabel 6 nilai BP adalah sebesar 1,1382, sedangkan untuk nilai 
2
( 1)jp
   tabel adalah sebesar 5,99. 
Nilai BP < 
2
( 1)jp
   dan p-value > α (α=0,05) sehingga disimpulkan bahwa  terjadi homoskedastisitas. 
Pendeteksi pencilan menggunakan boxplot, diperoleh outlier pada variabel Y memiliki 4 outlier 
yang terdiri dari data ke-11, 14, 33, dan 34. Sedangkan pada variabel X1 memiliki 1 data outlier yaitu 
data ke-11, dan X2 memiliki 4 data outlier yang terdiri dari data ke-11, 12, 13, dan15. Estimasi 
parameter regresi robust estimasi-M dengan pembobotan Bisquare tukey dan Welsch untuk data IPM 
( ), rata-rata lama sekolah (  ) dan PDRB (  ) dilakukan dengan software R. Estimasi parameter 
regresi robust estimasi-M ditentukan dengan melakukan perbandingan antara pembobotan Bisquare 
tukey dan Welsch. Perbandingan kedua pembobotan ditentukan dengan nilai Adjusted R-Square dan 
Standard Error. Jika semakin besar nilai Adjusted R-Square maka semakin bagus estimasi yang 
digunakan dan jika semakin kecil Standard Error maka semakin bagus estimasi yang digunakan. Hasil 
perbandingan dapat dilihat pada Tabel 7 berikut ini. 
Tabel 7 Perbandingan Nilai Adjusted R-Square dan Standard Error 
Model Adjusted R-Square Standard Error 
Bisquare Tukey 0,7366 1,596 
Welsch 0,727 1,606 
Berdasarkan hasil dari Tabel 7 dapat dikatakan bahwa estimasi yang paling baik digunakan 
untuk mengestimasi model adalah metode pembobotan Bisquare Tukey. Hal ini dijelaskan oleh nilai 
Adjusted R-square pembobotan Bisquare Tukey lebih besar dari Welsch (0,7366 > 0,727) yang artinya 
variabel bebas menjelaskan variabel terikat sebesar 73,66% dan 26,34%  sisanya dijelaskan oleh 
variabel lain, sedangakan Welsch hanya menjelaskan 72,7% dan 27,3% dijelaskan oleh variabel lain. 
Standar error dari pembobotan Bisquare Tukey lebih kecil jika dibandingkan dengan pembobotan 
Welsch (1,596 < 1,606), yang artinya tingkat kesalahan memprediksi variabel terikat lebih kecil jika 
menggunakan pembobotan Bisquare Tukey. 
Estimasi parameter untuk regresi robust estimasi-M pembobotan Bisquare tukey dapat dilihat 
pada Tabel 8 
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Tabel 8 Estimasi-M dengan Pembobotan Bisquare Tukey 
Variabel bebas Estimator regresi 
Konstanta 44,95 
X1 2,846 
X2 0,002192 
dari Tabel 8, dapat diketahui estimasi parameter metode robust estimasi-M dengan pembobot 
Bisquare Tukey adalah 1 2
ˆ 44,95 2,846 0,002Y X X    
 
PENUTUP  
Berdasarkan penelitian yang telah dilakukan maka diperoleh beberapa kesimpulan sebagai berikut. 
1. Pendeteksi outlier yang dilakukan dengan diagram boxplot diperoleh data outlier pada masing-
masing variabel. Variabel IPM (Y) memiliki 4 outlier yang terdiri dari Provinsi DKI Jakarta, DI 
Yogyakarta, Papua Barat dan Papua. Varabel rata-rata lama sekolah (X1) memiliki 1 outlier yaitu 
Provinsi DKI Jakarta dan variabel PDRB (X3) memiliki 4 outlier yang terdiri dari Provinsi DKI 
Jakarta, Jawa Barat, Jawa Tengah, dan Jawa Timur. 
2. Berdasarkan nilai adjusted R-square Bisquare Tukey (0,7366) > Welsch (0,727) dan standard 
error Bisquare Tukey (1,596) < Welsch (1,606). Sehingga dapat dikatakan bahwa metode 
estimasi-M dengan fungsi pembobotan Bisquare Tukey lebih baik dipilih dari pada pembobotan 
Welsch. 
3. Model terbaik regresi robust estimasi-M dengan menggunakan pembobotan Bisquare Tukey 
1 244,95 2,846 0,002Y X X    Yang artinya jika rata-rata lama sekolah (X1) meningkat satu 
tahun maka akan meningkatkan Indeks pembangunan Manusia (Y) sebesar 2,846%, apabila 
PDRB (X2) tetap, dan jika setiap peningkatan satu triliun PDRB (X2) maka akan meningkatkan 
Indeks Pembangnan Manusia (Y) sebesar 0,002%, apabila rata-rata lama sekolah (X1)  tetap. 
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