A Novel Framework for Recurrent Neural Networks with Enhancing
  Information Processing and Transmission between Units by Chen, Xi et al.
A Novel Framework for Recurrent Neural Networks
with Enhancing Information Processing and
Transmission between Units
Xi Chen, Zhihong Deng, Gehui Shen, Ting Huang
School of Electronics Engineering and Computer Science, Peking University
Abstract
This paper proposes a novel framework for recurrent neural networks (RNNs)
inspired by the human memory models in the field of cognitive neuroscience to
enhance information processing and transmission between adjacent RNNs’ units.
The proposed framework for RNNs consists of three stages that is working memory,
forget, and long-term store. The first stage includes taking input data into sensory
memory and transferring it to working memory for preliminary treatment. And the
second stage mainly focuses on proactively forgetting the secondary information
rather than the primary in the working memory. And finally, we get the long-
term store normally using some kind of RNN’s unit. Our framework, which is
generalized and simple, is evaluated on 6 datasets which fall into 3 different tasks,
corresponding to text classification, image classification and language modelling.
Experiments reveal that our framework can obviously improve the performance of
traditional recurrent neural networks. And exploratory task shows the ability of
our framework of correctly forgetting the secondary information.
1 Introduction
In recent years, recurrent neural networks have become more widely-used in various tasks, and thus
much work has been done on improving conventional recurrent neural network S.Hochreiter and
J.Schmidhuber [1997] or its improved versions van der Westhuizen and Lasenby [2018], Xu et al.
[2016], Danihelka et al. [2016], Kalchbrenner et al. [2015], Tai et al. [2015]. However, most of the
work just focuses on improving the inner structure of a certain RNNs’ unit or building a model that
only based on a certain RNNs’ unit. And there exists little work on improving the way of information
processing and transmission between adjacent RNNs’ units.
As we know, in the field of cognitive neuroscience, information processing and transmission is the
key component of human memory. Inspired by the work on human memory, we want to introduce
similar mechanics to handle the problem of information processing and transmission in RNNs in this
paper.
In the field of cognitive neuroscience, most researchers think that information processing can be
divided into relatively independent stages in the process of learning and memory based on many
experimental results. They thus put forward many memory models. Among them, modal model
Atkinson and Shiffrin [1968] proposed by Richard Atkinson and Richard Shiffrin is the most well-
known. Modal model holds the view that sensory information is firstly detected by the senses called
sensory registers, and then transferred into short-term store. Once the information get into short-term
store, it can further enter long-term store when the information is rehearsed. What’s more, the model
also thinks that information can be lost at every stage because of decline (information loss and gradual
disappearance), interference (new information replacing the old), or the combination of them.
Preprint. Work in progress.
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Since modal model was proposed, intense debates on the model have continued. Some key questions
can be summarized as 1) whether information should be encoded in short-term memory before it
can be stored in long term memory, 2) does short-term memory just store the information. A lot of
researches have been done on the aforementioned questions. For the first question, some work such as
Warrington and Shallice [1969] supports the view that information can be directly stored in long-term
memory without passing through the short-term memory. And for the second question, researchers
like Baddeley pointed out that short-term memory is not enough to explain that the information can
be processed in a very short time, and thus put forward the working memory system to improve the
short-term store Baddeley [1974]. The working memory proposed emphasizes that the information
not only can be temporarily stored in it, but also can be attended to and manipulated.
The research on human memory is still going on, but in this paper we only focus on the classical
models like modal model and some developed models or theories such as Baddeley’s model of
working memory for simplicity and applicability. We will introduce the main theories on human
memory to build a novel framework for RNNs.
In respect of the aspect about enhancing the information processing and transmission in RNNs, we
aim at making our framework has ability of manually controlling the process of “forgetting” to help
decline more secondary information so that new information prefers to replace more secondary old
information rather than the primary. Our “forgetting” mechanism is different from what in the long
short-term memory neural network(LSTM) S.Hochreiter and J.Schmidhuber [1997] or its improved
versions of it, which we will describe in more detail in the later sections.
And the other important goal is to try to make our framework be compatible with all RNNs’ units. It’s
nearly not be taken into account in previous related work, such as van der Westhuizen and Lasenby
[2018], Xu et al. [2016], Danihelka et al. [2016], Kalchbrenner et al. [2015] and Tai et al. [2015].
The previous work pays close attention to building a model that only based on a certain RNNs’ unit
like LSTM unit or improving the inner structure of a certain RNNs’ unit, and thus can’t be easily
transferred to other RNN models that based on other RNNs’ units. Instead, the major characteristic of
our work lie in the way of processing and transmission of information between adjacent RNNs’ units.
Simply put, the contributions of this paper can be summarized as follows.
• As far as we know, our work is the first one that introduces a relatively complete human
memory model (modal model but modified based on later models or theories) in RNNs to
enhance the information processing and transmission.
• A specific recurrent neural network framework is proposed, which is generalized and simple.
• The experimental results on both text and image classification tasks and language mod-
elling task reveal that our framework can obviously improve the performance of traditional
recurrent neural networks.
• We test and verify our framework’s ability of correctly forgetting the secondary information
through exploratory experiments.
The outline of the rest of the paper is as follows. We first, in Section 2, give a brief background on
modal model, Baddeley’s model of working memory and RNNs. We then propose our recurrent
neural network framework in Section 3. Section 4 shows our experiments, which include text and
image classification tasks, a language modelling task and an exploratory task. Section 5 concludes
the whole paper.
2 Background
2.1 Modal Model and Baddeley’s Model of Working Memory
Modal model first described by Atkinson and Shiffrin in 1968 Atkinson and Shiffrin [1968] is a
human memory model that explains how human memory processes work. The model consists of
three separate components: the sensory register, short-term store, and long-term store.
The sensory register’s role is to detect the environmental stimulus and hold them for use in short-
term store. The sensory registers is like "buffers" which doesn’t process the information. And the
information decays rapidly and is forgotten when it’s not transferred to the short-term store.
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Short-term store receives and holds input from the sensory register, and it can also extract the
information from the long-term store. And as with sensory memory, though the information in the
short-term store can be held for much longer, it decays and is lost. But when the information transfers
to the long-term store through rehearsal, it can more or less be stored permanently.
The long-term store receives the information only from the short-term store, but the information in
long-term store can be transferred to the working memory where it can be manipulated.
Modal model is surely not that perfect, and there are some controversial points which we have
mentioned in Section 1. But as the beginning of the study, it can also be the basis of our framework
for its simplicity and applicability.
Here we in passing give a brief introduction to Baddeley’s model of working memory. The early
model of working memory is put forward by Alan Baddeley and Graham Hitch in 1974 Baddeley
[1974]. And there is also a lot of follow-up work such as Alan [1992] and Alan [1996]. Baddeley’s
model of working memory proposed three-part working memory as an alternative to the short-term
store in modal model. The three parts include visuo-spatial working memory, phonological loop and
central executive. They think the information in working memory is not only just stored, but also
processed temporarily, which is different from the definition of the short-term store. We’ll simply
absorb this viewpoint in our framework rather than specifically imitating the three parts.
2.2 Recurrent Neural Networks
Recurrent neural networks is an extension of a conventional feedforward neural network, which is
well adapted for handling a variable-length sequence input. It has various applications in different
fields such as natural language processing Sutskever et al. [2011], Bahdanau et al. [2014], speech
processing Graves and Jaitly [2014], image processing van den Oord et al. [2016], Gregor et al.
[2015] and video processing Venugopalan et al. [2015]. The RNNs ordinarily receive a sequence
x = (x1, x2, . . . , xT ) as input, where xt = Rd. And it updates its recurrent hidden state ht by
ht = ϕ(ht−1, xt) (1)
where ϕ is a smooth, bounded function. And traditionally, the update of the recurrent hidden state in
Eq.(1) is implemented as:
ht = σ(Wxt + Uht−1 + b) (2)
where σ is the logistic sigmoid function, W and U are parameter matrices, b is bias.
The long short-term memory neural network(LSTM) S.Hochreiter and J.Schmidhuber [1997] is one
of the most important extension of the recurrent neural network. It has an interesting and special
implementation of Eq.(1), which is given below:
it = σ(Wixxt +Wihht−1 +Wicct−1) (3)
ft = σ(Wfxxt +Wfhht−1 +Wfcct−1) (4)
ct = ft  ct−1 + it  φ(Wcxxt +Wchht−1) (5)
ot = σ(Woxxt +Wohht−1 +Wocct) (6)
ht = ot  φ(ct) (7)
That repeating module is called LSTM cell, which consists of a memory cell c, an input gate i, a
forget gate f, an output gate o. And σ and φ are the logistic sigmoid function and hyperbolic tangent
function respectively; it, ft, ot and ct are respectively the input gate, forget gate, output gate, and
memory cell activation vector at time step t. W.. denotes corresponding parameter matrice.  denotes
the element-wise multiplication operator.
3 The Proposed Framework
3.1 Architecture
Our proposed RNNs framework consists of three stages: working memory, forget, and long-term
memory. The definitions of all these three stages are as follows:
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Figure 1: Comparision between conventional RNNs’ framework and the framework we proposed.
3.1.1 Working Memory
This stage includes taking input data into sensory memory and transferring it to working memory for
preliminary treatment. We implement it by:
hwmt = g(Wwmxt + Uwmht−1 + bwm) (8)
where g is a nonlinear function, Wwm and Uwm are parameter matrices, bwm is bias. hwmt denotes
the t-th working memory. The calculation is the same as what we use to calculate the t-th recurrent
hidden state in conventional RNN. The reason why we use Eq.(8) is that: xt and ht−1 can be seen
as the t-th sensory information and (t-1)th long-term store respectively. And using the sensory
information and (t-1)th long-term store ht−1 to calculate the t-th working memory satisfies two
important theories we have mentioned that 1) working memory can receive and hold input from the
sensory register, and 2) the information in long-term store can be transferred to the working memory.
Besides, the calculation of Eq. (8) is simple and common, which is of equal importance.
3.1.2 Forget
Baddeley’s model believes that information not only can be temporarily stored in the working memory,
but also can be manipulated. Also, models including modal model hold the view that information can
be lost at every stage because of decline, interference, or the combination of them. And since the lost
is hard to avoid, we mainly focus on how to manually control the process in the working memory. In
another word, we are trying to proactively forget the secondary information rather than the primary
in the working memory at this stage. We implement it as:
Ft = f(h
wm
t , ht−1) (9)
hfwmt−1 = Ft  ht−1 (10)
where Ft can be seen as a forget weight vector, and thus f denotes a function, which is used to
compute the forget weight for the (t-1)th long-term store. The function can be a variety of forms. We
use the following two forms in our paper:
f1 = σ(Wfh
wm
t + bf ) (11)
f2 = σ(hwmt  ht−1) (12)
The first form simply computes a weighted sum of the working memory and applies sigmoid function
to limit the output between 0 and 1. It doesn’t need to utilize the (t-1)-th long-term store ht−1. The
parameter matrices Wf and bf are shared throughout the time steps. The second form do a dot
products between the working memory hwmt and the (t-1)-th long-term store ht−1. Each dimension
of the output indicates a similarity between corresponding dimension of hwmt and ht−1. The smaller
the value of a certain dimension is, the larger impact caused by xt on this dimension is, which means
we should forget more information in this dimension on ht−1. Note that we do not need to introduce
extra parameters in this form.
3.1.3 Long-term Store
This stage computes the t-th long-term store ht. We implement it as:
ht = funcrnn(xt, h
fwm
t−1 ) (13)
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where funcrnn can be any of RNNs’ units, such as basic RNN unit, LSTM unit, GRU or some other
forms like van der Westhuizen and Lasenby [2018]. It reflects the extendibility of our framework.
Take basic RNN unit and LSTM unit as examples. For basic RNN unit, we update ht by:
ht = g(Wlsxt + Ulsh
f
t−1 + bls) (14)
where Wls, Uls and bls share with the corresponding parameters at the stage of the working memory.
For LSTM unit, we update ht by
it = σ(Wixxt +Wihh
fwm
t−1 +Wicct−1) (15)
ft = σ(Wfxxt +Wfhh
fwm
t−1 +Wfcct−1) (16)
ct = ft  ct−1 + it  φ(Wcxxt +Wchhfwmt−1 ) (17)
ot = σ(Woxxt +Wohht−1 +Wocct) (18)
ht = ot  φ(ct) (19)
They are almost the same as what in LSTM unit. We only replace the conventional LSTM unit’s
input ht−1 with the previous stage’s output h
fwm
t−1 . Note that it is unnecessary to modify the internal
structure of the LSTM unit.
3.2 Discussion
To further elucidate the characteristics of our framework, in this section, we will analyze our frame-
work from two perspectives and thus distinguish our framework from other work like S.Hochreiter
and J.Schmidhuber [1997] and Xu et al. [2016].
Firstly, from the human memory models’ perspective. Comparing the implementation between our
framework and previous work like LSTM unit, the most important difference is that LSTM unit
doesn’t have the working memory stage. It gets forget weight directly using input data and previous
long-term store. One of the effect is that LSTM unit can’t forget the information that has stored
before. In the most extreme case where we want to discard all the information that has stored before
in the t-th step and recalculate the state by xt only, we can’t make ct be independent of both ct−1
and ht−1. Note that ht−1 has been calculated already at the t-th step, thus we can’t discard it by set
output gate zero.
Secondly, we can also analyze our framework in a more intuitive way. It can be found that in previous
work which also introduces the process of “forgetting”, they always forget something directly based
on the previous states when processing the sequence. However, it’s more reasonable that the model
decides whether or not to forget something after a simple manipulation of the data at the t-th step.
Here we call that mechanism “look forward and forget”. It means before we have simply processed
the data at the t-th step, we shouldn’t rashly forget something. Thus, in our framework we can see,
we first look forward at the t-th step (Eq. (8)), and based on that preliminary recurrent state at the t-th
step hwmt , we calculate the forget weight and then forget the information in ht−1. After we get new
recurrent state hfwmt−1 , we can then process the data normally using basic RNN unit, LSTM unit or
any other RNNs’ units.
4 Experiments
We evaluate our framework by applying it to 6 different datasets: MR, CR, TREC, Reuters, MNIST
and PTB. These datasets fall into 3 different tasks, corresponding to text classification, image
classification and language modelling. Then we also perform an exploratory experiment to validate
the ability of our framework of correctly forgetting the secondary information.
4.1 Datasets
The datasets for text classification includes MR, CR, TREC and Reuters. The dataset for image
classification is MNIST. And Language modelling task evaluates on PTB. Each dataset is briefly
described as follows.
5
• MR: Movie reviews with one sentence per review Pang and Lee [2005]. Classification
involves detecting positive/negative reviews.
• CR: Customer reviews of 14 products obtained from Amazon Hu and Liu [2004]. The goal
is to predict positive/negative reviews.
• TREC: TREC question dataset Li and Roth [2002], in which the objective is to classify
each question into 6 question types.
• Reuters: Reuters newswire 46 topics classification. A collection of documents that appeared
on Reuters newswire in 1987.1
• MNIST: Dataset of grayscale images of the 10 digits. The images are centered and of size
28 by 28 pixels.Haykin and Kosko [2009]
• PTB: The Penn Tree Bank dataset is made of articles from the Wall Street Journal.Marcus
et al. [1993]
4.2 Implement
For text categorization task, we use 300-d word embeddings pretrained by Glove on MR, CR and
TREC, and fine-tune the word embeddings during training to improve the performance. the dimension
of recurrent states is also set to 300. While on Reuters, the words are tokenized already, thus the
word embeddings are adjust to 128, and randomly sampled from uniform distribution. Sentence
representation is finally created by using the average pooling of all hidden states of the RNN. After
obtaining the sentence embedding, we apply fully connected layers followed by a softmax non-linear
layer that predicts the probability distribution over classes.
For image categorization task, each MNIST image is input in RNN line by line. The representation
of the image is finally created by using the final hidden state of the RNNs. And we also apply a fully
connected layer followed by a softmax non-linear layer to predict the classes.
For test and image categorization task. Training is done through stochastic gradient descent over
shuffled mini-batches with the Adam update rule Kingma and Ba [2014]. And for regularization, we
only employ dropout as described in Gal and Ghahramani [2016] on the recurrent units.
As for language modelling task, we use 500-d word embeddings whose dimension is equal to the
recurrent state’s. And other settings and training methods are the same as Zaremba et al. [2014].
4.3 Results
4.3.1 Text Classification
Table 1 shows the text classification accuracies of the baseline models along with our four models
F+RNN, F*+RNN, F+LSTM and F*+LSTM, where RNN and LSTM denote 1-layer unidirectional
conventional RNN and 1-layer unidirectional LSTM respectively, F and F* denote that f1 or f2 is
used at the stage of forget in our framework. And we will use the same notations next except that in
the language modelling task where LSTM denotes 2-layer network.
As we can see, for the models based on the basic RNN unit, both F+RNN and F*+RNN achieve
higher accuracies than RNN on all four datasets except F*+RNN on TREC only. And it is worth
noting that F+RNN even outperforms LSTM on MR, CR and TREC, and just about 1% lower on
Reuters. Similarly, for the models based on LSTM unit, our F+LSTM and F*+LSTM also surpass
LSTM definitely. These results demonstrate the advantage of our framework.
And for our two kinds of the models which has different ways of calculating the forget weight
respectively, F+RNN consistently outperformd F*+RNN on all four datasets, and F*+LSTM only
achieves higher accuracies than F+LSTM on MR and TREC. We explain it from the perspective of
the complexity of two models. Since no extra parameters are introduced in the stage of the forget in
F*+RNN and F*+LSTM for the sake of keeping the models light-weight, they calculate the t-th step
forget weight only on account of the difference between the t-th working memory and the (t-1)th
long-term store, which of course suffers from the lack of flexibility in the majority of cases. Besides,
it’s also interesting that F+RNN slightly outperform F+LSTM on MR ,CR and TREC. The results
may probably due to the simplicity of the datasets.
1the dataset is available at https://s3.amazonaws.com/text-datasets/reuters.npz
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Table 1: Results of the text classification accuracies of the baseline models along with our four models F+RNN,
F*+RNN, F+LSTM and F*+LSTM.
Model MR CR TREC Reuters
RNN 78.5% 81.0% 90.5% 76.7%
F+RNN 80.3% 82.0% 92.8% 78.3%
F*+RNN 79.3% 81.8% 89.8% 77.0%
LSTM 79.0% 81.5% 90.5% 79.5%
F+LSTM 80.2% 81.9% 91.8% 82.0%
F*+LSTM 80.9% 81.6% 92.2% 81.6%
Table 2: Results of the image classification accuracies of
the baseline models compared with the models in the base
of our framework.
Dataset MNIST
LSTM 98.0%
F+LSTM 98.3%
F*+LSTM 97.7%
Table 3: Test perplexity of language modelling task for
LSTM, LSTM+F and LSTM+F* on PTB.
Dataset PTB
LSTM 89.335
F+LSTM 84.899
F*+LSTM 87.566
4.3.2 Image Categorization
Since the models based on the conventional recurrent unit perform poor on MNIST, we only compare
the models based on LSTM. The experimental results can be seen in Table 2. Though the accuracy
of F*+LSTM is lower than LSTM’s, F+LSTM achieves the higher accuracy. It can be inferred that
F*+LSTM doesn’t correctly forget the secondary information as we expect on MNIST since a lack of
parameters at the stage of forget compared to F*+LSTM. It also suggests that correctly forgetting the
secondary information is not always easy.
4.3.3 Language Modelling
In this subsection, we report the test perplexity of language modelling task for F+LSTM, F*+LSTM
and LSTM on PTB. In Table 3, we observe that our F+LSTM and F*LSTM both achieve lower
perplexity than LSTM definitely. And LSTM+F performs better than F*+LSTM by reducing about 3
perplexity.
4.4 Exploratory Experiments
In this subsection we are going to do an exploratory experiment to show the ability of our framework
of correctly forgetting the secondary information.
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300
A
C
C
U
R
A
C
Y
NUM.EPOCHS
F+RNN LSTM
aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa
(a) training set
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300
A
C
C
U
R
A
C
Y
NUM.EPOCHS
F+RNN LSTM
aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa
(b) test set
Figure 2: The dynamical changes of the accuracy on both training set and test set
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Table 4: The comparison of the forget rate between two types of positions in the F+RNN model.
Type Forget Rate (Avg.)
the positions where 0,1 appears 0.5291
the positions where -1 appears 0.0809
0 1 … 1 1 0 -1 0 1 1 …
0 0 … 0 1 0 -1 1 1 1 …
0 0 … 1 1 0 -1 0 1 1 …
0 1 1 -1 1 0 1 0 1 1 …
Figure 3: Cases of the heat maps for the forget rate
We design a novel dataset that consists of 100,000 digital sequences, each of which is composed of 0,
1 and -1 only and has a length of 100. We restrict the number of -1’s in each sequence to a maximum
of 1. If -1 appears in a sequence, the output is the number of 1’s after the -1. Otherwise, the output
is the number of 1’s in the whole sequence. And for simplicity, we call the sequence special if -1
appears in the sequence. The training set consists of 80,000 sequences in which 30,000 sequences are
special. While in 20,000 test sequences, all are special.
We evaluate the F+RNN model on the dataset compared with LSTM. Note that our F+RNN model
is based on the conventional recurrent neural network, which is considered weaker than LSTM in
capturing long-term dependencies.
As we can see from Figure 3, which demonstrates the dynamical changes of the accuracy on training
set and test set, LSTM only converges faster on the training dataset than F+RNN at the beginning
but slower after about 180 epoch, and, most importantly, has a much slower convergence rate on
the test dataset. An explanation for the results is that LSTM doesn’t have the working memory like
our model, and thus has poor ability to forget the information that has stored before, which we have
discussed in 3.2 in detail.
In order to further test the hypothesis, we compare the forget rate at two types of positions on all
20,000 test sequences in our F+RNN model. The first position type denotes the positions where
-1 appears, and the second denotes the others. The forget rate at certain position is computed by
normalizing the L1-norm of the forget weight vector. Note that the forget rate here means the
reservation rate of the information that has stored before. As we can see, the forget rate for the first
position type is significantly lower than the second type, which demonstrates that our framework has
ability of learning when to forget useless information and thus brings efficient information processing.
We also randomly select some sequences from the test dataset and plot the heat maps for the forget
rate on these cases (Figure 4). In the heat maps, the greater the forget rate is, the darker the color is.
Consistent with the results in the table 4, the forget rates at the positions where -1 appears are much
smaller. And the forget rates at the positions after -1 are the greatest in general, which is the same to
the position at the beginning of the sequence. It’s reasonable since -1 can also be seen as a kind of
start symbol in our task.
5 Conclusion
In this paper, we introduce a relatively complete human memory model to build a specific recurrent
neural network framework to improve the information processing and transmission. The framework
manually controls the process of “forgetting” to help decline more secondary information rather
than the primary. The framework is generalized, which is compatible with all kinds of recurrent unit
including LSTM unit, GRU and even more complex units. Also, the framework benefits from its
simplicity, which needs very few extra parameters and is easy to implement.
8
References
Baddeley Alan. Is working memory working? the fifteenth bartlett lecture. Quarterly Journal of
Experimental Psychology A, 44A(1):1–31, 1992.
Baddeley Alan. Exploring the central executive. Quarterly Journal of Experimental Psychology A,
February 1(1):5–28, 1996.
Atkinson and Shiffrin. Chapter: Human memory: A proposed system and its control processes. New
York: Academic Press, 1968.
Alan Baddeley. Working memory. Psychology of Learning and Motivation, 8(4):47–89, 1974.
Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio. Neural machine translation by jointly
learning to align and translate. Computer Science, 2014.
Ivo Danihelka, Greg Wayne, Benigno Uria, Nal Kalchbrenner, and Alex Graves. Associative long
short-term memory. In Proceedings of the 33nd International Conference on Machine Learning,
ICML 2016, New York City, NY, USA, June 19-24, 2016, pages 1986–1994, 2016.
Yarin Gal and Zoubin Ghahramani. A theoretically grounded application of dropout in recurrent
neural networks. In Advances in Neural Information Processing Systems 29: Annual Conference
on Neural Information Processing Systems 2016, December 5-10, 2016, Barcelona, Spain, pages
1019–1027, 2016.
A. Graves and N. Jaitly. Towards end-to-end speech recognition with recurrent neural networks. In
International Conference on Machine Learning, pages 1764–1772, 2014.
Karol Gregor, Ivo Danihelka, Alex Graves, Danilo Jimenez Rezende, and Daan Wierstra. DRAW:
A recurrent neural network for image generation. In Proceedings of the 32nd International
Conference on Machine Learning, ICML 2015, Lille, France, 6-11 July 2015, pages 1462–1471,
2015.
S. Haykin and B. Kosko. Gradientbased learning applied to document recognition. In IEEE, pages
306–351, 2009.
Minqing Hu and Bing Liu. Mining and summarizing customer reviews. In Proceedings of the
Tenth ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, Seattle,
Washington, USA, August 22-25, 2004, pages 168–177, 2004.
Nal Kalchbrenner, Ivo Danihelka, and Alex Graves. Grid long short-term memory. CoRR,
abs/1507.01526, 2015.
Diederik P. Kingma and Jimmy Ba. Adam: A method for stochastic optimization. CoRR,
abs/1412.6980, 2014.
Xin Li and Dan Roth. Learning question classifiers. In 19th International Conference on Compu-
tational Linguistics, COLING 2002, Howard International House and Academia Sinica, Taipei,
Taiwan, August 24 - September 1, 2002, 2002.
Mitchell P. Marcus, Beatrice Santorini, and Mary Ann Marcinkiewicz. Building a large annotated
corpus of english: The penn treebank. Computational Linguistics, 19(2):313–330, 1993.
Bo Pang and Lillian Lee. Seeing stars: Exploiting class relationships for sentiment categorization with
respect to rating scales. In ACL 2005, 43rd Annual Meeting of the Association for Computational
Linguistics, Proceedings of the Conference, 25-30 June 2005, University of Michigan, USA, pages
115–124, 2005.
S.Hochreiter and J.Schmidhuber. Long short-term memory. Neural Computation, 9(8):1735–1780,
1997.
Ilya Sutskever, James Martens, and Geoffrey E. Hinton. Generating text with recurrent neural
networks. In International Conference on Machine Learning, ICML 2011, Bellevue, Washington,
Usa, June 28 - July, pages 1017–1024, 2011.
9
Kai Sheng Tai, Richard Socher, and Christopher D. Manning. Improved semantic representations
from tree-structured long short-term memory networks. In Proceedings of the 53rd Annual Meeting
of the Association for Computational Linguistics and the 7th International Joint Conference on
Natural Language Processing of the Asian Federation of Natural Language Processing, ACL 2015,
July 26-31, 2015, Beijing, China, Volume 1: Long Papers, pages 1556–1566, 2015.
Aäron van den Oord, Nal Kalchbrenner, and Koray Kavukcuoglu. Pixel recurrent neural networks.
In Proceedings of the 33nd International Conference on Machine Learning, ICML 2016, New York
City, NY, USA, June 19-24, 2016, pages 1747–1756, 2016.
Jos van der Westhuizen and Joan Lasenby. The unreasonable effectiveness of the forget gate. CoRR,
abs/1804.04849, 2018. URL http://arxiv.org/abs/1804.04849.
Subhashini Venugopalan, Huijuan Xu, Jeff Donahue, Marcus Rohrbach, Raymond J. Mooney, and
Kate Saenko. Translating videos to natural language using deep recurrent neural networks. In
NAACL HLT 2015, The 2015 Conference of the North American Chapter of the Association for
Computational Linguistics: Human Language Technologies, Denver, Colorado, USA, May 31 -
June 5, 2015, pages 1494–1504, 2015.
E. K. Warrington and T Shallice. The selective impairment of auditory verbal short-term memory.
Brain, 92(4):885–896, 1969.
Jiacheng Xu, Danlu Chen, Xipeng Qiu, and Xuanjing Huang. Cached long short-term memory neural
networks for document-level sentiment classification. In Proceedings of the 2016 Conference on
Empirical Methods in Natural Language Processing, EMNLP 2016, Austin, Texas, USA, November
1-4, 2016, pages 1660–1669, 2016.
Wojciech Zaremba, Ilya Sutskever, and Oriol Vinyals. Recurrent neural network regularization.
CoRR, abs/1409.2329, 2014.
10
