This paper presents an implementation of a system designed for location of human faces and facial features such as pupils, eyes, nose and mouth. The kernel of the system is an integration of several algorithms, such as human face center -of-gravity template, illumination compensation, and so on . A false-face removal algorithm is proposed in this paper especially for the distinguish ing of cartoon faces from true faces. The testing experiments of the system show quite good results, t he average detection accuracy rates for face detection and facial feature location are 97.8% and 87.5% respectively.
Introduction
Human face detection and facial feature location, as specific issues of pattern recognition, are significant in various applications such as human identification, face retrieval, virtual human face synthesis, and model based MPEG-4 face coding. A lot of work has been done on this issue. Proposed techniques include multi-resolution analysis 1, 2 , fixed template matching 3 , deformable template matching 4 , center-of-gravity template matching 5 , fuzzy theory 6 , principle component analysis "eigenface" 7 or "eigenpicture" 8 , neural network 9 ,10,29,30 , support vector machine 11 , and usage of multiple information including color, sound or motion 1 2 ,1 3 . Quite a few techniques are related to facial feature extraction, such as B -splines 14 , adaptive Hough transform 1 5 , cost minimization 16 , deformable template 17, 18 , region-based template 19 , geometrical model 20 , linear/nonlinear filter 31 , active appearance models 32 and some approaches of combined several classical techniques 33, 34 . Face and facial feature location are indispensable steps for face analysis. A fa st, accurate and efficient system for face and facial feature detection is helpful for the implementation of practical biometric systems for human face analysis. For a practical human face identification or verification system, inputting a single face image to the system is usually not enough for reliable human identity verification. For example, a face photo placed in front of the system' s input device, such as a camera, may be mistakenly verified by the system. Additionally, the information from a single face image is limited. To overcome these problems, it is feasible to recognize faces in a dynamic video or image sequence, in which a human face is slightly moved, rotated or changed in expression. Consequently, the dynamic detection of faces and location of facial features is required. In this paper, we present a practical system, which uses a "center-of-gravity template" to locate the face and facial features such as pupils, eyes, nose and mouth.
System Structure
The system consists of four modules: Face Detection, Illumination Compensation, Cartoon Face Discrimination, and Facial Feature Location as shown in Figure 1 . With an input image frame from a video stream, the system will output the locations of detected faces and facial features. 
Face Detection
The face detection module is based on the technique of human face center-of-gravity template matching, which has been described in detail in reference 5. Considering the novelty of this technique and the close relationship between the face detection module and other two modules of "Cartoon Face Discrimination" and " Facial Feature Area Location" , it is necessary to make a brief introduction to the technique of face centerof-gravity template in this section.
Such a face detection procedure consists of eight steps as shown in Figure 2 and Figure 3 , which produces the preliminary l ocations for detected faces and facial features such as eyebrows, eyes, nose and mouth. With the size of the mosaic unit approximately equal to the average height of the facial features, a horizontal edge detector (shown in Figure 5 ) is applied to the mosaic image. Four to six horizontal mosaic edges (corresponding to facial features) will be detected. As shown in Figure 6a , each mosaic unit is manipulated as one pixel and each edge element is represented with a small box. (2) where is the region corresponding to mosaic edges; image(x, y) may refer to the mosaic image or original image, representing the gray-level value of the pixel at (x, y). In order to match the pattern of the centers-of-gravity that are related to facial features, a normal human face center-of-gravity template ( Figure 7 ) is designed and its four specific forms (Figure 8 ) are derived. The related rules of the spatial relationships of 4 to 6 facial features are summarized in the form of a group of distances (dxi,j, dyi,j) in horizontal and vertical directions between each two centers-of-gravity. Some rules are: For example, in Figure 4b , the mosaic unit size is 4 4 pixels, and the face size is about 44 48 pixels. The ratio of the mosaic unit size to the face size is about 1: 11 horizontally and 1:12 vertically. In other words, for this face, W is 11 mosaic units and H is 12 mosaic units. The above rules are applicable to upright faces at any size only if a proper mosaic unit size is selected for image mosaicing and mosaic edge extracting. As we discussed in the above paragraphs, the proper size of the mosaic unit is the same to the vertical average size of facial features. With reference to Figure 2 , in order to detect faces at various scales, we make the mosaic unit size change from a maximum to a minimum. With the face center-of-gravity templates and the corresponding rules, in a mosaic center-of-gravity picture shown in Figure 6b , one rectangle containing 4 to 6 centersof-gravity can be chosen as a face candidate area as shown in Figure 8 . The 4 to 6 centers-of-gravity in the rectangle indicate the preliminary positions of the facial features. The matching results are shown in Figure 9a . In order to remove false candidate faces, another two procedures, which check the distributions of candidate facial area' s gray levels and edges, are appended to the face center-of-gravity matching algorithm. The method is to divide the face area into 9 sub-areas and compare the differences between each two of the average gray-levels of these sub-areas. Similarly, to check the distribution of the edges means to compare the differences between each two of the numbers of the edge elements of these sub-areas. The details about the additional procedures can be found in reference 5. Figure 9b shows the final detection results.
The preliminary positions of face and facial features will be utilized the next two modules of "Cartoon Face Discrimination" and " Facial Feature Area Location" .
a. Face center-of-gravity template matching b. Detected faces after gray-level and edge-level checking 
Illumination Compensation
Significant illumination variation usually affects the performance of face detection in our system. We find that the horizontal features of human eyebrows, eyes, nose bottom and mouth are less sensitive to illumination variations 5 . However, the system based on such a scheme failed to detect up to 50 percent of the faces in one of our face databases taken under non-uniform illumination.
Most algorithms for face detection presume that the illumination is uniform. However, illumination is usually non-uniform and the normal rules of human face gray level distribution are no longer applicable. Correspondingly, the detect ion rates drop quickly if the illumination is too strong, too weak, or extremely non-uniform. For face detection, it is necessary to compensate illumination.
It has been shown theoretically that, for general cases, a function invariant to illumination does not exist 21 . Warrington and Taylor suggest that the process of compensating for illumination changes requires not only the primary visual cortex, but also the participation of high-level visual areas 22 . The general approach to illumination compensation is to use image representations that are relatively insensitive to these variations, such as the edge map of the image 23 , the image filtered with 2D Gabor-like filters 24 , the first and second derivatives of the gray-level image 25 , and nonlinear transformation 26 . Although they can mitigate changes in illumination to some degree, none of them is sufficient by itself to overcome problems of image illumination variation 27 . Nonlinear transformations are often used in computer vision, including logarithmic and exp onential transformation of the image intensities. There are physiological evidences that the response of cells in the retina is nonlinear to the intensity of incoming images in a way which can be approximated as a l og function of the intensity 28 . The log transformation ( Figure 10 ) is:
where f(x, y) is an original image, and a, b, c are transform parameters. The log function can extend low gray levels and compress high gray levels, which can improve illumination deficiencies. Log transformation is useful for shadows and non-uniform images, but is not appropriate for bright images. We can do an exp onential transformation under this condition. The exp onential transformation ( Figure 11 ) is:
Exponential transformation can extend high gray levels and compress low gray levels, thus enhancing the contrast of bright images. Although the log transformation can compensate for illumination efficiently, some edge information will be lost after the process. To solve this problem, we improve the nonlinear method by applying a high-pass filter. A high-pass filtering template ( Figure  12 ) can be used to enhance the edge information of the original image. Figure 13 and Figure 14 show some examples of illumination compensation. To test their effects, we did the experiments using the above methods or their combination ( Figure 15 ) on our non-uniform face database, which includes 43 images taken under very strong, very weak, or extremely non-uniform illumination conditions. The scheme of center-of-gravity template matching is used to detect faces. Some frequency-domain and spatial-domain methods, such as histogram equalization, nonlinear transform, homographic filtering and nonlinear transform based on high-pass filtering in local fields, are also implemented in our face detection and tracking system. As a result of our experimentation, the combination of high-pass filtering, logarithmic and exp onential transformation is chosen as the illumination compensation scheme for our system. The experiments prove that such a combination can well solve the illumination compensation problems in face detection, as the detection rate is increased from 48% to 90.7% on our non-uniform face database.
Cartoon Face Discrimination
The technique of center-of-gravity template matching for face detection cannot prevent some sketched face images (cartoons ) from being detected as true faces (Figure 28a) . Such cartoon faces, drawn with thin or thick pens on paper, are shown in Figure 16a. a. Sketched face images b. Sobel edge intensity images (24 24) c. Histograms of Sobel edge images As a result of a rich texture information of true faces and the poor texture information of cartoon faces, they can usually discriminated on the basis of their first derivatives, such as by Sobel edge intensity. This is illustrated in Figure 16b and Figure 17b . Accordingly, it is easy to differentiate them by their edge intensity histograms shown in Figure 16c and Figure 14c , which have distinct differences in gray-level distribution. Generally, in the histograms of the cartoons, approximately 40% of the pixels are distributed in the gray-level range of 230 to 255. The discrimination procedure is illustrated in Figure 18 . 
where T1 and T2 are two thresholds, for example, T1=230 , T2=40%. Figure 16 shows the results before and aft er using this scheme for discerning cartoon faces.
Facial Feature Location
The last module of the system is Facial Feature Area Location, which is composed of 4 parts: Pupil Location, Eye Area Location, Nose Area Location and Mouth area location ( Figure 19 ). The face detection module of the system outputs the locations of faces in a frame and four to six mosaic edge centers-of-gravity corresponding to the eyebrows, eyes, nose and mouth (Figure 6b ). In general, the centers of the eyes and mouth can be more easily extracted than those of the eyebrows and nose. To extract the location of nose, the face area is projected in a horizontal direction, with pixel gray values as shown in Figure 20 . There will be several local minimums probably corresponding to the vertical positions of the eyes, nose and mouth. Through a number of experiments, the best method of location is to find the maximum of distance i,i-1 among all the distances … , i+1,i , i,i-1 , i-1,i-2 , … , which are the vertical differences of two adjacent positions of the local minimums in horizontal projection. In this way, the position of the nose in vertical direction can be determined, from which the vertical positions of eyes and mouth can be deduced by adjacent relationships.
However, the horizontal projection scheme is not always effective for some human faces or under some conditions of illumination. In some cases, the position of the mouth can be mistaken as the position of nose. It can be checked by comparing the detected position of nose with the preliminary vertical position of the center-of-gravity corresponding to the mouth. Once the mistake is verified, letting y_mouth represent the vertical position of the center-of-gravity of the mouth, the vertical position of nose is estimated with y_mouth-2 mosaic_unit_size, according to the face center-of-gravity template in Figure7 and the corresponding rule of the vertical distance between nose and mo uth: 2(mosaic units) dy56 4(mosaic units). In other cases, the positions of the eyebrows are mistaken as the positions of the eyes. To check for this , the system can compare the detected positions of eyebrows with the preliminary vertical positions of the centers-of-gravity corresponding to the eyes. If the vertical positions of the eye centers -of-gravity are lower than the detected positions, then the eyes' vertical positions are replaced with the vertical positions of the centers-of-gravity. In the horizontal direction, the position of the nose is tentatively determined by the mean value of the two eye positions , as indicated by their mosaic centers-of-gravity. With the position of mosaic centers-of-gravity corresponding to mouth, four positions (two eyes, nose and mouth) are obtained. By extending these feature centers towards the upper side, lower side, left side and right side with a proportional distance, four rectangular areas are segmented (Figure 21. ) for more precise location of the four feature areas and the two pupils. Fig. 21 . The face area frame and the four mosaic centers-of-gravity with their initial extended frames Within the two initial eye areas, we use a weighted pupil template (Figure 22 ) to search the pupil positions, generally found at the maximums of the convolutions of the template and the negative image. The size of the weighted template is equal to the size of the current mosaic unit at which the face is detected. The weighted template is designed as: T[i, j]= f( i ) + f( j ), where i, j [0, n-1], n is the size of the template, and if x< n/2 then f(x)=x else f(x)=n-1-x. The final location of the two pupils is shown in Figure 23 . The other two small boxes represent the locations of the nose and mouth, which are obtained by calculating the centers-of-gravity of the initial nose and mouth areas shown in Figure 21 , using the formulae (1) and (2) in section 2.1. Figure 25 shows the final location of the face, the pupils, and the eye, nose and mouth areas, some of which are determined by extending the facial feature center with certain proportional sizes in the horizontal and vertical directions. With reference to Figure 21 , the extended widths (EW) and the extended heights (EH) for eye, nose and mouth areas are estimated as: EHeye =2 mosaic_unit_size ; EWeye =3 mosaic_unit_size ; EHnose =2 mosaic_unit_size ; EWnose =4 mosaic_unit_size ; EHmouth =2 mosaic_unit_size ; EWmouth=5 mosaic_unit_size ; 
Experimentation
We set up a system to locate single or multiple faces in unconstrained backgrounds, using real time video input from a USB digital camera. The system' s average tracking speed is about 4 fames per second on a PemtiumIII-700MHz PC.
With reference to Figure 2 , in order to detect faces at various scales, we let the mosaic unit size change from a maximum (10 pixels) to a minimum (2 pixels). Consequently, the size of detected faces ranges from 240 240 to 12 12 pixels for a 320 240 input image. The key features extracted by the system are the horizontal mosaic edges of facial features, which are not sensitive to face rotation around the horizontal (X) or vertical (Y) coordinate axes of the image plane. If the rotation angle of an upright, front-view face is 0 respectively for 3 spatial axes of X, Y and Z, the allowed face rotation angles around X, Y and Z axes in the system, are -45~+30 , -45~+45 and -15~+ 15 , respectively (right hand coordinate system). Figure 26 gives some examples.
Our system is intended for as a prototype human face verification system. As we discussed in section 1, it is better for a face verification system with a camera input to acquire a dynamic video stream or image sequence for analysis. In such video streams, human are asked to slightly move or rotate their faces. A set of image sequences from 15 video streams was selected to test the performance of our system. Each of these video streams consists of 40 frames of image, in which one person rotates his or her upright face from +15 to -15 around the X or Y axes at a uniform speed. The face size is between 60 60 and 90 90 pixels. The size of the frames is 320 240 pixels. Table 1 lists the correct location rates for face and facial features. In the first column of the table, 1~15 represent the identification numbers of the test image sequences. The number of frames in the sequence is given in the second column. In the remaining columns, the numbers of faces or facial features correctly located is indicated. The last row shows the detection accuracy rates, which is defined as: Table1 shows that there are 587 faces, 499 right pupils/eyes, 517 left pupils/eyes, 546 noses and 537 mouths correctly located in a total of 600 image frames. The average rate of correct face detection is 97.8%. The average rates of correct location of facial features are 83.2%, 86.2%, 91% and 89.5% for right eye, left eye, nose and mouth, respectively. It can be calculated that the average rate of correct location of all facial features is 87.5%.
From the above data, it appears that the system performs well for face detection. We note that the correct rates for pupil/eye location are not as good as those for nose or mouth. So metimes the extracted horizontal features of the eyebrows are mistaken as the eyes. One problematic example is illustrated in Figure 27 , which shows the location results for one of the 15 test image sequences.
The system' s cartoon face discrimination function is illustrated in Figure 28 . Several examples of the detection of multiple faces in an unconstrained background are shown in Figure 29 . 
Conclusion
Compared with other face detection scheme s, such as deformable template techniques, the approach introduced in this paper is faster and more practical. The system shows a good performance with the average rates of 97.8% and 87.5% for face and facial feature location respectively. At present, the system cannot locate facial features on inclined faces rotated around axis Z (orthogonal to image plane) beyond the range -15 to +15 . During our experiments, we also found that some cartoon faces drawn on hands or fingers, whose textures are somewhat complex, are difficult to dis criminate from true faces by the current approach.
