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Abstract
Admissibility of linear estimators is characterized in linear models E(Y ) = Xβ,D(Y ) =
V , with an unknown multidimensional parameter (β, V ) varying in the Cartesian product
C×V, where C is a halfspace andV is a given set of nonnegative definite symmetric matri-
ces. The relation between admissibility of inhomogeneous and homogeneous linear estimators
is discussed, and some sufficient and necessary conditions for admissibility of an inhomoge-
neous linear estimator are given. Some results were extended to the case where C is a given
polyhedral convex cone.
© 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
Consider the following linear model:
Y = Xβ + , E() = 0, D() = V,
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where Y is the n× 1 response variable, X is a known n× p matrix,  is the n× 1
error variable, and the unknown multidimensional parameter (β, V ) varies in T, in
the sequel T is a subset of the Cartesian product Rp ×V, and V is a given set of
nonnegative definite symmetric matrices of order n× n. For the reason of shortness,
we write (Y,Xβ, V |(β, V ) ∈ T ). We focus our attention on admissibility of linear
estimators. For the Gauss–Markov model, this problem was originated by Cohen [2]
and developed, among others, by Shinozaki [12], Rao [11], LaMotte [5], Zhu and
Lu [16,17], Stepniak [13,14], Mathew et al. [10], Wu [15], Klonecki and Zontek [4],
Zontek [19] and Baksalary and Markiewicz [1] in the case T = Rp × σ 2V, σ 2 > 0,
i.e., (β, σ 2) is unconstrained; ellipsoidal constraints β ′Nβ  σ 2, where N is known
positive definite matrix, were considered by Hoffmann [3], Mathew [9], and Zhu
and Zhang [18]. The above two cases are unified by Lu and Zhu [8], Lu and Li [6]
and Lu [7] in the linear model with an ellipsoidal constraint β ′Nβ  σ 2, where N
is known nonnegative definite matrix. In this paper, we discuss the admissibility of
linear estimator in the model (Y,Xβ, V |(β, V ) ∈ T ), while β with inequality con-
straints, that is C = {β : Rβ  0} with some known k × p matrix R. Such a model
will be written (Y,Xβ, V |Rβ  0, V ∈V). In Section 2, we deal with the prob-
lem for the special case of k = 1. In Section 3, we extend the results to the case
of k > 1.
We use the following notations in this paper.
Suppose S is a known s × p matrix, and we want to estimate the vector parameter
function Sβ.
LI = {AY + a : A is an s × 1 vector}, the class of all linear estimators.
LH = {AY : A is an s × n matrix}, the class of all homogeneous linear estima-
tors.
For a matrix A(n×m), M(A), rk(A), A+, A′, and M⊥(A) denote the range,
rank, Moore–Penrose inverse, transpose of A, and the orthogonal complement of
M(A) in Rn, respectively. A  B and A > B denote A− B is nonnegative definite
matrix and positive definite matrix, respectively. For a vector v, v  0 means the
coordinates of v are nonnegative.
We will be concerned with quadratic loss function L(AY + a, Sβ) associated
with a vector estimator AY + a of a vector parameter function Sβ:
L(AY + a, Sβ) = (AY + a − Sβ)′(AY + a − Sβ).
The risk function is R(AY + a, Sβ) = E(L(AY + a, Sβ)).
The estimator AY + a is called as good as BY + b on T iff R(AY + a, Sβ) 
R(BY + b, Sβ) for all (β, V ) ∈ T , and AY + a is called better than BY + b on T
iff AY + a is as good as BY + b on T and AY + a has smaller risk than BY + b
at some point in T. Let L be a class of estimators. Then d(Y ) will be said to be
admissible in L on T iff d(Y ) ∈L and there exists no estimator in L which is
better than d(Y ) on T, and we denote d(Y )L∼ Sβ(T ) if d(Y ) is admissible for Sβ in
L on T.
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2. Admissible linear estimators with an inequality constraint
In this section, we discuss admissibility of linear estimators in the model (Y,Xβ,
V |r ′β  0, V ∈V), where r is a known p × 1 vector.
Lemma 2.1. Let C be a cone in Rp. Then for any vector b and real number d, the
condition
β ′b + d  0 (2.1)
for all β ∈ C, if and only if b ∈ C∗ and d  0. Here C∗ = {α : α′β  0 for all β ∈
C} is the dual cone of C.
Proof. Note that if β ∈ C, then λβ ∈ C for any λ > 0. Thus (2.1) holds true for all
β ∈ C if and only if d  0 and β ′b  0 for all β ∈ C, i.e., b ∈ C∗ and d  0. 
Lemma 2.2. For any two nonnegative definite matrices A and B, and real numbers
d1, d2,
β ′Aβ + d1  β ′Bβ + d2 for all β with r ′β  0
implies that B − A is nonnegative definite symmetric matrix, and d1  d2.
Theorem 2.1. AY LH∼ Sβ(T ) under the linear model (Y,Xβ, V |r ′β  0, V ∈V)
if and only if AY LH∼ Sβ under the linear model (Y,Xβ, V |β ∈ Rp, V ∈V).
This is the first result concerning admissibility of homogeneous linear estimators
in linear model with inequality constraints. Its proof is simple, and we omitted it.
Theorem 2.2. Consider the linear model (Y,Xβ, V |r ′β  0, V ∈V). IfAY + a LI∼
Sβ(T ), then
(a) a ∈M(AX − S).
(b) r ′(AX − S)+a  0, or r ∈M((AX − S)′).
(c) AY LH∼ Sβ(T ).
Proof. (a) Suppose that a ∈M(AX−S), write a = a1+ a2, where a1 ∈M(AX−
S), a2 ∈M⊥(AX − S), so a2 /= 0, hence a′a > a′1a1. Then for any (β, σ 2) ∈ T
we have
R(AY + a, Sβ)− R(AY + a1, Sβ) = a′a − a′1a1 > 0,
hence, AY + a1 is better than AY + a, which contradicts the assumption.
(b) Suppose, by contradiction, that r is such that r ∈M((AX − S)′) and r ′
(AX − S)+a  0. Write r = (AX − S)′(AX − S)r0 for some r0, let b =
(AX − S)+a − λr0, where λ > 0 . Then for all (β, V ) ∈ T we have
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R(AY + (AX − S)b, Sβ)− R(AY + a, Sβ)
= −2λr ′β − 2λr ′(AX − S)+a + λ2r ′0(AX − S)′(AX − S)r0. (2.2)
Therefore, by Lemma 2.1, for λ sufficiently small, we have for all (β, V ) ∈ T
R(AY + (AX − S)b, Sβ)− R(AY + a, Sβ)  0.
So, AY + (AX − S)b is better than AY + a, which contradicts AY + a LI∼ Sβ(T ).
(c) According to part (a), we suppose a = (AX − S)a0 for some a0. Suppose BY
is as good as AY, that is, for all (β, V ) ∈ T , we have
EL(BY, Sβ)  EL(AY, Sβ). (2.3)
By Lemma 2.2, we have
trBVB ′  trAVA′, (2.4)
(BX − S)′(BX − S)  (AX − S)′(AX − S). (2.5)
Therefore, from (2.4) and (2.5), ∀(β, V ) ∈ T
trBVB ′ + (β + a0)′(BX − S)′(BX − S)(β + a0)
 trAVA′ + (β + a0)′(AX − S)′(AX − S)(β + a0). (2.6)
This means that, ∀(β, V ) ∈ T
E(L(BY + (BX − S)a0, Sβ))  E(L(AY + a, Sβ)). (2.7)
Since AY + a LI∼ Sβ(T ), we have the equality in (2.7), implying equality in (2.6),
for all (β, V ) ∈ T . Note that (β, V ) ∈ T means (λβ, V ) ∈ V for all positive numbers
λ, hence for all (β, V ) ∈ T , we get
E(L(BY, Sβ))= trBVB ′ + β ′(BX − S)′(BX − S)β
= trAVA′ + β ′(AX − S)′(AX − S)β
= E(L(AY, Sβ)).
This means that there exists no homogeneous linear estimator which is better than
Ay on T, therefore AY LH∼ Sβ(T ).
Theorem 2.3. Consider the linear model (Y,Xβ, V |r ′β  0, V ∈V), where V is
a cone of nonnegative definite n× n matrices, AY + a LI∼ Sβ(T ), if and only if
(a) a ∈M(AX − S).
(b) r ′(AX − S)+a  0, or r ∈M((AX − S)′).
(c) AY LH∼ Sβ(T1).
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Proof. (⇒): By Theorem 2.2, the necessity of conditions holds.
(⇐): By the proof of condition (a) in Theorem 2.2 it suffices to show that there
are noB ∈ Rs×p and b ∈ Rs such thatBY + (BX − S)b is better thanAY + (AX −
S)a0 = AY + a, say.
Suppose that BY + (BX − S)b is as good as AY + a, thus, for all (β, V ) ∈ T ,
trBVB ′ + ‖(BX − S)(β + b)‖2  trAVA′ + ‖(AX − S)(β + a0)‖2. (2.8)
Note that kV ∈V for all V ∈V and all k > 0; thus by inspecting the limits of both
sides in (2.8) when k tends to infinity, and when k tends to zero, respectively, we get
trBVB ′  trAVA′,
and
‖(BX − S)(β + b)‖2  ‖(AX − S)(β + a0)‖2. (2.9)
Similarly, replacing β by λβ, where λ tends to infinity, we conclude that
‖(BX − S)β‖2  ‖(AX − S)β‖2. (2.10)
and consequently the homogeneous linear estimator BY is as good as AY. Admissi-
bility of AY now entails that
trBVB ′ + ‖(BX − S)β‖2 = trAVA′ + ‖(AX − S)β‖2.
and therefore,
trBVB ′ = trAVA′, (2.11)
and
(BX − S)′(BX − S) = (AX − S)′(AX − S). (2.12)
We obtain, from (2.8) and (2.10)–(2.12) that for all (β, V ) ∈ T
2β ′(BX − S)′(BX − S)b − 2β ′(AX − S)′a
+ b′(BX − S)′(BX − S)b − a′a
= 2β ′(AX − S)′(AX − S)(b − (AX − S)+a)
+ b′(AX − S)′(AX − S)b − a′a  0. (2.13)
By Lemma 2.1, (2.13) implies that
(AX − S)′(AX − S)(b − (AX − S)+a) ∈ C∗ (2.14)
and
b′(AX − S)′(AX − S)b − a′a  0. (2.15)
Note that C∗ = {−λr : λ  0}, thus (2.14) implies that there exists λ  0 such that
(AX − S)′(AX − S)(b − (AX − S)+a) = −λr. (2.16)
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If λ = 0, then (2.16) becomes
(AX − S)′(AX − S)(b − (AX − S)+a) = 0, (2.17)
and
(AX − S)b = a. (2.18)
If λ > 0, then from (2.16) we know r ∈M(AX − S′), and by the sufficient condition
(b),
r ′(AX − S)+a  0. (2.19)
From (2.16)
0(b − (AX − S)+a)′(AX − S)′(AX − S)(b − (AX − S)+a)
=−λr ′(b − (AX − S)+a), (2.20)
hence
r ′b  r ′(AX − S)+a. (2.21)
On the other hand, from (2.16) and (2.15),
−λ(r ′(AX − S)+a + r ′b)
= a′(AX − S)b − a′a + b′(AX − S)′(AX − S)b − b′(AX − S)′a
= b′(AX − S)′(AX − S)b − a′a  0. (2.22)
From this and (2.21), we have
r ′(AX − S)+a  0, for λ  0.
This together with (2.19), (2.21), and (2.22) implies
r ′a0 = 0, r ′b = 0, for λ  0.
This together with (2.16) implies that (2.18) also holds for the case of λ > 0.
From (2.11), (2.12), (2.18) we get equality in (2.8) for all (β, V ) ∈ T . This means
that there exists no linear estimator which is better than AY + a. Hence, AY +
a
LI∼ Sβ(T ). Thus we have proved the sufficiency. 
We now turn our attention to the characterizations of A and a for admissible linear
estimators AY + a in some special linear models.
Theorem 2.4. Consider the linear model (Y, β, σ 2I |r ′β  0). Then AY + a LI∼
β(T ) if and only if
(a) a ∈M(AX − I ),
(b) r ′(AX − I )+a  0 or r ∈M(A− I ),
(c) 0  A  I .
Proof. The assertion follows directly from Theorems 2.1, 2.3, and 3.1 in [11].
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From Theorems 2.1–2.3 in [16], we get the following.
Theorem 2.5. Consider the linear model (Y, β, σ 2V |r ′β  0), V may be singular.
Then AY + a LI∼ β(T ) if and only if
(a) a ∈M(AX − I ),
(b) r ′(AX − I )+a  0 or r ∈M(A− I )′,
(c) AVA′  AV,
(d) rk(I − A)V = rk(I − A).
For the general Gauss–Markov model, Theorem 3.1 in [8] implies:
Theorem 2.6. Consider the linear model (Y,Xβ, σ 2V |r ′β  0), V may be singu-
lar, then AY + a LI∼ Sβ(T ) if and only if
(a) a ∈M(AX − S),
(b) r ′(AX − S)+a  0 or r ∈M((AX − S)′),
(c) M(V ′A) ⊂M(X′),
(d) AVD′ is symmetric, and AVA′  AVD′,
(e) rk(AX − S) = rk(A−D′)B, or rk(AX − S) = rk(AX − S)X+B, where B =
V − V 12PV 12 , P = V 12H(V 12H)+, H = I −XX+,D = SX+.
3. Admissible linear estimators with a number of linear inequality constraints
In this section, we focus our attention on admissibility of linear estimators in
a linear model (Y,Xβ, V ) with convex cone constraints β ∈ {Rβ  0}, where R
is a known k × p matrix. Throughout this section, we denote T = {(β, V ) : Rβ 
0, V ∈V} and T1 = {(β, V ) : Rβ  0, V ∈V1}, where V1 is a cone of nonnega-
tive definite n× n matrices and C = {β : Rβ  0}.
Theorem 3.1. Consider the linear model (Y,Xβ, V |Rβ  0, V ∈V1). Suppose
that the following conditions hold true:
(a) a ∈M(AX − S),
(b) c′(AX − S)+a  0 for all c ∈M((AX − S)′) ∩ C∗,
(c) AY LH∼ Sβ(T1),
Then AY + a LI∼ Sβ(T1).
Theorem 3.2. Consider the linear model (Y,Xβ, V |Rβ  0, V ∈V). If AY +
a
LI∼ Sβ(T ), then
(a) a ∈M(AX − S),
(b) c′(AX − S)+a  0 for all c ∈M((AX − S)′) ∩ C∗.
The proofs of Theorems 3.1 and 3.2 are similar to the proofs of Theorems 2.2 and
2.3, and therefore we omitted them.
194 C.-Y. Lu, N.-Z. Shi / Linear Algebra and its Applications 354 (2002) 187–194
Remark. We conjecture that the sufficient conditions for AY + a LI∼ Sβ(T1) in
Theorem 3.1 are also the necessary conditions.
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