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MULTISUMMABILITY OF UNFOLDINGS OF TANGENT TO
THE IDENTITY DIFFEOMORPHISMS
JAVIER RIBO´N
Abstract
We prove the multisummability of the infinitesimal generator of unfoldings of
finite codimension tangent to the identity 1-dimensional local complex analytic
diffeomorphisms. We also prove the multisummability of Fatou coordinates and
extensions of the Ecalle-Voronin invariants associated to these unfoldings. The
quasi-analytic nature is related to the parameter variable. As an application we
prove an isolated zeros theorem for the analytic conjugacy problem.
The proof is based on good asymptotics of Fatou coordinates and the introduc-
tion of a new auxiliary tool, the so called multi-transversal flows. They provide
the estimates and the combinatorics of sectors typically associated to summability.
The methods are based on the study of the infinitesimal stability properties of the
unfoldings.
1. Introduction
We study unfoldings of non-linearizable resonant complex analytic diffeomor-
phisms. The group of 1-dimensional unfoldings of elements of Diff (C, 0) is
Diff p(C
2, 0) = {ϕ(x, y) ∈ Diff (C2, 0) : x ◦ ϕ = x}.
Most of the time we work in the set Diff p1(C
2, 0) composed by the elements ϕ
of Diff p(C
2, 0) such that ϕ|x=0 is tangent to the identity (i.e. j1ϕ|x=0 = Id) but
ϕ|x=0 6= Id. The main goal of the paper is providing a rigorous formulation and
then proving the following statement:
Principle. The infinitesimal generator of an element ϕ of Diff p1(C
2, 0) is multi-
summable in the x-variable.
A natural way of studying unfoldings ϕ ∈ Diff p1(C2, 0) of tangent to the identity
diffeomorphisms is comparing the dynamics of ϕ and exp(X) where X is a vector
field whose time 1 flow “approximates” ϕ. This point of view has been developed
by Glutsyuk [6]. In this way extensions of the Ecalle-Voronin invariants to some
sectors in the parameter space are obtained. On the one hand they are uniquely
defined. On the other hand the sectors have to avoid a finite set of directions,
typically associated (but not exclusively) to small divisors phenomena.
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A different point of view was introduced by Shishikura for codimension 1 un-
foldings [18]. The idea is constructing appropriate fundamental domains bounded
by two curves with common ends at singular points: one curve is the image of the
other one. Pasting the boundary curves by the dynamics yields (by quasiconformal
surgery) a Riemann surface that is conformally equivalent to the Riemann sphere.
The logarithm of an appropriate affine complex coordinate on the sphere induces
a Fatou coordinate for ϕ. These ideas were generalized to higher codimension un-
foldings by Oudkerk [12]. In this approach the first curve is a phase curve of an
appropriate vector field transversal to the real flow of X . In both cases the Fa-
tou coordinates provide Lavaurs vector fields Xϕ such that ϕ = exp(Xϕ) [7]. The
Shishikura’s approach was used by Mardesic, Roussarie and Rousseau to provide a
complete system of invariants for unfoldings of codimension 1 tangent to the iden-
tity diffeomorphisms [9]. The analytic classification for the finite codimension case
was completed in [16] by using the Oudkerk’s point of view. On the one hand the
constructions are applied to sectors whose union is a neighborhood of the origin
in the x-variable. On the other hand the extensions of Fatou coordinates, Lavaurs
vector fields and Ecalle-Voronin invariants depend on the choices in the construc-
tion. One of the goals of this paper is explaining how all these objects are intrinsic
and can be interpreted as different sectorial sums of a quasi-analytic formal object.
1.1. Construction of multi-transversal flows. In order to study the properties
of the infinitesimal generator of ϕ ∈ Diff p1(C2, 0) we construct transversal flows
defined in sectorial domains in the variable x. They are of the form ℜ(ℵ∗X) where
ℵ∗ : ([0, δ)ei[u0,u1] ×B(0, ǫ)) \ Sing(X)→ S1 \ {−1, 1} is a continuous function; let
us explain how.
The main ideas of the construction can be found in [16]. We use the dynamical
splitting, we express a neighborhood of the origin in C2 as a union of basic sets that
are associated to ϕ by a desingularization process of the fixed points set Fix(ϕ)
of ϕ. There are two types of basic sets, namely exterior and compact-like basic
sets. The exterior sets are dynamically simple and the restriction of ℜ(µX) to an
exterior set is either a parametrized Fatou flower or truncated Fatou flower for any
µ ∈ S1 (see figure (3)). Thus the dynamics of ℜ(µX) in a neighborhood of the
origin is determined by the dynamics of ℜ(µX) in the compact-like sets C1, . . ., Cq.
We can associate an exponent ej ∈ N and a polynomial vector field Pj(w)∂/∂w
such that the dynamics of Re(µX) in Cj is orbitally equivalent to the dynamics of
ℜ(|x|ejλejµPj(w)∂/∂w) for 1 ≤ j ≤ q where x = |x|λ (see figure (2)). We define
UjX = {(λ, µ) ∈ S1 × S1 : ℜ(λejµPj(w)∂/∂w) is not stable}
The definition of stability is borrowed from Douady, Estrada and Sentenac [4] (see
[16]). The real flow of a vector field P (w)∂/∂w ∈ C[w] is stable if Re(µP (w)∂/∂w)
is orbitally conjugated to Re(P (w)∂/∂w) for any µ ∈ S1 in a neighborhood of
1. It turns out that ℜ(µP (w)∂/∂w) is stable except for finitely many directions
µ ∈ S1. Then ℜ(µX) is stable in a neighborhood of the direction λR+ in the x-
space if (λ, µ) 6∈ UjX ; in other words there exists a sector S = (0, δ)λei[−u,u] for some
δ, u ∈ R+ such that ℜ(µX)|x=x0 is orbitally conjugated to ℜ(µX)|x=x1 in Cj for
any (x0, x1) ∈ S × S. The stability of transversal flows is an important part of our
approach since it guarantees that the objects constructed (Fatou coordinates,...)
depend holomorphically on both variables.
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Given a continuous function µj : e
i[u0,u1] → S1\{−1, 1} such that (λ, µj(λ)) 6∈ UjX
for any λ ∈ ei[u0,u1] it is natural to consider ℜ(ℵ∗X) such that
ℜ(ℵ∗X)|Cj∩{x=|x0|λ0} = ℜ(µj(λ0)X)|Cj∩{x=|x0|λ0}
for 0 < |x0| < δ and λ0 ∈ ei[u0,u1]. In this way we define ℜ(ℵ∗X)|Cj for 1 ≤ j ≤ q.
Such a vector field would be stable in every compact-like set. Since compact-like
sets collapse when approaching x = 0 (we have Cj ∩ {x = 0} = {(0, 0)}) we are
requiring conditions of infinitesimal stability for ℜ(ℵ∗X). The exterior sets are
dynamically simple, we can use them to interpolate the transversal flows defined in
different compact-like sets. We obtain in this way a multi-transversal flow. Roughly
speaking it is a stable flow transversal to ℜ(X) that is of the form ℜ(µj(x/|x|)X)
by restriction to any compact-like set Cj. Let us remind that in [16] the functions
ℵ∗ are constant and that it is not difficult to generalize the constructions there for
functions ℵ∗ = ℵ∗(x/|x|).
Our objects (Fatou coordinates,...) are defined in regions. A region is a connected
component of the subset T of ([0, δ)ei[u0,u1] × B(0, ǫ)) \ Sing(X) obtained as the
union of the trajectories of ℜ(ℵ∗X) whose α and ω limits are both singular points.
The multi-transversal flows have two important properties:
• The infinitesimal stability properties allow us to use the same ideas in [16]
to find Fatou coordinates ψϕH of ϕ defined in regions H of ℜ(ℵ∗X) such
that ψϕH − ψX is continuous in H and holomorphic in H˙ where ψX is a
Fatou coordinate of X . In particular the function ψϕH − ψX is bounded.
• The dynamics of multi-transversal flows and the transitions of the dynamics
between different multi-transversal flows can be described in a combinato-
rial way.
Let us explain succinctly how to use the previous properties to deduce multi-
summability of Fatou coordinates, Lavaurs vector fields and Ecalle-Voronin invari-
ants. Consider a petal Lj of ϕ|x=0. There exists a unique region Hj of ℜ(ℵ∗X)
containing Lj ∩ T . Consider the region H˜j obtained in an analogous way for a
multi-transversal flow ℜ(ℵ˜∗X) defined in [0, δ)ei[u˜0,u˜1]×B(0, ǫ). The first property
implies roughly speaking that ψϕHj −ψ
ϕ
H˜j
is bounded in Hj ∩H˜j . Clearly ψϕHj −ψ
ϕ
H˜j
is constant in orbits of ϕ. As a consequence the function
(ψϕHj − ψ
ϕ
H˜j
) ◦ (x, e2πiψ
ϕ
Hj )−1
is well-defined and bounded in a domain of the form
{(x, z) ∈ [0, δ)((ei[u0,u1]) ∩ (ei[u˜0,u˜1]))× C : e −C|x|e < |z| < e C|x|e }.
The exponent e is deduced from the combinatorial study of multi-transversal flows.
Hence we obtain that up to an additive function of x the function ψϕHj − ψ
ϕ
H˜j
is
a O(eK/|x|
e
) by using Cauchy’s integral formula. The combinatorics provides the
exponentially small estimates and the right sectors to obtain multi-summability.
Multi-summability of Lavaurs vector fields and Ecalle-Voronin invariants is deduced
from the analogous property for Fatou coordinates.
Since a multi-summable power series in a direction is a sum of summable ones, the
multi-summability levels of of Fatou coordinates have to appear in an independent
way. The multi-summability is related to the nature of ϕ in compact-like sets,
indeed the multi-summability levels are contained in the set {e1, . . . , ej}. Imposing
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all the µj functions (ℜ(ℵ∗X)|Cj = ℜ(µjX)|Cj) to be equal would result in too small
sectors too obtain a multi-summable object.
Let us remark that the summability of Ecalle-Voronin invariants for generic
families unfolding a codimension 1 parabolic or resonant diffeomorphism is proved
in [17] and [2]. The methods are different. In particular it is used the so called
compatibility condition that establishes whether different invariants correspond to
the same diffeomorphism via a translation to Glutsyuk invariants. We do not
need such a condition, the good estimates on the asymptotic of Fatou coordinates
suffice to prove the multi-summability for Ecalle-Voronin invariants in all finite
codimension unfoldings. We also prove the multi-summability of Fatou coordinates
and Lavaurs vector fields. This last object is specially interesting to us since one of
the goals of this paper is interpreting the sectorial Lavaurs vector fields as sums of
the formal infinitesimal generator.
1.2. Intrinsic nature of sectorial objects. As we said earlier we could make
other choices of flows transversal to ℜ(X). Consider a case such that the fixed points
set Fix(ϕ) of ϕ is a union of curves of the form y = γj(x) for j ∈ {1, . . . , p} and
(∂γj/∂x)(0) 6= (∂γk/∂x)(0) for j 6= k. This is one of the cases providing summable
formal objects. Then we only consider multi-transversal flows that are deformed
versions of the imaginary flow ℜ(iX). More precisely our multi-transversal flows
ℜ(ℵ∗X) are defined in sectors of the form [0, δ)ei[u0,u1] × B(0, ǫ) and there exists
λ ∈ ei(u0,u1) such that (ℵ∗)|[0,δ)λ×B(0,ǫ) ≡ i. The situation is slightly different in the
multi-summable case where the richer combinatorics makes us consider other kind
of multi-transversal flows. Anyway, the imaginary flow is again the basic ingredient
that is present in all multi-transversal flows. For instance, the directions of non-
summability (Stokes directions) are contained in {λ ∈ S1 : (λ, i) ∈ ∪qj=1UjX}, i.e.
the sets of directions that are unstable for the restriction of the imaginary flow
to some of the compact-like basic sets. In short, on the one hand all the multi-
transversal flows are related to the imaginary flow ℜ(iX). On the other hand
we need to consider more general vector fields since in this way the sums of the
multi-summable objects can be realized in wide enough sectors.
1.3. Infinitesimal generator. The use of normal forms exp(X) to study unfold-
ings ϕ ∈ Diff p1(C2, 0) is classical (see Martinet’s paper [11]). Vector fields are
used to model the diffeomorphisms even if it is clear that generic unfoldings do
not behave as nicely as flows. This paper is one step forward in the direction of
justifying such an approach. The diffeomorphism ϕ is embedded in the “formal
flow” of its infinitesimal generator. We show that such an object is of geometric
nature and that its sectorial sums provide analytic vector fields whose time 1 flow
coincides with ϕ. The complexity of the diffeomorphism can be interpreted in a
cohomological way since the Lavaurs vector fields do not coincide when their do-
mains of definition overlap. Our results allow to obtain Lavaurs vector fields from
the infinitesimal generator and vice versa.
Let us explain in what sense the infinitesimal generator of ϕ is multi-summable
in the variable x. Consider a petal Lj of ϕ|x=0 and the region Hj of ℜ(ℵ∗X) as
defined above. There exists a unique analytic vector field (the Lavaurs vector field)
XϕHj = g
ϕ
Hj
(x, y)∂/∂y defined in Hj such that X
ϕ
Hj
(ψϕHj ) ≡ 1. By fixing Lj but
varying ℜ(ℵ∗X) we obtain a family of functions {gϕHj(x, y)} that is multi-summable
in the variable x. The common asymptotic development of the family {XϕHj} is of
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the form
XˆϕLj =
( ∞∑
k=0
gϕj,k(y)x
k
)
∂
∂y
where gϕj,k is defined in Lj for any k ∈ N ∪ {0}. Now we fix k ≥ 0. The family
{gϕj,k} is parametrized by the set of petals of ϕ|x=0. Moreover the functions in the
family {gϕj,k} are sums of a ν summable power series gˆϕk where 2ν is the number of
petals of ϕ|x=0. As a result of this two step process we recover
logϕ =
( ∞∑
k=0
gˆϕk (y)x
k
)
∂
∂y
the infinitesimal generator of ϕ.
Let us remark that the estimates in this paper for Fatou coordinates are the
generalizations of those in [16]. Thus, they provide
• Asymptotic developments of the Lavaurs vector fields XϕH until the first
non-zero term in the neighborhood of the fixed points [16].
• Gevrey asymptotics in the neighborhood of the bifurcation set x = 0.
1.4. Isolated zeros theorem for analytic conjugacy. Given ϕ ∈ Diff p1(C2, 0),
let us relate the class of analytic conjugacy of ϕ with the classes of analytic conju-
gacy of the 1-dimensional germs in the family {ϕ|x=xn} for some sequence xn → 0.
This is an application of the multi-summability of the Ecalle-Voronin invariants.
Let ϕ, η ∈ Diff p1(C2, 0). We denote ϕ ∼ η if there exists σ ∈ Diff (C2, 0)
conjugating ϕ and η such that σ|Fix(ϕ) ≡ Id.
Theorem 1.1. Let ϕ, η ∈ Diff p1(C2, 0) with Fix(ϕ) = Fix(η). Suppose there exist
s ∈ R+ and a sequence xn → 0 contained in B(0, δ)\{0} such that for any n ∈ N the
restrictions ϕ|x=xn and η|x=xn are conjugated by an injective holomorphic mapping
κn defined in B(0, s) and fixing the points in Fix(ϕ) ∩ {x = xn}. Then we obtain
ϕ ∼ η.
The previous theorem is the corollary 7.1 of subsection 7.3. Indeed we prove the
more general theorem 7.3 that analyzes what is the minimum domain of definition
B(0, sn) of the mappings κn such that the theorem is still true. The theorem can be
extended to codimension finite resonant diffeomorphisms (remark 7.1). Theorem
1.1 is a generalization of the main theorem of [16] where the κ mappings where
required to exist for any parameter x in a pointed neighborhood of 0.
The theorem can be interpreted as an isolated zeros theorem, i.e. if the set of
parameters x0 such that ϕ|x=x0 and η|x=x0 are conjugated by a mapping defined
in B(0, s) acumulates the origin then it contains a neighborhood of the origin.
This analytic type property is a consequence of the quasi-analytic nature of Ecalle-
Voronin invariants. The possibility of having flat Ecalle-Voronin invariants when
x → 0 would be an obstruction to the extension of conjugations even if defined in
open sets of parameters.
1.5. Remarks. The codimension∞ case can be studied with the techniques in this
paper. Indeed all the transforms of ϕ in the desingularization process of Fix(ϕ) are
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codimension∞ unfoldings. We still obtain exponentially small estimates when com-
paring different Fatou coordinates, Lavaurs vector fields or Ecalle-Voronin invari-
ants. These objects are not multi-summable since in general they are not bounded
in the neighborhood of x = 0.
Given un unfolding ϕ(x, y) = (x, f(x, y)) of a resonant difeomorphism φ ∈
Diff (C, 0) (i.e. (∂φ/∂y)(0) is a root of the unit of order p) it admits a Jordan
decomposition
ϕ = ϕs ◦ ϕu = ϕu ◦ ϕs.
In fact ϕs, ϕu are formal diffeomorphisms such that ϕs is semisimple (or equivalently
formally linearizable) and ϕu is unipotent (j
1ϕu is unipotent). Since j
1ϕ is p
periodic then ϕs is also p periodic. Thus we obtain ϕ
p = ϕpu = exp(p logϕu). We
deduce that logϕu is multi-summable since ϕ
p ∈ Diff p1(C2, 0). The semisimple
part ϕs is the unique formal diffeomorphism such that ϕ
p
s ≡ Id, it commutes with
ϕu and (∂(y◦ϕs)/∂y)(0, 0) = (∂(y◦ϕ)/∂y)(0, 0). Therefore ϕs is totally determined
by ϕu (prop. 5.4 in [16]). It is possible to use the multi-summability of logϕu to
deduce the multi-summability of ϕs.
2. Notations and definitions
Let Diff (Cn, 0) be the group of complex analytic germs of diffeomorphisms at
0 ∈ Cn. Denote Fix(ϕ) the set of fixed points of an element ϕ of Diff (Cn, 0).
Definition 2.1. Let ϕ : U → V be a holomorphic mapping where U and V are
open sets of Cn. We say that a holomorphic ψ : U → C is a Fatou coordinate of ϕ
if ψ ◦ ϕ ≡ ψ + 1 in U ∩ ϕ−1(U).
We say that ϕ ∈ Diff (C2, 0) is a parametrized diffeomorphism if ϕ(x, y) is of
the form (x, f(x, y)). Equivalently ϕ is an unfolding of ϕ|x=0 ∈ Diff (C, 0). We
denote Diff p(C
2, 0) the group of parametrized diffeomorphisms. Let Diff 1(C, 0) be
the subgroup of Diff (C, 0) of germs whose linear part is the identity.
Definition 2.2. We define the set
Diff p1(C
2, 0) = {ϕ ∈ Diff p(C2, 0) : ϕ|x=0 ∈ Diff 1(C, 0) \ {Id}}.
Then Diff p1(C
2, 0) is the set of one dimensional unfoldings of one dimensional
tangent to the identity germs of diffeomorphisms (excluding the identity). We con-
sider Diff tp1(C
2, 0) the subset of Diff p1(C
2, 0) such that ϕ ∈ Diff tp1(C2, 0) if all the
irreducible components of Fix(ϕ) are of the form y = g(x).
We define a formal vector field Xˆ as a derivation of the maximal ideal of the
ring C[[x1, . . . , xn]]. We also express Xˆ in the more conventional form
Xˆ = Xˆ(x1)∂/∂x1 + . . .+ Xˆ(xn)∂/∂xn.
We denote Xˆ (Cn, 0) the set of formal vector fields. We denote X (Cn, 0) the Lie
algebra of germs of analytic vector fields in a neighborhood of 0 ∈ Cn. A formal
vector field X belongs to X (Cn, 0) if and only if X(C{x1, . . . , xn}) ⊂ C{x1, . . . , xn}.
Definition 2.3. Let X be a holomorphic vector field defined in an open set U of
Cn. We say that a holomorphic ψ : U → C is a Fatou coordinate of X if X(ψ) ≡ 1.
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Definition 2.4. We denote Xtp1(C2, 0) the subset of X (C2, 0) of vector fields of
the form
X = v(x, y)(y − γ1(x))s1 . . . (y − γp(x))sp∂/∂y
where v, γ1, . . . , γp ∈ C{x, y}, v(0) 6= 0 = γ1(0) = . . . = γp(0) and s1+ . . .+ sp ≥ 2.
We denote Xˆtp1(C2, 0) the set of formal vector fields that are of the previous form
but allowing vˆ ∈ C[[x, y]].
Given a vector field X defined in a domain U ⊂ Cn we denote ℜ(X) the real
flow of X , namely the two dimensional vector field on R2n = Cn defined by X .
Suppose that X ∈ X (Cn, 0) is singular at 0. We denote exp(tX) the flow of the
vector field X , it is the unique solution of the differential equation
∂
∂t
exp(tX) = X(exp(tX))
with initial condition exp(0X) = Id. We define the exponential exp(X) of X as
exp(1X). We can define the exponential operator for a nilpotent Xˆ ∈ Xˆ (Cn, 0) and
in particular for Xˆ ∈ Xˆtp1(C2, 0) as
exp(Xˆ) : C[[x1, . . . , xn]] → C[[x1, . . . , xn]]
g → ∑∞j=0 Xˆ◦(j)j! (g).
Moreover the definition coincides with the previous one if Xˆ is convergent, i.e.
(exp(X))(g) = g◦exp(X) for any g ∈ C[[x, y]]. By the properties of the exponential
mapping given a unipotent ϕ ∈ Diff (Cn, 0) (i.e. j1ϕ is unipotent) there exists a
unique formal nilpotent vector field logϕ ∈ Xˆ (Cn, 0) such that ϕ = exp(logϕ) (see
[5] and [10]). We say that logϕ is the infinitesimal generator of ϕ.
Definition 2.5. Let X be a holomorphic vector field defined in a connected domain
U ⊂ C such that X 6= 0. Consider P ∈ SingX. There exists a unique meromorphic
differential form ω in U such that ω(X) = 1. We denote Res(X,P ) the residue of
ω at the point P .
Definition 2.6. Let Y = f(x, y)∂/∂y ∈ Xtp1(C2, 0). Given (x0, y0) ∈ SingY we
define Res(Y, (x0, y0)) = Res(f(x0, y)∂/∂y, y0).
3. Dynamical splitting
We introduce a dynamical splitting ̥ associated to an element of Xtp1(C2, 0)
along with some notation. Most of the concepts were already introduced in [16].
Let X ∈ Xtp1(C2, 0). We say that T0 = {(x, y) ∈ B(0, δ)×B(0, ǫ)} is a seed. We
provide a method to divide the set T0. At each step of the process we have a vector
β = (0, β1, . . . , βk) ∈ {0}×Ck with k ≥ 0 and a seed Tβ = {(x, t) ∈ B(0, δ)×B(0, η)}
in coordinates (x, t) canonically associated to Tβ. We either decide not to split Tβ
or we divide it in sets Eβ ,Mβ = Cβ∪∪ζ∈SβTβ,ζ where Sβ is a finite subset of C. The
seeds Tβ,ζ for (β, ζ) ∈ {0} × Ck+1 with ζ ∈ Sβ are divided in ulterior steps of the
process. The sets Tβ, Mβ, Eβ and Cβ are defined by induction on k. Every set Mβ
is called a magnifying glass set. The sets Eβ are called exterior basic sets whereas
the sets Cβ are called compact-like basic sets. At the first step of the process we
consider β = 0, k = 0 and the coordinates (x, y) in T0.
Suppose also that
(1) X = xe(Eβ)v(x, t)(t − γ1(x))s1 . . . (t− γp(x))sp∂/∂t
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in Tβ where γ1(0) = . . . = γp(0) = 0 and {v = 0} ∩ Tβ = ∅. We denote
∂eEβ = {(x, t) ∈ B(0, δ)× ∂B(0, η)} and ν(Eβ) = s1 + . . .+ sp − 1.
For p = 1 we define the terminal exterior set Eβ = Tβ, we do not split the terminal
seed Tβ. We say that ∂eEβ is the exterior boundary of Eβ and e(Eβ) is the exterior
exponent of Eβ . We define ι(Eβ) = e(Eβ) the interior exponent of Eβ. Suppose
p > 1. We define t = xw and the sets Eβ = Tβ∩{|t| ≥ |x|ρ}, E˜β = Tβ∩{|t| > |x|2ρ}
and Mβ = {(x,w) ∈ B(0, δ)×B(0, ρ)} for some ρ >> 0.
Definition 3.1. Given an exterior set Eβ we define XEβ as the vector field defined
in Tβ such that X = x
e(Eβ)XEβ .
We define
∂IEβ = {(x, t) ∈ B(0, δ)×B(0, η) : |t| = |x|ρ}
of Eβ . The sets ∂eEβ and ∂IEβ are the exterior and interior boundaries of Eβ
respectively. We say that the coordinates (x, t) are adapted to Tβ and Eβ. We have
X = xe(Eβ)+s1+...+sp−1v(x, xw)(w − γ1(x)/x)s1 . . . (w − γp(x)/x)sp∂/∂w.
We denote Sβ = {(∂γ1/∂x)(0), . . . , (∂γp/∂x)(0)}. We define
Cβ = {(x,w) ∈ B(0, δ)× (B(0, ρ) \ ∪ζ∈SβB(ζ, ηβ,ζ))}
where ηβ,ζ > 0 is small enough for any ζ ∈ Sβ. We denote
∂eCβ = {(x,w) ∈ B(0, δ)×∂B(0, ρ)}, ∂ICβ = {(x,w) ∈ B(0, δ)×∪ζ∈Sβ∂B(ζ, ηβ,ζ)}.
We define
ν(Cβ) = ν(Eβ) and ι(Eβ) = e(Cβ) = ι(Cβ) = e(Eβ) + ν(Eβ).
We say that e(Eβ) and ι(Eβ) are the exterior and interior exponents of Eβ respec-
tively whereas e(Cβ) and ι(Cβ) are the exterior and interior exponents of Cβ .
Definition 3.2. Given a compact-like set Cβ we define XCβ as the vector field
defined in Mβ such that X = x
e(Cβ)XCβ .
Definition 3.3. We define the polynomial vector field
Xβ(λ) = λ
e(Cβ)v(0, 0)(w − (∂γ1/∂x)(0))s1 . . . (w − (∂γp/∂x)(0))sp∂/∂w
for λ ∈ S1 (see the equation (1), note that t = xw) associated to X, Tβ and Cβ.
Fix ζ ∈ Sβ. We define the seed Tβ,ζ = {(x, t′) ∈ B(0, δ) × B(0, ηβ,ζ)} where
t′ is the coordinate w − ζ. By definition (x, t′) is the set of adapted coordinates
associated to Tβ,ζ. We say that the seed Tβ,ζ is a son of the seed Tβ. We have
X = xe(Eβ,ζ)h(x, t′)
∏
(∂γj/∂x)(0)=ζ
(t′ − (γj(x)/x − ζ))sj∂/∂w
where e(Eβ,ζ) = e(Cβ). We just introduced a method to divide |y| ≤ ǫ in a union of
exterior and compact-like sets.
Example: Consider X = y(y−x2)(y−x)∂/∂y. Denote w = y/x. The vector field
X has the form x2w(w−x)(w−1)∂/∂w in coordinates (x,w). The polynomial vector
fieldX0(λ) associated to the seed T0 = B(0, δ)×B(0, ǫ) is equal to λ2w2(w−1)∂/∂w.
The exterior and compact-like sets associated to T0 are E0 = T0 ∩ {|y| ≥ ρ0|x|}
and C0 = {|y| ≤ ρ0|x|} \ ({|w| < η00} ∪ {|w − 1| < η01}) respectively. The sons of
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Figure 1. Splitting for X = y(y − x2)(y − x)∂/∂y in a line x = x0
T0 are the seeds T00 = {|w| ≤ η00} and E01 = T01 = {|w − 1| ≤ η01}. The seed T01
is terminal since it only contains one irreducible component of SingX .
Denote w′ = w/x. We have X = x3w′(w′ − 1)(xw′ − 1)∂/∂w′ in coordinates
(x,w′). Thus −λ3w′(w′− 1)∂/∂w′ is the polynomial vector field X00(λ) associated
to T00. The seed T00 contains an exterior set E00 = T00∩{|w| ≥ ρ00|x|} for ρ00 >> 1,
a compact-like set C00 = {|w′| ≤ ρ00} \ ({|w′| < η000} ∪ {|w′ − 1| < η001}) and two
terminal seeds E000 = T000 = {|w′| ≤ η000} and E001 = T001 = {|w′ − 1| ≤ η001} for
some 0 < η000, η001 << 1. We have e(E0) = 0, ι(E0) = e(C0) = e(E00) = e(E01) = 2
and ι(E00) = e(C00) = e(E000) = e(E001) = 3.
Remark 3.1. The dynamical splitting ̥ depends on the choice of the constants
determining the size of the basic sets. Anyway given two dynamical splittings ̥1
and ̥2 there are bijective correspondences E1β ↔ E2β and C1β ↔ C2β between exterior
and compact-like sets.
Definition 3.4. Given two dynamical splittings ̥ and ̥′ we say that ̥ is a
refinement of ̥′ if we have Eβ ⊂ E ′β for any exterior set Eβ of ̥ and Cβ ⊃ C′β for
any compact-like set Cβ of ̥.
Definition 3.5. Given two dynamical splittings ̥1 and ̥2 we can consider a
refinement ̥1 ∪ ̥2 of both of them. More precisely if E1β and E2β are exterior sets
associated to ̥1 and ̥2 respectively then Eβ = E1β ∩ E2β is associated to ̥1 ∪ ̥2.
Analogously suppose that C1β and C2β are compact-like sets associated to ̥1 and ̥2
respectively. Then Cβ = C1β ∪ C2β is associated to ̥1 ∪̥2.
4. Multi-transversal flows
Let X ∈ Xtp1(C2, 0). This section is intended to define multi-transversal flows
and describe their main properties. Roughly speaking a multi-transversal flow is of
the form ℜ(ℵBX) by restriction to any basic set B of the dynamical splitting. The
function ℵB(rλ, y) is continuous, takes values in S1 \ {1,−1} and depends only on
λ ∈ S1. The choice of ℵB is related to make the dynamics of ℜ(ℵBX) stable with
respect to the direction λR+ in the parameter space.
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The dynamical behavior of a transversal flow ℜ(µX)|E∩({x}×B(0,ǫ)) does not de-
pend on x ∈ B(0, δ) \ {0} or µ ∈ S1 \ {1,−1} for any exterior basic set E . Indeed
it basically depends on ν(E). Therefore in order to study the stability properties
of transversal or multi-transversal flows we can focus on compact-like sets where
we can use the associated polynomial vector fields defined in subsection 3. The
notion of stability for polynomial vector fields, namely the absence of homoclinic
trajectories, was introduced in [4]. We can define an analogous concept for any
compact-like set. Since the intersection of a compact-like set and the line x = 0
contains only the origin our concept of stability is of infinitesimal type. It imposes
a set of restrictions in compact-like sets. Another way of making sense of the in-
finitesimal label in stability is by noticing that there are as many compact-like sets
as steps in a minimal desingularizion of the singular set of X via blow-ups.
The subsection 4.1 is devoted to introduce some of the concepts and definitions
that are required to define infinitesimal stability for a multi-transversal flow. The
definition of ℵB is explained in subsections 4.2 and 4.4. The construction of the
multi-transversal flows is introduce in subsection 4.4. The subsection 4.3 reviews
the properties of transversal flows that are described in [16] and whose analogues
for multi-transversal flows are studied in subsections 4.5 and 4.6. Subsections 4.7
and 4.8 deal with some quantitative properties of the constructions that will be
used later on.
4.1. Polynomial vector fields. A vector field X ∈ Xtp1(C2, 0) is of the form
X = u(x, y)(y − g1(x))n1 . . . (y − gp(x))np ∂
∂y
where u ∈ C{x, y} is a unit. Given a non-degenerate element h(x, y)∂/∂y of
Xp1(C2, 0) there exists k ∈ N such that h(xk, y)∂/∂y belongs to Xtp1(C2, 0).
Definition 4.1. Let Y = P (w)∂/∂w be a polynomial vector field. We define
ν(Y ) = deg(P )− 1.
Definition 4.2. Let Y = P (w)∂/∂w ∈ C[w]∂/∂w with ν(Y ) ≥ 1. We define
Tr→∞(Y ) as the set of trajectories γ : (c, d)→ C of ℜ(Y ) with c ∈ R ∪ {−∞} and
d ∈ R such that limζ→d γ(ζ) =∞. Analogously we define Tr←∞(Y ) = Tr→∞(−Y ).
Definition 4.3. We say that ℜ(Y ) has ∞-connections or homoclinic trajectories
if Tr→∞(Y ) ∩ Tr←∞(Y ) 6= ∅. Then there exists a trajectory γ : (c−, c+) → C of
ℜ(Y ) such that c−, c+ ∈ R and limζ→c− γ(ζ) = ∞ = limζ→c+ γ(ζ). This notion
has been introduced in [4] for the study of deformations of elements of Diff 1(C, 0)
(see also [16]).
Remark 4.1. Let Y = P (w)∂/∂w be a polynomial vector field with deg(P ) ≥ 2.
We define the set S ⊂ S1 defined by µ ∈ S if ℜ(µY ) and ℜ(µ′Y ) are orbitally
equivalent for any µ′ ∈ S1 in a neighborhood of µ. The set S is the set of directions
µ in which the dynamics of ℜ(µX) is stable with respect to µ. It turns out that S
coincides with the set {µ ∈ S1 : ℜ(µX) has no homoclinic trajectories} [4].
Definition 4.4. We denote X∞(C, 0) the set of polynomial vector fields in X (C, 0)
such that ν(Y ) ≥ 1 and 2πi∑P∈S Res(Y, P ) 6∈ R \ {0} for any subset S of SingY .
Remark 4.2. Let Y ∈ X∞(C, 0). The vector field ℜ(Y ) has no homoclinic trajec-
tories. Thus Re(1 · Y ) is stable at 1 (see [4] or [16]).
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Definition 4.5. Let X ∈ Xtp1(C2, 0). Consider the compact-like sets C1, . . .,
Cq associated to X. Let Xj(λ) = λe(Cj)Pj(w) ∂∂w be the polynomial vector field
associated to Cj and X for 1 ≤ j ≤ q. We define
UjX =
{
(λ, µ) ∈ S1 × S1 : λe(Cj)µPj(w) ∂
∂w
6∈ X∞(C, 0)
}
The vector field µXj(λ) has no homoclinic trajectories for (λ, µ) 6∈ UjX [4] (see also
[16]). We define ΞjX = {λ ∈ S1 : (λ, i) ∈ UjX} for 1 ≤ j ≤ q. We enumerate
e˜1 < e˜2 < . . . < e˜q˜ the elements of ∪{j∈{1,...,q}: UjX 6=∅}{e(Cj)}. By convention we
denote e˜0 = 0 and e˜q˜+1 =∞. We define
U˜kX = ∪{j∈{1,...,q}: e(Cj)=e˜k}UjX and Ξ˜kX = ∪{j∈{1,...,q}: e(Cj)=e˜k}ΞjX
for 1 ≤ k ≤ q˜. We define UX = ∪qj=1UjX = ∪q˜k=1U˜kX .
The notations in the previous definition are fixed from now on.
Definition 4.6. We say that Ξ˜kX is the set of singular directions of level e˜k. Clearly
the set Ξ˜kX is finite for any 1 ≤ k ≤ q˜.
Later on we will see that given ϕ ∈ Diff p1(C2, 0) we can associate a vector field
X ∈ Xtp1(C2, 0), namely a normal form. We will see that {e˜1, . . . , e˜q˜} is the set
of levels of multi-summability of the infinitesimal generator of ϕ. Moreover we
will prove that the set of singular directions of level e˜k is contained in Ξ˜
k
X for any
1 ≤ k ≤ q˜.
4.2. Stable multi-directions. LetX ∈ Xtp1(C2, 0). As a generalization of transver-
sal flows of the form ℜ(µX) for µ ∈ S1\{1,−1}we are going to construct transversal
flows of the form ℜ(ℵ∗X) where ℵ∗ : (B(0, δ)×B(0, ǫ)) \ SingX → ei(0,π) is a C∞
function. We need them to capture the multiple summability levels associated to
Fatou coordinates of elements of Diff p1(C
2, 0).
Consider the notations at the beginning of the section.
Definition 4.7. We say that a multi-direction (µ˜1, . . . , µ˜q˜) ∈ (ei(0,π))q˜ is stable at
a direction λR+ in the parameter space x if (λ, µ˜k) 6∈ U˜kX for any 1 ≤ k ≤ q˜. We
say that a multi-direction (µ1, . . . , µq) ∈ (ei(0,π))q is stable at a direction λR+ if
(λ, µj) 6∈ UjX for any 1 ≤ j ≤ q.
A stable multi-direction (µ˜1, . . . , µ˜q˜) induces a stable multi-direction (µ1, . . . , µq).
We define µj = µ˜k if e(Cj) = e˜k and µj = i if e(Cj) 6∈ {e˜1, . . . , e˜q˜}.
Definition 4.8. Let X ∈ Xtp1(C2, 0). Let I a closed arc ei[u0,u1] of S1. We say
that a function ℵ : I → (ei(0,π))q˜ is a stable multi-direction at I if
ℵ(eiu) ≡ (eiθ˜1(u), . . . , eiθ˜q˜(u))
for some continuous decreasing functions θ˜1, . . . , θ˜q˜ : [u0, u1] → (0, π) and ℵ(λ) is
stable at λR+ for any λ ∈ ei[u0,u1].
Definition 4.9. Consider λ ∈ S1 and υ ∈ R+ ∪ {0}. We define
Ij(λ, υ) = λe
i[− π2e˜j −υ,
π
2e˜j
+υ]
for 1 ≤ j ≤ q˜ and I0(λ, υ) = S1.
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Definition 4.10. We define M ⊂ (S1)q˜ as the set whose elements (λ1, . . . , λq˜)
satisfy λ1 6∈ Ξ˜1X , . . ., λq˜ 6∈ Ξ˜q˜X and Ij+1(λj+1, 0) ⊂ Ij(λj , 0) for any 1 ≤ j < q˜.
In the language of summability (e˜1, . . . , e˜q˜) and (λ1, . . . , λq˜) are admissible pa-
rameter vectors.
Let Λ = (λ1, . . . , λq˜) ∈ M. Since λj = eiθj 6∈ Ξ˜jX , given υ > 0 small enough
there exists a continuous function µ˜j : Ij(λj , υ)→ ei(0,π) such that µ˜j(λj) = i and
(λ, µ˜j(λ)) 6∈ U˜jX ∀λ ∈ Ij(λj , υ).
Moreover, if we choose a lift θ˜j : θj + [−π/(2e˜j) − υ, π/(2e˜j) + υ] → (0, π) of µ˜j ,
i.e. eiθ˜j(θ) = µ˜j(e
iθ) we choose µ˜j such that θ˜j is a decreasing (maybe non-strictly
decreasing) function. By considering a smaller υ > 0, if necessary, we obtain
(λ′, µ) 6∈ U˜jX ∀1 ≤ j ≤ q˜ ∀λ ∈ Ij(λj , 0) ∀λ′ ∈ λei[−υ,υ] ∀µ ∈ µ˜j(λei[−υ,υ]).
By taking a smaller υ > 0, we obtain that for any 1 ≤ j ≤ q˜ there exist compact
sets Ij,1, . . . , Ij,sj ⊂ S1 and complex numbers µj,1, . . . , µj,sj ∈ ei[π/4,3π/4] such that
• Ij,1 ∪ . . . ∪ Ij,sj = S1.
• (λ′, µj,l) 6∈ U˜jX for all λ′ ∈ Ij,lei[−υ,υ] and l ∈ {1, . . . , sj}.
Consider 1 ≤ j ≤ q˜ and λ ∈ S1. We choose 1 ≤ l ≤ sj such that λ ∈ Ij,l. We define
µ˜∗j (λ) = µj,l. Denote υΛ = υ.
Definition 4.11. Let Λ = (λ1, . . . , λq˜) ∈ M. Consider λ ∈ Ik(λk, υΛ) if k 6= 0 or
λ ∈ S1 if k = 0. The formula
ℵk,Λ,λ(λ′) = (µ˜1(λ′), . . . , µ˜k(λ′), µ˜∗k+1(λ), . . . , µ˜∗q˜(λ))
defines a stable multi-direction ℵk,Λ,λ : λei[−υΛ,υΛ] → (ei(0,π))q˜ at λei[−υΛ,υΛ]. We
denote ℵjk,Λ,λ the projection in the j coordinate of the image of ℵk,Λ,λ.
Remark 4.3. Every multi-direction in ℵ1k,Λ,λ × . . . × ℵq˜k,Λ,λ is stable at λ′R+ for
any λ′ ∈ λei[−υΛ,υΛ]. Therefore µ′jXj(λ′) belongs to X∞(C, 0) for all µ′j ∈ ℵjk,Λ,λ
and λ′ ∈ λei[−υΛ,υΛ].
4.3. Dynamics of transversal flows in basic sets. Let us remind the reader
some properties of transversal flows before defining multi-transversal flows. We will
adapt these properties to the multi-transversal setting. Further details and proofs
can be found in [16].
Let us introduce some notations.
Definition 4.12. We consider coordinates (x, y) ∈ C×C or (r, λ, y) ∈ R≥0×S1×C
in C2. Given a set F ⊂ C2 we denote F (x0) the set F ∩ {x = x0} and by F (r0, λ0)
the set F ∩ {(r, λ) = (r0, λ0)}.
Definition 4.13. Let γP (s) be the trajectory of ℜ(Z) such that γP (0) = P . We
define I(Z, P, F ) the maximal interval where γP (s) is well-defined and belongs to
F for any s ∈ I(Z, P, F ) whereas γP (s) belongs to F ◦ for any s 6= 0 in the interior
of I(Z, P, F ). We denote Γ(Z, P, F ) = γP (I(Z, P, F )). We define
∂I(Z, P, F ) = {inf(I(Z, P, F )), sup(I(Z, P, F ))} ⊂ R ∪ {−∞,∞}.
We denote Γ(Z, P, F )(s) = γP (s).
Definition 4.14. Let X ∈ Xtp1(C2, 0). Let E be an exterior set associated to X.
We say that E is parabolic if ν(E) ≥ 1. Every non-terminal exterior set is parabolic.
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The qualitative behavior of a transversal flow ℜ(µX) (µ ∈ S1 \ {−1, 1}) in an
exterior set E depends on the nature of the set of tangent points between ℜ(µX)
and ∂E . Since we want to reproduce the same ideas for multi-transversal flows we
introduce these concepts.
Definition 4.15. Let X ∈ Xtp1(C2, 0). Consider an exterior set
E = {(x, t) ∈ B(0, δ)× C : η ≥ |t| ≥ ρ|x|}
associated to X with 0 < η << 1 and ρ ≥ 0. We define TEηµX(r, λ) the set of
tangent points between |t| = η and ℜ(λe(E)µXE)|x=rλ for (r, λ, µ) ∈ R≥0 × S1 × S1.
We denote T ǫµX(rλ) = TEǫµX(r, λ) for the particular case E = E0.
Definition 4.16. Let X ∈ Xtp1(C2, 0). Consider a compact-like set
C = {(x,w) ∈ B(0, δ)× (B(0, ρ) \ ∪ζ∈SCB(ζ, ηC,ζ))}
associated to X. We denote TCρµX(r, λ) the set of tangent points between |w| = ρ
and ℜ(λe(C)µXC)|x=rλ.
Definition 4.17. Let B a basic set. We say that a point y0 ∈ TBµX(r, λ) is convex
if the germ of trajectory of ℜ(λe(B)µXB)|x=rλ passing through y0 is contained in B.
Lemma 4.1. [16] Let X ∈ Xtp1(C2, 0) and an exterior set E = {η ≥ |t| ≥ ρ|x|}
associated to X with 0 < η << 1 and ρ ≥ 0. Then the set TEηµX(r, λ) is composed
of 2ν(E) convex points for all (λ, µ) ∈ S1 × S1 and r close to 0. Each connected
component of {t ∈ ∂B(0, η)} \ TEηµX(r, λ) contains a unique point of TEηµ′X(r, λ)
for any µ′ ∈ S1 \ {−µ, µ}.
Lemma 4.2. [16] Let X ∈ Xtp1(C2, 0) and a compact-like set
C = {(x,w) ∈ B(0, δ)× (B(0, ρ) \ ∪ζ∈SCB(ζ, ηC,ζ))}
associated to X with ρ >> 0. Then TCρµX(r, λ) is composed of 2ν(C) convex points
for all (λ, µ) ∈ S1 × S1 and r close to 0. Moreover each connected component
of {|w| = ρ} \ TCρµX(r, λ) contains a unique point of TCρµ′X(r, λ) for any point
µ′ ∈ S1 \ {−µ, µ}.
4.3.1. Parabolic exterior sets. Let us analyze the quantitative and the qualitative
dynamical behavior of a transversal flow ℜ(µX) (µ ∈ S1 \ {−1, 1}) in a parabolic
exterior set E . We want to apply the same ideas in the more general setting of
multi-transversal flows.
Remark 4.4. The qualitative behavior of ℜ(µX) (µ ∈ S1 \ {−1, 1}) in a parabolic
exterior set E = Eβ is described in propositions 6.1 and 6.2 and corollary 6.1 of
[16]. It is a truncated Fatou flower (see figure (3)). The proof is based on:
• Tangent points between ℜ(µX) and ∂E are convex.
• ♯TEηµX(r, λ) = ν(E) for any (r, λ) ∈ [0, δ)× S1.
• Suppose E is non-terminal and denote C = Cβ. Then we have
♯TEηµX(r, λ) = ♯TCρµX(r, λ) = ν(E)
for any (r, λ) ∈ [0, δ)× S1.
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The previous properties are guaranteed by lemmas 4.1 and 4.2. The results hold
true for 0 < η ≤ η0 for some η0 ∈ R+. We also need ρ ≥ ρ0 for some ρ0 ∈ R+ if
E is non-terminal. These properties are preserved by refinement of the dynamical
splitting ̥. Let us remark that the choice of η0 and ρ0 does not depend on µ ∈ S1.
Next, we introduce the other ingredient in [16] to describe the dynamics in
exterior sets. It is of quantitative nature.
Definition 4.18. Let X ∈ Xtp1(C2, 0). Let E = {η ≥ |t| ≥ ρ|x|} be a parabolic
exterior set associated to a seed T . The vector field XE is of the form
XE = v(x, t)(t − γ1(x))s1 . . . (t− γp(x))sp∂/∂t
where v is a function never vanishing in T . Denote γE = γ1. Denote ψ0E a holo-
morphic integral of the time form of v(0, t− γE(x))(t− γE(x))ν(E)+1∂/∂t defined in
the neighborhood of E \ SingX.
Remark 4.5. The function ψ0E is of the form
ψ0E =
−1
ν(E)v(0, 0)
1
(t− γE(x))ν(E) +Res(XE , (0, 0)) ln(t−γE(x))+h(t−γE(x))+b(x)
where h(z) is a O(1/zν(E)−1) meromorphic function and b(x) is a holomorphic
function in the neighborhood of 0. Thus given ζ > 0 there exists Cζ ∈ R+ such that
1
Cζ
1
|t− γE(x)|ν(E) ≤ |ψ
0
E |(x, t) ≤ Cζ
1
|t− γE(x)|ν(E)
in E ∩ {t− γE(x) ∈ R+ei[−ζ,ζ]} ∩ {x ∈ B(0, δ(ζ))}.
Definition 4.19. Let E = {η ≥ |t| ≥ ρ|x|} be a parabolic exterior set associated to
X ∈ Xtp1(C2, 0). Denote ψE a holomorphic integral of the time form of XE defined
in the neighborhood of E \ SingX such that ψE(0, y) ≡ ψ0E(0, y). The function ψE
is multi-valued.
Lemma 4.3. (lemma 6.5 [16]) Let E = {(x, t) ∈ B(0, δ)× C : η ≥ |t| ≥ ρ|x|} be a
parabolic exterior set associated to X ∈ Xtp1(C2, 0). Let υ > 0, ζ > 0. Suppose E is
terminal. Then |ψE/ψ0E−1| ≤ υ in E ∩{t−γE(x) ∈ R+ei[−ζ,ζ]}∩{x ∈ B(0, δ(υ, ζ))}
for some δ(υ, ζ) ∈ R+. The same inequality is true for a non-terminal E if ρ > 0
is big enough.
Remark 4.6. The lemma 4.3 implies that the qualitative behavior of
ℜ(µX) and ℜ(µxe(E)v(0, t− γE(x))(t − γE(x))ν(E)∂/∂t)
is very similar for all exterior set E and µ ∈ S1. We say that the properties in
remark 4.4 and lemma 4.3 are the stability properties for the behavior of transversal
flows in parabolic exterior sets. They are preserved by refinement. Moreover they
do not depend on the transversal flow ℜ(µX) whose dynamics we are studying.
4.3.2. Non-parabolic exterior sets. A non-parabolic exterior set E = Eβ,ζ is termi-
nal. We have
E = Eβ,ζ = {(x, t) ∈ B(0, δ)× C : |t| ≤ η}
and Cβ = Cj for some 1 ≤ j ≤ q. Consider a compact set I ⊂ S1.
Remark 4.7. The stability properties associated to a transversal flow ℜ(µX) and
a non-parabolic exterior set E are:
• (λ, µ) 6∈ UjX for any λ ∈ I.
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• ℜ(µX) is transversal to ∂eE in {(x, t) ∈ (0, δ)I × ∂B(0, η)}.
The first property implies the second one for 0 < η << 1 by the argument in
subsection (6.4.2) of [16]. We can choose 0 < η ≤ η0 for some η0 ∈ R+. The choice
of η0 > 0 depends on I and µ. Given I, we can choose the same η0 > 0 for any
µ′ ∈ S1 in a neighborhood of µ. There exists a dynamical splitting ̥′ whose every
refinement ̥ satisfies Eβ,ζ ⊂ {(x, t) ∈ B(0, δ)× C : |t| ≤ η0}.
Let us remark that the unique singular point (x0, γE(x0)) in E(x0) is attracting
or repelling for ℜ(µX)|x=x0 and any x0 ∈ (0, δ)I (subsection 6.4.2 of [16]).
4.3.3. Compact-like sets. Let
C = Cj = Cβ = {(x,w) ∈ B(0, δ)× (B(0, ρ) \ ∪ζ∈SβB(ζ, ηβ,ζ))}
be a compact-like set. Consider a compact set I ⊂ S1.
Remark 4.8. The stability properties associated to a transversal flow ℜ(µX) and
a compact-like set C are:
• (λ, µ) 6∈ UjX for any λ ∈ I.
• ♯TCρµ′X(r, λ) = ν(C) and ♯T (Eβ,ζ)ηβ,ζµ′X(r, λ) = ν(Eβ,ζ) ∀ζ ∈ Sβ ∀µ′ ∈ S1.
• If there is a trajectory γ of ℜ(µXj(λ)) for some λ ∈ I whose α and ω limits
are singletons contained in Sing(Xj(1)) then there exists a trajectory γ
′ of
ℜ(µXj(λ)) contained in B(0, ρ) such that α(γ) = α(γ′) and ω(γ) = ω(γ′).
The second property can be obtained by choosing ρ ≥ ρ0 > 0 and 0 < ηβ,ζ ≤ η0β,ζ
for any ζ ∈ Sβ . The above properties imply that the behavior of ℜ(µXj(λ)) in C
and B(0, ρ) are analogous (see equation (4) and proposition 6.6 in [16]). They are
the ingredients that we use to describe the behavior of ℜ(µX) in the compact-like
set Cβ. In fact the dynamics of ℜ(µX) in Cβ is analogous to the dynamics of the
stable polynomial vector field ℜ(µXj(λ)) (see section 6.5 in [16] and figure (2)).
Given I we can consider the same choice of η0 and {η0β,ζ}ζ∈Sβ for any µ
′ ∈ S1 in
the neighborhood of µ.
Figure 2. Dynamics of ℜ(X0(1))|B(0,ρ) and ℜ(X)|C0(x0) for x0 in
R+ and X = y2(y − x)∂/∂y
Remark 4.9. The stability properties that we demand to exterior and compact-like
sets are compatible since they are preserved by refinement.
Next remark is basically lemma 6.13 in [16]. It is helpful to make pictures of the
dynamics of ℜ(µX) in Cj.
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Remark 4.10. Consider P = (r, λ, w) ∈ ∂eCj with λ ∈ I and (λ, µ) 6∈ UjX . If
ℜ(µX) points towards the interior of Cj at P or ℜ(µX) is tangent to ∂eCj at P
then Γ(s) ∈ ∂ICj where Γ = Γ(λe(Cj)µXCj , P, Cj) and s = sup(I(Γ)). A possible
dynamical behavior for the trajectories of ℜ(ℵX)|Cj is represented in figure (2).
4.4. Construction of the multi-transversal flow. Consider λ ∈ S1 and a stable
multi-direction ℵ = (µ˜1, . . . , µ˜q˜) : ei[u0,u1] → (ei(0,π))q˜. We denote
(µ1, . . . , µq) : e
i[u0,u1] → (ei(0,π))q
the multi-direction induced by ℵ. We define
• ℵCj ≡ µj for a a compact-like set Cβ = Cj .
• ℵE0 ≡ i for the first exterior set.
• ℵE ≡ ℵCβ for an exterior seed E whose father we denote Tβ.
We defined a function ℵB : ei[u0,u1] → ei(0,π) for any basic set B.
We say that a dynamical splitting ̥ is associated to ℵ if
• ℜ(µX) is stable at E for any µ ∈ S1 and any parabolic exterior set E .
• ℜ(ℵEX) is stable at ∪(r,θ)∈[0,δ)×[u0,u1]E(r, eiθ) for any non-parabolic exterior
set E .
• ℜ(ℵCX) is stable at ∪(r,θ)∈[0,δ)×[u0,u1]C(r, eiθ) for any compact-like set C.
The stability properties are introduced in subsections 4.3.1, 4.3.2 and 4.3.3. We
always consider associated dynamical splittings. The first condition is obtained
just by considering small exterior sets (see subsection 4.3.1). Given u ∈ [u0, u1]
there exist a dynamical splitting and a neighborhood Iu of u in [u0, u1] such that
ℜ(ℵBX) is stable at ∪(r,θ)∈[0,δ)×IuB(r, eiθ) for any non-parabolic basic set B (see
subsections 4.3.2 and 4.3.3). The dynamical splitting is obtained by doing successive
refinements. Since [u0, u1] is compact we can find the same dynamical splitting
satisfying the conditions above.
We want to define a continuous function
ℵ∗ : ((R+ ∪ {0})ei[u0,u1] ×B(0, ǫ)) \ SingX → ei(0,π).
We obtain a flow ℜ(ℵ∗X) defined in [0, δ)ei[u0,u1] ×B(0, ǫ). We require ℜ(ℵ∗X) to
fulfill the following properties:
• We define ℵ∗|Cj = ℵCj = µj and (ℵX)Cj = µjXCj for any 1 ≤ j ≤ q.
• Let E be a terminal exterior set. We define ℵ∗|E = ℵE and (ℵX)E = ℵ∗|EXE .
• Consider a non-terminal exterior set Eβ = {(x, t) ∈ C2 : ρ|x| ≤ |t| ≤ η} for
some ρ, η ∈ R+. We require
– ℜ(ℵ∗X)|E˜β ≡ ℜ(ℵEβX).
– ℜ(ℵ∗X)|∂IEβ ≡ ℜ(ℵCβX).
Denote ℵEβ = eiθ0 and ℵCβ = eiθ1 for θ0, θ1 : ei[u0,u1] → (0, π). Let ς : R→ [0, 1] be
a C∞ function such that ς(−∞, 1+ 1/4] = {1} and ς [2− 1/4,∞) = {0}. We define
ℵ∗(r, λ, t) = ℵEβ (λ)ei(θ1−θ0)(λ)ς(|t|/(ρr)) ∀(r, λ, t) ∈ Eβ ∩ ([0, δ)× ei[u0,u1] × C)
and (ℵX)Eβ ≡ ℵ∗XEβ .
Definition 4.20. Let ℵ : I → (ei(0,π))q˜ be a stable multi-direction at I. We
denote ℜ(ℵX) the flow ℜ(ℵ∗X) defined in [0, δ)I × B(0, ǫ). In particular we can
define ℜ(ℵk,Λ,λX) in [0, δ)λei[−υΛ,υΛ]×B(0, ǫ) for any function ℵk,Λ,λ. We say that
ℜ(ℵX) is a multi-transversal flow.
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Remark 4.11. Let X ∈ Xtp1(C2, 0) and Λ = (λ1, . . . , λq˜) ∈ M. Any multi-
direction ℵk,Λ,λ is of the form
ℵk,lk+1,...,lq˜ (λ′) = (µ˜1(λ′), . . . , µ˜k(λ′), µk+1,lk+1 , . . . , µq˜,lq˜)
where 1 ≤ lj ≤ sj for any k < j ≤ q˜. We denote
Dk,lk+1,...,lq˜ = Ik(λk, 0) ∩ ∩q˜j=k+1Ij,lj .
Indeed ℵk,lk+1,...,lq˜ : Dk,lk+1,...,lq˜ei[−υΛ,υΛ] → (ei(0,π))q˜ is a stable multi-direction.
We construct a dynamical splitting ̥k,lk+1,...,lq˜ associated to ℵk,lk+1,...,lq˜ . By taking
a smaller υΛ > 0 and a compactness argument we can suppose that ̥k,lk+1,...,lq˜ is
associated to the constant multi-direction ℵk,lk+1,...,lq˜ (λ′) : λei[−υΛ,υΛ] → (ei(0,π))q˜
for any λ ∈ Dk,lk+1,...,lq˜ and any λ′ ∈ λei[−υΛ,υΛ]. Since the choices of sequences
(k, lk+1, . . . , lq˜) are finite there exists a dynamical splitting ̥Λ associated to any
ℵk,Λ,λ. It is obtained by taking a common refinement of every splitting ̥k,lk+1,...,lq˜ .
Remark 4.12. Let λ ∈ S1 and µ ∈ ei(0,π). Consider ℵ(λ) = (µ, . . . , µ) such that
(λ, µ) 6∈ U˜kX for any 1 ≤ k ≤ q˜. Then ℜ(ℵ(λ)X) is a multi-transversal flow at λR+
if and only if the transversal flow ℜ(µX) is stable at λR+ in the sense in [16] (which
happens by definition if (λ, µ) 6∈ UX = ∪q˜k=1U˜kX). Multi-transversal flows are then
a natural generalization of transversal flows and they share their good properties.
4.5. Dynamics of multi-transversal flows in basic sets. Let X ∈ Xtp1(C2, 0).
Consider a multi-transversal flow ℜ(ℵX) and a basic set B. If B is a compact-like
or a terminal exterior set then we have ℜ(ℵX)|B ≡ ℜ(ℵBX)|B. Thus the dynamics
of a multi-transversal flow in B is the dynamics of a transversal flow. The dynamics
of ℜ(ℵX) in a terminal exterior set E is described in subsections 4.3.1 and 4.3.2. It
is a Fatou flower dynamics in the parabolic case. Otherwise it is an attractor or a
repellor.
Consider a stable direction ℵ : I → (ei(0,π))q˜ at a closed arc I. Let C1, . . ., Cq be
the compact-like sets associated to X . We denote (µ1, . . . , µq) : I → (ei(0,π))q the
multi-direction induced by ℵ. We have ℜ(ℵX)|Cj ≡ ℜ(µjX). Since (λ, µj(λ)) 6∈ UjX
for any λ ∈ I then the dynamics of ℜ(ℵX)|Cj is as described in section (6.4) of [16]
for any 1 ≤ j ≤ q. The dynamics of ℜ(µX)|Cj(rλ) is analogous to the dynamics of
a stable polynomial vector field ℜ(µXj(λ)) for (λ, µ) 6∈ UXj .
Next, we see that, even if B is a non-terminal exterior set, the dynamics of
ℜ(ℵX)|B is still analogous to the dynamics of a transversal flow, i.e. a truncated
Fatou flower.
Definition 4.21. Let X ∈ Xtp1(C2, 0). Consider an exterior set
E = {(x, t) ∈ B(0, δ)× C : η ≥ |t| ≥ ρ|x|}
associated to X with 0 < η << 1 and ρ ≥ 0. Given a multi-transversal flow ℜ(ℵX)
we denote TEηℵX(r, λ) = TEηℵE(λ)X(r, λ) the set of tangent points between ℜ(ℵX)
and ∂eE. We denote T ǫℵX(rλ) = TEǫℵX(r, λ) for the particular case E = E0.
Definition 4.22. Let X ∈ Xtp1(C2, 0). Consider a compact-like set
C = {(x,w) ∈ B(0, δ)× (B(0, ρ) \ ∪ζ∈SCB(ζ, ηC,ζ)}
associated to X. We denote TCρℵX(r, λ) = TCρℵC(λ)X(r, λ)
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Definition 4.23. Let B a basic set. Given a multi-transversal flow ℜ(ℵX) we say
that y0 ∈ TBℵX(r, λ) is convex if the germ of trajectory of ℜ(λe(B)(ℵX)B)|x=rλ
passing through y0 is contained in B. Equivalently y0 ∈ TBℵX(r, λ) is convex if it
is a convex point of TBℵB(λ)X(r, λ).
Figure 3. Parabolic exterior sets
Remark 4.13. Let E = Eβ be a parabolic exterior set and a multi-transversal flow
ℜ(ℵX) . We have:
• Tangent points between ℜ(ℵX) and ∂E are convex.
• ♯TEηℵX(r, λ) = ν(E) for any (r, λ) ∈ [0, δ)× S1.
• Suppose E is non-terminal and denote C = Cβ. Then we have
♯TEηℵX(r, λ) = ♯TCρℵX(r, λ) = ν(E)
for any (r, λ) ∈ [0, δ)× S1.
The properties are a consequence of lemmas 4.1 and 4.2. Analogously as for
transversal flows (see remark 4.4) the qualitative behavior of ℜ(ℵX) in a para-
bolic exterior set E = Eβ is a truncated Fatou flower (see figure (3)). Lemma 4.3 is
also satisfied since it does not depend on the choice of ℵ.
Next we see that the behavior of a multi-transversal flow in a parabolic exte-
rior set is analogous to a Fatou flower also from a quantitative point of view. In
particular we prove that the spiraling behavior is bounded in exterior basic sets.
Proposition 4.1. Let X ∈ Xtp1(C2, 0) and let E = {η ≥ |t| ≥ ρ|x|} be a parabolic
exterior set associated to X. Consider a trajectory Γ = Γ(λe(E)(ℵX)E , (r, λ, t), E).
for rλ in a neighborhood of 0 and a transversal multi-direction ℵ ∈ (ei(0,π))q˜ at
λR+. Then Γ is contained in a sector centered at t = γE(rλ) (see def. 4.18) of
angle less than ζ for some ζ > 0 independent of r, λ, Γ and ℵ.
Let us explain the statement. Consider the universal covering
(r, λ, γE (rλ) + ez) : E♭ → E \ SingX.
Let Γ♭ the lifting of Γ by (r, λ, ez). We claim that the set (Im(z))(Γ♭) is contained
in an interval of length ζ.
Proof. We have
X = xe(E)v(x, t)(t − γ1(x))s1 . . . (t− γp(x))sp∂/∂t
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where we consider γE ≡ γ1. We denote
ψ00E =
−1
ν(E)v(0, 0)
1
(t− γE(x))ν(E) =
−1
ν(E)v(0, 0)
1
(t− γ1(x))ν(E) .
Given υ > 0 and ζ0 > 0 we can consider η > 0 small to obtain that |ψ0E/ψ00E −1| < υ
in the set {(x, t) ∈ E : | arg(t− γE(x))| ≤ ζ0} (see remark 4.5). Therefore we obtain
|ψE/ψ00E − 1| < υ in {(x, t) ∈ E : | arg(t− γ1(x))| ≤ ζ0} by considering η > 0 small
enough and ρ > 0 big enough if E is not terminal (lemma 4.3).
We have (ℵX)E ≡ ℵ∗|EXE . Since ℵ∗(x, t) ∈ ei(0,π) for any (x, t) ∈ E then we have
that either
(ψE/λe(E))(Γ) ∩ (R+ ∪ {0}) = ∅ or (ψE/λe(E))(Γ) ∩ (R− ∪ {0}) = ∅.
Thus (ψE/λe(E))(Γ) lies in a sector of angle of angle 2π. Since ψE/ψ00E ∼ 1 then Γ
lies in a sector of center t = γE(r, λ) and angle close to 2π/ν(E). 
4.6. Dynamics of multi-transversal flows in a neighborhood of the ori-
gin. Let X ∈ Xtp1(C2, 0). The dynamical properties of Re(µX)|λ(R∪{0})×B(0,ǫ) for
(λ, µ) 6∈ UX are obtained by pasting the dynamics in exterior and compact-like ba-
sic sets. The important facts are that ℜ(µX)|E is a Fatou flower dynamics for any
parabolic exterior set E , an attractor or a repellor for any non-parabolic exterior
set and that the dynamics of ℜ(µX)|Cj(rλ) is analogous to the dynamics of a stable
polynomial vector field ℜ(µXj(λ)) for (λ, µ) 6∈ UXj . These properties are preserved
for a multi-transversal flow ℜ(ℵX). Namely, the dynamics of ℜ(ℵX) is a Fatou
flower, an attractor or a repellor in exterior sets and since (λ, µj(λ)) 6∈ UXj then
the dynamics of ℜ(ℵX)|Cj(rλ) = ℜ(µj(λ)X)|Cj(rλ) is analogous to the dynamics of
a stable polynomial vector field ℜ(µj(λ)Xj(λ)).
Next we introduce the generalizations for multi-transversal flows of some defini-
tions and theorem for transversal flows. We skip the proofs since they are straight-
forward generalizations of their analogue counterparts in [16].
Lemma 4.4. Let X ∈ Xtp1(C2, 0). Consider the multi-transversal flow ℜ(ℵX) for
some stable multi-direction ℵ : I → (ei(0,π))q˜. Let P0 ∈ [0, δ)I × ∂B(0, ǫ) such that
ℜ(ℵX) does not point towards C \B(0, ǫ) at P0. Denote Γ = Γ(ℵX,P0, T0). Then
[0,∞) is contained in I(Γ) and limζ→∞ Γ(ζ) ∈ SingX. Moreover the intersection
of Γ[0,∞) with every compact-like or exterior set is connected.
The previous lemma is a generalization of lemma 6.13 in [16]. The proof of the
previous lemma is obtained by using that ℜ(ℵX) is a Fatou flower in parabolic
exterior sets, an attractor or a repellor in non-parabolic exterior sets and remark
4.10 in compact-like sets.
Definition 4.24. Let X ∈ Xtp1(C2, 0). Consider a multi-transversal flow ℜ(ℵX)
for some stable multi-direction ℵ : I → (ei(0,π))q˜. We define the set of regions
Reg∗(ǫ,ℵX, I) associated to ℜ(ℵX) in B(0, δ) × B(0, ǫ) as the set of connected
components of
([0, δ)I ×B(0, ǫ)) \ (SingX ∪x∈[0,δ)I ∪P∈T ǫℵX (x)Γ(ℵX,P, T0)).
We define αℵX(P ) as the α-limit of Γ(ℵX,P, T0) for any P ∈ B(0, δ)×B(0, ǫ) such
that I(ℵX,P, |y| ≤ ǫ) contains (−∞, 0). Otherwise we define αℵX(P ) = ∞. We
define ωℵX(P ) in an analogous way.
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Figures (1) and (2) in [16] are examples of partitions in regions. The dynamical
behavior of ℜ(ℵX) in terminal exterior sets implies that the singular points of
ℜ(ℵX) in [0, δ)I ×B(0, ǫ) are attracting, repelling or parabolic. We have:
Lemma 4.5. Let X ∈ Xtp1(C2, 0). Consider a multi-transversal flow ℜ(ℵX) for
some stable multi-direction ℵ : I → (ei(0,π))q˜. Given P ∈ B(0, δ) × B(0, ǫ) then
either αℵX(P ) =∞ (resp. ωℵX(P ) =∞) or αℵX(P ) (resp. ωℵX(P )) is a singleton
contained in SingX.
The basins of attraction and repulsion of the singular points are open sets. The
functions αℵX and ωℵX are locally constant in
({x} ×B(0, ǫ)) \ (SingX ∪ ∪P∈T ǫℵX (x)Γ(ℵX,P, T0))
for any x ∈ [0, δ)I. Given H ∈ Reg∗(ǫ,ℵX, I) the function ωℵX|H is either identically
∞ or ωℵX(H(x)) is a singleton {(x, g(x))} for any x ∈ [0, δ)I where y = g(x) is one
of the irreducible components of SingX . We denote ωℵX(H) the curve y = g(x).
An analogous property holds true for αℵX .
Definition 4.25. Denote
Reg∞(ǫ,ℵX, I) = Reg∗(ǫ,ℵX, I) ∩ ((αℵX)−1(∞) ∪ (ωℵX)−1(∞))
and Reg(ǫ,ℵX, I) = Reg∗(ǫ,ℵX, I) \Reg∞(ǫ,ℵX, I). We define
Regj(ǫ,ℵX, I) = {H ∈ Reg(ǫ,ℵX, I) : ♯{αℵX(H), ωℵX(H)} = j}
for j ∈ {1, 2}. We define Reg∗1(ǫ,ℵX, I) = Reg1(ǫ,ℵX, I) ∪ Reg∞(ǫ,ℵX, I) and
Reg∗2(ǫ,ℵX, I) = Reg2(ǫ,ℵX, I).
Remark 4.14. Let X ∈ Xtp1(C2, 0). Consider a multi-transversal flow ℜ(ℵX) for
some stable multi-direction ℵ : I → (ei(0,π))q˜. The domains represented by points
of Reg(ǫ,ℵX, I) are ℜ(ℵX) invariant.
Remark 4.15. Let X ∈ Xtp1(C2, 0). Consider a multi-transversal flow ℜ(ℵX)
for some stable multi-direction ℵ : I → (ei(0,π))q˜. The set H(x) (see def. 4.12) is
connected for H ∈ Reg∗(ǫ,ℵX, I) and x ∈ (0, δ)I. The set H(0) is connected for
H ∈ Reg∗1(ǫ,ℵX, I) whereas otherwise H(0) has two connected components.
Definition 4.26. Let H ∈ Reg∗(ǫ,ℵX, I) (see def. 4.25). We denote P(H) the
set of connected components of H(0) (see def. 4.12). Given L ∈ P(H) we define
HL = (H \H(0))∪L. We define PǫX = ∪H∈Reg(ǫ,ℵX,I)P(H). The set PǫX does not
depend on I or ℵ.
Remark 4.16. Let H ∈ Reg∗j (ǫ,ℵX, I). We have ♯P(H) = j (see remark 4.15).
Definition 4.27. Let L ∈ PǫX . We denote LǫiX(x) the unique continuous section
of T ǫiX such that L
ǫ
iX(0) ∈ L.
Definition 4.28. Fix ǫ0 > 0 small enough. Let ǫ ∈ (0, ǫ0/2). Consider L ∈ PǫX
and the region H ∈ Reg(ǫ,ℵX, I) containing L. There exist H0 ∈ Reg(ǫ0,ℵX, I)
containing H and L0 ∈ P(H0) containing L. Let ψ be an integral of the time form
of X defined in a neighborhood of (L0)
ǫ0
iX(0) in C
2 such that ψ(x, y0) ≡ 0 where
(0, y0) is the point (L0)
ǫ0
iX(0). By analytic continuation of ψ we obtain a continuous
integral of the time form ψXH,L of X in HL. We denote ψ
X
H,L by ψ
X
L if the data ǫ,
ℵ and I are implicit.
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Remark 4.17. The choice of ǫ0 is intended to make the definition of Fatou co-
ordinates as independent of ǫ as possible. Given H ∈ Reg(ǫ,ℵX, I), L ∈ P(H)
and H ′ ∈ Reg(ǫ′,ℵX, I), L′ ∈ P(H) with H ⊂ H ′ and L ⊂ L′ we have that
ψXH,L ≡ (ψXH′,L′)|H .
Definition 4.29. There exist 2ν(E0) continuous sections
T ǫ,1iX (r, λ), . . . , T
ǫ,2ν(E0)
iX (r, λ), T
ǫ,2ν(E0)+1
iX (r, λ) = T
ǫ,1
iX (r, λ)
of T ǫiX(r, λ). The sections are ordered in counter clock wise sense. Let Lj be the
element of PǫX such that T ǫ,jiX (0) ∈ Lj.
Definition 4.30. Consider H ∈ Reg∗(ǫ,ℵX, I) \ Reg(ǫ,ℵX, I) and L ∈ P(H).
Consider L1 ∈ PǫX such that (L1)ǫiX(x) ∈ H for any x ∈ [0, δ)I. We define ψXL as
the analytic continuation of ψXL1 to H. Let us remark that there are two choices
of L1 and then two possible definitions of ψXL since ♯(T
ǫ
iX(x) ∩ H) = 2 for any
x ∈ [0, δ)I.
Consider H ∈ Reg(ǫ,ℵX, I) and L ∈ P(H). By construction ψXL is holomorphic
in H◦. Moreover (x, ψXL ) is injective in H since ψ
X
L (HL(x)) is simply connected for
any x ∈ [0, δ)I. By construction |ψXL | is bounded by below by a positive constant in
H . The function ψXL + d(x) is also a Fatou coordinate of X in H for any d ∈ C{x}.
We call subregion of a region H ∈ Reg∗(ǫ,ℵX, I) every set of the form H ∩ E or
H ∩ C where E is an exterior set and C is a compact-like set. We say that all the
subregions of H ∈ Reg∗1(ǫ,ℵX, I) are L-subregions where P(H) = {L}. Consider
H ∈ Reg∗2(ǫ,ℵX, I) = Reg2(ǫ,ℵX, I) with P(H) = {L,R}. There exists a unique
seed Tβ such that the curves α
µX(H) and ωµX(H) are contained in Tβ but they
are not contained in the same son of Tβ. A subregion of H contained in Mβ is a
L-subregion. A subregion in the same connected component of H \ (M◦β ∪ {(0, 0)})
as L is also a L-subregion. We define HL the union of the L-subregions of H .
Clearly we have H = HL ∪HR by lemma 4.4.
Figure 4. Subregions of a region H given P(H) = {L,R}
4.7. Non-spiraling properties of multi-transversal flows. This subsection in-
troduces some of framework leading to the proof of the summability estimates. We
need them in order to prove the multi-summability of the infinitesimal generator
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of an element of Diff p1(C
2, 0). The task requires an analysis of the dynamics of
multi-transversal flows in basic sets. This infinitesimal study is key to capture all
levels of multi-summability.
Let X ∈ Xtp1(C2, 0). Consider a multi-transversal flow ℜ(ℵX) for some stable
multi-direction ℵ : I → (ei(0,π))q˜. Let H ∈ Reg∗(ǫ,ℵX, I). In this subsection we
study the behavior of H(r, λ)∩B when (r, λ)→ (0, λ0) for a basic set B and λ0 ∈ I.
We see that such limit exists in adapted coordinates.
Definition 4.31. Let A be a subset of C \ {0}. Consider the blow-up mapping
π : (R+ ∪ {0})× S1 → C defined by π(r, λ) = rλ. We denote Aπ the subset π−1(A)
of (R+ ∪ {0})× S1.
Definition 4.32. Let X ∈ Xtp1(C2, 0) and let E = {η ≥ |t| ≥ ρ|x|} be an exterior
set associated to X. Consider A ⊂ C \ {0} and a continuous section τ : A → ∂eE
(i.e. τ(x) ∈ ∂eE(x) for any x ∈ A). The map τ is of the form (x, τE (x)) in
adapted coordinates (x, t). We say that τ is asymptotically continuous if τE admits
a continuous extension to Aπ.
Definition 4.33. Let X ∈ Xtp1(C2, 0) and let
C = {(x,w) ∈ B(0, δ)× (B(0, ρ) \ ∪ζ∈SCB(ζ, ηC,ζ))}
be a compact-like set associated toX. Consider A ⊂ C\{0} and a continuous section
τ : A → ∂eC. The map τ is of the form (x, τC(x)) in adapted coordinates (x,w).
We say that τ is asymptotically continuous if τC admits a continuous extension to
Aπ.
Example: LetX = y(y−x2)(y−x)∂/∂y. We have that ∂IE0 = ∂eC0 is of the form
{(x,w) ∈ B(0, δ)× ∂B(0, ρ)} with w = y/x. Consider the sections τ0 : R+ → ∂eC0
and τ1 : R
+ → ∂eC0 defined by τ0(x) = (x, xρ) and τ1(x) = (x, xei/xρ) in (x, y)
coordinates. Both sections admit a continuous extension to x = 0 by defining
τ0(0) = (0, 0) = τ1(0). Nevertheless τ0 is asymptotically continuous whereas τ1 is
not.
Definition 4.34. Let X ∈ Xtp1(C2, 0). Consider a multi-transversal flow ℜ(ℵX)
for some stable multi-direction ℵ : I → (ei(0,π))q˜. Let B be a non-terminal basic
set associated to X. Consider a continuous section τ : (0, δ)I → ∂eB. Suppose
that ℜ(ℵX) does not point towards the exterior of B at τ(x) for any x ∈ (0, δ)I.
The dynamics of ℜ(ℵX) implies supI(Γx) < ∞ and Γx(sup I(Γx)) ∈ ∂IB for
Γx = Γ(ℵX, τ(x),B) and any x ∈ (0, δ)I. The formula ∂τ(x) = Γx(sup I(Γx))
defines a continuous section ∂τ : (0, δ)I → ∂IB whose image is contained in a
connected component of ∂IB. We define ψ(∂τ(x))−ψ(τ(x)) by considering a Fatou
coordinate ψ of X defined in a neighborhood of Γx[0, supI(Γx)]. The definition
does not depend on the choice of ψ.
Proposition 4.2. Let X ∈ Xtp1(C2, 0). Consider a multi-transversal flow ℜ(ℵX)
for some continuous function ℵ : I → (ei(0,π))q˜. Let B be a non-terminal basic
set associated to X. Consider a continuous section τ : (0, δ)I → ∂eB. Suppose
that ℜ(ℵX) does not point towards the exterior of B at τ(x) for any x ∈ (0, δ)I.
Suppose that τ is asymptotically continuous. Then ∂τ is asymptotically continuous.
Moreover the function F : (0, δ)× I → C defined by
|r|ι(B)(ψ(∂τ(r, λ)) − ψ(τ(r, λ)))
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admits a continuous extension to [0, δ)× I such that F (0, λ) ∈ H for any λ ∈ I.
Proof. Suppose that B is a compact-like set
C = {(x,w) ∈ B(0, δ)× (B(0, ρ) \ ∪ζ∈SCB(ζ, ηC,ζ))}.
Denote XC(λ) the polynomial vector field associated to C. We denote
Γλ = Γ(ℵC(λ)XC(λ), τC(0, λ), C).
We have that ℜ(λe(C)(ℵX)C) does not point towards the exterior of B(0, ρ) at
(r, λ, τC(r, λ)) for any (r, λ) ∈ (0, δ) × I. By continuity ℜ(λe(C)(ℵX)C) does not
point towards the exterior of B(0, ρ) at (r, λ, τC(r, λ)) for any (r, λ) ∈ [0, δ) × I.
The vector field ℜ(ℵX)|C is of the form ℜ(|x|e(C)λe(C)(ℵX)C). We have(
λe(C)(ℵX)C
)
|(r,λ)=(0,λ0)
≡ ℵC(λ0)XC(λ0) ∀λ0 ∈ I.
Hence the remark (4.10) implies that sup(I(Γλ)) < ∞ and Γλ(sup(I(Γλ))) ∈ ∂IC
for any λ ∈ I. We deduce that ∂τ extends continuously to ((0, δ)I)π by defining
∂τ(0, λ) = Γλ(sup(I(Γλ)))
in (x,w) coordinates for any λ ∈ I. Consider a Fatou coordinate ψC of XC(λ0)
defined in a neighborhood of Γλ0 [0, sup I(Γλ0)]. We obtain
lim
(r,λ)→(0,λ0)
|r|e(C)(ψ(∂τ(r, λ)) − ψ(τ(r, λ))) = ψC(∂τ(0, λ0))− ψC(τ(0, λ0))
for any λ0 ∈ I. Clearly F (0, λ0) belongs to ℵC(λ0)R+ ⊂ H.
Suppose now that B is an exterior set
E = {(x, t) ∈ B(0, δ)× C : η ≥ |t| ≥ ρ|x|}.
Let C be the compact-like set such that ∂IE = ∂eC. There exist 2ν(E) continuous
sections
TEη,1ℵX(r, λ), . . . , TEη,2ν(E)ℵX (r, λ), TEη,2ν(E)+1ℵX (r, λ) = TEη,1ℵX(r, λ)
of TEηℵX(r, λ). The sections are ordered in counter clock wise sense. We denote
arcj(r, λ) the closed arc going from TEη,jℵX(r, λ) to TEη,j+1ℵX (r, λ) in counter clock
wise sense. The choice of the order implies
arcj(r, λ) ∩ TEηℵX(r, λ) = {TEη,jℵX(r, λ), TEη,j+1ℵX (r, λ)} ∀(r, λ) ∈ [0, δ)× I.
There exists k ∈ Z/(2ν(E)Z) such that τE(r, λ) ∈ arck(r, λ) for any (r, λ) ∈ [0, δ)×I.
In the rest of the proof we are going to show that ∂τ and F only depend on k.
Consider coordinates (x,w) with t = wx. We denote
C(ρ1) = C ∪ {(x,w) ∈ B(0, δ)× C : ρ1 ≥ |w| ≥ ρ}
and TCρ1ℵX(r, λ) = TC(ρ1)ρ1ℵEX(r, λ) for ρ1 ≥ 2ρ. Fix ρ1 ≥ 2ρ, we define
Γρ1P = Γ(λ
e(E)(ℵX)E , P, E \ C(ρ1)).
We have that sup I(Γρ1P ) < ∞ and Γρ1P (sup I(Γρ1P )) ∈ ∂eC(ρ1) \ TCρ1ℵX(r, λ) for all
P ∈ arck(r, λ) and (r, λ) ∈ (0, δ) × I. All the points of the form Γρ1P (sup I(Γρ1P ))
are in a unique connected component Aρ1 of ∂eC(ρ1) \ TCρ1ℵX . We have(
λe(C)ℵE(λ)XC
)
|(E\C(ρ1))(0,λ0)
≡ ℵE(λ0)XC(λ0) ∀λ0 ∈ I.
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Thus Aρ1(0, λ) is an open arc transverse to ℜ(ℵE(λ)XC(λ)) and whose closure
contains two points of TCρ1ℵX(0, λ) for any λ ∈ I. Moreover ℵE(λ)XC(λ) is conju-
gated to wν(C)+1∂/∂w in the neighborhood of w = ∞. Thus there exists a unique
trajectory φλ : (0, sρ1,λ] → C of ℜ(ℵE(λ)XC(λ)) such that lims→0 φλ(s) = ∞,
φλ(0, sρ1,λ) ⊂ C \ B(0, ρ1) and φλ(sρ1,λ) ∈ Aρ1(λ) for any λ ∈ I. The germ of the
curve φλ in the neighborhood of ∞ does not depend on ρ1.
Consider ρ2 > ρ1 and (r, λ) ∈ [0, δ)× I. We define Γρ2,ρ1r,λ : Aρ2(r, λ)→ Aρ1(r, λ),
it is the mapping given by the formula
Γρ2,ρ1r,λ (P ) = Γ
ρ2,ρ1
P (sup I(Γρ2,ρ1P ))
where Γρ2,ρ1P = Γ(ℵEXC , P, C(ρ2)\C(ρ1)). Let us remark that given ρ2 > ρ1 we have
Γρ2P (sup I(Γρ2P )) ⊂ Aρ2 (r, λ) for all P ∈ arck(r, λ) and (r, λ) ∈ (0, δ)×I. We deduce
that Γρ1P (sup I(Γρ1P )) ∈ Γρ2,ρ1r,λ (Aρ2(r, λ)) for all P ∈ arck(r, λ) and (r, λ) ∈ (0, δ)×I.
We have
∩ρ2>ρ1Γρ2,ρ10,λ (Aρ2(0, λ)) = {φλ(sρ1,λ)} ∀λ ∈ I.
We can consider ρ1 = 2ρ. We define
∂τ(0, λ) = (0, Γ˜λ(sup(I(Γ˜λ)))
in (x,w) coordinates for λ ∈ I where Γ˜λ = Γ(λe(C)ℵ∗XC , (0, φλ(s2ρ,λ)), E). We
obtain in this way a continuous extension of ∂τ to ((0, δ)I)π .
Consider a Fatou coordinate ψC of XC(λ0) defined in a neighborhood of the set
Γ˜λ0 ∪ φλ(0, s2ρ,λ0 ] ∪ {∞}. Denote wr,λ,ρ1 = Γρ1τ(r,λ)(sup I(Γρ1τ(r,λ))). We have
ψ(∂τ(r, λ)) − ψ(τ(r, λ)) = [ψ(∂τ(r, λ)) − ψ(wr,λ,ρ1 )] + [ψ(wr,λ,ρ1 )− ψ(τ(r, λ))]
and
lim(r,λ)→(0,λ0)|r|ι(E)(ψ(∂τ(r, λ)) − ψ(wr,λ,ρ1)) = ψC(∂τ(0, λ)) − ψC(φλ(sρ1,λ)).
We have t ∼ t− γE(x) in E . By using lemma 4.3 and remark 4.5 we obtain
|ψE(wr,λ,ρ1 )− ψE(τ(r, λ))| ≤
C′
ρ
ν(E)
1 r
ν(E)
+ C′′
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for some constants C′, C′′ ∈ R+. We can consider ψ = ψE/xe(E) to get
|r|ι(E)|ψ(wr,λ,ρ1)− ψ(τ(r, λ))| ≤
C′
ρ
ν(E)
1
+ C′′rν(E)
whose limit when (ρ1, r)→ (∞, 0) is equal 0. Therefore we obtain
lim
(r,λ)→(0,λ0)
|r|ι(B)(ψ(∂τ(r, λ)) − ψ(τ(r, λ))) = ψC(∂τ(0, λ)) − ψC(∞)
for any λ0 ∈ I. Moreover F (0, λ0) ∈ H for any λ0 ∈ I since the image of ℵ∗ is
contained in ei(0,π). 
The previous proposition makes simpler the analysis of regions of multi-transversal
flows. The proof of the following corollary is contained in the previous one.
Corollary 4.1. Consider the setting of the previous proposition. Suppose that B is
an exterior set. The set ∂↓B of points in ∂eB where ℜ(ℵX) does not point towards
the exterior of B has ν(B) connected components. Then (∂τ)|r=0 only depends on
the component of ∂↓B containing τ((0, δ)I).
Corollary 4.2. Let X ∈ Xtp1(C2, 0). Consider a multi-transversal flow ℜ(ℵX) for
some stable multi-direction ℵ : I → (ei(0,π))q˜. Denote Γjx = Γ(ℵX,T ǫ,jℵX(x), T0) for
x ∈ (0, δ)I and j ∈ Z/(2ν(E0)Z) (see def. 4.29). Given a basic set B associated to
X we have that either Γjx[0,∞)∩∂eB is empty for any x ∈ (0, δ)I or Γjx[0,∞)∩∂eB
contains a unique point for any x ∈ (0, δ)I. Suppose that we are in the latter case.
Then the mapping x → Γjx[0,∞) ∩ ∂eB is asymptotically continuous in (0, δ)I.
Moreover the function F : (0, δ)× I → C defined by (|r|e(B)ψXLj )(Γjr,λ[0,∞) ∩ ∂eB)
admits a continuous extension to [0, δ)× I such that F (0, λ) ∈ H for any λ ∈ I.
Proposition 4.3. Let X ∈ Xtp1(C2, 0). Consider a multi-transversal flow ℜ(ℵX)
for some stable multi-direction ℵ : I → (ei(0,π))q˜. Let E = {η ≥ |t| ≥ ρ|x|} be a
parabolic exterior set associated to X ∈ Xtp1(C2, 0). Consider H ∈ Reg∗(ǫ,ℵX, I).
Then there exists CE ∈ R+ such that
1
CE
1
|t− γE(x)|ν(E) ≤ |ψE |(x, t) ≤ CE
1
|t− γE(x)|ν(E)
in every sub-region of H contained in E.
Proof. We define Γ0 = ∂H \ SingX . The set Γ0(x) is the union of the trajectories
of ℜ(ℵX) bounding H(x) for x ∈ [0, δ)I. The corollary 4.2 implies that Γ0 ∩ ∂eE is
the union of a finite number of asymptotically continuous sections. Therefore there
exists ζ ∈ R+ such that
H ∩ ∂eE ⊂ {t− γE(x) ∈ R+ei[−ζ,ζ]}
by proposition 4.1. The result is a consequence of lemma 4.3 and remark 4.5. 
Proposition 4.4. Let X ∈ Xtp1(C2, 0). Consider a multi-transversal flow ℜ(ℵX)
for some stable multi-direction ℵ : I → (ei(0,π))q˜. Consider H ∈ Reg∗(ǫ,ℵX, I) and
L ∈ P(H). Then there exists C1 ∈ R+ such that
(2)
1
C1
1
|y|ν(E0) ≤ |ψ
X
L |(x, y) ≤ C1
1
|y|ν(E0)
for any (x, y) that belongs to the L-subregion contained in E0. The constant C1
depends on X but it does not depend on I, ℵ, H or L.
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Proof. We have y ∼ (y − γE0(x)) in E0. The proposition 4.1 implies that the
subregions of H contained in H ∩ E0 are contained in {y ∈ R+ei[−ζ,ζ]} for some
ζ ∈ R+. In fact ζ does not depend on I, ℵ or H . Thus we can apply lemma 4.3 and
remark 4.5 in order to obtain equation (2) for some C1 ∈ R+ that does not depend
on I, ℵ, H or L. 
4.8. Size of regions. Given ϕ ∈ Diff p1(C2, 0) we define Fatou coordinates in the
regions of Reg(ǫ,ℵX, I) for convenient choices of X , I and ℵ (section 5). The
Fatou coordinates are the main ingredients that we use in the theorem of analytic
conjugation 7.3. In order for such an approach to analytic conjugacy to work it is
required that regions be somehow preserved by analytic conjugations. Very roughly
speaking we have to prove that regions are not too small. This subsection is devoted
to make the previous ideas more precise and to introduce the concepts and results
that will be used in section 7.
Let X ∈ Xtp1(C2, 0). Consider a subset H of T0. Given a point P ∈ H(x) we
consider ΓP = Γ(X,P,H). We define
widthH(P ) = length(I(ΓP ))
where length(I(ΓP )) is by definition the length of the interval of definition of I(ΓP ).
It can be eventually equal to ∞. We define
widthminH (x) = min
P∈H(x)
widthH(P ), width
max
H (x) = max
P∈H(x)
widthH(P ).
Definition 4.35. Let H ∈ Reg2(ǫ,ℵX, I). There exists a seed Tβ containing
αℵX(H) and ωℵX(H) but such that αℵX(H) and ωℵX(H) are contained in dif-
ferent sons of Tβ. We denote CH = Cβ. We define e(H) = e(CH).
Proposition 4.5. Let X ∈ Xtp1(C2, 0). Consider a multi-transversal flow ℜ(ℵX)
for some stable multi-direction ℵ : I → (ei(0,π))q˜. Suppose H ∈ Reg1(ǫ,ℵX, I),
then
widthminH (x) = width
max
H (x) =∞ ∀x ∈ [0, δ)I.
Suppose H ∈ Reg2(ǫ,ℵX, I), then there exists J ∈ R+ such that
widthminH (x) ≥
J
|x|e(H) ∀x ∈ (0, δ)I.
Proof. The result is obvious if H ∈ Reg1(ǫ,ℵX, I). Suppose H ∈ Reg2(ǫ,ℵX, I).
Denote C = CH . We have C = {(x,w) ∈ B(0, δ) × (B(0, ρ) \ ∪ζ∈SCB(ζ, ηC,ζ))}.
Consider the magnifying glass M = {(x,w) ∈ B(0, δ)×B(0, ρ)}. We define
HC(x) = {P ∈ H(x) : Γ(ℵX,P, T0) ⊂M}
for any x ∈ (0, δ)I. We define
width∗C(P ) = length(I(Γ(λe(H)XC , P,HC)))
for P ∈ HC(r, λ) and (r, λ) ∈ [0, δ)× I. It suffices to prove that width∗C > J0 in HC
for some J0 ∈ R+. The rest of the proof is devoted to show this result.
We have HC(r, λ) ∩ ∂eCH = {TCρ,1ℵX(r, λ), TCρ,2ℵX(r, λ)} for any (r, λ) ∈ (0, δ) × I
where TCρ,1ℵX(r, λ) and TCρ,2ℵX(r, λ) are continuous sections of TCρℵX(r, λ) defined for
(r, λ) ∈ [0, δ) × I. Up to exchange TCρ,1ℵX and TCρ,2ℵX if necessary we suppose that
ℜ(X) points towards HC at TCρ,1ℵX(x) for any x ∈ (0, δ)I. We claim that HC(r, λ)
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extends continuously to [0, δ) × I, i.e. there exists HC(0, λ0) ⊂ M(0, λ0) \ SingX
such that
lim
(r,λ)→(0,λ0)
(HC ∪ SingXC)(r, λ) = (HC ∪ SingXC)(0, λ0)
for any λ0 ∈ I. The limit is considered in the Hausdorff topology for compact sets in
{(r, λ, w) ∈ [0,∞)×S1×C}. The claim is a consequence of the analogous property
for TCρ,1ℵX(r, λ) and TCρ,2ℵX(r, λ). Consider a Fatou coordinate ψC of λe(H)XC in HC .
There exists a continuous function c : [0, δ)×I → R+ such that we have the equality
of sets
ψC(TCρ,2ℵX(r, λ)) + ℵC(λ)R = c(r, λ) + ψC(TCρ,1ℵX(r, λ)) + ℵC(λ)R
for any (r, λ) ∈ [0, δ)× I. Thus there exists c0 ∈ R+ such that c0 ≤ c(r, λ) for any
(r, λ) ∈ [0, δ)× I. We denote
Γjr,λ = Γ(λ
e(H)(ℵX)C, TCρ,jℵX(r, λ),M)
for j ∈ {1, 2} and (r, λ) ∈ [0, δ) × I. It suffices to prove that width∗C(P ) > J0 for
some constant J0 ∈ R+ and any P ∈ ∪x∈(0,δ)IΓ1x(−∞,∞). Let E1, . . ., Ea be the
sequence of non-terminal exterior sets intersected by Γjx(0,∞). We have
Ek = {(x, tk) ∈ B(0, δ)× C : ηk ≥ |tk| ≥ ρk|x|}
in adapted coordinates (x, tk) for any 1 ≤ k ≤ a. Consider coordinates (x,wk) ∈ C2
such that tk = xwk. Denote
E∗k = {(x, tk) ∈ B(0, δ)× C : ρk ≤ |wk| ≤ 2ρk} and ∂eE∗k = Ek ∩ {|wk| = 2ρk}.
Given x ∈ (0, δ)I we denote sk(x) and uk(x) the positive real numbers such that
Γ1x(sk(x)) ∈ ∂eE∗k and Γ1x(uk(x)) ∈ ∂IEk for 1 ≤ k ≤ a. By reordering the sequence
E1, . . ., Ea we suppose s1 < u1 < . . . < sa < ua. We denote Γ1,kx the compact set
(wk ◦ Γ1x)[sk(x), uk(x)]. Analogously as corollary 4.2 the mappings wk ◦ Γ1x(sk(x))
and wk ◦Γ1x(uk(x)) extend continuously to (r, λ) ∈ [0, δ)×I. Therefore the function
x → Γ1,kx defined in (0, δ) × I can be extended continuously to [0, δ) × I. In
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an analogous way we obtain that Γ2,kx = Γ
2
x(0,∞) ∩ E∗k extends continuously to
(r, λ) ∈ [0, δ)× I. Moreover since Γ1r,λ(0,∞) ∩ ∂eE1 and Γ2r,λ(0,∞)∩ ∂eE1 intersect
∂eE1 in the same component of ∂eE1 \ T (E1)η1ℵX(r, λ) then prop. 4.2 and cor. 4.1
imply that Γ1,10,λ ≡ Γ2,10,λ for any λ ∈ I. Then we obtain Γ1,k0,λ ≡ Γ2,k0,λ for all 1 ≤ k ≤ a
and λ ∈ I. The negative trajectory Γ1x(−∞, 0) can be analyzed analogously.
Let us study the behavior of width∗C in
Γ1x[0, s1(x)], Γ
1
x[s1(x), u1(x)], . . . , Γ
1
x[sa(x), ua(x)], Γ
1
x[ua(x),∞).
Denote u0 ≡ 0 and sa+1 ≡ ∞. Let Ck be the compact-like set associated to the
same seed as Ek. We claim that given x ∈ (0, δ)I the function width∗C is con-
stant in Γ1x[uk(x), sk+1(x)] for any 0 ≤ k ≤ a. Suppose k ≥ 1. Then Γ1x(uk) and
Γ2x(R
+)∩ ∂IEk (respectively Γ1x(sk) and Γ2x(R+)∩ ∂eE∗k ) are asymptotically contin-
uous sections whose extensions to r = 0 coincide. Thus we have ℵ∗ ≡ ℵCk(x) in
Γ(λe(H)XC, P,HC). for any P ∈ Γ1x[uk(x), sk+1(x)] and the claim follows. Suppose
k = 0. Let s−1(x) be the negative real number such that Γ1x(s−1(x)) ∈ ∂eE∗1 . By ar-
guing as in the previous case we obtain that width∗C is constant in Γ
1
x[s−1(x), s1(x)].
Moreover width∗C(Γ
1
x[s−1(x), s1(x)]) ⊂ [c0,∞) for any x ∈ (0, δ)I. It suffices to
prove that width∗C decreases at most by a multiplicative constant in Γ
1
x[sk(x), uk(x)]
for all x ∈ (0, δ)I and 1 ≤ k ≤ a.
The sets Γ1,kr,λ[sk(r, λ), uk(r, λ)] and Γ
1,k
0,λ for (r, λ) ∈ (0, δ) × I are contained
in trajectories of ℜ(λι(Ek)ℵ∗XCk) that we denote Γ˜1,kr,λ[0, v(r, λ)]. The vector field
Re(λι(Ek)XCk) is transversal to ℜ(λι(Ek)ℵ∗XCk) in ∪(r,λ)∈[0,δ)×I Γ˜1,kr,λ[0, v(r, λ)]. We
can define an holonomy mapping in the neighborhood of ∪(r,λ)∈[0,δ)×I Γ˜1,kr,λ[0, v(r, λ)].
More precisely consider (r, λ) ∈ [0, δ) × I and points h1, h2 ∈ [0, v(r, λ)]. Let us
define holr,λ,h1,h2(z) for z ∈ R in a neighborhood of 0 such that
Γ(λι(Ek)XCk , Γ˜
1,k
r,λ(h2), T0)(holr,λ,h1,h2(z))
is the point of intersection of Γ(λι(Ek)XCk , Γ˜
1,k
r,λ(h2), T0) and the trajectory of the vec-
tor field ℜ(λι(Ek)ℵ∗XCk) passing through Γ(λι(Ek)XCk , Γ˜1,kr,λ(h1), T0)(z). The func-
tion holr,λ,h1,h2(z) is continuous in (r, λ, h1, h2, z) and real analytic in z. Since
∪(r,λ)∈[0,δ)×I(r, λ)× [0, v(r, λ)]2 is compact then there exists Jk ∈ R+ such that
(3) |holr,λ,h1,h2(z)| ≥
|z|
Jk
for all h1, h2 ∈ [0, v(r, λ)] and z in a neighborhood of 0 and any (r, λ) ∈ [0, δ)× I.
We denote J = c0/
∏a
k=1 Jk. Consider 1 ≤ k ≤ a and λ0 ∈ I. The compact
set HC(r, λ) ∩ E∗k tends to the curve Γ1,k0,λ0 = Γ
2,k
0,λ0
when (r, λ)→ (0, λ0). Thus the
property (3) on the behavior of the holonomy in a neighborhood of ∪λ∈IΓ1,λ0,λ implies
width∗C(Γ
1
x[0,∞)) ≥ J for any x ∈ (0, δ)I. We do the same analysis with Γ1x(−∞, 0]
and consider a smaller J > 0 if necessary to obtain width∗C(Γ
1
x(−∞,∞)) ≥ J for
any x ∈ (0, δ)I. This implies widthminH (x) ≥ J/|x|e(H) for any x ∈ (0, δ)I. 
Let ϕ, η ∈ Diff p1(C2, 0) with the same fixed points set. Suppose that ϕ|x=x0 is
analytically conjugated to η|x=x0 by an injective mapping κx0 whose fixed points
set contains the fixed points set of ϕ|x=x0 for any x0 in a pointed neighborhood of
0. If κx0 is defined in some B(0, ǫ) for any x0 6= 0 and some ǫ > 0 independent of
x0 then ϕ is analytically conjugated to η (main theorem in [16]). The family κx0 is
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not required to depend analytically or even continually on x0. It turns out that if
we drop the hypothesis on the common domain of definition B(0, ǫ) then the result
is no longer true. There are counterexamples where ϕ and η are not analytically
conjugated and κx0 is defined in B(0, C0/
ν(E0)
√| lnx0|) for some C0 ∈ R+ and any
x0 6= 0. One of the goals of this paper is proving that such a counterexample is
optimal: ϕ is analytically conjugated to η if the domain of definition is any “bigger”
than {|y| < ν(E0)√| lnx|)}, i.e. if it is of the form {|y| < s(x)} where s is a ν(E0)
slow decaying function (see theorem 7.3 for a precise statement).
Definition 4.36. Let us consider a bounded function s(x) : B(0, δ)\{0} → R+. We
say that s is a slow decaying function if limx→0 s−1(x)|x|τ = 0 for any τ ∈ R+. Let
ν ∈ N. We say that s is a ν slow decaying function if limx→0 s(x) ν
√| ln |x|| =∞.
Remark 4.18. A ν slow decaying function is a slow decaying function. The con-
stant fuctions are examples of ν slow decaying functions for any ν ∈ N. Moreover
both concepts of decay are preserved if we replace s(x) with s(x)τ for τ ∈ R+.
Definition 4.37. Let X ∈ Xtp1(C2, 0). Consider a multi-transversal flow ℜ(ℵX)
for some stable multi-direction ℵ : I → (ei(0,π))q˜. Let s be a slow decaying function.
We define Reg(s,ℵX, I) the set of connected components of
{(x, y) ∈ (0, δ)I ×B(0, ǫ) : Γ(ℵX, (x, y), T0) ⊂ {x} ×B(0, s(x))} \ SingX.
If s satisfies s < ǫ there is a bijective correspondence between Reg(s,ℵX, I) and
Reg(ǫ,ℵX, I) and any element of Reg(ǫ,ℵX, I) contains an element of Reg(s,ℵX, I).
The next result is used to prove the proposition 7.1. It is one of the ingredients
of the proof of theorem 7.3 .
Proposition 4.6. Let X ∈ Xtp1(C2, 0). Consider a multi-transversal flow ℜ(ℵX)
for some stable multi-direction ℵ : I → (ei(0,π))q˜. Let s be a slow decaying function
with s < ǫ and τ ∈ (0, 1). Consider H ∈ Reg(ǫ,ℵX, I). Denote Hsτ the element
of Reg(sτ,ℵX, I) contained in H. There exists J0, J1 ∈ R+ such that exp(tX)
is well-defined in Hsτ (x) and exp(tX)(Hsτ (x)) ⊂ H(x) for all x ∈ (0, δ)I and
t ∈ B(0, J0/(sν(E0)(x)τν(E0))− J1). In particular we obtain
widthminH\Hsτ (x) ≥
J0
sν(E0)(x)τν(E0)
− J1 ∀x ∈ (0, δ)I.
Proof. Denote ν = ν(E0). We have H ∈ Regj(ǫ,ℵX, I). The set H \ Hsτ has
j connected components. Consider L ∈ P(H). We denote Lsτ the element of
P(Hsτ ) such that Lsτ ⊂ L. There exists a unique connected component Gsτ of
H \ (Hsτ ∪ SingX) such that LǫiX(x) ∈ Gsτ for any x ∈ [0, δ)I. It suffices to prove
widthminGsτ (x) ≥ J0/(s(x)τ)ν − J1 for any x ∈ (0, δ)I.
We can suppose that ℜ(X) points towards the interior of T0 at LǫiX(x) for any
x ∈ [0, δ)I by replacing X with −X if necessary. Denote
ΓLx = Γ(X,L
ǫ
iX(x), B(0, ǫ) \B(0, s(x)τ)).
Denote ψ = ψXL . The interval I(ΓLx ) is of the form [0, υ(x)] for x ∈ (0, δ)I. Let us
remark that ℵX ≡ iX in E0. We have C−11 /|y|ν ≤ |ψ(x, y)| ≤ C1/|y|ν in E0 for some
positive constant C1 ≥ 1 (prop. 4.4). Denote D(x, τ) = C−11 /(s(x)τ)ν −C1/ǫν. We
deduce
υ(x) = |ψ(ΓLx (υ(x)) − ψ(ΓLx (0))| ≥ D(x, τ) ∀x ∈ (0, δ)I.
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Denote C = C0,
Γǫx = Γ(ℵX,LǫiX(x), T0), Γsτx = Γ(ℵX,ΓLx (υ(x)), T0).
Consider the notations in the proof of prop. 4.2. Given ρ1 ≥ 2ρ0 the points
Γǫx(0,∞) ∩ ({x} × ∂B(0, ρ1|x|)) and Γsτx (0,∞) ∩ ({x} × ∂B(0, ρ1|x|)) belong to
the same connected component Aρ1 of ∂eC(ρ1) \ TCρ1ℵX for any x ∈ (0, δ)I in a
neighborhood of 0. Analogously as in proposition 4.2 the sections
x→ Γǫx(0,∞) ∩ ({x} × ∂B(0, ρ1|x|)) and x→ Γsτx (0,∞) ∩ ({x} × ∂B(0, ρ1|x|))
are asymptotically continuous and their value at (r, λ) = (0, λ0) coincides and
is equal to the element of the set ∩ρ2>ρ1Γρ2,ρ10,λ0 (Aρ2(0, λ0)) for any λ0 ∈ I. An
analogous result holds true for the negative trajectories Γǫx(−∞, 0) and Γsτx (−∞, 0).
We have
widthGsτ (L
ǫ
iX(x)) ≥ υ(x) ≥ D(x, τ) ∀x ∈ [0, δ)I.
Holonomy arguments, analogous to those in the proof of prop. 4.5, imply that there
exists J ∈ R+ such that widthminGsτ ≥ JD(x, τ) for any x ∈ [0, δ)I. Moreover there
exists ζ ∈ R+ such that ℵ∗(P ) ∈ ei[ζ,π−ζ] for any P ∈ ([0, δ)I × B(0, ǫ)) \ SingX .
Thus we can deduce that exp(tX)(x, y) is well defined and belongs to H for all
(x, y) ∈ Hsτ and t ∈ B(0, J sin(ζ)D(x, τ)). 
5. Comparing ϕ ∈ Diff tp1(C2, 0) and a convergent normal form
The goal of this section is constructing Fatou coordinates for ϕ ∈ Diff tp1(C2, 0)
and analyzing their asymptotic properties. The first step of such a project is choos-
ing an element X ∈ Xtp1(C2, 0) such that ϕ is tangent to exp(X) at a high enough
order in the neighborhood of the fixed points. Given a region H ∈ Reg(ǫ,ℵX, I)
the space of orbits of exp(X)|H(x) is biholomorphic to C∗ for any x ∈ (0, δ)I. Such
a property also holds true for the orbit space of ϕ|H(x). A consequence is the pos-
sibility of building holomorphic Fatou coordinates and Lavaurs vector fields in the
region H . This approach was introduced in Lavaurs thesis [7] and developped in
several papers [18] [12] [9] [16].
One of the main properties proved in [16] is that the difference between Fatou
coordinates of ϕ and exp(X) in any given region of a transversal flow is always
bounded. We prove the analogue for multi-transversal flows. Such a property and
the study of the intersection of regions associated to different choices of multi-
transversal flows suffice to prove the exponentially small estimates required for
multi-summability (see subsection 5.5). The boundness of the difference of Fatou
coordinates of ϕ and exp(X) is proved in subsection 5.2. The main difficulty is
that in order to capture the higher levels of summability the estimates have to be
expressed in adapted coordinates (prop. 5.2). The shape of the regions and their
intersections is studied in subsections 5.3 and 5.4. The regions associated to the
same multi-transversal flow do not intersect and then a priori we can not compare
Fatou coordinates defined in them. But we can acomplish that goal by extending
Fatou coordinates to slightly bigger domains (subsection 5.6). Given the Lavaurs
vector fields associated to ϕ we prove that they correspond to a multi-summable
object by using a cohomological approach a la Ramis-Sibuya [14]. Anyway, in order
to prove that the infinitesimal generator of ϕ is the asymptotic development of the
Lavaurs vector fields we construct Fatou coordinates whose asymptotic development
coincides with the power expansion of the infinitesimal generator up to an arbitrary
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order (subsection 5.7); the proof is completed by using the flatness arguments in
subsection 5.5.
Remark 5.1. The constructions in this paper can be generalized to elements ϕ of
Diff p1(C
2, 0). Indeed there exists k ∈ N such that (x1/k, y) ◦ ϕ ◦ (xk, y) belongs to
Diff tp1(C
2, 0). The results can be translated to Diff p1(C
2, 0) via a ramification in
the parameter space. We chose Diff tp1(C
2, 0) since the presentation is simpler.
5.1. Normal forms. The infinitesimal generator logϕ of ϕ ∈ Diff p1(C2, 0) is of
the form (y ◦ ϕ− y)uˆ∂/∂y for some unit uˆ ∈ C[[x, y]] (see prop. (3.2) of [16]).
Definition 5.1. Let ϕ = exp((y ◦ ϕ − y)uˆ∂/∂y) ∈ Diff p1(C2, 0). We say that
Υ ∈ Diff p1(C2, 0) is a k-convergent normal form of ϕ if log Υ = (y ◦ ϕ− y)u∂/∂y
for some u ∈ C{x, y} and uˆ−u belongs to the ideal (y ◦ϕ− y)k. The last condition
is equivalent to y ◦ϕ−y ◦Υ ∈ (y ◦ϕ−y)k+1. We say that Υ is a convergent normal
form of ϕ if Υ is a 1-convergent normal form.
Definition 5.2. Let ϕ ∈ Diff tp1(C2, 0). Consider a convergent normal form Υ
of ϕ. We define Res(ϕ, P ) = Res(logΥ, P ) for P ∈ Fix(ϕ) (see def. 2.6). The
definition does not depend on the choice of Υ [15].
Proposition 5.1. [15] Let ϕ ∈ Diff p1(C2, 0) and k ∈ N. Then there exists a
k-convergent normal form Υ.
Let ϕ ∈ Diff p1(C2, 0). Denote f = y ◦ ϕ− y. Fix a k-convergent normal form Υ
of ϕ. Consider an integral of the time form ψ of logΥ. We define (see section 7.1
of [16])
∆ϕ = ψ ◦ ϕ− ψ ◦Υ = ψ ◦ ϕ− (ψ + 1).
The definition depends on Υ but it does not depend on ψ. A priori the function
∆ϕ is defined only outside of Fix(ϕ). Nevertheless, by Taylor’s formula we have
∆ϕ ∼
(
∂ψ
∂y
◦Υ
)
(y ◦ ϕ− y ◦Υ) = O
((
1
f
◦Υ
)
fk+1
)
= O(fk).
We obtain
Lemma 5.1. Let ϕ ∈ Diff p1(C2, 0) with fixed k-convergent normal form. Then ∆ϕ
belongs to the ideal (y ◦ ϕ− y)k of the ring C{x, y}.
Next we estimate ∆ϕ in terms of the Fatou coordinates of regions. We translate
∆ϕ = O(f
k) to an estimate in adapted coordinates by using the asymptotical good
behavior of regions.
Proposition 5.2. Let ϕ ∈ Diff tp1(C2, 0). Let Υ = exp(X) be a k-convergent nor-
mal form. Consider a multi-transversal flow ℜ(ℵX) for some stable multi-direction
ℵ : I → (ei(0,π))q˜. Take H ∈ Reg∗(ǫ,ℵX, I) and L ∈ P(H). Then there exists
K ∈ R+ such that
(4) |∆ϕ(x, y)| ≤ K
(1 + |ψXH,L(x, y)|)k
∀(x, y) ∈ HL.
The constant K depends only on Υ but does not depend on I, ℵ, H or L.
Proof. Denote f = X(y). Let us prove the result for a L-subregion J . Lemma 4.4
implies that there exists a sequence B0, . . ., Bk = J of L-subregions of H such that
β(0) = 0 and
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• B2j ⊂ Eβ(2j) for any 0 ≤ 2j ≤ k.
• B2j+1 ⊂ Cβ(2j) for any 0 ≤ 2j + 1 ≤ k.
• β(2j + 2) = (β(2j), κ(j)) for some κ(j) ∈ C for any 0 ≤ 2j + 2 ≤ k.
We denote E2j = Eβ(2j) and E2j+1 = Cβ(2j). We define ∂eB0 = ∂eE0 ∩ B0 and
∂eBj = Bj ∩ ∂IEj−1 for j ≥ 1. As in the proof of proposition 4.3 we obtain that
∂H ∩ ∂eBj is the union of a finite number of asymptotically continuous sections
τ1, . . . , τb : [0, δ) × I → ∂H ∩ ∂eBj . Consider adapted coordinates (x, t) for Ej .
Corollary 4.2 implies that |r|e(Ej)ψXH,L(r, λ, t) is continuous in Bj \ SingX and
satisfies |r|e(Ej)|ψXH,L| ≤ Aj in ∂eBj for some Aj > 0. Denote ψj = xe(Ej)ψXH,L.
Let T = {(x, t) ∈ B(0, δ)×B(0, η)} be the seed associated to Ej . The construc-
tion of the splitting implies that f ∈ (xe(Ej)+[(j+1)/2]) in Ej for any 0 ≤ j ≤ k (let
us remark that [(j + 1)/2] is the integer part of (j + 1)/2).
Suppose that Ej = {η ≥ |t| ≥ ρ|x|} is a parabolic exterior set, we obtain
(5) f = O
(
xe(Ej)+[(j+1)/2]
(1 + |ψj |)1+1/ν(Ej)
)
= O
(
xe(Ej)+[(j+1)/2]
(1 + |ψj |)1+1/ν(E0)
)
by prop. 4.3 since ν(Ej) ≤ ν(E0). We obtain
(6) f = O
(
xe(Ej)+[(j+1)/2]−e(Ej)(1+1/ν(E0))
(1 + |ψXH,L|)1+1/ν(E0)
)
= O
(
1
(1 + |ψXH,L|)1+1/ν(E0)
)
in Bj since e(Ej) ≤ [(j + 1)/2]ν(E0) by construction.
Suppose that Ej = {|t| ≤ η} is a non-parabolic exterior set, this implies j = k.
We have
X = xe(Ek)XEk = x
e(Ek)v(x, t)(t − γ(x))∂/∂t
where v is a holomorphic function never vanishing in Ek. The seed Ek is the son
of a seed Tβ. We obtain Cβ = Cl for any 1 ≤ l ≤ q. We have XCβ = (x,w− ζ)∗XEk
for some ζ ∈ C ∩ Sβ by construction of the dynamical splitting. This implies
v(0, 0)−1 = Res(XEk , (0, 0)) = Res(XCβ , (0, ζ)) = Res(Xl(1), ζ).
Since (λ,ℵEk(λ)) 6∈ U lX (see section 4) for any λ ∈ I we deduce that
ℵEk(λ)λe(Ek)Xl(1) = ℵEk(λ)Xl(λ) ∈ X∞(C, 0)
for any λ ∈ I. The definition of X∞(C, 0) implies
λ−e(Ek)ℵEk(λ)−1v(0, 0)−1 = Res(ℵEk(λ)Xl(λ), ζ) 6∈ iR
for any λ ∈ I. The function λ−e(Ek)ℵEk(λ)−1ψk(r, λ, t) is an integral of the time
form of ℜ(λe(Ek)(ℵX)Ek). We define D(r, λ) = λ−e(Ek)ℵEk(λ)−1v(0, 0)−1 and
F (r, λ, t) = λ−e(Ek)ℵEk(λ)−1[ψk(r, λ, t)− v(rλ, γ(rλ))−1 ln(t− γ(rλ))].
The function ∂F/∂t satisfies
∂F
∂t
(r, λ, t) =
1
λe(Ek)ℵEk(λ)
(
1
v(rλ, t)(t − γ(rλ)) −
1
v(rλ, γ(rλ))(t − γ(rλ))
)
.
It is bounded in Bk and then so is F . There exists υ > 0 such that
arg(D(r, λ)) ∈ (−π/2 + υ, π/2− υ)
MULTISUMMABILITY OF UNFOLDINGS 33
for any (r, λ) ∈ [0, δ) × I if Bk is a basin of repulsion, otherwise we have that
arg(D(r, λ)) ∈ (π/2 + υ, 3π/2− υ) for any (r, λ) ∈ [0, δ)× I. We deduce that
f = O(xe(Ek)+[(k+1)/2](t− γ(x))) = O(xe(Ek)+[(k+1)/2]e−A|ψk|)
in Bk for some A > 0. This implies equation (5) and then equation (6).
Finally suppose that Ej is a compact-like set. The asymptotically continuous
character of ∂H ∩ ∂eEj implies that Ej is compact in the coordinates (r, λ, w)
associated to Ej . We have that ψj is bounded in Bj . Hence f = O(x
e(Ej )+[(j+1)/2])
implies equation (5) and then equation (6).
We proved that there exists K ′ ∈ R+ such that
(7) |∆ϕ(x, y)| ≤ K
′
(1 + |ψXH,L(x, y)|)k+k/ν(E0)
∀(x, y) ∈ HL.
Proposition 4.4 implies
|∆ϕ(x, y)| ≤ K
(1 + |ψXH,L(x, y)|)k+k/ν(E0)
∀(x, y) ∈ HL ∩ E0
where K depends only on Υ. Since we have
lim
δ′→0
(
inf
x∈[0,δ′)I, (x,y)∈HL\E0
|ψXH,L(x, y)|
)
=∞
then equation (4) holds true for any (x, y) ∈ HL with x close to 0. 
Both in subsections 5.6 and 5.7 will be necessary to extend Fatou coordinates
ψϕ of ϕ by using the equation ψϕ ◦ ϕ = ψϕ + 1. The next lemma assures that the
asymptotic properties of Fatou coordinates are preserved when extending ψϕ along
long orbits.
Definition 5.3. Let θ ∈ (0, π/2) and M ∈ R+ ∪ {0}. We define the set Wθ,M ⊂ C
given by
Wθ,M = {z ∈ C : Re(z) > 0} ∪ {z ∈ C : |Im(z)|+ tan(θ)Re(z)−M > 0}.
We define Wπ/2,M = {z ∈ C : Re(z) > 0}.
Figure 5. Picture of Wθ,M
Lemma 5.2. Let ϕ ∈ Diff tp1(C2, 0). Let θ ∈ (0, π/2], M ≥ 0 and k ≥ 2. Let Υ
be a k-convergent normal form. Consider a orbit ϑ = {P, ϕ(P ), . . . , ϕj(P )} and a
function ψ defined in ϑ such that ψ(ϕ(Q)) = ψ+1+∆ϕ(Q) for any Q ∈ ϑ. Suppose
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that ψ(P ) ∈ Wθ,M , |∆ϕ(Q)| ≤ 1/2 for any Q ∈ ϑ and |∆ϕ(Q)| ≤ sin(θ)/2 for any
Q ∈ ϑ such that |Im(ψ(Q))| ≥M . Consider a function Π : ϑ→ C such that
|Π(Q)| ≤ D
(1 + |ψ(Q)|)k ∀Q ∈ ϑ.
Then, we have
j∑
l=0
|Π(ϕl(P ))| ≤ 4
k
√
2
k
Dk
ck(k − 1)
1
(1 + |ψ(P )|)k−1
where c2 = (1− cos(θ))/2.
Proof. We claim that ψ(ϑ) is contained in Wθ,M . We denote z = z1 + iz2. The set
Wθ,M is a union of the sets Wπ/2,M ,
E1 = {z2 + (tan(θ))z1 > M} and E2 = {−z2 + (tan(θ))z1 > M}.
The distance from Re(z) = 0 to Re(z) = 1 is 1. Thus |(∆ϕ)|ϑ| ≤ 1/2 implies
that a point Q ∈ ϑ such that ψ(Q) ∈ Wπ/2,M satisfies ψ(ϕ(Q)) ∈ Wπ/2,M . A
point Q ∈ ϑ such that ψ(Q) ∈ E1 \Wπ/2,M satisfies |Im(ψ(Q))| ≥ M . Since the
distance between the lines ∂E1 and 1+∂E1 is sin(θ) we obtain that ψ(ϕ(Q)) ∈ E1.
Analogously we prove ψ(ϕ(Q)) ∈ E2 for Q ∈ ϑ such that ψ(Q) ∈ E2 \Wπ/2,M . We
deduce that ψ(ϑ) is contained in Wθ,M .
Let us deal with the case of an orbit whose image by ψ does not intersectWπ/2,M .
We denote τl = ψ(ϕ
l(P )) for any l ∈ {0, . . . , j}. Take l1 ∈ {0, . . . , j − 1} such that
{τ0, . . . , τl1} is contained in (E1 ∪ E2) \Wπ/2,M . Given τ ∈ Wθ,0 and l ∈ N ∪ {0}
we have |τ + l| ≥ sin(θ)l. We obtain
(8) |τl2 | ≥ |τ0 + l2| −
l2−1∑
a=0
|∆ϕ(ϕa(P ))| ≥ |τ0 + l2| − l2
2
sin(θ) ≥ |τ0 + l2|
2
for any l2 ∈ {0, . . . , l1 + 1}.
Now we consider the case ψ(ϑ) ∩Wπ/2,M 6= ∅. We define
l0 = min{l ∈ {0, . . . , j} : τl ∈Wπ/2,M}.
We have τl ∈Wπ/2,M for any l0 ≤ l ≤ j. Fix l0 ≤ l ≤ j. We obtain
τl − (τl0 + (l − l0)) =
l−1∑
a=l0
|∆ϕ(ϕa(P ))| =⇒ |τl − (τl0 + (l − l0))| ≤
l − l0
2
.
The property |τl0 + (l − l0)| ≥ l − l0 is a consequence of Re(τl0) > 0. It implies
|τl| ≥ |τl0 + (l − l0)|
2
≥
√|τl0 |2 + (l − l0)2
2
≥ |τl0 |+ (l − l0)
2
√
2
.
We put l2 = l0 in equation (8) and simplify the previous inequality to get
(9) |τl| ≥ |τ0 + l0|+ (l − l0)
4
√
2
≥ |τ0 + l|
4
√
2
.
Equations (8) and (9) imply that |τl| ≥ |τ0 + l|/(4
√
2) for any l ∈ {0, . . . , j}.
We claim that |τ + l| ≥ c(|τ | + l) for all τ ∈ Wθ,0 and l ∈ N ∪ {0}. It suffices to
prove that
|τ |2 + l2 + 2|τ |l cos(θ0) = |τ + l|2 ≥ c2(|τ |+ l)2
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where θ0 is the angle enclosed by the vectors ψ and l. Since θ0 ≤ π − θ we deduce
that cos(θ0) ≥ − cos(θ). It suffices to prove
|τ |2 + l2 − 2|τ |l cos(θ) ≥ c2(|τ | + l)2 ⇔ (|τ |2 + l2)(1 − c2) ≥ 2|τ |l(cos(θ) + c2).
The last inequality can be deduced from c2 = (1 − cos(θ))/2 and |τ |2 + l2 ≥ 2|τ |l.
The previous properties imply
|Π(ϕl(P ))| ≤ D
(1 + |τl|)k ≤
4k
√
2
k
D
(1 + |τ0 + l|)k ≤
4k
√
2
k
D
ck
1
(|τ0|+ l+ 1)k .
We estimate the right hand side to obtain
j∑
l=0
|Π(ϕl(P ))| ≤ 4
k
√
2
k
D
ck
(
1
(|τ0|+ 1)k +
∫ ∞
0
1
(|τ0|+ 1 + t)k dt
)
.
This leads us to
j∑
l=0
|Π(ϕl(P ))| ≤ 4
k
√
2
k
D
ck
(
1
(|τ0|+ 1)k +
1
k − 1
1
(|τ0|+ 1)k−1
)
and then to
j∑
l=0
|Π(ϕl(P ))| ≤ 4
k
√
2
k
kD
(k − 1)ck
(
1
(|ψ(P )|+ 1)k−1
)
as we intended to prove. 
5.2. Defining Fatou coordinates. The construction of Fatou coordinates of ele-
ments in Diff tp1(C
2, 0) is based on building quasiconformal homeomorphisms σ in
regionsH ∈ Reg(ǫ,ℵX, I) conjugating ϕ and one of its normal forms. The mapping
σ induces a quasiconformal conjugation between the space of orbits of ϕ|H(x) and
C∗ for x ∈ (0, δ)I. This conjugation can be turned into a holomorphic one by using
the Ahlfors-Bers theorem. As a result, we obtain holomorphic Fatou coordinates.
Let ϕ ∈ Diff tp1(C2, 0). Let Υ = exp(X) be a 2-convergent normal form. Con-
sider Λ = (λ1, . . . , λq˜) ∈M and the dynamical splitting ̥Λ in remark 4.11.
Definition 5.4. Let λ ∈ S1. We define
IλΛ = λe
i[−υΛ,υΛ] and dλΛ = max{j ∈ {0, . . . , q˜} : λ ∈ Ij(λj , 0)}
and ℵΛ,λ = ℵdλΛ,Λ,λ (see def. 4.11).
Given H in Reg(ǫ,ℵΛ,λX, IλΛ) we construct Fatou coordinates of ϕ in H . The
construction is analogous to the one in [16] where detailed proofs can be found.
Let L ∈ P(H). Consider a point P = (x0, y0) ∈ HL. Let γ be the trajectory of
ℜ(ℵΛ,λX) passing through P . The subset of HL enclosed by γ and exp(X)(γ), i.e.
BX(P )
def
= ψXL (x0, y)
−1(ψXL (γ) + [0, 1])
satisfies that BX(P ) \ exp(X)(γ) is a fundamental domain for exp(X)|HL(x0).
We want to prove that the set Bϕ(P ) enclosed by γ and ϕ(γ) satisfies that
Bϕ(P ) \ ϕ(γ) is a fundamental domain for ϕ|HL(x0). The proof relies on showing
that there exists a quasi-conformal homeomorphism σ defined in a neighborhood
of BX(P ) in {x0} ×B(0, ǫ) conjugating exp(X), ϕ such that σ(BX(P )) = Bϕ(P ).
Step 1. Since ℜ(ℵΛ,λX) is transversal to ℜ(X) then ψXL (γ) ∩ {Im(z) = b} is
a singleton whose element we denote a(b) + ib. The curve γ is parametrized by
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Im(ψXL ). Let ̺ : R → [0, 1] a C∞ increasing function such that ̺(−∞, 1/3] = {0}
and ̺[2/3,∞) = {1}. We define
σ0(z) = σ0(z1 + iz2) = z + ̺(z1 − a(z2))(∆ϕ ◦ (ψXL (x0, y))−1(z − 1))
and
σ(x0, y) = (ψ
X
L (x0, y))
−1 ◦ σ0 ◦ ψXL (x0, y).
Let us prove that σ is a q.c. diffeomorphism from a neighborhood of BX(P ) onto
a neighborhood of Bϕ(P ) such that σ ◦ exp(X) = ϕ ◦ σ and σ(BX(P )) = Bϕ(P ).
Clearly σ is the identity in a neighborhood of γ and σ = ϕ◦exp(X)−1(x0, y) in a
neighborhood of exp(X)(γ). Thus we obtain σ ◦ exp(X) = ϕ ◦ σ in a neighborhood
of γ. By construction σ is a C∞ mapping.
Step 2. In order to prove that σ is a q.c. diffeomorphism we divide HL in two
parts, in one of them ℜ(ℵΛ,λX) is “very transversal” to ℜ(X) whereas in the other
one σ is very close to Id. We will use different estimates in both kind of sets in
order to analyze the properties of σ.
Denote ℵ = ℵΛ,λ. Consider E0 = {(x, y) ∈ B(0, δ)×B(0, ǫ) : |y| ≥ η0|x|}. Next,
we prove that ψXL is big outside E ′0 = {(x, y) ∈ B(0, δ)×B(0, ǫ) : |y| ≥ 2η0|x|}. By
prop. 4.4 we obtain
(10) |ψXL (x, y)| ≥
1
C1(2η0)ν(E0)|x|ν(E0)
for any (x, y) ∈ HL such that |y| = 2η0|x|. Denote Γx = Γ(ℵX,LǫiX(x), E ′0) and
I(Γx) = [h1(x), h2(x)]. Since Γx(hj(x)) ∈ {|y| = 2η0|x|} and
ψXL (Γx(hj(x))) − ψXL (LǫiX(x)) ∈ iR
for all x ∈ (0, δ)IλΛ and j ∈ {1, 2} then we obtain
(11) |Im(ψXL (Γx(hj(x))))| ≥
1
2C1(2η0)ν(E0)|x|ν(E0)
for all x ∈ (0, δ)IλΛ and j ∈ {1, 2} by considering a smaller δ > 0 if necessary. Let υ˜x
be the open arc in ∂IE ′0 contained inH and such that ∂υ˜x = {Γx(h1(x)),Γx(h2(x))}.
Suppose that ℜ(X) points towards H at LǫiX(0) without lack of generality. Denote
υx the curve
Γx(−∞, h1(x)] ∪ υx ∪ Γx[h2(x),∞).
Given (x, y) ∈ HL \ E ′0 the point ψXL (x, y) is to the right of the curve ψXL (υx).
Equations (10) and (11) imply that the ball B(0, C2/|x|ν(E0)) does not intersect
ψXL (υx) where C2 = 1/(2C1(2η0)
ν(E0)). Thus B(0, C2/|x|ν(E0)) is to the left of
ψXL (υx). We deduce that
|ψXL (x, y)| ≥
C2
|x|ν(E0) ∀(x, y) ∈ HL \ E
′
0.
We obtain ℵ∗Λ,λ(x, y) = i for any (x, y) ∈ HL such that |ψXL (x, y)| < C2/|x|ν(E0).
Step 3.
Proposition 5.3. The mapping σ is a diffeomorphism between neighborhoods of
BX(P ) and Bϕ(P ) in {x0} × C.
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Proof. Denote
∆0 = ∆ϕ ◦ (ψXL (x0, y))−1(z − 1) and J (h) =
(
∂Re(h)
∂z1
∂Re(h)
∂z2
∂Im(h)
∂z1
∂Im(h)
∂z2
)
.
We have that (J (σ0))(z)− Id− ̺(z1 − a(z2))(J (∆0))(z) is equal to(
Re(∆0)(z)
∂̺
∂t (z1 − a(z2)) −Re(∆0)(z)∂̺∂t (z1 − a(z2))∂a∂t (z2)
Im(∆0)(z)
∂̺
∂t (z1 − a(z2)) −Im(∆0)(z)∂̺∂t (z1 − a(z2))∂a∂t (z2)
)
.
By lemma 5.1 we have that ∆ϕ(0, 0) = 0. By using Cauchy’s integral formula
∂∆0
∂z
(z) =
1
2πi
∫
|w|=1
∆0(w)
(w − z)2 dw
we can suppose that |∆ϕ(Q)| < (supR |∂̺/∂t|)−1/16 and |∂∆0/∂z|(ψXL (Q)) < 1/16
for anyQ in a neighborhood ofBX(P ) in {x0}×B(0, ǫ). Let us remark that we could
need to consider a smaller domain of definition B(0, δ) × B(0, ǫ) but the domain
with the good estimates only depend on ϕ and X (and not on P for example).
Denote τ(z) = ∆0(z)(∂a/∂t)(z2). Let us estimate τ(z). There exist continuous
functions θ1, . . . , θr : I
λ
Λ → (0, π) such that θj is decreasing on argλ′ and ℵΛ,λ(λ′) =
(eiθ1 , . . . , eiθr)(λ′) for any λ′ ∈ IλΛ. We define
θ′ = min
1≤j≤r, λ′∈IλΛ
min(π − θj(λ′), θj(λ′)).
We have θ′ > 0. The tangent vector to ψXL (γ) at any point ψ
X
L (Q) for Q in γ belongs
to R+ei[θ
′,π−θ′]. We deduce that |∂a/∂t| ≤ 1/ tan(θ′). The equation (11) implies
that a(t) is constant in (−C2/|x0|ν(E0), C2/|x0|ν(E0)). We obtain that τ(z) = 0 if
|z2| < C2/|x0|ν(E0). Suppose now that |z2| ≥ C2/|x0|ν(E0). We obtain
(12) |∆0(z)| ≤ K1
(1 + |z|)2 ≤
K1|x0|2ν(E0)
C22
<
tan(θ′)
16 supR |∂̺/∂t|
by considering δ > 0 small enough. We obtain |τ(z)| < (supR |∂̺/∂t|)−1/16. The
coefficients of the matrix (J (σ0))(z) − Id belong to (−1/8, 1/8) for any z in a
neighborhood of ψXL (BX(P )). Since ||(J (σ0))(z)−Id|| < 1/4 for the spectral norm
then σ0 is a diffeomorphism in the neighborhood of ψ
X
L (BX(P )). We deduce that
σ is a diffeomorphism in the neighborhood of BX(P ). 
Remark 5.2. Consider Q ∈ γ. Denote z′ = ψXL (Q)+1. Let eiθ1 be the unit tangent
vector to ψXL (γ) at ψ
X
L (Q). The vector (J (σ0)(z′))(eiθ1) is tangent to ψXL (ϕ(γ)) at
ψXL (ϕ(Q)). We claim that
(J (σ0)(z′))(eiθ1) ∈ R+ei[θ′/2,π−θ′/2] ∪ R+iei[−θ0,θ0]
where θ0 = arctan(1/4). Indeed if |ψXL (Q)| < C2/|x0|ν(E0) we have that θ1 = π/2
and |(J (σ0)(z′))(i) − i| ≤ 1/4 imply (J (σ0)(z′))(i) ∈ R+iei[−θ0,θ0]. Otherwise
|J (σ0)−Id| = O(|x|ν(E0)) and we obtain (J (σ0)(z′))(eθ1) ∈ R+ei[θ′/2,π−θ′/2]. Any-
way ℜ(X) is transversal to ϕ(γ) at Q′ for any Q′ ∈ ϕ(γ).
Step 4. Analogously we can prove
Proposition 5.4. The mapping σ is quasiconformal.
38 JAVIER RIBO´N
Proof. We have
(13) χσ0 =
∂σ0
∂z
∂σ0
∂z
(z) =
∂̺(z1−a(z2))
∂z ∆0(z)
1 + ̺(z1 − a(z2))∂∆0∂z (z) + ∆0(z)∂̺(z1−a(z2))∂z
and
∂̺(z1 − a(z2))
∂z1
=
∂̺
∂t
(z1 − a(z2)), ∂̺(z1 − a(z2))
∂z2
= −∂̺
∂t
(z1 − a(z2))∂a
∂t
(z2).
We obtain
|χσ0 | =
∣∣∣∣∣ ∂σ0∂z∂σ0
∂z
(z)
∣∣∣∣∣ ≤
√
2
2
1
16
1− 116 −
√
2
2
1
16
<
1
14
in the neighborhood of ψXL (BX(P )). Therefore σ is a 15/13 q.c. mapping in a
neighborhood of BX(P ). 
Step 5. We prove now that the domain enclosed by γ and ϕ(γ) is a fundamental
domain for ϕ|HL(x0)∪ϕ(HL(x0)).
The vector field ℜ(X) is transversal to ϕ(γ) at Q′ for any Q′ ∈ ϕ(γ). Hence
given z2 ∈ R there exists a unique point c(z2) + iz2 in ψXL (ϕ(γ)) ∩ {Im(z) = z2}.
We define (see Step 1 for the definition of the function a)
Bϕ(P ) = {Q ∈ HL(x0) : Re(ψXL (Q)) ∈ [a(Im(ψXL (Q))), c(Im(ψXL (Q)))]}.
Let us prove that Bϕ(P )\ϕ(γ) is a fundamental domain for ϕ|HL(x0)∪ϕ(HL(x0)). Step
3 implies that Bϕ(P ) \ ϕ(γ) is a fundamental domain for ϕ in the neighborhood of
Bϕ(P ) and that orbits of ϕ|HL(x0)∪ϕ(HL(x0)) intersects Bϕ(P ) \ ϕ(γ) at most once.
It suffices to prove that every orbit of a point Q in HL(x0) ∪ ϕ(HL(x0)) intersects
Bϕ(P ).
Let Q ∈ HL(x0) ∪ ϕ(HL(x0)). Denote z1 + iz2 = ψXL (Q). If z1 ∈ [a(z2), c(z2)]
then Q ∈ Bϕ(P ) and there is nothing to prove. Suppose without lack of generality
that z1 < a(z2). We define
A = {Q ∈ HL(x0) : Re(ψXL (Q)) < a(Im(ψXL (Q)))}.
It suffices to prove that there exists j ∈ N such that Q, . . . , ϕj−1(Q) ∈ A and
ϕj(Q) 6∈ A since then ϕj(Q) belongs to Bϕ(P ). Let us argue by contradiction,
we suppose that ϕj(Q) ∈ A for any j ∈ N. Denote ψXL (ϕj(Q)) = s1j + is2j . We
have |∆ϕ(ϕj(P ))| ≤ 1/16 and then s1j+1 − s1j ≥ 15/16 for any j ≥ 0. Since
|∂a/∂t| ≤ 1/ tan(θ′) then Re(ψXL ) is bounded by above in
{(x0, y) ∈ A : |Im(ψXL )|(x0, y) < M}
for any M > 0. Therefore we obtain limj→∞ |Im(ψXL )|(ϕj(Q)) =∞. In particular
the limit limj→∞ ϕj(Q) exists and is equal to a point Z ∈ SingX . We deduce that
limj→∞∆ϕ(ϕj(Q)) = 0. We have
|s2j+1 − s2j | ≤ |∆ϕ(ϕj(Q))| ⇒ |a(s2j+1)− a(s2j)| ≤
|∆ϕ(ϕj(Q))|
tan(θ′)
and then
(s1j+1 − a(s2j+1))− (s1j − a(s2j)) ≥
15
16
− |∆ϕ(ϕ
j(Q))|
tan(θ′)
> 1/2
for any j ∈ N big enough. This is impossible since ϕj(P ) ∈ A implies s1j−a(s2j) < 0
for any j ∈ N.
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Step 6. We denote B∗ϕ(P ) the space of orbits of ϕ|HL(x0). We construct a
biholomorphism from B∗ϕ(P ) to C
∗.
The mapping ξ = e2πiz ◦ ψXL ◦ σ−1 is a diffeomorphism from B∗ϕ(P ) onto C∗.
The mapping ξ depends on the point P . The function ψXL ◦ σ−1 is a C∞ Fatou
coordinate of ϕ in Bϕ(P ). Equations (4) and (7) imply
(14) |∆0(z)| ≤ K1
(1 + |z|)2 and |∆0(z)| ≤
K ′
(1 + |z|)2+2/ν(E0) in H
L(x0)
where K1 depends only on X , ϕ and K
′ > 0 does not depend on P or x0 but
depends on ℵΛ,λ. Consider the notations in Step 3. Let z = z1+ iz2 ∈ ψXL (BX(P )).
If |z2| < C2/|x0|ν(E0) we obtain (∂a/∂t)(z2) = 0; the complex dilatation χσ0 of σ0
satisfies
|χσ0 |(z) =
∣∣∣∣∣ ∂σ0∂z∂σ0
∂z
(z)
∣∣∣∣∣ ≤
sup
R
|∂̺/∂t|K1
2(1+|z|)2
1− 116 −
√
2
2
1
16
=
C3K1
(1 + |z|)2 .
Suppose that |z2| ≥ C2/|x0|ν(E0), we have
|χσ0 |(z) ≤
1
2
(
supR |∂̺/∂t|+ supR |∂̺/∂t|tan(θ′)
)
K′
K1
1
(1+|z|)2/ν(E0)
K1
(1+|z|)2
1− 116 −
√
2
2
1
16
.
Consider x0 ∈ B(0, δ) and δ > 0 small enough. Since
1
(1 + |z|)2/ν(E0) ≤
1
|z2|2/ν(E0) ≤
|x0|2
C
2/ν(E0)
2
the previous calculations and Step 4 lead us to
|χσ0 |(z) ≤ min
(
C3K1
(1 + |z|)2 ,
1
14
)
∀z ∈ ψXL (BX(P )).
Since ξ−1 is equal to (ψXL )
−1 ◦ σ0 ◦ ((1/2πi) ln z) then
Lemma 5.3.
(15) |χξ−1 |(z) ≤ min
(
C3K1
(1 + 2−1π−1| ln z|)2 ,
1
14
)
for any z ∈ e2πiw ◦ ψXL (BX(P )) = C∗.
There exists a quasi-conformal homeomorphism ρ˜ : P1(C) → P1(C) such that
χρ˜ = χξ−1 . Since ||χξ−1 ||∞ = supz∈C∗ |χξ−1(z)| ≤ 1/14 it is a consequence of
Ahlfors-Bers theorem. The choice of ρ˜ is unique if we require the normalizing con-
ditions ρ˜(0) = 0, ρ˜(1) = 1 and ρ˜(∞) =∞. By construction ρ˜◦ξ is a biholomorphism
from B∗ϕ(P ) to C∗.
Step 7. Let us construct a holomorphic Fatou coordinate of ϕ defined in a
neighborhood of Bϕ(P ) in {x0} ×B(0, ǫ). The construction and its properties are
analogous to those in section 7.2 of [16]. In both cases the key ingredient is the
equation (15). Further details can be found in [16].
We define
J(r) =
2
π
∫
|z|<r
C3K1
(1 + 2−1π−1| ln |z||)2
1
|z|2 dσ
for r ∈ R+. We have that J(r) <∞ for any r ∈ R+.
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Lemma 5.4. The mapping ρ˜ is conformal at 0 and at ∞. Moreover we have∣∣∣∣ ρ˜(z)z − ∂ρ˜∂z (0)
∣∣∣∣ ≤ ∣∣∣∣∂ρ˜∂z (0)
∣∣∣∣ (|z|) and ∣∣∣∣ zρ˜(z) − ∂ρ˜∂z (∞)−1
∣∣∣∣ ≤ ∣∣∣∣∂ρ˜∂z (∞)
∣∣∣∣−1(1/|z|)
where  is a function depending only on ϕ, X; it satisfies lim|z|→0 (|z|) = 0. We
have
min|z|=1|ρ˜(z)|e−J(1) ≤ |∂ρ˜/∂z|(0), |∂ρ˜/∂z|(∞) ≤ max|z|=1|ρ˜(z)|eJ(1).
Since ρ˜ is conformal at 0 we can define ρ = ρ˜/(∂ρ˜/∂z)(0). The q.c. mapping
ρ : P1(C) → P1(C) is the unique solution of χρ = χξ−1 such that ρ(0) = 0,
ρ(∞) =∞ and (∂ρ/∂z)(0) = 1. We define the function
(16) ψϕH,L,P =
1
2πi
ln z ◦ ρ ◦ e2πiz ◦ ψXH,L ◦ σ−1.
It is a holomorphic Fatou coordinate of ϕ defined in the neighborhood of Bϕ(P ) in
{x0} ×C. The set Bϕ(P ) contains a fundamental domain of ϕ|HL(x0)∪ϕ(HL(x0)) by
Step 5. Thus we can extend ψϕH,L,P to HL(x0) by using ψ
ϕ
H,L,P ◦ ϕ ≡ ψϕH,L,P + 1.
Consider the points Z± ∈ SingX such that Z± = limQ∈HL(x0), Im(ψXL (Q))→±∞Q.
By construction we have
|ψXL ◦ σ − ψXL |(x0, y) ≤
K1
(1 + |ψXL (x0, y)|)2
for any (x0, y) in a neighborhood of BX(P ). We deduce that
lim
Q∈Bϕ(P ), |Im(ψXL (Q))|→∞
|ψXL ◦ σ−1 − ψXL |(Q) = 0.
The mapping ρ is conformal at 0 and ∞, hence there exist κ+, κ− ∈ C such that
lim
Q∈Bϕ(P ), Im(ψXL (Q))→±∞
|ψϕH,L,P − ψXL |(Q) = κ±.
Moreover (∂ρ/∂z)(0) = 1 implies κ+ = 0. Since ∆ϕ(Z+) = ∆ϕ(Z−) = 0 we obtain
lim
Q∈Bϕ(P ′), Im(ψXL (Q))→±∞
|ψϕH,L,P − ψXL |(Q) = κ±
for any P ′ ∈ HL(x0). The function (ψϕH,L,P − ψϕH,L,P ′) ◦ (e2πiw ◦ ψϕH,L,P )−1(z) is
a bounded holomorphic function defined in C∗ = e2πiw ◦ ψϕH,L,P (Bϕ(P ′)) and then
constant. Since its value at z = 0 is 0 we deduce that ψϕH,L,P ≡ ψϕH,L,P ′ for all
P, P ′ ∈ HL(x0).
Definition 5.5. We denote ψϕH,L any of the functions ψ
ϕ
H,L,P defined in HL(x0).
We denote ψϕL = ψ
ϕ
H,L if the choice of the domain of definition and multi-transversal
flow is implicit.
Consider H ∈ Reg2(ǫ,ℵΛ,λX, IλΛ). We denote P(H) = {L,R}. Consider x0 6= 0.
Proceeding in an analogous way as above we obtain
ψϕL − ψXL ≡ ψϕR − ψXR in HL(x0) = HR(x0).
Definition 5.6. We denote ψϕH − ψXH the function defined in H(x0) and given by
the formula ψϕH,L − ψXH,L in HL(x0) for L ∈ P(H).
Step 8. We introduce the main results concerning Fatou coordinates.
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Proposition 5.5. Let ϕ ∈ Diff tp1(C2, 0). Let Υ be a 2-convergent normal form.
Consider Λ = (λ1, . . . , λq˜) ∈ M and λ ∈ S1. Let H ∈ Reg(ǫ,ℵΛ,λX, IλΛ) and
L ∈ P(H). Then the mapping (x, ψϕL) is holomorphic in H◦ and continuous and
injective in HL.
We constructed holomorphic Fatou coordinates in HL(x) for any x ∈ [0, δ)IλΛ.
Next, we explain why the dependence of ψϕL(x, y) on x is continuous. The holomor-
phic part of the statement is proved in Step 11.
Consider P = (x0, y0) ∈ HL(x0). Given x ∈ [0, δ)IλΛ in a neighborhood of x0
we define the continuous section P (x) ∈ HL(x) such that ψXL (P (x)) ≡ ψXL (P ) and
P (x0) = P . We consider the trajectory γx = Γ(ℵΛ,λX,P (x), T0) and then we define
the function a(x, z2) as in Step 1.
We define
σ0(x, z) = σ0(x, z1 + iz2) = (x, z + ̺(z1 − a(x, z2))(∆ϕ ◦ (x, ψXL )−1(x, z − 1)))
and
σ(x, y) = (x, ψXL )
−1 ◦ σ0 ◦ (x, ψXL )(x, y).
The functions a(x, z2) and ∂a(x, z2)/∂z2 are continuous. Therefore the complex
dilatations χσ0 and χξ−1 depend continuously on (x, z) (see Step 4 and in particular
equation (13)). We deduce that ρ˜ and ρ depend continuously on (x, z). By definition
of ψϕL (see equation (16)) we obtain that ψ
ϕ
L is continuous in ∪x∈VBϕ(P (x)) for
some neighborhood V of x0 in [0, δ)I
λ
Λ. As a consequence ψ
ϕ
L is continuous in
∪x∈VHL(x) and then in HL.
A proof for the next proposition can be found by replicating the proof of the
analogous result in [16].
Proposition 5.6. Let ϕ ∈ Diff tp1(C2, 0). Let Υ be a 2-convergent normal form.
Consider Λ = (λ1, . . . , λq˜) ∈ M and λ ∈ S1. Let H ∈ Reg(ǫ,ℵΛ,λX, IλΛ); the
function ψϕH − ψXH is continuous in H.
Corollary 5.1. Let ϕ ∈ Diff tp1(C2, 0). Let Υ be a 2-convergent normal form.
Consider Λ = (λ1, . . . , λq˜) ∈ M and λ ∈ S1. Let H ∈ Reg(ǫ,ℵΛ,λX, IλΛ). There
exists a unique vector field XϕH = X
ϕ
H(y)∂/∂y = (e
2πiψϕH )∗(2πiz∂/∂z), the so called
Lavaurs vector field, which is continuous in H, holomorphic in H◦ and satisfies
XϕH(ψ
ϕ
H) ≡ 1. Moreover XϕH(y)/X(y) − 1 is continuous in H and vanishes at
H ∩ Fix(ϕ).
Proposition 5.6 implies all the statements in corollary 5.1 except the holomorphic
character of XϕH (see [16]). This last property is a consequence of the analogous
result for Fatou coordinates (prop. 5.5) and it will be proved later on.
Step 9. We prove that Fatou coordinates are holomorphic if multi-directions
are constant.
Consider the notations at the beginning of this section. Let λ0 ∈ IλΛ. Then
ℜ(ℵΛ,λ(λ0)X) is a multi-transversal flow in [0, δ)IλΛ by remark 4.3. The multi-
direction ℵΛ,λ(λ0) associated to ℜ(ℵΛ,λ(λ0)X) is constant.
Let H ∈ Reg(ǫ,ℵΛ,λX, IλΛ) and L ∈ P(H). Let Hλ0 be the element of the set
Reg(ǫ,ℵΛ,λ(λ0)X, IλΛ) such that L ⊂ Hλ0 .
Let x0 ∈ (0, δ)λei(−υΛ,υΛ). Consider P ∈ HLλ0(x0) and γ = Γ(ℵΛ,λ(λ0)X,P, T0).
Let P (x) be the section defined in Step 8. We consider the continuous family
of curves {γx}x∈V defined for an open neighborhood V of x0 in (0, δ)λei(−υΛ,υΛ)
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by γx0 = γ and ψ
X
L (γx) = ψ
X
L (γ) for any x ∈ V . Since the multi-direction of
ℜ(ℵΛ,λ(λ0)X) is constant we obtain that γx is contained in Hλ0 for any x ∈ V (by
considering a smaller V if necessary), indeed we have
lim
x→x0
|ψXL (γx(s))− ψXL (Γ(ℵΛ,λ(λ0)X,P (x), T0)(s))| = 0
uniformly on s ∈ R. This property does not hold true in general if we replace
ℵΛ,λ(λ0) with ℵΛ,λ since then for instance we could have
sup
s∈R
|ψXL (Γ(ℵΛ,λX,P, T0)(s)), ψXL (Γ(ℵΛ,λX,P (x), T0)(s))| =∞
for any x ∈ V \ {x0}.
The function a(x, z2) (see Steps 1 and 8) does not depend on x. The complex
dilation χσ0 depends holomorphically on x (see equation (13)) and then χξ−1 is
also holomorphic on x. As a consequence ρ˜ and ρ are holomorphic on x. Therefore
ψϕHλ0 ,L
is holomorphic in a neighborhood of ∪x∈VBϕ(P (x)). The set Bϕ(P (x))
contains a fundamental domain of ϕ in Hλ0(x). By using ψ
ϕ
Hλ0 ,L
◦ ϕ ≡ ψϕHλ0 ,L + 1
we obtain that ψϕHλ0 ,L
is holomorphic in ∪x∈VHλ0(x). Thus ψϕHλ0 ,L is holomorphic
in H◦λ0,L = H
◦
λ0
.
Step 10. We prove that ψϕHλ,L can be extended to H by iteration. We deduce
that ψϕHλ,L is holomorphic in H
◦. Step 11 is dedicating to prove ψϕH,L ≡ ψϕHλ,L in
H .
The difficulty is that in general Hλ0 6= H for any λ0 ∈ IλΛ. We could try
to consider ∪λ0∈IλΛHλ0,L since HL ⊂ ∪λ0∈IλΛHλ0,L but in general (x, ψXL ) is not
injective in ∪λ0∈IλΛHλ0,L. We define
G(x) = ∪λ0∈IλΛψ
X
L (Hλ0,L(x)) and G = ∪x∈[0,δ)IλΛ({x} ×G(x)).
Consider the continuous functions θ1, . . . , θr : I
λ
Λ → (0, π) defined in Step 3. We
have that θj(λ
′) is decreasing on argλ′. We denote (ℵΛ,λ(λ0))∗ = eiθλ0 where
θλ0 : ([0, δ)I
λ
Λ ×B(0, ǫ)) \ SingX → (0, π)
is a continuous function. The construction of multi-transversal flows implies that
given P ∈ ([0, δ)IλΛ × B(0, ǫ)) \ SingX the function υ 7→ θλeiυ (P ) is decreasing in
[−υΛ, υΛ]. We define
Γx,λ0 = Γ(ℵΛ,λ(λ0)X,LǫiX(x), T0).
Let υ1, υ2 ∈ [−υΛ, υΛ] with υ1 < υ2 and x ∈ [0, δ)IλΛ. Denote λ1 = λeiυ1 and
λ2 = λe
iυ2 . The decreasing character of υ 7→ θλeiυ (P ) implies that there exist
t−, t+ ∈ R+ ∪ {∞} such that Γx,λ1(t) = Γx,λ2(t) if and only if −t− ≤ t ≤ t+.
Moreover if t+ <∞ we obtain that ψXL (Γx,λ2(t+,∞)) is to the right of ψXL (Γx,λ1)
whereas if t− <∞ then ψXL (Γx,λ2(−∞, t−)) is to the left of ψXL (Γx,λ1). We deduce
that ∪λ0∈IλΛψXL (Γx,λ0) is a simply connected subset whose boundary is the union
of the curves ψXL (Γx,λe−iυΛ ) and ψ
X
L (Γx,λeiυΛ ) (see figure (6)). Therefore G(x) is a
simply connected open set in C. Suppose that ℜ(X) points towards the interior of
H(0) at LǫiX(0) without lack of generality. Then the curve
(17) ψXL (Γx,λe−iυΛ [0,∞)) ∪ ψXL (Γx,λeiυΛ (−∞, 0])
is in the boundary of G(x). If H ∈ Reg1(ǫ,ℵΛ,λX, IλΛ) or x = 0 there are no
other points in the boundary. Otherwise let R be the element in P(H) \ {L}. The
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Figure 6. Picture of G(x) in the coordinate ψXL
boundary of G(x) is the union of the curve (17) and a curve, passing through the
point ψXL (R
ǫ
iX(x)), whose description is analogous (see figure (6)).
Since G(x) is simply connected for any x ∈ [0, δ)IλΛ we have that
(x, ψXL )
−1 : G→ B(0, δ)×B(0, ǫ)
is a well-defined continuous function. It is holomorphic if we restrict the parameter
x to (0, δ)λei(−υΛ,υΛ). Consider the lift ϕ˜ of ϕ to G and ∆˜ϕ = ∆ϕ ◦ (x, ψXL )−1. The
diffeomorphism ϕ˜ is of the form
(x, z) 7→ (x, z + 1 + ∆˜ϕ(x, z)).
We define
GL = ∪x∈[0,δ)IλΛ, λ0∈IλΛ ({x} × ψ
X
L (H
L
λ0(x)))
Since IλΛ is a compact set the proof of prop. 5.2 implies
(18) |∆˜ϕ(x, z)| ≤ K
(1 + |z|)2 ∀(x, z) ∈ G
L.
More precisely, there are two main ingredients in the proof of prop. 5.2, namely we
use that ∂Hλ0 ∩ ∂B is the union of a finite number of asymptotically continuous
sections for any basic set B and prop. 4.3. The proof can be adapted since the
asymptotically continuous sections depend continuously on λ0 ∈ IλΛ and prop. 4.3
is still valid.
Fix x0 = r0λ0 with r0 ∈ [0, δ) and λ0 ∈ IλΛ. Suppose ♯P(H) = 1 or x0 = 0. Then
we obtain GL(x0) = G(x0) and
(19) lim
z∈G(x0), |z|→∞
∆˜ϕ(x0, z) = 0.
Suppose ♯P(H) = 2 and x0 6= 0. Let R be the element in P(H) \ {L}. We can
define GR in an analogous way as GL We obtain
|∆ϕ ◦ (x, ψXH,R)−1(x, z′)| ≤
K
(1 + |z′|)2 ∀(x, z
′) ∈ GR.
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We have ψXR ◦ (ψXL (x0, y))−1 = z + τ for some τ ∈ C. Therefore we obtain
|∆˜ϕ|(x0, z) ≤ K/(1 + |z + τ |)2 for any z ∈ GR(x0). This inequality and (18)
imply equation (19). Consider the set Bϕ(L
ǫ
iX(x0)) as defined in Step 5. It is
enclosed by Γx0,λ0 and ϕ(Γx0,λ0). Analogously consider the set B
λ1
ϕ enclosed by
Γx0,λ1 and ϕ(Γx0,λ1). Denote B
♭
ϕ = ∪λ1∈IλΛψXL (Bλ1ϕ ). By proceeding as in Step 5
we obtain that the set ψXL (B
λ1
ϕ \ ϕ(Γx0,λ1)) is a fundamental domain of ϕ˜|B♭ϕ for
any λ1 ∈ IλΛ. Therefore we can extend ψϕHλ1 ,L by iteration to G for any λ1 ∈ I
λ
Λ.
We deduce that ψϕHλ,L is defined in H
L and holomorphic in H◦.
Step 11. In order to complete the proofs of proposition 5.5 and corollary 5.1 it
suffices to show (ψϕH,L)|x=x0 ≡ (ψϕHλ,L)|x=x0 for x0 = r0λ0 6= 0.
By arguing as in Step 2 (see equation (11)) we obtain C4 ∈ R+ such that
Bλ1ϕ ∩
{
|Im(ψXL )| ≤
C4
|x0|ν(E0)
}
= Bλϕ ∩
{
|Im(ψXL )| ≤
C4
|x0|ν(E0)
}
for any λ1 ∈ IλΛ. The constant C4 is independent of λ1 and x0.
Consider P ∈ Bλ0ϕ \Bλϕ. Denote z˜ = ψXL (P ). We obtain |Im(z˜)| > C4/|x0|ν(E0).
There exist j ∈ Z and a orbit z˜, . . . , ϕ˜j(z˜) contained in B♭ϕ∩{|Im(z)| > C4/|x|ν(E0)}
such that ψXL (ϕ˜
j(z˜)) ∈ ψXL (Bλϕ). We have
ψϕHλ,L(z˜)− z˜ = ψ
ϕ
Hλ,L
(ϕ˜j(z˜))− ϕ˜j(z˜)−
|j|−1∑
s=0
∆˜ϕ(ϕ˜
j+s(z˜))
if j < 0 and
ψϕHλ,L(z˜)− z˜ = ψ
ϕ
Hλ,L
(ϕ˜j(z˜))− ϕ˜j(z˜) +
j−1∑
s=0
∆˜ϕ(ϕ˜
s(z˜))
for j > 0. Suppose j > 0 without lack of generality. Since B♭ϕ is contained inG
L and
|Im(ϕ˜s(z˜))| > C4/|x|ν(E0) the eq. (18) implies that |∆˜ϕ(ϕ˜s(z˜))| ≤ K|x0|2ν(E0)/C24
for any 0 ≤ s < j. Thus |∆˜ϕ(ϕ˜s(z˜))| is as small as desired for 0 ≤ s < j by
considering a smaller δ > 0 if necessary. By applying lemma 5.2 we obtain
|(ψϕHλ,L(z˜)− z˜)− (ψ
ϕ
Hλ,L
(ϕ˜j(z˜))− ϕ˜j(z˜))| ≤ C5
1 + |z˜|
where C5 ∈ R+ does not depend on z˜ or j. Moreover we deduce
|Im(ϕ˜j(z˜))− Im(z˜)| ≤ C5
1 + |z˜| .
By definition of ψϕHλ,L we get
lim
z˜∈ψXL (B
λ0
ϕ ), Im(z˜)→±∞
(ψϕHλ,L(ϕ˜
j(z˜))− ϕ˜j(z˜)) = κ±
for κ+ = 0 and some κ− ∈ C. We obtain
lim
Q∈Bλ0ϕ , Im(ψXL (Q))→±∞
(ψϕHλ,L(Q)− ψXHλ,L(Q)) = κ±.
The function (ψϕH,L−ψϕHλ,L)◦(e2πiψ
ϕ
H,L(x0,y))−1(z) is holomorphic in C∗ = e2πiz(Bλ0ϕ )
and extends continuously to P1(C). Moreover it takes the value 0 at 0. Therefore
we obtain ψϕH,L ≡ ψϕHλ,L. The Fatou coordinate ψ
ϕ
H,L is holomorphic in H
◦.
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Remark 5.3. Apparently the constructions depend on the choice of the 2-convergent
normal form Υ = exp(X). Anyway, the polynomial vector fields associated to
compact-like sets are the same. Then M is independent of Υ and so is ℵΛ,λ for all
Λ ∈ M and λ ∈ S1. It is easy to see that the dynamical splitting ̥Λ is independent
of the choice of normal form too. Of course the regions in Reg(ǫ,ℵΛ,λX, IλΛ) depend
on X and then on Υ. Anyway, the different Fatou coordinates that we obtain in
slightly different regions can be interpreted as particularizations of the same object
in an analogous way as described in Steps 10 and 11.
5.3. Flow-convex sets. This subsection is of technical importance for the results
presented in subsections 5.4.2, 5.6 and 5.7. The language required to study proper-
ties related to the shape of subregions contained in the first exterior set is introduced
below. We use those properties in order to analyze or extend Fatou coordinates.
Definition 5.7. Let us consider a domain D ⊂ C such that there exists a home-
omorphism σ : D → D extending to a homeomorphism σ˜ : D → D. Let Z be a
holomorphic vector field defined in the neighborhood of D such that D∩SingZ = ∅.
We say that (Z,D) is a regular pair.
Definition 5.8. Let (Z,D) be a regular pair. We say that D is ℜ(Z)-convex if
ΓP = Γ(Z, P,D) satisfies that {t ∈ I(P ) : ΓP (t) ∈ D} is connected for any P ∈ D.
In other words we have Γ(Z, P,D) ∩D = Γ(Z, P,D) for any P ∈ D.
Definition 5.9. Let (Z,D) be a regular pair and Q ∈ ∂D \ SingZ. We say that
ℜ(Z) is almost transversal to ∂D at Q if there exists s0 ∈ R+ such that either
exp(sX)(Q) 6∈ D for any s ∈ (0, s0) or exp(−sX)(Q) 6∈ D for any s ∈ (0, s0). If
the curve ∂D is smooth in the neighborhood of Q then transversal implies almost
transversal.
The following result is straightforward.
Lemma 5.5. Let (Z,D) be a regular pair and P ∈ D. Suppose that ℜ(Z) is almost
transversal to ∂D at the points in Γ(Z, P,D)(∂I(Γ(Z, P,D))). Then we obtain
I(Γ(Z, P,D)) = I(Γ(Z, P,D)). In particular D is ℜ(Z)-convex if ℜ(Z) is almost
transversal to ∂D at Q for any Q ∈ D \ SingZ.
Definition 5.10. Since D \ SingZ is simply connected there exists a holomorphic
Fatou coordinate ψ of Z defined in a neighborhood of D \SingZ. We say that ψ is
a Fatou coordinate of the pair (Z,D).
Lemma 5.6. Consider a regular pair (Z,D) such that D is ℜ(Z)-convex. Let ψ a
Fatou coordinate of (Z,D). Consider continuous paths τ1, τ2 : [0, 1]→ D such that
Im(ψ(τ1(s))) = Im(ψ(τ2(s))) ∀s ∈ [0, 1] and τ1(1) = τ2(1).
Then τ2(0) belongs to Γ(Z, τ1(0), D).
Proof. Consider F = {s ∈ [0, 1] : τ2(s) ∈ Γ(Z, τ1(s), D)}. It suffices to prove
F = [0, 1]. Suppose F 6= [0, 1]. Denote s0 = sup{s ∈ [0, 1] : s 6∈ F}. Since F is
open and contains the point 1 we deduce that s0 < 1, s0 6∈ F and s ∈ F for any
s ∈ (s0, 1]. We obtain
τ2(s) ∈ Γ(Z, τ1(s), D)(a(s)) ∀s ∈ (s0, 1]
where a(s) = ψ(τ2(s))− ψ(τ1(s)). Therefore we have
τ2(s0) ∈ Γ(Z, τ1(s0), D)(a(s0)).
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As a consequence of definition 5.8 the point τ2(s0) belongs to Γ(Z, τ1(s0), D) and
then s0 ∈ F . This is a contradiction. We obtain F = [0, 1]. 
Proposition 5.7. Consider a regular pair (Z,D) such that D is ℜ(Z)-convex. Let
ψ a Fatou coordinate of (Z,D) and P ∈ D. Then there exists a continuous path
γQ : [0, 1] → D with γQ(0) = P , γQ(1) = Q such that Im(ψ ◦ γQ) : [0, 1] → R is
injective for any Q ∈ D \ Γ(Z, P,D).
Proof. We define the set E of points Q ∈ D satisfying that there exists a continuous
path γQ : [0, 1]→ D with γQ(0) = P , γQ(1) = Q such that Im(ψ ◦ γQ) : [0, 1]→ R
is either an injective or a constant function. A point Q ∈ E belongs to Γ(Z, P,D)
if Im(ψ ◦ γQ) is a constant function. It suffices to prove that E = D.
Let τ1, τ2 : [0, 1] → D be continuous paths such that τ1(0) = P , τ1(1) = τ2(0)
and τ2(1) = Q
′. We claim that if Im(ψ◦τ1) is constant and Im(ψ◦τ2) is injective or
Im(ψ◦τ1) is injective and Im(ψ◦τ2) is constant then Q′ belongs to E. For instance
in the latter case we consider a ∈ (0, 1) near 1 and we define a path τ : [0, 1]→ D
such that τ(s) = τ1(s) for s ∈ [0, a] and ψ(τ((1−s)a+s)) = (1−s)ψ(τ1(a))+sψ(Q′)
for s ∈ [0, 1]. Clearly Im(ψ ◦ τ) is injective.
Given Q ∈ E any point Q′ in a neighborhood of Q satisfies either Q′ ∈ Γ(Z, P,D)
or we can find paths τ1, τ2 as in the previous paragraph. As a consequence the set
E is open in D. Since D is connected it suffices to prove that E is closed in D.
Let Q ∈ E∩D. Consider a sequence Qn → Q of points in E∩D. Choose n >> 1.
We can choose a continuous path γ˜n : [0, 1] → D with γ˜n(0) = Q, γ˜n(1) = Qn
such that Im(ψ ◦ γ˜n) is injective or constant. We can suppose that Im(ψ(Qn))
does not belong to the closed interval whose ends are Im(ψ(P )) and Im(ψ(Q)).
Otherwise the argument in the second paragraph implies Q ∈ E. Without lack of
generality we can suppose Im(ψ(Qn)) > max(Im(ψ(P )), Im(ψ(Q))). We obtain
Im(ψ(Q)) ≥ Im(ψ(P )).
Suppose Im(ψ(P )) = Im(ψ(Q)). Lemma 5.6 implies Q ∈ Γ(Z, P,D) and then
Q ∈ E. Now suppose Im(ψ(P )) < Im(ψ(Q)). There exists P ′ ∈ γQn [0, 1] such
that Im(ψ(P ′)) = Im(ψ(Q)). We obtain Q ∈ Γ(Z, P ′, D) by lemma 5.6 and then
Q ∈ E (see second paragraph). The set E is closed in D as we wanted to prove. 
Corollary 5.2. Consider a regular pair (Z,D) such that D is ℜ(Z)-convex. Let ψ
a Fatou coordinate of (Z,D) and P,Q ∈ D \ SingZ. Then Im(ψ(P )) = Im(ψ(Q))
implies that Q ∈ Γ(Z, P,D). In particular ψ is injective in D \ SingZ.
Proof. Proposition 5.7 implies that ψ is injective in D. Denote E = Im(ψ)(D) and
E′ = Im(ψ)(D \ SingZ). We have E′ ⊂ E. The set E is an open interval.
Suppose Im(ψ(P )) ∈ E. There exists P ′ ∈ D such that Im(ψ(P ′)) = Im(ψ(P )).
There exists a sequence Pn → P of points in D. We choose a sequence P ′n → P ′
of points in D such that Im(ψ(P ′n)) = Im(ψ(Pn)) for any n ∈ N. Proposition 5.7
implies
Pn ∈ Γ(Z, P ′n, D)(an) ∀n ∈ N
where an = ψ(Pn)−ψ(P ′n). We obtain P ∈ Γ(Z, P ′, D)(ψ(P )−ψ(P ′)). Analogously
Q belongs to Γ(Z, P ′, D). We deduce Q = Γ(Z, P,D)(ψ(Q) − ψ(P )).
Suppose Im(ψ(P )) ∈ E′ \ E. Then Im(ψ(P )) is either the supremum or the
infimum or Im(ψ) at D \SingZ. Suppose without lack of generality that we are in
the former case. There exists a continuous path γ : [0, 1]→ D such that γ[0, 1) ⊂ D
and γ(1) = P . We deduce that Im(ψ)(γ[0, 1)) = [Im(ψ(P )) − a, Im(ψ(P ))) for
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some a ∈ R+. An analogous property holds true for Q. Therefore there exist
sequences Pn → P and Qn → Q of points in D such that Im(ψ(Pn)) = Im(ψ(Qn))
for any n ∈ N. Since Qn ∈ Γ(Z, Pn, D)(ψ(Qn) − ψ(Pn)) for any n ∈ N we obtain
Q ∈ Γ(Z, P,D)(ψ(Q) − ψ(P )). 
5.4. Comparing multi-transversal flows. Let ϕ ∈ Diff tp1(C2, 0) with 2-convergent
normal form Υ = exp(X). Consider Λ,Λ′ ∈ M and the dynamical splittings ̥Λ
and ̥Λ′ in remark 4.11. Let λ, λ
′ ∈ S1.
Definition 5.11. Let X ∈ Xtp1(C2, 0), Λ ∈ M and λ ∈ S1. We define HλΛ,j
the element in Reg(ǫ,ℵΛ,λX, IλΛ) such that Lj ⊂ HλΛ,j (see def. 4.29). We denote
ψ˜ϕj,Λ,λ = ψ
ϕ
HλΛ,j ,Lj
or just ψ˜ϕj,λ if Λ is implicit.
Definition 5.12. Let X ∈ Xtp1(C2, 0), Λ,Λ′ ∈ M and λ, λ′ ∈ S1. We denote
dλ,λ
′
Λ,Λ′ = 0 if Λ 6= Λ′. We denote
dλ,λ
′
Λ,Λ = min(d
λ
Λ, d
λ′
Λ ) and I
λ,λ′
Λ,Λ′ = I
λ
Λ ∩ Iλ
′
Λ′ ,
see def. 5.4. Denote Rλ,λ
′
Λ,Λ′,j = 2 if H
λ
Λ,j ∈ Reg2(ǫ,ℵΛ,λX, IλΛ) and e(H) ≤ e˜dλ,λ′
Λ,Λ′
(see definitions 4.5 and 4.35). Otherwise we define Rλ,λ
′
Λ,Λ′,j = 1.
Remark 5.4. The equation Rλ,λ
′
Λ,Λ′,j = 2 implies H
λ
Λ,j ∈ Reg2(ǫ,ℵΛ,λX, IλΛ) and
Hλ
′
Λ′,j ∈ Reg2(ǫ,ℵΛ′,λ′X, Iλ
′
Λ′ ). Moreover, we have
∂E0 ∩HλΛ,j(x) = ∂E0 ∩Hλ′Λ′,j(x) = {T ǫ,jiX (x), T ǫ,kiX (x)}
for some k ∈ Z/(2ν(E0)Z) and any x ∈ [0, δ)(IλΛ ∩ Iλ
′
Λ′ ). The equation R
λ,λ′
Λ,Λ′,j = 1 is
less restrictive, for instance dλ,λ
′
Λ,Λ′ = 0 implies R
λ,λ′
Λ,Λ′,j = 1 for any j ∈ Z/(2ν(E0)Z).
We want to estimate ψ˜ϕj,Λ,λ − ψ˜ϕj,Λ′,λ′ . It is defined in HλΛ,j ∩Hλ
′
Λ′,j but this set
is not well suited to work with since for instance it is not necessarily connected.
We work with the set Hλ,λ
′
Λ,Λ′,j (see def. 5.15). It is contained in H
λ
Λ,j ∩ Hλ
′
Λ′,j
and the restrictions of ℜ(ℵ∗Λ,λX) and ℜ(ℵ∗Λ′,λ′X) to Hλ,λ
′
Λ,Λ′,j coincide. Roughly
speaking the orbit space of ϕ restricted to Hλ,λ
′
Λ,Λ′,j(x0) is biholomorphic to the
subset B(0, κ−(x0)) \ B(0, κ+(x0)) of C∗. The idea is studying the subregions
of both HλΛ,j and H
λ′
Λ′,j contained in H
λ
Λ,j ∩ Hλ
′
Λ′,j to prove that κ− and κ+ are
exponentially small of the right order.
Definition 5.13. Let Enλ,λ
′
Λ,Λ′,j be the set of basic sets B of ̥Λ ∪̥Λ′ (see def. 3.5)
such that e(B) ≤ ι(B) < e˜
dλ,λ
′
Λ,Λ′
+1
and HλΛ,j ∩ B 6= ∅.
We have ℵ∗Λ,λ ≡ ℵ∗Λ′,λ′ in ∪(r,λ0)∈[0,δ)×Iλ,λ′Λ,Λ′B
′(r, λ0) for any B′ ∈ Enλ,λ
′
Λ,Λ′j by
definition. We obtain
(HλΛ,j)
Lj ∩ B(r, λ0) = (Hλ′Λ′,j)Lj ∩ B(r, λ0) ∀(r, λ0) ∈ [0, δ)× Iλ,λ
′
Λ,Λ′ ∀B ∈ Enλ,λ
′
Λ,Λ′,j.
We deduce that Enλ,λ
′
Λ,Λ′,j ⊂ Enλ
′,λ
Λ′,Λ,j . We can permute the roles of λ and λ
′ to get
Enλ,λ
′
Λ,Λ′,j = En
λ′,λ
Λ′,Λ,j .
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Figure 7. Examples: Rλ,λ
′
Λ,Λ′,j+1 = 1 and R
λ,λ′
Λ,Λ′,j = 2, H
λ,λ′
Λ,Λ′,j = H
λ,λ′
Λ,Λ′,k
Definition 5.14. Let Exλ,λ
′
Λ,Λ′,j be the set of basic sets B of ̥Λ ∪ ̥Λ′ satisfying
the properties HλΛ,j ∩ B 6= ∅ and e(B) < e˜dλ,λ′
Λ,Λ′
+1
≤ ι(B). Since e(B) < ι(B) the
elements of Exλ,λ
′
Λ,Λ′,j are non-terminal exterior sets.
Analogously as in the previous paragraph we obtain
(HλΛ,j)
Lj ∩ E˜(r, λ0) = (Hλ′Λ′,j)Lj ∩ E˜(r, λ0) ∀(r, λ0) ∈ [0, δ)× Iλ,λ
′
Λ,Λ′ ∀E ∈ Exλ,λ
′
Λ,Λ′,j,
where E˜ is defined in section 3. We have ♯Exλ,λ′Λ,Λ′,j ≤ 2. Moreover we obtain
Exλ,λ
′
Λ,Λ′,j ⊂ Exλ
′,λ
Λ′,Λ,j and then Ex
λ,λ′
Λ,Λ′,j = Ex
λ′,λ
Λ′,Λ,j .
Definition 5.15. Let X ∈ Xtp1(C2, 0), Λ,Λ′ ∈ M and λ, λ′ ∈ S1. We define
Hλ,λ
′
Λ,Λ′,j = [(H
λ
Λ,j)
Lj ∩ (∪B∈Enλ,λ′
Λ,Λ′,j
B ∪ ∪E∈Exλ,λ′
Λ,Λ′,j
E˜)] ∩ {x ∈ [0, δ)Iλ,λ′Λ,Λ′}
if Rλ,λ
′
Λ,Λ′,j = 1. We define
Hλ,λ
′
Λ,Λ′,j = [H
λ
Λ,j ∩ (∪B∈Enλ,λ′
Λ,Λ′,j
B ∪ ∪E∈Exλ,λ′
Λ,Λ′,j
E˜)] ∩ {x ∈ [0, δ)Iλ,λ′Λ,Λ′}
for Rλ,λ
′
Λ,Λ′,j = 2 (see figure (7)).
We have Hλ,λ
′
Λ,Λ′,j ⊂ HλΛ,j ∩Hλ
′
Λ′,j and ℜ(ℵΛ,λX) ≡ ℜ(ℵΛ′,λ′X) in Hλ,λ
′
Λ,Λ′,j .
Definition 5.16. Let X ∈ Xtp1(C2, 0), Λ,Λ′ ∈ M and λ, λ′ ∈ S1. Denote Γx =
Γ(ℵΛ,λX,T ǫ,jiX (x), T0) (see def. 4.29). Either Γx[0,∞) intersects an element E+
of Exλ,λ
′
Λ,Λ′,j for any x ∈ (0, δ)Iλ,λ
′
Λ,Λ′ or Γx ∩ E = ∅ for all E ∈ Exλ,λ
′
Λ,Λ′,j and x ∈
(0, δ)Iλ,λ
′
Λ,Λ′ . In the former case we define e
λ,λ′,+
Λ,Λ′,j = ι(E+). Otherwise we define
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eλ,λ
′,+
Λ,Λ′,j = ∞. Analogously we define E− and eλ,λ
′,−
Λ,Λ′,j by considering Γx(−∞, 0] (see
figure (7)).
Definition 5.17. Let ϕ ∈ Diff tp1(C2, 0) with 2-convergent normal form exp(X).
We define D(ϕ) = Z/(2ν(E0)Z). We define
D1(ϕ) = {j ∈ Z/(2ν(E0)Z) : ℜ(X) points towards B(0, δ)×B(0, ǫ) at T ǫ,jiX (0)}
and D−1(ϕ) = D(ϕ) \ D1(ϕ).
Definition 5.18. Let ϕ ∈ Diff tp1(C2, 0) with 2-convergent normal form exp(X).
Let Λ,Λ′ ∈ M and λ, λ′ ∈ S1. We define
ψϕj,λ,λ′ = (ψ˜
ϕ
j,Λ,λ − ψ˜ϕj,Λ′,λ′) ◦ (x, e2πiψ˜
ϕ
j,Λ,λ)−1.
The values of Λ and Λ′ in ψϕj,λ,λ′ are implicit. We want to prove that ψ
ϕ
j,λ,λ′ is
defined in the space of orbits of ϕ|Hλ,λ′
Λ,Λ′,j
in order to estimate ψ˜ϕj,λ− ψ˜ϕj,λ′ in Hλ,λ
′
Λ,Λ′,j.
Proposition 5.8. Let ϕ ∈ Diff tp1(C2, 0) with 2-convergent normal form exp(X).
Let Λ,Λ′ ∈ M. Consider λ, λ′ ∈ S1 and j ∈ D(ϕ). Then we have
(x, e2πiψ˜
ϕ
j,Λ,λ)(Hλ,λ
′
Λ,Λ′,j) ⊂ ∪(r,λ˜)∈[0,δ)×Iλ,λ′
Λ,Λ′
({rλ˜} × [B(0, κ−(r, λ˜)) \B(0, κ+(r, λ˜))])
where κ±(r, λ˜) ≡ e∓C±(λ)/|r|
e
λ,λ′,±
Λ,Λ′,j
for some continuous function C± : I
λ,λ′
Λ,Λ′ → R+.
Moreover there exists ζ ∈ R+ such that ψϕj,λ,λ′ is well defined in
∪
(r,λ˜)∈[0,δ)×Iλ,λ′
Λ,Λ′
({rλ˜} × [B(0, κ˜−(r, λ˜)) \B(0, κ˜+(r, λ˜))])
and holomorphic outside x = 0 where κ˜±(r, λ˜) = e∓(C±(λ˜)+ζ)/|r|
e
λ,λ′,±
Λ,Λ′,j
.
Let us remark that in the previous proposition κ˜+ ≡ κ+ ≡ 0 if eλ,λ
′,+
Λ,Λ′,j =∞ and
κ˜− ≡ κ− ≡ ∞ if eλ,λ
′,−
Λ,Λ′,j =∞.
The subsections 5.4.2 and 5.4.1 are intended to prove proposition 5.8 in the cases
Rλ,λ
′
Λ,Λ′,j = 1 and R
λ,λ′
Λ,Λ′,j = 2 respectively. The subsection 5.4.2 is though a little
more ambitious since it introduces the setup that will be used in subsections 5.6
and 5.7.
5.4.1. Proof of proposition 5.8 in the case Rλ,λ
′
Λ,Λ′,j = 2. The exterior sets E− and
E+ (see def. 5.16) are different if eλ,λ
′,−
Λ,Λ′,j 6= ∞ and eλ,λ
′,+
Λ,Λ′,j 6=∞. Thus the cardinal
of the set Exλ,λ
′
Λ,Λ′,j coincides with the cardinal of {eλ,λ
′,−
Λ,Λ′,j , e
λ,λ′,+
Λ,Λ′,j } \ {∞}.
Denote ψ = ψX
HλΛ,j ,Lj
, ℵ = ℵΛ,λ and Γx = Γ(ℵΛ,λX,T ǫ,jiX (x), T0). Suppose that
ℜ(X) points towards B(0, δ)×B(0, ǫ) at T ǫ,jiX (0) without lack of generality.
Suppose that eλ,λ
′,+
Λ,Λ′,j 6=∞. We have
Eβ = E+ = {(x, t) ∈ B(0, δ)× C : η+ ≥ |t| ≥ ρ+|x|}.
We define
E ′+ = {(x, t) ∈ B(0, δ)× C : η+ ≥ |t| ≥ (2− 1/4)ρ+|x|}.
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The construction of multi-transversal flows implies that ℜ(ℵΛ,λX) ≡ ℜ(ℵΛ′,λ′X)
in E ′+ ∩ {x ∈ (0, δ)Iλ,λ
′
Λ,Λ′}. Given k ∈ {1, 2} we consider the continuous section
τk,+ : (0, δ)I
λ,λ′
Λ,Λ′ → E+ defined by
τk,+(x) = Γx[0,∞) ∩ {|t| = (2− k/16)|x|}.
We can define τ1,− and τ2,− by replacing Γx[0,∞) with Γx(−∞, 0] if eλ,λ
′,−
Λ,Λ′,j 6=∞.
Figure 8. Case Rλ,λ
′
Λ,Λ′,j = 2
We claim that Hλ,λ
′
Λ,Λ′,j(r, λ˜) ∩ {|t| = (2− k/16)|x|} adheres to the point τk,+(0, λ0)
when (r, λ˜) → (0, λ0) for k ∈ {1, 2}. Let us study the properties of τ1,+ and τ2,+.
Those of τ1,− and τ2,− are analogous. By applying several times prop. 4.2 we
obtain that τ1,+ and τ2,+ are asymptotically continuous. The points τ1,+(0, λ˜) and
τ2,+(0, λ˜) belong to the same element γλ˜ of Tr←∞(ℵE+Xβ(λ˜)) for any λ˜ ∈ Iλ,λ
′
Λ,Λ′
(see def. 3.3). Consider the tangent section T ǫ,j
′
iX (x) containing the other point in
T ǫiX(x) ∩HλΛ,j . Then we can replace j with j′ to obtain asymptotically continuous
sections τ ′1,+(r, λ˜) and τ
′
2,+(r, λ˜). Corollary 4.1 implies τ
′
k,+(0, λ˜) = τk,+(0, λ˜) for
all λ˜ ∈ Iλ,λ′Λ,Λ′ and k ∈ {1, 2}. Thus Hλ,λ
′
Λ,Λ′,j(r, λ˜) ∩ {|t| = (2 − k/16)|x|} adheres to
the point τk,+(0, λ0) when (r, λ˜)→ (0, λ0).
We define
Γk,x = Γ(X, τk,+(x), HλΛ,j) for k ∈ {1, 2} and x ∈ (0, δ)Iλ,λ
′
Λ,Λ′ .
The vector field ℜ(Xβ(λ0)) is transversal to γλ0 at τ1,+(0, λ0) and τ2,+(0, λ0). Hence
Γk,r,λ˜ tends to τk,+(0, λ0) when (r, λ˜) → (0, λ0) for all λ0 ∈ Iλ,λ
′
Λ,Λ′ and k ∈ {1, 2}.
Hence the trajectories Γ1,x and Γ2,x are contained in E ′+\E˜+ and then inHλΛ,j∩Hλ
′
Λ′,j
for any x ∈ (0, δ)Iλ,λ′Λ,Λ′ . Given k ∈ {1, 2} we define
Hλ0j,k(x) = H
λ0
Λ,j(x) ∩ {Im(ψ) ∈ (Im[ψ(τk,−(x))], Im[ψ(τk,+(x))])}
MULTISUMMABILITY OF UNFOLDINGS 51
for λ0 ∈ {λ, λ′} and x ∈ (0, δ)Iλ,λ
′
Λ,Λ′ . We define Im(ψ ◦ τk,±) = ±∞ if eλ,λ
′,±
Λ,Λ′,j =∞.
The previous discussion implies Hλ,λ
′
Λ,Λ′,j ⊂ Hλj,k = Hλ
′
j,k ⊂ HλΛ,j∩Hλ
′
Λ′,j for k ∈ {1, 2}.
We want to study the sets Im(ψ˜ϕj,λ)(H
λ,λ′
Λ,Λ′,j(r, λ0)) for (r, λ0) ∈ [0, δ) × Iλ,λ
′
Λ,Λ′ .
Let ψβλ0 be a Fatou coordinate of Xβ(λ0) defined in the neighborhood of γλ0 . Given
k ∈ {1, 2}, l ∈ {+,−} consider the function Fk,l : (0, δ)× Iλ,λ
′
Λ,Λ′ → C defined by
Fk,l(r, λ˜) = |r|ι(El)ψ(τk,l(r, λ˜)).
It extends continuously to [0, δ)×Iλ,λ′Λ,Λ′ by cor. 4.2. Moreover Fk,+({0}×Iλ,λ
′
Λ,Λ′) ⊂ H
and Fk,−({0} × Iλ,λ
′
Λ,Λ′ ) ⊂ −H for k ∈ {1, 2}. We also have
(F2,+ − F1,+)(0, λ0) = ψβλ0(τ2,+(0, λ0))− ψ
β
λ0
(τ1,+(0, λ0)) ∈ ℵE+R+ ⊂ H
and (F1,− − F2,−)(0, λ0) ∈ H for any λ0 ∈ Iλ,λ
′
Λ,Λ′ . There exists ζ ∈ R+ such that
Im(F2,+ − F1,+)(0, λ0) ≥ 2ζ and Im(F1,− − F2,−)(0, λ0) ≥ 2ζ for any λ0 ∈ Iλ,λ
′
Λ,Λ′ .
Since Hλ,λ
′
Λ,Λ′,j(r, λ0) ⊂ Hλj,1(r, λ0) for any (r, λ0) ∈ [0, δ) × Iλ,λ
′
Λ,Λ′ and ψ˜
ϕ
j,λ − ψ is
bounded (prop. 5.6) we obtain
Im(ψ˜ϕj,λ)(H
λ,λ′
Λ,Λ′,j(r, λ0)) ⊂
(
Im(F1,−)(0, λ0)− ζ/2
r
eλ,λ
′ ,−
Λ,Λ′ ,j
,
Im(F1,+)(0, λ0) + ζ/2
r
eλ,λ
′ ,+
Λ,Λ′,j
)
for all λ0 ∈ Iλ,λ
′
Λ,Λ′ and r ∈ [0, δ).
Consider the domain Bϕ(T
ǫ,j
iX (x)) enclosed by Γx and ϕ(Γx). We define
B2ϕ(T
ǫ,j
iX (x)) = Bϕ(T
ǫ,j
iX (x)) ∩Hλj,2(x)
for x ∈ (0, δ)Iλ,λ′Λ,Λ′ . The function ψϕj,λ,λ′ is then well-defined in
∪
(r,λ˜)∈[0,δ)×Iλ,λ′
Λ,Λ′
({rλ˜} × e2πiψ˜ϕj,λ [B2ϕ(T ǫ,jiX (x))])
since Bϕ(T
ǫ,j
iX (x)) \ ϕ(Γx) is a fundamental domain of ϕ|HλΛ,j(x). Moreover we have
e2πiψ˜
ϕ
j,λ(B2ϕ(T
ǫ,j
iX (r, λ˜)) ⊃ S1e−2πz
(
Im(F2,−)(0, λ˜) + ζ/2
r
eλ,λ
′ ,−
Λ,Λ′ ,j
,
Im(F2,+)(0, λ˜)− ζ/2
r
eλ,λ
′,+
Λ,Λ′,j
)
for all λ˜ ∈ Iλ,λ′Λ,Λ′ and r ∈ (0, δ). It remains to show that ψϕj,λ,λ′ is well-defined
in (x, e2πiψ˜
ϕ
j,λ)(Hλ,λ
′
Λ,Λ′,j). More precisely, given Q = (x0, y0) ∈ Hλ,λ
′
Λ,Λ′,j there exist
Q0 ∈ Bϕ(T ǫ,jiX (x0)) and k ≥ 0 such that Q0, . . . , ϕk(Q0) ∈ HλΛ,j and Q = ϕk(Q0). It
suffices to prove that {Q0, . . . , ϕk(Q0)} is contained in Hλ′Λ′,j and Q0 ∈ B2ϕ(T ǫ,jiX (x0))
since then ψ˜ϕj,Λ,λ − ψ˜ϕj,Λ′,λ′ is constant along orbits of ϕ.
We have |ψ˜ϕj,λ − ψ| ≤M in HλΛ,j for some M > 0 by prop. 5.6. Thus we obtain
|ψ ◦ ϕl(Q0)− (ψ(Q0) + l)| ≤ 2M for any 0 ≤ l ≤ k. Since Q ∈ Hλj,1(x0) and
lim
x∈(0,δ)Iλ,λ′
Λ,Λ′
, x→0
Im(ψ(τ2,±(x))) − Im(ψ(τ1,±(x))) = ±∞
for eλ,λ
′,±
Λ,Λ′,j 6=∞ we deduce that Q0, . . . , ϕk(Q0) ∈ Hλj,2 ⊂ HλΛ,j ∩Hλ
′
Λ′,j .
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5.4.2. Case Rλ,λ
′
Λ,Λ′,j = 1. First we introduce the setup that we use for R
λ,λ′
Λ,Λ′,j = 1.
Then we discuss the topological properties that allow to adapt the proof for the
case Rλ,λ
′
Λ,Λ′,j = 2 to the new setting. Such properties are key to prove the results in
subsections 5.6 and 5.7.
Step 1. Let us introduce some definitions. If Exλ,λ
′
Λ,Λ′,j = ∅ we have HλΛ,j = Hλ
′
Λ′,j
and ψ˜ϕj,λ ≡ ψ˜ϕj,λ′ . Otherwise we denote E = E+ = E− and eλ,λ
′
Λ,Λ′,j = e
λ,λ′,+
Λ,Λ′,j = e
λ,λ′,−
Λ,Λ′,j
(see def. 5.16). Denote ℵ = ℵΛ,λ. We have
Eβ = E = {(x, t) ∈ B(0, δ)× C : η ≥ |t| ≥ ρ|x|}.
Denote C = Cβ. We define
E ′ = {(x, t) ∈ B(0, δ)× C : η ≥ |t| > (2− 1/4)ρ|x|}.
We define ρ0 = 2ρ, ρ4 = (2 − 1/4)ρ, Hλ,λ′j,0 = Hλ,λ
′
Λ,Λ′,j and
Hλ,λ
′
j,4 = [(H
λ
Λ,j)
Lj ∩ (E ′ ∪ ∪B∈Enλ,λ′
Λ,Λ′,j
B)] ∩ {x ∈ [0, δ)Iλ,λ′Λ,Λ′}.
We have Hλ,λ
′
Λ,Λ′,j ⊂ Hλ,λ
′
j,4 ⊂ HλΛ,j ∩Hλ
′
Λ′,j . Denote Γx = Γ(ℵΛ,λX,T ǫ,jiX (x), T0). Let
x ∈ (0, δ)Iλ,λ′Λ,Λ′ . The boundary of Hλ,λ
′
j,k (x) is composed of a piece of trajectory
Γx[s
−
k (x), s
+
k (x)] of Γx and a closed arc arck(x) ⊂ {|t| = ρk|x|} for k ∈ {0, 4}.
The section τ lk(r, λ˜) = Γx(s
l
k(r, λ˜)) is asymptotically continuous in [0, δ) × Iλ,λ
′
Λ,Λ′
for k ∈ {0, 4} and l ∈ {−,+}. Moreover τ−0 (0, λ0) and τ−4 (0, λ0) belong to an
element γ−,λ0 of Tr→∞(ℵEXβ(λ0)) whereas τ+0 (0, λ0) and τ+4 (0, λ0) belong to an
element γ+,λ0 of Tr←∞(ℵEXβ(λ0)) for any λ0 ∈ Iλ,λ
′
Λ,Λ′ . The functions arc0(r, λ˜)
and arc4(r, λ˜) defined in (0, δ)× Iλ,λ
′
Λ,Λ′ admit a continuous extension to [0, δ)× Iλ,λ
′
Λ,Λ′
(we are considering the Hausdorff topology for compact sets). The extrema of
arck(0, λ0) are the points τ
−
k (0, λ0) and τ
+
k (0, λ0). We define
γk+,λ0 = γ+,λ0 ∩ (C \B(0, ρk)) and γk−,λ0 = γ−,λ0 ∩ (C \B(0, ρk)).
Let H˜λ,λ
′
j,k (0, λ0) be the connected component of C \ [γk+,λ0 ∪ γk−,λ0 ∪ arck(0, λ0)]
not containing 0. We denote ψCλ0 the Fatou coordinate of Xβ(λ0) defined in the
neighborhood of H˜λ,λ
′
j,k (0, λ0) such that ψ
C
λ0
(∞) = 0. Denote ψ = ψX
HλΛ,j ,Lj
.
Step 2. We present the main properties of the sets Hλ,λ
′
j,0 and H
λ,λ′
j,k . Our goal
is showing that the qualitative shape of Hλ,λ
′
Λ,Λ′,j is as in figure (9). Suppose that
ℜ(X) points towards B(0, δ)×B(0, ǫ) at T ǫ,jiX (0) without lack of generality.
Lemma 5.7. Let X ∈ Xtp1(C2, 0). Consider Λ,Λ′ ∈ M, λ, λ′ ∈ S1 and j ∈
Z/(2ν(E0)Z). Assume Rλ,λ
′
Λ,Λ′,j = 1. Then H
λ,λ′
j,k (x) is ℜ(X)-convex for all k ∈ {0, 4}
and x ∈ [0, δ)Iλ,λ′Λ,Λ′ .
Proof. If Exλ,λ
′
Λ,Λ′,j = ∅ or x = 0 the vector field ℜ(X) is transversal and then almost
transversal to ∂Hλ,λ
′
j,k (x)\SingX . Thus we can suppose Exλ,λ
′
Λ,Λ′,j 6= ∅ and x 6= 0 by
lemma 5.5. Suppose that ℜ(X) points towards B(0, δ)×B(0, ǫ) at T ǫ,jiX (0) without
lack of generality.
The vector field ℜ(X) is transversal to ∂Hλ,λ′j,k (x)\({τ+k (x), τ−k (x)}∪TCρ
k
X (x)) for
k ∈ {0, 4} and x ∈ (0, δ)Iλ,λ′Λ,Λ′ . Moreover ℜ(X) is almost transversal to ∂Hλ,λ
′
j,k (x) at
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Figure 9. Case Rλ,λ
′
Λ,Λ′,j = 1
the points in TCρkX (x) since they are convex. The curve Γx is transversal to the set
{|t| = ρk|x|} at τ+k (x) and τ−k (x) for k ∈ {0, 4} and x ∈ (0, δ)Iλ,λ
′
Λ,Λ′ since the points
of TCρkℵΛ,λX(x) are convex (lemma 4.2). Moreover the curve ψ(arck(x) \ τ±k (x)) is
to the right of ψ(Γx) in the neighborhood of ψ(τ
±
k (x)). Thus a neighborhood of
ψ(τ±k (x)) in ψ(H
λ,λ′
j,k (x)) does not contain points to the left of ψ(Γx). The point
ψ(exp(sX)(τ±k (x))) is to the left of ψ(Γx) and then exp(sX)(τ
±
k (x)) 6∈ Hλ,λ
′
j,k (x)
for any s < 0 in a neighborhood of 0. Therefore ℜ(X) is almost transversal to
∂Hλ,λ
′
j,k (x) at both τ
+
k (x) and τ
−
k (x) for all k ∈ {0, 4} and x ∈ (0, δ)Iλ,λ
′
Λ,Λ′ . We
obtain that ℜ(X) is almost transversal to ∂Hλ,λ′j,k (x) at any of its points. Lemma
5.5 implies that Hλ,λ
′
j,k (x) is ℜ(X)-convex for all k ∈ {0, 4} and x ∈ (0, δ)Iλ,λ
′
Λ,Λ′ . 
The setHλ,λ
′
j,k (x) does not contain pieces of trajectories ofRe(X) for all k ∈ {0, 4}
and x ∈ (0, δ)Iλ,λ′Λ,Λ′ . Hence the maximum (resp. the minimum) of Im(ψ) in Hλ,λ
′
j,k (x)
is attained at a unique point Pk,max(x) (resp. Pk,min(x)) by corollary 5.2. Since Γx
is transversal to ℜ(X) the points Pk,max(x) and Pk,min(x) belong to {|t| = ρk|x|}.
The points in TCρkX (x) are convex and then they can not be accessed by trajectories
of ℜ(X) lying outside {|t| ≤ ρk|x|}. We deduce that
Hλ,λ
′
j,k (x) ∩ TCρ
k
X (x) ⊂ {Pk,min(x), Pk,max(x)} ∀k ∈ {0, 4} ∀x ∈ (0, δ)Iλ,λ
′
Λ,Λ′ .
We proceed in an analogous way with ℜ(Xβ(λ0)) and H˜λ,λ
′
j,k (0, λ0) for λ0 ∈ Iλ,λ
′
Λ,Λ′ .
There exists a unique point Pk,max(0, λ0) (resp. Pk,max(0, λ0)) where is attained
the maximum (resp. the minimum) of Im(ψCλ0) in H˜
λ,λ′
j,k (0, λ0). We obtain
{Pk,min(0, λ0), Pk,max(0, λ0)} ⊂ ∂B(0, ρk).
Moreover ℜ(Xβ(λ0)) is transversal to arck(0, λ0) except maybe at Pk,min(0, λ0) and
Pk,max(0, λ0). The sections Pk,min and Pk,max are asymptotically continuous. Given
54 JAVIER RIBO´N
k ∈ {0, 4} and l ∈ {min,max} we define the functions
Fk,l(r, λ0) = Im(|r|ι(E)ψ(Pk,l(r, λ0)))
for (r, λ0) ∈ (0, δ)×Iλ,λ
′
Λ,Λ′ . Moreover they extend continuously to [0, δ)×Iλ,λ
′
Λ,Λ′ (prop.
4.2) by defining
Fk,min(0, λ0) = Im(ψ
C
λ0(Pk,min(0, λ0))) and Fk,max(0, λ0) = Im(ψ
C
λ0(Pk,max(0, λ0)))
for k ∈ {0, 4} and λ0 ∈ Iλ,λ
′
Λ,Λ′ . We have
F4,max(0, λ0) > F0,max(0, λ0) ≥ Im(ψCλ0(τ+0 (0, λ0))) > 0
for any λ0 ∈ Iλ,λ
′
Λ,Λ′ . The last inequality is a consequence of prop. 4.2. Analogously
we obtain
F4,min(0, λ0) < F0,min(0, λ0) ≤ Im(ψCλ0(τ−0 (0, λ0))) < 0
for any λ0 ∈ Iλ,λ
′
Λ,Λ′ . There exists ζ ∈ R+ such that
(F4,max − F0,max)(0, λ0) ≥ 2ζ ≤ (F0,min − F4,min)(0, λ0) ∀λ0 ∈ Iλ,λ
′
Λ,Λ′ .
We define ζ1 = 7ζ/4, ζ2 = ζ/4, ζ3 = ζ/8 and
Hλ,λ
′
j,k (r, λ0) = H
λ,λ′
j,4 (r, λ0)∩
{
Im(ψ) ∈
(
F4,min(0, λ0) + ζk
r
eλ,λ
′
Λ,Λ′,j
,
F4,max(0, λ0)− ζk
r
eλ,λ
′
Λ,Λ′ ,j
)}
for (r, λ0) ∈ (0, δ)× Iλ,λ
′
Λ,Λ′ and k ∈ {1, 2, 3}. We have
Hλ,λ
′
Λ,Λ′,j = H
λ,λ′
j,0 ⊂ Hλ,λ
′
j,1 ⊂ Hλ,λ
′
j,2 ⊂ Hλ,λ
′
j,3 ⊂ Hλ,λ
′
j,4 ⊂ HλΛ,j ∩Hλ
′
Λ′,j .
Let x ∈ (0, δ)Iλ,λ′Λ,Λ′ . The set Hλ,λ
′
j,3 (x) ∩ ∂Hλ,λ
′
j,4 (x) is a union of two curves, namely
a curve ̟x containing T
ǫ,j
iX (x) a curve ̟
′
x contained in arc4(x).
There exists θ′ > 0 such that the angle between ℜ(Xβ(λ0)) and arc4(0, λ0) at Q
is greater than θ′ ∈ R+ for any λ0 ∈ Iλ,λ
′
Λ,Λ′ and any Q ∈ arc4(0, λ0) such that
Im(ψCλ0(Q))) ∈ [F4,min(0, λ0) + ζ/8, F4,max(0, λ0)− ζ/8].
Thus the angle between ℜ(X) and arc4(x) at Q is greater than θ′ for any x in
(0, δ)Iλ,λ
′
Λ,Λ′ and any Q ∈ arc4(x) ∩ (̟x ∪ ̟′x). The angle between ℜ(X) and Γx
at any point Q ∈ Γx is bounded by below by a positive constant not depending
on x ∈ (0, δ)Iλ,λ′Λ,Λ′ or Q. Thus the angle between ℜ(X) and ̟x ∪̟′x at any of its
points is greater than θ′′ ∈ R+ for any x ∈ (0, δ)Iλ,λ′Λ,Λ′ . Analogously as in Step 3 of
subsection 5.2 we can prove that ϕ(̟x) ∪ ϕ−1(̟′x) is transversal to ℜ(X) at any
of its points for any x ∈ (0, δ)Iλ,λ′Λ,Λ′ .
Step 3. Let x ∈ (0, δ)Iλ,λ′Λ,Λ′ . Let B2ϕ(T ǫ,jiX (x)) be the closure of the bounded
connected component of the complementary of ̟x ∪ϕ(̟x)∪ (∂Hλ,λ
′
j,2 (x) \̟′x). As
in subsection 5.4.1 we obtain that given Q ∈ Hλ,λ′j,1 (x) there exist Q0 ∈ B2ϕ(T ǫ,jiX (x))
and k ≥ 0 such that Q0, . . . , ϕk(Q0) ∈ Hλ,λ
′
j,2 and Q = ϕ
k(Q0). We can proceed as
in subsection 5.4.1 to prove prop. 5.8.
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5.5. Flatness properties of Fatou coordinates. Let ϕ ∈ Diff tp1(C2, 0). Let
Υ = exp(X) be a 2-convergent normal form. Consider Λ = (λ1, . . . , λq˜) ∈ M and
the dynamical splitting ̥Λ in remark 4.11.
We want to prove that ψ˜ϕj,Λ,λ − ψ˜ϕj,Λ′,λ′ is exponentially small and then flat up
to an additive function of x. We use two ingredients, namely the boundness of
ψ˜ϕj,Λ,λ − ψXHλΛ,j ,Lj (subsection 5.2) and the study of the shape of H
λ,λ′
Λ,Λ′,j provided
by prop. 5.8. Flatness is the key property to prove multi-summability of Fatou
coordinates of elements of Diff p1(C
2, 0).
Definition 5.19. Let λ ∈ S1 and j ∈ D(ϕ). Denote (0, y0) = T ǫ,jiX (0). We define
ψ¨ϕj,Λ,λ(x, y) = ψ˜
ϕ
j,Λ,λ(x, y)− ψ˜ϕj,Λ,λ(x, y0) for (x, y) ∈ HλΛ,j .
The function ψ¨ϕj,Λ,λ is a Fatou coordinate of ϕ in H
λ
Λ,j such that ψ¨
ϕ
j,Λ,λ(x, y0) ≡ 0.
We denote ψ¨ϕj,λ = ψ¨
ϕ
j,Λ,λ if Λ is implicit.
Let us remark that the Fatou coordinate ψ˜ϕj,λ can be extended to a neighborhood
of ([0, δ)IλΛ)× {y0} by using the equation ψ˜ϕj,λ ◦ ϕ ≡ ψ˜ϕj,λ + 1.
We have the normalizing conditions
ψ¨ϕj,λ(x, y0) ≡ 0 and (ψ˜ϕj,λ − ψXHλΛ,j ,Lj )(ω
ℵΛ,λX(HλΛ,j(x))) ≡ 0.
The latter one is not a good choice to compare ψ˜ϕj,λ and ψ˜
ϕ
j,λ′ since for example we
could have ωℵΛ,λX(HλΛ,j(x))) 6= ωℵΛ′,λ′X(Hλ
′
Λ′,j(x))) for any x ∈ (0, δ)Iλ,λ
′
Λ,Λ′ .
In the next proposition we denote e−K/|x|
∞ ≡ 0 by convention.
Proposition 5.9. Let ϕ ∈ Diff tp1(C2, 0) with 2-convergent normal form exp(X).
Let Λ,Λ′ ∈ M. Consider λ, λ′ ∈ S1 and j ∈ D(ϕ). Then there exists K ∈ R+ such
that
|ψ¨ϕj,Λ,λ − ψ¨ϕj,Λ′,λ′ |(x, y) ≤
e−K/|x|
e
λ,λ′,−
Λ,Λ′,j
2
+
e−K/|x|
e
λ,λ′,+
Λ,Λ′,j
2
≤ e−K/|x|
e˜
d
λ,λ′
Λ,Λ′
+1
for any (x, y) ∈ Hλ,λ′Λ,Λ′,j.
Proof. The functions ψ˜ϕj,λ − ψXHλΛ,j ,Lj and ψ˜
ϕ
j,λ′ − ψXHλ′
Λ′,j
,Lj
are bounded by prop.
5.6. Thus there exists M ∈ R+ such that |ψϕj,λ,λ′ | ≤M in
∪
(r,λ˜)∈[0,δ)×Iλ,λ′
Λ,Λ′
({rλ˜} × [B(0, κ˜−(r, λ˜)) \B(0, κ˜+(r, λ˜))]),
see prop. 5.8. We obtain
ψϕj,λ,λ′ (x, z) = a0(x) +
∑
k∈N
ak(x)z
k +
∑
k∈N
a−k(x)
zk
by considering the Laurent series of ψϕj,λ,λ′ . We have
ak(x) =
1
2πi
∫
|z|=κ˜−(x)
ψϕj,λ,λ′ (x, z)
zk+1
dz =⇒ |ak(x)| ≤ M
κ˜−(x)k
for all k ∈ N and x ∈ (0, δ)Iλ,λ′Λ,Λ′ . Analogously we deduce
a−k(x) =
1
2πi
∫
|z|=κ˜+(x)
ψϕj,λ,λ′(x, z)z
k−1dz =⇒ |ak(x)| ≤Mκ˜+(x)k
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for all k ∈ N and x ∈ (0, δ)Iλ,λ′Λ,Λ′ . We get
|ψ˜ϕj,λ(x, y)− ψ˜ϕj,λ′(x, y)− a0(x)| ≤M
∑
k∈N
(
κ−(x)
κ˜−(x)
)k
+M
∑
k∈N
(
κ˜+(x)
κ+(x)
)k
in Hλ,λ
′
Λ,Λ′,j . By plugging the values of κ−, κ˜−, κ+ and κ˜+ in the previous equation
we obtain
|ψ˜ϕj,λ(x, y)− ψ˜ϕj,λ′ (x, y)− a0(x)| ≤M
∑
k∈N
e−kζ/|x|
e
λ,λ′,−
Λ,Λ′,j
+M
∑
k∈N
e−kζ/|x|
e
λ,λ′,+
Λ,Λ′,j
and then
|ψ˜ϕj,λ(x, y)− ψ˜ϕj,λ′(x, y)− a0(x)| ≤ 2M(e−ζ/|x|
e
λ,λ′,−
Λ,Λ′,j
+ e−ζ/|x|
e
λ,λ′,+
Λ,Λ′,j
)
in Hλ,λ
′
Λ,Λ′,j . Denote (0, y0) = T
ǫ,j
iX (0) and b0(x) = a0(x) − ψ˜ϕj,λ(x, y0) + ψ˜ϕj,λ′(x, y0).
We have
|ψ¨ϕj,λ(x, y)− ψ¨ϕj,λ′(x, y)− b0(x)| ≤ 2M(e−ζ/|x|
e
λ,λ′,−
Λ,Λ′,j
+ e−ζ/|x|
e
λ,λ′,+
Λ,Λ′,j
)
in Hλ,λ
′
Λ,Λ′,j. We obtain
|b0(x)| ≤ 2M(e−ζ/|x|
e
λ,λ′,−
Λ,Λ′,j
+ e−ζ/|x|
e
λ,λ′,+
Λ,Λ′,j
)
for any x ∈ (0, δ)Iλ,λ′Λ,Λ′ by evaluating at (x, y0). This property implies
|ψ¨ϕj,λ(x, y)− ψ¨ϕj,λ′(x, y)| ≤ 4M(e−ζ/|x|
e
λ,λ′,−
Λ,Λ′,j
+ e−ζ/|x|
e
λ,λ′,+
Λ,Λ′,j
)
for any (x, y) ∈ Hλ,λ′Λ,Λ′,j. It suffices to consider K ∈ R+ such that K < ζ. 
5.6. Extending Fatou coordinates. Let ϕ ∈ Diff tp1(C2, 0). Let Υ = exp(X) be
a k-convergent normal form. Consider Λ,Λ′ ∈ M. Let λ, λ′ ∈ S1 and j ∈ D(ϕ).
The goal of this subsection is extending ψ¨ϕj,Λ,λ and ψ¨
ϕ
j,Λ,λ − ψ¨ϕj,Λ′,λ′ to domains
slightly bigger than HλΛ,j and H
λ,λ′
Λ,Λ′,j , namely H
ǫ,ρ,λ
j,θ and H
ǫ,ρ,λ,λ′
j,θ respectively. We
intend to use such an extension to deduce properties of quasi-analytic type for the
infinitesimal generator of ϕ.
Step 1. Fix θ ∈ (0, π/2]. We define the set Hǫ,ρj,θ where ψ¨ϕj,λ can be extended.
Suppose without lack of generality that ℜ(X) points towards B(0, δ) × B(0, ǫ)
at T ǫ,jiX (0). There exists a unique section T
ǫ,+
X of T
ǫ
X such that T
ǫ,+
X (x) is in the
arc in {x} × ∂B(0, ǫ) going from T ǫ,j−1iX (x) to T ǫ,jiX (x) in counter clockwise sense
for any x ∈ B(0, δ) (see def. 4.29). Analogously we can define the section T ǫ,−X
of T ǫX contained in the arc going from T
ǫ,j
iX to T
ǫ,j+1
iX in counter clockwise sense.
The exterior set E0 is of the form {ρ0|x| ≤ |y| ≤ ǫ}. Given ρ ≥ 2ρ0 we denote
Eρ0 = {ρ|x| ≤ |y| ≤ ǫ}. We define
Γǫ,ρx,j,0 = Γ(iX, T
ǫ,j
iX (x), Eρ0 ), Γǫ,ρx,j,− = Γ(X,T ǫ,−X (x), Eρ0 ), Γǫ,ρx,j,+ = Γ(X,T ǫ,+X (x), Eρ0 ).
We defineHǫ,ρj,s (x0) as the bounded component of {(x0, y) ∈ C2 : |y| > ρ|x0|}\Γǫ,ρx0,j,s
for x0 ∈ B(0, δ) and s ∈ {0,+,−}.
The sets Γǫ,ρ0,j,0 ∩ Γǫ,ρ0,j,+ and Γǫ,ρ0,j,0 ∩ Γǫ,ρ0,j,− are singletons. Indeed we have
Γǫ,ρ0,j,0 ∩ Γǫ,ρ0,j,+ = {Γǫ,ρ0,j,0(h+)} and Γǫ,ρ0,j,0 ∩ Γǫ,ρ0,j,− = {Γǫ,ρ0,j,0(−h−)}
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Figure 10. Picture of Hǫ,ρj,θ in the ψ
X
Lj
coordinate on the right
for some h−, h+ ∈ R+. Consider M0 > max(h−, h+). Hence the point Γǫ,ρ0,j,0(−M0)
belongs to Hǫ,ρj,−(0) whereas Γ
ǫ,ρ
0,j,0(M0) belongs to H
ǫ,ρ
j,+(0). We obtain
Γǫ,ρx,j,0(−M0) ∈ Hǫ,ρj,−(x) and Γǫ,ρx,j,0(M0) ∈ Hǫ,ρj,+(x) ∀x ∈ B(0, δ).
By applying prop. 4.1 to X and −iX we obtain that there exists θ0 ∈ R+ such
that
Hǫ,2ρ0j,0 (x) ∪Hǫ,2ρ0j,+ (x) ∪Hǫ,2ρ0j,− (x) ⊂ {x} × (0, ǫ)ei[−θ0,θ0]
for any x ∈ B(0, δ). We extend ψXLj to Hǫ,2ρ0j,0 ∪Hǫ,2ρ0j,+ ∪Hǫ,2ρ0j,− by analytic contin-
uation. We can apply prop. 4.4 to X and −iX to obtain
(20)
1
C6|y|ν(E0) ≤ |ψ
X
Lj | ≤
C6
|y|ν(E0) in H
ǫ,2ρ0
j,0 ∪Hǫ,2ρ0j,+ ∪Hǫ,2ρ0j,−
for some C6 ≥ 1. Moreover ∆ϕ = O(yk(ν(E0)+1)) implies that there exists K2 ∈ R+
such that
(21) |∆ϕ(x, y)| ≤ K2
(1 + |ψXLj (x, y)|)
k(ν(E0)+1)
ν(E0)
∀(x, y) ∈ Hǫ,2ρ0j,0 ∪Hǫ,2ρ0j,+ ∪Hǫ,2ρ0j,− .
Consider d0 ∈ R+ such that
(22)
K2
dk0
< min
(
sin(θ)
2
,
tan(θ)
16 supR |̺|
)
where ̺ is the function defined in Step 1 of subsection 5.2. Consider M ≥ M0
such that Im(ψXLj (Γ
ǫ,ρ
x,j,0(−M))) < −d0 and Im(ψXLj (Γǫ,ρx,j,0(M))) > d0 for any x ∈
B(0, δ). We define
Γǫ,ρx,j,θ,± = Γ(−ei∓θX,Γǫ,ρx,j,0(±M), Eρ0 )(I(Γǫ,ρx,j,θ,±))
where I(Γǫ,ρx,j,θ,±) = I(−ei∓θX,Γǫ,ρx,j,0(±M), Eρ0 ) ∩ (R+ ∪ {0}) and
Γǫ,ρx,j,θ = Γ
ǫ,ρ
x,j,0[−M,M ] ∪ Γǫ,ρx,j,θ,+ ∪ Γǫ,ρx,j,θ,−, P ǫ,ρx,j,θ,± = Γǫ,ρx,j,θ,±(sup I(Γǫ,ρx,j,θ,±)).
The vector field ℜ(−e−iθX) is transversal to Γǫ,ρx,j,+ and points towards Hǫ,ρj,+ at
T ǫ,+X (x) for any x ∈ B(0, δ). Therefore P ǫ,ρx,j,θ,+ belongs to {|y| = ρ|x|}. Analogously
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ℜ(−eiθX) is transversal to Γǫ,ρx,j,− and points towards Hǫ,ρj,− at T ǫ,−X (x) for any x ∈
B(0, δ). Thus P ǫ,ρx,j,θ,− belongs to {|y| = ρ|x|}.
Definition 5.20. We define Hǫ,ρj,θ (x0) as the bounded component of
{(x0, y) ∈ C2 : |y| > ρ|x0|} \ Γǫ,ρx0,j,θ
for x0 ∈ B(0, δ). We have Hǫ,ρj,π/2(x) ⊂ Hǫ,ρj,θ (x) for any choice of ρ ≥ 2ρ0, θ ∈
(0, π/2] and x ∈ B(0, δ). We denote H˜ǫ,ρj,θ (x0) = Hǫ,ρj,θ (x0) for x0 6= 0.
Definition 5.21. We define
Hǫ,ρ,λj,θ = H
λ
Λ,j ∪ ∪x∈[0,δ)IλΛH
ǫ,ρ
j,θ (x), H
ǫ,ρ,λ,λ′
j,θ = H
λ,λ′
Λ,Λ′,j ∪ ∪x∈[0,δ)Iλ,λ′
Λ,Λ′
Hǫ,ρj,θ (x).
Step 2. The extension of Fatou coordinates is going to be obtained through
iteration. In order to obtain similar asymptotic behavior as in subsection 5.2 we
use lemma 5.2. Next result assures that the hypotheses of lemma 5.2 are satisfied.
Lemma 5.8. Let ϕ ∈ Diff tp1(C2, 0). Let Υ = exp(X) be a k-convergent normal
form. Let j ∈ D(ϕ) and θ ∈ (0, π/2]. Consider ρ ≥ 2ρ0 and θ1 ∈ [−θ, θ]. Then
Hǫ,ρj,θ (x) is ℜ(eiθ1X)-convex for any x ∈ B(0, δ). In particular ψXLj (Hǫ,ρj,θ (x)) is
contained in the set ψXLj (T
ǫ,j
iX (x)) +Wθ,M (see def. 5.3).
Proof. The result is straightforward if x = 0. Suppose x 6= 0. Suppose without
lack of generality that j ∈ D1(ϕ) (see def. 5.17). Denote C = C0. The vector
field ℜ(eiθ1X) is transversal to ∂Hǫ,ρj,θ (x) \ (Γǫ,ρx,j,θ ∪TCρeiθ1X(x)) for any θ1 ∈ [−θ, θ].
Moreover ℜ(eiθ1X) is almost transversal to ∂Hǫ,ρj,θ (x) at the set of convex points
TCρ
eiθ1X
(x) for any θ1 ∈ [−θ, θ].
The function Im(ψXLj ) is injective in Γ
ǫ,ρ
x,j,θ by construction. Since ℜ(eiθ1X) is
transversal to Γǫ,ρx,j,0[−M,M ], Γǫ,ρx,j,θ,+ and Γǫ,ρx,j,θ,− at any of their points we deduce
that Im(ψXLje
−iθ1) is injective in Γǫ,ρx,j,θ for any θ1 ∈ (−θ, θ). As a consequence given
θ1 ∈ (−θ, θ) the vector field ℜ(eiθ1X) is almost transversal to Γǫ,ρx,j,θ at any point
in Γǫ,ρx,j,θ,− \ {P ǫ,ρx,j,θ,+, P ǫ,ρx,j,θ,−}. Moreover in the neighborhood of P ǫ,ρx,j,θ,± the curve
ψXLj(∂H
ǫ,ρ
j,θ (x) \ Γǫ,ρx,j,θ) is to the right of ψXLj (Γǫ,ρx,j,θ). Analogously as in subsection
5.4.2 we obtain that ℜ(eiθ1X) is almost transversal to ∂Hǫ,ρj,θ (x) at both P ǫ,ρx,j,θ,− and
P ǫ,ρx,j,θ,+ for any θ1 ∈ (−θ, θ). Lemma 5.5 implies that Hǫ,ρj,θ (x) is ℜ(eiθ1X)-convex
for any θ1 ∈ (−θ, θ).
Let us consider the flow ℜ(eiθX). The proof for ℜ(e−iθX) is analogous. We can
proceed as in the previous paragraphs to obtain that ℜ(eiθX) is almost transversal
to ∂Hǫ,ρj,θ (x) at any point outside of Γ
ǫ,ρ
x,j,θ,−. The analysis of the properties of P
ǫ,ρ
x,j,θ,−
also implies exp(seiθX)(P ǫ,ρx,j,θ,−) 6∈ Hǫ,ρj,θ (x) for any s < 0 in a neighborhood of 0.
Given Q ∈ Hǫ,ρj,θ (x) we denote ΓQ = Γ(eiθX,Q,Hǫ,ρj,θ ) and (s−, s+) = I(ΓQ).
Clearly ΓQ(s+) ∈ ∂Hǫ,ρj,θ (x)\Γǫ,ρx,j,θ,−, thus ℜ(eiθX) is almost transversal to ∂Hǫ,ρj,θ (x)
at ΓQ(s+). Analogously if ΓQ(s−) 6∈ Γǫ,ρx,j,θ,− the vector field ℜ(eiθX) is almost
transversal to ∂Hǫ,ρj,θ (x) at ΓQ(s−). Otherwise we obtain ΓQ(s−) = Γ
ǫ,ρ
x,j,0(−M).
We deduce
I(Γ(eiθX,Q,Hǫ,ρj,θ )) = [s− − sup I(Γǫ,ρx,j,θ,−), s+]
and then
(s−, s+) = {s ∈ I(Γ(eiθX,Q,Hǫ,ρj,θ )) : Γ(eiθX,Q,Hǫ,ρj,θ )(s) ∈ Hǫ,ρj,θ }.
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Lemma 5.5 implies that Hǫ,ρj,θ (x) is Re(e
iθX)-convex.
There exists s0 ∈ R+ such that exp(seiθ1X)(Q) ∈ Hǫ,ρj,θ (x) for all s ∈ (0, s0),
θ1 ∈ [−θ, θ] and Q ∈ Γǫ,ρx,j,0[−M,M ]. Since the set Hǫ,ρj,θ (x) is Re(eiθ1X)-convex for
θ1 ∈ [−θ, θ] we deduce that the sets ψXLj (Hǫ,ρj,θ (x)) and ψXLj (Q) + ei[−θ,θ](R− ∪ {0})
are disjoint for any Q ∈ Γǫ,ρx,j,0[−M,M ]. Therefore ψXLj (Hǫ,ρj,θ (x)) is contained in the
set ψXLj (T
ǫ,j
iX (x)) +Wθ,M (see def. 5.3). 
Figure 11. Picture of Hǫ,2ρ0j,θ,1 and B
1
ϕ,j in the ψ
X
Lj
coordinate
Step 3. In this step we define a subsetHǫ,2ρ0j,θ,1 ofH
ǫ,2ρ0
j,θ and sort of a fundamental
domain B1ϕ,j of ϕ|Hǫ,2ρ0j,θ,1 such that B
1
ϕ,j(x) ⊂ HλΛ,j(x) for x ∈ (0, δ)IλΛ and B1ϕ,j(x) ⊂
Hλ,λ
′
Λ,Λ′,j(x) for x ∈ (0, δ)Iλ,λ
′
Λ,Λ′ . Moreover we have H
ǫ,ρ
j,θ ⊂ Hǫ,2ρ0j,θ,1 for ρ >> 0. As a
consequence a Fatou coordinate of ϕ defined in B1ϕ,j can be extended to H
ǫ,ρ
j,θ (see
Step 4). In other words to define a Fatou coordinate of ϕ in Hǫ,ρj,θ we can restrict
ourselves to B1ϕ,j. This is a key property in next subsection’s results.
The fundamental domain B1ϕ,j(x) has different properties than B
2
ϕ(T
ǫ,j
iX (x)) (see
Step 3 of subsection 5.4). The former one tends to the origin when x→ 0 whereas
the latter one tends to B2ϕ(T
ǫ,j
iX (0)). This discrepancy is justified by the methods
that we use in subsection 5.7 to study the asymptotic developments of Lavaurs
vector fields.
More precisely, let exp(Yk) be a k-convergent normal form of ϕ. In subsection
5.7 we want to find Fatou coordinates ψϕj,λ,k of ϕ in H
ǫ,ρ
j,θ such that ψ
ϕ
j,λ,k satisfies
ψϕj,λ,k − ψLj ,k = O((y ◦ ϕ− y)ck)
where ψLj,k is a Fatou coordinate of Yk and limk→∞ ck =∞. We obtain ψϕj,λ,k in a
fundamental domain by using synthesis and solving a ∂ equation. Then we extend
the result by iteration. If the fundamental domain is B2ϕ(T
ǫ,j
iX (x)) then O(y ◦ϕ− y)
is a O(1) and such property does not improve by iteration. On the other hand the
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choice of B1ϕ,j turns out to be good since we have
sup
(x,y′)∈B1ϕ,j(x)
|y ◦ ϕ− y|(x, y′) = O((y ◦ ϕ− y)(x, y))
when x→ 0 in Hǫ,ρj,θ .
Let us explicit the construction. We define arcǫ,ρj,θ(x0) = ∂H
ǫ,ρ
j,θ (x0)∩{|y| = ρx0}.
By proposition 4.2 the sections P ǫ,ρx,j,θ,+ and P
ǫ,ρ
x,j,θ,− are asymptotically continu-
ous in B(0, δ) \ {0}. Hence the arc arcǫ,ρj,θ(r, λ˜) converges in adapted coordinates
(x,w) = (x, y/x) to an arc arcǫ,ρj,θ(0, λ0) when (r, λ˜) → (0, λ0). The set Hǫ,ρj,θ (r, λ˜)
tends to some set H˜ǫ,ρj,θ (0, λ0) in adapted coordinates when (r, λ˜) → (0, λ0). More
precisely H˜ǫ,ρj,θ (0, λ0) is contained in {|w| > ρ} and its boundary is contained in
the union of arcǫ,ρj,θ(0, λ0), a trajectory in Tr←∞(−e−iθX0(λ0)) and a trajectory in
Tr←∞(−eiθX0(λ0)) for λ0 ∈ S1. We denote ψC0λ0 the Fatou coordinate of X0(λ0)
defined in the neighborhood of H˜ǫ,ρj,θ (0, λ0) such that ψ
C0
λ0
(∞) = 0. We obtain
lim
(r,λ˜)→(0,λ0)
(rν(E0)ψXLj )(H
ǫ,ρ
j,θ (r, λ˜)) = ψ
C0
λ0
(H˜ǫ,ρj,θ (0, λ0))
in the Hausdorff topology for any λ0 ∈ S1.
We proceed as in subsection 5.4.2. The maximum (resp. the minimum) of the
function Im(rν(E0)ψXLj) in H˜
ǫ,ρ
j,θ (r, λ˜) is attained at a unique point P
ǫ,ρ
j,θ,max(r, λ˜)
(resp. P ǫ,ρj,θ,min(r, λ˜)) contained in arc
ǫ,ρ
j,θ(r, λ˜) for any (r, λ˜) ∈ [0, δ) × S1. Consider
a0, a1 ∈ R+ such that a0 + 4i[−a1, a1] is contained in (rν(E0)ψXLj )(H˜ǫ,2ρ0j,π/2(r, λ˜)) for
any (r, λ˜)) ∈ [0, δ) × S1. We choose ρ ≥ 2ρ0 such that C6/ρν(E0) ≤ min(a0, a1)/2.
The equation (20) implies that ψXLj (H
ǫ,ρ
j,θ (x)) is contained in[ −a0
2|x|ν(E0) ,
a0
2|x|ν(E0)
]
+ i
[ −a1
2|x|ν(E0) ,
a1
2|x|ν(E0)
]
for any x ∈ B(0, δ) \ {0}. We have
H˜ǫ,2ρ0j,θ (r, λ˜) ∩ T (C0)2ρ0X (r, λ˜) ⊂ {P ǫ,2ρ0j,θ,min(r, λ˜), P ǫ,2ρ0j,θ,min(r, λ˜)} ∀(r, λ˜) ∈ [0, δ)× S1.
As a consequence there exists θ′ ∈ (0, θ] such that the angle between Re(X) and
arcǫ,2ρ0j,θ (x) is greater or equal than θ
′ at any point in
∪x∈B(0,δ)\{0}
(
arcǫ,2ρ0j,θ (x) ∩
{
Im(ψXLj ) ∈
[−(3 + 1/2)a1
|x|ν(E0) ,
(3 + 1/2)a1
|x|ν(E0)
]})
.
The angle between Re(X) and ∂Hǫ,2ρ0j,θ (x) is greater or equal than θ
′ = min(θ′, θ)
at any point in
∂Hǫ,2ρ0j,θ (x) ∩
{
Im(ψXLj ) ∈
[−(3 + 1/2)a1
|x|ν(E0) ,
(3 + 1/2)a1
|x|ν(E0)
]}
∀x ∈ B(0, δ).
The previous set is a union of two curves, namely a curve̟x containing T
ǫ,j
iX (x) and
a curve ̟′x contained in {|y| = 2ρ0|x|}. The curve ̟x is parametrized by Im(ψXLj ).
Indeed given x ∈ B(0, δ) \ {0} and s ∈ (7/2)a1[−1/|x|ν(E0), 1/|x|ν(E0)] there exists
a unique d(̟x, s) ∈ R such that d(̟x, s) + is ∈ ψXLj(̟x). We define
̟1x = ϕ(̟x) ∩
{
Im(ψXLj ) ∈
[ −3a1
|x|ν(E0) ,
3a1
|x|ν(E0)
]}
∀x ∈ B(0, δ) \ {0}.
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We can use the equation (22) and the techniques in Step 3 of subsection 5.2 to
obtain that ̟1x is transversal to ℜ(X) for any x ∈ B(0, δ)\{0}; moreover we obtain
d(̟x, s) ≤ d(̟1x, s) for all x ∈ B(0, δ) \ {0} and s ∈ [−3a1/|x|ν(E0), 3a1/|x|ν(E0)].
The curve ψXLj (̟
1
x) is to the right of ψ
X
Lj
(̟x). We define the curves ̟
2
x and ̟
3
x
contained in Hǫ,2ρ0j,θ (x) such that
(|x|ν(E0)ψXLj )(̟2x) = a0 +
7
2
i[−a1, a1], ̟3x = ϕ(̟2x) ∩
{
|Im(ψXLj )| ≤
3a1
|x|ν(E0)
}
.
We proceed as in Step 3 of subsection 5.2 to prove that ̟3x is transversal to ℜ(X)
for any x ∈ B(0, δ) \ {0} and d(̟2x, s) ≤ d(̟3x, s) for all x ∈ B(0, δ) \ {0} and
s ∈ [−3a1/|x|ν(E0), 3a1/|x|ν(E0)]. The curve ψXLj (̟3x) is to the right of ψXLj (̟2x).
Definition 5.22. We define Hǫ,2ρ0j,θ,1 (x) as the subset of H
ǫ,2ρ0
j,θ (x) such that
ψXLj (H
ǫ,2ρ0
j,θ,1 (x)) = ∪s∈[−a1/|x|ν(E0),a1/|x|ν(E0)]((d(̟x, s), d(̟3x, s)) + is).
Definition 5.23. Given l ∈ {1, 2, 3} we denote Blϕ,j(x) the subset of Hǫ,2ρ0j,π/2(x)
such that
ψXLj (B
l
ϕ,j(x)) = ∪s∈[−la1/|x|ν(E0),la1/|x|ν(E0)]([d(̟2x, s), d(̟3x, s)) + is).
Clearly B1ϕ,j(x) is contained in H
ǫ,2ρ0
j,θ,1 (x).
Step 4. Next we prove that a Fatou coordinate of ϕ in B1ϕ,j extends by iteration
to a Fatou coordinate in Hǫ,ρj,θ .
Lemma 5.9. Let ϕ ∈ Diff tp1(C2, 0). Let Υ = exp(X) be a k-convergent normal
form. Let j ∈ D(ϕ), θ ∈ (0, π/2]. Consider x ∈ B(0, δ)\{0} and P ∈ Hǫ,ρj,θ (x). Then
there exists l0(P ) ∈ Z such that {P, . . . , ϕl0(P )} ⊂ Hǫ,2ρ0j,θ,1 (x) and ϕl0(P ) ∈ B1ϕ,j(x).
Proof. Suppose that j ∈ D1(ϕ) without lack of generality. Suppose that {P, . . . , ϕl1(P )}
is contained in Hǫ,2ρ0j,θ,1 (x) for some l1 ∈ N ∪ {0}. We have
ψXLj (ϕ
l1+1(P )) = ψXLj(P ) + (l1 + 1) +
l1∑
l=0
∆ϕ(ϕ
l(P )).
The set ψXLj(H
ǫ,ρ
j,θ (x)) is contained in the set ψ
X
Lj
(T ǫ,jiX (x))+Wθ,M (lemma 5.8). Thus
equations (21), (22) and lemma 5.2 imply that there exists a constant K3 ∈ R+
independent of P , x and l1 such that
(23) |ψXLj(ϕl1+1(P ))− ψXLj (P )− (l1 + 1)| ≤
K3
(1 + |ψXLj (P )|)k−1
.
Suppose that the lemma is false. Then Step 3 implies that there exists l2 ∈ N∪{0}
such that
{P, . . . , ϕl2(P )} ⊂ Hǫ,2ρ0j,θ,1 (x) and |Im(ψXLj (ϕl2+1(P )))| > a1/|x|ν(E0).
The choice of ρ implies
a1
2|x|ν(E0) ≤ |Im(ψ
X
Lj (ϕ
l2+1(P ))) − Im(ψXLj (P ))| ≤ K3.
We obtain a contradiction. 
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We can extend ψ¨ϕj,λ and ψ¨
ϕ
j,λ − ψ¨ϕj,λ′ to Hǫ,ρj,θ by defining
(24) ψ¨ϕj,λ(P ) = ψ¨
ϕ
j,λ(ϕ
l0(P ))− l0 and (ψ¨ϕj,λ − ψ¨ϕj,λ′)(P ) = (ψ¨ϕj,λ − ψ¨ϕj,λ′)(ϕl0(P )).
The lemma 5.9 and property (23) imply
(25) |(ψ¨ϕj,λ(P )− ψXLj (P ))− (ψ¨ϕj,λ(ϕl0(P )) − ψXLj(ϕl0 (P )))| ≤
K3
(1 + |ψXLj (P )|)k−1
.
Since Re(ψXLj (Q)) ≥ a0/|x|ν(E0) for any Q ∈ B1ϕ,j(x) we can use equation (20) to
obtain B1ϕ,j(x) ⊂ {x} ×B(0, ν(E0)
√
C6/a0|x|). We deduce
lim
x∈(0,δ)IλΛ, Q∈B1ϕ,j(x), Q→(0,0)
ψ¨ϕj,λ(Q)− ψXLj (Q) = (ψ¨ϕj,λ − ψXLj )(0, 0)
by proposition 5.6 since B1ϕ,j(x) ⊂ HλΛ,j(x) for any x ∈ (0, δ)IλΛ . This implies
lim
Q∈Hǫ,ρ,λj,θ , Q→(0,0)
ψ¨ϕj,λ(Q)− ψXLj (Q) = (ψ¨ϕj,λ − ψXLj )(0, 0).
as a consequence of equation (25). The previous discussion leads us to
Proposition 5.10. Let ϕ ∈ Diff tp1(C2, 0). Let Υ be a 2-convergent normal form.
Consider Λ = (λ1, . . . , λq˜) ∈ M, λ ∈ S1, j ∈ D(ϕ) and θ ∈ (0, π/2]. Then there
exists ρ ≥ 2ρ0 such that the function ψ¨ϕj,Λ,λ − ψXLj is continuous in Hǫ,ρ,λj,θ and
holomorphic in the interior of Hǫ,ρ,λj,θ . Moreover ρ depends only on X, ϕ and Λ.
The definition of ψ¨ϕj,λ − ψ¨ϕj,λ′ in equation (24) and proposition 5.9 immediately
imply
Proposition 5.11. Let ϕ ∈ Diff tp1(C2, 0) with 2-convergent normal form exp(X).
Let Λ,Λ′ ∈ M. Consider λ, λ′ ∈ S1, j ∈ D(ϕ) and θ ∈ (0, π/2]. Then there exist
K ∈ R+ and ρ ≥ 2ρ0 such that
|ψ¨ϕj,Λ,λ − ψ¨ϕj,Λ′,λ′ |(x, y) ≤
e−K/|x|
e
λ,λ′,−
Λ,Λ′,j
2
+
e−K/|x|
e
λ,λ′,+
Λ,Λ′,j
2
≤ e−K/|x|
e˜
d
λ,λ′
Λ,Λ′
+1
for any (x, y) ∈ Hǫ,ρ,λ,λ′j,θ . Moreover ρ depends only on X, ϕ and Λ.
5.7. Asymptotics of Fatou coordinates. Let ϕ ∈ Diff tp1(C2, 0). Consider a
2-convergent normal form Υ = exp(X). Consider Λ = (λ1, . . . , λq˜) ∈ M and the
dynamical splitting ̥Λ in remark 4.11. Let j ∈ Z/(2ν(E0)Z). We use the notations
in the previous subsection.
We denote f = y ◦ ϕ − y, logϕ = uˆf∂/∂y and X = uf∂/∂y for some units
uˆ ∈ C[[x, y]] and u ∈ C{x, y}. We obtain uˆ−u ∈ (f2). Fix k ≥ max(5, 4ν(E0)). Let
exp(Yk) be a k-convergent normal form. It is of the form exp(ukf∂/∂y) for some
unit uk ∈ C{x, y}. We choose ǫk ∈ (0, ǫ] such that uk does not vanish at any point
of B(0, δ)×B(0, ǫk). By construction we have uˆ− u ∈ (f2) and uˆ− uk ∈ (fk). We
obtain u− uk ∈ (f2).
The set Hǫk,2ρ0j,0 ∪ Hǫk,2ρ0j,+ ∪ Hǫk,2ρ0j,− is contained in Hǫ,2ρ0j,0 ∪ Hǫ,2ρ0j,+ ∪Hǫ,2ρ0j,− . A
Fatou coordinate ψk of Yk is a solution of the differential equation ukf∂ψk/∂y = 1.
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Thus we can obtain a Fatou coordinate ψk of Yk in H
ǫk,2ρ0
j,0 ∪ Hǫk,2ρ0j,+ ∪Hǫk,2ρ0j,− of
the form ψLj,k = ψ
X
Lj
+ h where h ∈ O(B(0, δ)×B(0, ǫk)) is a solution of
∂h
∂y
=
1
ukf
− 1
uf
=
1
uuk
u− uk
f
.
Such a solution exists since u − uk ∈ (f2). Moreover we can suppose h(0, 0) = 0.
Denote ψk = ψLj ,k.
Denote Iλ = (0, δ)λe
i(−π/(4ν(E0)),π/(4ν(E0))). In this subsection we build Fatou
coordinates ψϕj,λ,k of ϕ in ∪x∈Iλ(Hǫ,ρj,θ (x) ∩Hǫk,ρj,θ/2(x)) such that
ψϕj,λ,k − ψLj,k = O(fk−5ν(E0)/(ν(E0)+1)).
Let Xϕj,λ,k = vkf∂/∂y be the holomorphic vector field such that X
ϕ
j,λ,k(ψ
ϕ
j,λ,k) ≡
1. The previous equation implies vk − uk = O(fk−5ν(E0)/(ν(E0)+1)). Thus the
asymptotic development of Xϕj,λ,k is logϕ up to order f
k−5ν(E0)/(ν(E0)+1). The
flatness properties in subsection 5.5 imply that the difference Xϕj,λ,k − XϕHλΛ,j is
exponentially small (see corollary 5.1 and def. 5.11 for the definition of Xϕ
HλΛ,j
). In
this way we deduce in section 6 that logϕ is an asymptotic development of Xϕ
HλΛ,j
.
The construction of ψϕj,λ,k is based on finding a well-behaved C
∞ Fatou coordinate
and then deducing the existence of a holomorphic one by solving a ∂ equation.
Definition 5.24. We define
∆ϕl,k = ψk ◦ ϕl − (ψk + l) ∈ C{x, y} ∩ (fk) for l ∈ {−1, 1}.
By considering a smaller ǫk > 0 we can suppose that ∆ϕ−1,k is defined in a
neighborhood of B(0, δ)×B(0, ǫk). We define the coordinates{
z = ψk(x, y)
ξ = 1
xν(E0)
in Hǫk,2ρ0j,0 ∪Hǫk,2ρ0j,+ ∪Hǫk,2ρ0j,− .
We define U ′ = ∪x∈B(0,δ)\{0}, s∈B(0,1/4)exp(sX)(B2ϕ,j(x)). Analogously as for equa-
tion (21) there exists K4 ∈ R+ such that
(26) |∆ϕ−1,k| ≤
K4
(1 + |ψXLj |)k(1+1/ν(E0))
in Hǫk,2ρ0j,0 ∪Hǫk,2ρ0j,+ ∪Hǫk,2ρ0j,− .
By construction we have |ψXLj |(x, y) ≥ a0/(2|x|ν(E0)) in U ′. We obtain
(27) |∆ϕ−1,k|(x, y) ≤ K5|x|k(ν(E0)+1) ∀(x, y) ∈ U ′.
where K5 = K4(2/a0)
k(1+1/ν(E0)).
Definition 5.25. We define the mapping
σ(ξ, z) = (ξ, z + ̺(Re(z)− a0|ξ|)∆ϕ−1,k(ξ, z))
where ̺ is the function defined in Step 1 of subsection 5.2.
The mapping σ is defined in U ′. In fact it conjugates the diffeomorphisms ϕ(ξ, z)
and (ξ, z + 1). Proceeding as in Step 3 of subsection 5.2 we obtain a constant
K6 ∈ R+ such that
(28)
∣∣∣∣∂∆ϕ−1,k∂z
∣∣∣∣ (ξ, z) ≤ K6|ξ|k(1+1/ν(E0)) ∀(ξ, z) ∈ U ′.
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We have
|z ◦ σ(ξ, z)− z| ≤ K5|ξ|k(1+1/ν(E0)) and ||(J σ)(ξ, z)− Id|| <
K5 supR |∂̺/∂t|+ 2K6
|ξ|k(1+1/ν(E0))
for any (ξ, z) ∈ U ′. Indeed σ is a C∞ diffeomorphism from U ′ to σ(U ′).
Fix λ0 ∈ S1. Consider the sector I˜λ0 = (0, δ)λ0ei(−7π/(24ν(E0)),7π/(24ν(E0))) in
the x coordinate. It corresponds to (δ−ν(E0),∞)λ−ν(E0)0 ei[−7π/24,7π/24] in the ξ
coordinate. We define U ′λ0 = ∪x∈I˜λ0U
′(x).
Definition 5.26. We define the functions
h1(ξ, z) = Re(2a1ξλ
ν(E0)
0 )− Im(z) and h2(ξ, z) = Re(2a1ξλν(E0)0 ) + Im(z)
in Hǫk,2ρ0j,0 ∪Hǫk,2ρ0j,+ ∪Hǫk,2ρ0j,− . We define the functions τ1 = h1 ◦ σ and τ2 = h2 ◦ σ
in U ′λ0 .
The functions τ1, τ2 satisfy τ1 ◦ϕ = τ1 and τ2 ◦ϕ = τ2 in U ′∩ϕ−1(U ′). We have
a1|ξ| < 2 cos(7π/24)a1|ξ| ≤ Re(2a1ξλν(E0)0 ) ≤ 2a1|ξ| ∀ξ ∈ I˜λ0 .
The set {(ξ, z) ∈ B3ϕ,j : ξ ∈ I˜λ0 and h1(ξ, z) > 0 < h2(ξ, z)} is contained in B2ϕ,j
and contains ∪ξ∈I˜λ0B
1
ϕ,j(ξ). The set
{(ξ, z) ∈ U ′λ0 ∩B3ϕ,j : ξ ∈ I˜λ0 and τ1(ξ, z) > 0 < τ2(ξ, z)}
contains ∪ξ∈I˜λ0B
1
ϕ,j(ξ). We define
U˜ ′λ0 = {(ξ, z) ∈ U ′λ0 : τ1(ξ, z)τ2(ξ, z) > 1}
and
B˜2ϕ,j = {(ξ, z) ∈ U ′λ0 ∩B3ϕ,j : ξ ∈ I˜λ0 and τ1(ξ, z)τ2(ξ, z) > 1}.
The set B˜2ϕ,j contains both ∪ξ∈I˜λ0B
1
ϕ,j(ξ) and a fundamental domain of ϕ|U˜ ′λ0
. We
denote U∗λ0 the space of orbits of ϕ|U˜ ′λ0
.
5.7.1. The ∂ equation. Our goal is defining a Fatou coordinate ψϕj,λ0,k of ϕ in U˜
′
λ0
.
We can define ψϕj,λ0,k = σ ◦ψk if σ is holomorphic. In general we look for a function
v such that
σv(ξ, z) = (ξ, z + ̺(Re(z)− a0|ξ|)∆ϕ−1,k(ξ, z) + v(ξ, z))
is a holomorphic mapping conjugating ϕ(ξ, z) and (ξ, z+1). The latter condition is
equivalent to v ◦ ϕ ≡ v whereas the former condition is equivalent to the equation
∂v = Ω where Ω = −∂(z ◦ σ(ξ, z)) is a (0, 1) form. Since z ◦ σ ◦ ϕ(ξ, z) = z ◦ σ + 1
we obtain ϕ∗Ω ≡ Ω. The form Ω represents an element of H0,1(U∗λ0). It suffices to
find a function v defined in U∗λ0 such that ∂v = Ω.
We have
Ω = −∆ϕ−1,k(ξ, z)∂(̺(Re(z)− a0|ξ|)).
Moreover Ω is of the form Ω = A(ξ, z)dξ +B(ξ, z)dz where A,B satisfy
|A(ξ, z)| ≤ a0K5 supR |∂̺/∂t|
2|ξ|k(1+1/ν(E0)) , |B(ξ, z)| ≤
K5 supR |∂̺/∂t|
2|ξ|k(1+1/ν(E0)) ∀(ξ, z) ∈ U
′
λ0 .
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Definition 5.27. Since τl is defined in U
∗
λ0
we define ωl = ∂τl ∈ H1,0(U∗λ0) for
l ∈ {1, 2}. We denote ∂ωl =
∑
clbdωb ∧ ωd for l ∈ {1, 2}. We consider the decom-
position
(29) dclbd =
2∑
g=1
∂g(c
l
bd)wg +
2∑
g=1
∂g(c
l
bd)wg.
We define the volume elements
dV0 = (i/2)
2
dz ∧ dz ∧ dζ ∧ dζ and dV = (i/2)2ω1 ∧ ω1 ∧ ω2 ∧ ω2.
The forms dV0 and dV are defined in U
′
λ0
. The form dV is also defined in U∗λ0 .
Lemma 5.10. Denote e = k(1 + 1/ν(E0)). We have
• The forms ω1 and ω2 compose a base of the cotangent space in every point
of U ′λ0 and U
∗
λ0
.
• There exists K7 ≥ 1 such that
1
K7
dV0 ≤ dV ≤ K7dV0 in U ′λ0 .
• We have ∂ω1 = ∂ω2 = 0, ∂(ω1 + ω2) = 0 and
|clbd| ≤ K8/|ξe| , |∂gclbd| ≤ K8/|ξe| and |∂gclbd| ≤ K8/|ξe|
for some K8 > 0 and any (l, b, d, g) ∈ {1, 2}4.
Proof. Denote ρ(ξ, z) = ̺(Re(z)− a0|ξ|) and ∆ = ∆ϕ−1,k. We have
∂τ1
∂ξ
= a1λ
ν(E0)
0 −
∂ρ
∂ξ
Im(∆) +
i
2
∂∆
∂ξ
ρ.
We have ∆ = O(1/ξe) by equation (27). We use Cauchy’s integral formula as in
Step 3 of subsection 5.2 to obtain a constant K9 ∈ R+ such that
|∆|,
∣∣∣∣∂∆∂ξ
∣∣∣∣ , ∣∣∣∣∂∆∂z
∣∣∣∣ , ∣∣∣∣ ∂2∆∂ξ∂z
∣∣∣∣ , ∣∣∣∣∂2∆∂z2
∣∣∣∣ , ∣∣∣∣∂2∆∂ξ2
∣∣∣∣ ≤ K9|ξ|e
in U ′. Therefore we obtain∣∣∣∣∂τl∂ξ − a1λν(E0)0
∣∣∣∣ (ξ, z) ≤ 12 K9|ξ|e (a0 supR |∂̺/∂t|+ 1) ∀(ξ, z) ∈ U ′λ0 ∀l ∈ {1, 2}.
The proof for τ2 is analogous. We also have∣∣∣∣∂τ1∂z − i2
∣∣∣∣ (ξ, z) ≤ K92|ξ|e
(
sup
R
|̺′|+ 1
)
,
∣∣∣∣∂τ2∂z + i2
∣∣∣∣ (ξ, z) ≤ K92|ξ|e
(
sup
R
|̺′|+ 1
)
for any (ξ, z) ∈ U ′λ0 . Thus the two first points of the lemma hold true.
Consider a composition ∂l ◦ ...◦∂1 of operators where l ≤ 3 and ∂b is either ∂/∂ξ,
∂/∂ξ, ∂/∂z or ∂/∂z for b ≤ 3. Consider an operator ∂′ = ∂bd ◦ . . . ◦ ∂b1 where d ≤ l
and 1 ≤ b1 < . . . < bd ≤ l. Let l′ξ be the number of times that we apply the operators
∂/∂ξ and ∂/∂ξ in ∂′. Suppose l′ξ ≥ 1. We have that ∂′(−a0|ξ|) = O(ξ−l
′
ξ+1). Since
(∂l ◦ ... ◦ ∂1)(ρ) is a polynomial with rational coefficients in ̺′, ̺2) and ̺3) and
functions of the form (∂bd ◦ . . . ◦ ∂b1)(−a0|ξ|) we deduce that (∂l ◦ ... ◦ ∂1)(ρ) is
bounded in U ′λ0 .
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We have that the form ∂ω1 is equal to
−Im
(
∂2ρ
∂ξ∂ξ
∆+
∂∆
∂ξ
∂ρ
∂ξ
)
dξ∧dξ+
(
− ∂
2ρ
∂ξ∂z
Im(∆)− i
2
∂∆
∂z
∂ρ
∂ξ
+
i
2
∂∆
∂ξ
∂ρ
∂z
)
dz∧dξ+(
− ∂
2ρ
∂ξ∂z
Im(∆)− i
2
∂∆
∂ξ
∂ρ
∂z
+
i
2
∂∆
∂z
∂ρ
∂ξ
)
dξ ∧ dz − Im
(
∂2ρ
∂z∂z
∆+
∂∆
∂z
∂ρ
∂z
)
dz ∧ dz.
Since
(
ω1
ω2
)
=
(
∂τ1
∂ξ
∂τ1
∂z
∂τ2
∂ξ
∂τ2
∂z
)(
dξ
dz
)
=⇒
(
dξ
dz
)
=
( ∂τ2
∂z −∂τ1∂z
−∂τ2∂ξ ∂τ1∂ξ
)
2a1λ
−ν(E0)
0
∂τ2
∂z
(
ω1
ω2
)
the coefficients clbd are of the form c˜
l
bd/(2a1|∂τ2/∂z|)2 where numerator and de-
nominator are polynomials with complex coefficients in ∆, ∂∆/∂ξ, ∂∆/∂z, their
complex conjugates and functions of the form (∂g ◦ ... ◦ ∂1)(ρ) with g ≤ 2. There is
no independent term in the ∆ variables for c˜lbd and (2a1|∂τ2/∂z|)2 − a21. Therefore
dclbd is a O(1/|x|e) in the base {dξ, dξ, dz, dz} and then in the base {ω1, ω2, ω1, ω2}
for any (l, b, d) ∈ {1, 2}3. 
5.7.2. Stein character of the space of orbits. Next step is proving that U∗λ0 is pseudo-
convex. We define the function
u2 = u
0
2 + u
1
2 + u
2
2 + u
3
2
where u02 = − ln(h1h2 − 1), u12 = 5 ln |ξ|, u22 = − ln(|ξ|2 − 1/δ2ν(E0)) and
u32 = − ln
(
[Im(ln(ξλ
ν(E0)
0 )) + 7π/24][7π/24− Im(ln(ξλν(E0)0 ))]
)
.
Since none of the functions ul2 depends on Re(z) then u2 is a C
∞ function of σ(U∗λ0).
The function u2 is a good candidate to be a C
∞ p.s.h. exhaustion of σ(U∗λ0 ). We
define u1 = u2 ◦ σ.
Lemma 5.11. The function u1 is a p.s.h. C
∞ exhaustion of U∗λ0 for δ > 0 small
enough. In particular U∗λ0 is a Stein manifold.
Proof. The function u1 is C
∞ and in order to prove that it is an exhaustion it suffices
to prove that u2 is an exhaustion of σ(U
∗
λ0
). The set σ(U∗λ0 ) is biholomorphic to the
subset S = (ξ, e2πiz)(σ(U˜ ′λ0 )) of C
2 since we have to identify (ξ, z) and (ξ, z + 1).
The functions ln |ξ| and u32 are bounded by below. The function 2 ln |ξ|+ u22 is also
bounded by below. The functions h1 and h2 are smaller than 4a1|ξ|, we have
u02 + 2 ln |ξ| ≥ ln(|ξ|2/(16a21|ξ|2)) = −2 ln(4a1)
and then u02 + 2 ln |ξ| is also bounded by below. Since
u2 = (u
0
2 + 2 ln |ξ|) + ln |ξ|+ (u22 + 2 ln |ξ|) + u32
the function u2 extends continuously to S by defining (u2)|∂S ≡ ∞. It suffices to
prove the compactness of SK = {(ξ, w) ∈ S : u2(ξ, w) ≤ K} for any K ∈ R+.
The set SK is closed in C
2 since (u2)|∂S ≡ ∞. There exists K ′1 ∈ R such that
ln |ξ| ≤ K ′1 for any (ξ, w) ∈ SK . The set SK is contained in |ξ| ≤ eK
′
1 . Moreover
since −2a1|ξ| < Im(z) < 2a1|ξ| in σ(U˜ ′λ0) then
|ξ| ≤ eK′1 and |e2πiz | ≤ e4πa1exp(K′1) ∀(ξ, z) ∈ σ(U˜ ′λ0) ∩ {u2 ≤ K}.
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The set SK is closed and bounded and then compact. Thus σ(U
∗
λ0
) ∩ {u2 ≤ K} is
a compact set for any K ∈ R+.
The remainder of the proof is devoted to show that u1 is a p.s.h. funtion in
U∗λ0 . It suffices to prove that u = − ln(τ1τ2 − 1) is strictly p.s.h in U∗λ0 since it is
straightforward to prove that ul2 ◦ σ is p.s.h. for l ∈ {1, 2, 3}. We have
∂u =
∂u
∂τ1
∂τ1 +
∂u
∂τ2
∂τ2
and then
∂∂u =
∑
bl
∂2u
∂τb∂τl
ωb ∧ ωl + ∂u
∂τ1
∂∂τ1 +
∂u
∂τ2
∂∂τ2.
We denote ∂ωl =
∑
bd c
l
bdωb ∧ ωd for l ∈ {1, 2}. We can express ∂∂u as∑
bl
ωb ∧ ωl
(
∂2u
∂τb∂τl
+ c1lb
∂u
∂τ1
+ c2lb
∂u
∂τ2
)
.
We define the coefficients ubl to satisfy ∂∂u =
∑
bl ublωb ∧ ωl. Then we have
ubl =
∂2u
∂τb∂τl
+ c1lb
(
∂u
∂τ1
− ∂u
∂τ2
)
.
We define now ρ = τ1τ2 − 1. We can calculate the first derivatives of u to obtain
∂u
∂τ1
= −τ2
ρ
,
∂u
∂τ2
= −τ1
ρ
and
∂u
∂τ1
− ∂u
∂τ2
=
τ1 − τ2
ρ
and then the second derivatives
∂2u
∂τ12
=
τ2
2
ρ2
,
∂2u
∂τ22
=
τ1
2
ρ2
and
∂2u
∂τ1∂τ2
=
1
ρ2
.
We can apply these calculations to show that
∑
bl ublζbζ l is greater or equal than
(τ22 |ζ1|2 + τ21 |ζ2|2 + (ζ1ζ2 + ζ1ζ2))
ρ2
− 2K8|τ1 − τ2||ξ|
−k(1+1/ν(E0))
ρ
(|ζ1|2 + |ζ2|2).
where K8 ∈ R+ is the constant in lemma 5.10. We have
(τ22 |ζ1|2 + τ21 |ζ2|2 + (ζ1ζ2 + ζ1ζ2))
ρ2
≥ 1
ρ2
τ1
2τ2
2 − 1
τ12 + τ22
(|ζ1|2 + |ζ2|2).
The right-hand side is equal to
τ1τ2 + 1
ρ(τ12 + τ22)
(|ζ1|2 + |ζ2|2)
and since (τ1τ2 + 1)/(τ1
2 + τ2
2) ≥ 2/(τ1 + τ2)2 if τ1τ2 > 1 then
(τ22 |ζ1|2 + τ21 |ζ2|2 + (ζ1ζ2 + ζ1ζ2))
ρ2
≥ 1
ρ
2
(τ1 + τ2)
2 (|ζ1|2 + |ζ2|2).
We remark that τ1 + τ2 = 4a1Re(ξλ
ν(E0)
0 ) and |τ2 − τ1| < 4a1|ξ|, we deduce∑
bl
ublζbζ l ≥
1
ρ
(
1
8a21Re(ξλ
ν(E0)
0 )
2
− 8a1K8|ξ|−k(1+1/ν(E0))+1
)
(|ζ1|2 + |ζ2|2).
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Since k(1 + 1/ν(E0)) > 3 we get∑
bl
ubl(ξ, z)ζbζ l ≥
1
ρ
1
9a21Re(ξλ
ν(E0)
0 )
2
(|ζ1|2 + |ζ2|2) ∀(ξ, z) ∈ U˜ ′λ0 ∀(ζ1, ζ2) ∈ C2
for δ > 0 small enough. The function u is strictly p.s.h. in U∗λ0 . 
5.7.3. Estimates for the solution of the ∂ equation. The equation ∂v = Ω has a
solution in U∗λ0 since U
∗
λ0
is a Stein manifold. We could define
ψϕj,λ0,k = ψLj ,k + ̺(Re(z)− a0|ξ|)∆ϕ−1,k + v
as a Fatou coordinate of ϕ in U˜ ′λ0 . Unfortunately such a solution does not necessarily
satisfy good estimates as the one we will prove later on (see proposition 5.13). Thus
we need a well-behaved solution of the ∂ equation. We will use the following theorem
due to Ho¨rmander (see [13]):
Theorem 5.1. Let U be a Stein manifold of dimension n with an hermitian metric.
Let ω1, . . . , ωn ∈ Ω1,0(U) be C∞ forms such that {ω1, . . . , ωn} is an orthonormal
base of T ∗U at any point. Denote dV = (i/2)nω1 ∧ ω1 ∧ . . . ∧ ωn ∧ ωn the volume
element. Denote ∂ωd =
1
2
∑
bl a
d
blωb ∧ ωl and ∂ωd =
∑
bl c
d
blωb ∧ ωl for 1 ≤ d ≤ n.
Suppose that there exist θ0, θ1 : U → R with |cdbl| ≤ θ0 ≥ |adbl|, |∂gcdbl| ≤ θ1 ≥ |∂gadbl|
and |∂gcdbl| ≤ θ1 ≥ |∂gadbl| in U for any (g, b, l, d) ∈ {1, . . . , n}4. Let φ : U → R be
a C2 strictly p.s.h. function. Suppose that there exists a continuous θ : U → R+
such that ∑
bl
φblζbζ l ≥ (θ +A(θ20 + θ1))
n∑
d=1
|ζd|2
in U where ∂∂φ = ∑bl φblωb ∧ ωl and A ∈ R+ is a universal constant depending
only on the dimension of U . Consider a ∂-closed (0, 1) form Ω ∈ C∞(U) such that∫
U
θ−1|Ω|2e−φdV <∞.
Then there exists a complex function v ∈ C∞(U) such that ∂v = Ω and∫
U
|v|2e−φdV ≤
∫
U
θ−1|Ω|2e−φdV.
Proposition 5.12. There exists a solution v : U∗λ0 → C of ∂v = Ω such that∫
U∗
λ0
|v|2|ξ|2k(1+1/ν(E0))−10(τ1τ2 − 1)dV < K13
for some K13 ∈ R+.
Proof. Let us apply theorem 5.1. In our situation we define U = U∗λ0 and
φ = −2(k(1 + 1/ν(E0)) − 5) ln |ξ| − ln(τ1τ2 − 1).
The function φ is p.s.h. in U∗λ0 . We can choose θ0 = θ1 = K8/|ξ|k(1+1/ν(E0)) by
lemma 5.10. Denote ρ = τ1τ2 − 1. We define θ = 1/(10a21ρRe(ξλν(E0)0 )2). We have∑
bl
φblζbζ l ≥
∑
bl
ublζbζl ≥
(
1
9a21ρRe(ξλ
ν(E0)
0 )
2
)
(|ζ1|2 + |ζ2|2).
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Now we use ρRe(ξλ
ν(E0)
0 )
2A(θ20 + θ1) = O(ξ
4−k(1+1/ν(E0))) to prove
1
9a21ρRe(ξλ
ν(E0)
0 )
2
≥ θ +A(θ20 + θ1).
Next step is proving ∫
U∗λ0
θ−1|Ω|2e−φdV <∞.
Since Ω = −∂(̺(Re(z) − a0|ξ|))∆ϕ−1,k and ∂(̺(Re(z) − a0|ξ|)) is bounded (see
proof of lemma 5.10) then we obtain Ω = O(|ξ|−e). The integral is smaller or equal
than
K10
∫
U∗λ0
|ξ|4|ξ|−2e|ξ|2(e−5)|ξ|2dV
for e = k(1 + 1/ν(E0)) and some positive constant K10. We deduce∫
U∗λ0
θ−1|Ω|2e−φdV ≤ K11
∫
U ′λ0
1
|ξ|4 dV0
for some K11 > 0. The area of U
′
λ0
(ξ) is a O(ξ) when ξ →∞. Thus we have∫
U∗λ0
θ−1|Ω|2e−φdV ≤ K12
∫
I˜λ0
1
|ξ|3 (i/2)dξ ∧ dξ < K13
for some positive constants K12 and K13. We obtain the existence of a function v
defined in U∗λ0 such that ∂v = Ω and
∫
U∗λ0
|v|2e−φdV < K13. Hence we obtain∫
U∗λ0
|v|2|ξ|2e−10(τ1τ2 − 1)dV < K13
as intended. 
Definition 5.28. We define U = ∪x∈B(0,δ)\{0}, s∈B(0,1/8)exp(sX)(B2ϕ,j(x)),
Iλ0 = (0, δ)λ0e
i(−π/(4ν(E0)),π/(4ν(E0))) and Uλ0 = ∪x∈Iλ0U(x).
We denote U˜λ0 = {(ξ, z) ∈ Uλ0 : τ1(ξ, z) > 3 < τ2(ξ, z)}.
Lemma 5.12. Let L = ̺(Re(z)− a0|ξ|)∆ϕ−1,k + v. There exists K15 ∈ R+ such
that |L| ≤ K15|ψk|5−k(1+1/ν(E0)) in U˜λ0 .
Proof. The function L is holomorphic in U˜ ′λ0 . It is not defined in general in U
∗
λ0
.
The next step is estimating the modulus of the function L. We have∫
U∗λ0
∩{τ1≥2}∩{τ2≥2}
|v|2|ξ|2e−10dV ≤ K13
3
.
Since |L|2 ≤ 2|v|2 + 2|∆ϕ−1,k|2 we deduce that∫
U˜ ′λ0
∩{τ1≥2}∩{τ2≥2}
|L|2|ξ|2e−10dV0 ≤ K14
for some K14 > 0.
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Let (ξ0, z0) ∈ U˜λ0 . Consider κ ∈ R+ such that a0κ ≤ 1/32 and a1κ ≤ 1/4. The
polydisk Dξ0,z0 of center (ξ0, z0) and poli-radius (κ, 1/16) is contained in the set
U˜ ′λ0 ∩ {τ1 ≥ 2} ∩ {τ2 ≥ 2}. We have
L(ξ0, z0)ξ
e−5
0 =
162
π2κ2
∫
Dξ0,z0
L(ξ, z)ξe−5dV0.
This implies
|L(ξ0, z0)ξe−50 | ≤
162
π2κ2
√∫
Dξ0,z0
|L(ξ, z)ξe−5|2dV0
√∫
Dξ0,z0
dV0 ≤ 16
πκ
√
K14
for any (ξ0, z0) ∈ U˜λ0 . As a consequence L is a O(ξ−e+5) = O(ψ5−ek ) in U˜λ0 . 
We define
ψϕj,λ0,k = ψLj,k + L(x, y).
It is a holomorphic Fatou coordinate of ϕ in U˜λ0 . We obtain
Lemma 5.13. Let ϕ ∈ Diff tp1(C2, 0). Let Υ be a 2-convergent normal form.
Consider Λ = (λ1, . . . , λq˜) ∈ M, λ ∈ S1, j ∈ D(ϕ) and k ≥ max(5, 4ν(E0)). Then
there exists K16 ∈ R+ such that
|ψϕj,λ,k − ψLj ,k|(x, y) ≤
K16
(1 + |ψXLj (x, y)|)k(1+1/ν(E0))−5
for any (x, y) ∈ U˜λ.
5.7.4. Well-behaved Fatou coordinates.
Proposition 5.13. Let ϕ ∈ Diff tp1(C2, 0). Let Υ be a 2-convergent normal form.
Consider Λ ∈ M, λ ∈ S1, j ∈ D(ϕ), θ ∈ (0, π/2] and k ≥ max(5, 4ν(E0)). Then
there exists ρ ≥ 2ρ0 such that the function ψϕj,λ,k satisfies
(30) |ψϕj,λ,k − ψLj,k|(x, y) ≤
K17
(1 + |ψXLj (x, y)|)k−1
for some K17 ∈ R+ and any (x, y) ∈ ∪x′∈Iλ(Hǫ,ρj,θ (x′) ∩ Hǫk,ρj,θ/2(x′)). Moreover ρ
depends only on X, ϕ and Λ.
Proof. Let ρ be the same constant defined in proposition 5.10.
We claim that U˜λ(x) contains a neighborhood of B1ϕ,j(x) for any x ∈ Iλ. In fact
we have
|Im(z ◦ σ)| ≤ |Im(z)|+ 1 = |Im(ψk)|+ 1 ≤ |Im(ψXLj )|+ 2 ≤ a1|ξ|+ 2
in B1ϕ,j . Since Re(ξλ
ν(E0)) > |ξ| cos(π/4) in Iλ we obtain
a1|ξ|+ 2 < 2a1Re(ξλν(E0))− 3 ∀ξ ∈ Iλ.
As a consequence B1ϕ,j(x) is contained in U˜λ(x) for any x ∈ Iλ. Therefore ψϕj,λ,k is
defined in ∪x∈IλB1ϕ,j(x). We can suppose that j ∈ D1(ϕ) without lack of generality.
Given x ∈ B(0, δ) \ {0} and P ∈ Hǫ,ρj,θ (x)∩Hǫk ,ρj,θ/2(x) there exists l0(P ) ∈ N∪{0}
such that {P, . . . , ϕl0(P )} ⊂ Hǫ,2ρ0j,θ,1 (x)∩Hǫk,2ρ0j,θ/2 (x) and ϕl0(P ) ∈ B1ϕ,j(x) by lemma
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5.9. By defining ψϕj,λ,k(P ) = ψ
ϕ
j,λ,k(ϕ
l0(P )) − l0 we extend the function ψϕj,λ,k to
Hǫ,ρj,θ (x) ∩Hǫk,ρj,θ/2(x). We have
(ψϕj,λ,k − ψLj ,k)(P ) = (ψϕj,λ,k − ψLj,k)(ϕl0(P )) + (ψLj ,k(ϕl0(P ))− ψLj ,k(P )− l0)
and then we obtain (see def. 5.24)
(ψϕj,λ,k − ψLj ,k)(P ) = O(ξ1−k) +
l0−1∑
l=0
∆ϕ,k(ϕ
l(P ))
by lemma 5.13 and k ≥ 4ν(E0). Since ∆ϕ,k = O(1/(1 + |ψXLj |)k) in Hǫ,2ρ0j,θ,1 lemma
5.2 implies
ψϕj,λ,k −ψLj ,k = O(ξ−(k−1)) +O
(
1
(1 + |ψXLj |)k−1
)
in ∪x∈Iλ (Hǫ,ρj,θ (x)∩Hǫk,ρj,θ/2(x)).
We have ψXLj ∼ 1/yν(E0) by equation (20). Thus ψXLj is a O(1/xν(E0)) = O(ξ) in
Hǫk,ρj,θ . We deduce ξ
−1 = O(|ψXLj |−1) in Hǫ,ρj,θ (x) ∩ Hǫk,ρj,θ/2(x). Hence equation (30)
holds true for some K17 ∈ R+ and any (x, y) ∈ ∪x′∈Iλ(Hǫ,ρj,θ (x′) ∩Hǫk,ρj,θ/2(x′)). 
6. Multi-summability of the infinitesimal generator
The goal of this section is proving the multi-summable nature (with respect to
the parameter x) of the Fatou coordinates and Lavaurs vector fields of an element
ϕ of Diff tp1(C
2, 0). In the latter case we explain how the infinitesimal generator of
ϕ is summable.
The subsection 6.1 is a fast review of the results of summability theory that we
are going to use. In subsection 6.2 we study the extensions of the Ecalle-Voronin
invariants
ξ¨ϕj,Λ,λ(x, z) = ψ¨
ϕ
j+1,Λ,λ ◦ (x, ψ¨ϕj,Λ,λ)−1(x, z).
for j ∈ D(ϕ), Λ ∈M and λ ∈ S1. At first sight the definition does not make sense
since HλΛ,j ∩HλΛ,j+1 = ∅ but this problem can be solved by extending slightly the
domains of definition of ψ¨ϕj,Λ,λ and ψ¨
ϕ
j+1,Λ,λ. We prove in theorem 6.1 that the
family {ψ¨ϕj,Λ,λ}(j,Λ,λ)∈D(ϕ)×M×S1 represents a multi-summable object. The proof is
based on the estimates provided in prop. 5.9. The summable nature is concentrated
in the x variable since all our estimates are exponentially small functions of x. We
study the properties of the Lavaurs vector fields in subsection 6.3. Given j ∈ D(ϕ)
the Lavaurs vector fields {Xϕj,Λ,λ}(Λ,λ)∈M×S1 (def. 6.7) represent a multi-summable
object whose asymptotic development is of the form Xˆϕj =
(∑∞
k=0 g
ϕ
j,k(y)x
k
)
∂/∂y
where the coefficients gϕj,k are defined in the petal of order j of ϕ|x=0 or more
precisely in ∪θ∈(0,π/2]Hǫ,ρ,λj,θ (0). The proof is based on the estimates of prop. 5.11.
The infinitesimal generator logϕ is of the form
(∑∞
k=0 gˆ
ϕ
k (y)x
k
)
∂/∂y. Then given
k ∈ N ∪ {0} it is natural to ask whether the power series gˆϕk is a ν(E0)-summable
function whose sums are the functions gϕj,k for j ∈ D(ϕ). The answer is affirmative
(theorem 6.6 of subsection 6.4).
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6.1. Multi-summability of formal power series. For the sake of completeness
we introduce the notations in [8] and [14].
We consider Vλ the set of open subsets of C∗ containing a set of the form
(0, ζ)λei(−ζ,ζ) for some ζ ∈ R+.
Let us introduce some sheafs defined in S1. Let A be the sheaf of rings such that
Aλ is the set of holomorphic functions f defined in some W ∈ Vλ and admitting
an asymptotyc development fˆ =
∑
l≥0 alx
l at the origin, i.e. we have
|f(x)−
b−1∑
l=0
alx
l| ≤ cb|x|b in W for some cb ∈ R+.
We denote A<0 the subsheaf of A whose elements f satisfy fˆ ≡ 0.
Given s ∈ R+ we define A(s) the subsheaf of A such that an element f of A(s),λ
defined in some W ∈ Vλ satisfies
|f(x)−
b−1∑
l=0
alx
l| ≤ cb(b!)s|x|b
for any x ∈ W and some c ∈ R+ independent of b. The sheaf A(s) is the sheaf of
functions admitting a Gevrey asymptotic expansion of order s. If fˆ =
∑∞
l=0 alx
l is
a formal power series such that |ab| ≤ cb(b!)s for any b ∈ N and some c ∈ R+ we
say that fˆ is a formal power series of Gevrey order s. We denote C[[x]]s the set of
formal power series of Gevrey order s.
Given k ≥ 0 we define A≤−k the subsheaf of A<0 such that an element f of
A≤−kλ defined in some W ∈ Vλ satisfies |f(x)| ≤ Ae−B/|x|
k
for any x ∈ W and
some A,B ∈ R+. By convention A≤−∞ only contains the zero function.
Definition 6.1. Let e˜ = (e˜1, . . . , e˜q˜) ∈ (R+)q˜ and Λ = (λ1, . . . , λq˜) ∈ (S1)q˜. We
define Il(λ, υ) = λe
i[− π2e˜l−υ,
π
2e˜l
+υ]
for λ ∈ S1, υ ∈ R+ ∪ {0} and 1 ≤ l ≤ e˜q˜. We
say that the pair (e˜,Λ) is admissible if
• We have 0 < e˜1 < . . . < e˜q˜
• Il+1(λl+1, 0) ⊂ Il(λl, 0) for any 1 ≤ l < q˜.
Definition 6.2. [14] Let e˜ = (e˜1, . . . , e˜q˜) ∈ (R+)q˜ and Λ = (λ1, . . . , λq˜) ∈ (S1)q˜.
We set I0(λ0, 0) = S
1 and e˜q˜+1 = ∞. Assume that (e˜,Λ) is admissible. Let
φˆ ∈ C[[x]] be a formal power series expansion. We will say that φˆ is (e˜1, . . . , e˜q˜)-
summable in the multi-direction Λ, with sum φq˜, if:
(i) φˆ ∈ C[[x]] 1
e˜1
,
(ii) there exists a sequence (φ0, . . . , φq˜) where:
a) φ0 ∈ Γ(S1;A/A≤−e˜1) and φ0 corresponds to φˆ by the natural isomor-
phism
Γ(S1;A/A≤−e˜1)→ C[[x]] 1
e˜1
,
b) φj ∈ Γ(Ij(λj , 0);A/A−e˜j+1) (j = 0, . . . , q˜), and φj|Ij+1 = φj+1 modulo
A≤−e˜j+1 , for j = 0, . . . , q˜ − 1.
The next proposition (see [1], page 69) is a criterium to identify multi-summable
functions.
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Proposition 6.1. Let e˜ = (e˜1, . . . , e˜q˜) ∈ (R+)q˜ and Λ = (λ1, . . . , λq˜) ∈ (S1)q˜. We
set I0(λ0, 0) = S
1 and e˜q˜+1 = ∞. Assume that e˜1 > 1/2 and (e˜,Λ) is admissible.
For ζ, τ ∈ R+, assume existence of f(z;λ) (for every λ ∈ S1), analytic in the sector
Iλ = (0, τ)λei(−ζ/2,ζ/2) and bounded at the origin, such that for every λ1, λ2 with
Iλ1 ∩ Iλ2 6= ∅ we have: If λ1, λ2 ∈ Il(λl, 0) for some l, 0 ≤ l ≤ q˜, then
f(z;λ1)− f(z;λ2) ∈ A≤−e˜l+1(Iλ1 ∩ Iλ2).
Then there exists a (unique) (e˜1, . . . , e˜q˜)-summable power series φˆ in Λ with sum
f(z;λq˜).
Let e ∈ R+. A power series φˆ ∈ C[[x]] is e-summable if it is e-summable in any
direction outside of a finite set. A power series φˆ ∈ C[[x]] is (e˜1, . . . , e˜q˜)-summable
if it has at most finitely many singular directions of each level e˜l, 1 ≤ l ≤ q˜ (see
[1]). We will use the following result:
Lemma 6.1. Let φˆ ∈ C[[x]] and e˜ = (e˜1, . . . , e˜q˜) ∈ (R+)q˜. Fix λj ∈ S1. Suppose
that there exists a sequence (λ1,n, . . . , λj−1,n, λj+1,n, . . . , λq˜,n) ∈ (S1)q˜−1 such that
• Given Λn = (λ1,n, . . . , λj−1,n, λj , λj+1,n, . . . , λq˜,n) the pair (e˜,Λn) is ad-
missible for any n ∈ N
• limn→∞ λk,n = λk for any k < j
• φˆ is e˜-summable in Λn for any n ∈ N
for any admissible pair (e˜,Λ) with Λ = (λ1, . . . , λq˜). Then λj is a regular direction
of level e˜j.
Next lemma is of technical type. It will be used to identify the asymptotic
development of the Lavaurs vector fields associated to an element of Diff tp1(C
2, 0).
Lemma 6.2. Fix ν ≥ 2, λ0 ∈ S1, a, n ∈ N, c1, c2 ∈ R+ and b ∈ R+ with b > π/a.
Denote λk = λ0e
2πik/a, λ′k = λke
−iπ/a and Ik = λkei(−b,b) for k ∈ Z/aZ. Consider
c ∈ R+ such that the function t 7→ e−c2t−ν t−(n+1) is increasing in (0, c). Let
{hk}k∈Z/aZ be a family of holomorphic functions satisfying
• hk is holomorphic in (0, c)Ik for any k ∈ Z/aZ.
• |hk − hk−1| ≤ c1e−c2/|x|ν in (0, c)λ′kei(−(b−π/a),b−π/a) for any k ∈ Z/aZ.
Suppose that there exists τ ∈ R+ such that |hk| ≤ τ in (0, c)Ik for any k ∈ Z/aZ.
The function hk has a 1/ν Gevrey asymptotic development
∑∞
l=0 hˆlx
l independent
of k. Then we obtain
(31) |hˆn| ≤ 2
nτ
cn
+ e−c2/(2c
ν)
if c ∈ R+ is small enough.
Proof. The functions hk share a 1/ν Gevrey asymptotic development since they
define a section h of (A/A≤−ν)(S1) and Γ(S1;A/A≤−ν) → C[[x]] 1
ν
is an isomor-
phism.
Denote θ = (b − π/a)/2 and c0 = min(sin(θ), 1/2). By replacing b with b − θ
we can suppose that hk − hk−1 is defined in (0, c)λ′kei(−(b−π/a+θ),b−π/a+θ) for any
k ∈ Z/aZ.
Let us construct, for j ∈ Z/aZ, holomorphic functions h˜k defined in (0, c/2)Ik,
defining the same element h ∈ Γ(S1;A/A≤−ν) and whose Gevrey development is
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easier to estimate. We use the Cauchy-Heine transform (see [1], chapter 4) to define
the function
(32) h♯k(x) =
1
2πi
∫ cλ′k
0
(hk − hk−1)(w)(w − x)−1dw.
It is defined in (0, c/2)(S1\λ′kei[−θ,θ]). Moreover we obtain |w−x|/|w| ≥ sin(θ) for all
w ∈ (0, c)λ′k and x ∈ (0, c/2)(S1\λ′kei[−θ,θ]). Given λ ∈ λ′kei(−(b−π/a+θ),b−π/a+θ) we
can extend h♯k to (0, c/2)(S
1 \λei[−θ,θ]) by replacing the path of integration [0, c]λ′k
in equation (32) with the union γλ of [0, c]λ and an arc in ∂B(0, c) joining cλ and
cλ′k. We obtain |w − x|/|w| ≥ c0 for all w ∈ γλ and x ∈ (0, c/2)(S1 \ λei[−θ,θ]).
The function h♯k is holomorphic in (0, c/2)(−λ′k)ei(−(b−π/a+π),b−π/a+π). It is multi-
valuated and satisfies h♯k(x)− h♯k(e2πix) = (hk − hk−1)(x). We define
h˜k(x) =
k∑
l=1
h♯l (x) +
a∑
l=k+1
h♯l(e
2πix)
in (0, c/2)Ik for k ∈ Z/aZ. By construction we obtain h˜k − h˜k−1 = hk − hk−1 and
|h˜k(x)| ≤ 1
2π
a
c0
c(b − π/a+ θ + 1) sup
t∈(0,c)
(c1e
−c2t−ν t−1)
for all k ∈ Z/aZ and x ∈ (0, c/2)Ik. By simple calculus we can see that if
e−c2t
−ν
t−(n+1) is increasing in (0, c) then so is e−c2t
−ν
t−1. As a consequence we
obtain
|h˜k(x)| ≤ 1
2π
ac1
c0
(b− π/a+ θ + 1)e−c2c−ν
for all k ∈ Z/aZ and x ∈ (0, c/2)Ik.
Let
∑∞
l=0 h
♭
lx
l be the 1/ν Gevrey development associated to the element of
Γ(S1;A/A≤−ν) defined by the functions h˜k for k ∈ Z/aZ. We have
h♭n =
1
2πi
a∑
k=1
∫ cλ′k
0
(hk − hk−1)(w)w−(n+1)dw
by the properties of the Cauchy-Heine transform. Since e−c2t
−ν
t−(n+1) is increasing
in (0, c) we deduce |h♭n| ≤ (2π)−1acc1e−c2c
−ν
c−(n+1). Let h − h˜ be the function
defined in B(0, c/2) such that (h− h˜)|(0,c/2)Ik = hk − h˜k for k ∈ Z/aZ. We have
|(h− h˜)(x)| ≤ τ + ac1(b − π/a+ θ + 1)
2c0π
e−c2c
−ν ∀x ∈ B(0, c/2).
Cauchy’s integral formula implies
|hˆn| ≤ 2
n
cn
(
τ +
ac1(b− π/a+ θ + 1)
2c0π
e−c2c
−ν
)
+
ac1
2cnπ
e−c2c
−ν
.
A straightforward argument provides the estimate (31). 
6.2. Multi-summability of Fatou coordinates. Let ϕ ∈ Diff tp1(C2, 0) with 2-
convergent normal form Υ = exp(X). Consider Λ = (λ1, . . . , λq˜) ∈ M and the
dynamical splitting ̥Λ in remark 4.11.
Let j ∈ Ds(ϕ) and λ ∈ S1. Our aim is to define
ξ¨ϕj,Λ,λ(x, z) = ψ¨
ϕ
j+1,Λ,λ ◦ (x, ψ¨ϕj,Λ,λ)−1(x, z).
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We can interpret the set (x, ψ¨ϕj,λ)(H
λ
Λ,j) as a chart coordinate system in which ϕ is
of the form (x, z + 1). The map ξ¨ϕj,λ is then a transition function commuting with
(x, z + 1). The main problem in order to define ξ¨ϕj,λ is that H
λ
Λ,j ∩ HλΛ,j+1 = ∅.
Anyway in next lemma we extend the Fatou coordinates by iteration in order to
obtain a common domain of definition for both ψ¨ϕj,λ and ψ¨
ϕ
j+1,λ.
Remark 6.1. The family {ξ¨ϕj,Λ,λ}j∈D(ϕ) for Λ ∈ M and λ ∈ S1 is an extension of
the Ecalle-Voronin invariants of ϕ|x=0 in IλΛ.
Lemma 6.3. Let ϕ ∈ Diff tp1(C2, 0) with 2-convergent normal form Υ = exp(X).
Consider Λ = (λ1, . . . , λq˜) ∈ M, λ ∈ S1, j ∈ Ds(ϕ) and s ∈ {−1, 1}. There exists
M ∈ R+ such that the function ξ¨ϕj,Λ,λ(x, z) commutes with z 7→ z+1 and is defined
in [0, δ)IλΛ × s(R+ i(−∞,−M)). Moreover there exists
lim
(x,Im(z))→(x0,−s∞)
ξ¨ϕj,Λ,λ(x, z)− z
for any x0 ∈ [0, δ)IλΛ. The function e2πiz ◦ ξ¨ϕj,Λ,λ(x, (ln z)/(2πi)) is holomorphic in
(0, δ)λei(−υΛ,υΛ) × {z ∈ P1(C) : |z|s > e2πM}. The constant M does not depend on
Λ, λ or j.
Proof. Consider Γx,k,λ = Γ(ℵΛ,λX,T ǫ,kiX (x), T0) for k ∈ D(ϕ) and x ∈ [0, δ)IλΛ.
Suppose s = 1 without lack of generality. We denote
BX,j,λ(x) = ∪t∈[0,2]exp(tX)(Γx,j,λ) and BX,j+1,λ(x) = ∪t∈[−2,0]exp(tX)(Γx,j+1,λ)
for x ∈ [0, δ)IλΛ. Let Hλj,j+1 be the element of the set Reg∗(ǫ,ℵΛ,λX, IλΛ) such that
T ǫ,jiX (0) ∈ Hλj,j+1(0) ∋ T ǫ,j+1iX (0). We define
EX,j,λ(x) = BX,j,λ(x) ∪BX,j+1,λ(x) ∪Hλj,j+1(x) for x ∈ [0, δ)IλΛ.
Since EX,j,λ(x) is simply connected for x ∈ [0, δ)IλΛ we can extend ψXLj to EX,j,λ.
There existsM ∈ R+ such that any trajectory Γ(X,P,EX,j,λ) for P ∈ BX,j,λ(x),
x ∈ [0, δ)IλΛ and Im(ψXLj (P )) < −M intersects BX,j+1,λ(x). More precisely, there
exists t0(P ) ∈ R+ such that exp(tX)(P ) ∈ EX,j,λ for any t ∈ [−t0(P ), 0] and
exp(−t0(P )X)(P ) ∈ BX,j+1,λ(x). The constant M does not depend on Λ, λ or j.
We have
|∆ϕ| ≤ K18
(1 + |ψXLj |)2
in EX,j,λ
for some K18 ∈ R+ by proposition 5.2. We have ψXLj ◦ ϕ−1 = ψXLj − 1−∆ϕ ◦ ϕ−1.
Lemma 5.2 implies
|ψXLj ◦ ϕ−l − (ψXLj − l)|(P ) ≤
K19
1 + |ψXLj (P )|
for all orbit {P, ϕ−1(P ), . . . , ϕ−l(P )} contained in EX,j,λ(x) and x ∈ [0, δ)IλΛ. We
can use the previous inequality to show that there exists t1(P ) ∈ N such that
ϕ−l(P ) ∈ EX,j,λ ∀1 ≤ l ≤ t1(P ) and ϕ−t1(P )(P ) ∈ BX,j+1,λ
for any P ∈ ∪x∈[0,δ)IλΛBX,j,λ(x) with Im(ψXLj (P )) < −M . We consider a greater
M ∈ R+ if necessary. Thus we can extend ψ¨ϕj+1,λ to BX,j,λ(x)∩{Im(ψXLj ) < −M}
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for any x ∈ [0, δ)IλΛ. Since we have
|(ψ¨ϕj+1,λ − ψXLj )(P )− (ψ¨ϕj+1,λ − ψXLj )(ϕ−t1(P )(P ))| ≤
K19
1 + |ψXLj (P )|
for any P ∈ ∪x∈[0,δ)IλΛBX,j,λ(x) with Im(ψXLj (P )) < −M then ψ¨
ϕ
j+1,λ − ψXLj
is continuous in ∪x∈[0,δ)IλΛBX,j,λ(x) ∩ {Im(ψXLj ) < −M} and so is the mapping
ψ¨ϕj+1,λ − ψ¨ϕj,λ. The mapping ξ¨ϕj,λ(x, z) commutes with (x, z + 1). Therefore it is
defined in [0, δ)IλΛ× (R+ i(−∞,−M)) up to consider a greater M ∈ R+. Moreover
we obtain
lim
(x,Im(z))→(x0,−∞)
ξ¨ϕj,λ(x, z)− z = (ψ¨ϕj+1,λ − ψ¨ϕj,λ)(αℵΛ,λX(HλΛ,j(x))).
Thus e2πiz ◦ ξ¨ϕj,λ(x, (ln z)/(2πi)) is holomorphic in [0, δ)IλΛ × {|z| > e2πM}. 
Next we study the dependence of ξ¨ϕj,Λ,λ on Λ ∈ M and λ ∈ S1. We provide the
estimates implying the multi-summability of the extensions of the Ecalle-Voronin
invariants.
Theorem 6.1. Let ϕ ∈ Diff tp1(C2, 0) with 2-convergent normal form Υ = exp(X).
Consider Λ,Λ′ ∈ M, λ, λ′ ∈ S1, j ∈ Ds(ϕ) and s ∈ {−1, 1}. Then
(33) |ξ¨ϕj,Λ,λ(x, z)− ξ¨ϕj,Λ′,λ′(x, z)| ≤ K20e−K/|x|
e˜
d
λ,λ′
Λ,Λ′
+1
in [0, δ)Iλ,λ
′
Λ,Λ′ × s(R+ i(−∞,−M)) for some K20 ∈ R+.
Proof. Consider the notations in the proof of lemma 6.3. Denote d = dλ,λ
′
Λ,Λ′ . We
have
|ψ¨ϕj,Λ,λ − ψ¨ϕj,Λ′,λ′ | ≤ e−K/|x|
e˜d+1
and |ψ¨ϕj+1,Λ,λ − ψ¨ϕj+1,Λ′,λ′ | ≤ e−K/|x|
e˜d+1
in Hλ,λ
′
Λ,Λ′,j and H
λ,λ′
Λ,Λ′,j+1 respectively by prop. 5.9.
Given x ∈ [0, δ)Iλ,λ′Λ,Λ′ consider a connected path γx contained in BX,j,λ(x) such
that ψ¨ϕj,λ(γx) is of the form [a(x), a(x) + 1] − isM . Given x0 ∈ [0, δ)Iλ,λ
′
Λ,Λ′ and
z0 ∈ ψ¨ϕj,λ(γx0) we consider the point (x0, y0) ∈ γx0 such that ψ¨ϕj,λ(x0, y0) = z0. We
consider the point (x0, y1) such that ψ¨
ϕ
j,λ′(x0, y1) = z0. Since
|ψ¨ϕj,λ(x0, y1)− ψ¨ϕj,λ′(x0, y1)| ≤ e−K/|x0|
e˜d+1
by proposition 5.9 we obtain |ψ¨ϕj,λ(x0, y1) − ψ¨ϕj,λ(x0, y0)| ≤ e−K/|x0|
e˜d+1
. There
exists K ′1 ∈ R+ such that |ψ¨ϕj,λ ◦ (x, ψXLj )−1(x, z) − z| ≤ K ′1 in a neighborhood of
∪
x∈[0,δ)Iλ,λ′
Λ,Λ′
{x} × ψXLj (BX,j,λ(x)) since ψ¨ϕj,λ − ψXLj is bounded. By using Cauchy’s
integral formula we obtain K ′2 > 0 such that∣∣∣∣∣∂(ψ¨
ϕ
j,λ ◦ (x, ψXLj )−1)
∂z
− 1
∣∣∣∣∣ ≤ K ′2
in a neighborhood of ∪
x∈[0,δ)Iλ,λ′
Λ,Λ′
{x} × ψXLj (BX,j,λ(x)). We can suppose K ′2 ≤ 1/2
by considering a greater M ∈ R+. Thus we obtain |∂(ψXLj ◦ (x, ψ¨ϕj,λ)−1)/∂z| ≤ 2 in
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a neighborhood of ∪
x∈[0,δ)Iλ,λ′
Λ,Λ′
{x} × ψ¨ϕj,λ(BX,j,λ(x)). We deduce
|ψXLj (x0, y1)− ψXLj (x0, y0)| ≤ 2e−K/|x0|
e˜d+1
.
We have
|ψ¨ϕj+1,λ(x0, y0)− ψ¨ϕj+1,λ′(x0, y1)| ≤ |ψ¨ϕj+1,λ(x0, y0)− ψ¨ϕj+1,λ(x0, y1)|+ e−K/|x0|
e˜d+1
.
There exists K ′3 ∈ R+ such that |∂(ψ¨ϕj+1,λ ◦ (x, ψXLj )−1)/∂z − 1| ≤ K ′3 in a neigh-
borhood of ∪
x∈[0,δ)Iλ,λ′
Λ,Λ′
{x} × [ψXLj (BX,j,λ(x)) ∩ s(R + i(−∞,−M))]. The proof is
analogous to the one for ψ¨ϕj,λ. This property implies
|ψ¨ϕj+1,λ(x0, y0)− ψ¨ϕj+1,λ′ (x0, y1)| ≤ 2(1 +K ′3)e−K/|x0|
e˜d+1
+ e−K/|x0|
e˜d+1
.
Denote K20 = 2(1 + K
′
3) + 1. The function (ξ¨
ϕ
j,Λ,λ − ξ¨ϕj,Λ′,λ′)(x0, (ln z)/(2πi)) is
defined in {z ∈ P1(C) : |z|s > e2πM} and is bounded by above by K20e−K/|x0|e˜d+1
in ∂B(0, e2πsM ). The modulus maximum principle implies equation (33). 
Definition 6.3. Let j ∈ Ds(ϕ). Since ξ¨ϕj,Λ,λ commutes with (x, z + 1), it is of the
form
ξ¨ϕj,Λ,λ = z + a¨
ϕ
j,Λ,λ,0(x) +
∞∑
l=1
a¨ϕj,Λ,λ,l(x)e
−2πislz
where a¨ϕj,Λ,λ,l is continuous in [0, δ)I
λ
Λ and holomorphic in (0, δ)I˙
λ
Λ for any l ≥ 0.
The properties of the families {a¨ϕj,Λ,λ,l}(Λ,λ)∈M×S1 and {ξ¨ϕj,Λ,λ}(Λ,λ)∈M×S1 are
analogous.
Theorem 6.2. Let ϕ ∈ Diff tp1(C2, 0) with 2-convergent normal form Υ = exp(X).
Consider Λ = (λ1, . . . , λq˜) ∈ M, j ∈ Ds(ϕ) and s ∈ {−1, 1}. Then the function
a¨ϕj,Λ,λ,l is (e˜1, . . . , e˜q˜)-summable in the multi-direction Λ for any l ∈ N∪{0}. More-
over its asymptotic development a¨ϕj,l does not depend on Λ. In particular a¨
ϕ
j,l is a
(e˜1, . . . , e˜q˜)-summable power series for any l ∈ N ∪ {0}.
Proof. Fix l ∈ N ∪ {0}. Let Λ′ ∈ M and λ, λ′ ∈ S1. Consider the curve γx defined
in the proof of theorem 6.1 for x ∈ [0, δ)Iλ,λ′Λ,Λ′ . We have
|a¨ϕj,Λ,λ,l − a¨ϕj,Λ′,λ′,l|(x) ≤
∣∣∣∣∣
∫
ψ¨ϕj,λ(γx)
e2πislz(ξ¨ϕj,Λ,λ(x, z)− ξ¨ϕj,Λ′,λ′(x, z))dz
∣∣∣∣∣
and then
|a¨ϕj,Λ,λ,l − a¨ϕj,Λ′,λ′,l|(x) ≤ e2πlMK20e−K/|x|
e˜
d
λ,λ′
Λ,Λ′
+1
.
We obtain
(34) a¨ϕj,Λ,λ,l − a¨ϕj,Λ′,λ′,l ∈ A≤−e˜1(I˙λ,λ
′
Λ,Λ′ ).
Suppose Λ′ = Λ. If λ, λ′ ∈ Ik(λk, 0) for some k ∈ {0, . . . , q˜} we obtain dλΛ ≥ k ≤ dλ
′
Λ
and dλ,λ
′
Λ,Λ ≥ k. We obtain
a¨ϕj,Λ,λ,l − a¨ϕj,Λ,λ′,l ∈ A≤−e˜k+1(I˙λ,λ
′
Λ,Λ ).
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Proposition 6.1 implies that a¨ϕj,Λ,λ,l is (e˜1, . . . , e˜q˜)-summable in Λ. Denote a¨
ϕ
j,Λ,l its
asymptotic development. Property (34) for λ, λ′ ∈ S1 implies a¨ϕj,Λ,l = a¨ϕj,Λ′,l for all
Λ,Λ′ ∈ M (see condition (ii) a) in def. 6.2).
Consider (λ1, . . . , λq˜) ∈ (S1)q˜ where λk 6∈ Ξ˜kX (see def. 4.10). There exist
s1, s2 ∈ {−1, 1} such that
(λ1e
is1ζ , . . . , λk−1eis1ζ , λk, λk+1eis2ζ , . . . , λq˜eis2ζ) ∈M
for any ζ in a neighborhood of 0 in R+. The singular directions of order e˜k of a¨
ϕ
j,l
are contained in the finite set Ξ˜kX for any 1 ≤ k ≤ q˜ by lemma 6.1. Therefore
a¨ϕj,l ∈ C[[x]] is (e˜1, . . . , e˜q˜)-summable. 
Definition 6.4. We define ζϕ(x) = −πi/ν(E0)−1
∑
P∈(SingX)(x)Res(X,P ) (see
def. 4.4). The function ζϕ(x) is holomorphic in the neighborhood of x = 0. It does
not depend on the choice of X.
Let us review the normalizing conditions for Fatou coordinates introduced in
subsection 8.1 of [16]. By making analytic extension along the arc going from T ǫ,jiX (0)
to T ǫ,j+1iX (0) in counter clock wise sense we can define ψ
X
Lj+1
−ψXLj . It depends only
on x and it is holomorphic in a neighborhood of x = 0. By considering Fatou
coordinates of the form ψ˙Xj = ψ
X
Lj
+ cj(x) for convenient holomorphic functions
c1, . . . , c2ν(E0) defined in B(0, δ) we can obtain (ψ˙
X
j+1 − ψ˙Xj )(x, y) = ζϕ(x) for any
j ∈ D(ϕ). Let y = γ1(x), . . ., y = γp(x) the irreducible components of Fix(ϕ).
There exist continuous functions
bj : [0, δ)I
λ
Λ → C for 1 ≤ j ≤ 2ν(E0) and cϕΛ,λ,k : [0, δ)IλΛ → C for 1 ≤ k ≤ p,
holomorphic in (0, δ)I˙λΛ, such that
(35) (ψ¨ϕj,Λ,λ + bj(x)− ψ˙Xj )(x, γk(x)) = cϕΛ,λ,k(x)
for all x ∈ [0, δ)IλΛ, j ∈ D(ϕ) and 1 ≤ k ≤ p such that (x, γk(x)) ∈ HλΛ,j (see [16]).
The relevant property is that a function cϕΛ,λ,k does not depend on the choice of
j ∈ D(ϕ). We define
ψ˙ϕj,Λ,λ(x, y) = ψ¨
ϕ
j,Λ,λ(x, y) + bj(x)− cϕΛ,λ,1(x) for j ∈ D(ϕ).
We obtain (ψ˙ϕj,Λ,λ − ψ˙Xj )(x, γ1(x)) = 0 for all x ∈ [0, δ)IλΛ and j ∈ D(ϕ) such that
(x, γ1(x)) ∈ HλΛ,j .
Definition 6.5. (section 8.1, prop. 8.1 [16]) The family {ψ˙ϕj,Λ,λ}(j,Λ,λ)∈D(ϕ)×M×S1
is called a homogeneous privileged (with respect to y = γ1(x)) system of Fatou
coordinates of ϕ. We define the extension of the Ecalle-Voronin invariants
ξ˙ϕj,Λ,λ(x, z) = ψ˙
ϕ
j+1,Λ,λ ◦ (x, ψ˙ϕj,Λ,λ)−1(x, z)
for (j,Λ, λ) ∈ D(ϕ) ×M× S1. We have
ξ˙ϕj,Λ,λ(x, z) = z + ζϕ(x) +
∞∑
l=1
a˙ϕj,Λ,λ,l(x)e
−2πislz
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for j ∈ Ds(ϕ) and s ∈ {−1, 1}. Since the system {ψ˙Xj }j∈D(ϕ) is unique up to
a holomorphic additive function then so is {ψ˙ϕj,Λ,λ}(j,Λ,λ)∈D(ϕ)×M×S1. More pre-
cisely, any other homogeneous privileged system of Fatou coordinates of ϕ is of the
form {ψ˙ϕj,Λ,λ + c}(j,Λ,λ)∈D(ϕ)×M×S1 where c(x) is a holomorphic function defined in
B(0, δ).
Let us remark that given Λ ∈M and λ ∈ S1 we have
2ν(E0)∑
k=1
a¨ϕk,Λ,λ,0 ≡ 2ν(E0)ζϕ.
The analogous result holds true for {ψ˙ϕj,Λ,λ}j∈D(ϕ) and the property is preserved
if we replace ψ˘ϕj0,Λ,λ with ψ˘
ϕ
j0,Λ,λ
+ cj0(x) in a a system of Fatou coordinates
{ψ˘ϕj,Λ,λ}j∈D(ϕ). Since ψ
ϕ
j,Λ,λ − ψ˙ϕj,Λ,λ is a function of x for any j ∈ D(ϕ) the
result follows. This discussion motivates the next choice of normalizing condition
for multi-summable Fatou coordinates.
Definition 6.6. We define ψϕ1,Λ,λ ≡ ψ¨ϕ1,Λ,λ. We define
ψϕj,Λ,λ(x, y) = ψ¨
ϕ
j,Λ,λ(x, y)−
j−1∑
k=1
a¨ϕk,Λ,λ,0(x) + (j − 1)ζϕ(x)
for j = 2, . . . , 2ν(E0). We define the extension of the Ecalle-Voronin invariants
ξϕj,Λ,λ(x, z) = ψ
ϕ
j+1,Λ,λ ◦ (x, ψϕj,Λ,λ)−1(x, z)
for j ∈ D(ϕ). The family {ψϕj,Λ,λ}(j,Λ,λ)∈D(ϕ)×M×S1 is called a homogeneous
(e˜1, . . . , e˜q˜)-summable system of Fatou coordinates of ϕ. It is defined up to a
(e˜1, . . . , e˜q˜)-summable function, i.e. any other homogeneous (e˜1, . . . , e˜q˜)-summable
system of Fatou coordinates of ϕ is of the form {ψϕj,Λ,λ + cΛ,λ}(j,Λ,λ)∈D(ϕ)×M×S1
where cΛ,λ(x) is a (e˜1, . . . , e˜q˜)-summable function.
Remark 6.2. Different choices of 2-convergent normal forms can provide different
homogeneous (e˜1, . . . , e˜q˜)-summable systems of Fatou coordinates of ϕ.
Remark 6.3. The definition implies
ξϕj,Λ,λ = z + ζϕ(x) +
∞∑
l=1
aϕj,Λ,λ,l(x)e
−2πislz
for j = 1, . . . , 2ν(E0). The function ψϕj,Λ,λ − ψ˙ϕj,Λ,λ depends only on x for any
j ∈ {1, 2}. It is continuous in [0, δ)IλΛ and holomorphic in (0, δ)I˙λΛ. Moreover it does
not depend on j ∈ D(ϕ1) since both systems of Fatou coordinates are homogeneous.
Theorem 6.3. Let ϕ ∈ Diff tp1(C2, 0) with 2-convergent normal form exp(X). Let
Λ,Λ′ ∈ M, λ, λ′ ∈ S1 and j ∈ D(ϕ). Then there exists K ∈ R+ such that
|ψϕj,Λ,λ − ψϕj,Λ′,λ′ |(x, y) ≤ e−K/|x|
e˜
d
λ,λ′
Λ,Λ′
+1
for any (x, y) ∈ Hλ,λ′Λ,Λ′,j.
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Theorem 6.4. Let ϕ ∈ Diff tp1(C2, 0) with 2-convergent normal form exp(X). Let
Λ,Λ′ ∈ M, λ, λ′ ∈ S1, j ∈ D(ϕ) and θ ∈ (0, π/2]. Then there exist K ∈ R+ and
ρ ≥ 2ρ0 such that
|ψϕj,Λ,λ − ψϕj,Λ′,λ′ |(x, y) ≤ e−K/|x|
e˜
d
λ,λ′
Λ,Λ′
+1
for any (x, y) ∈ Hǫ,ρ,λ,λ′j,θ . Moreover ρ depends only on X, ϕ and Λ.
Remark 6.4. As in theorem 6.2 the combinatorics of sectors in the x variable of the
family {ψϕj,Λ,λ}(Λ,λ)∈M×S1 corresponds to a multi-summable function. It is justified
to say that {ψϕj,Λ,λ}(Λ,λ)∈M×S1 is (e˜1, . . . , e˜q˜)-summable in the x-variable. It would
be more rigorous to say that the family {ψϕj,Λ,λ−ψXLj}(Λ,λ)∈M×S1 is multi-summable
since its elements are bounded.
Remark 6.5. The previous theorems are deduced from prop. 5.9, 5.11 and the
(e˜1, . . . , e˜q˜)-summability of the power series −
∑j−1
k=1 a¨
ϕ
k,0(x) + (j − 1)ζϕ(x) for any
j ≤ 2ν(E0). Thus the lemma 6.3 and the theorems 6.1 and 6.2 hold true for
{ξϕj,Λ,λ}(j,Λ,λ)∈D(ϕ)×M×S1 and {a
ϕ
j,Λ,λ,k}(j,Λ,λ,k)∈D(ϕ)×M×S1×N. Then Ecalle-Voronin
invariants are (e˜1, . . . , e˜q˜)-summable in the x-variable.
Remark 6.6. Let ϕ ∈ Diff tp1(C2, 0) with convergent normal form exp(X). Suppose
that Fix(ϕ) is a curve y = γ(x). The sets of unstable directions UjX (see subsection
4.1) are empty for any 1 ≤ j ≤ q. Therefore the Fatou coordinates {ψϕj }j∈D(ϕ) and
Ecalle-Voronin invariants {ξϕj }j∈D(ϕ) are analytic. Indeed we have
ξϕj = z + ζϕ(x) +
∞∑
l=1
aϕj,l(x)e
−2πislz
where aϕj,l ∈ O(B(0, δ)) for all j ∈ Ds(ϕ), s ∈ {−1, 1} and l ∈ N.
6.3. Multi-summability of Lavaurs vector fields. Let ϕ ∈ Diff tp1(C2, 0) with
2-convergent normal form Υ = exp(X). Consider Λ ∈ M, λ ∈ S1, j ∈ D(ϕ).
Definition 6.7. We define the Lavaurs vector field (see cor. 5.1)
Xϕj,Λ,λ =
1
∂ψϕj,Λ,λ/∂y
∂
∂y
.
It is defined in HλΛ,j and in H
ǫ,ρ,λ
j,θ (see Step 1 of subsection 5.6) for any θ ∈ (0, π/2].
We denote gϕj,Λ,λ = 1/(∂ψ
ϕ
j,Λ,λ/∂y).
Theorem 6.5. Let ϕ ∈ Diff tp1(C2, 0) with 2-convergent normal form Υ = exp(X).
Consider j ∈ Ds(ϕ) and s ∈ {−1, 1}. There exists a development
Xˆϕj =
( ∞∑
k=0
gϕj,k(y)x
k
)
∂
∂y
such that
• gϕj,k is holomorphic in ∪θ∈(0,π/2]Hǫ,ρ,λj,θ (0) for any k ∈ N ∪ {0}.
• The series∑∞k=0 gϕj,k(y0)xk is the asymptotic development of the (e˜1, . . . , e˜q˜)-
summable function gϕj,Λ,λ(x, y0) for all (0, y0) ∈ ∪θ∈(0,π/2]Hǫ,ρ,λj,θ (0) and
Λ ∈M.
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Let us remark that the set ∪θ∈(0,π/2]Hǫ,ρ,λj,θ (0) does not depend on ρ or λ. It only
depends on j and ǫ.
Proof. Let us prove that gϕj,Λ,λ is (e˜1, . . . , e˜q˜)-summable in the x variable.
Fix θ ∈ (0, π/2]. Denote X = g(x, y)∂/∂y. Let Λ,Λ′ ∈ M and λ, λ′ ∈ S1. We
have
|ψϕj,Λ,λ − ψϕj,Λ′,λ′ |(x, y) ≤ e−K/|x|
e˜
d
λ,λ′
Λ,Λ′
+1
for any (x, y) ∈ Hǫ,ρ,λ,λ′j,θ by theorem 6.4. The definition of Xϕj,Λ,λ implies
gϕj,Λ,λ − gϕj,Λ′,λ′ =
1
∂ψϕj,Λ,λ/∂y
− 1
∂ψϕj,Λ′,λ′/∂y
=
∂ψϕj,Λ′,λ′/∂y − ∂ψϕj,Λ,λ/∂y
(∂ψϕj,Λ,λ/∂y)(∂ψ
ϕ
j,Λ′,λ′/∂y)
.
Let us consider the function hj,Λ,λ = ∂(ψ
ϕ
j,Λ,λ − ψXLj )/∂y. It satisfies
hj,Λ,λ =
∂(ψϕj,Λ,λ − ψXLj )
∂ψXLj
∂ψXLj
∂y
=
∂(ψϕj,Λ,λ − ψXLj)
∂ψXLj
1
g
.
By using proposition 5.10 and Cauchy’s integral formula we obtain that ghj,Λ,λ
is a continuous function defined in in Hǫ,ρ,λj,θ whose value at (0, 0) is equal to 0.
Moreover the restriction (ghj,Λ,λ)(0, y) to x = 0 does not depend on Λ or λ. Thus
there exists K ′1 ≥ 1 such that
1
K ′1
≤ g
ϕ
j,Λ,λ
g
≤ K ′1 and
1
K ′1
≤ g
ϕ
j,Λ′,λ′
g
≤ K ′1
in Hǫ,ρ,λj,θ and H
ǫ,ρ,λ′
j,θ respectively. Since
∂ψϕj,Λ′,λ′
∂y
− ∂ψ
ϕ
j,Λ,λ
∂y
=
∂(ψϕj,Λ′,λ′ − ψϕj,Λ,λ)
∂ψXLj
∂ψXLj
∂y
=
∂(ψϕj,Λ′,λ′ − ψϕj,Λ,λ)
∂ψXLj
1
g
we deduce analogously that∣∣∣∣∣∂ψ
ϕ
j,Λ′,λ′
∂y
− ∂ψ
ϕ
j,Λ,λ
∂y
∣∣∣∣∣ ≤ K ′2e−K/|x|
e˜
d
λ,λ′
Λ,Λ′
+1 1
|g|
in Hǫ,ρ,λ,λ
′
j,θ for some K
′
2 ∈ R+. Therefore we obtain
|gϕj,Λ,λ − gϕj,Λ′,λ′ | ≤ |g|K ′2(K ′1)2e−K/|x|
e˜
d
λ,λ′
Λ,Λ′
+1
in Hǫ,ρ,λ,λ
′
j,θ . Notice that H
ǫ,ρ,λ
j,θ (0) = H
ǫ,ρ,λ,λ′
j,θ (0). The result is obtained by pro-
ceeding as in the proof of theorem 6.2. 
6.4. Analyzing the infinitesimal generator. Let ϕ ∈ Diff tp1(C2, 0) with 2-
convergent normal form Υ = exp(X).
Definition 6.8. The infinitesimal generator logϕ of ϕ is of the form
logϕ =
( ∞∑
k=0
gˆϕk (y)x
k
)
∂
∂y
where gˆϕk ∈ C[[x]] for any k ∈ N ∪ {0}.
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Analogously as in th. 6.5 we prove that the family {gϕj,k}j∈D(ϕ) represents a
ν(E0)-summable function for any k ∈ N∪{0} (th. 6.6). We claim that this function
coincides with gˆϕk . Roughly speaking the Lavaurs vector fields (1/∂ψ
ϕ
j,λ,k)∂/∂y are
very tangent to uˆf∂/∂y by prop. 5.13. The proof is completed by using that the
functions of the form ψϕj,Λ,λ(x, y) − ψϕj,λ,k(x, y) are (up to an additive function of
x) exponentially small in the x variable (prop. 6.2).
Denote f = y ◦ ϕ − y, logϕ = uˆf∂/∂y and X = uf∂/∂y for some units uˆ ∈
C[[x, y]], u ∈ C{x, y}. We obtain uˆ−u ∈ (f2). Fix k ≥ max(5, 4ν(E0)). Let exp(Yk)
be a k-convergent normal form and B(0, δ)×B(0, ǫk) as defined in subsection 5.7.
The vector field Yk is of the form ukf∂/∂y where uk ∈ C{x, y} is a unit such that
uˆ− u ∈ (fk).
Proposition 6.2. Let ϕ ∈ Diff tp1(C2, 0) with 2-convergent normal form Υ =
exp(X). Then gˆϕb is an asymptotic development in H
ǫ,ρ
j,θ (0) at x = 0 of g
ϕ
j,b for all
j ∈ D(ϕ), θ ∈ (0, π/2] and b ∈ N ∪ {0}.
Proof. Denote ν = ν(E0). Fix k ≥ max(5, 4ν). Consider λ ∈ S1. We have
1
∂ψϕj,λ,k/∂y
− 1
∂ψLj,k/∂y
=
(∂(ψLj,k − ψϕj,λ,k)/∂ψLj ,k)(∂ψLj ,k/∂y)
(∂ψLj ,k/∂y)(∂ψ
ϕ
j,λ,k/∂y)
,
see subsection 5.7 for the definition of ψLj ,k. We denote g
ϕ
j,λ,k = 1/(∂ψ
ϕ
j,λ,k/∂y).
We obtain ∣∣∣gϕj,λ,k − ukf ∣∣∣ = O
(
f
(1 + |ψXLj (x, y)|)k−1
)
= O(f
νk+1
ν+1 )
in ∪x∈Iλ(Hǫ,ρj,θ (x) ∩ Hǫk,ρj,θ/2(x)) by proposition 5.13. Consider λ′ ∈ S1 such that
Iλ ∩ Iλ′ 6= ∅. The function ψϕj,λ,k − ψϕj,λ′,k is defined in ∪x∈Iλ′∩IλB1ϕ,j(x) (see Step
3 of subsection 5.6). We argue as in the proof of prop. 5.9 to obtain K ′1 ∈ R+ such
that
|ψϕj,λ,k − ψϕj,λ′,k| ≤ e−K
′
1/|x|ν
in ∪x∈Iλ′∩Iλ(Hǫ,ρj,θ (x) ∩Hǫk,ρj,θ/2(x)). This implies
(36) gϕj,λ,k − gϕj,λ′,k = O
(
f
∂(ψϕj,λ′,k − ψϕj,λ,k)
∂ψXLj
)
= O
(
e−K
′
1/|x|νf
)
in ∪x∈Iλ′∩Iλ(Hǫ,ρj,θ (x) ∩Hǫk,ρj,θ/2(x)).
We have Hǫ,ρj,θ ∩ Hǫk,ρj,θ/2 ⊂ B(0, δ) × ei[−ζ,ζ](0, ǫ) for some ζ ∈ R+ (prop. 4.1).
Lemma 4.3 and remark 4.5 imply |ψXLj | ≤ C′1/|y|ν in E0 ∩ (B(0, δ) × ei[−ζ,ζ](0, ǫ))
for some C′1 ∈ R+. Cauchy’s integral formula provides∣∣∣∣∣∂ψ
X
Lj
∂x
∣∣∣∣∣ (x0, y) = 12π
∣∣∣∣∣
∫
x∈∂B(x0,|y|/(2ρ0))
ψXLj (x, y)
(x − x0)2 dx
∣∣∣∣∣ ≤ C′12ρ0|y|ν+1
for any (x0, y) ∈ E˜0 ∩ (B(0, δ) × ei[−ζ,ζ](0, ǫ)) (see section 3). Consider points
(0, y) ∈ Hǫ,ρj,θ ∩Hǫk,ρj,θ/2 and x ∈ B(0, |y|ν+2). We have
|ψXLj (x, y)− ψXLj (0, y)| ≤ C′12ρ0
|x|
|y|ν+1 ≤ C
′
12ρ0|y|.
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Therefore (x, y) is in the neighborhood of Hǫ,ρj,θ ∩ Hǫk,ρj,θ/2 if y is in a neighborhood
of 0. As a consequence the property (36) holds true for points (x, y) ∈ T0 such
that (0, y) is in a neighborhood of (0, 0) in Hǫ,ρj,θ ∩Hǫk,ρj,θ/2 and x ∈ B(0, |y|ν+2). The
function f is a O(yν+1) +O(x) and then a O(yν+1) in {(x, y) ∈ C2 : |x| ≤ |y|ν+2}.
Fix (0, y0) ∈ Hǫ,ρj,θ ∩ Hǫk,ρj,θ/2 and the ball B(0, |y0|ν+2). The equation (36) im-
plies that the family of functions {gϕj,λ,k(x, y0)}λ∈S1 has a common 1/ν Gevrey
asymptotic development
∑∞
b=0 g
ϕ
j,b,k(y0)x
b. We apply lemma 6.2 to the functions
(gϕj,λ,k − ukf)(x, y0) to obtain that gϕj,b,k(y0) satisfies∣∣∣∣gϕj,b,k(y0)− 1b! ∂b(ukf)∂xb (0, y0)
∣∣∣∣ = O
(
(yν+10 )
νk+1
ν+1
y
b(ν+2)
0
)
+e
−K′1
2|y0|
ν(ν+2) = O
(
y
νk+1−b(ν+2)
0
)
.
Consider Λ ∈ M, λ ∈ S1. Then ψϕj,Λ,λ − ψϕj,λ,k is defined in ∪x∈Iλ∩(0,δ)IλΛB1ϕ,j(x).
The functions ψϕj,λ,k−ψXLj and ψϕj,Λ,λ−ψXLj are bounded in ∪x∈Iλ∩(0,δ)IλΛB1ϕ,j(x) by
lemma 5.13 and proposition 5.6 respectively. Therefore ψϕj,Λ,λ − ψϕj,λ,k is bounded.
By using (Im ψXLj)(B
1
ϕ,j(x)) = [−a1/|x|ν , a1/|x|ν ] and proceeding as in prop. 5.9 we
obtain that there existK ′2 ∈ R+ and a holomorphic function a0(x) ∈ O(Iλ∩(0, δ)IΛ)
such that
|ψϕj,Λ,λ(x, y)− ψϕj,λ,k(x, y)− a0(x)| ≤ e−K
′
2/|x|ν(E0) in ∪x∈Iλ∩(0,δ)IλΛ B
1
ϕ,j(x).
The estimate holds true in ∪x∈Iλ′∩(0,δ)IλΛ(H
ǫ,ρ
j,θ (x) ∩Hǫk,ρj,θ/2(x)) too since the orbits
by ϕ of points in this set intersect ∪x∈Iλ∩(0,δ)IλΛB1ϕ,j(x) (lemma 5.9) and both sides
are invariant by ϕ. We obtain
gϕj,λ,k − gϕj,Λ,λ = O
(
e−K
′
2/|x|ν(E0)f
)
in ∪x∈Iλ′∩(0,δ)IλΛ (H
ǫ,ρ
j,θ (x)∩Hǫk,ρj,θ/2(x)). This implies gϕj,b = gϕj,b,k in (Hǫ,ρj,θ ∩Hǫk,ρj,θ/2)(0).
Since (
∑∞
k=0 gˆ
ϕ
k (y)x
k)−ukf ∈ (fk+1) we deduce that gˆϕb is an asymptotic develop-
ment of gϕj,b in (H
ǫ,ρ
j,θ ∩Hǫk,ρj,θ/2)(0) and then in Hǫ,ρj,θ (0) since Hǫ,ρj,θ and Hǫ,ρj,θ ∩Hǫk,ρj,θ/2
coincide in a neighborhood of (0, 0). 
Theorem 6.6. Let ϕ ∈ Diff tp1(C2, 0) with 2-convergent normal form Υ = exp(X).
Then gˆϕb is a ν(E0)-summable function whose sum in ∪θ∈(0,π/2]Hǫ,ρj,θ (0) is equal to
gϕj,b for all j ∈ D(ϕ) and b ∈ N ∪ {0}.
Proof. Denote ν = ν(E0). Fix θ ∈ (0, π/2]. Fix Λ ∈ M. Consider λ ∈ S1. The
function (gϕj+1,Λ,λ − gϕj,Λ,λ)(x, y0) represents a (e˜1, . . . , e˜q˜)-summable function for
any (0, y0) ∈ Hǫ,ρj,θ (0) ∩Hǫ,ρj+1,θ(0) by th. 6.5. In fact we have
(gϕj+1,Λ,λ − gϕj,Λ,λ)(x, y)− (gϕj+1,Λ′,λ′ − gϕj,Λ′,λ′)(x, y) = O(fe−K/|x|
e˜
d
λ,λ′
Λ,Λ′
+1
)
in Hǫ,ρ,λ,λ
′
j,θ ∩Hǫ,ρ,λ,λ
′
j+1,θ for all Λ
′ ∈M and λ, λ′ ∈ S1 (see proof of theorem 6.5).
We have
ξϕj,Λ,λ − z = ζϕ(x) +
∞∑
l=1
aϕj,Λ,λ,l(x)e
−2πislz
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where
∑∞
l=1 a
ϕ
j,Λ,λ,l(x)w
l is a bounded function in {(x,w) ∈ (0, δ)IλΛ×B(0, e−2πM )}.
We deduce that ξϕj,Λ,λ − z − ζϕ(x) is a O(e−2πisz). We obtain
ψϕj+1,Λ,λ − ψϕj,Λ,λ − ζϕ(x) = O(e−2πisψ
ϕ
j,Λ,λ) = O(e
−2π|Im(ψXLj )|)
in Hǫ,ρj,θ ∩Hǫ,ρj+1,θ ∩{sIm(ψXLj ) < −M}. Since θ > 0 we get that there exists cθ ∈ R+
such that |Im(ψXLj )| ≥ cθ|ψXLj | in Hǫ,ρj,θ ∩ Hǫ,ρj+1,θ ∩ {sIm(ψXLj ) < −M} and then
O(e
−2π|Im(ψXLj )|) = O(e−2πcθ|ψ
X
Lj
|
). We obtain
gϕj+1,Λ,λ − gϕj,Λ,λ =
(∂(ψϕj,Λ,λ − ψϕj+1,Λ,λ)/∂ψXLj)(∂ψXLj/∂y)
(∂ψϕj,Λ,λ/∂y)(∂ψ
ϕ
j,Λ,λ/∂y)
= O(fe
−2πcθ|ψXLj |)
in Hǫ,ρj,θ ∩Hǫ,ρj+1,θ ∩ {sIm(ψXLj) < −M}. Moreover ψXLj satisfies |ψXLj | ≥ C−16 /|y|ν in
Hǫ,ρj,θ by equation (20). The previous discussion implies
gϕj+1,Λ,λ − gϕj,Λ,λ = O
(
fe
− 2πcθC6
1
|y|ν
)
in Hǫ,ρj,θ ∩Hǫ,ρj+1,θ ∩ {sIm(ψXLj) < −M}.
We proceed as in proposition 6.2 (using lemma 6.2) to obtain
(37) (gϕj+1,b−gϕj,b)(y) = O
(
fe
− 2πcθC6
1
|y|ν
yb(ν+2)
)
+O
(
e−K/(2|y|
ν(ν+2))
)
= O
(
e−
πcθ
C6
1
|y|ν
)
in Hǫ,ρj,θ (0) ∩Hǫ,ρj+1,θ(0) ∩ {sIm(ψXLj) < −M}.
The curve {y ∈ Hǫ,ρj,θ (0) : ψXLj (0, y) ∈ R} adheres a direction λj ∈ S1 at y =
0. We have λk′ = λke
πiν−1(k′−k) for all k, k′ ∈ Z/(2νZ). Since ψXLj ∼ 1/yν in
Hǫ,ρj,θ (0) we deduce that H
ǫ,ρ
j,θ (0) contains a sector {y ∈ (0, ǫθ)λjei[−
π−2θ
ν ,
π−2θ
ν ]}.
Indeed it contains sectors of the form (0, ǫ′)λjei[−(π−θ)ν
−1+η,(π−θ)ν−1−η] for any
η ∈ R+. Analogously Hǫ,ρj,θ (0) ∩ Hǫ,ρj+1,θ(0) ∩ {sIm(ψXLj) < −M} contains a sector
{y ∈ (0, ǫ′θ)λje
πi
2ν ei[−
π−3θ
2ν ,
π−3θ
2ν ]} in which property (37) holds true. The function
gj,b is bounded at the origin in H
ǫ,ρ
j,θ (0) for j ∈ Z/(2νZ) since it has an asymptotic
development (prop. 6.2). Therefore prop. 6.1 implies that there exists a unique
ν-summable function φˆb such that its sum in H
ǫ,ρ
j,θ (0) is gj,b for all j ∈ Z/(2νZ) and
θ ∈ (0, π/2]. Moreover {λ1e πiν , . . . , λ2νe πiν } is the set of singular directions of φˆb.
Since asymptotic developments are unique we obtain gˆϕb = φˆb. In particular gˆ
ϕ
b is
a ν-summable function for any b ∈ N ∪ {0}. 
Remark 6.7. Let ϕ ∈ Diff tp1(C2, 0) and Υ = exp(g∂/∂y) a 2-convergent normal
form of ϕ. We can describe the asymptotic behavior of the Lavaurs vector fields in
the neighborhood of Fix(ϕ) ∪ {x = 0}.
• The vector field Xϕj,Λ,λ = gϕj,Λ,λ∂/∂y coincides with logϕ until the first non-
zero term in the neighborhood of Fix(ϕ). More precisely, gϕj,Λ,λ/g − 1 is a
continuous function in Hǫ,ρ,λj,θ vanishing at H
ǫ,ρ,λ
j,θ ∩ Fix(ϕ). This result is
corollary 7.3 in [16] whose proof is based in prop. 7.3 [16]. Since prop. 5.10
is the analogue of prop. 7.3 [16] for multi-transversal flows the same result
holds true.
• Fixed j ∈ D(ϕ) the family {Xϕj,Λ,λ}(Λ,λ)∈M×S1 is multi-summable in the
variable x.
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7. Applications
In this section we adapt the analytic conjugation theorem in [16] to the multi-
summable setting. We also express the analytic class of ϕ ∈ Diff p1(C2, 0) as a func-
tion of the analytic classes of the one dimensional germs in the family {ϕ|x=xn}n∈N
where xn is a sequence of elements of B(0, δ) \ {0} such that limn→∞ xn = 0.
7.1. Actions of conjugations on Fatou coordinates. Given ϕ, η ∈ Diff p1(C2, 0),
we are interested on studying whether the analytic conjugacy of ϕ|x=xn and η|x=xn
by an analytic mapping κn defined in an open set in {xn}×C for a sequence xn → 0
implies that ϕ and η are analytically conjugated. No continuous dependence with
respect to the parameter x of the mapping (xn, y) 7→ κn(y) is required. In this sub-
section we prove that even if the mappings κn are unrelated some of their properties
behave uniformly.
Definition 7.1. (see [16]) We say that η is a s-mapping if η is a biholomorphism
from B(0, s) onto η(B(0, s)). If η(B(0, s)) is contained in B(0, S) then we say that
η is a (s,S)-mapping.
Next we adapt the results in section 10.1 of [16] to the context of slow decaying
functions (see def. 4.36).
Definition 7.2. Let X = xag(x, y)∂/∂y ∈ X (C2, 0) with g ∈ C{x, y} and g(0, y) 6≡
0. The radical ideal
√
(g) is generated by an element h ∈ C{x, y}. We define
N(X) as the order of h(0, y) at y = 0. In fact N(X) is the cardinal of the set
SingX ∩ {x = x0} for x0 6= 0.
Definition 7.3. Let X ∈ X (C2, 0). We denote κ|(SingX)(x0) ∼= Id if N(X) > 1 and
κ|(SingX)(x0) ≡ Id. Suppose N(X) = 1. The set SingX has a unique component
y = γ(x) different than x = 0. We denote κ|(SingX)(x0) ∼= Id if κ(γ(x0)) = γ(x0)
and κ′(γ(x0)) = 1.
The previous definition implies that κ− y vanishes in (SingX)(x0) and the sum
of the vanishing multiplicities is greater or equal than 2.
Next we see that we can control the image of s-mappings.
Lemma 7.1. Let X ∈ X (C2, 0) with N(X) ≥ 1. Let s : B(0, δ) \ {0} → R+ be a
slow decaying function and τ ∈ (0, 1/4]. There exists a neighborhood V of 0 in the x-
line such that for any x0 ∈ V \{0} each s(x0)-mapping satisfying κ|(SingX)(x0) ∼= Id
is a (s(x0)τ, 2s(x0)τ)-mapping.
Proof. Let γ1(x0) and γ2(x0) be two different points of (SingX)(x0) if N(X) > 1.
Otherwise we consider γ1(x0) = γ2(x0) ∈ (SingX)(x0). We define
κ1(y) =
κ((s(x0)− |γ1(x0)|)y + γ1(x0))− γ1(x0)
(s(x0)− |γ1(x0)|)(∂κ/∂y)(γ1(x0)) .
Then κ1 is a Schlicht function. Denote υ(x0) = (γ2(x0)−γ1(x0))/(s(x0)−|γ1(x0)|).
We have κ1(υ(x0)) = υ(x0)/(∂κ/∂y)(γ1(x0)). Koebe’s distortion theorem (see [3],
page 65) implies |(∂κ/∂y)(γ1(x0))| ≤ (1 + |υ(x0)|)2. We have
sup
y∈B(0,s(x0)τ)
|κ(y)| ≤ (s(x0)− |γ1(x0)|)(1 + |υ(x0)|)2 sup
y∈B(0,A(x0,τ))
|κ1(y)|+ |γ1(x0)|
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where A(x0, τ) = (s(x0)τ + |γ1(x0)|)/(s(x0) − |γ1(x0)|). By Koebe’s distortion
theorem we obtain supy∈B(0,A(x0,τ)) |κ1(y)| ≤ A(x0, τ)/(1−A(x0, τ))2 and
sup
y∈B(0,s(x0)τ)
|κ(y)| ≤ (s(x0)− |γ1(x0)|)(1 + |υ(x0)|)2 A(x0, τ)
(1−A(x0, τ))2 + |γ1(x0)|.
Since
lim
x0→0
A(x0, τ) = lim
x0→0
τ
1 + |γ1(x0)|s(x0)τ
1− |γ1(x0)|s(x0)
= τ.
we get supy∈B(0,s(x0)τ) |κ(y)| ≤ 2s(x0)τ for any x0 in a neighborhood of 0. 
Lemma 7.2. Let ϕ1, ϕ2 ∈ Diff tp1(C2, 0) with convergent normal forms exp(X1)
and exp(X2) respectively. Suppose Fix(ϕ1) = Fix(ϕ2) is a curve y = γ(x). Con-
sider an analytic diffeomorphism σ(x, y) = (x, σ2(x, y)) ∈ Diff p(C2, 0) conjugating
X1 and X2. Let s : B(0, δ)\{0} → R+ be a slow decaying function and τ ∈ (0, 1/4].
There exists a neighborhood V of 0 in the x-line such that for any x0 ∈ V \ {0}
each s(x0)-mapping κ conjugating (ϕ1)|x=x0 and (ϕ2)|x=x0 is a (s(x0)τ, s(x0)τ
′)-
mapping where τ ′ = 2 supx∈B(0,δ) |∂(y ◦ σ)/∂y|(x, γ(x)).
Proof. Denote ζ1, ζ2 and υ the germs of diffeomorphisms induced by (ϕ1)|x=x0,
(σ−1 ◦ ϕ2 ◦ σ)|x=x0 and σ−1|x=x0 ◦ κ respectively in the neighborhood of γ(x0). The
mapping υ conjugates diffeomorphisms ζ1, ζ2 with common convergent normal form
exp(X1)|x=x0 . Denote ν = ν(E0). The diffeomorphism υ is of the form
υ = σλ ◦ exp(t log ζ2) ◦ σˆ(ζ1, ζ2)
where σˆ(ζ1, ζ2) is the unique element of D̂iff(C, γ(x0)) conjugating ζ1, ζ2 of the
form y + O((y − γ(x0))ν+2), t ∈ C and σλ is a periodic element of D̂iff(C, γ(x0))
commuting with ζ2 such that υ
′(γ(x0)) = σ′λ(γ(x0)) = λ ∈ e2πiQ. We obtain
|υ′(γ(x0))| = 1 and then |κ′(γ(x0))| = |∂(y ◦ σ)/∂y|(x0, γ(x0)).
We define
κ1(y) =
κ((s(x0)− |γ(x0)|)y + γ(x0))− γ(x0)
(s(x0)− |γ(x0)|)(∂κ/∂y)(γ(x0)) .
Then κ1 is a Schlicht function. By the Koebe’s distortion theorem (see [3], page
65) we get
sup
y∈B(0,s(x0)τ)
|κ(y)| ≤ (s−|γ|)(x0)
∣∣∣∣∂(y ◦ σ)∂y
∣∣∣∣ (x0, γ(x0)) sup
y∈B(0,A(x0,τ))
|κ1(y)|+|γ(x0)|
where A(x0, τ) = (s(x0)τ + |γ(x0)|)/(s(x0)− |γ(x0)|). By arguing as in lemma 7.1
we obtain that κ is a (s(x0)τ, s(x0)τ
′)-mapping. 
Now we provide uniform quantitative estimates for s-mapping conjugacies.
Lemma 7.3. Let ϕ1, ϕ2 ∈ Diff tp1(C2, 0) with common convergent normal form
exp(X) where X = u(x, y)
∏N
j=1(y − γj(x))nj∂/∂y and u ∈ C{x, y} is a unit.
Denote ν = ν(E0). Let s : B(0, δ) \ {0} → R+ be a slow decaying function. There
exists an open set 0 ∈ V ⊂ C such that for any x0 ∈ V \ {0} and any s(x0)-
mapping κ conjugating (ϕ1)|x=x0 , (ϕ2)|x=x0 with κ|(SingX)(x0) ∼= Id then κ is of the
form y + Jκ(y)
∏N
j=1(y − γj(x0))nj where supB(0,s(x0)/4) |Jκ| < (8ν6)/sν(x0).
MULTISUMMABILITY OF UNFOLDINGS 87
Proof. We have κ = y+(y−γ1(x0)) . . . (y−γN (x0))A(y) for someA ∈ O(B(0, s(x0)))
by hypothesis. By lemma 7.1 and the modulus maximum principle we obtain
sup
B(0,s(x0)/4)
|A| = sup
y∈B(0,s(x0)/4)
|κ(y)− y|
|(y − γ1(x0)) . . . (y − γN (x0))| ≤
3s(x0)/4
((s(x0)/4)/2)N
for any x0 in a pointed neighborhood of 0. We have that∣∣∣∣∂κ∂y (γj(x0))− 1
∣∣∣∣ ≤ 8N−16sN−1(x0) ∏
k∈{1,...,N}\{j}
|γj(x0)− γk(x0)|.
Fix j ∈ {1, . . . , N}. We claim that (y − γj(x0))nj divides κ − y. We can suppose
nj > 1. Denote ζ1, ζ2 and υ the germs of diffeomorphisms induced by (ϕ1)|x=x0,
(ϕ2)|x=x0 and κ respectively in the neighborhood of γj(x0). The diffeomorphism υ
is of the form
υ = σλ ◦ exp(t log ζ2) ◦ σˆ(ζ1, ζ2)
where σˆ(ζ1, ζ2) is the unique element of D̂iff(C, γj(x0)) conjugating ζ1, ζ2 of the
form y+O((y− γj(x0))nj+1), t ∈ C and σλ is a periodic element of D̂iff(C, γj(x0))
commuting with ζ2 such that υ
′(γj(x0)) = σ′λ(γj(x0)) = λ ∈< e2πi/(nj−1) >. We
obtain λ = 1 for N(X) = 1 by hypothesis. We obtain λ = 1 for N(X) > 1 and
x0 in a neighborhood of 0 since N ≥ 2 implies limx0→0(∂κ/∂y)(γj(x0)) = 1. Thus
σλ ≡ Id and then κ − y belongs to (y − γj(x0))nj . The function Jκ belongs to
O(B(0, s(x0))). Analogously as for A we obtain supB(0,s(x0)/4) |Jκ| ≤ 8ν6/sν(x0)
for any x0 6= 0. 
We want to interpret the estimates in lemma 7.3 in terms of the Fatou coordinates
of the common normal form. We define κt(y) = y + t(κ(y)− y) for y ∈ B(0, s(x0))
and t ∈ C. Let ψX be a holomorphic integral of the time form of X . We can define
the function ψX ◦ κ(x, y)−ψX(x, y) analogously as ∆ϕ. The continuous path that
we use to extend ψX is parametrized by t → κt(x, y) for t ∈ [0, 1]. The function
ψX ◦ κ− ψX is well-defined and holomorphic in B(0, s(x0)) \ SingX .
Lemma 7.4. Let ϕ1, ϕ2 ∈ Diff tp1(C2, 0) with common convergent normal form
exp(X). Let s be a slow decaying function. Then there exists τ ∈ R+ and C′ ∈ R+
such that we have supB(0,s(x0)τ) |ψX ◦ κ− ψX | ≤ C′/sν(x0) for any s(x0)-mapping
κ conjugating ϕ1(x0, y) and ϕ2(x0, y) with κ|(SingX)(x0) ∼= Id and any x0 in a
pointed neighborhood of 0. In particular we obtain that ψX ◦ κ − ψX belongs to
O(B(0, s(x0)τ)).
Proof. Denote X(y) = u(x, y)(y−γ1(x))n1 . . . (y−γN (x))nN where u ∈ C{x, y} is a
unit. Denote ν = ν(E0). Consider τ ∈ (0, 1/4). The function κt(y) = y+t(κ(y)−y)
satisfies κt(B(0, s(x0)τ)) ⊂ B(0, 3s(x0)τ) for any t ∈ [0, 1] by lemma 7.1. By lemma
7.3 we have∣∣∣∣∂κt∂t (y)
∣∣∣∣ = |κ(y)− y| ≤ (8ν6)/sν(x0)|u ◦ κt(y)| |X(y) ◦ κt(y)|
∣∣∣∣∣
∏N
j=1(y − γj(x0))nj∏N
j=1(y − γj(x0))nj ◦ κt(y)
∣∣∣∣∣
for all y ∈ B(0, s(x0)τ) and t ∈ [0, 1]. We have
(y − γj(x0)) ◦ κt(y)
y − γj(x0) = 1 + t
κ(y)− y
y − γj(x0) .
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Lemma 7.3 implies∣∣∣∣ κ(y)− yy − γj(x0)
∣∣∣∣ ≤ 8ν6sν(x0) (2s(x0)τ)ν = 16ν6τν ∀y ∈ B(0, s(x0)τ).
By considering a smaller τ ∈ R+ we can suppose 16ν6τν < 1/2. We obtain∣∣∣∣∂κt∂t (y)
∣∣∣∣ ≤ 1sν(x0) (8
ν6)2
|u(0, 0)|2
ν+1|X(y) ◦ κt(y)|
for all y ∈ B(0, s(x0)τ) and t ∈ [0, 1]. Denote C′ = (24ν+33)/|u(0, 0)|. We deduce
that
|ψX ◦κt−ψX |(y) =
∣∣∣∣∫ t
0
∂(ψX ◦ κυ(y))
∂υ
dυ
∣∣∣∣ = ∣∣∣∣∫ t
0
∂ψX
∂y
◦ κυ(y)∂κυ(y)
∂υ
dυ
∣∣∣∣ ≤ C′tsν(x0)
for all y ∈ B(0, s(x0)τ) \ (SingX)(x0) and t ∈ [0, 1]. By Riemann’s theorem
ψX ◦ κ− ψX belongs to O(B(0, s(x0)τ)) and |ψX ◦ κ− ψX | ≤ C′/sν(x0). 
Let ϕ1, ϕ2 ∈ Diff tp1(C2, 0) with common convergent normal form. Given a
formal conjugation ηˆ ∈ D̂iff p(C2, 0) we express the condition ηˆ ∈ Diff (C2, 0) in
terms of the extensions of Ecalle-Voronin invariants {ξϕ1j,Λ,λ}(j,Λ,λ)∈D(ϕ1)×M×S1 and
{ξϕ2j,Λ,λ}(j,Λ,λ)∈D(ϕ2)×M×S1 .
Proposition 7.1. Let ϕ1, ϕ2 ∈ Diff tp1(C2, 0) with common convergent normal
form exp(X). Let s be a slow decaying function. Fix Λ = (λ1, . . . , λq˜) ∈ M and
λ ∈ S1. Consider x0 ∈ (0, δ)IλΛ and a s(x0)-mapping κ conjugating (ϕ1)|x=x0 and
(ϕ2)|x=x0 with κ|(SingX)(x0) ∼= Id. Then there exists c(x0) ∈ C such that
ξϕ2j,Λ,λ(x0, z) = (z + c(x0)) ◦ ξϕ1j,Λ,λ(x0, z) ◦ (z − c(x0)) ∀j ∈ D(ϕ1)
and |c(x0)| ≤ C′/sν(E0)(x0). The constant C′ depends on Λ and λ but it does not
depend on x0.
Proof. Denote ν = ν(E0). Since s is bounded we can suppose s < ǫ by replacing s
with sτ0 for some τ0 ∈ (0, 1). By lemma 7.4 there exist C′1 ∈ R+ and τ1 ∈ (0, 1)
such that supB(0,s(x0)τ1) |ψX ◦ κ− ψX | ≤ C′1/sν(x0).
Let j ∈ D(ϕ1) and τ ∈ (0, 1). We define Hsτ,j the element of Reg(sτ,ℵΛ,λX, IλΛ)
contained in HλΛ,j (see def. 5.11). We obtain that κ(Hsτ,j(x0)) ⊂ HλΛ,j(x0) for
τ ∈ R+ small enough and any j ∈ D(ϕ1) by proposition 4.6.
Consider an irreducible component y = γ(x) of SingX . We are in the situation
of prop. 10.1 in [16]. By considering homogeneous privileged (with respect to
y = γ(x)) systems of Fatou coordinates
{ψ˙ϕ1j′,Λ′,λ′}(j′,Λ′,λ′)∈D(ϕ1)×M×S1 and {ψ˙
ϕ2
j′,Λ′,λ′}(j′,Λ′,λ′)∈D(ϕ2)×M×S1
of ϕ1 and ϕ2 respectively we obtain
(38) ψ˙ϕ2j,Λ,λ ◦ κ− ψ˙ϕ1j,Λ,λ = c˜(x0) in Hsτ,j(x0) ∀j ∈ D(ϕ1)
where c˜(x0) ≡ (ψX ◦ κ − ψX)(x0, γ(x0)) (proposition 10.1 of [16]). We obtain the
inequality |c˜(x0)| ≤ C′1/sν(x0). Let cϕlΛ,λ : [0, δ)IλΛ → C be the function defined by
cϕlΛ,λ = ψ
ϕl
j,Λ,λ − ψ˙ϕlj,Λ,λ for l ∈ {1, 2} (see remark 6.3). Equation (38) leads us to
ψϕ2j,Λ,λ ◦ κ− ψϕ1j,Λ,λ = c(x0) in Hsτ,j(x0) ∀j ∈ D(ϕ1)
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by defining c(x0) = c˜(x0) + c
ϕ2
Λ,λ(x0)− cϕ1Λ,λ(x0). We obtain (see def. 6.6)
ξϕ2j,Λ,λ(x0, z) = (z + c(x0)) ◦ ξϕ1j,Λ,λ(x0, z) ◦ (z − c(x0)) ∀j ∈ D(ϕ1).
Thus there exists C′ ∈ R+ independent of x0 such that |c(x0)| ≤ C′/sν(x0). 
Proposition 7.2. [16] Let ϕ1, ϕ2 ∈ Diff tp1(C2, 0) with common convergent normal
form exp(X). Fix Λ = (λ1, . . . , λq˜) ∈ M and λ ∈ S1. Fix a constant M > 0.
Suppose that
ξϕ2j,Λ,λ(x0, z) = (z + c(x0)) ◦ ξϕ1j,Λ,λ(x0, z) ◦ (z − c(x0)) ∀j ∈ D(ϕ1)
for some x0 ∈ [0, δ)IλΛ and c(x0) ∈ B(0,M). Then there exists a s-mapping κ such
that κ ◦ (ϕ1)|x=x0 = (ϕ2)|x=x0 ◦ κ and κ|(SingX)(x0) ∼= Id. The constant s ∈ R+
does not depend on x0.
7.2. Theorem of analytic conjugation. In this subsection we prove an analogue
(theorem 7.2) of theorem 10.1 in [16] for the multi-summable setting. Roughly
speaking two elements in Diff tp1(C
2, 0) with common normal form are analytically
conjugated if and only if their homogeneous multi-summable systems of extensions
of Ecalle-Voronin invariants coincide up to the action of a multi-summable family
of transformations of the form (x, z + c(x)).
Definition 7.4. Let ϕ1, ϕ2 ∈ Diff p1(C2, 0). We denote ϕ1 ∼ ϕ2 if there exists
σ ∈ Diff (C2, 0) conjugating ϕ1 and ϕ2 such that σ|Fix(ϕ1) ≡ Id.
Theorem 7.1. [16] Let ϕ1, ϕ2 ∈ Diff tp1(C2, 0) with common convergent normal
form exp(X). Suppose N(X) = 1. Then ϕ1 ∼ ϕ2 if and only if there exist c ∈ C{x}
and k ∈ Z/(ν(E0)Z) such that
ξϕ2j (x, z) ≡ ξϕ1j+2k(x, z − c(x)) + c(x)
for any j ∈ D(ϕ1).
Theorem 7.2. Let ϕ1, ϕ2 ∈ Diff tp1(C2, 0) with common convergent normal form
exp(X). Suppose N(X) > 1. Assume ϕ1 ∼ ϕ2. Then there exist a (e˜1, . . . , e˜q˜)-
summable function {cΛ,λ(x)}(Λ,λ)∈M×S1 , where cΛ,λ is defined in (0, δ)I˙λΛ, such that
ξϕ2j,Λ,λ(x, z) ≡ ξϕ1j,Λ,λ(x, z − cΛ,λ(x)) + cΛ,λ(x)
for any j ∈ D(ϕ1).
The reciprocal of the theorem is also true. In fact it is a direct consequence of
proposition 7.2 and the theorem 7.3.
Proof. Let σ(x, y) = (x, σ2(x, y) ∈ Diff p(C2, 0) be the mapping conjugating ϕ1 and
ϕ2 such that σ|Fix(ϕ1) ≡ Id. The mapping σ is a diffeomorphism defined in a
neighborhood B(0, δ) × B(0, s) of the origin for some s ∈ R+. By considering a
smaller s ∈ R+ if necessary we obtain that the function ψX ◦ σ − ψX is bounded
in B(0, δ)×B(0, s) (lemma 7.4). Fix j′ ∈ D(ϕ1), we define Lsj′ the unique element
of PsX contained in Lj′ . The set σ(Lsj) is contained in Lj for some s ∈ R+ and any
j ∈ D(ϕ1) by proposition 4.6. Consider a point (0, y0) ∈ Lsj′ .
Proposition 7.1 implies that
cΛ,λ = ψ
ϕ2
j,Λ,λ ◦ σ − ψϕ1j,Λ,λ
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defines a function cΛ,λ : [0, δ)I
λ
Λ → C of x. The definition of cΛ,λ does not depend
on j ∈ D(ϕ1). Moreover cΛ,λ is continuous in [0, δ)IλΛ and holomorphic in (0, δ)I˙λΛ.
We obtain
ξϕ2j,Λ,λ(x, z) ≡ ξϕ1j,Λ,λ(x, z − cΛ,λ(x)) + cΛ,λ(x) ∀j ∈ D(ϕ1).
It suffices to prove that for all Λ,Λ′ ∈M and λ, λ′ ∈ S1 we have
|cΛ,λ − cΛ′,λ′ |(x) = O
(
e−K/|x|
e˜
d
λ,λ′
Λ,Λ′
+1
)
for some K ∈ R+. We have
(cΛ,λ − cΛ′,λ′)(x) = (ψϕ2j′,Λ,λ − ψϕ2j′,Λ′,λ′)(σ(x, y0))− (ψϕ1j′,Λ,λ − ψϕ1j′,Λ′,λ′)(x, y0)
in a neighborhood of x = 0 in (0, δ)(I˙λΛ∩ I˙λ
′
Λ′ ). The points (x, y0) and σ(x, y0) belong
to Hλ,λ
′
Λ,Λ′,j′ for any x ∈ (0, δ)(I˙λΛ ∩ I˙λ
′
Λ′ ) in a neighborhood of 0. Theorem 6.3 implies
that cΛ,λ − cΛ′,λ′ is exponentially small of the proper order. 
7.3. Isolated zeros theorem for analytic conjugacy. This subsection is de-
voted to the proof of theorem 7.3. Let us notice that theorem 7.3 stands by itself;
it makes no reference to Fatou coordinates or other multi-summable objects in the
paper.
Definition 7.5. Let ϕ ∈ Diff p1(C2, 0). Consider a convergent normal form exp(X)
of ϕ. Denote X = g(x, y)∂/∂y. We define ν(ϕ) = ν(g(0, y)) − 1 where ν(g(0, y))
is the order of the series g(0, y) at y = 0. The definition does not depend on the
choice of X.
Theorem 7.3. Let ϕ, η ∈ Diff p1(C2, 0) with Fix(ϕ) = Fix(η). Then ϕ ∼ η
if and only if there exists a ν(ϕ) slow decaying function s and a sequence xn → 0
contained in B(0, δ)\{0} such that for any n ∈ N the restrictions ϕ|x=xn and η|x=xn
are conjugated by an injective holomorphic mapping κn defined in B(0, s(xn)) and
fixing the points in Fix(ϕ) ∩ {x = xn}.
Proof. We start proving some normalizing conditions. We can suppose that ϕ, η ∈
Diff tp1(C
2, 0) up to replace ϕ and η with (x1/k, y)◦ϕ◦(xk, y) and (x1/k, y)◦η◦(xk, y)
respectively for some k ∈ N. It suffices to prove the theorem in this context since
given k ∈ N we have
ϕ ∼ η ⇔ (x1/k, y) ◦ ϕ ◦ (xk, y) ∼ (x1/k, y) ◦ η ◦ (xk, y)
by lemma 10.9 in [16]. Let us stress that the ν(ϕ) slow decaying character is
invariant by ramification x→ xk.
Let exp(X) and exp(Y ) be convergent normal forms of ϕ and η respectively.
Since Fix(ϕ) = Fix(η) we obtain
X(y) = u(x, y)
p∏
j=1
(y − γj(x))nj and Y (y) = v(x, y)
p∏
j=1
(y − γj(x))n′j
where u, v ∈ C{x, y} are units. The mapping κn conjugates the germs of ϕ|x=xn
and η|x=xn in the neighborhood of y = γj(xn). Since the analytic conjugation κn
preserves the order of tangency with the identity we get nj = n
′
j for any 1 ≤ j ≤ p.
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Denote wn,j = (xn, γj(xn)). An analytic conjugation preserves residues too (prop.
5.8 [15]), thus we obtain
Res(X,wn,j) = Res(ϕ,wn,j) = Res(η, wn,j) = Res(Y,wn,j)
for all 1 ≤ j ≤ p and n ∈ N (see def. 2.6 and 5.2). Given 1 ≤ j ≤ p the functions
x→ Res(ϕ, (x, γj(x))) and x→ Res(η, (x, γj(x)))
are meromorphic (prop. 5.2 [15]). We obtain Res(ϕ, (x, γj(x))) ≡ Res(η, (x, γj(x)))
for any 1 ≤ j ≤ p. The equality (X(y)) = (Y (y)) of ideals of C{x, y} and
Res(X, (x, γj(x))) ≡ Res(Y, (x, γj(x))) ∀1 ≤ j ≤ p
imply that the diffeomorphisms exp(X) and exp(Y ) are analytically conjugated by
a mapping σ(x, y) = (x, σ2(x, y)) such that σ|SingX ≡ Id (prop. 5.10 [15]). Up to
replace s with sτ for some τ ∈ R+ we obtain that σ−1 ◦ κn is a s(xn)-mapping for
n ∈ N (lemmas 7.1 and 7.2). Up to replace η with σ−1 ◦ η ◦σ and κn with σ−1 ◦κn
for n ∈ N we can suppose that ϕ and η have common normal form exp(X).
Suppose N(X) = 1. We obtain that κ′n(γ1(xn)) ∈< e2πi/ν > for any n ∈ N by
arguing as in lemma 7.3. Up to taking a subsequence of {xn}n∈N we can suppose
that there exists µ ∈< e2πi/ν > such that κ′n(γ1(xn)) = µ for any n ∈ N. There
exists σ0 ∈ Diff p(C2, 0) conjugating the vector fields X and
X0 =
(y − γ(x))ν+1
1 + (y − γ(x))νRes(X, (x, γ(x)))
∂
∂y
.
Since (x, µ(y−γ(x))+γ(x)) preservesX0 then σ = σ−10 ◦(x, µ(y−γ(x))+γ(x))◦σ0
conjugates X with itself. Moreover σ satisfies (∂(y ◦σ)/∂y)(x, γ(x)) ≡ µ. As in the
previous paragraph up to replace η with σ−1 ◦ η ◦σ and κn with σ−1 ◦κn for n ∈ N
we can suppose κ′n(γ(xn)) = 1 for any n ∈ N. In this way we obtain that κn ∼= Id
for any n ∈ N independently on whether N(X) = 1 or N(X) > 1.
The goal is proving that there exists s0 ∈ R+ such that ϕx=x0 and η|x=x0 are
conjugated by a s0-mapping φx0 with φx0
∼= Id for any x0 in a pointed neighborhood
of 0. Then the Main Theorem of [16] implies ϕ ∼ η.
By taking a subsequence of {xn}n∈N we can suppose that xn adheres to a direc-
tion λ ∈ S1. Fix Λ = (λ1, . . . , λq˜) ∈ M with λq close to λ. Consider the set
Eλυ (ϕ) = {(j, l) ∈ Dυ(ϕ)× N : aϕj,Λ,λ,l 6≡ 0} for υ ∈ {−1, 1}
and Eλ(ϕ) = Eλ−1(ϕ)∪Eλ1 (ϕ). Proposition 7.1 implies that there exists a sequence
{cn}n∈N of complex numbers such that
ξηj,Λ,λ(xn, z) = (z + cn) ◦ ξϕj,Λ,λ(xn, z) ◦ (z − cn) ∀j ∈ D(ϕ).
Moreover we have |cn| ≤ C′/sν(xn) for some C′ ∈ R+ and any n ∈ N. We have
(39) aηj,Λ,λ,l(xn) = a
ϕ
j,Λ,λ,l(xn)e
2πiυlcn
for all n ∈ N, υ ∈ {−1, 1} and j ∈ Dυ(ϕ). The multi-summable character implies
for both aϕj,Λ,λ,l and a
η
j,Λ,λ,l that either they are identically 0 or never vanishing in
a neighborhood of 0 in (0, δ)IλΛ. We obtain E
λ(ϕ) = Eλ(η).
Consider (j, l) ∈ Eλυ (ϕ). We obtain
e−
2πlC′
sν(xn) ≤
∣∣∣∣∣a
η
j,Λ,λ,l
aϕj,Λ,λ,l
∣∣∣∣∣ (xn) ≤ e 2πlC′sν(xn) ∀n ∈ N.
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Given ι ∈ R+ we have 2πlC′/sν(xn) < ι| ln |xn|| for any n ∈ N big enough since s
is a ν slow decaying function. This implies
(40) |xn|ι ≤
∣∣∣∣∣a
η
j,Λ,λ,l
aϕj,Λ,λ,l
∣∣∣∣∣ (xn) ≤ 1|xn|ι ∀n >> 1.
The multi-summability of aϕj,Λ,λ,l and a
η
j,Λ,λ,l implies that a
η
j,Λ,λ,l/a
ϕ
j,Λ,λ,l is a func-
tion of the form xehj,Λ,λ,λ where e belongs to Z and hj,l,Λ,λ is a (e˜1, . . . , e˜q˜)-
summable function such that hj,l,Λ,λ(0) 6= 0. Equation (40) implies e = 0. We
consider a continuous function cj,lλ defined in a neighborhood of 0 in [0, δ)I˙
λ
Λ such
that e2πiυlc
j,l
λ ≡ aηj,Λ,λ,l/aϕj,Λ,λ,l.
Consider (j, l) ∈ Eλυ (ϕ) and (j′, l′) ∈ Eλυ′(ϕ). The equation (39) implies(
aηj,Λ,λ,l
aϕj,Λ,λ,l
)υl′
(xn) =
(
aηj′,Λ,λ,l′
aϕj′,Λ,λ,l′
)υ′l
(xn) ∀n ∈ N.
Therefore we obtain
(41)
(
aηj,Λ,λ,l
aϕj,Λ,λ,l
)υl′
(x) =
(
aηj′,Λ,λ,l′
aϕj′,Λ,λ,l′
)υ′l
(x) ∀x ∈ (0, δ)I˙λΛ
by the multi-summable character of the functions involved.
Suppose Eλ(ϕ) 6= ∅. Let us consider (j1, l1), . . ., (jb, lb) such that (j, l) ∈ Eλ(ϕ)
implies that l belongs to the ideal (l1, . . . , lb) of Z. Let xn0 be a point such that
aϕjk,Λ,λ,lk(xn0) 6= 0 for any 1 ≤ k ≤ b. We can choose the function c
jk,lk
λ such that
cjk,lkλ (xn0 ) = cn0 for any 1 ≤ k ≤ b. Equation (41) and cjk,lkλ (xn0 ) = cjd,ldλ (xn0)
imply
e2πilkldc
jk,lk
λ ≡ e2πilkldcjd,ldλ =⇒ cjk,lkλ − cjd,ldλ ∈ Z/(lkld) =⇒ cjk,lkλ ≡ cjd,ldλ
for all 1 ≤ k, d ≤ b. We denote cλ = cjk,lkλ for 1 ≤ k ≤ b. We define cλ ≡ 0 for the
case Eλ(ϕ) = ∅.
We have (jk, lk) ∈ Eλυk(ϕ) for 1 ≤ k ≤ b. Consider (j, l) ∈ Eλυ (ϕ). There exist
m1, . . . ,mb ∈ Z such that l = m1l1 + . . .+mblb. We have
e2πiυklkcn =
aηjk,Λ,λ,lk
aϕjk,Λ,λ,lk
(xn) ∀k ∈ {1, . . . , b} ∀n >> 1.
We obtain
aηj,Λ,λ,l
aϕj,Λ,λ,l
(xn) = e
2πiυlcn =
b∏
k=1
(
aηjk,Λ,λ,lk
aϕjk,Λ,λ,lk
)υkυmk
(xn) ∀n >> 1.
The multi-summability character of the functions involved in the previous equality
implies
aηj,Λ,λ,l
aϕj,Λ,λ,l
≡
b∏
k=1
(
aηjk,Λ,λ,lk
aϕjk,Λ,λ,lk
)υkυmk
.
We also have
e2πiυklkcλ ≡ a
η
jk,Λ,λ,lk
aϕjk,Λ,λ,lk
∀k ∈ {1, . . . , b}
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by construction. Therefore we obtain
e2πiυlcλ ≡
b∏
k=1
(
aηjk,Λ,λ,lk
aϕjk,Λ,λ,lk
)υkυmk
≡ a
η
j,Λ,λ,l
aϕj,Λ,λ,l
for any (j, l) ∈ Eλ(ϕ). We deduce
ξηj,Λ,λ(x, z) ≡ ξϕj,Λ,λ(x, z − cλ(x)) + cλ(x) ∀j ∈ D(ϕ).
By prop. 7.2 there exists s0 ∈ R+ such that for any x0 ∈ [0, δ)I˙λΛ there exists
a s0-mapping κx0 with κx0
∼= Id conjugating ϕ|x=x0 and η|x=x0 . Indeed it is
possible to choose {κx}x∈[0,δ)I˙λΛ such that there exists a continuous map κ defined
in [0, δ)I˙λΛ ×B(0, s0) and holomorphic in (0, δ)I˙λΛ ×B(0, s0) satisfying κ ◦ϕ = η ◦ κ
and κ|x=x0 = κx0 for any x0 ∈ [0, δ)I˙λΛ.
By considering λ′ ∈ S1 such that I˙λΛ ∩ Iλ
′
Λ 6= ∅ we can repeat the previous
argument to enlarge the family {κx}x∈[0,δ)I˙λΛ to obtain a family {κx}x∈[0,δ)(I˙λΛ∪I˙λ′Λ )
satisfying analogous properties for some smaller s0 ∈ R+. By varying λ′ ∈ S1 we
obtain a family {κx}x∈B(0,δ) of s0-mappings such that κx0 conjugates ϕ|x=x0 and
η|x=x0 and satisfies κx0 ∼= Id for any x0 ∈ B(0, δ). The Main Theorem in [16]
implies ϕ ∼ η. 
Remark 7.1. Theorem 7.3 can be generalized for codimension finite resonant dif-
feomorphisms. If the linear part of ϕ|x=0 is p periodic we replace in the theorem
the sets Fix(ϕ) and Fix(η) with Fix(ϕp) and Fix(ηp) respectively. Indeed we have
(∂(y ◦ ϕ)/∂y)(0, 0) = (∂(y ◦ η)/∂y)(0, 0) by continuity and ϕp ∼ ηp by theorem 7.3.
Proposition 5.4 of [16] implies ϕ ∼ η.
Corollary 7.1. Let ϕ, η ∈ Diff p1(C2, 0) with Fix(ϕ) = Fix(η). Suppose there
exist s ∈ R+ and a sequence xn → 0 contained in B(0, δ) \ {0} such that for any
n ∈ N the restrictions ϕ|x=xn and η|x=xn are conjugated by an injective holomorphic
mapping κn defined in B(0, s) and fixing the points in Fix(ϕ) ∩ {x = xn}. Then
we obtain ϕ ∼ η.
Remark 7.2. The theorem 7.3 allows us to reduce the problem of analytic clas-
sification of elements of Diff p1(C
2, 0) to well-behaved directions in the parameter
space. For instance consider a diffeomorphism of the form
ϕ(x, y) = (x, y + u(x, y)(y − x)(y + x))
for some unit u ∈ C{x, y} such that u(0, 0) = 1. In any sector of the form
S = (0, δ)ei(π/2+υ,3π/2−υ) or S = (0, δ)ei(−π/2+υ,π/2−υ)
for υ ∈ R+ the diffeomorphism ϕ|x=x0 has an attracting and a repelling fixed point
for any x0 ∈ S. Indeed an analytic system of invariants in S can be constructed by
comparing the linearizing mappings in both fixed points. This is Glutsyuk’s point of
view [6]. Roughly speaking, conjugation in (B(0, δ) \ iR∗) × B(0, ǫ) implies conju-
gation in a neighborhood of the origin.
Remark 7.3. Consider X ∈ X (C2, 0) such that exp(X) ∈ Diff tp1(C2, 0). Prop.
11.1 in [16] shows that there exist ϕ, η ∈ Diff p1(C2, 0) with normal form exp(X)
such that
• ϕ 6∼ η
94 JAVIER RIBO´N
• ϕ and η are conjugated by an analytic injective multi-valued, in the x vari-
able, mapping σ.
• σ is defined in a domain |y| < C0/ ν(X)
√| lnx| for some C0 ∈ R+.
• σ satisfies σ|Fix(ϕ) ≡ Id and σ(e2πix, y) = η ◦ σ(x, y).
The Main Theorem is optimal and it does not hold true for non-slow decaying func-
tions. Equivalently a domain of the form |y| < C0/ ν(X)
√| lnx| is maximal as a do-
main of definition of a mapping σ satisfying the previous properties. If σ is defined
in a substantially bigger domain |y| < s(x), i.e limx→0 s(x)/(1/ ν(X)
√| ln |x||) = ∞,
then we obtain ϕ ∼ η.
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