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THE TREE PROPERTY UP TO ℵω2
YAIR HAYUT
Abstract. Starting from a stationary set of supercompact cardinals we find
a generic extension in which the tree property holds at every regular cardinal
between ℵ2 and ℵω2 .
1. introduction
Definition 1. A partial order ≤T on a set X is called a tree if for every x ∈ X ,
{y | y ≤T x} is well ordered by ≤T and ≤T has a minimal element.
For a given tree T = 〈X,≤T 〉, the αth level of T , Levα(T ), is the set of all x ∈ X
such that otp〈{y | y <T x},≤T 〉 = α. When there is no risk of confusion, we will
use the notation Tα = Levα(T ). The height of the tree T is the minimal ordinal γ
such that Levγ(T ) = ∅.
Definition 2. For a cardinal κ, a tree T is called a κ-tree if it has height κ and
for every α < κ, |Levα(T )| < κ.
T is κ-Aronszajn tree, if it is a κ-tree and it has no cofinal branch. We say that
the tree property holds at κ if there are no κ-Aronszajn trees.
The following question, due to Magidor, is the main open problem related to the
tree property:
Question 1. Is it consistent, relative to large cardinals, that the tree property
holds at every regular cardinal ≥ ℵ2?
For the history of the problem, see [6]. The best known result in this area is due
to Unger, [10]. In this paper, Unger constructs a model in which the tree prop-
erty holds in every successor cardinal between ℵ2 and ℵω·2. Unger’s construction
improves the previous result, by Neeman, [6].
In Neeman’s model the tree property holds at every successor cardinal in the
interval [ℵ2,ℵω+1] and ℵω is a strong limit cardinal. When trying to extend his
result while maintaining the same cardinal arithmetic structure, one encounters the
following open problem:
Question 2. Is it consistent that ℵω is strong limit and the tree property holds at
both ℵω+1 and ℵω+2?
Even the simpler question (due to Woodin), whether it is consistent that the
tree property holds at ℵω+1 and ¬SCHℵω , is completely open. We remark that if
one replaces ℵω by ℵω2 in those questions, the answer is known to be positive by
a recent result of Unger and Sinapova, [12]. In Unger’s model, ℵω is not a strong
limit, and thus the problem mentioned above is avoided (or, at least, delayed to a
higher cardinal).
In this paper, we follow Unger’s paper and obtain the consistency of the tree
property at every regular cardinal in the range [ℵ2,ℵω2), relative to large cardinals.
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The main obstacle towards this result is getting the tree property at many successors
of singular cardinals simultaneously. We overcome this problem by using a trick,
similar to the one in [2], that enables us to find a single cardinal which reflects
simultaneously infinitely many singular cardinals.
We remark that in order to extend the main result of this paper to a longer
interval of cardinals, one would have to violate SCH at strong limit cardinals.
Combining the results about the consistency of the tree property with violation
of SCH (which was established by Sinapova in [7]), and the techniques of [6], [10]
and this paper seems to be the main challenge towards obtaining the tree property
at arbitrary countable segment of regular cardinals. Some positive results in this
direction appear in [11].
Our notations are mostly standard. For basic facts about forcing and large
cardinals we refer the reader to [3]. We force downwards and our forcing notions
are always separative, namely p ≤ q implies that p is stronger than q and forces that
q is in the generic filter. We will assume that all our forcing notions have a unique
maximal (i.e. weakest) element. For a forcing notion P we will denote this maximal
element by 1P. When P is clear from the context, we will omit the subscript.
2. preliminaries
Definition 3. Let P be a forcing notion.
(1) P is canonically µ-closed if for every ρ < µ and for every decreasing sequence
of conditions 〈pi | i < ρ〉, there is a unique maximal lower bound, namely
a condition p ∈ P such that ∀i < ρ, p ≤ pi and for every lower bound p′,
p′ ≤ p.
(2) P is canonically µ-directed closed if every directed set F ⊆ P such that
|F | < µ, has a unique maximal lower bound.
During the proof of the main theorem, we will need to know that certain projec-
tions preserve lower bounds and maximal lower bounds. We will use the following
(partially nonstandard) terminology:
Definition 4. Let P,Q be forcing notions and assume that ι : P → Q is an order
preserving map, ι(1P) = 1Q. We say that ι is a projection if for every p ∈ P,
{ι(q) | q ≤ p} is dense below ι(p).
We say that a projection ι is continuous if for every set of conditions A ⊆ P, if
p is the infimum of A then ι(p) is the infimum of ι ”A.
If ι : P → Q is a projection then any generic filter G ⊆ P generates a generic
filter for Q by H = {q ∈ Q | ∃p ∈ G, ι(p) ≤ q}. On the other hand, if H is a generic
filter for Q then the quotient forcing R = P/H = {p ∈ P | ∃q ∈ H | q ≤ ι(p)}
has the property Q ∗ R ∼= P. We will use also the notation R = P/Q where we do
not specify a generic filter for Q. It should be read as the canonical name for the
forcing P/H˙ where H˙ is the canonical name for the generic filter H˙ ⊆ Q.
Lemma 5. Let ι : P→ Q be a continuous projection and assume that P and Q are
canonically κ-closed. Let H ⊆ Q be a generic filter. Let R = P/H be the quotient
forcing. Then R is canonically κ-closed in V [H ].
Proof. Let 〈r˙i | i < ζ〉 be a sequence of names for conditions in R, where  i <
j =⇒ r˙j < r˙i and ζ < κ. Let q be a condition in Q.
Let us pick, by induction on i ≤ ζ, a decreasing sequence of conditions qi ∈ Q
such that q0 ≤ q, qi  r˙i = pˇi for some pi ∈ P. Assume that we have defined the
sequence for all i < i⋆, when i⋆ ≤ ζ. Since qi  pˇi ∈ R, by the definition of the
quotient forcing, qi ≤ ι(pi). Since the sequence 〈pi | i < i⋆〉 is decreasing in P it
has a maximal lower bound, p′i⋆ . Similarly, since 〈qi | i < i⋆〉 is decreasing, it also
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has a maximal lower bound, q′i⋆ . By the continuity of ι, ι(p
′
i⋆
) is the maximal lower
bound of 〈ι(pi) | i < i⋆〉. Since q′i⋆ is a lower bound for the sequence 〈qi | i < i⋆〉,
it is also a lower bound of the sequence 〈ι(pi) | i < i⋆〉 and by the maximality of
ι(p′i⋆), ι(p
′
i⋆
) ≥ q′i⋆ . Thus, q
′
i⋆
 pˇ′i⋆ ∈ R. Clearly, pi⋆ is a maximal lower bound for
〈r˙i | i < i⋆〉 and therefore q′i⋆  r˙i⋆ ≤ pˇ
′
i⋆
. We may extend q′i⋆ to qi⋆ that decides
the value of r˙i⋆ to be some pi⋆ .
At the end of the process, we have conditions q′ζ and p
′
ζ such that q
′
ζ  pˇ
′
ζ ∈ R
and q′ζ  ∀i < ζˇ, r˙i ≥ pˇ
′
ζ . By the construction, q
′
ζ forces p
′
ζ to be the maximal lower
bound for the sequence of conditions 〈r˙i | i < ζ〉.

Throughout the paper, we will use arguments for properties of forcing notions
that are true since they hold in some larger generic extension. We will use the
following terminology:
Definition 6. A forcing P is subsumed by a forcing Q if there is a projection from
Q onto P.
2.1. Preservation Lemmas.
Lemma 7. Assume that T is a tree in V and assume that P adds a new branch to
T . Then in any generic extension of V , P adds a new branch to T .
Proof. Assume that Q ∈ V is a forcing notion. Forcing with Q ∗ P is the same as
forcing with P× Q. Let G ⊆ P and H ⊆ Q be two mutually generic filters. Then
V [G] ∩ V [H ] = V . Let b˙ be a P-name for a new branch in T . Then b˙G ∈ V [G] and
b˙G /∈ V and therefore b˙G /∈ V [H ]. 
The following preservation lemma, due to Unger and Neeman, is used during the
proof of the tree property at successors of singular cardinals.
Lemma 8 ([10, Lemma 5.5]). Let ρ < ν be singular cardinals of countable cofinality.
Let κ < ν be a regular cardinal and let 〈µn | n < ω〉 be a cofinal sequence of regular
cardinals below ρ.
Let:
(1) P = Add(ω, κ).
(2) Q a forcing notion, which is subsumed by Q′ which is σ-closed and for every
n, Q′ ∼= Qn ×Qn, Qn is µn-c.c. and Qn is µn-closed.
(3) E = Col(ω, ρ).
(4) R is ρ+-closed.
Assume that |P × Q × E|ρ < ν and assume that T is a ν+-tree in the generic
extension by P×Q× E.
Then, in V P×Q×E, R does not add a new branch to T .
We will use Lemma 7 repeatedly when showing that a certain forcing notion
cannot add a branch to a certain tree. In those cases, it will be easier to show
(using, e.g., Lemma 8) that a new branch cannot be added to the tree by this
forcing in some larger model, and then conclude that this new branch could not be
added to the T in the ground model as well.
Lemma 9 (Unger, [9, Lemma 2.2]). Let κ be regular cardinal. Let T be a tree of
height κ and let P be a forcing notion. If P adds a new cofinal branch to T then
P×P is not κ-c.c. In particular, κ-Knaster forcing cannot add a branch to a κ-tree.
Lemma 9 does not assume anything about the width of the tree. Therefore, we
can conclude the following generalization immediately: for every ordinal α, if T is
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a tree of height α, and P is a forcing notion such that P×P is cf α-c.c. then P does
not add a cofinal branch to T .
The following definition, due to Magidor and Shelah, is very useful for analyz-
ing how forcing notions interact with the tree property, especially at successors of
singular cardinals.
Definition 10. [4] Let λ be a regular cardinal. A triple S = 〈I,R, κ〉 is called a
system of height λ if:
(1) I ⊆ λ, sup I = λ.
(2) R is a set of relations, where R ∈ R is a partial order on I × κ, and if
〈α, ζ〉R〈β, ξ〉 then α < β or α = β ∧ ζ = ξ. Moreover, if 〈α, ζ〉R〈γ, τ〉 and
〈β, ξ〉R〈γ, τ〉 then 〈α, ζ〉 and 〈β, ξ〉 are compatible.
(3) For every α < β in I, there is R ∈ R and ζ, ξ < κ such that 〈α, ζ〉R〈β, ξ〉.
A system that satisfies |R|+, κ+ < λ, is called a narrow system.
We call max(|R|, κ) the width of the system.
A set b ⊆ I × κ is called a branch if it is an R-chain for some R ∈ R. As in
the tree case, we will denote by b(α) the unique ordinal ζ < κ such that 〈α, ζ〉 ∈ b,
if there is one. dom b is the set of all α such that b(α) is defined. b is cofinal if
sup dom b = λ. A system of branches, {bj | j ∈ J} is a set of branches such that⋃
dom bj = I. The width of the system of branches is |J |.
λ has the Narrow System Property if every narrow system has a cofinal branch.
The following lemma is due to Sinapova, [7, Theorem 8] (see also [6, Lemma
3.3]).
Lemma 11. Let P,Q be forcing notions, P is κ-c.c. and Q is κ-closed. Assume
that S ∈ V P is a narrow system of width < κ and successor height. Assume that
S has a system of branches in V P×Q of width < κ. Then S has a cofinal branch in
V P as well.
Remark 12 (Neeman, [6, Remark 3.4]). The conditions of the lemma can be weak-
ened. One can replace the assumption that Q is κ-closed by the assumption that
the full support product Qκ is κ-distributive (and even less), and get the same con-
clusion.
In fact, the only requirement on Q is that one can derive (using the system of
branches which Q introduces) a collection of κ different copies of system of branches,
while preserving the fact that the cofinality of the height of the system is at least κ.
Let us remark that Lemma 9 holds for systems as well: let S be a system of
height λ and let P be a forcing notion. If P×P is λ-c.c. then P does not introduces
a new cofinal branch to S.
In the proof of the tree property at double successor cardinals we will need the
following preservation lemma.
Lemma 13 (Unger, [8, Lemma 6]). Let κ be a regular cardinal. Let ρ ≤ µ ≤ κ be
cardinals such that 2ρ ≥ κ, 2<ρ < κ. Let P be µ-c.c. forcing notion and let Q be
µ-closed forcing notion in the ground model.
Let T be a κ-tree in V P. Then in V P, Q does not add new branches to T .
We remark that in [8] the lemma is stated only for the case ρ+ = µ, but the
proof is the same. We will need one more, similar, lemma also due to Unger:
Lemma 14 (Unger, [10, Lemma 5.3]). Let ν be a singular cardinal of cofinality ω.
Assume that P is χ-c.c. forcing notion, Q is χ-closed and |P|<χ < ν. Let T be a
ν+-tree in V P.
Q does not add branches to T .
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2.2. Termspace Forcing. The concept of termspace forcing plays a major role in
analyzing iterations. One of the first applications of the concept of the termspace
forcing can be found in Mitchell’s work, [5].
Definition 15. Let A a forcing notion and let B be an A-name for a forcing notion.
The termspace forcing for B is the separative quotient of the class of all names τ
such that A τ ∈ B, ordered by τ ≤ σ if and only if A τ ≤B σ. We denote the
termspace forcing by TBA.
Following the standard set theoretical notations, when evaluating TBA in the
model W we will write (TBA)
W . When W is clear from the context we will omit it.
Lemma 16. There is a continuous projection from A×TBA onto A ∗B given by the
identity function.
This projection allows us to analyze certain properties of the iteration by switch-
ing the order of its components.
Lemma 17. Let A be a forcing notion and let B be an A-name for a forcing notion.
Assume that A B is µ-closed. Then T
B
A is µ-closed. The same holds for µ-directed
closed and for canonically µ-directed closed forcing .
During the proof we would like to apply the mechanism of the termspace forcing
on the iteration of more than two components, and get a product of forcing notions
that projects naturally onto the iteration:
Definition 18. Let 〈Aρ,Bζ | ρ ≤ ζ⋆, ζ < ζ⋆〉 be an iteration, with support in the
ideal I on ζ⋆. Let Tζ be the class of all Aζ-names for members in Bζ , ordered by
τ ≤Tζ σ if and only if Aζ τ ≤Bζ σ.
Let T be the product of the components Tζ , with respect to the ideal I.
We will not distinguish between Ti and its separative quotient.
The identity is a continuous projection from T to Aζ⋆ . We call the forcing notions
Ti which were generated from Bi, the iterated termspace forcings.
3. The Main Theorem
3.1. Definition of the forcing. Let δ⋆ be a regular cardinal and let us assume
that the set of all δ⋆-supercompact cardinals below δ⋆ is stationary.
The following observation is due to Neeman, [6].
Lemma 19. There is a generic extension in which every < δ⋆-supercompact cardi-
nal, κ is indestructible under any κ-directed closed forcing notion in Vδ⋆ . Moreover
there is a function f : δ⋆ → Vδ⋆ such that:
(1) f(α) = ∅, if α is non measurable or <δ⋆-supercompact.
(2) For every α < δ⋆ and α-directed closed forcing notion P ∈ Vδ⋆ , for every
λ < δ⋆ and x˙ such that P x˙ ∈ H(λ), there is a name for a normal measure
on Pκλ, U˙ , such that the ultrapower by U˙ satisfies:
P jU˙ (f ↾ α)(α) = x˙.
Proof. Let F be a universal Laver function in the ground model. Let us define a
class forcing, L, in the following way. L is a backwards Easton support iteration,
where the α-th step of the iteration is trivial unless F (α) is a pair 〈P, x˙〉 where P is
a name for an α-directed closed forcing notion in the generic extension by Lα and
x˙ is a Lα ∗ P-name. We require also that F ↾ α ∈ Vα. In those cases, we force in
the α-th step of L with F (α)(0).
Let L ⊆ L be a generic filter for L. The standard argument for indestructibility
of the supercompact cardinals in the generic extension by L works without change.
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Moreover, if κ is <δ⋆-supercompact, P is a κ-directed closed forcing notion and
x˙ ∈ V Pδ⋆ then there is a measure U such that jU (F )(κ) = 〈P, x˙〉. U extends to a
measure in the generic extension by P.
Let us define f(α) to be F (α)(1)
L↾α+1
(the realization of F (α)(1) using the
generic L ↾ α+ 1), if all the following conditions hold:
(1) F (α) is an ordered pair.
(2) F (α)(1) is an Lα ∗ F (α)(0)-name.
(3) α is measurable.
Otherwise, let us set f(α) = ∅. By the arguments above, f satisfies all the
requirements except maybe that f(α) might be nontrivial for < δ⋆-supercompact
cardinals. By the construction of the standard Laver function using the minimal
counterexample, one can verify that in this version, the Laver function always return
the empty set on supercompact points. Therefore, one can pick a Laver function F
such that F (α) = ∅ for every < δ⋆-supercompact cardinal. 
Let us work in this generic extension and let f be the indestructible Laver func-
tion which we obtain from the lemma. We will assume that f was obtained by
forcing with the Laver preparation forcing L as described in the proof.
Let us denote by scα(κ) the first ordinal λ ≥ κ such that
otp{β | κ < β ≤ λ, β is <δ⋆-supercompact} = α.
From this point until the very end of the proof, we will work inside the model Vδ⋆
as evaluated in the generic extension by L. Thus, we will not distinguish between
supercompact cardinals and <δ⋆-supercompact cardinals.
Definition 20. Let us say that an ω sequence of cardinals ~κ = 〈κn | n < ω〉 is
suitable if:
(1) κ0 is a singular limit of cofinality ω of Mahlo cardinals, each one of them
is closed under f .
(2) For every n > 0, κn is a supercompact cardinal and κn > scω+2(κn−1).
Let ~κ = 〈κn | n < ω〉 be a suitable sequence. Let us define a forcing notion,
P = P(~κ), which depends on the choice of ~κ. We will show later that there is a
choice of suitable ~κ for which P(~κ) forces the tree property at every regular cardinal
in the interval [ℵ2,ℵω2).
Let SC(~κ) = {sci(κn) | 1 ≤ n < ω, i < ω + 3 or n = 0, 1 ≤ i < 3} - the set
of all relevant supercompact cardinals for the forcing and their limits. We denote
κω = supSC(~κ) = supn<ω κn.
Let us describe the forcing P(~κ). Informally, we can think of P(~κ) as an iteration
of length κω + 1. The iteration is designed in a way that the cardinals in the
intervals (sci(κn), sci+1(κn)) are collapsed, while all cardinals in SC(~κ) as well
as κ+0 and the successors of the singular limits of SC(~κ) are preserved. Thus,
every cardinal of the form sci+1(κn) becomes the successor of a regular cardinal
in the generic extension. In order for this successor cardinal to have the tree
property, a necessary condition is to violate GCH below its predecessor. So, we
pick a cardinal below the predecessor of sci(κn) and blow up its continuum to
be sci(κn). For double successors of regular cardinals, sci+2(κn), we simply pick
sci(κn). For double successors of singular cardinals, scω+1(κn), we choose to blow up
the continuum of κn. Then, we will continue to collapse cardinals in the intervals
between elements of SC(~κ) and below κ+0 in order to get the right structure of
cardinals. Therefore, the final structure of the continuum function is going to be
2ℵ0 = ℵ2, 2
ℵω·n+4 = ℵω·(n+1)+2, 2
ℵω·n+1 = ℵω·n+3, 2
ℵω·n+2 = ℵω·n+4 (see table
below).
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In order to preserve the generic supercompactness of the involved cardinals, we
force, using the Laver function, some guesses for the needed forcing notions ahead.
We will have two types of such forcing notions. One, which depends only on the
added reals, B(sc1(κ0) + 1), that will be used during the proof of the tree property
at successors of singulars and one, which depends on the whole iteration, C(~κ),
will be used in the proof of the tree property at double successors. The parameter
sc1(κ0) is the number of added reals.
Let us turn now to a formal definition of the forcing:
The basic structure of the forcing notion is similar to Neeman’s forcing from
[6]. We will maintain some similarity with Neeman’s notations and the definition
but the forcing itself is going to be different. For example, the structure of the
continuum function is going to differ from the one in Neeman’s construction.
Recall that f is a fixed indestructible universal Laver function. The choice of f
will be implicit in the definitions. Our forcing notions depend on the sequence of
cardinals ~κ = 〈κn | n < ω〉.
For a given suitable sequence ~κ, let us introduce three sequences of cardinals
〈τi | i < ω2〉, 〈ζi | i < ω2〉, and 〈µi | i < ω2〉. We may think of τi as the cardinal
to which we add subsets in the i-th step, ζi is the cardinal to which we collapse
cardinals and µi is the length of the iteration in the i-th step. Those sequences are
fully determined by ~κ. In the generic extension, ζi is going to be ℵi+1, µi is ℵi+2
and 2τi ≥ µi (we do not have equality, since the forcing notions for adding small
subsets overlap).
(1) 〈ζi | i < ω · ω〉 is the increasing enumeration of the set
{κ+0 } ∪ {µ ∈ SC(~κ) | µ is regular} ∪ {µ
+ | µ ∈ SC(~κ), µ is singular}.
(2) For all i < ω2, µi = ζi+1.
(3) For all i < ω2, τi+1 = ζi and τω·n = κn, for n > 0. For n = 0, we will use
τ0 = ω.
The following tables illustrate the relations between the ζi, µi, τi and the cardinals
in the generic extension:
ℵ0 ℵ1 ℵ2 ℵ3 ℵ4 ℵ5 · · · ℵω ℵω+1 ℵω+2
ω κ+0 sc1(κ0) sc2(κ0) κ1 sc1(κ1) · · · scω(κ1) scω(κ1)
+ scω+1(κ1)
ζ0 ζ1 ζ2 ζ3 ζ4 · · · ζω ζω+1
µ0 µ1 µ2 µ3 · · · µω
τ0 τ1 τ2 τ3 τ4 = τω τ5 · · · τω+1 τω+2
The structure of cardinals up to ℵω+2.
ℵω·n ℵω·n+1 ℵω·n+2 ℵω·n+3 ℵω·n+4 · · · ℵn·ω+m
scω(κn) scω(κn)
+ scω+1(κn) scω+2(κn) κn+1 · · · scm−4(κn+1)
ζω·n ζω·n+1 ζω·n+2 ζω·n+3 · · · ζω·n+m−1
µω·n µω·n+1 µω·n+2 · · · µω·n+m−2
τω·n+1 τω·n+2 τω·n+3 τω·n+4 = τω·(n+1) · · · τω·n+m
The structure of cardinals between ℵω·n and ℵω·(n+1).
Next we are going to define three forcing notions, A(~κ), B(sc1(κ0)+1) and C(~κ).
The final forcing notion will be an iteration of A(~κ), B(sc1(κ0) + 1), C(~κ) and
Col(ω, κ0). While A(~κ) and C(~κ) depends on the full sequence ~κ, B(sc1(κ0) + 1)
depends only on the number of added reals which is determined by κ0.
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3.1.1. B: Let us start with the definition of B(sc1(κ0)+1). We define, by induction,
the forcing notion B(ρ) for every ordinal ρ. Each such forcing is formally a class
forcing (an iteration over the ordinals). We may think about B(ρ+1) as an attempt
to restore the indestructibility of the supercompact cardinals after adding ρ many
reals, while reflecting this process downwards below ρ.
For every ρ, B(ρ) is a backwards Easton support iteration. We will denote by
B(ρ) ↾ α the first α steps in the iteration. The α-th step of the iteration is denoted
by IBρ,α. Namely, B(ρ) ↾ (α + 1) =
(
B(ρ) ↾ α
)
∗ IBρ,α.
Let us turn now to the definition of IBρ,α. IBρ,α is an iteration of length ρ (with
support that will be specified later). The atomic step in this iteration is denoted
by IIBζ,α, namely IBζ+1,α = IBζ,α ∗ IIBζ,α.
Let ζ be an ordinal. If either α is not closed under f , f(α) is not a function or
Add(ω, ζ) ∗ B(ζ) ↾ α ∗ IBζ,α /∈ dom f(α), then IIBζ,α is trivial. Otherwise, let
Q = f(α)(Add(ω, ζ) ∗ B(ζ) ↾ α ∗ IBζ,α)
and if Q is an Add(ω, ζ)∗B(ζ) ↾ α∗ IBζ,α-name for an α-canonically directed closed
forcing, we take IIBζ,α to be Q. Otherwise, we define IIBζ,α to be the trivial forcing.
IBρ,α consists of all functions p ∈ V with domain ρ such that p(ζ) is an Add(ω, ζ)∗
B(ζ) ↾ α ∗ IBζ,α-name for a member of IIBζ,α. Note that this is not full support it-
eration. While it is possible that all coordinates of a given condition are nontrivial,
not any possible sequence of values can be acquired by those coordinates.
We order IBρ,α in the generic extension by Add(ω, ρ) ∗B(ρ) ↾ α naturally: p ≤ q
if and only if for every ζ, p ↾ ζ IIBζ,α p(ζ) ≤ q(ζ).
We denote by Bˆ(ρ) the iterated termspace forcing for the forcing B(ρ) over
Add(ω, ρ). Namely, we take the product of termspace forcing notions for each
IIBζ,α for every ζ, α, where the product over ζ < ρ is with full support and the
product over α is full below ρ and with Easton support above ρ.
Claim 21. For every 0 ≤ α < β and every ρ′ < ρ, the forcing B(ρ) ↾ [α, β) projects
onto B(ρ′) ↾ [α, β) in the generic extension by B(ρ) ↾ α.
Moreover, if ρ < α+, B(ρ) ↾ [α, β) is isomorphic to the full support iteration of
length ρ such that at step ζ < ρ, one forces with the quotient
(B(ζ + 1) ↾ [α, β)) / (B(ζ) ↾ [α, β)) .
Proof. Let us verify that the function that sends a condition p ∈ B(ζ) ↾ [α, β) to the
condition p′ ∈ B(ζ′) ↾ [α, β) which is defined by p′(β) = p(γ) ↾ ζ′ for all γ ∈ [α, β)
is a projection. p′(γ) ∈ IBζ′,γ , by induction on γ. The argument uses the fact that
each component in the iteration IBζ,γ ↾ ζ
′ is a B(ζ′) ↾ γ-name. Clearly, this map is
order preserving and onto.
The forcing (B(ζ + 1) ↾ [α, β)) / (B(ζ) ↾ [α, β)) is isomorphic to the backwards
Easton support iteration of IIBζ,γ over γ ∈ [α, β). Indeed, since B(ζ) ↾ γ clearly
preserves the regularity of cardinals which are closed under f , the Easton support
is computed in the same way in the ground model and in the extension by B(ζ) ↾ γ.
From this representation, it is clear that
B(ζ + 1) ↾ β = B(ζ + 1) ↾ α ∗ (B(ζ) ↾ [α, β)) ∗Qζ ,
where Qζ is an iteration of length β − α with steps IIBζ,γ−α and Easton support.
Let us consider the full support iteration with steps Qρ, ρ < ζ. Let us show, by
induction, that this forcing is isomorphic to B(ζ) ↾ [α, β).
Let us denote by Pζ the full support iteration of 〈Qρ | ρ < ζ〉. A condition p ∈ Pζ
can be represented as a sequence 〈pρ,β | ρ < ζ, β < α〉 where pρ,β is forced to be in
IIBρ,β . By the induction hypothesis, pρ,β which is a Pρ-name, is a B(ρ) ↾ α-name.
Thus, by reordering the coordinate we obtain a condition in B(ζ) ↾ α.
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Let us verify that the support of the condition is compatible with permitted
support. For each β < α separately, the support of the condition 〈pρ,β | ρ < ζ〉
agrees with the definition of the support of the conditions in IBζ,β. Let us verify
that the whole iteration is Easton. This is true as the support of the condition is
a union of ρ many Easton sets in the interval [α, β). Since |ρ| ≤ |α| and a union of
|α| many Easton sets in the interval [α, β) is Easton - we conclude that support is
Easton, as wanted. 
3.1.2. A: Let us define the forcing A(~κ). The role of A(~κ) is to add new subsets
below every double successor cardinal in which we want the tree property to hold.
A(~κ) is defined in the ground model and does not depend on the generic filter for
B. Let Ai(~κ) = Add(τi, µi \ ζi) and let:
A(~κ) =
∏
i<ω2
Ai(~κ) =
∏
i<ω2
Add(τi, µi \ ζi),
the full support product. The product as well as the forcing notions are in the
ground model, V .
The elements of the forcing Ai(~κ) are partial functions from µi \ ζi to 2 with
domain of size < τi. Therefore, for a condition p ∈ Ai(~κ), the restriction p ↾ α is a
condition in Add(τi, α ∩ (µi \ ζi)).
Following [6], we will denote by A[i,j)(~κ) the partial product
∏
i≤k<j Ak(~κ). More
generally, for a given set of ordinals I ⊆ ω2, we will denote by AI(~κ) the product∏
i∈I Ai(~κ). Let us denote
Ai(~κ) ↾ α = {p ↾ α | p ∈ Ai(~κ)} = Add(τi, α ∩ (µi \ ζi)).
This forcing embeds naturally into the forcing Ai(~κ) and we will use this embedding
transparently. We will denote A(~κ) ↾ α =
∏
i<ω2 Ai(~κ) ↾ α (where for ζi ≥ α the
forcing Ai(~κ) ↾ α is trivial).
Note that A0(~κ) = Add(ω, sc1(κ0)), and its generic filter is used in order to
define the order on B(sc1(κ0) + 1).
Let us remark that since the sequence 〈τi | i < ω · ω〉 is not monotone, sets can
be added to a cardinal by more than one component in the forcing A. For example
A4 and Aω both add subsets to ζ3 = τ4 = τω , but while the first adds only µ4 = ζ5
many new sets, the later adds µω = ζω+1 many new sets. Yet, the domains of
elements from Ai and Aj are always disjoint for i 6= j. Thus, intuitively, we are
adding only one set at each step.
3.1.3. C: Let us define the forcing notion C(~κ), by induction. C(~κ) is a collapsing
forcing - it collapses the cardinals between the supercompact cardinals in the se-
quence ~κ. It maintains high level of self-similarity and reflection in order to preserve
generic supercompactness of the previously supercompact cardinals.
The forcing C(~κ) is the full support iteration of length ω2. Let us denote the
component of this iteration by Ci(~κ), i < ω
2.
We will define the forcing notions Ci by induction on i < ω
2. Each one of them
is going to be an iteration. In order to have (relatively) uniform notations, we will
use the following notation: for α < κω, if i < ω
2 is the first ordinal for which
α < µi, we denote by C(~κ) ↾ α the full support iteration over Cj(~κ) for j < i, and
then iterated by Ci(~κ) ↾ α. Informally, we may think of C ↾ α as the first α steps
in the iteration C
For i < ω2, Ci(~κ) ↾ α is a < ζi-support iteration, which is defined by induction
on α ≤ µi. For α ≤ ζi, Ci(~κ) ↾ α is trivial.
Let us denote temporarily
Xα = A(~κ) ↾ α ∗ B(sc1(κ0) + 1) ↾ (α + 1) ∗ C(~κ) ↾ α.
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If either one of the following holds, then IC~κα is the trivial forcing:
(1) α is not a closure point of f ,
(2) f(α) is not a function,
(3) Xα /∈ dom f(α),
(4) For Q = f(α)(Xα), Q is not an Xα-name for a canonically ζi-directed closed
forcing notion.
Otherwise, let
IC~κα = f(α)(Xα)
Ci(~κ) is the iteration over IC
~κ
α for ζi ≤ α < µi. Namely, for every α ≤ µi,
p ∈ Ci ↾ α, is a partial function, dom p ⊆ α and | dom p| < ζi. For all γ ∈ dom p,
p(γ) ∈ IC~κγ (thus, p(γ) is an Xγ-name).
Ci(~κ) = Ci(~κ) ↾ µi. As in the case of B(ρ), we denote by Cˆi(~κ) the termspace
forcing for Ci(~κ), and we order C(~κ) in the natural order in the generic extension
by A(κ)∗B(sc1(κ0)+1). We denote by Cˆ(~κ) the full support product
∏
i<ω2 Cˆi(~κ).
Let us define
P(~κ) = A(~κ) ∗ B(sc1(κ0) + 1) ↾ κω ∗ C(~κ)× Col(ω, κ0).
We will denote
P(~κ) ↾ α = A(~κ) ↾ α ∗ B(sc1(κ0) + 1)) ↾ α ∗ C(~κ) ↾ α.
Note that P(~κ) = P(~κ) ↾ κω × Col(ω, κ0).
The dependency of the components of the forcing is as follows. A(~κ) is defined
in the ground model, the forcing B(sc1(κ0) + 1) depends only on the generic filter
for the forcing A0(~κ), and the forcing C(~κ) depends on the generic filter for A(~κ)
and B(sc1(κ0) + 1).
For every ρ, the steps above κω in the iteration B(ρ) are κ
+
ω -distributive. There-
fore, they do not affect the validity of the tree property at cardinals below κω in
the generic extension. Thus, for every choice of ~κ, we will not distinguish between
the forcing B(ρ) and B(ρ) ↾ κω. It is easy to verify that indeed this modification
does not change the theory of H(κ+ω ) of the generic extension an therefore the tree
property at every cardinal below κω holds in the generic extension by P(~κ) if and
only if is holds in the generic extension by
A(~κ) ∗ B(sc1(κ0) + 1) ∗ C(~κ)× Col(ω, κ0).
3.2. Basic Properties. During the next two subsections we will present results
which are true for every suitable ~κ. So let us fix a suitable ~κ throughout the
next two subsections. During those subsections we use the notations A = A(~κ),
B = B(sc1(κ0) + 1), C = C(~κ) and similarly for the termspace forcings (Bˆ, Cˆ).
The following lemmas can be deduced from their corresponding lemmas in [6,
Section 4]:
Lemma 22. Cˆi is ζi-directed closed. Bˆ ↾ [α, κω) is α-directed closed.
Lemma 23. For a Mahlo cardinal α, which is closed under f , the forcing notions
B ↾ α,C ↾ α,A ↾ α, Bˆ ↾ α and Cˆ ↾ α are α-Knaster.
Lemma 24. There is a continuous projection from A ↾ α× Bˆ ↾ α× Cˆ ↾ α to P ↾ α.
These projections allow us to split the forcing P (using the termspace forcing) in
various ways to a projection of a product of a closed forcing and forcing that has a
good chain condition.
Lemma 25. Let η ∈ SC(~κ) be a regular cardinal. Then every set of ordinals of
cardinality < η in V P is covered by a set of cardinality < η from V .
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Proof. Let η ∈ SC(~κ) be a regular cardinal. By construction, η is a closure point of
f , since η is supercompact and for every α < η, f(α) ∈ Vη. A splits into a product
of η-closed and η-Knaster forcing (by taking A =
∏
τi≥η
Ai ×
∏
τi<η
Ai). Bˆ splits
into a product of η-closed forcing and η-Knaster forcing, Bˆ = Bˆ ↾ η × Bˆ ↾ [η, κω).
The same arguments hold for C: Cˆ ↾ η is η-Knaster and Cˆ ↾ [η, κω) is η-closed.
Col(ω, κ0) is η-Knaster.
We conclude that it is possible to find a forcing, Pˆ(~κ), which is a product of a η-
closed and η-Knaster forcing notions and Pˆ(~κ) that projects onto P(~κ). Therefore,
by Easton’s lemma, η is preserved. Moreover, every subset of ordinals of cardinality
< η in the generic extension A× Bˆ× Cˆ×Col(ω, κ0) is covered by a set of cardinality
< η in the ground model. Since this model is a generic extension of V P with the
same cardinals, we conclude that the same holds in V P. 
From the lemma above, we conclude that the covering property holds also for
cardinal τ which is successor of singular element in SC(~κ). We will show that this
follows from the covering property at smaller cardinals:
Lemma 26. Let W1 ⊆W2 be models of ZFC. Let µ is a limit singular cardinal in
W1. Let us assume that there is a cofinal set of cardinals 〈λi | i < cf
W2 µ〉 ∈ W2,
supi λi = µ such that for every i < cf µ and any set of ordinals in W2 of cardinality
< λi there is a set of ordinals in W1 of cardinality < λi in W1 covering it.
Then, every set of ordinals of cardinality µ in W2 is covered by a set of ordinals
in W1 of cardinality µ in W1.
Proof. Assume, without loss of generality, that cfW2 µ < λ0.
Let A ∈ W2, A ⊆ Ord, |A|W2 = µ. Let λ = supA. Let us split A to cf µ sets
Ai ∈ W2 such that |Ai| < λi. Let us pick, in W2, for every i < cf µ a set Bi ⊆ λ
such that |Bi|W1 < λi and Ai ⊆ Bi. Let g : (Pµλ)W1 → λ⋆ be a bijection in W1,
where λ⋆ is an ordinal.
The set {g(Bi) | i < cf µ} ∈ W2 is a set of ordinals of cardinality < λ0. Thus,
it can be covered by a set of ordinals C ⊆ λ⋆ of cardinality < λ0 < µ. The set
B =
⋃
α∈C g
−1(α) covers A and has cardinality ≤ µ · µ in W1, as wanted. 
The previous lemma entails the preservation of the cardinals in the set {ρ+} ∪
SC(~κ) ∪ {scω(κn)
+ | 0 < n < ω}.
The following lemma, due to Abraham [1], is used in order to conclude that
the good Knaster properties of the forcing notions Ai are preserved in the generic
extension and in the intermediate models.
Claim 27. Let V ⊆ W be two models of ZFC. Let κ < λ < µ be cardinals with κ
regular and λ, µ strongly inaccessible in V . Assume that:
(1) κ, λ are cardinals in W .
(2) For every x ∈ W , x ⊆ Ord, if W |= |x| < κ then there is y ∈ V such that
|y| < κ and x ⊆ y.
Then the forcing AddV (κ, µ) is λ-Knaster in W .
Combining Lemma 25 and Claim 27, we conclude that for every regular κ,
λ ∈ SC(~κ) regular and µ ∈ SC(~κ) regular, where κ < λ < µ, the forcing no-
tion Add(κ, µ) is λ-Knaster. Since the assumptions of the lemma are downwards
absolute between generic extensions of V , we conclude that the same holds in all
intermediate extensions between V and V Pˆ.
Let us observe that every cardinal between ω and κω which is not in the set
{ζi | i < ω2} is collapsed:
Lemma 28. Ci collapses all cardinals between ζi and µi.
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Proof. Since f is a Laver function. There is an elementary embedding with critical
point µi in which j(f)(µi) is {〈x, y〉} where x is P ↾ µi and y is the canonical
P ↾ µi-name for Col(ζi, µi). Therefore, for unboundedly many α < µi, f(α) is the
canonical P ↾ α name for Col(ζi, α), and every such α is collapsed to ζi. 
Corollary 29. The iteration is κ++ω -c.c. It forces ℵω2 = κω, ρ
+ = ℵ1. In the
generic extension, the double successor cardinals and the limit cardinals below ℵω2
are exactly the members of SC(~κ).
3.3. The Tree Property for successors of regular cardinals. In this section
we will show that for every suitable ~κ, P(~κ) forces the tree property at every double
successor cardinal below ℵω2 .
Definition 30 (Foreman). Let κ be a cardinal. κ is generically supercompact
relative to a forcing notion Q if in V Q there is an elementary embedding j : V →M
for some transitive class M , such that Ordλ ∩ V Q ⊆M .
The main issue, when using generically supercompactness, is the properties of
the forcing notion Q. As similar as Q to the trivial forcing, as close κ to be actually
λ-supercompact. In our applications, the important property of Q will be always
that it does not add cofinal branches to κ-Aronszajn tree or to some narrow system.
Lemma 31. In the generic extension by P, every double successor cardinal µ < ℵω2
is generically supercompact by a forcing notion which cannot add a branch to a µ-
Aronszajn tree.
Corollary 32. The tree property holds at every double successor cardinal below
ℵω2 in V
P(~κ).
Lemma 31 and Corollary 32 are parallel to [10, Sections 4, 6 and 7] and the
proofs are similar. Since our forcing notion differs from the one which is used in
[10], we will give a detailed proof for Lemma 31. First, let us show that Lemma 31
implies Corollary 32.
Proof. Assume that µ is a regular cardinal, and there is a forcing notion R that adds
no branch to ν-Aronszajn trees and adds an elementary embedding j : V P → M ,
with critical point µ (note that we apply the definition of generic supercompactness
in V P). For every µ-tree in V P, T , j(T ) is a j(µ)-tree and in particular, it has a
member in level µ. Let t be such an element and let b = {s ∈ T | j(s) ≤j(T ) t}. b
is a branch in T , since the levels of T below µ have size < µ, and thus
j(T )β = j(T )j(β) = j(Tβ) = j ”Tβ
for all β < µ.
In particular, in V P∗R, T has a cofinal branch. By the assumption on R, this
branch exists already in V P and thus T is not Aronszajn in V P. 
Proof of Lemma 31. Let µ ∈ SC(~κ) and assume that µ is supercompact. Let i <
ω · ω be the ordinal for which µ = µi. The forcing P ↾ µ is µ-Knaster.
Let us consider first AI =
∏
k∈I Ak where I is the set of all k < ω
2 such that
τk ≥ µ. Let GAI be a V -generic filter (note that I does not have to be a segment,
since the sequence τk is not monotone). By the indestructibility of µ in V , µ is still
supercompact in the generic extension, V [GAI ]. By the remarks after Claim 27,
for every k ∈ ω2 \ I, τk < µ, and the forcing notions Ak for k /∈ I are µ-Knaster in
V [GI ]. Let λ > κω and let j : V [GI ] → M be a λ-supercompact embedding with
crit j = µ. Note that GI ∈M , by the closure of M .
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Let us assume that j(f)(µ) is:
{〈Add(ω, ρ) ∗ B(ρ+ 1) ↾ µ,
(
B(ρ+1)↾[µ,λ)/B(ρ)↾[µ,λ)
)
〉 | ρ ≤ sc1(κ0)}
∪{〈Xµ, (T
C↾[µ,λ)
Aω2\(I∪i)
)V
(A↾µ×AI )∗B∗C↾µ〉, 〈λ+, 0〉}
where Xµ = A ↾ µ ∗ B ↾ λ ∗ C ↾ µ.
Let us explain the role of the different components of j(f)(µ). The first set of
components is designed to add a generic filter for the tail of B.
In the component:
〈Xµ, (T
C↾[µ,λ)
Aω2\(I∪i)
)V
(A↾µ×AI )∗B∗C↾µ
〉
the termspace forcing should be read as the termspace forcing of the iteration
C ↾ [µ, λ), where a generic for (A ↾ µ× AI) ∗ B ∗ C ↾ µ is already available.
Indeed, P ↾ µ is avaliable by definition. As we will verify soon, j(IB)sc1(κ0)+1,µ
is B ↾ [µ, λ) and thus the full generic for B ↾ λ is available. GI ∈ M , as remarked
above. Although this is not explicit in the notations, we assume that the generic
for AI is exactly GI (this is similar to Neeman’s enrichment process from [6]). Note
that setting j(f)(µ) to be an element which depend on the generic filter GI makes
sense by the definition of indestructible Laver function (in which f(α) is a name
with respect to the generic filter of L restricted to α+ 1).
By the definition of B and C be conclude that j(IIB)ζ+1,µ is the quotient forcing
B(ζ+1)↾[µ,λ)/B(ζ)↾[µ,λ), for ζ ≤ sc1(κ0) and trivial otherwise. Indeed, using Claim 21,
each of those forcings is a backward Easton support iteration of canonically µ-closed
forcing notions and thus it is sufficiently closed in V . Since the computations of
closure of forcing notions are done in the same way inM and in V [GI ], and since AI
is µ-distributive it does not change the closure properties of IIBζ,α - they remain
µ-canonically directed closed. Moreover, using the strong chain condition of the
forcing Ai, it does not change the Eastonity of the support of the iteration as well.
Therefore, the iteration B(ρ+1)↾[µ,λ)/B(ρ)↾[µ,λ) enjoys the same closure properties in
the generic extension of M .
Similarly,
j(IC)µ = (T
C↾[µ,λ)
Aω2\(I∪i)
)V
(A↾µ×AI )∗B∗C↾µ
Let us verify that this is a legitimate candidate for the next element in the sequence
j(IC). Indeed, we need to verify that inM , this is a j(A) ↾ µ∗j(B) ↾ µ+1∗j(C) ↾ µ-
name for a canonically ζi-closed forcing notion. Indeed, this is the termspace forcing
of an iteration of canonically µ-closed forcing notions with supports larger than ζi
over a model that has a generic filter for
Ai∪I ∗ B ∗ C ↾ µ.
In this model, the components of IC above µ are still closed as this is a µ-distributive
extension of the model in which they were verified to be µ-closed. Namely, in the
extension by P ↾ α, ICα is forced to be µ-closed. The quotient between Ai∪I ∗B∗C ↾
µ and P ↾ µ is a µ-distributive and remains µ-distributive also when forcing with
more components of C and A. Thus, each ICα is µ-closed in the generic extension
by Ai∪I ∗ B ∗ C ↾ α as well and thus the termspace forcing is µ-closed.
For all µ < α < λ+, ζ ≤ j(sc1(κ0)), j(IIB)ζ,α is the trivial forcing. Similarly,
j(IC)α is trivial for all α < λ
+. Thus, the forcing j(B) ↾ [µ + 1, j(κω)) is λ
+-
distributive.
Let P′ = (P ↾ λ× Col(ω, κ0))/AI . Let us analyze the forcing j(P′).
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j(P′) ∼= j(Aω2\I) ∗
B ↾ µ ∗ B ↾ [µ, λ) ∗ j(B) ↾ [µ+ 1, j(λ)) ∗
C ↾ µ ∗ T
C↾[µ,λ)
Aω2\(I∪i)
∗ j(C) ↾ [µ+ 1, j(λ))×
Col(ω, κ0)
This representation uses Claim 21. We need to show first that for a generic filter
G′ ⊆ P′, there is an extension of the embedding j to an embedding j˜ : V [GI ][G′]→
M [H ] for some H (in a larger generic extension).
Let us start with j(Aω2\I). For k ∈ ω
2\I and µk < µi, the corresponding forcing
does not move: j(Ak) = Ak. If µk ≥ µ then since τk < µ, for any condition p ∈
Add(τk, µk \ ζk), by elementarity j(p) ∈ Add(τk, j(µk \ ζk)). Moreover j ” p = j(p).
Thus, j induces an isomorphism between Add(τk, µk \ ζk) and Add(τk, j ”(µk \ ζk))
which is a regular sub-forcing of Add(τk, j(µk \ ζk)).
Let us show that there is a projection from j(P′) ↾ λ onto P′ ↾ λ in M . This
projection is given by viewing Aω2\I as a complete sub-forcing of j(Aω2\I) as dis-
cussed above and then evaluating the terms in the component T
C↾[µ,λ)
Aω2\(i∪I)
using the
j-pre-image of the restriction of the generic filter to j ”Aω2\I . The collapse part
Col(ω, κ0) does not move under j.
We conclude that P′ is a complete sub-forcing of j(P′). Let us fix a generic filter
G′ for P′. Let GB be the generic filter for the forcing B which is derived from
G′. Let us consider the collection B = {j(b) | b ∈ GB, dom b ∩ µ = ∅}. This is
a member of M [G′] by the closure of M . We want to show that it has a lower
bound, m. Let us construct this lower bound by induction on its restriction to
j(B)(ρ) ↾ α, for ρ ≤ j(sc1(κ0)) and α ≤ j(κω). Let us denote by m ↾ (ρ, α) the
projection of the condition m (which we construct) to the forcing j(B)(ρ) ↾ α. Let
us consider the collection Bρ,α ⊆ j(IIB)ρ,α which is defined by b′ ∈ Bρ,α if there
is b ∈ B such that b′ is its (ρ, α)-coordinate. m ↾ (ρ, α) forces that this collection
is directed (since it is stronger than the restriction of any b ∈ B to j(B)(ρ) ↾ α).
Thus, it forces that there is a unique greatest lower bound m(ρ, α) for Bρ,α. Let
us define m ↾ (ρ+1, α) accordingly. One can easily verify that the requirements on
the support are satisfied: m(ρ, α) is a name with respect to j(B)(ρ+1) ↾ α, as Bρ,α
was introduces by this forcing. This support of m itself is Easton since m(ρ, α) is
trivial whenever Bρ,α consists only of the weakest condition, and thus the support
of m is the union of the supports of b ∈ B. Thus, it is a union of κ+ω many Easton
sets with minimal element ≥ λ > κω, and thus it is Easton.
Similarly, if GC is the generic filter for the forcing C which is derived from G
′,
then there is a unique lower bound for the conditions {j(c) | c ∈ GC , dom c∩µ = ∅}.
Indeed, those conditions appear in the iteration of j(C) above λ. This iteration is
κ+ω -directed closed with respect to a model that contains this filter. Thus, this filter
must have a lower bound.
Combining this two together, we obtain a master condition for the forcing B∗C ↾
[µ, λ). Therefore, there is a generic filter H for j(P′) and a generic filter G′ ⊆ P′
such that for every p ∈ G′, j(p) ∈ H . Using Silver’s criterion, we extend j to an
elementary embedding, j˜ : V [GI ][G
′]→M [H ].
Let us analyze the forcing notion that adds H to V [GI ][G
′]. This forcing is:
j(P′)/P′ =
(
j(Aω2\I)/j ”Aω2\I
)
∗j(B) ↾ [µ+ 1, j(λ))
∗
(
T
C↾[µ,λ)
Aω2\I\i
∗ j(C) ↾ [µ+ 1, j(λ))
)
/C ↾ [µ, λ)
which is a projection of the product of:
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(1) D0 = T
j(B)↾[µ+1,j(λ))
j(A0)↾[µ,j(sc1(κ0)))
(2) D1 = Add(ζi, j(µi+1) \ j ”µi+1 \ j(ζi+1)).
(3) D2 = j(Aω2\I\{i})/(j ”Aω2\I\{i})
(4) D3 = T
j(C)↾[µ+1,j(λ))
j(Aω2\I∗B)↾[µ,j(λ))
.
(5) D4 = T
C↾[µ,λ)
Aω2\(I∪i)
/C ↾ [µ, λ).
where all termspace forcing are computed in M [G′].
Let us discuss those terms one by one. We work in V [GA][G
′].
Claim 33. D0 is λ
+-distributive. In particular, it does not add branches to µ-
Aronszajn trees.
We remark that if µ 6= sc1(κ0), then j(A0) ↾ [µ, j(sc1(κ0))) is trivial and D0 is
simply j(B) ↾ [µ+ 1, j(λ)).
Proof. The forcing D0 = T
j(B)↾[µ+1,j(λ))
j(A)↾[µ+1,j(sc1(κ0)))
is λ+-distributive since the next non-
trivial coordinate in j(B) must be anM -inaccessible cardinal α satisfying j(f)(µ) ∈
(Vα)
M , and so α > λ. Thus, j(B) ↾ [µ + 1, j(λ)) is a backwards Easton support
iteration of forcing notions which have λ+-closed termspace forcing. |P′| < λ and
in particular it is λ-c.c. Thus, we conclude that in the generic extension by P′, the
termspace forcing for the tail of j(B) is still λ+-distributive and in particular, it
cannot add a branch to a µ-tree T . 
D0 is sufficiently distributive in order to not change any of the closure properties
or chain conditions of the other forcing notions. Thus, we can simply ignore it.
Claim 34. D1 cannot add a branch to a µ-Aronszajn tree.
Proof. The forcing D1 = j(Ai)/j ”Ai is µ-Knaster in the generic extension by G
′
by Claim 27. Therefore it cannot add a branch to a µ-Aronszajn tree in the generic
extension (using Lemma 9). 
Claim 35. D2 cannot add a branch to a µ-Aronszajn tree in the generic extension
by D1.
Proof. The forcing D2 = j(Aω2\I\{i})/(j ”Aω2\I\{i}) is equivalent to the product of
one of two forcing notions of the form Add(τk, j(µk)\j ”µk \j(ζk)) (depends on the
nature of i for which µ = µi) this product is ζi-c.c. and isomorphic to its square.
This remains true in the generic extension by D1 (using Claim 27, it even remains
ζi-Knaster in the full extension by j(P
′)). Therefore, it cannot add a branch to a
µ-Aronszajn tree. 
Claim 36. D3 cannot add a branch to a µ-Aronszajn tree in the generic extension
by D1 × D2.
Proof. The forcing D3 = T
j(C)↾[µ+1,j(λ))
j(A∗B)↾[µ+1,j(λ)) is ζi-closed in the generic extension by
P ↾ µ + 1 (since each component j(IC)α is forced to be canonically ζi-directed
closed, and using the µ-distributivity of AI). In this model 2
τi = µi and τi < ζi,
and therefore it cannot add a branch to any µ-tree in this model. This remains
true after forcing with D1 × D2 using Lemma 13. 
Claim 37. D4 cannot add a branch to a µ-Aronszajn tree in the extension by
D1 × D2 × D3.
Proof. D4 = T
C↾[µ,λ)
Aω2\(I∪i)
/C ↾ [µ, λ). Recall that the termspace forcing was defined in
the generic extension by (Ai × AI) ∗ B ∗ C ↾ µ. By further forcing with Aω2\(I∪i)
the projection to C ↾ [µ, λ) can be computed.
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The forcing A′ = Aω2\(I∪i) is ζi-distributive in the generic extension by P
′′ =
(Ai × AI) ∗ B ∗ C ↾ µ as P′′ can be subsumed by a product of ζi-c.c. and ζi-closed
forcing notions and A′ is ζi-closed in the ground model. Thus, we conclude that the
termspace forcing T
C↾[µ,λ)
Aω2\(I∪i)
remains ζi-closed in the generic extension by P
′′ × A′.
Moreover, C ↾ [µ, λ) is ζi-closed as well, by similar arguments; It is an iteration
with support larger than ζi of forcing notions, ICα. For all α ≥ µ, ICα is µ-closed
in the extension by A ↾ α ∗B ↾ (α+1). Since the rest of the iteration does not add
any subsets of ζi, we conclude that ICα remains ζi-closed. In particular, C ↾ [µ, λ)
remains ζi-closed in the extension by P
′.
We conclude that D4 is ζi-closed in the generic extension by all components of
P′ except Col(ω, κ0), since it is a continuous quotient of ζi-closed forcing notions.
D4 remains ζi-closed in the generic extension by the ζi-distributive forcing D3×D1.
Therefore, in the generic extension by D2 ×Col(ω, κ0), D4 cannot add a branch by
Lemma 13. 

3.4. The Tree Property for successors of singular cardinals. Let us dis-
cuss now the tree property at successors of singular cardinals below ℵω2 . In this
section we will show that there is a choice of ~κ for which the tree property holds
at the successors of the singular cardinals below ℵω2 in the generic extension by
P(~κ). Therefore, in this section we will return to the more precise notations of
A(~κ),B(ρ),C(~κ) and so on.
Let us fix a supercompact κ, and let ν = scω(κ). We will define a forcing notion
which, on one hand, forces the tree property at ν+ and on the other hand can be
projected onto the segment P(~κ) ↾ scω+2(κ) assuming κn = κ (for some n > 0).
Let us observe that the forcing notion A(~κ) ↾ α depends only on the set {κi |
scω+2(κi) < α} which is finite for α < κω. Similarly, C(~κ) ↾ α also depends only in
this finite set of cardinals. Let η = 〈η0, η1, . . . , ηn〉 be a finite sequence of cardinals
of length n+ 1 ≥ 2 which is an initial segment of a suitable sequence of cardinals.
By the discussion above it makes sense to denote by Pη the forcing P(~κ) ↾ scω+2(ηn)
where ~κ is any (every) suitable ω-sequence of cardinals such that ~κ ↾ n + 1 = η.
Similarly, Aη = A(~κ) ↾ scω+2(ηn), C
η = C(~κ) ↾ scω+2(ηn).
Remark 38. Since there are class many supercompact cardinals in V , the assump-
tion that η = 〈η0, . . . , ηn〉 is an initial segment of a suitable sequence of cardinals is
equivalent to having η0 a singular limit of Mahlo cardinals which are closed under
f , cf η0 = ω, ηi+1 is supercompact and scω+2(ηi) < ηi+1 for all i < n.
Since in this subsection we do not have a fixed suitable sequence ~κ, the forcing
B(ζ) is formally a class forcing. In order to avoid unnecessary complications we will
use the notation B¯(ζ) to denote B(ζ) ↾ scω+2(κ).
Let us define the forcing R(κ). Intuitively, R(κ) is the full support product of all
possible values for the κ-closed parts of the forcing Pη, where η is a finite increasing
sequence of cardinals with last element κ.
Definition 39. Let Ind1 be the set of all finite initial segments of suitable ω-
sequences with last element κ, with length at least 2. Let Ind0 = {ρ | ∃η ∈
Ind1, ρ = η0}.
For an element η ∈ Ind1, we will use the notation, s(η) = len(η)− 1. s(η) is the
number of supercompact cardinal in η.
For η ∈ Ind1, let Rη(κ) be the iterated termspace forcing of the iteration Cη ↾
[κ, scω+2(κ)) as a name with respect to the forcing A
η
[1,ω·s(η)+2) ∗ C
η ↾ κ, in the
generic extension V Add(ω,sc1(η0))∗B¯(sc1(η0)+1).
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Let:
R(κ) =
(
Add(ω, κ) ∗ B¯(κ) ∗
∏
η∈Ind1
Rη(κ)
)
× E(κ)
where
E(κ) = Add(κ, scω+2(κ) \ scω+1(κ))×
∏
n<ω
Add(scn(κ), scn+2(κ) \ scn+1(κ))
The product in the definition of E is full and taken in the ground model.
The product in the definition of R(κ) is taken in the generic extension by
Add(ω, κ) ∗ B¯(κ) in the following sense: a condition r in
∏
η∈Ind1
Rη(κ) is a func-
tion, r ∈ V , dom r = Ind1 and r(η) is an Add(ω, sc1(η0)) ∗ B¯(sc1(η0) + 1)-name
for an element in Rη(κ) (where η0 is the first element of η). We order the product
naturally in the generic extension by Add(ω, κ)∗B¯(κ): r ≤ r′ if and only if for every
η ∈ Ind1, the generic filter for Add(ω, sc1(η0)) ∗ B¯(sc1(η0) + 1) forces r(η) ≤ r(η′)
in the order of the termspace forcing.
Since Add(ω, κ) ∗ B¯(κ) projects onto Add(ω, sc1(η0)) ∗ B¯(sc1(η0) + 1) for every
η0 ∈ Ind0 ∩ κ, R
η(κ) is well defined for every η ∈ Ind1.
Let L(ρ, κ) be:
Col(ω, ρ)× Col(ρ+, sc1(κ))
Lemma 40. For every choice of η ∈ Ind1, there is a continuous projection from
R(κ)× L(η0, κ) onto Pη × Col(ω, η0).
Proof. Let us look at the forcing:
A
η
[1,ω·s(η)+2) ∗ T
Cη↾κ
Add(ω,sc1(ρ0))∗B¯(sc1(η0)+1)
.
This forcing is η+0 -closed and of cardinality sc1(κ). Therefore, there is a continuous
projection from Col(η+0 , sc1(κ)) onto it.
Given the generic filter for R(κ) one can obtain a generic filter for the forcing
notions Aη0 , B¯(sc1(η0) + 1) and the termspace forcing for C
η ↾ [κ, scω+2(κ)). Using
the generic for Aη0 , B¯(sc1(η0) + 1) and A
η
[1,ω·s(η)+2), one can realize the forcing C
η.
Using the generic for the termspace forcing - obtain a generic filter for it as well. 
We will show that there is a choice of ρ for which R(κ)× L(ρ, κ) forces the tree
property at ν+ and that, moreover, for this choice of ρ, for every η ∈ Ind1 such
that η0 = ρ, P
η × Col(ω, ρ) also forces the tree property at ν+. This is sufficient
for our goals, since for every ω-sequence η˜ = 〈ηi | i < ω〉 that end-extends η, the
iteration P(η˜) ↾ [scω+2(κ), supn<ω ηn) is scω(κ)
++-distributive (even in the generic
extension by Col(ω, ρ)).
Claim 41. There is a cardinal ρ ∈ Ind0 such that R(κ) × L(ρ, κ) forces the tree
property at ν+.
Proof. We split the proof of this claim to a sequence of lemmas:
Lemma 42. For every ζ > κ such that 2ζ = ζ+, there is ζ′ such that in the generic
extension by R(κ), κ is generically ζ-supercompact by the forcing Add(ω, ζ′).
Proof. Let us force with
E(κ) = Add(κ, scω+2(κ) \ scω+1(κ)) ×
∏
n<ω
Add(scn(κ), scn+2(κ) \ scn+1(κ)).
Let GA ⊆ E(κ) be a generic filter. Let R′(κ) be the quotient forcing
R(κ)/GA = Add(ω, κ) ∗ B(κ) ∗
∏
η∈Ind1
Rη(κ).
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By indestructibility, κ is still supercompact cardinal in V [GA] and there is an
embedding j : V [GA]→M which is ζ-supercompact such that j(f)(κ) is the set:
{〈ζ, 0〉}∪
{〈Add(ω, ξ) ∗ B(ξ) ↾ κ,
(
B(ξ + 1) ↾ [κ, scω+2(κ))/B(ξ) ↾ [κ, scω+2(κ))
)
∗∏
η∈Ind1,sc1(η0)=ξ
Rη(κ)〉 | ξ < κ}
The product sign in the products of the copies of Rη(κ) is the full support product
as computed in the generic extension by B¯(ξ + 1).
Let us verify that the next components of j(IIB)ξ,κ are exactly the values of
j(f)(κ). By induction, it is sufficient to verify that for each ξ, the forcing:
(
B¯(ξ + 1) ↾ [κ, scω+2(κ))/B¯(ξ)
)
∗
∏
η∈Ind1,sc1(η0)=ξ
Rη(κ)
is canonically κ-directed closed in the generic extension by Add(ω, ξ) ∗ B(ξ + 1) ↾
κ ∗ j(IB)ξ,κ of M . In V , this is the case by the closure of the forcing B(ξ + 1) ↾
[κ, scω+2(κ))/B(ξ) ↾ [κ, scω+2(κ)) and the closure of the termspace forcing. This
remains true in V [GA], since E(κ) is κ-closed in V and thus κ-distributive in the
extension by Add(ω, ξ) ∗B(ξ) ↾ κ ∗ j(IB)ξ,κ. By the closure of M , this is true in M
as well.
Thus, we conclude that:
j(B(κ)) = B(κ) ∗ j(IB)j(κ),κ ∗Q0
where j(IB)j(κ),κ is the full support iteration over ρ < κ of:
(
B(ρ+ 1)/B(ρ)
)
↾ [κ, scω+2(κ)) ∗
∏
η∈Ind1,η0=ρ
Rη(κ)
and
Q0 = j(B(κ)) ↾ [κ+ 2, j(ζ)).
Therefore, using Claim 21,
j(B(κ)) = B(κ) ∗
∏
η∈Ind1
Rη(κ) ∗Q0.
The components of Q0 are the trivial forcing below coordinate ζ
+, by our choice
for j(f)(κ). Therefore, Q0 is ζ
+-distributive (in fact - subsumed by a forcing which
is ζ+-closed in M).
Let us look at j(R′):
j(R′) = j(Add(ω, κ)) ∗ j(B(κ)) ∗
∏
η∈j(Ind1)
j(R(κ))η.
Let us analyze those components:
j(Add(ω, κ)) = Add(ω, j(κ)) = Add(ω, κ)×Add(ω, j(κ) \ κ)
Let
Q1 =
∏
η∈j(Ind1)
j(R(κ))η,
where the product sign has the same meaning as in the definition of R: a condition
r in the product is a function with domain j(Ind1), and r(η) is a name for an
element in j(R)η relative to the forcing Add(ω, sc1(η0)) ∗ j(B¯)(sc1(η0) + 1).
We conclude that:
j(R′(κ)) ∼= R′(κ) ∗Add(ω, j(κ) \ κ) ∗Q0 ∗Q1
where, as remarked above, Q0 is subsumed by a ζ
+-closed inM and Q1 is subsumed
by a j(κ)-closed forcing in M (in both cases we use the corresponding termspace
forcings).
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Claim 43. There is a master condition for j(R′(κ)). Namely, if G ⊆ R′(κ) is a
V [GA]-generic filter then in M [GA][G] there is a condition m that forces that j(p)
is in the generic filter for every p ∈ G.
Proof. Let p ∈ R′(κ) and let us analyze the condition j(p). Since the Add(ω, κ)-
coordinate of p is bounded below κ, it does not move under j. The same argument
works for the parts in B(κ) ↾ κ, using the fact that the iteration has backwards
Easton support and κ is closed under f .
Let us consider the parts of B(κ) with coordinates above κ. In the condition j(p)
all coordinates between κ and j(κ) are trivial. The forcing notions which are used
in j(IIB)ρ,ζ for ζ > j(κ) are at least j(κ)-canonically directed closed in the generic
extension by j(B)(ρ) ↾ ζ.
For a condition p, let j(p)ζ,ξ be the condition j(p) evaluated at its j(IIB)ζ,ξ
component. Let us look at the collection Bζ,ξ = {j(p)ζ,ξ | p ∈ G}. This is the
collection of all images of the conditions p ∈ G under j, when evaluated in the ξ
level. In the iteration of j(IB)j(κ),ξ, it appears in the ζ-th step. We want to show
that it has a lower bound in j(IIB)ζ,ξ.
We separate the discussion into two cases. If ζ < κ, then the collection of
conditions Bζ,ξ ⊆ j(IIB)ζ,ξ is definable in M from the projection of G to B(ζ). The
forcing notion j(IIB)ζ,ξ is j(κ)-canonically directed closed in a generic extension
of the generic extension by B(ζ) ↾ ξ and therefore, this collection has a unique
maximal lower bound.
Let us look on ζ ≥ κ. In the forcing j(B(κ)), at level κ we have added a generic
filter for the tail B(κ) ↾ [κ, scω+2(κ)). The set Bζ,ξ can be computed from this
generic filter inM . Since the forcing notion j(IIB)ζ,ξ is required to be canonically ζ-
directed closed in a model that contains the generic filter for B¯(κ) (and in particular,
Bζ,ξ), and since Bζ,ξ is forced to be directed, we conclude that it has a lower bound.
Let us discuss the coordinates of the last component of j(R(κ)). Any component
in the product has the form j(R(κ))η for some η ∈ j(Ind1). If η0 < κ then the
collection of all η components from j(p) where p is in the generic filter is definable
in M from the generic filter of j(B¯)(sc1(η0) + 1) and by the directed closure of
the forcing, it has a lower bound. If η0 ≥ κ then j(R(κ))η is directed closed in a
universe that contains the generic filter for j(B¯)(κ) - and in particular a model that
contains the generic filter for R(κ). Using the directed closed again, we obtain a
lower bound for those components as well. We conclude that we can construct a
condition stronger than all j(c), for c in the R(κ)-part of the generic filter G. 
Under the assumption that the embedding j is derived from a measure on Pκζ
we can extend the master condition to an M -generic filter: let us consider the
termspace forcing for Q0 and Q1. It is ζ
+-closed in V [GA]. By standard arguments,
there are only 2ζ = ζ+ many dense open sets in M for the termspace forcing for
Q and thus we may construct an M -generic filter for this forcing. Given a generic
filter for R′(κ), we can project the generic filter for the termspace to a generic filter
of Q and Q′.
We conclude that in order to extend j, we only need to force with Add(ω, j(κ)\κ),
so we may take ζ′ = j(κ). 
The next ingredient that we need is the Narrow System Property, in a certain
generic extension.
Lemma 44. Let us denote VE = V
E(κ). For every ζ, ζ′ > scω+2(κ), ν
+ has the
Narrow System Property in the generic extension by
R(κ) ∗
(
Col(ν+, ζ)
)VE
∗Add(ω, ζ′).
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Proof. Let 2 ≤ n < ω.
Let
E≥n =
∏
m≥n
Add(scm(κ), scm+2(κ))
E(κ) ↾ n = E<n =
∏
m<n
Add(scm(κ), scm+2(κ))
and let:
R≥n =
∏
η∈Ind1
Rη ↾ [scn(κ), scω+2(κ)),
R<n =
∏
η∈Ind1
Rη ↾ [κ, scn(κ)),
where the products are defined as in the definition of R.
Let us force with E≥n ∗ T
C˙ol(ν+,ζ)
E<n
where the termspace forcing is taken in the
generic extension by E≥n, with respect to the forcing by E<n. Since this forcing
is scn(κ)-directed closed, in the generic extension scn(κ) is supercompact and f is
still a Laver function. Let j be a ζ+-supercompact embedding with critical point
scn(κ). Let us assume that j(f)(scn(κ)) is the set:
{〈ζ, 0〉}∪
{〈Add(ω, ξ) ∗ B(ξ) ↾ scn(κ),
(B(ξ + 1) ↾ [scn(κ), scω+2(κ))/B(ξ) ↾ [scn(κ), scω+2(κ))) ∗∏
η∈Ind1, sc1(η0)=ξ
R
η
≥n〉 | ξ = sc1(η0), η0 ∈ Ind0}
Let us analyze the forcing j(R)(κ). Note that since κ < crit j, a lot of the
difficulties from the previous lemma do not appear here. As before, using the
second component in j(f)(scn(κ)), we argue that
j(IB)κ,scn(κ) = B(κ) ↾ [κ, scω+2(κ)) ∗
∏
η∈Ind1
R
η
≥n.
For every η ∈ Ind1, the iterations of j(Cη) and j(Aη), are the same until scn(κ).
Thus j(R)η<n ↾ scn(κ) = R
η
<n. For coordinates above scn(κ), the forcing j(R)
η
<n
may differ, naturally, from Rη.
We conclude that the forcing j(R(κ)/E≥n) projects onto R(κ)/E≥n. More pre-
cisely:
j(R(κ)/E≥n(κ)) ∼=
(
Add(ω, κ) ∗ B¯ ∗ R≥n∗
j(B¯) ↾ [ζ+, j(scω+2(κ))∗
R<n ∗ j(R<n) ↾ [scn(κ), j(scn(κ))) ∗ j(R≥n)
)
×
j(E(κ) ↾ n)
Let us start by analyzing j(E<n). There are three components in this forcing
that move under j:
j(Add(scn−2(κ), scn(κ))) = Add(scn−2(κ), j(scn(κ)))
= Add(scn−2(κ), scn(κ))
×Add(scn−2(κ), j(scn(κ)) \ scn(κ))
j(Add(scn−1(κ), scn+1(κ))) = Add(scn−1(κ), j(scn+1(κ)))
= Add(scn−1(κ), j ” scn+1(κ))
×Add(scn−1(κ), j(scn+1(κ)) \ j ” scn+1(κ))
and
j(Add(κ, scω+2(κ))) = Add(κ, j(scω+2(κ)))
= Add(κ, j ” scω+2(κ))
×Add(κ, j(scω+2(κ)) \ j ” scω+2(κ))
THE TREE PROPERTY UP TO ℵω2 21
We conclude that E(κ) ↾ n embeds into j(E(κ) ↾ n) as a complete sub-forcing using
j.
Let us argue that there is a master condition, and therefore the embedding j
can be extended. The argument for the B-parts is the same as in Claim 43. Let
us deal with R. The components in R<n are not moved by j. The components
in R≥n appear in the iteration by B. For every η ∈ Ind1, the forcing R
η
≥n is
forced to be scn(κ)-directed closed in the generic extension by Add(ω, sc1(η0)) ∗
B¯(sc1(η0) + 1). Since the generic filter for R
η
≥n is derived from the generic filter for
j(Add(ω, sc1(η0))∗B¯(sc1(η0)+1)), we conclude that the forcing j(R≥n) is j(scn(κ))-
directed closed, even with respect to collections which are definable from the generic
filter of Rη≥n. In particular, the collection of the j images of this generic filter has
a lower bound. This lower bound is a B(sc1(η0) + 1)-name and thus the condition
which consists of all those lower bounds is in the product
∏
η∈Ind1
j(Rη≥n).
The argument works with a minimal change when replacing R by R×Add(ω, ζ′)
for arbitrary ζ′. We conclude that j can be extended to an elementary embedding
j˜ : V [G][T ]→M [G′][H ], where
G ⊆ R(κ)×Add(ω, ζ′) ∗ ColVE (ν+, ζ)
G′ ⊆ R(κ)/E≥n ×Add(ω, ζ
′)
are generic filters,
H ⊆
(
j(R(κ)/E≥n)/R(κ)
)
×Add(ω, j(ζ′) \ j ” ζ′),
is a generic filter for the quotient forcing and T is a generic filter for the quotient
T
ColVE (ν+,ζ)
E<n
/ColVE (ν+, ζ).
Let W be V [G]. Let S ∈ W be a narrow system of height ν+ and width
< scn−2(κ). We want to show that it has a cofinal branch in W .
Note that in the generic extension V [G][T ][H ] =W [T ][H ], S has a narrow system
of branches; Let δ = sup j ” ν+. Let bR,β = {t ∈ S | j˜(t) ≤ j˜(R)〈δ, β〉}. Then as
the width of the system is below the critical point of j, it is clear that
B = {bR,β | R is a relation in S, 〈δ, β〉 belongs to the system S}
is a system of branches.
Let us analyze the forcing that adds the generic filter H . This forcing,
j(R(κ)/E≥n)/(R(κ)/E≥n)×Add(ω, j(ζ
′) \ j ” ζ′),
can be represented as a product of two forcing notions D0 × D1, where:
D0 = Add(ω, j(ζ
′) \ j ” ζ′)×Add(κ, j(scω+2(κ)) \ j ” scω+2(κ)),
and
D1 = Add(scn−2(κ), j(scn(κ)) \ scn(κ)) ×
Add(scn−1(κ), j(scn+1(κ)) \ j ” scn+1(κ)) ×(
j(B(κ)) ↾ [ζ+, j(scω+2(κ)))∗
∏
η∈Ind1
j(Rη(κ)) ↾ [ζ+, j(scω+2(κ)))
)
Let D2 = T
ColVE (ν+,ζ)
E<n
/ColVE (ν+, ζ).
D0 cannot add a cofinal branch to a system by Lemma 9, as it is κ
+-Knaster.
In particular, it cannot add a system of branches to a narrow system that has no
cofinal branch.
Claim 45. In the generic extension on V [G] by D0, D2 is ν
+-distributive.
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Proof. Let m < ω. Let us show that D2 is scm(κ)-distributive in the generic
extension of V [G] by D0.
The forcing
(
R(κ)/E≥n
)
×Add(ω, ζ′) ∗D0 is subsumed by a product of scm(κ)-
c.c. forcing and scm(κ)-closed forcing. Therefore, the forcing T
ColVE (ν+,ζ)
E<n
is scm(κ)-
distributive.
Since this is true for all m, we conclude that it is ν+-distributive. Thus, in the
extension by ColVE (ν+, ζ), the quotient is ν+-distributive (any new ν+-sequence of
ordinals that the quotient would add would be added by the forcing T
ColVE (ν+,ζ)
E<n
over the ground model as well). 
Claim 46. For all µ < ν, D2 ∼= D
µ
2 , where the power is taken with full support in
V [G].
Proof. Let g : ν+ → ζ be the generic surjection introduced by ColVE (ν+, ζ). Let S
be the set of all ordinals α < ν+ such that g ↾ (α · β + γ) = g(γ) for all β < µ and
all γ < α. By density arguments, S ⊆ ν+ is stationary.
Let 〈τα | α < µ〉 ∈ D
µ
2 . By the definition of D2, each name τα is realized as a con-
dition in the generic forcing for ColVE (ν+, ζ). Since this forcing is µ+-distributive,
there is a single condition in this generic filter which is stronger than all those con-
ditions. Thus, there is a condition 〈τ ′α | α < µ〉 ≤ 〈τα | α < µ〉 in D
µ
2 such that all
its components are evaluated as the same condition in ColVE (ν+, ζ). Moreover, we
may assume, without loss of generality that dom τ ′α ∈ S (using the chain condition
of E<n). Let D the dense subset of D
µ
2 which consists of all conditions 〈τα | α < µ〉
such that all of them are evaluated to the same condition c, ∀α, dom τα = ξ and
ξ ∈ S.
Let D′ be the dense subset of D2 consists of all conditions with domain ξ · µ,
ξ ∈ S.
Let us define an isomorphism ι : D → D′. ι(〈τα | α < µ〉) is defined by con-
catenating the names τα into a single name τ , namely for ξ = dom τα, and γ < ξ,
α < µ,  τ(ξ · α+ γ) = τα(γ). 
Let us consider the forcing D1. In the generic extension by D2, W [T ], D1 is
still scn−2(κ)-closed. Therefore, in the extension by D0, the power D
scn−2(κ)
1 is
scn−2(κ)-distributive. In particular, the forcing
D2 × D
scn−2(κ)
1
∼= (D2 × D1)
scn−2(κ)
is scn−2(κ)-distributive. Thus, we can apply again Remark 12 and conclude that
D1 × D2 does not add a system of branches to S, unless it already had a cofinal
branch in W [T ]D0 . By the previous arguments, this is equivalent to it having a
cofinal branch in W . 
Let us assume, towards a contradiction, that for every ρ < κ there is a name T˙ρ
for a ν+-Aronszajn tree in the generic extension by R(κ)×L(ρ, κ). By Lemma 42,
in the generic extension by R(κ), κ is generically supercompact and the elementary
embedding is added by the forcing Add(ω, ζ′) for some ζ′ ≥ scω+2(κ). Let us work
for a moment in the generic extension by R(κ) × Add(ω, ζ′). In this model, there
is an elementary embedding j : V R(κ) → M , with critical point κ, j(κ) > ν+, and
j ” ν+ ∈M . Moreover, ν
+
Ord ∩ V ⊆M . Applying j on the sequence of names T˙ρ,
we conclude that in M , j(T )κ is a j(L)(ν, j(κ))-name for a j(ν
+)-Aronszajn tree.
Let δ = sup j ” ν+ < j(ν+), and let us look at some arbitrary element t in the level
δ. t defines a j(L)ν -name for a bounded branch in the tree. Let us claim that
j(L)ν = Col(ω, ν)× Col
V [GA](ν+, j(sc1(κ)))
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where GA is the generic filter for E(κ). This follows from the proof of Lemma 42. In
this proof we started with a supercompact embedding j : V [GA]→M and extended
it to an embedding from V R(κ) to a generic extension of M . By construction, it
means that the κ-th step in the Laver preparation in the side ofM was forcing with
E(κ). Moreover, the next step of the Laver preparation is above ν+ and therefore
M and V [GA] have the same ν-sequences of ordinals.
We conclude that after forcing with ColV [GA](ν+, j(sc1(κ))), the name of the
cofinal branch is a Col(ω, ν)-name. Since ν+ is still regular in this generic extension,
cfM δ = ν+, and since the forcing Col(ω, ν) has small cardinality, a cofinal part of
the branch appears already in M1 =M
Col(ν+,j(sc1(κ))).
Moreover, in M1 we can find an unbounded subset of ν
+, I, such that for every
α < β in I, it is forced by some condition that 〈j(α), ζ〉 ≤T˙ 〈j(β), ζ
′〉 for ζ, ζ′ <
j(scn(κ)).
While in general we have no reason to assume that I ∈ M , it is still true that
for every pair of ordinals α < β in I the statement above holds in M , and therefore
we can reflect it, one pair of ordinals at a time, back to V R(κ). We conclude that
in the model
W = V R(κ)×Add(ω,scω+2(κ))∗Col
VE (ν+,j(sc1(κ)))
there is a narrow system on ν+: S = 〈I,R, scn(κ)〉 where R =
⋃
ρ<κ{ρ} × L(ρ, κ)
and for α, β ∈ I, ζ, ζ′ < κn,
〈α, ζ〉 ≤(ρ,p) 〈β, ζ
′〉 if p L(ρ,κ) 〈α, ζ〉 ≤T˙ρ 〈β, ζ
′〉.
By the arguments above for every α < β in I, there is r ∈ R and ζ, ζ′ < κn such
that 〈α, ζ〉 ≤r 〈β, ζ′〉, so this is a narrow system.
By Lemma 44, the Narrow System Property holds at ν+ and thus there is a
branch in this system, say through (ρ, p). This branch defines a branch in T˙ρ in
the generic extension by L(ρ, κ) with generic filter that contains p. We conclude
that there is ρ < κ such that the forcing Add(ω, ζ′) × ColVE (ν+, j(sc1(κ))) adds a
branch to a ν+-Aronszajn tree, T˙ρ, in the generic extension by R(κ)×L(ρ, κ). Let
us show that this is impossible:
First, working in the generic extension by
R(κ)× L(ρ, κ)× ColVE (ν+, j(sc1(κ))),
T is still a ν+-tree and cf ν+ > ω (since ColVE (ν+, j(sc1(κ))) is ν
+-distributive,
by the argument before Claim 46). Therefore the forcing notion Add(ω, ζ′) cannot
add a new branch to this tree.
Let us show that ColVE (ν+, j(sc1(κ))) cannot add a branch to ν
+-Aronszajn tree
T from R(κ)× L(ρ, κ). Let us work in the model VE = V E(κ).
Over VE , the tree T is introduced by the forcing:
L(ρ, κ)×Add(ω, κ)× Bˆ(κ)×
∏
η∈Ind1
Cˆη ↾ scω+2(κ)
Let V1 be the generic extension.
Let us force over VE with the forcing:
Bˆ(κ) ↾ [ρ+, scω+2(κ))×
∏
η∈Ind1
Cˆη ↾ scω+2(κ).
Let V2 be the generic extension. In V2, T is an Add(ω, κ)× B(κ) ↾ ρ+ × Col(ω, ρ)-
name and ColVE (ν+, j(sc1(κ))) is ρ
+-closed.
Let us apply Lemma 8 in V2. Indeed, let µn be a sequence of Mahlo cardinals,
closed under f , cofinal at ρ. By the construction of B(κ), the conditions of the
lemma are satisfied, as we can decompose Bˆ(κ) ↾ ρ+ as Bˆ(κ) ↾ µn× Bˆ(κ) ↾ [µn, ρ+).
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We conclude that ColVE (ν+, j(sc1(κ))) cannot add a branch to T in the larger
generic extension, V1. By Lemma 7, it cannot add a new branch over V
R(κ)×L(ρ,κ)
as well. 
The next lemma demonstrates how R(κ) relates to Pη in terms of the tree prop-
erty.
Lemma 47. Let ρ ∈ Ind0 be a cardinal for which R(κ) × L(ρ, κ) forces the tree
property at ν+. Let η be a finite initial segment of suitable sequence of cardinals,
such that ρ = η0, len η = n+ 1 ≥ 2 and ηn = κ.
Then Pη × Col(ω, ρ) forces the tree property at ν+.
Proof. Recall that ρ is the limit of Mahlo cardinals which are closed under f .
By Lemma 40, there is a projection from R(κ) × L(ρ, κ) onto Pη × Col(ω, ρ).
Let us analyze the quotient forcing. We may think on the quotient as taken in two
steps. First we take the quotient between R(κ) and the corresponding component:
Dη = (Add(ω, sc1(ρ)) ∗ B(sc1(ρ) + 1) ∗ R
η(κ))× E(κ),
and analyze it in the generic extension by Dη×L(ρ, κ). Then, we continue and take
the quotient between Dη × L(ρ, κ) and Pη × Col(ω, ρ) and analyze it.
We will show that both parts cannot add a branch to a ν+-Aronszajn tree.
Let Q0 be the first quotient, R(κ)/D
η as computed in the generic extension
L(ρ, κ). By the product structure of R(κ):
Q0 ∼= Add(ω, κ \ sc1(ρ)) ∗ F
ρ ∗
∏
θ 6=η
Rθ(κ).
where Fρ is the quotient forcing B(κ)/B(sc1(ρ)+1) and the product sign has the
same meaning as in the definition of R(κ).
Claim 48. Q0 does not add a branch to any ν
+-Aronszajn tree in the generic
extension by Dη × L(ρ, κ).
Proof. Let V1 be V
Dη×L(ρ,κ). Let V2 be V
R(κ)×L(ρ,κ).
Let us claim that there are forcing notions, Dˆη, Qˆ0, such that there is a projection
from Dˆη to Dη, and in the generic extension by Dη, there is a projection from Qˆ0
to Q0.
Let Dˆη be the iterated termspace forcing for Dη, namely:
Dˆη = Add(ω, sc1(ρ))× Bˆ(sc1(ρ) + 1)× Rˆ
η(κ)
Let Qˆ0 be the iterated termspace forcing for Q0, namely:
Qˆ0 = Add(ω, κ \ sc1(ρ))× Fˆ
ρ ×
∏
θ 6=η
Rˆθ(κ).
Let us denote
V3 = V
Dˆη×L(ρ,κ) ⊇ V1,
V4 = V
Dˆη×Qˆ0×L(ρ,κ) ⊇ V2
Let T be a ν+-tree in V1 (the generic extension by L(ρ, κ) × Dη). Since scn(κ),
and ν+, are still cardinals in V3, T is a ν
+-tree in V3.
Let 〈µn | n < ω〉 of Mahlo cardinals, closed under f with supµn = ρ.
Let us represent Dˆη × L(ρ, κ) as a product:
Add(ω, sc1(ρ))×
∏
n
Tn × Col(ω, ρ)× Z
as follows:
(1) Tn = Bˆ(sc1(ρ) + 1) ↾ [µn−1, µn).
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(2) Z = Bˆ(sc1(ρ) + 1) ↾ [ρ
+, scω+2(κ)) × Rˆη(κ).
Note that Z is ρ+-closed forcing, for each n > 0, Tn is µn−1-closed and µn-c.c.
forcing notion, and T0 is µ0-c.c.
Qˆ0 is a product of two components Add(ω, κ \ sc1(ρ))× Z′, where
Z′ = Fˆρ ×
∏
θ 6=η, η∈Ind1
Rˆθ(κ).
Since sc1(ρ) is closed under f , for all α < sc1(ρ) and ζ ≥ sc1(ρ), IIBζ,α is trivial. In
particular B(κ) ↾ ρ+ ∼= B(sc1(ρ)+1) ↾ ρ
+ and the quotient of the termspace forcing,
Fˆρ is sc1(ρ)-closed. We conclude that Z
′ is ρ+-closed. It preserves the cardinals
{scn(κ) | n < ω} ∪ {ν, ν+}.
Using Lemma 7, it is enough to show that there is no new branch for T in V4\V3.
Let us work in V3 and let us show first that Z
′ does not add a branch to T .
Indeed, let V1 be the generic extension of V by Z. In V1, T is added by the
forcing notion Add(ω, sc1(ρ)) ×
∏
n<ω Tn × Col(ω, ρ). This forcing notion satisfies
the conditions of Lemma 8. Z′ is ρ+-closed in V1 since Z is ρ
+-distributive.
Let V5 = V
Z′
1 . The cardinals ν, ν
+ are preserved in V5. Since Add(ω, κ \ sc1(ρ))
is a small forcing notion, it cannot add a new branch to any ν+-tree in V5, and
thus we conclude that Qˆ0 does not add a branch to T over V3 and in particular, Qˆ0
does not add a branch to T over V1. Therefore, Q0 also does not add a branch to
T over V1, as wanted. 
Let us analyze the second quotient forcing. Let Q1 be the quotient between
Dη × L(ρ, κ) and Pη × Col(ω, ρ).
Lemma 49. Q1 cannot add a branch to ν
+-Aronszajn tree.
Proof. Let us analyze the quotient of L(ρ, κ) × Dη relative to the generic filter for
Pη × Col(ω, ρ).
L(ρ, κ)× Dη = Col(ω, ρ)×
Col(ρ+, sc1(κ))×(
Add(ω, sc1(ρ)) ∗ B(sc1(ρ) + 1) ∗ R
η(κ)
)
×
E(κ)
Pη × Col(ω, ρ) = Col(ω, ρ)×(
Add(ω, sc1(ρ)) ∗ B(sc1(ρ) + 1) ∗ Cη
)
×(
A
η
[1,ω·n] × E(κ)
)
Let W1 = V
Pη , and let W2 =W
Col(ω,ρ)
1 .
Let W3 be generic extension of V by
E(κ)× (Add(ω, sc1(ρ)) ∗ B(sc1(ρ) + 1)) ,
and let
W4 = W
A
η
[1,ω·n+1]
∗Cη
3 .
In W4 the quotient Q1 is equivalent to the quotient:
Col(ρ+, sc1(κ))× Rη(κ)
A
η
[1,ω·n+1] ∗ C
η
The projection from Col(ρ+, sc1(κ))× Rη(κ) onto A
η
[1,ω·n] ∗ C
η in W4 is defined
as followed. In V , Col(ρ+, sc1(κ)) is projected continuously onto
A
η
[1,ω·n+1] × T
Cη↾κ
Add(ω,sc1(ρ))∗B(sc1(ρ)+1)
which projects in W3 onto
A
η
[1,ω·n) ∗ C
η ↾ κ.
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When evaluating terms in the termspace forcing for Cη ↾ κ in W4, the generic reals
as well as the generic for B(sc1(ρ)+1) are available. InW4, there is also a projection
from Rη(κ) onto Cη ↾ [κ, scω+2(κ)).
Let us work, for a moment, in the generic extension of V by Pη, W1. Recall
that this forcing does not contain the component Col(ω, ρ). In W1, Col(ρ
+, sc1(κ))
is ρ+-distributive: for every µ < ρ Mahlo cardinal which is closed under f , Pη is
subsumed by a product of µ-c.c. and µ-closed forcing notions. Therefore, in the
generic extension Col(ρ+, sc1(κ)) is µ-distributive. This is true for a cofinal set of
µ < ρ so Col(ρ+, sc1(κ)) is ρ-distributive. Since ρ is singular - it is ρ
+-distributive.
Let
W5 =W
Col(ρ+,sc1(κ))
A[1,ω·n+1]∗C
η↾κ
4 .
In W5, R
η(κ) is still ρ+-closed, by the distributivity of Col(ρ+, sc1(κ)) (and hence
its projections). By the argument above, there is a continuous projection from
Rη(κ) onto the forcing notion Cη ↾ [κ, scω+2(κ)). Similarly, C
η ↾ [κ, scω+2(κ))
is ρ+-closed as well in W
A[1,ω·n+1]∗C
η↾κ
3 . We conclude that the quotient forcing
Rη(κ)/(Cη ↾ [κ, scω+2(κ))), as defined inW5 is ρ
+-closed as a continuous projection
of ρ+-closed forcing notions.
Let us apply Lemma 14 in W5. Namely, let T be a ν
+-tree in W6 = W
Col(ω,ρ)
5 .
We know that further forcing with the forcing notion Rη(κ)/(Cη ↾ [κ, scω+2(κ)))
does not introduce a branch to any ν+-tree, T ∈ W6. Therefore, if after forcing
with Q1 there is a branch to a ν
+-tree in W6, then this branch must appear already
in W6.
W6 = W
Col(ω,ρ)
5 = W
W
1 where W is the quotient forcing:
W =
(
Col(ρ+,sc1(κ))×(Add(ω,sc1(ρ))∗B¯(sc1(ρ)+1))×E(κ)
)
∗Cη↾[κ,scω+2(κ))
Aη∗B¯(sc1(ρ)+1)∗Cη
∼=
Col(ρ+,sc1(κ))
A
η
[1,ω·n]
∗Cη↾κ
as computed in W1. This forcing has cardinality sc1(κ). Since for all n < ω, scn(κ)
is a cardinal in W1, by Lemma 9, W cannot add a branch to a ν
+-tree.
Let us summarize the structure of proof of the lemma in the following diagram:
W8 = W
Q1
2 W7 = W
Q1
5
W6 = W
Col(ω,ρ)
5
T ∈W2 = W
Col(ω,ρ)
1 W5 = W
Col(ρ+,sc1(κ))
A[1,ω·n+1]∗C
η↾κ
4
W1 = V
Pη Q1 ∈W4 = W
A[1,ω·n+1]∗C
η
3
W3 = V
E(κ)×(Add(ω,sc1(ρ))∗B(sc1(ρ)+1))
V

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We conclude that Q0 and Q1 cannot add a branch to a ν
+-Aronszajn tree and
thus we conclude that the tree property holds in the generic extension of V by
Pη × Col(ω, ρ). 
Combining the results so far, we have the following situation:
Lemma 50. For every supercompact κ, there is ρ < κ such that ρ is strong limit
singular, closed under f , and for every sequence of cardinals ρ = κ0 < κ1 < · · · <
κn = κ, taking η = 〈κi | i ≤ n〉, Pη × Col(ω, ρ) forces the tree property at ν+.
The function that picks for every supercompact κ a cardinal ρ such that that
R(κ)×L(ρ, κ) forces the tree property at ν+ is regressive on the class of supercom-
pact cardinals. Since there are stationary many supercompact cardinals, by Fodor’s
lemma, there is a stationary subset of supercompact cardinals that share the same
value of ρ, ρ⋆. Let 〈κn | 1 ≤ n < ω〉 be the first ω supercompact cardinals in this
stationary set. Complete it to an ω-sequence ~κ = 〈κn | n < ω〉 by taking κ0 to be
ρ⋆, and let P = P(~κ).
Theorem 51. In the generic extension by P(~κ), the tree property holds in every
successor cardinal between ℵ2 and ℵω2 .
Proof. The tree property at double successors is proved in Lemma 32. The tree
property for successors of singulars is guaranteed by the discussion above. 
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