We have solved a problem of the Hanle effect for the hydrogen Lyman-α line in an intuitive and straightforward way. The Stokes parameters amid an anisotropic radiation field and a magnetic field are derived as an analytical formula which enables us to conduct immediate analyses of observation data taken by spectro-polarimetry. The derived formula is, in particular, supposed to be used for the analysis of the data taken by CLASP (Chromospheric Lyman-Alpha Spectro-Polarimeter), which has aimed at measuring the linear polarization in the hydrogen Lyman-α line (121.6 nm) and then evaluating the magnetic field in the upper chromosphere and the transition region. The dependence of the Stokes parameters on the strength and direction of the magnetic field and on the observation angle is derived with our analytical model. The results show a satisfactory agreement with those of a more rigorous numerical calculation where the radiative transfer is taken into account and the consistency is assured between the anisotropic randiation field and the polarized atomic state.
Introduction
Problems in solar physics such as coronal heating and flare triggering are still open and they all are thought to be caused by the magnetic field. Information on the magnetic field helps us perform mode identification or evaluation of the energy flux of Magnetohydrodynamic waves [1] . Moreover, a change of the magnetic field vector after a flare gives us information on where the reconnection has taken place and how much magnetic field energy has been released. Measurement of the magnetic field is therefore important for solving many problems in solar physics. A number of measurements have been attempted to date. Indeed, the Spectro-Polarimeter (SP) of the Solar Optical Telescope (SOT) onboard the Hinode satellite has revealed the detailed magnetic field structures on the photosphere using the Zeeman effect [2] . On the other hand, very few measurements have been made of the magnetic field in the upper chromosphere and in the transition region, which is believed to be more critical for the corona problem because energy propagation and dissipation are large, thus reconnection frequently takes place. Because the magnetic field in those layers is so weak that the Zeeman splitting of spectral lines is veiled by the large Doppler broadening, using the same technique as SOT/SP is difficult.
can also describe a steady-state condition when the time scale of change of the background plasma parameters is long enough. Recent Lyman-α imaging observations with the ultimate temporal cadence of 0.6 sec by CLASP discovered ubiquitous fast-propagating disturbances along the bright elongated structures with the time scale of a few tens of seconds [15] , while the time scale of the Lyman-α line radiation is approximately 1.5 ns.
A two-level atomic system is considered. The lower level is the ground state 1s 2 S and the upper state is 2p 2 P. The atoms in the ground state are excited to the upper state predominantly by the photo-absorption process. The radiation field is assumed to be axisymmetric with respect to the direction normal to the solar surface. Here, the quantization axis is first taken in the direction of the axis of symmetry of the radiation field.
The excited state 2p 2 P consists of two fine structure levels, i.e., 2p 2 P 3/2 and 2p 2 P 1/2 . Figure 1 shows the Kastler diagram for the levels under consideration. The solid and dashed lines correspond to the ∆M = 0 and ∆M = ±1 transitions, respectively, where ∆M is the change of the magnetic quantum number M between the initial and the final states. The spontaneous transition probabilities between lower and upper magnetic sublevels are proportional to the square of corresponding transition matrix elements which can be calculated from the reduced matrix element for the transition between J-states including all pairs of magnetic sublevels with the help of the Wigner-Eckart theorem [16] . In Figure 1 , the number next to each line indicates the relative transition probabilities. When the transitions considered are those between magnetic sublevels, i.e., both the upper and lower states are not degenerate, the relative absorption coefficients are the same as those for the spontaneous transition probabilities.
It is here assumed that the incident light to the atom is an equally mixed state of the rightand left-handed circularly polarized lights and that the ground level is unpolarized. Since the J = 1/2-1/2 line, where J is the total angular quantum number, is never polarized under this condition, only the J = 3/2 level is considered as the upper state when Stokes parameters Q and U components are calculated. In the actual observation, the Doppler width is so large that it is difficult to measure these two fine structure lines separately. Specifically, the temperature at the Lyman-α line center is approximately 10 4 K [17] , which corresponds to 7 × 10 −3 nm in the full width at half maximum, while the wavelength difference between the two fine structure lines is 5 × 10 −4 nm. Therefore, the J = 1/2-1/2 line intensity is taken into account when the Stokes parameter I or the total intensity is considered.
The quantum condition of the excited state, i.e., the population distribution over the magnetic sublevels and the coherence among the sublevels, is expressed by the density matrix [14] . The density matrix of the upper level ρ in the |J M basis right after an instant excitation can be written as
where ρ M M represents the matrix element M |ρ|M . The diagonal elements ρ 1 2 and ρ 3 2 are determined by the degree of anisotropy of the radiation field. The symmetry of ρ with respect to the sign of M, i.e., ρ 3
, is ascribed to the fact that the incident light to the atom is an equally mixed state of the right-and left-handed circularly polarized lights so that there is no orientation. The density matrix is assumed to be normalized such that its trace is equal to unity, i.e., (
The population distribution over the magnetic sublevels is determined by the excitation rates under the present assumption. When the incident light propagates in the direction perpendicular to the quantization axis and is linearly polarized such that the electric field in the light oscillates parallel to the quantization axis, which is called the π-light, only the ∆M = 0 transitions occur. In that case, the density matrix elements of the excited state are expressed by ρ 1 2 = 1/2 and ρ 3 2 = 0. When the incident light propagates parallel to the quantization axis, the light is regarded as an equally mixed state of the right-and left-handed circularly polarized lights, which are both called the σ-light, and only cause ∆M = ±1 transitions. In this case, the condition of ρ 1 2 = 1/8 and ρ 3 2 = 3/8 is expected. When the radiation field is isotropic, i.e., the same intensity in the all π-light and right-and left-handed σ-light components, the density matrix is scalar, i.e., Since the incident light to the atom is an equally mixed state of the right-and left-handed circularly polarized lights, I 1 = I −1 is always preserved in the following discussion.
The photo-excitation rate from |J l M l state to |J u M u state, which is here denoted as T M l M u , is given as [18] 
where 0 , h, and c are the permittivity of vacuum, Planck constant, and the speed of light, respectively, n J l M l is the population of the lower state |J l M l , d −q are the spherical components of the electric dipole operator, and I q (ν M l M u ) are the spherical components of the radiation field intensity at the transition frequency ν M l M u . The anisotropy of the Lyman-α radiation field or the inequality between I 0 and I ±1 in the solar atmosphere can be evaluated with a model of the solar atmosphere. In the literature, the anisotropy is often expressed by the irreducible tensor components J K Q [14] . The relationship between I q and J K Q is given as [18] 
In the present case of axisymmetry, the summation in Equation (4) is dominated by the terms of J 2 0 and J 0 0 [18] . Finally, ρ 1 2 and ρ 3 2 are obtained as
The J 2 0 /J 0 0 value for the Lyman-α line in the solar atmosphere is available in Trujillo Bueno et al. [5] , for example.
Effect of Magnetic Field
The polarization state of the upper level is modified during the spontaneous decay when there is a magnetic field. The influence of the magnetic field is described by a time-dependent density matrix, where the magnetic field is treated as a perturber. It is convenient to turn the quantization axis into the direction of the magnetic field, which is accomplished by rotations of the coordinates.
We define the coordinates to stipulate the geometrical relationship among the observation point on the solar surface, LOS, and magnetic field direction as follows and as depicted in Figure 2 . In the Cartesian coordinates, we take the origin at the observation point and z-axis in the direction normal to the solar surface. The x-axis is taken such that the LOS lies on the x-z plane, and the y-axis is chosen such that the three axes compose the right-handed-system. The inclination of the LOS from the z-axis is defined as θ, the azimuth with respect to the z-axis of the magnetic field vector measured from the x-z plane in the counterclockwise direction observed from the positive z direction is defined as χ B , and the inclination of the magnetic field from the z-axis is denoted as θ B . When the change of the coordinates is conducted in accordance with the Euler's rotation scheme, it is expressed with the two angles defined above, i.e., χ B and θ B .
The density matrix elements in the new coordinates as a result of rotation R are expressed as 
where d (J) mM (θ B ) is given by the Wigner's formula [16] . The density matrix elements under the new coordinates are thus derived from those under the original coordinates. Hereafter, we develop the discussion with the new coordinates and the label (. . .) B will be omitted from all the quantities.
We use the density matrix under this new coordinates and then consider its temporal development in the fixed magnetic field environment. The time-dependent density matrix is obtained as a solution of the equation of motion, which is written as
whereh = h/(2π). The matrix elements of the Hamiltonian due to the magnetic field perturber H F are given as
where µ B and g are the Bohr magneton and the Landé g-factor, respectively, and ω 0 = µ B gB/h is called the Larmor angular frequency. Equation (11) is found to be a set of 16 independent equations and each equation is readily solved as
Line Intensity and Stokes Parameters
The intensity of a linear polarization component of a transition between two magnetic sublevels, I M u M l (e), is given as
where w M u is the population of the level M u , d = − ∑ er, where e is the elementary charge, is the electric dipole operator, and e is the unit vector in the direction of the linear polarization component to be measured. For example, when one measures the linear polarization component which is parallel (perpendicular) to the limb, e should be like e(0) (e(90)) in Figure 2 . That is, the notation e(n) here stands for the vector e which is rotated in the counter-clockwise direction seen from the observer by the angle of n degrees from e(0) in Figure 2 . The geometrical factor C D is given as [19] 
where ω J u J l is the angular frequency of the line and l is the distance of the observer from the atoms. The interaction between the electric dipole and the radiation, e · d, is expanded as
where e q is given as [19] e 0 = γ,
Here, the parameters α, β, and γ are the x-, y-, and z-axis components of e in the Cartesian coordinates, respectively. It is noted that in the present case depicted in Figure 2 the parameters correspond to the x -, y -, and z -axis components, respectively. The total line intensity of the J = 3/2 to J = 1/2 transition is then given as a summation of all the possible combinations of the upper and lower magnetic sublevels as
The matrix elements of the operator e · d and (e · d) † are expanded with Equation (16) as
and
where the Wigner-Eckart theorem [16] is used. Equation (20) is then rewritten as
where η and ξ are, respectively, the real and the imaginary parts of the term
(26)
The upper state density decays due to the spontaneous transition in the actual situation. We can include this effect into Equation (25) by multiplying Equation (25) with exp(−g 0 t), where g 0 is the spontaneous transition probability. The line intensity we actually observe is the time-integral from t = 0 to ∞, which is calculated as 
Conventionally, in the solar observation, the Stokes parameter Q is tailored to be the difference between the linear polarization components parallel and perpendicular to the nearest limb and to be positive when the parallel component is larger. The Stokes parameter U is calculated similarly but with the components rotated 45 degrees in the counterclockwise direction seen from the observer. 
where I(0) stands for I(e(0)) and similarly for others.
Results and Discussion
For examining the present results, we plot the Hanle diagrams with the Stokes parameters calculated with Equations (29) and (30) and compare them with Figures 3 and 4 in Ishikawa et al. [20] , which are calculated based on Trujillo Bueno et al. [5] . It is noted that the values in Ishikawa et al. [20] are those at the line center whereas our result is the line intensity under the optically thin condition. The components in the J = 1/2-1/2 transition which are unpolarized are taken into account for the Stokes I. The curves in Figure 3 The anisotropy of the radiation field J 2 0 /J 0 0 for the initial density matrix is assumed to be −0.01327 so as to give the same Q/I as Ishikawa et al. [20] under the condition of µ = 0.3 and B = 0. This J 2 0 /J 0 0 value is found to be consistent with the corresponding value in Figure 1 of Trujillo Bueno et al. [5] .
It is readily noticed that the traces in both results closely overlap with each other, which confirms the validity of our method. The results in Figure 3 are qualitatively understandable when the temporal development of the line intensity expressed by Equation (25) and the decay factor exp(−g 0 t) is taken into account. When there is no magnetic field, I(0) − I(90) is always negative as shown by the dash-dotted curve in Figure 4a and its integral over the entire time which corresponds to Q is negative. On the other hand, I(45) − I(135) is fixed to be zero as shown by the dash-dotted curve in Figure 4b , which leads to U = 0. These results are plotted by the triangle in Figure 3a .
At B = 50 G, although I(0) − I(90) takes positive values in the period between t ∼ 1 ns and t ∼ 4 ns as shown by the dashed curve in Figure 4a , Q is expected to be still negative. As for I(45) − I(135), it starts to slowly oscillate with decreasing amplitude as shown by the dashed curve in Figure 4b . Since the dominant negative area in t = 0 ns to t ∼ 2.5 ns is larger than the positive area in t ∼ 2.5 ns to t ∼ 5 ns, it is understood that U takes a negative value. The square in Figure 3a shows these results.
When B is increased to 250 G, both the I(0) − I(90) and I(45) − I(135) show a rapid oscillation as shown by the solid curves in Figure 4a ,b, respectively, and consequently, both Q and U should be close to zero as indicated by the circle in Figure 3a . At the limit of the strong magnetic field, it is inferred that the oscillation frequency of the curves becomes infinitely large and both Stokes parameters approach zero. It should be, however, noted that Q is found to converge to a small positive value instead of zero, as seen in Figure 3a .
More detailed observation of the results, however, has revealed a slight difference in the B-dependence of the two calculations. Figure 5 It is seen, for example, that the set of Q/I and U/I values at B = 25 G with our calculation is obtained approximately at B = 20 G with the result of Ishikawa et al. [20] . This could cause an overestimation of approximately 25% in the derived magnetic field strength when our method is used in the analysis.
The reason for this difference could be ascribed to the omission of several effects in our method as compared with the complete numerical calculation. One difference between the two calculations is an omission of the quantum interference in our model. The quantum interference in the present case is the wavefunction mixing among the same M states in the 2p 2 P 3/2 and 2p 2 P 1/2 levels due to the magnetic field. Figure 6a shows the shifts of the magnetic sublevels in these two terms calculated by the method in Fujimoto and Iwamae [19] . The nonlinear behavior for the M = 1/2 and M = −1/2 states is due to the wavefunction mixing. The solid black curve well represents the 2p 2 P 3/2,M=1/2 state under the weak magnetic field strength. As the field strength is increased J is no longer a good quantum number and the 2p 2 P 1/2,M=1/2 state partially mixes in. The solid black line in Figure 6b shows the composition fraction of the 2p 2 P 3/2,M=1/2 state in this mixed state or, in other words, the "purity" of the 2p 2 P 3/2,M=1/2 state. The dashed black line in the same figure shows a similar result for the M = −1/2 states. Although this effect is significant in the strong magnetic field case, its influence is confirmed to be negligible under the magnetic field weaker than 1 kG that is expected in the present study. Actually, the magnitude of the wavefunction mixing at 100 G is in the order of 10 −4 and an influence in the same order of magnitude is expected on Q/I and U/I. This amount of influence is insignificant in the final results like those in Figure 3 .
Another important difference between the two calculations is that our method pays no attention to consistency between the polarization state of the ambient radiation field and of the radiation of atoms considered here. In the numerical calculation, the consistency is preserved by the iteration of the calculation until a convergence is obtained between the two radiation fields, where the radiative transfer equation plays a key role in deriving the polarization state of the radiation field from that of the local atomic radiation. This omission in our method could be a reason for the difference in the results of the two calculations.
Finally, a variety of uses are found for our analytical solution which facilitates incorporation of the Hanle effect into any simulation model. For example, Ishikawa et al. [12] has utilized this method for investigating the influence of the atmospheric model on the Hanle diagnostics. Another application can be considered when the magnetic field has a small perturbation term and the effect of the perturbation can be easily evaluated by linearization of the analytical formulas. We also emphasize that the application of our method is not limited to the hydrogen Lyman-α line but is also helpful for other resonance lines, such as Mg II k. Therefore, the present result should have a general significance for future solar research projects. 
