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a b s t r a c t
Given n points in the Euclidean plane, the degree-δminimum spanning tree (MST) problem
asks for a spanning tree of minimum weight in which the degree of each vertex is at most
δ. The problem is NP-hard for 2 ≤ δ ≤ 3, while the NP-hardness of the problem is open for
δ = 4. The problem is polynomial-time solvable when δ = 5. By presenting an improved
approximation analysis for Chan’s degree-4 MST algorithm [T. Chan, Euclidean bounded-
degree spanning tree ratios, Discrete & Computational Geometry 32 (2004) 177–194], we
show that, for any arbitrary collection of points in the Euclidean plane, there always exists
a degree-4 spanning tree of weight at most (
√
2 + 2)/3 < 1.1381 times the weight of an
MST.
Published by Elsevier B.V.
1. Introduction
Given n points in the Euclidean plane, with the weight of an edge defined to be its length, the degree-δminimum spanning
tree problem asks for a minimum weight spanning tree in which the degree of each vertex is at most δ. This problem is a
generalization of the Hamiltonian path problem, which is NP-hard [11,13]. Papadimitriou and Vazirani [20] showed that the
Euclidean version of the problem in R2 is NP-hard for δ = 3 and conjectured that it remains NP-hard for δ = 4 as well. The
problem is polynomial-time solvable when δ = 5 [19]. In this paper, we show that, for any arbitrary collection of points
in the plane, there always exists a degree-4 spanning tree of weight at most (
√
2 + 2)/3 < 1.1381 times the weight of
a minimum spanning tree (MST). In particular, we present an improved approximation analysis for Chan’s degree-4 MST
algorithm [4].
1.1. Previous results
Christofides [6] gave a 1.5-approximation algorithm for the traveling salesman problem (TSP) for general metrics.
Arora [1] and Mitchell [18] presented polynomial-time approximation schemes (PTAS) that finds a Hamiltonian cycle
(TSP) in Euclidean metric, for fixed dimensions. Unfortunately, neither Arora’s nor Mitchell’s algorithm for degree-2 trees
extend to find degree-3 or degree-4 trees. As of now, there is no PTAS for finding degree-3 or degree-4 spanning trees [2].
Recently, Arora and Chang [3] have devised a QPTAS for the Euclidean degree-δ spanning tree problem in Rd. A QPTAS is an
approximation scheme whose running time is quasi-polynomial, e.g., nO(log
c n), where c is a constant that depends on d. Given
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n points in the plane, δ = 3 or 4, and  > 0, Arora and Chang’s QPTAS finds an approximation with weight within 1 +  of
the lowest weight spanning tree with the property that all nodes have degree at most δ.
For any collection of points in the plane, Khuller, Raghavachari, and Young [15] showed that there exist degree-3 and
degree-4 spanning trees whose weights are at most 1.5 and 1.25 times the weight of an MST, respectively. They also showed
that for any d ≥ 3, an arbitrary collection of points in Rd contains a degree-3 spanning tree whose weight is at most 5/3
times the weight of an MST. The ratio for degree-4 spanning trees was improved to 1.175 by Jothi and Raghavachari [14].
In an independent and parallel work, Chan [4] improved the ratio for degree-4 spanning trees to 1.143. He also improved
the ratio for degree-3 spanning trees to 1.402, for points in the plane, using an elegant recursive algorithm. For degree-3
spanning trees in higher dimensions, Chan showed that Khuller et al.’s [15] constant of 5/3 can be reduced to 1.633 by a
more careful analysis. Notice that the ratios presented here are with respect to an MST, and not with respect to an optimal
degree-δ spanning tree as approximated by Arora and Chang [3].
1.2. Our contributions
In this paper, we present an improved approximation analysis for Chan’s degree-4 MST algorithm [4] thereby showing
that, for any arbitrary collection of points in the plane, there always exists a degree-4 spanning tree of weight at most
(
√
2+ 2)/3 < 1.1381 times the weight of an MST. Our improvement assumes significance considering the amount of effort
required to obtain it. The difficulties in improving Chan’s ratio was overcome by using a more careful charging scheme
complemented by a new savings analysis. Our new ideas were crucial in improving the ratio, without which improvement
of the ratio might not have been possible. In addition, we show our ratio is tight and cannot be improved unless a more
global (non-local) approach is considered rather than performing just local changes. This is due to the fact that there exists
placement of points in the plane for which our ratio of (
√
2+ 2)/3 cannot be improved by only local changes.
We first show that the angle enclosed between any two sides of a triangle can be used to bound the weight on the third
side in a precise manner. Of course, the third side can be expressed exactly using trigonometry, but this formulation is
unsuitable due to its non-linear nature. Our method provides a linear approximation which is more easily analyzed. We
then show that two MST edges that intersect at a point at an acute angle force edge-weight constraints on each other. The
latter result plays an important role in the improvement of the ratio. If an MST is given as part of the input, Chan’s algorithm
runs in O(n) time, and in O(n log n) time otherwise.
1.3. Related work
Papadimitriou and Vazirani [20] showed that all MSTs with integer coordinates as vertices have maximum degree of at
most 5. Monma and Suri [19] showed that for any arbitrary collection of points in the plane, there exists an MST of degree 5.
Fürer and Raghavachari [10] gave a polynomial time algorithm that finds a spanning tree or a Steiner tree of a given subset
of vertices in a graph with degree at most one more than the degree of an optimal tree. Fischer [9] extended their results to
weighted graphs that finds an MST whose degree is within a constant multiplicative factor plus an additive O(log n) of the
optimal degree.
Könemann and Ravi [16] presented a simple and elegant O(1)-approximation algorithm for the degree-δ MST which
outputs a tree whose degree is O(δ+ log n). In [17], they presented a new algorithm with the same results, but this time for
the case when the bounds on the degree of each vertex are individually specified. Chaudhuri et al. [5] presented a polynomial
time algorithm that finds a tree of optimal cost and with maximum degree at most bδ+ 2(b+ 1) logb n (where is b > 1) for
both uniform and non-uniform degree bound cases. Recently, Goemans [12] showed that one can efficiently find a spanning
tree of maximum degree at most δ+ 2 whose cost is at most the cost of the optimum spanning tree of maximum degree at
most δ.
Ravi et al. [21] presented bicriteria approximation algorithms for finding bounded-degree Steiner trees of low weight.
Salowe [23], and Das and Heffernan [7] presented algorithms for computing bounded-degree graph spanners. Robin
and Salowe [22] studied bounds on the maximum degree of MSTs under various metrics. Fekete et al. [8] presented an
approximation algorithm (for graphs satisfying triangle inequality) for computing a low-weight spanning tree in which
bounds on the degree of each vertex are individually specified.
The remainder of the paper is organized as follows. Section 2 contains definitions and underlying assumptions related
to the problem considered in this paper, and a brief outline of the algorithm. In Section 3, we present our charging scheme.
Section 4 contains a brief overview of Chan’s algorithm followed by our approximation analysis. Finally, Section 5 contains
our concluding remarks and discusses some implications and directions for future research.
2. Preliminaries
Let S = {(x1, y1), (x2, y2), . . . , (xn, yn)} be a given set of points in the plane. Let G be the complete graph induced by S with
the weight of an edge between any two points defined to be the Euclidean distance between them. The terms points, nodes
and vertices will be used interchangeably throughout this paper. Let |uv| denote the Euclidean distance between the points
u and v. Let 6 ABC denote the angle formed at B between the line segments AB and BC. Let Tmin be an MST of G rooted at one of
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Fig. 1. Strengthened triangle inequality.
its leaf nodes. Let w(Tmin) denote its weight. We can assume that every node in Tmin has a degree of at most 5 as there always
exists a degree-5 MST for any arbitrary collection of points in the plane [19].
Both Chan’s algorithm as well as ours is a recursive procedure, which starts with a rooted degree-5 MST Tmin as the initial
tree T, and operates in a top-down fashion. Since the initial tree is rooted at a leaf node, every node but the root will have
a parent and at most 4 children. In each recursive step, the degree of a high-degree node v (with more than 3 children) is
reduced by performing local changes around v. For example, let {v1, v2, v3, v4} be the children of v, whose current degree is 5
(including its parent). Then, v’s degree is reduced from 5 to 4 by detaching one of v’s children, say v1, from v and attaching it
to another of v’s children, say v2. As a result, v2 could now have at most 5 children (at most 4 children of its own, and “foster”
child v1).
Let x be a child of node v in T. We define x to be a biological child of v if x is a child of v in Tmin, else x is v’s foster child. The
algorithm proceeds in a recursive fashion such that at any instance, a node adopts at most one foster child from its parent.
For instance, if v2 has 4 biological children in addition to its foster child v1, then to reduce v2’s degree from 6 (parent plus
5 children) to 4, v2 will have to off-load two of its children—one each to two out of its remaining three children. Thus, at
any instance, every node will have at most one foster child and at most 5 children overall. Since the algorithm operates in
a top-down fashion, starting from the rooted leaf node, and the local changes around a node always propagate down the
rooted tree, it can be easily verified that the final tree is a degree-4 MST.
The following lemma, used in [4], provides an efficient way to bound the minimum of a set of variables.
Lemma 2.1 ([4]). If a1, . . . , am ≥ 0, then
min{a1x1, . . . , amxm} ≤ 1
m
H.M. {a1, . . . , am}(x1 + · · · + xm),
where H.M. denotes the Harmonic Mean, and x1 . . . xm ≥ 0.
2.1. Strengthened triangle inequality
A standard method for decreasing the degree of node B (in a given tree T) by one involves deleting the edge BC that
connects B to its child C and attaching C to another of B’s children A using edge AC (see Fig. 2) The increase in the weight of
the tree after such an interchange is |AC| − |BC|. In the following lemma, we prove an upper bound on this increased weight
in terms of the angle enclosed between |AB| and |BC|.
Lemma 2.2 ([4,14]). Let AB and BC be two edges incident on point B. Let |AB| ≤ |BC| and let θ = 6 ABC. Then
|AC| ≤ F(θ)|AB| + |BC|
where F(θ) = √2(1− cos θ)− 1 = 2 sin θ2 − 1.
Proof. Let B′ be a point on BC such that |BB′| = |AB| (see Fig. 1). Using trigonometry,
|AB′| =
√
|AB|2 + |BB′|2 − 2|AB| · |BB′| · cos θ
=
√
|AB|2 + |AB|2 − 2|AB| · |AB| · cos θ (since |BB′| = |AB|)
=
√
2(1− cos θ)|AB|. (1)
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Fig. 2. Bounds on edge weights of an MST.
We use the above equation along with the triangle inequality:
|AC| ≤ |AB′| + |B′C|
= |AB′| + |BC| − |BB′|
= |AB′| + |BC| − |AB| (since |BB′| = |AB|)
=
(√
2(1− cos θ)− 1
)
|AB| + |BC| (substituting (1)). 
The above lemma provides a better and more precise bound for the increase in the weight of the tree than just the triangle
inequality. It can be verified that |AC| ≤ F(θ)|AB| + |BC| ≤ |AB| + |BC|.
2.2. Bounds on edge weights of an MST
We now prove that MST edges that intersect at a node, at an acute angle, force edge-weight constraints on each other.
The following lemma and its corollary are crucial in achieving the required bounds.
Lemma 2.3. Let AB and BC be two edges that intersect at point B in an MST of set of points in Rd. Let θ = 6 ABC. If θ < 90◦ then,
2|BC| cos θ ≤ |AB| ≤ |BC|
2 cos θ
and 2|AB| cos θ ≤ |BC| ≤ |AB|
2 cos θ
.
Proof. Since AB and BC are MST edges, |AB|, |BC| ≤ |AC|. Let A′ be the midpoint of AB and let C′ be the midpoint of BC (see
Fig. 2). Let xx′ and yy′ be perpendicular bisectors of BC and AB respectively, passing through C′ and A′. Since θ < 90◦, extending
the line segment AB away from B will intersect xx′, say at M. Note that point A cannot lie on the right-hand side of line xx′,
since in that case |AB| > |AC|which contradicts the fact that edge AB was chosen over edge AC to be an MST edge. Therefore
|AB| ≤ |MB| = |BC|2 cos θ . Also, by symmetry |BC| ≤ |AB|2 cos θ . Combining these inequalities yields the lemma. 
Corollary 2.1. Let AB and BC be two edges that intersect at point B and let AB be an MST edge and BC be a non-MST edge. Let
θ = 6 ABC. If θ < 90◦ then,
2|AB| cos θ ≤ |BC| ≤ |AB|
2 cos θ
.
3. Charging scheme
An easy way of reducing a node’s degree is by removing one of the node’s incident edges and introducing a new edge
to connect the disconnected node to one of its siblings. The question of which edge to remove, and to which child the
disconnected node is to be connected arises as there are several different ways in which a node’s degree could be decreased.
In our case, reducing the degree of node V involves local changes around V , which do not involve V ’s parent P and the edge
connecting V to P (Fig. 3).
Lemma 3.1. Let V be a degree-5 node in an MST T of a set of points inR2. Let P be its parent and A, B, C, and D be its children. Let
the degree of V be decreased from 5 to 4 by replacing BV by AB, where |AV| ≤ |BV| (as shown in Fig. 3). Let 6 AVB = θ. Let k of V ’s
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Fig. 3. Reducing the degree of node V by transferring one child to another.
children be at a distance of |AV| or more from V . Then the increase in the weight of the tree is at most
F(θ)
k
(|AV| + |BV| + |CV| + |DV|) .
Proof. The increase in weight of replacing BV by AB is |AB| − |BV|. Since |AV| ≤ |BV| and V has four children, we see that
2 ≤ k ≤ 4. Since V has at least k children at distance |AV| or more, |AV| ≤ 1
k
(|AV| + |BV| + |CV| + |DV|). By Lemma 2.2,
|AB| − |BV| ≤ F(θ)|AV| ≤ F(θ)
k
(|AV| + |BV| + |CV| + |DV|). 
Therefore, the increase in weight due to local transformations around V can be “charged” to the k edges from V to its
children. Such a charging scheme would charge each of these k edges by at most 1
k
F(θ) times their length. In order to show
that there exists a degree-4 spanning tree of length at most (
√
2 + 2)/3 < 1.1381 times the length of an MST, we need to
show that (i) each edge XY in the MST, the initial tree with which we began, is charged no more than (
√
2+ 2)|XY|/3 of its
length, and (ii) none of the non-MST edges that are introduced during the course of the algorithm are charged.
4. Degree-4 spanning trees
We first give a brief overview of Chan’s degree-4 spanning tree algorithm [4] before proceeding to its approximation
analysis.
4.1. Overview of Chan’s algorithm
Chan’s algorithm recursively transforms the rooted tree T into a new degree-4 spanning tree with the inductive
hypothesis that the root v of tree T has degree 3 in the new tree. It should be noted here that Khuller et al.’s [15] approach is
very similar except that their induction hypothesis was stronger by allowing root v to have degree of only 2 in the new tree.
Let τ = 1.143. Let T and T ′ be two subtrees, of an original MST, rooted at v and v′, respectively. Let T ↖ T ′ be a tree
obtained by making v′ a foster child of v. Chan’s algorithm recursively transforms T ↖ T ′ to a new tree such that v has at
most 3 children in the new tree and the new tree has weight at most |vv′|+ τ(w(T)+w(T ′)). His algorithm basically chooses
a convenient permutation v1, . . . , vk+1 of the children of v in T, including v’s foster child v′ (with T1, . . . , Tk+1 being their
corresponding subtrees) for transformation. Given below is Chan’s algorithm, with its pictorial illustration in Fig. 4 in which
the base case is omitted.
– If k ≤ 2, then transform T1, . . . , Tk+1 recursively and keep the edges vv1, . . . , vvk+1.
– If k = 3, then transform T1 ↖ T2, T3 and T4 recursively and keep the edges vv1, vv3, vv4 (Fig. 4(a)). The extra weight due
to the transformation is |v1v2|− |vv2| and the weight of the new tree is at most |vv1|+ |v1v2|+ |vv3|+ |vv4|+ τ∑4i=1 w(Ti).
– If k = 4, then transform T1 ↖ T2, T3 ↖ T4 and T5 and keep the edges vv1, vv3, vv5 (Fig. 4(b)). The extra weight due to the
transformation is |v1v2| − |vv2| + |v3v4| − |vv4| and the weight of the new tree is at most |vv1| + |v1v2| + |vv3| + |v3v4| +
|vv5| + τ∑5i=1 w(Ti).
Chan shows that there always exists a permutation with extra weight at most (τ− 1)∑vi 6=v′ |vvi| for k = 3 and k = 4. The
following are the ratios he was able to obtain for each case of his algorithm.
– Case k = 3. Approximation ratio ≤ (√2+ 2)/3 < 1.1381.
– Case k = 4. Approximation ratio< 1.143.
For more details and analysis of his algorithm, we refer the reader to [4]. Chan’s algorithm runs in O(n) time, if an MST is
given as input, and in O(n log n) time otherwise.
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Fig. 4. Chan’s algorithm for degree-4 spanning trees (a) k = 3. After the transformation, v2 becomes v1 ’s foster child (b) k = 4. After the transformation,
v2 and v4 become foster children of v1 and v3 , respectively.
Fig. 5. Notation for k = 4 analysis.
4.2. A tighter analysis
Chan showed that for k ≤ 3, the ratio is bounded by (√2+2)/3 < 1.1381. We improve Chan’s ratio of 1.143 by providing
a tighter analysis for the case k = 4, for which his analysis is tight. As per his induction hypothesis, v has a total of at most
5 children (k = 4 biological children and at most 1 foster child). In essence, our objective is to reduce the degree of v from
5 to 3 (degree induced on v by its parent is excluded, but counts in the final solution which makes v’s degree to be 4). The
algorithm reduces v’s degree from 5 to 3 by performing local changes around v.
To understand our analysis in a nutshell, consider Fig. 5 with v being the node whose degree we wish to reduce from 5 to
3, nodes v1, v2, v3, v4 being v’s biological children, and v′ being v’s foster child. Suppose 6 v1vv′ = θ5 ≤ 60◦ (this is possible as
vv′ is a non-MST edge). Say, Chan’s algorithm considers a transformation which involves replacing edges vv′ with v1v′ and,
say, vv4 with v3v4. While Chan’s analysis would directly charge the extra weight involved in such a transformation to the
MST edges involved, our analysis proceeds by calculating the potential savings due to the replacement of edge vv′ by v1v′
(because MST edge vv1 ≤ non-MST edge v1v′ and as a result 6 vv′v1 ≤ θ5 ≤ 60◦, which makes vv′ ≥ v1v′ ≥ vv1) and use it to
absorb part of the extra charge incurred due to the other replacement (vv4 → v3v4). Given below is our analysis for the case
k = 4. To make the description easier, we introduce a function called “Reduce”.
Reduce(v, x, y): Let vx and vy be two edges incident on point v. Reduce(v, x, y) replaces the edge max{vx, vy} by xy. In
simple terms, v’s degree is reduced by 1 as the result of such a transformation.
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Let v1, v2, v3, v4 be the biological children of v in T and let v′ be the foster child of v. Let v and its children be placed as
shown in Fig. 5. Let |vv1| = x1, |vv2| = x2, |vv3| = x3, |vv4| = x4, |vv′| = x5, θ1 = 6 v1vv2, θ2 = 6 v2vv3, θ3 = 6 v3vv4, θ4 = 6 v4vv′
and θ5 = 6 v′vv1. Since vv1, vv2, vv3 and vv4 are MST edges, θ1, θ2, θ3, θ4 + θ5 ≥ 60◦. Also, max{θ1, θ2, θ3, θ4 + θ5} ≥ 120◦
considering the fact that one other MST edge, connecting v to its parent exists (not shown in figure). We consider three cases
(the missing one is symmetric). Although the following case-by-case analysis may seem cumbersome, the basic idea behind
the improvement of Chan’s ratio is to utilize potential savings resulting from replacing the longer edge connecting the foster
child vv′ (Fig. 5) with a shorter edge v1v′ (when θ5 ≤ 60◦ and θ4 ≥ 60◦) or v4v′ (when θ4 ≤ 60◦ and θ5 ≥ 60◦). It is this saving
that helps reduce the ratio from 1.143 to (
√
2+ 2)/3 < 1.1381. We later show that this ratio is tight for any algorithm that
employs just local changes, and that this ratio cannot be improved unless a more global approach is considered.
Case 1: θ4 ≤ 60◦ and θ5 ≤ 60◦. Handled the same way as in Chan’s algorithm. For details, we refer the reader to [4]. Extra
weight involved is bounded by 0.1331.
Case 2: θ4 ≥ 60◦ and θ5 ≤ 60◦. Since θ5 ≤ 60◦, obviously x1 ≤ x5 (otherwise |v′v1| < |vv1|, which contradicts the fact that
vv1 was chosen over v′v1 to be an MST edge).
Case 2.1: θ1 ≥ 120◦ or θ4 + θ5 ≥ 120◦.
Call Reduce(v, v1, v′). Since θ5 ≤ 60◦, no extra weight is incurred due to the call. By Lemma 2.2, we have
permutations with extra weight bounded by
F(θ2)min{x2, x3}, F(θ3)min{x3, x4}.
Thus, the minimum extra weight is at most the smaller of the following values:
F(θ2)x2,min{F(θ2), F(θ3)}x3, F(θ3)x4.
By Lemma 2.1, the minimum of these quantities is at most
1
3
H.M.{F(θ2),min{F(θ2), F(θ3)}, F(θ3)}(x2 + x3 + x4).
Since θ2 + θ3 ≤ 180◦, the above coefficient is bounded by 13 F(90◦) = (
√
2+ 2)/3 < 0.1381.
Case 2.2: θ2 ≥ 120◦ (Case θ3 ≥ 120◦ is symmetric).
Case 2.2.1: x3 or x4 is the smallest among {x1, x2, x3, x4}.
– If θ3 ≤ 101.8◦, then call Reduce(v, v1, v′). Since θ5 ≤ 60◦, no extra weight is incurred due to the call.
Call Reduce(v, v3, v4). By Lemma 3.1, extra weight F(θ3)min{x3, x4} is charged to {vv1, vv2, vv3, vv4} and
is bounded by 0.1381(x1 + x2 + x3 + x4).
– Else if max{x1, x2, x4} 6= x4, then choose θ1 and θ4. Note that θ1 + θ4 + θ5 ≤ 138.2◦. Call Reduce(v, v1, v2)
and Reduce(v, v4, v′). By Lemma 3.1, if θ4 ≤ 69.36◦, extra weights F(θ1)min{x1, x2} and F(θ4)min{x4, x5}
are charged to {vv1, vv2} and {vv4} respectively, else extra weights F(θ1)min{x1, x2} and F(θ4)min{x4m, x5}
are charged to min{vv1, vv2} and {max{vv1, vv2}, vv4} respectively.
– Else (max{x1, x2, x4} = x4) if θ4 ≤ 69.36◦, then call Reduce(v, v1, v2) and Reduce(v, v4, v5). Since,
θ1 + θ4 + θ5 ≤ 138.2◦ and θ1, θ4 ≥ 60◦, by Lemma 3.1, extra weights of at most F(78.2◦)min{x1, x2} and
F(69.36◦)min{x4, x5} are charged to {vv1, vv2} and {vv4}, respectively, and bounded by 0.1381(x1+x2+x4).
– Else θ5 ≤ 8.84◦. Hence θ1 + θ5 ≤ 68.84◦ and θ4 + θ5 ≤ 78.2◦. Call Reduce(v, v2, v′) and Reduce(v, v1, v4).
By Lemma 3.1, extra weights F(θ1 + θ5)min{x2, x5} and F(θ4 + θ5)min{x1, x4} are charged to {vv2} and
{vv1, vv4}, respectively, and bounded by 0.1381(x1 + x2 + x4).
Case 2.2.2: x3 or x4 is the second smallest among {x1, x2, x3, x4}.
– If θ3 ≤ 90◦, then call Reduce(v, v1, v′). Since θ5 ≤ 60◦, no extra weight is incurred due to the call. Call
Reduce(v, v3, v4). By Lemma 3.1, extra weight F(θ3)min{x3, x4} is charged to {vv3, vv4} and the longest of
{vv1, vv2}, and is bounded by 0.1381(x1 + x2 + x3 + x4).
– Else θ1 + θ4 + θ5 ≤ 150◦ and hence θ5 ≤ 30◦.
. If x1 = min{x1, x2}, w.l.o.g. let x2 ≤ x4. Since min{θ1, θ4 + θ5} ≤ 240◦−θ32
◦
, by Lemma 2.3, x1 ≥
2x2 cos( 240
◦−θ3
2 ). Call Reduce(v, v1, v
′). Since θ5 ≤ 30◦, no extra weight is incurred due to the call. Also,
since vv1 is an MST edge, x5 > x1 and thus, by Corollary 2.1, x5 ≥ 2x1 cos θ5. |vv′| − |v1v′| results in
savings of at least (2 cos θ5 − 1)x1 > 0.7x1 (since θ5 ≤ 30◦). Let Tbefore be the subtree induced by nodes
v, v1, v2, v3, v4 and v′ and let Tafter be the subtree induced by nodes v, v1, v2, v3 and v4. Clearly, as per
our argument above, the weight of Tafter is (2 cos θ5 − 1)x1 less than that of Tbefore. Since our goal is to
bound the extra weight, incurred during local transformations, to within 0.1381 times the MST weight,
as per our charging policy, every MST edge e can be charged an extra weight of 0.1381e. The savings
obtained, due to the transformation from Tbefore to Tafter, is equivalent to having atleast 2 cos 30
◦−1
0.1381 extra
vv1 edges, each of which can be charged 0.1381x1. In other words, it is as if we have at least an additional
( 2 cos 30
◦−1
0.1381 )vv1 to charge. Call Reduce(v, v3, v4). By Lemma 3.1, extra weight F(θ3)min{x3, x4} is charged
to {vv1, vv2, vv3, vv4} and ( 2 cos 30◦−10.1381 )vv1, and is given by
F(θ3)
(
x1 + x2 + x3 + x4 + 2 cos 30◦−10.1381 x1
)
3+ 2 cos
(
240◦−θ3
2
) (
1+ 2 cos 30◦−10.1381
)
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which is bounded by 0.079(x1 + x2 + x3 + x4 + 2 cos 30◦−10.1381 x1).
. Else (x1 6= min{x1, x2}) the analysis proceeds in the same way as for the previous step, except that the
extra weight F(θ3)min{x3, x4} is charged to {vv1, vv3, vv4} and ( 2 cos 30◦−10.1381 )vv1, and is given by
F(θ3)
(
x1 + x2 + x3 + x4 + 2 cos 30◦−10.1381 x1
)
3+ 10.1381 (2 cos 30◦ − 1)
which is bounded by 0.048(x1 + x2 + x3 + x4 + 2 cos 30◦−10.1381 x1).
Case 2.2.3: x3, x4 ≥ x1, x2.
– If θ3 ≤ 79.29◦, Call Reduce(v, v1, v′). Since θ5 ≤ 60◦, no extra weight is incurred due to the call.
Call Reduce(v, v3, v4). By Lemma 3.1, extra weight F(θ3)min{x3, x4} is charged to {vv3} and {vv4}, and is
bounded by 0.1381(x3 + x4).
– Else if θ4 ≤ 69.36◦ and θ1 ≤ 90◦, then call Reduce(v, v4, v5) and Reduce(v, v1, v2). By Lemma 3.1, extra
weights F(θ4)min{x4, x5} and F(θ1)min{x1, x2} are charged to vv4 and {vv1, vv2, vv3}, respectively, and is
bounded by 0.1381(x2 + x2 + x3 + x4).
– Else if θ4 ≤ 69.36◦ and θ1 > 90◦, then θ5 ≤ 10.71◦ and 60◦ ≤ θ4 + θ5 ≤ 70.71◦. Since θ2 + θ4 + θ5 =
360◦ − θ1 − θ3 ≤ 190.71◦, by Lemma 2.3, x1 ≥ 2x4 cos(190.71◦ − θ2). Call Reduce(v, v1, v′). Since
θ5 ≤ 10.71◦, no extra weight is incurred due to the call. Also, since vv1 is an MST edge, x5 > x1 and
thus, by Corollary 2.1, x5 ≥ 2x1 cos θ5. |vv′| − |v1v′| results in savings of at least (2 cos θ5 − 1)x1 > 0.96x1
(since θ5 ≤ 10.71◦). In other words, it is as if we have at least an additional ( 2 cos 10.71◦−10.1381 )vv1 to charge.
Call Reduce(v, v2, v3). By Lemma 3.1, extra weight F(θ2)min{x2, x3} is charged to {vv1, vv2, vv3, vv4} and
( 2 cos 10.71
◦−1
0.1381 )vv1, and is given by
F(θ2)
(
x1 + x2 + x3 + x4 + 2 cos 10.71◦−10.1381 x1
)
3+ 2 cos(190.71◦ − θ2)
(
1+ 2 cos 10.71◦−10.1381
)
which is bounded by 0.089(x1 + x2 + x3 + x4 + 2 cos 10.71◦−10.1381 x1).
– Else (θ4 > 69.36◦) θ5 ≤ 31.35◦.
. If θ5 ≤ 11◦, then since θ1 + θ4 + θ5 = 360◦ − θ3 − θ2 ≤ 280.71◦ − θ2 and x2 ≤ x4, by Lemma 2.3,
x1 ≥ 2x2 cos( 280.71◦−θ22 ). Call Reduce(v, v1, v′). Since θ5 ≤ 11◦, no extra weight is incurred due to the
call. Also, since vv1 is an MST edge, x5 > x1 and thus, by Corollary 2.1, x5 ≥ 2x1 cos θ5. |vv′| − |v1v′|
results in savings of at least (2 cos θ5 − 1)x1 > 0.96x1 (since θ5 ≤ 11◦). In other words, it is as if we
have at least an additional ( 2 cos 11
◦−1
0.1381 )vv1 to charge. Call Reduce(v, v2, v3). By Lemma 3.1, extra weight
F(θ2)min{x2, x3} is charged to {vv1, vv2, vv3, vv4} and ( 2 cos 11◦−10.1381 )vv1, and is given by
F(θ2)
(
x1 + x2 + x3 + x4 + 2 cos 11◦−10.1381 x1
)
3+ 2 cos
(
280.71◦−θ2
2
) (
1+ 2 cos 11◦−10.1381
)
which is bounded by 0.13(x1 + x2 + x3 + x4 + 2 cos 11◦−10.1381 x1).
. Else if 11◦ < θ5 ≤ 25◦, then since θ1 = 360◦ − θ2 − θ3 − θ4 − θ5 ≤ 200.35 − θ2, by Lemma 2.3,
x1 ≥ 2x2 cos(200.35◦ − θ2). Call Reduce(v, v1, v′). Since θ5 ≤ 25◦, no extra weight is incurred due to
the call. Also, since vv1 is an MST edge, x5 > x1 and thus, by Corollary 2.1, x5 ≥ 2x1 cos θ5. |vv|′ − |v1v′|
results in savings of at least (2 cos θ5 − 1)x1 > 0.8x1 (since θ5 ≤ 25◦). In other words, it is as if we
have at least an additional ( 2 cos 25
◦−1
0.1381 )vv1 to charge. Call Reduce(v, v2, v3). By Lemma 3.1, extra weight
F(θ2)min{x2, x3} is charged to vv1, vv2, vv3, vv4 and ( 2 cos 25◦−10.1381 )vv1, and is given by
F(θ2)
(
x1 + x2 + x3 + x4 + 2 cos 25◦−10.1381 x1
)
3+ 2 cos(200.35◦ − θ2)
(
1+ 2 cos 25◦−10.1381
)
which is bounded by 0.138(x1 + x2 + x3 + x4 + 2 cos 25◦−10.1381 x1).
. Else (25◦ < θ5 ≤ 31.35◦), since θ1 = 360◦ − θ2 − θ3 − θ4 − θ5 ≤ 186.35 − θ2, by Lemma 2.3,
x1 ≥ 2x2 cos(186.35◦ − θ2). Call Reduce(v, v1, v′). Since θ5 ≤ 31.25◦, no extra weight is incurred due
to the call. Also, since vv1 is an MST edge, x5 > x1 and thus x5 ≥ 2x1 cos θ5. |vv′| − |v1v′| results in
savings of at least (2 cos θ5 − 1)x1 > 0.7x1 (since θ5 ≤ 31.35◦). In other words, it is as if we have
at least an additional ( 2 cos 31.35
◦−1
0.1381 )vv1 to charge. Call Reduce(v, v2, v3). By Lemma 3.1, extra weight
F(θ2)min{x2, x3} is charged to {vv1, vv2, vv3, vv4} and ( 2 cos 31.35◦−10.1381 )vv1, and is given by
F(θ2)
(
x1 + x2 + x3 + x4 + 2 cos 31.35◦−10.1381 x1
)
3+ 2 cos(186.35◦ − θ2)
(
1+ 2 cos 31.35◦−10.1381
)
which is bounded by 0.1(x1 + x2 + x3 + x4 + 2 cos 31.35◦−10.1381 x1).
968 R. Jothi, B. Raghavachari / Discrete Applied Mathematics 157 (2009) 960–970
Case 3: θ4 ≥ 60◦ and θ5 ≥ 60◦.
Case 3.1: θ5 ≤ 69.36◦ (Case θ4 ≤ 69.36◦ is symmetric).
Call Reduce(v, v1, v′). By Lemma 3.1, extra weight F(θ5)min{x1, x5} is charged to vv1 and is bounded by
0.1381x1. By Lemma 2.2, we have permutations with extra weight bounded by
F(θ2)min{x2, x3}, F(θ3)min{x3, x4}.
By Lemma 2.1, the minimum of these quantities is at most
1
3
H.M.{F(θ2),min{F(θ2), F(θ3)}, F(θ3)}(x2 + x3 + x4).
Since θ2 + θ3 ≤ 180◦, the above coefficient is bounded by 13 f (90◦) = (
√
2+ 2)/3 < 0.1381.
Case 3.2: θ4 + θ5 > 138.72◦. W.l.o.g., let x1 ≤ x4.
Case 3.2.1: θ5 ≤ 79.29◦.
– If θ2 ≤ 79.29◦, then call Reduce(v, v1, v5) and Reduce(v, v2, v3). By Lemma 3.1, extra weights F(θ5)x1 and
F(θ2)min{x2, x3} are charged to {vv1, vv4} and {vv2, vv3}, respectively, and bounded by 0.1381(x1 + x2 +
x3 + x4).
– Else θ1 + θ3 ≤ 141.99◦.
. If θ1, θ3 ≤ 79.29◦, then call Reduce(v, v1, v2) and Reduce(v, v3, v4). By Lemma 3.1, extra weights
F(θ1)min{x1, x2} and F(θ3)min{x3, x4} are charged to {vv1, vv2} and {vv3, vv4}, respectively, and is
bounded by 0.1381(x1 + x2 + x3 + x4).
. Else θ1+θ3 ≥ 139.29◦ and θ2 ≤ 81.99◦. W.l.o.g., let θ3 > 79.29◦. Then θ1 = 360◦−θ2−θ3−(θ4+θ4) ≤
360◦−79.29◦−79.29◦−(138.72◦) = 62.7◦ and θ2+θ3 = 360◦−θ1+(θ4+θ5) ≤ 360◦−60◦−(138.72◦) =
161.28◦. Call Reduce(v, v1, v2) and Reduce(v, v3, v4). By Lemma 3.1, extra weight F(θ1)min{x1, x2} is
charged to {vv1} and is bounded by 0.05x1 and extra weight F(θ3)min{x3, x4} is charged to {vv2, vv3, vv4}
and is given by
F(θ3)(x2 + x3 + x4)
2+ 2 cos(161.28◦ − θ3)
which is bounded by 0.132(x2 + x3 + x4).
Case 3.2.2: θ5 > 79.29◦.
– If θ1, θ3 ≤ 79.29◦, then call Reduce(v, v1, v2) and Reduce(v, v3, v4). By Lemma 3.1, extra weights
F(θ1)min{x1, x2} and F(θ3)min{x3, x4} are charged to {vv1, vv2} and {vv3, vv4}, respectively, and is bounded
by 0.1381(x1 + x2 + x3 + x4).
– Else θ1+θ3 > 139.29◦. W.l.o.g., let θ3 > 79.29◦. Then θ1 = 360◦−(θ2+θ3)+θ4+θ5 = 360◦−(139.29◦)−
69.36◦ − 79.29◦ ≤ 72.06◦.
. If 69.36◦ < θ1 ≤ 71.06◦ (θ2 + θ3 ≤ 141.99◦), then call Reduce(v, v1, v2) and Reduce(v, v3, v4). By
Lemma 3.1, extra weight F(θ1)min{x1, x2} is charged to {vv1} and a third of {vv2} and is given by
F(θ1)(x1 + 13 x2)
4/3
which is bounded by 0.135(x1+ 13 x2). Again by Lemma 3.1, extra weight F(θ3)min{x3, x4} is charged to{vv3, vv4} and two thirds of {vv2} and is given by
F(θ3)
(
2
3 x1 + x3 + x4
)
2+ 2 cos(141.99◦ − θ3)× 23
which is bounded by 0.12( 23 x2 + x3 + x4).
. Else if 61.35◦ < θ1 ≤ 69.36◦ (θ2 + θ3 ≤ 150◦), then call Reduce(v, v1, v2) and Reduce(v, v3, v4). By
Lemma 3.1, extra weight F(θ1)min{x1, x2} is charged to {vv1} and is bounded by 1.1381x1 and extra
weight F(θ3)min{x3, x4} is charged to {vv2, vv2, vv3} and is given by
F(θ3)(x2 + x3 + x4)
2+ 2 cos(150◦ − θ3)
which is bounded by 0.1381(x1 + x2 + x3).
. Else (θ1 ≤ 61.35◦) θ2 + θ3 ≤ 151.35◦. Call Reduce(v, v1, v2) and Reduce(v, v3, v4). By Lemma 3.1, extra
weight F(θ1)min{x1, x2} is charged to one fifth of {vv1} and is given by
F(θ1)(
1
5 x1)
1/5
which is bounded by 0.102( 15 x1). Again by Lemma 3.1, extra weight F(θ3)min{x3, x4} is charged{vv2, vv3, vv4} and four fifths of {vv1}, and is given by
F(θ3)
(
4
5 x1 + x2 + x3 + x4
)
2+ 2 cos(151.35◦ − θ3)+ 2 cos 61.35◦(2 cos(151.35◦ − θ3))× 45
which is bounded by 0.12( 45 x1 + x2 + x3 + x4).
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Fig. 6. Tight case.
For convenience, we used 0.1381 instead of (
√
2− 1)/3, wherever it was used. The following theorem follows from the
fact that the ratio is bounded by (
√
2+ 2)/3 < 1.1381 in all cases.
Theorem 4.1. For any arbitrary collection of points in the Euclidean plane, there always exists a degree-4 spanning tree of weight
at most (
√
2+ 2)/3 times the weight of an MST.
5. Conclusion
By presenting an improved approximation analysis for Chan’s degree-4 MST algorithm, we showed that, for any arbitrary
collection of points, there always exists a degree-4 spanning tree of weight at most (
√
2+ 2)/3 < 1.1381 times the weight
of an MST. Our ratio for degree-4 spanning trees cannot be improved unless a more global approach is considered, instead
of just the local changes that we considered in this paper, as there exists a placement of points for the case k = 3 (see Fig. 6),
such that doing local changes alone does not reduce the ratio. There exist degree-4 and degree-3 trees (regular pentagon
and square with an extra point at the centre) whose weights are at most 2 sin 36
◦+4
5 and
√
2+3
4 times the weight of an MST [8],
respectively. It should be interesting to see whether better approximation algorithms can be developed to achieve ratios
anywhere close to these lower bounds.
Conjecture 5.1. For any arbitrary collection of points in the Euclidean plane, we conjecture that there exists a polynomial time
algorithm that finds a degree-3 spanning tree of weight at most
√
3+1
2 < 1.36603 times the weight of an MST.
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