The general number field sieve (GNFS) is asymptotically the fastest known factoring algorithm. One of the most important steps of GNFS is to select a good polynomial pair. A standard way of polynomial selection (being used in factoring RSA challenge numbers) is to select a nonlinear polynomial for algebraic sieving and a linear polynomial for rational sieving. There is another method called a nonlinear method which selects two polynomials of the same degree greater than one. In this paper, we generalize Montgomery's method [7] using small geometric progression (GP) (mod N ) to construct a pair of nonlinear polynomials. We introduce GP of length d + k with 1 ≤ k ≤ d − 1 and show that we can construct polynomials of degree d having common root (mod N ), where the number of such polynomials and the size of the coefficients can be precisely determined.
Introduction
The number field sieve (NFS) [6, 11] is asymptotically the fastest known algorithm to factor a large composite integer N . One of the most exciting news on this topic is the factorization of RSA-768 by the collaboration of Kleinjung and many other researchers [3] using the technique of the general number field sieve (GNFS). Almost all of the factored RSA numbers with 100 digit size or more were tackled by using NFS algorithm so far. Recently the polynomial selection step of NFS is being studied widely since a good polynomial pair greatly reduces the entire running time of NFS algorithm.
Among several polynomial selection methods for NFS being proposed so far, the base-m method is one of the most standard ones. Murphy [9] proposed an improvement of the base-m method by refining the notion of polynomial yield. Murphy's method focuses on root property, which is a measurement of the efficiency of polynomial pair having roots modulo small primes. Kleinjung [2] proposed an improvement of Murphy's method to nonmonic linear polynomial. Both Murphy's and Kleinjung's methods were used on factorization of many RSA challenge numbers. We call all these polynomial selection methods linear method since it selects a nonlinear polynomial for algebraic sieving and a linear polynomial for rational sieving.
A nonlinear method refers the method of choosing two nonlinear polynomials (of degree ≥ 2) having a common zero (mod N ). Several researchers focus on nonlinear polynomial selection methods. Montgomery [7] showed that one can find two nonlinear polynomials of degree d and size O(N 1/2d ) having common root (mod N ) if and only if one can find a geometric progression (GP) (mod N ) of length 2d − 1 and size O(N 1−1/d ). Montgomery succeeded in finding such GP (mod N ) when d = 2 but the case d ≥ 3 is still unresolved. The quadratic method (d = 2) is not competitive to linear method when the integer N is over 120 digits [9] . Prest and Zimmermann [12] , and also Williams [13] proposed other nonlinear polynomial selection methods using GP (mod N ) of length d + 1, however these methods produce polynomials which have larger coefficients than the optimal bound O(N 1/2d ) expected from Montgomery's method.
In this paper, we propose a polynomial selection method using a GP of length d + k with 1 ≤ k ≤ d−1 which generalizes Montgomery's method of GP with length 2d−1 (i.e., k = d−1). Natural implication of our result is that one can generate polynomials with different degrees d for all l 2 < d < l having common root (mod N ) from a GP of fixed length l. We also introduce a method of finding a GP of (d + 1)-term with size O(N 1−1/d ) and show that the proposed method has flexibility than the usual base-m method. GP with length d + 2 and size O(N 1−1/d ) is difficult to find in general but we show that such GP can be found under certain conditions. We apply the result to GP of size O(N 2/3 ) to construct cubic polynomials having common roots (mod N ).
The remaining part of this paper is organized as follows. We explain the existing polynomial selection methods in section 2. We introduce an extension of Montgomery's GP method and state generalized polynomial selection method given GP of arbitrary length in section 3. We explain the method of constructing a GP of length d + 1 and d + 2, and give explicit examples in section 4. Finally we give conclusive remarks in section 5.
Existing Polynomial Selection Methods

Linear polynomial selection method
Base-m method
are two polynomials having common root m (mod N ). There are other improvements to reduce the size of coefficients of f with the property f (m) ≡ 0 (mod N ) being preserved. For example, if a i > m/2 then the substitution
makes |a i | < m/2 for every i. For more detail, refer [6, 9] .
Murphy's method
Murphy's method [9] is an improvement of the base-m method to generate skewed polynomials having good root property using rotations and translations. For given polynomial pair (f (x), g(x)) with common root m (mod N ), rotation by r(x) refers another polynomial pair (f (x)+r(x)g(x), g(x)). Also translation by t refers a polynomial pair (f (x−t), g(x−t)) having common root m + t (mod N ). The root property measures the smoothness of given polynomial, i.e. it tells how many roots the polynomial has modulo small primes. To measure the root property of a polynomial f , one defines
where B is the given bound and q p is the number of root of f (x) ≡ 0 (mod p). Sufficiently many zeros of f (mod p) implies that one has negative α(f ) with larger absolute value. Similarly one can also define α value for a bivariate homogeneous polynomial F (x, y) with f (x) = F (x, 1 
Kleinjung's method
Kleinjung [2] proposed an improvement of Murphy's method to nonmonic linear g. The method first selects a positive integer a d which has many small prime factors. Next, one chooses an 
Nonlinear polynomial selection method
Montgomery's method
Montgomery [7] proposed a nonlinear method which finds two polynomials of the same degree d using a small GP (mod N ). If there exists a GP (mod N ) of length 2d − 1 with
which is not a linear recurrence of order d − 1 over Q, then by looking at the two dimensional sublattice of Z d+1 which is orthogonal to d − 1 vectors in Z d+1 spanned by presented a GP (mod N ) satisfying the above conditions. That is, letting p be a prime satisfying
Montgomery finds a solution c 1 of
, and thus
is a desired GP (mod N ) with ratio r ≡ p −1 c 1 (mod N ). It seems difficult to extend the idea of Montgomery to general d ≥ 3. A positive answer for the case d = 3 would imply that we may replace the sieving polynomial pair (f (x), l(x)) with linear l(x) and deg f = 5, 6 by two cubic polynomials. For details, refer [9] .
The method of Prest and Zimmermann
According to Montgomery 
where s is the skewness parameter, they get two short vectors of the form 
Thus the polynomials
), the skewed polynomials have medium coefficients of size 
Polynomial Selections from GP of Length d + k
To find a pair of nonlinear sieving polynomials, Montgomery [7] The most desirable case is k = d − 1 so that we have a GP of length 2d − 1 and can find two independent polynomials of degree d having common root (mod N ).
It should be mentioned that finding GP even in the cases k = 2, 3, · · · , d − 2 satisfying suitable size property is supposed to be a difficult problem. Moreover, for given GP of length d + k, we may find more than two polynomials having common roots (mod N ), and the size of the coefficients of such polynomials will be determined by the size of ⃗ c. Our aim is to generalize the idea of Montgomery to the case of GP ⃗ c (mod N ) of arbitrary length d + k and also to provide an unified approach for the polynomials of degree d having common roots (mod N ) arising from a GP ⃗ c of variable length such as d + 1 [12] and 2d − 1 [7] . Moreover we will clarify the relations between the polynomials of different degree d having common root (mod N ) for given GP ⃗ c of fixed length. For example, we will show that, for given 5-term GP of size O(N 2/3 ), we can generate 2 cubic polynomials and 4 polynomials of degree 4, all having coefficients of size O(N 1/6 ) and the same common root (mod N ). To summarize the raised questions;
• How many independent polynomials we may generate for given GP of fixed length ?
• What are the possible degrees of such polynomials ? • How the size of the coefficients of such polynomials is related to the size of the given GP ?
We will answer all the questions in the following theorem below. For given polynomial f (x) = ∑ a i x i , let us define the norm of f as ||f || = √ ∑ a 2 i . 
Theorem 1. Let d and k be integers with
Proof. Let Λ be the lattice in Z d+1 spanned by the following k independent vectors
obtained from d + 1 consecutive terms of ⃗ c. Define Ω to be the lattice in Z d+k+1 spanned by the column vectors of the following
where K is a constant. Then Theorem 4 of [10] says that, if {⃗ x 1 , · · · , ⃗ x d+1 } is an LLLreduced basis of Ω and if one chooses K sufficiently large (i.e., if
} is an LLL-reduced basis for Λ ⊥ , where ⃗ x ′ i ∈ Z d+1 is the vector obtained by taking the first (d + 1)-terms of ⃗ x i and Λ ⊥ is the orthogonal lattice of Λ. Therefore
where r ≡ c
where vol(Λ ⊥ ) = vol(Λ) with Λ = span Q (Λ) ∩ Z d+1 . Therefore, to estimate the size of f i , we need to estimate the volume of Λ ⊥ . Observe that ⃗ y ∈ Z d+1 is orthogonal to the vectors (3) if and only if it is orthogonal to the lattice Λ ′ spanned by
where r is the geometric ratio of GP ⃗ c.
where B is the matrix with each column vector written as
Since the base change matrix between the following two bases for Q d+1 ,
is triangular and having 1 in all diagonal entries (in particular unimodular), they span the same lattice and thus we get det(
which completes the proof. 
Corollary 1. With the same conditions in Theorem 1, suppose that k vectors
) .
One can also think of the converse of Theorem 1 and it can be phrased as follows. 
Proof. The condition j
where I d+k is the identity matrix of dimension d + k and
The submatrix KG j is defined similarly but the number of cyclic shifts (i.e., the number of 
Remark 1. From Theorem 1 and 2, it is natural to expect
j ≤ d−k+1. Indeed, if j > d−k+1, then from d − k + 2 ≤ j < d+2k−1 k , we get (k − 1)d < k 2 − 1 = (k − 1)(k + 1
) and thus d < k + 1 which is a contradiction.
The following corollary shows that, for given GP of fixed length l, one can obtain several polynomials with similar size having common root (mod N ) for various degrees d with 
Proof. From Theorem 1, by letting l = d + k,
) . 
Remark 2. Letting ϵ = 1, one has
2d−l+1 ∏ i=1 ||f i || = O(N 2d−l+1 l+1 ).
Then there exist integers s
1 , s 2 , · · · , s d−k+1 such that h(x) ≡ ∑ d−k+1 i=1 s i f i (x) (mod N ). Proof. For any polynomial f (x) = ∑ d i=0 a i x i of degree at most d, define a vector ⃗ f = [a 0 , · · · , a d ] in Z d+1 . Since Q d+1 is spanned by the basis vectors, ⃗ f 1 , ⃗ f 2 , · · · , ⃗ f d−k+1 , ⃗ v 0 , ⃗ v 1 , · · · , ⃗ v k−1 where ⃗ v i are defined in (3), we have ⃗ h = d−k+1 ∑ i=1 s i ⃗ f i + k−1 ∑ j=0 t j ⃗ v j for some s i , t j in Q. Now letting ⃗ r = [1, r, · · · , r d ]
and noticing the ratio of the GP
Since r 2d+2 − 1 is relatively prime to N , we get 
produces polynomials All generated polynomials have p −1 r as a common root (mod N ) and the linear polynomial px − r also has p −1 r (mod N ) as a root. We can also improve this method to select skewed polynomials following [12] . For given skewness s and GP ⃗ c, applying LLL algorithm on the column vectors of 
gives d skewed polynomials. 
Since l(x) = px − r has the common root p −1 r (mod N ) also, using the Corollary 3, we may express l(x) as a linear combination 
Moreover our resultant Res(f 1 , f 2 ) = −26250N = N 1.075 is just 64-digits while Res(f, g) = N 1.22 in [12] is of 73 digits. Our resultant is 9-digits less than [12] and only 5-digits more than N . Since we may try many possible candidates of p, r and k satisfying r d ≡ kN (mod p), it is a more flexible method than that of the base-m method, so it is expected to get polynomials of better yields when combined with other techniques.
GP (mod N ) with Length d + 2
We introduce a form of (d + 2)-term GP (mod N ) of size O(N 1−1/d ) which improves a GP introduced in Proposition 1. m 10 < p < m, which is not so cost effective because we get less than three times of (p, r * ) even if we increased the range of k ten times. On the other hand, reducing the search range of p from m 10 < p < m to m 10 < p < 19m 100 produces 9 pairs of (p, r * ) with 1 ≤ k ≤ 10. That is, we still find more GP by reducing the range of p and increasing the range of k, which seems more effective since we consider congruence equations (mod p 2 ) for smaller values of p. Table 1 show a small numerical data for the number of the pair (r * , p) satisfying r * 3 ≡ kN (mod p 2 ) for all N which is a product of two primes q 1 ̸ = q 2 with 10 4 < q 1 , q 2 < 10 5 . Note that each pair (r * , p) corresponds to a GP of length 5 which is either the form of (10) or (11) . This result suggests that 5-term GP (10) and (11) exist with high probability, even though the number of GP is relatively small for each N . Moreover it says that one is more likely to find solution of x 3 ≡ kN (mod p 2 ) by increasing the range of k rather than that of p. It should be mentioned that it also saves the time for the following reason. If we increase the range of k from k = 1 to 1 ≤ k ≤ 10, the number of equations x 3 ≡ kN (mod p 2 ) we need to consider is increased by the factor of 10. However if we increase the range of p from m 10 < p < m to m 10 < p < 10m, the number of equations x 3 ≡ kN (mod p 2 ) we need to consider is increased by the factor of π( 99 10 m)/π( 9 10 m) ≈ 11 but the catch in this case is that we have to solve the congruence equation x 3 ≡ kN (mod p 2 ) for ten times larger size of p which inevitably slow down the implementation time on PARI-GP, as is shown in the table.
Conclusions
We have presented a method of constructing polynomials of degree d for all (10) and (11) size of the coefficients of the obtained polynomials in terms of the size of each terms of given GP, which generalizes Montgomery's method. We showed that the GP of length d + 1 can be constructed in more flexible way than the usual base-m method and we find corresponding polynomials of various degrees having common root (mod N ). We also stated the conditions when special GP of length d + 2 exists.
