



Analyse und numerische Modellierung induktiv gekoppelter
Antennensysteme
Zur Erlangung des akademischen Grades Doktor-Ingenieur (Dr.-Ing.)
genehmigte Dissertation von Dipl.-Ing. Peter Scholz aus Detmold





Analysis and Numerical Modeling of Inductively Coupled Antenna Systems
Analyse und numerische Modellierung induktiv gekoppelter Antennensysteme
Genehmigte Dissertation von Dipl.-Ing. Peter Scholz aus Detmold
1. Gutachten: Prof. Dr.-Ing. Thomas Weiland
2. Gutachten: Prof. Dr.-Ing. Rolf Schuhmann
Tag der Einreichung: 26.10.2010
Tag der Prüfung: 30.11.2010
Darmstadt — D 17
Bitte zitieren Sie dieses Dokument als:
URN: urn:nbn:de:tuda-tuprints-23549
URL: http://tuprints.ulb.tu-darmstadt.de/2354/
Dieses Dokument wird bereitgestellt von tuprints,
E-Publishing-Service der TU Darmstadt.
http://tuprints.ulb.tu-darmstadt.de







Diese Arbeit beschäftigt sich mit der Analyse und der numerischen Modellierung
von Antennensystemen für induktive Energieübertragungsstrecken (engl. Inductive
Power Transfer (IPT)). Praktische Beispiele umfassen z. B. die drahtlose Versorgung
von mobilen Geräten in der Unterhaltungselektronik oder Radiofrequenz-Identifi-
kationssysteme (RFID) in der Logistik. Die physikalisch relevanten Eigenschaften
der zu untersuchenden Antennenstrukturen, wie z. B. eine genaue Induktivitätsbe-
rechnung oder die präzise Modellierung von Skin- und Proximity-Effekten, werden
mit Hilfe numerischer Verfahren realisiert. Gleichzeitig wird eine Beschreibung auf
Ersatzschaltbildebene ermöglicht, die auf dem Konzept gekoppelter Induktivitä-
ten beruht. Dazu werden reduzierte Ersatzschaltbilder der einzelnen Antennen mit
Hilfe einer geeigneten Paramterextraktionstechnik bestimmt.
Die numerischen Simulationen dieser Arbeit bedienen sich der Methode der
partiellen Elemente (engl. Partial Element Equivalent Circuit (PEEC)). Die PEEC-
Methode ist besonders geeignet für die Simulation von IPT-Systemen, da effiziente
Diskretisierungen für lange und dünne Leiterstrukturen erreicht und die auftreten-
den elektromagnetischen Kopplungseffekte in Ersatzschaltbilder überführt werden
können. Weiterhin werden Welleneffekte in PEEC-Systemen traditionell durch qua-
sistationäre Annahmen der Maxwellschen Gleichungen vernachlässigt. Dies ist für
die Modellierung von IPT-Systemen sinnvoll, da die Rechenzeit ohne wesentliche
Genauigkeitsverluste verringert wird.
Die Arbeit beginnt mit der Darstellung einiger elektrodynamischer Grundlagen,
wobei eine neue Lorenz-quasistatische (LQS) Formulierung hergeleitet und in be-
stehende Ansätze eingeordnet wird. Nach einer Präsentation der wesentlichen Ei-
genschaften von IPT-Systemen wird die PEEC-Methode in einer im Vergleich zur
Standardformulierung leicht veränderten Form hergeleitet, um den verschiedenen
Näherungsverfahren in einer vereinheitlichten Notation Rechnung zu tragen. Die
Systemfunktionalität wird hinsichtlich Parametertoleranzen untersucht, wobei die
adjungierte Sensitivitätsanalyse auf die PEEC-Methode angewendet und in Verbin-
dung mit Skin-Effekt-Problemstellungen näher untersucht wird. Der präsentierte
Modellierungsansatz wird sowohl mit Messungen als auch mit Simulationen auf
Basis der Finite-Elemente-Methode (FEM) für ein typisches RFID-Spulensystem be-
stätigt. Im Vergleich zu der FEM könnenmit Hilfe der spezialisierten PEEC-Methode
bemerkenswerte Geschwindigkeitsgewinne erzielt werden, wobei die auftretenden




This work focuses on the analysis and design of Inductive Power Transfer (IPT)
antenna systems. Practical applications for IPT systems include a wireless pow-
ering of mobile devices in consumer electronics or Radio Frequency Identification
(RFID) systems in logistics. The physical relevant properties of the antenna sys-
tems such as an accurate inductance computation or a precise modeling of skin
and proximity effects are extracted by means of numerical techniques. At the same
time, an equivalent network description based on the transformer concept is en-
abled by representing the antennas via reduced circuit models, which are obtained
by specialized parameter fitting techniques.
The numerical simulations used in this thesis are based on the Partial Element
Equivalent Circuit (PEEC) method. The PEEC method is especially appropriate for
IPT antenna systems, because it allows efficient meshing techniques in case of long
and thin conductors and provides a transformation of the electromagnetic coupling
effects to the network domain. Furthermore, neglecting the retardation effects
is traditionally fulfilled by the PEEC method when quasi-stationary assumptions
of the Maxwell’s equations are used. This is beneficial for IPT systems, since the
simulation time is reduced while the errors are kept sufficiently small.
First, some fundamental concepts of electrodynamic effects are reviewed in this
work. A new Lorenz-Quasi-Static (LQS) formulation is derived while its integra-
tion into well established techniques is shown. After presenting the fundamental
concepts of IPT systems, the PEEC method is derived in a slightly modified way
compared to the standard formulation in order to handle the different approxi-
mation techniques in a unified notation. Afterwards, the influence of parameter
tolerances on the system behavior is analyzed by applying the adjoint sensitivity
analysis to the PEEC method with a special focus on skin-effect problems. The
presented system modeling approach is confirmed via measurements and Finite
Element Method (FEM) simulations for a Printed Spiral Coil (PSC) system often
used in RFID applications. By means of the optimized PEEC method, a remark-
able speedup can be gained when compared with FEM simulations whereas the
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In recent years, a growing interest in the wireless powering of mobile devices such
as smartphones or laptops has emerged. Often, the battery charging process is the
only remaining period in which the device has to be plugged to a charging platform
via cables, since usually all data communication links have already been established
wirelessly. Yet other applications aim to operate a receiving unit without a battery at
all, which is often referred to as a passive device. These devices are remotely powered by
one or more transmitting units either continuously or during pre-specified time slots.
Reasons for operating devices in a passive way may be a low-cost producibility as in
Radio Frequency Identification (RFID) applications or safety issues, for example if the
device is implanted in living tissue. A further advantage of passive implanted devices
is a generally much longer life cycle because the chemical processes inside the batteries
are avoided, thus leading to a maintenance-free system. This feature is also important
for passive systems in general and in particular for moving or rotating devices where
a cabling is difficult if not impossible to realize. Last but not least, resulting improved
product design capabilities if wires can be avoided should not be underestimated.
1.1 Motivation and Objective
The wireless transmission of electrical energy was first proposed by Tesla in the
early 20th century [1]. In general, there exist two different mechanisms for trans-
ferring energy wirelessly. In the first case, classical electromagnetic waves are gen-
erated by a transmitting antenna and are picked up by a receiving antenna. The
receiving unit converts the Radio Frequency (RF) energy of the waves to Direct
Current (DC) energy which can be used to power the device, as can be seen in [2]
for example. The main advantage of this approach is the ability to transport the
energy over long distances especially if antennas with a high directivity are being
used. However, this property requires a tracking ability for moving receivers and
a line of sight between the transmitter and the receiver at any time of the power
transmission. Moreover, since the power is radiated independently of the presence
of a device, a communication link must be set up to properly control the power
management. Due to the limited size of the antennas, applicable frequencies for
wireless power transfer via electromagnetic waves start at several MHz and may
reach up to the THz regime if lasers are used to transfer the energy.
1
In the second variant, the power is not transferred via electromagnetic waves.
Instead, use is made of the non-radiative electric and magnetic near-fields which
are present in the vicinity of every antenna. In this case, the radiation of the pow-
ering antenna has to be minimized while maximizing either the magnetic or elec-
tric near-field. This is usually obtained by electrically small antennas at low and
medium frequencies of up to several MHz. The main advantage of the near-field
systems is the fact that, ideally, no power is transferred in the absence of a receiver.
Instead, the electromagnetic energy is stored in the spatial region near the trans-
mitter antenna until a receiver is brought in close proximity to the antenna. In
this case, the energy can be picked up in order to power the device. Due to the
near-field character of the system, there is an immediate back influence from the
receiver to the transmitter, thus allowing the transceiver to detect the receiver.
The near-field coupling technique enables high efficiencies especially if resonant
circuits in both transmitting and receiving units are being used. However, the draw-
back of the near-field wireless power transfer systems is the limitation to low- to
medium-range applications with distances not significantly exceeding a few times
the antenna dimensions, e. g. [3]. Furthermore, an inherent directivity of the near-
fields of the antennas complicates the proper functionality for an arbitrary relative
positioning and orientation of the devices.
Because of the low frequencies and the specific mounting forms of the antennas
that are used in the near-field power transfer systems, the antennas are sometimes
also referred to as coils or capacitors. Depending on whether the magnetic or elec-
tric energy dominates in the near-field region, a distinction between inductive and
capacitive systems can be made. Compared to inductive systems, capacitive systems
are less often encountered in practical applications because they react more sen-
sitively to nearby everyday material with dielectric and metallic properties. Some
investigations of transferring several watts over a distance of a few meters by means
of an electric dominated near-field can be found, for instance, in [4].
In this work, special attention is paid towards wireless power systems which are
based on inductive coupling. The reasons are, among others, the already men-
tioned high efficiency, almost no radiation and little interaction with environmen-
tal materials. In the following, inductive systems will be named Inductive Power
Transfer (IPT) systems although some other terminologies such as resonant energy
transfer, resonant inductive coupling or electrodynamic inductive effect have recently
emerged.
IPT systems are based on the transformer concept which is known since Fara-
day’s law in 1831 stating that a time-varying magnetic field caused by a primary
current induces a voltage in a secondary current loop or coil. Hereby, a wireless
power transfer between two different systems is enabled. The IPT systems which
are addressed in this work differ from traditional transformers since no fixed cou-
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pling can be guaranteed and additionally no cores or at least no closed cores can
be applied to guide the magnetic field. Moreover, IPT systems are generally im-
plying a weak air coupling and are operated at higher frequencies compared to
traditional transformers. These properties require a fast, accurate and efficient
modeling and design technique for IPT antenna systems. The need for accurate
design approaches is even more increased, since high efficiencies are aspired in IPT
systems as aimed for all power transfer systems. This is equivalent to reducing the
overall losses which are mainly evoked by eddy-current losses inside the conductors
and substrates.
A detailed numerical analysis of the modeling of IPT antenna systems including
different types of losses will be presented in later chapters. Prior to that, some IPT
applications will be presented and a brief overview of numerical techniques being
able to simulate the antenna systems with the aforementioned properties will be
given.
1.2 Inductive Power Transfer Applications
In this section, a few applications are addressed in which IPT antenna systems are
used or may be used in future. As mentioned above, the wireless powering and
battery charging of mobile devices is of growing interest. In some experiments
such as [5] or [133], a successful transfer of several watts over distances of up to
two meters has been demonstrated while reaching reasonable efficiencies.
A field of application with much less transferred power (microwatts to milli-
watts) is given by the well established RFID technique which is a succeeding tech-
nology of the bar code systems used in the supply chain management. In order to
uniquely identify various items, each object is tagged with a Transmitter-Responder
(Transponder) that can be identified by a reader unit via standard data communica-
tion techniques. In passive systems, the reader also powers the transponder either
inductively or by radiation. Recently, some research has extended the traditional
RFID principle from the pure identification of items to applications with sensors
or displays, e. g. [6, 7]. Compared to the former identification applications, the
energy demand of these so-called smart label applications is higher. If the system
is operated inductively, a system design with a main focus on the IPT is required,
consequently. Because the RFID technique with all its facets goes beyond the scope
of this work, the reader is referred to [8] for more details. Nevertheless, past in-
dustrial projects such as [134] motivate the author to choose the antenna examples
in the results chapter of this work based on the RFID technology.
Another field of research in which IPT systems have successfully been used since
the early 1960ties [9] is given by biomedical applications and especially medical
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implants. In this case, the IPT is commonly known as transcutaneous power transfer.
In [10], the inductive energy transmission has been investigated in order to provide
energy to an auditory prosthesis while taking displacement tolerances into account.
In [11], the power transmission for an implanted biomedical device is enhanced in
terms of optimizing the coupling coefficient of two spiral coils. A set of design rules
is presented in [12] whereas a shape optimization of the coil system is focused on
in [13].
A third application field concerns coreless planar Printed Circuit Board (PCB)
transformers, (cf. [12, 14]), which aim to miniaturize transformers for microelec-
tronic applications. The generally higher frequencies and the lack of the field-
guiding cores make such a system design comparable to the previously mentioned
applications although a fixed coupling can be ensured. However, additional diffi-
culties may occur for densely packaged miniaturized applications. The coil design
in integrated circuits such as needed for integrated Voltage Controlled Oscillators
(VCOs), e. g. [15] is also addressed in this work because similar challenges includ-
ing high quality factors may arise. In contrast to the former applications, only a
single coil is typically used in the VCO design.
Last but not least, the IPT approach can also be used to power moving vehicles
such as buses or special transporting systems. This offers new kinds of applications
in which batteries of electrically powered automobiles are charged inductively. Due
to the high power demand of these systems and the resulting design challenges, low
frequencies in the kHz range are traditionally preferred.
1.3 Adequate Numerical Simulation Methods
In order to design and optimize the antennas of IPT systems, appropriate design
approaches are required. The applicability of analytical expressions is analyzed
first, since these provide by far the fastest way to obtain information about the sys-
tem behavior. A multitude of approximative expressions especially for computing
the self- and mutual inductances of different coil geometries can be found, e. g., in
[8, 16, 17, 18, 19]. The equations in the references are either derived by empirical
studies or by using different approximation techniques and are mostly concerning
simple geometries and orientations. Consequently, the applicability is restricted to
rough estimations for initial system design purposes. In addition, no closed-form
mutual inductance extraction technique is known for spiral coils with arbitrary
reciprocal orientation.
The application of analytical methods becomes even less feasible if frequency-
dependent eddy-current losses which are causing skin and proximity effects cannot
be neglected. This is especially the case when the efficiency of the overall sys-
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tem behavior has to be maximized. Furthermore, the capacitive couplings of the
conductors are traditionally not included in the analytical expressions.
In order to provide a design alternative to a development approach by means
of measurements, numerical antenna design tools which are based on a discrete
formulation of the Maxwell’s equations are suggested. An adequate numerical
method should be able to compute the near-field coupling of arbitrary 3D an-
tenna structures with an accurate loss determination and a fast simulation time
allowing for spatial parameter sweeps. Preferably, a network description based on
the transformer concept should be obtained and a sensitivity analysis could allow
the examination of parameter tolerances on the system. If quasi-stationary assump-
tions of the Maxwell’s equations can simplify the calculations, they are preferred
over full wave analysis because radiation effects can be neglected in most cases.
A comparison of different numerical methods to solve Electromagnetic (EM)
problems can be found in [20, 21] for instance. From a technical point of view there
exist two inherently different approaches for simulating EM problems. In particular,
a distinction can be made into methods either discretizing the full volume or just
the individual materials located in the considered calculation domain.
The former methods are mainly based on the differential form of the Maxwell’s
equations and discretize the computational domain into elementary volume cells
in which the underlying equations are fulfilled in a local sense. This leads to
sparse matrix formulations, because the cells are only coupled with their neigh-
bors. Since each elementary cell may have different material properties, these
numerical methods are very flexible and thus being suitable for a wide range of
applications. Two exemplary methods of this class of approaches are the Finite
Element Method (FEM), (cf. [22]) and the Finite Integration Technique (FIT) [23].
Contrary to this, the latter methods are based on integral equations which are
deduced from the Maxwell’s equations. By using the Green’s function method, the
EM problem is solved by a superposition of elementary solutions which are auto-
matically fulfilling open boundary conditions. In the general context of the Method
of Moments (MoM) [24], a typical integral equation based method in electrody-
namics is the Boundary Element Method (BEM) [25], in which only the surfaces of
the homogeneous materials are discretized.
The properties of integral equation based methods are often advantageous for
open problems with large regions of free space as is often the case in antenna or
scattering problems. For these problems, a much smaller system matrix compared
to the FEM or FIT is obtained. Thus, the simulation time can be substantially re-
duced although the matrices are dense due to the coupling of all elements with each
other. A further reduction of the simulation time can be achieved by using special-
ized matrix compression techniques such as the Fast Multipole Method (FMM). The
main drawback of integral equation methods is the difficulty to handle inhomoge-
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neous, nonlinear or anisotropic material distributions, thus lowering the generality
of these methods.
In the case of interconnection structures, a specific realization of the MoM is
the Partial Element Equivalent Circuit (PEEC) method [26] which is based on the
Mixed Potential Integral Equation (MPIE). The PEEC method naturally transforms
the electromagnetic field problem into an equivalent RLC network representation
by using piecewise constant basis and testing functions. The obtained partial circuit
elements are connected according to Kirchhoff’s current and voltage laws and can
be analyzed via circuit solving packages such as SPICE.
The PEEC method is particularly suitable for the simulation of IPT antenna sys-
tems for several reasons. First of all, real world IPT antenna systems are generally
located in non-bounded space and the proportion of free space compared to the
occurring materials especially the conductors is generally very high. This makes in-
tegral equation based methods beneficial as mentioned before. Second, because of
the typically utilized medium-range frequencies in IPT systems, quasi-stationary as-
sumptions are favorable. These assumptions are traditionally fulfilled by the PEEC
method. Third, eventually occurring eddy-current losses can be accounted for by
a volume discretization of the conductors. The network character of the PEEC
method is an additional benefit because the external circuitry can be considered
in a natural way. Two further inherent properties of the PEEC method allow for
speeding up the simulations by reducing unknowns. This includes a pre-limiting of
the elements to the estimated current direction on the one hand and a building of
the cells with high aspect ratios on the other hand. More details about the PEEC
method and the specialized mesh settings will be presented in later chapters.
Besides the mentioned advantages, some limitations of the PEEC method should
not be concealed. If the spatial domain is filled with large objects of conducting,
dielectric or magnetic material in which a 3D discretization must be set up, the
system size increases dramatically and some of the aforementioned advantages
over sparse matrix methods are lost. Nevertheless, the PEEC method will be used
throughout this work whereas the numerical results are compared with FEM results
as well as measurements.
Although a number of commercial and non-commercial PEEC tools such as CST
PCB STUDIO™ [27] or FastHenry [28] are available, a specialized PEEC solver has
been developed in the course of this work in order to enable flexibility in terms of
mesh generation and integral evaluation. Developing a specialized code allows, in
particular, to combine different mesh settings and quasi-stationary solver setups.
This is advantageous for extracting reduced network models which can be used to
characterize the IPT antenna system. In addition, a sensitivity analysis has been
implemented in order to quantify the influence of parameter tolerances on the
system behavior.
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1.4 Outline of the Thesis
This thesis is structured as follows. In chapter 2, the fundamental concepts of
classical electrodynamics which are needed for the following chapters are briefly
presented. The chapter focuses on the quasi-stationary field approximations, since
these assumptions simplify the complexity of the underlying equations and provide
good approximations for IPT systems. In order to gain a better insight into the
inductive and capacitive effects from an energetic point of view and to consequently
use both effects in a common analysis, a new Lorenz-Quasi-Static (LQS) approach is
derived which closes the gap between full-wave analysis and the commonly known
Electro-Quasi-Static (EQS) and Magneto-Quasi-Static (MQS) formulations.
In chapter 3, the necessary concepts for IPT antenna systems are presented. Be-
sides the physical relevant fundamentals which are illustrated for a circular loop
antenna, important design factors such as different quality factor definitions are
presented. Afterwards, the system design is analyzed in terms of an equivalent net-
work description with focus on the extraction of reduced antenna models and the
optimization of the overall system behavior in terms of efficiency.
In chapter 4, the PEEC method is derived in frequency domain using a slightly
different notation compared to the standard work [26] in order to account for
the different quasi-stationary assumptions considered in this work. Throughout
the derivation of the method, the particularities concerning the modeling of IPT
systems are highlighted. Especially the mesh settings that differ for the induc-
tive and capacitive meshes as well as for self-impedance and mutual inductance
computations are discussed.
In chapter 5, the adjoint sensitivity analysis is reviewed and the applicability to
the PEEC method is shown. A technique for optimizing the method for skin-effect
problems is proposed.
In chapter 6, numerical results of the PEEC method are presented for an indi-
vidual conductor, a single coil as well as for an IPT coil system consisting of an
RFID reader single-turn and a transponder multi-turn coil. In order to verify and
validate the results, comparisons with exact analytical expressions, numerical FEM
simulations as well as measurements are presented. It will be demonstrated that
for the coil design, PEEC simulations can be performed within seconds to minutes
whereas comparable FEM simulations may last hours to days. Furthermore, a fast
mutual inductance computation based on a coarse PEEC mesh allows for precisely
forecasting the powering range of arbitrary 3D IPT antenna arrangements within a
few milliseconds.
A summary recapitulates the main results of this work as well as it provides a
short outlook to further studies.
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2 Classical Electrodynamics
In this chapter, a few aspects of the classical electrodynamic field theory are reviewed
in order to introduce the fundamental concepts which are needed for the subsequent
chapters. Starting with the Maxwell’s equations, the electric scalar potential as well
as the magnetic vector potential are introduced and the resulting wave equations are
derived. Then, the quasi-stationary approximations are discussed. In this context, a
new LQS formulation which is based on the potentials is derived and its compatibility
with standard formulations is shown. Solutions to the full-wave as well as quasi-
stationary formulations are given by means of the Green’s function method and an
integral equation formulation required by the PEEC method is presented. The last
section concentrates on the definitions of the resistance, inductance, capacitance and
impedance which are of importance for the network description employed in later
chapters.
2.1 Maxwell’s Equations
Electromagnetic (EM) field problems are described by Maxwell’s equations which









div ~D = ̺
div ~B = 0
Frequency domain:
curl ~E = − jω~B (2.1a)
curl ~H = jω~D+ ~J (2.1b)
div ~D = ̺ (2.1c)
div ~B = 0. (2.1d)
In frequency domain, the time derivatives ∂/∂ t are replaced by the factor jω with
j being the imaginary unit and ω the angular frequency, respectively. In order to
distinguish between time- and frequency-domain formulations, the complex am-
plitudes are denoted by underlined symbols. The following derivations will be
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performed in time domain in order to preserve generality. The frequency domain
will be used whenever it is convenient for the analysis. For better readability, the
explicit dependencies on space ~r , time t and frequency ω are omitted except it is
stated otherwise.
The vector fields appearing in (2.1) are the electric field strength ~E(~r , t), the
electric flux density ~D(~r , t), the magnetic field strength ~H(~r , t) and the magnetic
flux density ~B(~r , t), respectively. The sources are specified by the electric current
density ~J(~r , t) and the electric charge density ̺(~r , t). The electric and magnetic
field strengths and fluxes are linked by the constitutive equations




~B− ~M . (2.2b)
The material constants ǫ0 and µ0 are the permittivity and permeability of the free
space while ~P(~r , t, ~E) denotes the polarization and ~M(~r, t, ~B) the magnetization of
the medium, respectively. These vector fields describe the macroscopic behavior of
the physical effects inside the materials, generally depending on the electric field
strength or magnetic flux density. In the following, the polarization and magneti-
zation are treated as electromagnetic source fields in addition to the usual currents
and charges. When solving a specific type of problem, the dependence of these
quantities on the fields must be regarded in the resulting set of equations.
2.2 Scalar Electric and Vector Magnetic Potentials
Following the usual derivation in standard text books (s. [29] for example), it is
convenient to express the electric field strength and the magnetic flux density by a
scalar electric potential Φ(~r , t) and a magnetic vector potential ~A(~r , t) as





By the introduction of the potentials, the two Maxwell’s equations (2.1a) and
(2.1d) are satisfied implicitly because of the vector identities div curl ~F = 0 and
curl grad ~F = 0 being valid for any vector field ~F . The potentials allow for convert-
ing the original system of coupled partial differential equations into a smaller one
with higher order that still satisfies Maxwell’s equations.
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By using the potentials it is possible to set up two coupled differential equations
by successively substituting (2.3b) and (2.2a) into (2.1c) for the scalar and (2.3)




















with c0 = 1/
p
ǫ0µ0 being the speed of light in vacuum. In (2.4), the following
abbreviations have been introduced
̺tot = ̺+̺
P, ~Jtot = ~J + ~J
P + ~J M, (2.5a)
where the polarization charge density ̺P(~r , t, ~E), the polarization current density
~J P(~r, t, ~E) and the magnetization current density ~J M(~r , t, ~B) are defined as




, Polarization current density, (2.5c)
~J M = curl ~M , Magnetization current density. (2.5d)
In (2.5a), the subscripts “tot” indicate the total charge and current densities in-
duced by polarization and magnetization effects as well as those impressed by
external sources.
The choice of the potentials in (2.3) is not unique. In particular, the divergence
of ~A can be chosen arbitrarily. A commonly gauging (fixing) for the vector potential
~A is the so-called Lorenz gauge
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Equations (2.7) describe a system of inhomogeneous wave equations which are
coupled via the Lorenz gauge in (2.6) or, alternatively, via the continuity equation.
This can be verified by applying the Laplace operator to (2.6), using the vector
identity ∆div ~A = div∆ ~A, inserting (2.7), rearranging terms and inserting (2.6)




̺tot = 0. (2.8a)
By using the definitions of (2.5), the continuity equation can be extended to the





div ~J P +
∂
∂ t
̺P = 0, (2.8c)
div ~J M = 0. (2.8d)
Using the scalar and vector potentials, the electromagnetic field problem is com-
pletely described by the wave equations (2.7) and the continuity equation (2.8a).
The electric and magnetic fields may be computed from the potentials by means
of (2.3) and (2.2). A general solution of the wave equations via the Green’s func-
tion method will be presented in section 2.5. It should be mentioned that different
gauges for the vector potential ~A may result in different solutions of the potentials
but do not affect the solutions for the electric and magnetic fields.
2.3 Constitutive Equations
In the last section, the polarization and the magnetization ~P and ~M have been
treated as source terms although they are, generally, time-variant, frequency de-
pendent, non-linear as well as non-isotropic functions of ~E and ~B, respectively.
Because a modeling of such a general material behavior is typically difficult to
handle, the following considerations are restricted to materials with linear, time-
invariant and isotropic behavior. These materials are focused on in the following
subsections by deriving more detailed expressions.
2.3.1 Dielectric Materials
For linear, time-invariant, non-dispersive and isotropic media, the dependence of
the polarization vector ~P on the electric field strength can be expressed by a single
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scalar quantity which is either its relative permittivity ǫr(~r) or total permittivity
ǫ(~r) = ǫ0 ǫr(~r) according to
~P = (ǫ− ǫ0)~E = ǫ0(ǫr − 1)~E. (2.9)
When this definition is substituted in (2.2a), the well-known expression for the
electric flux density is obtained:
~D = ǫ0~E + ~P = ǫ0ǫr~E. (2.10)
Surface Polarization Charge
It can be shown that for piecewise homogeneous dielectrics, polarization charges
can exist only on the surfaces of the materials.1 This is an important matter of fact
because the complexity of the EM problem can be reduced by restricting the charges
on boundaries. Surface polarization charges are often called bounded charges
in contrast to the charges inside of the conductors which are also known as free
charges.
For proving the above mentioned statement, the polarization charge density










By using the vector relation div(Θ~F) = Θdiv ~F + ~F · gradΘ for two arbitrary scalar-
and vector fields Θ and ~F , the above equation can be rearranged while substituting
div(ǫ0~E) = ̺+̺






~E · gradǫr(~r). (2.11b)
For every ~r located inside a homogeneous dielectric material which can be charac-
terized by a constant ǫr, both terms in the right hand side of (2.11b) vanish. The
first one because the free charge density ̺ inside the dielectric material is zero
and the second one because ǫr is constant. Thus, the polarization charge can only
be located at the surfaces of the dielectric regions where the discontinuity of the
dielectric material has a non-vanishing gradient in (2.11b).
1 Materials that are specifically doped with a volume charge density are not covered by this
discussion.
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Complex Permittivity
Losses inside a dielectric material, e. g., due to a nonzero conductivity, can be ac-
counted for in the frequency domain by combining the current density and the
displacement current density of (2.1b) to a complex permittivity ǫ = ǫ+κ/( jω). A
commonly used formulation for the relative complex permittivity is
ǫr = ǫr (1− j tanδ), (2.12)
in which tanδ is the loss tangent of the material. In general, ǫr as well as tanδ are
frequency dependent.
2.3.2 Magnetic Materials
The derivations of the last section can be similarly applied to the case of magnetic
materials. Equivalently to the above, for linear, time-invariant, non-dispersive and
isotropic media, the magnetization can be expressed by a scalar permeability factor
~M = (µr − 1) ~H , (2.13)
which is given either by its relative permeability µr(~r) or by the total permeability
µ(~r) = µ0 µr(~r). Inserting (2.13) into (2.2b) yields the constitutive relation for
magnetic fields:
~B = µ0µr ~H. (2.14)
Surface Magnetization Current
Assuming that neither a conducting current nor a displacement current density ex-
ist inside a piecewise homogeneous magnetic material, the magnetization current
is limited to the boundary surface of the material. In order to prove this statement,
the magnetization current density is written as a function of the magnetic field in-
tensity as well as the relative permeability by inserting (2.13) into (2.5d) and using
the vector relation curl (Θ~F ) = Θ curl ~F − ~F × gradΘ which results in
~J M = [µr(~r)− 1] curl ~H − ~H × gradµr(~r). (2.15)
It can be seen that for constant µr, the gradient in the last term of (2.15) is iden-
tically zero. The first term vanishes in the trivial case µr = 1 or if curl ~H = 0. In
(2.1b), the curl of ~H is composed of two parts; the conducting current density ~J
and the displacement current density ∂~D/∂ t. If both of them vanish, e. g. for a
magnetic material with zero conductivity and for static fields, only a surface mag-
netization current is present. In all other cases, however, the magnetization current
density does not vanish inside the magnetic material.
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2.3.3 Charge Density Inside Conductors
In this section, it will be shown that the charge density inside homogeneous con-
ductors with a sufficiently high conductivity can be assumed to be zero for almost
any practical application. This knowledge can be used in a numerical method to a
priori limit the unknown charges to the surfaces of the conductors. The derivation
is similar to the preceding sections although the form of the equation is slightly
different. The current density in conductors is given by Ohm’s law
~J = κ~E, (2.16)
where κ(~r) is the electric conductivity of the material. The continuity equation
(2.8b), using (2.16), (2.10) and (2.1c) can be written as


















For any point ~r inside a homogeneous conductor with constant κ and ǫ, the gra-
dient in the last term of (2.17a) vanishes. Furthermore, the charge density ̺ in






̺ = 0, ⇒ ̺(~r , t) = ̺(~r , t0) e−(κ/ǫ) t . (2.18)
From this equation it is obvious that a given initial charge distribution ̺(~r, t0) at
t = t0 will decay exponentially with the relaxation time τe = ǫ/κ. As an example,
a conductor made of copper has a relaxation time of about τe = 1.5 10
-19 s. If
this time is much smaller than the rise time of the investigated signal, the volume
charge density can be neglected. On the surface of the conductors, the gradient in
(2.17a) differs from zero and contributes to a surface charge density σ(~r, t).
2.4 Quasi-stationary Approximations
Physics based approximations to the full set of Maxwell’s equations are widely used
for static or low frequency problems in which the wave character does not signif-
icantly influence the overall system behavior. Such approximations are beneficial
because the complexity of the underlying set of equations can be reduced. The spe-
cific approximation type is selected by either engineering expertise or some rules of
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thumb which predict its range of validity. The common way is to validate the result
obtained by using the approximate formulation with a full-wave reference solution
or, alternatively, with measurements.
The approach used in this work is different, as two different low frequency ap-
proximations are applied simultaneously. This allows for a deduction of the physi-
cal relevant properties of the system. In the following, two low frequency approxi-
mations are systematically derived. An algorithm to combine the two formulations
will be discussed in section 3.3.2.
Approximations of Maxwellt’s equations for slowly time varying fields are re-
ferred to as quasi-stationary assumptions. These formulations share the property
of neglecting radiation and retardation effects in the underlying Maxwell’s equa-
tions. This is motivated by the fact that radiation and retardation are physically
not relevant at low- and medium frequencies. Thus, neglecting them does not af-
fect the accuracy of the solution while typically leading to a simplified set of field
equations compared to the full set of Maxwell’s equations. The traditional way
to obtain such low frequency approximations is to either neglect the magnetic in-
duction term ∂~B/∂ t in (2.1a) or the displacement current density ∂~D/∂ t in (2.1b)
leading to the Electro-Quasi-Static (EQS) and Magneto-Quasi-Static (MQS) formu-
lations, respectively, e. g. [30, 31]. Both approximations do not contain radiation
effects; EQS is used for applications with dominating capacitive effects while MQS
describes applications with dominating inductive effects.
It is, however, sometimes necessary to consider both, inductive and capacitive
effects, e. g. when analyzing the Self-Resonant Frequency (SRF) of an inductor.
This behavior can be captured by neither EQS nor MQS because in the first case
the magnetic energy is non-existent while in the latter case the electric energy,
respectively [32]. In order to overcome this situation, the common alternative
is to apply a full-wave approach which could be unnecessarily complicated since
radiation is still negligible for electrically small antennas.
This example motivates to search for a further refinement of the quasi-stationary
approximations. The contributions [32, 33, 34, 35, 36] discuss the topic more de-
tailed and share the same key idea which is basically not to neglect the whole
displacement current of (2.1b) but only a fraction of it. By doing so, a more ac-
curate approximation than EQS and MQS is obtained which can capture capacitive
and inductive behavior simultaneously. In fact, using an appropriate decomposi-
tion of the electric field, a whole hierarchy of low frequency approximations can
be thought of. For this purpose, a series representation of the fields is used in
[32, 33, 37], while the formulation presented in [34, 36] decomposes the electric
field strength ~E and the electric flux density ~D into two parts each, the irrotational
(curl-free) and solenoidal (divergence-free) one. Due to the Helmholtz’s theorem,
this decomposition is unique when assuming that the fields are sufficiently smooth
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and rapidly decaying at infinity. Followed by that, the approximation to the full
set of the Maxwell’s equations is to neglect the solenoidal part of the displacement
current in (2.1b).2
Due to the uniqueness of the field decomposition, the methodology works in-
dependently of the definition of the potentials from section 2.2. Whenever the
potentials of (2.3) are used to describe the EM system, the above decomposition
scheme naturally uses the Coulomb gauge div ~A= 0. This is because the Coulomb
gauge identically maps the electric field of (2.3b) into its irrotational and solenoidal
parts because of curl gradΦ = 0. In this gauge, the free-space potential equations











As desired, these equations do not show radiation effects in contrast to the wave
equations (2.7) due to the missing terms with the double differentiation in time.
However, the drawback of the above formulation is the fact that the last term of the
right hand side of (2.19b) can be interpreted as an additional current part3 which
is generally not restricted to the conducting regions in contrast to the conduction
current density ~J .
This term complicates the EM problem formulation especially for numerical
methods based on integral equations which use currents and charges as the un-
knowns. This is because a discretization of the full spatial domain instead of the
material regions only is required.4 This is typically bypassed by letting c0 →∞ in
(2.19b) which leads to the standard magneto-static and MQS expression for the
vector potential.5 It should be noted that the same result could have been reached
by letting c0 → ∞ in (2.7). However, implying an infinite speed of light formally
requires either ǫ0 or µ0 to be equal to zero because of c0 = 1/
p
ǫ0µ0 [32].
In order to obtain a better understanding of the underlying system of equations,
it is aimed in this section to find a new approximative formulation of the Maxwell’s
2 In the context of interacting charged particles in free space, this methodology is also known as
Darwin formulation introduced in 1920 [38], (s. also [35] and the references therein). In [36]
it is stated that the incorporation of the irrotational part of the displacement current only has
first been proposed by Clausius in between 1875 and 1877.
3 More specifically, it is a part of the displacement current density.
4 Assuming that no Green’s function accounting for the grad∂Φ/∂ t term is known to solve (2.19).
5 The system (2.19) still differs from the static or MQS cases because of the continuity equation
(2.8b).
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equations that should maintain the property of neglecting the radiation and in ad-
dition should be consistent with a new basic system of equations. The formulation
should be able to capture capacitive and inductive effects according to the above
mentioned formulation but should not include the additional current part in the
right hand side of (2.19b) which is generally nonzero in the whole spatial domain.
It will turn out that a solution can be found via a similar decomposition scheme
of ~E and ~D as in the Helmholtz decomposition. The difference of the approach
presented here is the fact that the decomposition is no longer defined by the irrota-
tional and solenoidal parts but instead is only determined by the potentials Φ and
~A. This of course limits the applicability of the new formulation to mathematical
techniques which are based on the potentials.
Explicit use will be made of the Lorenz gauge (2.6) which releases the property
of the originally divergence-free part of the electric field in the above formulation
based on the Helmholtz decomposition. It should be mentioned that in contrast
to the full set of the Maxwell’s equations which are invariant to a gauge transfor-
mation, this is generally no longer valid for the quasi-stationary approximations
when the decomposition of the electric field depends on the potentials themselves.
Due to the specific choice of the decomposition by means of the Lorenz gauge, the
new system necessitates a further approximation w. r. t. the Coulomb gauge which
generally reduces the range of applicability.
The new formulation will be named Lorenz-Quasi-Static (LQS) in order to ac-
count for the difference to the aforementioned formulation in which the Coulomb
gauge is applied. In the following subsections, the LQS formulation will be derived.
Followed by that, the standard MQS approximation will shortly be reviewed. Both
formulations result in two different basic sets of equations and are both needed for
the following chapters which will focus on IPT systems and on the PEEC method.
It will be seen that the two models distinguish each other only in minor parts of
the PEEC solver and can therefore be implemented with small code changes only.
The main advantage of using the two formulations is the fact that by simulating
both systems, physical relevant parameters that are needed for the macromodels
such as inductances and capacitances can be extracted by comparing the results.
Application of this approach enables an easy and physically motivated parameter
extraction for reduced circuit models.
2.4.1 Lorenz-Quasi-Static Formulation
This section systematically derives the decomposition of the electric field quantities
into quasi-static and induced parts. The aim is to identify the retardation parts of
(2.7) with double differentiation in time that are responsible for the radiation in
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the Maxwell’s equations. For this reason, these terms are brought to the right hand



















where in (2.20a), the Lorenz gauge (2.6) has been substituted. It is seen that if
∂~A/∂ t would be zero in both equations, the radiation would have vanished. In
order to find an approximated version of the Maxwell’s equations that does not
include the ∂~A/∂ t term in (2.20), it is necessary to decompose the electric field




= ~E0 + ~Ei, (2.21a)
with introducing




, Induced electric field strength. (2.21c)
Because the decomposition scheme via ~E0 and ~Ei will be used in the new LQS
formulation, it is obvious that this scheme cannot be used without the introduction
of the potentials. When comparing (2.20) and (2.21), ~Ei is found to be responsible
for the radiation terms in (2.20). Due to the assumed linearity of the materials,
a subsequent decomposition of ~P, ~D, ̺ and ̺P is obtained in a straightforward
manner as
~D = ǫ0~E0 +
~P0︷ ︸︸ ︷




(ǫ− ǫ0)~Ei︸ ︷︷ ︸
~Di
, (2.22a)
̺ = divǫ0~E0 +
−̺P
0︷ ︸︸ ︷




div ~Pi︸ ︷︷ ︸
̺i
. (2.22b)
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Equations (2.22) show that both ~D and ̺ are composed of multiple parts each in
general. If the whole space is composed of homogeneous material ǫ0, no polariza-
tion exists and the above equations simplify.
With the above decomposition scheme (2.21) and (2.22) it is now possible
to write the new Lorenz-Quasi-Static (LQS) set of equations that approximate









div ~D0 = ̺ (2.23c)
div ~B = 0, (2.23d)
where only the quasi-static part of the displacement current is incorporated in
(2.23b). The induced part of (2.22a) has been neglected. In addition, those charges
belonging to the induced part of the electric flux density are not accounted for, from
which follows (2.23c). It should be mentioned that (2.22b) is no longer valid for
the approximated set of equations in (2.23). Instead, the new system of underlying
equations (2.23) is completed by
~E = −gradΦ− ∂
~A
∂ t




~D = ~D0 + ǫ~Ei, ~D0 = ǫ~E0 = ǫ0~E0 + ~P0, ̺










− ~M , ~J M = curl ~M , (2.23g)
~J = κ~E. (2.23h)
When using the new set of equations (2.23), following the procedure of section 2.2





∆ ~A=−µ0 ~Jtot, (2.24b)
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where the currents and charges are abbreviated as before with
̺tot = ̺+̺
P, (2.24c)
~Jtot = ~J + ~J
P + ~J M. (2.24d)
The continuity equation (2.8) remains unchanged. As desired, equations (2.24) ful-
fill the quasi-stationary condition because the parts causing radiation do no longer
exist.
In contrast to the formulations in [34, eq. (42)] and [35, eq. (24)], the additional
current part composed of gradΦ is not existent in the new formulation as desired.
This has been achieved by applying the different gauge and additionally neglecting
the induced charge density in (2.23c). In the formulation based on the Helmholtz
decomposition and the Coulomb gauge, this charge density is zero by definition
as it belongs to the induced electric flux density which is divergence-free.6 Conse-
quently, the LQS formulation is more approximative.
As already suggested before, the derived equations (2.24) are not new in terms
of practical applicability because the same result is also obtained by letting c0 ap-
proach infinity in (2.7).7 Often, this approximation is referred to as the Quasi-Static
(QS) [39, 40] or the Electro-Magneto-Quasi-Static (EMQS) regime in [41, 42]. The
benefit that comes along with the new LQS formulation is a better understanding
and a deeper insight into the underlying set of equations (2.23) which can be
illustrated by a simple example:
When analyzing the new set of equations, it is possible to additionally neglect
the polarization part of the displacement current which changes (2.23b) to
curl ~H = ǫ0
∂ ~E0
∂ t
+ ~J . (2.25)
This new approximation is useful for low-frequency systems including dielectrics
because as a consequence of (2.25), the polarization current density ~J P is no
longer present in (2.24d) and the dielectric influence is only incorporated in the
system via ̺P. One of the main advantages of this formulation is the fact that
the electric part of the system is fully compatible with electrostatic solvers because
the electric potential in (2.24a) reacts instantaneously to a change of the charge
density. This allows the application of standard methods for electrostatic problems
6 This is not necessarily the case in inhomogeneous medium where generally not both ~Ei and ~Di
are solenoidal.
7 This should not be confounded with the static case because the continuity equation (2.8) still
couples both equations.
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such as the Equivalent Charge Formulation (ECF) for piecewise homogeneous di-
electrics [43] or the method of images [44] for a two-layer substrate. In addition,
meshing techniques and other findings of the electrostatic MoM technique can be
used. The only difference to the static case is the coupling with the magnetic part
of the system via the continuity equation (2.8). Sometimes this technique is also
referred to as a coupling of MoM and PEEC as in [45] which is shown here to be
covered by the LQS formulation.
The magnetic part on the other hand differs from the MQS formulation in the
presence of magnetic material. This is due to the current part ~J M of (2.24d) that is
of volumetric nature in general. As already shown in (2.15), the magnetization cur-
rent is not restricted to the surfaces of homogeneous materials even if the magnetic
material has zero conductivity. This is due to the part of the displacement current
that has not been neglected in (2.23b) which is different to the MQS case where
the total displacement current is being neglected. Despite of this fact, it might be
legitimate to neglect the magnetization volume current and to use a surface mag-
netization current only as the gain of simulation speed outweighs the decreased
accuracy of the results.
To the end of this section, a few hints about the range of validity will be pre-
sented. The general condition is that the influence of the retardation terms that
have been neglected has to be very small [33]. An exact equation is generally very
difficult to determine and a rule of thumb is given by [34]
ωmax ≪
c0




where max|~r −~r ′| indicates the maximum distance of two points inside the spatial
domain and λmin = c0/ fmax is the minimum wavelength.
8 In the case of linear ma-
terials involved, the speed of light in (2.26) can be replaced by the lowest medium
speed of light of the considered materials. More investigations about the range of
validity can be found in [31, 32].
2.4.2 Magneto-Quasi-Static Formulation
In this section, the equations of the MQS formulation are derived. In this approx-
imation, the complete displacement current ∂~D/∂ t in (2.23b) is neglected which
results in Ampere’s law
curl ~H = ~J . (2.27)
8 Equation (2.26) can be derived by comparing the Green’s functions of (2.32).
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Repeating the formulation of the magnetic vector potential by substituting (2.3a)
and (2.2b) in (2.27) yields
∆ ~A= µ0 ~Jtot, (2.28a)
where the total current density is composed of two parts in this case according to
~Jtot = ~J + ~J
M. (2.28b)
The above equation (2.28) is derived by using the Coulomb gauge div ~A = 0. The
MQS continuity equation is directly obtained by (2.27) as
div ~J = 0. (2.29)
2.5 Green’s Function Method
In this section, solutions to the potential equations will be given by means of the
Green’s function method. The Green’s function can be regarded as representing a
solution of the underlying inhomogeneous linear differential equation for a point
source whereas the solution to an arbitrary source is given in form of an integral
equation. In order to present the solutions to the potentials by means of the Green’s
function, the wave equations (2.7) and their LQS and MQS counterparts (2.24) and
(2.28) are repeated in frequency domain as
Full-wave:












∆ ~A=−µ0 ~J tot,
MQS:
(2.30a)
∆ ~A= −µ0 ~J tot, (2.30b)






















9 In contrast to (2.24d), the total current density of the LQS model does not include the polariza-
tion current density. This is due to the fact that the polarization displacement current according
to (2.25) is additionally neglected.
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The left parts of (2.30a) and (2.30b) are differential equations of Helmholtz type
whereas the two right parts are of Poisson type, respectively. The solution to the
above equations can be found by means of the Green’s function which is formulated
in frequency domain in case of free space with ǫ0 and µ0 as
Full-wave:





|~r −~r ′| ,
LQS and MQS:




|~r −~r ′| , (2.32)
with ~r being the observation and ~r ′ the source point. The left part of (2.32) cor-
responds to the Helmholtz equation and is a complex valued function because the
retardation is transformed to a phase term in the frequency domain. The right
part complies with the Poisson equation and does not incorporate the phase term
as it reacts instantaneously to the sources for the entire space. In order to unify
the following equations, the synonym G(~r ,~r ′) describes the general Green’s func-
tion and must be substituted by either G(~r ,~r ′) or Gˆ(~r ,~r ′) depending on whether
the full-wave solution or the LQS counterpart is used. It should be noted that the
above Green’s functions of free space can still be applied if dielectric and mag-
netic materials are accounted for by polarization and magnetization charges and
currents.
The Green’s function methodology allows for formulating the solution of the













′)G(~r ,~r ′)dV ′, (2.33b)
in which dV ′ indicates the volume integration over the source vector ~r ′ located
inside the volume V ′. By means of (2.33), the potentials can be computed when
the charge and current densities are known.
2.6 Mixed Potential Integral Equation
This section will lead to an integral equation based formulation of an EM inter-
connection system composed of conducting wires such as sketched in Figure 2.1.







Figure 2.1.: Excerpt of an intercon-
nection structure where both the
source point ~r ′ and the observa-
tion point ~r are located inside the
conductor.
The basic idea is to express the electric field inside the conductors with Ohm’s
law (2.16) as a function of the potentials (2.3b) which are in turn substituted by
the charges and currents (2.33). Combining this with the continuity equation, the















(~r ′)G(~r ,~r ′)dV ′ = Φ(~r), (2.34b)
div ~J tot(~r) + jω̺ tot
(~r) = 0. (2.34c)
Since both potentials Φ an ~A are used in the same equation (2.34a), this method-
ology is called Mixed Potential Integral Equation (MPIE). Instead of MPIE, some
contributions use the wording Electric Field Integral Equation (EFIE) as a synonym.
In (2.34), the charges, currents and potentials are the state variables rather than
the field quantities. A MoM conform discretization of this system will build the base
for the PEEC formulation in chapter 4. This can already be guessed by identifying
a resistive term in the first term of (2.34a), an inductive in the second term of
(2.34a) as well as a capacitive part in (2.34b). It will be shown in chapter 4 that
(2.34a) and (2.34b) can be transformed to the Kirchhoff’s Voltage Law (KVL) and
(2.34c) to the Kirchhoff’s Current Law (KCL), respectively.
If the particular problem does not include any dielectric or magnetic materials, it
follows that ~J tot = ~J and ̺ tot = ̺ and the above system (2.34) describes the elec-
tromagnetic behavior completely. Otherwise, the dependencies of the additional
current and charge parts on the electric and magnetic fields must be incorporated
and solved simultaneously.
If the MQS system is regarded, (2.34c) changes to div ~J tot = 0 and (2.34b) is no
longer needed because the charges are not coupled with the currents via (2.34c).
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The charges do generally not need to be regarded in MQS systems as they do not
influence the physical behavior [31].
2.7 Poynting’s Theorem
In this section, the network elements resistance, inductance and capacitance are
defined in the most general way. These definitions are important for the PEEC
method (s. chapter 4) since the circuit elements will be recognized in a modified,
discrete form. As a consequence, the network elements will be called partial net-
work elements in the PEEC method. A practicable way to define the resistance,
inductance and capacitance is via the different parts of the energy that exist in
every non-trivial EM system.
The identification of the different parts of energy can be achieved by using Poynt-












~B · ~H︸ ︷︷ ︸
wm

= −div  ~E × ~H︸ ︷︷ ︸
~S
− ~E · ~J . (2.35)
This equation is obtained by building the divergence of ~E× ~H, using the vector rela-
tion div (~E × ~H) = ~H · curl ~E − ~E · curl ~H , substituting (2.1a) and (2.1b) and making
use of the identities 2 ~E ·∂/∂ t~D = ∂/∂ t(~E · ~D) and 2 ~H ·∂/∂ t~B = ∂/∂ t(~B · ~H) that
are valid for linear and isotropic materials. In (2.35), the abbreviated quantities are
the electric energy density we, the magnetic energy density wm and the Poynting
vector ~S(~r, t). The equation can be interpreted as an energy conservation law:
The change of the energy density being stored in the electric and magnetic fields
can be accounted for by the two parts in the right hand side of (2.35). The first
one describes the electromagnetic energy flow characterized by the Poynting vector
whereas the second term represents dissipation in form of Joule heating. By inte-
grating (2.35) over a specific volume V , the electric energy We, magnetic energy











~H · ~B dV, Pl =
∫
V
~E · ~J dV. (2.36)
The three parts of the above equation can be used to derive definitions for the
resistance, inductance and capacitance, which will be focused on in the following
three subsections.
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2.7.1 Definition of Resistance
In order to derive an expression for the resistance, a conductor with the volume
V but not necessarily uniform cross section A and the conductivity κ > 0 needs
to be defined according to Figure 2.2. The integral of the current density over an
arbitrary cross section yields the total current I =
∫
~J ·d~A which is regarded as the
excitation of the system. In this case, the resistance R of the conductor is given by
the losses Pl of (2.36) normalized to the square of the total current which can be
expressed as






Figure 2.2.: Conductor with an
arbitrary volume
Substituting Pl of (2.36) and the electric field by









If the cross section and the conductivity do not
change with the length l, the per-unit-length resis-
tance R′ can be introduced by replacing the volume












In the case of a homogeneous conductivity κ and current density |~J | = I/A which
is the case for stationary problems, the DC resistance RDC of a conductor with cross





2.7.2 Definition of Inductance
The most simple case to define an inductance L is again the single conductor setup
displayed in Figure 2.2 which is located in free space. The conductor is excited with
the current I . In this case, the inductance can be defined as the stored magnetic
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Combining this equation with the magnetic energy definition (2.36), the most gen-






~H · ~B dV. (2.42)
Since ~H and ~B are generally defined in the whole space, the above equation al-
lows for separating the integration volume into several regions. If the volume is
restricted to the interior of the conductor, the solution of (2.42) is called internal
inductance Lint. The other way around, the integral of the magnetic energy outside
the conductor is referred to as external inductance Lext. If the integration volume
is extended over the whole space, the related inductance is called total inductance.
There exists a different expression for the total inductance which is obtained by
substituting the magnetic flux density of the integral in (2.42) by ~B = curl ~A of
(2.3a) and applying the vector identity ~H · curl ~A= div (~A× ~H) + ~A · curl ~H for the
resulting expression. The volume integral over the first term div (~A× ~H) can be
converted via Gauss’ theorem to a surface integral which in turn can be shown to
vanish for an infinite surface, e. g. [30, p. 341]. In the second term, the substitution
of curl ~H = ~J can be applied for the stationary or MQS cases, from which the total






~A · ~J dV. (2.43)
Substituting the magnetic vector potential by the solution of free space (2.33b), the









~J(~r) · ~J(~r ′)
|~r −~r ′| dV
′ dV. (2.44)
Note that the volume integrations are now performed over the conducting region
only where the current density differs from zero. The separation of internal and
external inductance is no longer possible by this equation as it is based on the
magnetic energy stored in the whole space.
The extension to multi-conductor systems is straightforward and allows the in-










|~r −~r ′| dV
′ dV. (2.45)





Figure 2.3.: Visualization of the
inductance concept via magnetic
fluxes. The mutual inductance is
defined as themagnetic flux in the
secondary coil Ψ2 divided by the
primary current I1.
As can be seen from the above equation, Lmn = Lnm from which follows that an
introduced inductance matrix is symmetric. In addition, from (2.45) it can be
concluded that two currents which are flowing perpendicular to each other do not
share a mutual inductance.
For reasons of completeness it should be mentioned that it is also possible to
define a per-unit-length inductance as L′ = L/l for some 2D applications.
Inductances of closed loops
A further inductance definition which is based on the magnetic flux Ψ can be given
for closed current loops though this definition has more restrictions than the equa-
tions above. Validity is given only for closed conductor loops with neglected inter-
nal inductance Lint under MQS assumptions. For the derivation of the inductance
by means of the magnetic flux, in (2.42) a magnetic scalar potential for the non-
current-carrying regions is introduced. After some mathematical intermediate steps










in which A is the area bounded by the current loop. The above equation states that
the inductance is given by the magnetic flux through the coil area normalized to
the current through the conductor. It should be mentioned again that the internal
inductance Lint is not included in (2.46).
If the current loop is composed of Nturn windings, the inductance is increased
by the factor of N2turn. This matter of fact can be verified by evaluating (2.44) with
an Nturn-times higher current density but normalizing to the current of a single
winding only. This rule is exact only if all windings are positioned at the same
location. Especially for spiral coils this is no more than a rule of thumb since the
size of the turns decreases towards the interior of the coil.
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The extension to multi-inductor systems is visualized in Figure 2.3. By indexing
the different current loops via the subscript i, (2.46) can be written for the mutual










If m = n, the result of (2.47) is named self-inductance and is often written as Lm
instead of Lmm.
For some applications it is reasonable to normalize the mutual inductance by
the geometric mean value of the self-inductances, which results in the so-called





In case of a two coil arrangement, the coupling factor k is usually written without
subscripts and the mutual inductance is abbreviated with M . As can be seen from
(2.48), the absolute value of the coupling factor ranges in between 0 and 1 whereas
k = 0 is the case for zero coupling and k = 1 for two identical coils that are located
at the same spatial position and orientation.







Figure 2.4.: Charge density dis-
tributed in free space
According to the derivation of the resistance and in-
ductance, the basis for defining the capacitance is a
volume with an arbitrary charge density ̺(~r) dis-
tributed in free space. The total charge Q is given
by the volume integral over the charge density as
presented in Figure 2.4. According to the magnetic
case, the electric energy of (2.36) can be normal-











~E · ~D dV. (2.50)
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It will be seen that the coefficient of potential is the reciprocal value of the capaci-
tance if a conductor exists. Note that this is not necessarily the case here. According
to the magnetic energy from the last section, the total electric energy can be ex-
pressed in a different form under the conditions that static or EQS formulations are
valid, the reference potential Φ = 0 is at infinity and the integration is performed







which is achieved by inserting ~E = −gradΦ to the first part of (2.36) and using
the vector identity ~D · gradΦ = div (Φ ~D)− Φdiv ~D. The volume integral over the
first term div (Φ ~D) can be converted via Gauss’ theorem to the surface integral
which in turn can be shown to vanish for an infinite surface, e. g. [30, p. 114]. In
the second term, div ~D = ̺ can be substituted which allows for writing the total
electric energy according to (2.51). When replacing the potential in (2.51) by
the free space solution of (2.33a) and substituting the electric energy to (2.49), a



















Figure 2.5.: Charged conductor
in free space
In order to define a capacitance, the setup shown
in Figure 2.4 is modified in such a way that the
charged region is superposed by a conductor which
is raised to the constant potential Φ0 with the same
total charge Q as before (s. Figure 2.5). The volt-
age w. r. t. the reference potential is U = Φ0 because
the reference potential at infinity is zero by defini-
tion. For this conductor, the voltage rather than the
charge can be regarded as the source and normaliz-











~E · ~D dV. (2.54)
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Note that the definitions (2.49) to (2.52) still hold due to the charge density on the
conducting material. Because the potential is assumed to be constant inside and on
the surface of the conducting material, the expression of (2.51) can be simplified
to We = 1/2 U Q. This is because the potential Φ = U can be taken outside of the
integral and the remaining integral yields the total charge. Equaling the obtained
expression for the electric energy with the definitions in (2.49) and (2.53) results








which confirm the reciprocal relationship of the capacitance and the coefficient of
potential. The above equations in combination with (2.33a) allow for an alternative












in which ~ri is an arbitrary vector inside or on the surface of the conductor.
For multiconductor systems, two different types of capacitance matrices can be
derived, depending on whether the absolute potentials or voltages are referred to.
2.7.4 Definition of Impedance
In this subsection, the complex impedance of a one-port black box network is intro-
duced by evaluating the Poynting’s theorem in frequency domain.10 Repeating the
steps of (2.35) with ~E × ~H∗, integrating over the volume V and reordering terms



































in which all complex field quantities are written as Root Mean Square (RMS) val-
ues in order to avoid the scaling factor 1/2 and to be consistent with the energy
definitions of (2.36). In (2.57), the introduced complex power P describes the
power delivered to the one-port network and is identical to the negative power
flow characterized by the complex Poynting vector.
10 In this model, radiation is not regarded. A more general definition is presented in [29].
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The relation (2.57) allows the definition of an impedance Z by normalizing the
complex power to the square of the absolute RMS value of the current which is




Pl+ 2 jω(Wm −We)
|I |2 = R+ jX . (2.58)
In the last equality, the impedance has been decomposed into real and imaginary
parts. The real part is identical to the resistance R because of (2.37) and the imag-
inary part is named reactance X . If the electric energy of the one-port network can
be neglected, e. g. when using the MQS approach, a simplified version of (2.58)
can be derived by substituting the magnetic energy by (2.41) resulting in
Z = R+ jωL. (2.59)
In this case, the impedance can be written in terms of a series connection of a
resistance and an inductance.
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Figure 3.1.: Exemplary IPT system
with two inductively coupled RFID
antennas
In this chapter, the fundamentals of Inductive Power Transfer (IPT) systems are dis-
cussed. In general, an IPT system is used to transmit power from a source to a remote
receiver wirelessly as visualized in Figure 3.1 for the case of an RFID system. The func-
tionality is as follows: The source drives a current-carrying conductor which generates
a magnetic field according to Ampere’s law (2.1b). If the magnetic field changes over
time, an electric field is induced by Faraday’s law (2.1a) which causes a voltage drop
in an attendant second conductor. If this conductor is located in a receiver positioned
remotely to the source, the induced voltage can be rectified and afterwards be used
for powering the device. In most practical applications, both conductors are designed
as closed loops whereas the specific shape, turn configuration etc. may differ for each
application. The current loops are commonly named coils, inductors or antennas.
This chapter first derives the fundamental relations of IPT systems by analyzing a
circular loop antenna. For this special kind of antenna, exact analytical expressions
can be given, e. g. for the electromagnetic fields and the inductance. Approximating the
loop antenna with the magnetic dipole formulation allows for introducing near- and
far-fields as well as different loss mechanisms. The second section of this chapter is fo-
cused on general design aspects of IPT systems such as the appropriate frequency range,
different quality factor definitions as well as the geometrical layout of a rectangular
Printed Spiral Coil (PSC). The third section concentrates on a network description of
IPT systems whereas different macromodels of the individual antennas are coupled via
the transformer concept. The entire IPT system design is analyzed in terms of efficiency











r ′d= |~r−~r ′|
ϕ′
ϕ Figure 3.2.: Thin circular
loop antenna with a uni-
form current excitation
3.1 Small Circular Loop Antenna
In order to derive the physical relevant properties of IPT systems such as near- and
far-fields, directivity, wave propagation, inductance as well as resistive and radia-
tive losses, a single loop antenna is regarded in this section. This is because a closed
current loop is the fundamental device of almost every inductive system. The most
simple loop antenna setup which can be analyzed by exact analytical equations is
the loop antenna of circular shape, small electrical size (constant current assumed)
and negligible cross section of the wire. The following analysis is in addition re-
stricted to the free space or a homogeneous medium in general. If a detailed and
accurate analysis of the specific behavior of more complex structures is demanded,
numerical approaches such as the PEEC method can be applied. Nevertheless, the
fundamental laws of physics do not change.
In the following, the circular loop antenna displayed in Figure 3.2 with the driv-
ing current I0 is considered. Although this setup might seem quite simple, the exact
formulations for the electric and magnetic fields in the whole space are mathemat-
ically not trivial to handle. One possibility is to described the fields in terms of a
double series representation as will be detailed in the following. The loop antenna
has been of interest for researchers for many years. An analysis including the region
in the close proximity of the loop has been presented by Werner in 1996 [47]. The
obtained results for the special case in which the current is uniformly distributed
over the circumference of the loop will be reviewed in the following paragraph.
Vector Potential and Field Components
The circular loop antenna according to Figure 3.2 with the radius r0 is analyzed at
an arbitrary field point ~r in spherical coordinates characterized by r, ϑ and ϕ. The
electromagnetic fields are expressed via the magnetic vector potential which can
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be written as an integral in (2.33b) for the case that the current is given. In the
case of an infinitely thin conductor, the volume integral of (2.33b) reduces to a line
integral over the contour of the loop. If the diameter of the loop is small compared
to the wavelength, the current can be regarded as constant I = I0 and the solution
does not depend on the azimuthal angle ϕ. In this case, the vector potential of
(2.33b) is composed of a ϕ-component only. Due to the azimuthal symmetry, it













where the following abbreviations have been introduced
rd =
Æ
r2 + r20 , r
′
d = |~r −~r ′| =
Æ
r2d − 2r0r sinϑ cosϕ′. (3.2)
The integral of (3.1) can be solved by expanding the exponential function into a























m!(m− 1)! . (3.3b)
The magnetic and electric field components can be computed by building the curl of
(3.3a) according to (2.3a) and (2.1a) as ~H = 1/µ0 curl ~A and ~E = 1/( jωǫ0) curl ~H .
Due to the fact that the r- and ϑ-components of the vector potential do not exist
and the remaining ϕ-component depends on r and ϑ only, the remaining nonzero
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Figure 3.3.: Electric and magnetic field components of the loop antenna and the dipole
approximation as a function of the radial distance at ϑ = 90◦. Since only the first 30 terms
of the series (3.4) have been computed, the singularity at r0 is not captured correctly. For
this reason, the field components are not visualized near r = r0. The different y -axes are
scaled by the wave impedance of free space in order to obtain an equality of both electric
and magnetic field strengths in the far-field domain. In the near-field region, the magnetic
field dominates the electric field up to several orders of magnitude w. r. t. the free-space
relation.
In Figure 3.3, the field components are visualized for the radial distance at ϑ = 90◦.
As can be seen from (3.4b), the radial component H r vanishes at this angle because
of cos90◦ = 0. The absolute value of the remaining Hϑ component is almost con-
stant inside the loop whereas the component itself changes the sign at r = r0. The
singularity at this point is not captured correctly since only 30 terms of the series
in (3.4c) have been computed. The azimuthal electric field component Eϕ drops to
zero for r = 0 which is due to the symmetry of the loop. For larger r, the electric
field increases until r → r0. For r > r0 it decreases again.
Dipole Approximation
For high r/r0 ratios, an approximation of (3.4) can be derived which greatly re-
duces the complexity of the equations because it is sufficient to regard the first
term m = 1 of the outer sum only. When substituting rd ≈ r in (3.2), the fields of











































e− jkr . (3.5c)
These equations are equivalent to the field distribution of an elementary magnetic
dipole [30]. The results of (3.5) have been included in Figure 3.3 in order to
demonstrate the validity of the above approximation for large radial distances.
On the other hand, the error for distances in the region of the radius and be-
low increases as expected. The results of the approximation (3.5) are used in the
following subsections to deduce important properties of IPT systems.
3.1.1 Near- and Far-field Regions
The slopes of the curves in Figure 3.3 can directly be assigned to the different parts
of (3.5). For large distances, the 1/(kr) terms dominate. This region is called far-
field and only the Eϕ and Hϑ components exist in there. As will be seen in the next
subsection 3.1.2, radiation is dominant only in this spatial domain. One property
of the far-field region is the fact that the electric and the magnetic fields have a




=rµ0ǫ0 ≈ 377Ω. (3.6)
Followed by this, the electric and magnetic energy densities of (2.35) are of equal
parts in this domain. In order to compare the electric and magnetic fields in
Figure 3.3, the right y-axis is scaled by Z0 which leads to an adjustment of the
curves in the far-field region. When decreasing the distance and approaching the
loop antenna region, it can be observed that the remaining parts of (3.5) start to
outweigh the 1/(kr) terms. The transition border can be obtained by equaling the
absolute values of each term 1/(kr) = 1/(kr)2 = 1/(kr)3 of (3.5) which results in
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The different regions separated by this characteristic value have been indicated in
Figure 3.3. When comparing the result of (3.7) with the range of validity of the
quasi-stationary assumption (2.26), an equivalence can be observed when replac-
ing the maximum spatial distance max|~r − ~r ′| with the border rNearFar. From this
follows the important property that the quasi-stationary assumption holds in the
near-field region of the loop antenna.
When comparing the different parts of the dipole approximation (3.5) in the
near-field, the magnetic field increases with 1/r3 when approaching the antenna
whereas the electric field of (3.5a) increases with 1/r2 only. This can be inter-
preted as a predominance of the magnetic field in the near-field region w. r. t. the
fixed free-space relation of (3.6). In here, the magnetic field dominates the electric
counterpart of up to several orders of magnitude depending on the specific param-
eter settings. For this reason, loop antennas which are operating in the near-field
domain are often called inductors or coils and can be analyzed under the MQS
assumption.
3.1.2 Resistive and Radiative Losses
In this section, the different loss mechanisms of the loop antenna visualized in
Figure 3.2 are discussed. Since IPT systems aim to be operated at high efficiencies,
all parts of losses should be minimized. This in turn demands an accurate modeling
of the involved loss mechanisms. As can be seen from Poynting’s theorem (2.35),
in general there exist two different parts that cause unwanted losses.
Radiation Losses
The first part is constituted by the radiation losses which can be quantified by
building the real part of the complex Poynting vector ~S = 1/2 ~E × ~H∗. By inserting
the expressions of (3.5) and performing algebraic conversions, the only remaining
component is the radial one in the far-field domain. In addition, no power is radi-
ated in the z-direction due to the zero electric field in this direction. The radiation
losses can be described by a resistance RS which can be introduced according to
(2.38) by integrating the real part of the complex Poynting vector over the surface








The bracketed term with the power of four indicates that a sufficient radiation ex-
ists only if the circumference of the loop 2πr0 is comparable to the wavelength λ.
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Contrary, for sufficiently small loop antennas, the radiation resistance RS is negligi-
ble w. r. t. the ohmic losses. Since the radiation losses are unwanted in IPT systems,
(3.8) defines an upper limit for the possible frequency range.
As a consequence of integrating the real part of the Poynting vector over the
sphere, no power is transferred or radiated in the near-field region1 except if a
consumer is present which changes the overall field distribution. In this case, the








Figure 3.4.: Circular conductor
In order to determine resistive losses of the loop an-
tenna displayed in Figure 3.2, the conductor must
be equipped with a nonzero cross section. The most
simple case is again a circular cross section with the
radius a as depicted in Figure 3.4. For loop anten-
nas with high r0/a ratios, the conductor can locally
be regarded as a straight line and a homogeneous
current density can be concluded for the stationary
case. This allows for an approximated expression
for the ohmic losses by evaluating the DC resistance





The behavior is different at high frequencies in which eddy currents are induced
due to the mutual coupling of (2.1a) and (2.1b) as Ohm’s law ~E = κ~J holds inside
the conductors. When considering the signs of both equations, it can be observed
that the current density is expelled from the inside of the conductor towards the
boundary. This effect is often called skin effect which states that the current tends
to flow on the surfaces of the conductors at high frequencies. A common way to






The skin depth characterizes the depth inside the conducting material in which
the field amplitudes have decayed to approximately 37% of the maximum value
at the surface. The expression for the skin depth can be derived by analyzing a
conducting half-space under MQS assumptions as presented in [48] for instance.
1 Assumed that the far-field terms can be neglected.
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It can further be shown that for a conducting sheet, the total Alternating Current
(AC) resistance equals the DC resistance of a virtual setup, consisting of two lay-
ers at the boundaries of the sheet with the skin depth of (3.10) as the thickness
[48]. Moreover, the assumption of a homogeneous current density inside the skin
layer and zero current density elsewhere can be used as an approximation for dif-
ferent shaped conductors. Validity is given when the skin depth is small compared
to the cross sectional dimensions and the curvature of the surface can locally be
neglected. Exact analytical solutions for the AC current distribution of conduc-
tors exist only for simple cross sectional shapes such as circles (s. section 6.1.2)
and ellipses. Conductors with rectangular cross section are much more compli-
cated to analyze. In section 6.1.3 on page 122, attempts to find the exact current
distribution of conductors with rectangular cross section are presented.
Besides the described skin effect, a further change of the total current distribu-
tion inside the conductors due to the eddy currents comes along for arrangements
with multiple conductors located in close proximity. This is especially the case in
IPT systems in which spiral multi-turn coils are used. The current of each conductor
influences the current distributions of all nearby conductors. This behavior is called
proximity effect and is mathematically more complicated to describe than the skin
effect because it is not only a function of the cross section but also of the relative
alignment of the conductors. To the author’s knowledge, no analytical expressions
exist for capturing the proximity effect of a multi-conductor system. As an alterna-
tive, numerical modeling techniques with a fine volume mesh of the interior of the
conductors can be applied which, however, may cause long simulation time.
3.1.3 Inductance
Due to the dominating magnetic field in the near-field domain of the loop antenna,
the stored electric energy can be neglected and the total energy can be expressed
in form of the inductance via (2.41). This allows for modeling the complex port
impedance of the loop antenna in form of a series connection of a resistance and
an inductance according to (2.59).
In order to find expressions for the inductance of the loop antenna according to
Figure 3.2, the cross section of the wire has to be nonzero because the magnetic
energy and inductance, respectively, would be infinite otherwise. The most simple
case is again the circular cross section visualized in Figure 3.4 with a being the
radius of the wire. In the stationary case, an expression for the inductance of the
loop antenna as presented in Figure 3.2 is given in [49]. In this reference, an
exact solution to the total inductance of (2.44) has been found in torus coordinates
whereas the equation is again given by means of a cumbersome series expression.
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which can be used as a rough estimation during the design process. As mentioned
before, this equation is valid for the stationary case only with a current density
being proportional to 1/r. For increasing frequencies, the skin effect pushes the
current towards the boundary which in turn causes the internal as well as the total
inductances to decrease. An accurate determination of the frequency-dependent
inductance behavior can be performed via numerical computations with a high
resolution of the interior of the conductor according to the resistive case.
3.2 Design Constraints
This section concentrates on different design aspects which are needed for practical
IPT applications. After presenting important hints for the choice of the working
frequency, different definitions of quality factors are introduced. Afterwards, the
geometry of a rectangular PSC is focused on as it is a popular device due to its
easy producibility. Other mounting forms of inductors such as coils made of wound
wires are not treated in this work although the general behavior is equivalent.
3.2.1 Frequency Range
When choosing the appropriate working frequency for a specific IPT application,
the following hints should be considered.
A mandatory prerequisite is that legislative limitations are met because of the
emission of electromagnetic fields in the proximity of human beings and other
electronic devices which could interact with the IPT system. Besides these limi-
tations in terms of maximum field strengths, not all frequencies are allowed for
free use. A set of frequency bands that can be used without a special license are
the so-called Industrial, Scientific and Medical (ISM) bands. A further discussion of
ISM bands is out of the focus of this work. Instead, some efficiency considerations
that influence the choice of the operating frequency are presented.
Generally the efficiency of the wireless inductive link increases with rising fre-
quencies, since the inducted voltage increases linearly with the frequency. This
can directly be concluded from Faraday’s law (2.1a) in the frequency domain. On
the other hand, this effect is partially compensated by the fact that the maximum
allowed field strengths are higher at lower frequencies [8].
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In addition, an upper limit for the suitable frequency range exists for different
reasons: First, the near-field far-field border of (3.7) behaves reciprocal to the
frequency from which follows that an increased frequency also means a reduced
maximum spatial range of functionality. Second, the radiation resistance of (3.8)
increases with the frequency to the power of four, which makes an efficient induc-
tive link impossible for frequencies above a specific border. A third natural upper
frequency limitation is given by the Self-Resonant Frequency (SRF) of the inductor
which is caused by parasitic capacitive coupling effects of the conductors. This fre-
quency border is further reduced in the case of multi-turn and/or multilayer coils
due to an intensified capacitive cross coupling of the conductors.
In [8], a figure is presented which shows the measured maximum powering
range for an inductive link as a function of the frequency. It can be seen that
frequencies around 10MHz are best for fulfilling the requirements for applications
aiming to remotely power devices in a distance in the centimeter to meter range.
As an example, at the frequency of 10MHz, the wavelength in free space is about
30m, the near-field far-field border (3.7) consequently is 4.8m and for a circular
loop antenna with 50mm radius and a copper wire with a diameter of 1mm,
the radiation resistance (3.8) of 2.4 µΩ is negligible w. r. t. the DC resistance (3.9)
which is 6.9mΩ. As mentioned before, the actual resistance may be much higher
due to the skin effect.
The frequency of 10MHz is used in [5] for powering devices over distances in
excess of two meters. In [133], a slightly higher frequency of 13.56MHz is chosen
as it is part of an ISM band. If smaller antennas and shorter powering distances
are used, the optimum working frequency increases due to the allowed smaller
near-field far-field border, higher SRF of the coil and a lower radiation resistance.
There exist some additional factors influencing the proper working frequency
of an IPT system. As will be demonstrated in section 3.3.3, high efficiencies are
obtained when both coils are operated in the so-called resonance modus. This is
usually achieved by adding a discrete capacitor in parallel to the coils. The re-
quirements for the capacitors vary for different frequencies since lower frequencies
demand higher capacitances. Moreover, the hardware costs and effort to generate
the driving signal may change with frequency.
3.2.2 Quality Factor Definitions
An important property for the design of inductors is the so-called quality factor
or simply Q-factor which relates the reactive behavior of the inductor with the
occurring losses. The most general definition of the quality factor of passive devices
is 2π times the stored energy per cycle divided by the energy dissipated in each
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cycle [50]. This definition can be applied to almost any physical system storing
energy. For a passive electronic device which is operated in time-harmonic mode,





Generally spoken, the higher the quality factor the lower the losses of the device.
For inductors and capacitors, the quality factor becomes infinite for ideal devices
and finite for real inductors or capacitors which involve losses caused by various
physical effects.
For the design of IPT systems, the quality factor of the coils is the key parameter
w. r. t. the power transfer efficiency2 because it incorporates all unwanted losses.
For inductors, the definition (3.12) can be expressed more precisely by using two
different definitions. When applying (3.12) to the impedance formulation of the









If the electric energy We is small compared to the magnetic energy Wm, the equation






In this case, the coil is modeled by a series connection of an inductance and a re-
sistance which represents ohmic losses in the windings. Both definitions of (3.13)
imply a frequency-dependent behavior of the quality factor which can be summa-
rized as follows: Due to the linear dependence of QL on the frequency ω, the
quality factor rises linearly with the frequency. However, this effect is attenuated at
high frequencies because of the increased resistance due to the skin- and proximity-
effect losses as well as the reduced internal inductance. Moreover, the capacitive
cross couplings of the conductors increase the electric energy in (3.13a) at high
frequencies and the quality factor is further decreased. At some specific frequency
fSRF, both electric and magnetic energy components are identically. Here, the coil
operates in resonance mode which is referred to as Self-Resonant Frequency (SRF)
in the following. In the resonance case, the quality-factor (3.13a) is zero. If the
2 This matter of fact will be detailed in section 3.3.3, especially in (3.38b).
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total reactive power is unified in the frequency-dependent inductance of (3.13b),
this expression is also zero at the SRF.
The above considerations in the resonant case show that the intrinsic quality fac-
tor definition (3.13) does not adequately reflect the general quality factor definition
which is basically the stored energy per cycle divided by the energy dissipated in
each cycle. For this reason it is convenient to define the quality factor Q0 of an RLC
resonance circuit according to
Q0 =





When this definition is rewritten with network elements, the formulation varies
depending on the network topology. For a series resonance circuit, the above equa-
tion results in Q0 = (ω0 L)/R while it is Q0 = R/(ω0 L) for a parallel resonance
circuit. In both cases, ω0 = 2π f0 denotes the angular resonance frequency. It can





In (3.14b), ∆ f3dB is the bandwidth of the resonance circuit, defined as the differ-
ence of two frequencies f2 and f1 which belong to the values where the absolute
value of the resonance curve is the 1/
p
2≈ 3 dB fraction of the maximum value.
3.2.3 Rectangular Printed Spiral Coil
In this section, the geometrical parameters of Printed Spiral Coils (PSCs) are dis-
cussed since these coil structures are used for all examples presented in this work.
PSCs are a special mounting form of inductors, often being used in IPT systems.
This is because PSCs are composed of planar structures which can be easily inte-
grated into flat devices, even together with other electronic components on a single
PCB. Furthermore, the reproducibility of optimized layouts is permitted since the
fabrication tolerances are usually not very high. These tolerances will be focused
on in section 6.2.3 on page 148 via a sensitivity analysis.
The geometrical layout of a rectangular PSC is visualized in Figure 3.5. It is
characterized by a few geometrical parameters which are visualized in the drawing.
The rectangular shape is often used in practical applications as it fits well into a lot
of devices such as smart cards. Furthermore, it can easily be modeled via a number
of straight conductor segments. Other designs with circular or partially curved









layout of a rectangular PSC
on a dielectric substrate.
The coil is composed of
Nturn = 3 turns in this ex-
ample. Vias and return
conductors are not shown.
shapes can be approximated by polygonal segments with piecewise straight lines.
A detailed overview of different PSC shapes is given in [50].
For design and optimization purposes it is sometimes necessitated to ensure a
specific part of the available coil area being filled with the conducting material.
For this reason, the accumulated trace length lc of the spiral inductor according to
Figure 3.5 is introduced as3
lc = 2Nturn(lx + l y) + 4sNturn− (4N2turn+ 1)(w + s). (3.15)
With the help of the total conductor length of (3.15), the fill factor4 γ of the rect-





The above fill factor is the area of the coil being filled with the conductor trace
normalized to the total available area of the rectangular PSC.
Moreover, it may be convenient to compute the trace width belonging to a pre-
specified fill factor. This can be achieved by substituting (3.15) into (3.16) and












with the two abbreviations α1 = 2 Nturn (lx + l y) + 4 s Nturn and α2 = 4 N
2
turn+ 1.
3 In (3.15), the starting point of the first outer conductor starts at a w/2 shift. This is convenient
for attaching a feed line but not visualized in Figure 3.5.
4 In [13] and [19], similar quantities are defined and named fill ratio ρ and fill factor ϕ, respec-
tively.
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3.3 Equivalent Circuit Representation
This section concentrates on the network description of inductively coupled an-
tenna systems. In contrast to the preceding sections where the general behavior
and functionality of a single antenna have been discussed, a system of multiple
antennas is considered from now on. This is a necessity due to the fact that each
IPT system generally works with at least two coupled inductors.
Traditionally, inductive applications are designed for a fixed coil arrangement
and coupling behavior allowing for an optimization of the entire system. In con-
trast, the inductive applications regarded in this work generally come along with
a possibly varying spatial positioning as can be seen from the RFID example ac-
cording to Figure 3.1. In other words, it is implied that the relative position and
alignment of the antennas may change during operation. This fact is of particular
difficulty since unlike antenna systems with far-field coupling via electromagnetic
waves, the near-field antennas can generally not be designed and optimized indi-
vidually. This is because the presence of a second antenna immediately influences
and changes the undisturbed field distribution of the first antenna even if the sec-
ond antenna is not connected to an external circuitry.
In order to overcome the difficulty of modeling arbitrarily-positioned antenna
systems, the brute force approach would be to repeatedly simulate the complete
system for each variation of the geometric parameters with a 3D numerical solver
and to extract the port impedances or scattering parameters for each setup. Espe-
cially for optimization purposes, this approach can be very cumbersome. This is
because of the typically long simulation time needed to solve applications with a
fine mesh density in the proximity of the conductors which is mandatory for skin-
and proximity-effect loss modeling. In addition, the size of the problem would ap-
proximately be N -times the size of the original problem with N being the number
of antennas. For this reason, a more flexible and time-saving approach being able
to separate the calculation of the mutual antenna coupling from the location in-
dependent self-impedances of the antennas is sought after. The reassembly to an
entire antenna system model should be maintained in a post-processing step.
The described goal can be reached by switching from the EM-field domain to the
network domain. A circuit interpretation of inductively coupled antenna systems
has already been motivated in the last sections. The reason for this is the domi-
nating magnetic field of such loop antennas, which justifies to neglect the electric
energy in the first instance. This, in turn, allows for interpreting the measured or
simulated port impedance as a series connection of an inductance and a resistance
according to (2.59). The inductance comprises the ability to store magnetic energy
while the resistance incorporates ohmic losses.
A circuit representation of the near-field antennas is especially convenient for
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frequencies in the low MHz range and below, since almost all additional circuit
elements such as required for building matching networks are realized in form of
discrete network elements. Consequently, a network description of the antenna sys-
tem allows an entire simulation of the system in the network domain via standard
solvers like SPICE.
The circuit interpretation of the inductively coupled coil system can be achieved
by the well-known network concept based on mutually coupled inductances, which
is also referred to as the transformer concept. Transformers have practically been
used for electrical isolation and energy and/or signal transfer for over a century
[14]. When applying the transformer concept to IPT antenna systems, some differ-
ences arise because of the fact that IPT systems are coreless or at least do not hold
closed cores which would prohibit an arbitrary positioning of the transmitter and
receiver.
It will be shown in the following subsections that the transformer concept can be
utilized for IPT systems, even under varying coupling conditions. The only prereq-
uisite is that the antennas are represented by compact network models containing
a main inductance. Afterwards, the complete system consisting of a source, two
matching networks, two inductively coupled antennas and a load will be analyzed.
At the end of this section, some design hints for obtaining a high overall efficiency
are presented and optimum parameter settings for an RFID antenna system are
derived.











The concept of mutually coupled inductances is vi-
sualized in Figure 3.6 for the case of a two-inductor
arrangement. Each inductance is connected to one
port of the two-port network. The mutual coupling is
quantified via the mutual inductance M which is gen-
erally a function of the relative spatial positioning ~r
of both inductors. In order to derive the two-port
network expressions for this setup, use is made of
Faraday’s law (2.1a) in integral form. Applied to the




~E ·d~s =− jω
∫
A
~B ·d~A= − jωΨ. (3.18)
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As already stated in (2.45), the mutual inductance M = L12 = L21 is symmetri-
cally. Equation (3.19) clarifies that a current flow in one of the coils will induce a
voltage drop in the other coil. From this relation it becomes clear that a remotely-
powered receiver will also influence the primary voltage and current, respectively.
In section 6.3, it will be shown for an exemplary test setup that the relation (3.19)
is able to reflect the near-field coupling of the coils.
In order to apply the concept of mutually-coupled inductances (3.19) to IPT
antenna systems and to simulate, design and optimize each antenna individually,
two requirements have to be fulfilled. First, an adequate network extraction tech-
nique must provide the self-inductances L1 and L2 to describe the main diagonal
of (3.19). This can be achieved by measuring or simulating the port impedance for
each antenna in absence of the other antenna. The most simple case for extracting
the inductance from the port impedance is to separate the impedance by real and
imaginary parts via (2.59). However, especially for systems with non-negligible
electric energy, e. g. for systems operating near the SRF, this approach is not fea-
sible as the self-inductance drops down in this case and, thus, the coupling factor
k of (2.48) could exceed one. In addition, if a broadband network model is de-
sired, a simple series connection of a resistance and an inductance does not reflect
the frequency-dependent behavior due to skin- and proximity-effect losses. In this
case, more sophisticated parameter extraction algorithms are needed which will be
focused on in the next section.
The second requirement concerns the mutual inductance computation of the
two-port system (3.19). As can be seen in Figure 3.1, the mutual inductance de-
pends on the relative position ~r as well as the orientation indicated by the normal
vector ~n and the rotation β around the normal direction. Because of these spatial
dependencies, an appropriate mutual inductance extraction technique should not
only be accurate but also be very fast in order to allow for rapid spatial sweeps.
A method being able to approximate the mutual inductance of arbitrary coil sys-
tems is the Greenhouse method [51] in which each coil is partitioned into a set
of straight filaments. Each segment of the first coil is mutually coupled with each
segment of the second coil whereas the inductances are computed by evaluating
(2.45) via analytical or empirical expressions as presented for a multitude of dif-
ferent arrangements by Grover in [52]. The total mutual inductance of (3.19) is
then obtained by summing up all partial mutual inductances. In section 4.5.4, the
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appropriate equation will be derived, while it will be shown that the Greenhouse
method can be regarded as a special case of the more general PEEC method. By
using this technique, the mutual inductance can be computed in milliseconds on
modern computer systems. This allows for fast spatial sweeps while maintaining a
sufficiently high accuracy as will be presented in section 6.3.
It should not be concealed that the concept of mutually coupled inductances
has some limitations due to the fact that it is valid under MQS assumptions only.5
More clearly spoken, capacitive coupling effects are not accounted for in the above
transformer concept. While the influence of the occurring capacitive coupling of a
single coil can be regarded in its equivalent circuit representation (s. section 3.3.2),
the capacitive cross coupling of wires belonging to different inductors is not incor-
porated in this model. This can cause errors especially if both coils are located in
close proximity of each other [135]. To overcome this limitation, both coils can be
simulated in an entirely numerical model. Alternatively, the model in Figure 3.6
could be extended by one or more lumped capacitances which would be connected
with one terminal on the primary side and the other terminal on the secondary
side, respectively. In this case, the capacitance values would depend on the spatial
arrangement of the coils.
The transformer concept can easily be extended to inductor systems with more
than two coils. In this case, the main diagonal matrix elements represent the self-
inductances while each off-diagonal element characterizes a mutual inductance of
the corresponding pair of coils.
3.3.2 Antenna Impedance Macromodeling
This section will systematically lead to different equivalent circuit models which
all approximate the frequency-dependent behavior of a single coil. The presented
methods work for any kind of linear, passive component which is dominated by
the magnetic energy at frequencies below the first SRF. Besides the presentation of
different narrowband models, a broadband model is focused on which is valid from
DC up to the first SRF. For frequencies beyond the SRF, the device acts alternatingly
in a capacitive or inductive way [50]. This behavior is not captured by the proposed
network models.
The basic network component of all models is a main inductance which is needed
to describe the transformer concept of the last section. Depending on the desired
accuracy and acceptable effort, different additional elements are added in order
to account for the physical relevant behavior. All extracted parameters are based
5 The reason for being valid under MQS assumptions only is the use of the inductance expressions
based on the magnetic flux of (2.46) and (2.47).
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on lumped elements allowing for simulations in time and frequency domain with
standard circuit solvers such as SPICE.
Before discussing the different network models in detail, some state-of-the-art
information about coil macromodeling is presented. The description of coils by
means of compact network models has been discussed in many publications. A very
often used model is the so-called “nine-element” π-model, e. g. [19, 53], which has
basically been developed for planar inductors applied on lossy substrates on top
of a ground plane. Some contributions extend this model in order to account for
frequency-dependent loss mechanisms. This can be achieved by either introducing
a set of small transformer loops which are coupled with the main inductance [54,
55] or by replacing the series resistance by a ladder circuit consisting of frequency
independent RL elements [56]. As this approach is also being used in this work, a
detailed description will be presented in section 3.3.2.2. A third macromodel which
accounts for the frequency-dependent losses by partitioning the standard π-model
into two coupled halves is presented in [57].
In order to extract the circuit parameters of any of the models, it is implied
throughout this section that an MQS and an LQS simulation tool are available.
Alternatively to LQS, a full-wave solver can be applied assuming that the radia-
tion is of negligible consequence. Furthermore, both simulation models should be
identical in terms of mesh density or solver accuracy since the difference of both
port impedances is evaluated for the parameter extraction technique. Thus, dif-
ferent solver setups could lead to additional sources of error if small impedance
differences have to be evaluated.
As mentioned before, the numerical approach used in this work is the PEEC
method, though any other numerical EM method with the described prerequi-
sites would work as well. On the other hand, it is obvious that the algorithms
do not work with measured impedance data as it is not possible to separate the
measured impedance into full-wave and MQS components. In this case curve
fitting techniques like vector fitting [58] can be applied which approximate the
frequency-dependent behavior of the impedance without any a priori knowledge
of the structures. However, as these fitting algorithms are of mathematical nature,
they do not necessarily provide the main inductance which is mandatory for the
transformer concept.
In contrast to that, the methods presented here aim to determine the parame-
ters of a predefined network topology aspiring to approximate the main physical
behavior of the coil as closely as possible in order to be consistent with the trans-
former concept. The number of network elements is kept as small as possible in
order to account for the frequency-dependent behavior by a small number of well-
matched parameters. Results for an exemplary PSC are presented in section 6.2.3
on page 145.













Figure 3.7.: Two different macro-
models of a single coil. (a) Separa-
tion of the impedance by real and
imaginary parts. (b) Resonance cir-
cuit obtained by two different simu-
lation models.
3.3.2.1 Narrowband Model
In the setup presented in Figure 3.7, two different network topologies for approx-
imating the frequency-dependent port impedance of a single coil are visualized.
Each of the models will be focused on in the following two paragraphs.
RL model
The most simple network description of a single coil is shown in Figure 3.7a, in
which the impedance is specified by
Z = Rs + jωLs, (3.20)
with Rs being the serial resistance and Ls the serial inductance, respectively. Due to
the fact that in MQS systems no electric energy exists,6 the expression (3.20) is al-
ways valid when using an MQS solver. This is because in the MQS formulation, the
partitioning of the impedance via (2.59) into a resistance and an inductance is al-
ways possible. Thus, the parameters are extracted by separating the simulated port











This model does not take into account the frequency-dependent behavior due to
the eddy currents but rather uses the computed values at the chosen frequency.
The above partitioning allows for directly computing the intrinsic quality factor QL
of the coil via (3.13b).
6 This can be verified by rewriting Poynting’s theorem (2.35) under MQS assumptions. Due to
the neglect of the displacement current, the electric energy does not appear in the equation.
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Because of the neglect of the electric energy in the MQS formulation, Z MQS can
also be used to approximate the resonance quality factor Q0 of (3.14a) if the SRF
is known.
Formally, the parameter extraction of (3.20) can also be realized by using an LQS
solver, a full-wave solver or measurements. In all mentioned cases, the partitioning
of the impedance into real and imaginary parts can be realized according to (3.21).
However, the part of the electric energy from (2.58) which is also included in Ls,
affects the inductance as well as the intrinsic quality factor QL to be identically zero
at the SRF. Beyond this frequency, the network model according to Figure 3.7a is
unphysical as the inductance is negative in this case.
RLC model
A network representation capturing the behavior in the frequency range near the
SRF more precisely than the RL model is the so-called RLC model7 as presented in
Figure 3.7b. As depicted by the dashed lines in the figure, two different simulations
Z QS and Z MQS need to be performed at the desired frequency. Introducing the





























It is seen that Rs and Ls of (3.22b) are defined identically to (3.21) of the RL model.
The parallel capacitance Cp accounts for the electric part of the energy while the
parallel resistance Rp is included in the model for the following two reasons: First,
Rp is required to uniquely map the two real parts and two imaginary parts of the
simulated impedances to the four parameters of Rs, Ls, Rp, and Cp. Second, the
resistance allows the inclusion of dielectric losses which cannot be modeled in the
MQS impedance.
If no dielectric losses are modeled, Rp is typically in the range of severalMΩ and
can be neglected without reasonable errors. The network topology displayed in












7 The RLC model is structurally similar to the “nine-element” π-model of [19] without including
the circuit elements accounting for the substrate influence.
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macromodel of a PSC. The
resonance model is chosen
equivalently to the setup
shown in Figure 3.7b with
Lext being the main induc-
tance. Frequency-dependent
losses are accounted for by
the ladder model Z lad.
which is obtained by solving the total admittance according to Figure 3.7b for zero
imaginary part. It should be mentioned that the SRF obtained by an LQS solver can
deviate from the SRF obtained by a full-wave solver because in the LQS approxi-
mation only a part of the electric energy is accounted for.8
According to the RL model, the RLC model presented in this paragraph does
not take into account the frequency-dependent behavior of the resistance and in-
ductance. However, it is able to capture the resonance behavior quite well. This is
due to the fact that the parameter change of Rs, Ls, Rp, and Cp with frequency is
relatively small. As a consequence of the presented circuit topology visualized in
Figure 3.7b, both definitions of the quality factors QL and Q0 are available since the
magnetic and electric energies are separated into the lumped elements Ls and Cp.
3.3.2.2 Broadband Model
In some applications it might be necessary to approximate the full spectrum of the
coil impedance from DC up to the first SRF by an equivalent circuit representation
based on frequency independent lumped elements. Hereby, circuit simulations in
time and frequency domain are enabled and the correct DC behavior is granted. A
network topology which extends the models of the preceding paragraphs is shown
in Figure 3.8.9 The main inductance10 is represented by the external inductance
Lext whereas the DC losses are accounted for by RDC. The internal inductance
at DC is represented by Lint. As before, the parasitic capacitance is modeled by
Cp (together with Rp) whereas the eddy currents inside the conductors are now
8 This can be pointed out when repeating the derivation of the Poynting’s theorem in the LQS
formulation.
9 The network visualized in Figure 3.8 is similar to the variant presented in [56].
10 In this case, it is the external inductance Lext instead of Ls to which possibly other coils are
coupled with. This is no limitation because the inductance definition via magnetic fluxes is
valid only if Lext ≈ Ltot.
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accounted for by a ladder model characterized by Z lad. This approach allows
for modeling skin- and proximity-effect losses inside the conductors as well as
frequency-dependent inductance. Because of the specific ladder-model topology
presented in Figure 3.8 with the resistances R1 to Rn and inductances L1 to Ln−1,
the total DC inductance LDC can be read directly from the figure as
LDC = Lext + Lint. (3.24)
This can be verified by the fact that no current flows through the ladder circuit Z lad
at the DC limit.
The parameter values of the circuit elements according to Figure 3.8 are ob-
tained by a fitting technique which requires the analysis of the LQS and MQS
models at certain frequency points. The parameter extraction technique is parti-
tioned into three main steps according to [135]:
First step: In the first parameter extraction step, the SRF fSRF of the induc-
tor is estimated by an iterative process. The knowledge of fSRF determines the
valid frequency range whereas the algorithm provides the parameters Cp and Rp of
the network model as a by-product. As already mentioned before, the simulated
impedance Z MQS involves the frequency-dependent inductive and resistive effects.
The impedance Z QS in addition includes the capacitive behavior.
By defining the network topology in this first step according to Figure 3.7b, the
iterative process starts with simulating both the LQS and MQS system at an arbi-
trarily chosen medium frequency f1. Equations (3.22) are then used to determine
the parameters Rs, Ls, Rp, and Cp which in turn provide an approximation for the
SRF in (3.23). A new LQS and MQS system analysis can be performed at the es-
timated SRF. Repeating the preceding steps at the updated frequency improve the
estimation of the parameters. Since the change of the parameters Rs, Ls, Rp, and Cp
with frequency is relatively small, this iterative process converges fast. For typical
arrangements as presented in [135], only two iteration steps are required to get a
relative error in the SRF below 1%.
At the end of the first fitting step, two MQS and two LQS simulations have been
performed. The parameters Rp and Cp are determined using the values of the last
iteration step near the SRF of the coil.11 Contrary, the parameters Rs and Ls are
discarded because the RL behavior will be modeled more detailed in the second
and third fitting step. Nevertheless, the two simulated MQS impedance values
11 Generally, the dielectric losses characterized by Rp follow a 1/ f -characteristic, e. g. [59]. This
can either be ensured by using a frequency-dependent resistance as Rp,freq( f ) = Rp fSRF/ f or by
introducing a ladder-type circuit model as presented in [59] if lumped network elements are
favored.
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are stored in order to be reused for obtaining the frequency-dependent skin and
proximity losses in the third fitting step.
By utilizing the parameter values in the described manner, it is obvious that the
magnetic part of the model is paid more attention. This is justified by the facts that
on the one side, the magnetic energy always dominates in inductive applications
and on the other side, it is sufficient to model the capacitive behavior near the SRF
by using a single capacitance only.
Second step: The second step is dedicated to the computation of the parameter
values RDC, Lext, and Lint as specified in Figure 3.8. For this purpose, only two
additional MQS analyses are required. The first MQS simulation is performed at a
very high frequency where the skin penetration and the magnetic energy inside the
conductors, respectively, are negligible. Thus, the total inductance is almost equal






This fact can also be verified by referring to Figure 3.8, in which the total MQS
current bypasses the inductances Lint and L1 to Ln−1 at frequencies approaching
infinity. Consequently, the only reactive component contributing to Z MQS is Lext
and the expression (3.25) is justified.
In order to extract the internal inductance in the DC case, a further MQS sim-
ulation is evaluated at a very low frequency. Here, the current density inside the










The DC resistance RDC is obtained by this analysis simultaneously.
Third Step: The last fitting step is focused on the modeling of the frequency-
dependent behavior of the MQS impedance due to skin and proximity effects
which generally imply an increasing resistance and a decreasing inductance with
rising frequency. The authors in [60, 61] have physically motivated to model this
behavior by a number of stacked lumped RL elements which is referred to as a
ladder model. This technique has been concretized by Kim and Neikrik [62] to a
circuit model consisting of four resistances and three inductances as presented in
Figure 3.9. Additionally, a methodology to extract the parameter values by intro-
ducing a constant resistance ratio factor RR with Ri/Ri+1 = RR and Li/Li+1 = LL,
respectively, is presented in the reference. In [56], the network topology displayed
in Figure 3.9 has been used to extend the standard “nine-element” π-model to 15
lumped network elements. The benefit of this model is the ability to account for
eddy-current losses in the conductors.
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UI
R1 R2 R3 R4
L1 L2 L3
Figure 3.9.: Equivalent ladder circuit for modeling
the skin effect according to [62] consisting of four
stacked R -elements and three L -elements.
The limitation of the constant resistance and inductance ratios in each stage of
the ladder circuit has been overcome by Görisch [63] who presents an approach
to determine the parameter values independently of each other. Furthermore, the
number of network elements is no longer restricted to seven in total. Although
this approach has been used by Görisch to model the skin impedance of a single
conductor, it can be extended to account for a spiral coil with skin and proximity
effects assuming that a general fitting algorithm is applied to extract the parameter
values.
When comparing the ladder models presented in Figure 3.8 and Figure 3.9, a
slightly different topology of both models can be observed. In the variant dis-
played in Figure 3.8 which is used in this work, the internal DC inductance has
been dragged out of the ladder circuit explicitly since it has already been deter-
mined by the second step of this fitting procedure. Thus, the correct DC behavior
is ensured even if the fitting algorithm of the ladder-circuit parameters would give
wrong parameter values. This is obvious because the internal inductance shorts the
ladder circuit at DC.
In order to extract the parameter values of the ladder-model topology in
Figure 3.8, the elements Ri and Li are optimized independently of each other
by simulating the MQS impedance at a small number of logarithmic spaced fre-
quency points ωi . As mentioned before, the stored values from the first fitting step
are reused. The elements RDC, Lint, and Lext which have already been determined
are subtracted from Z MQS leading to
Z lad( jωi) =

1





This ladder impedance Z lad is approximated by a fitting algorithm based on [64]
which gives a rational polynomial in jω as
Z lad( jω) =
b0 + b1 jω+ . . .+ bn−2 ( jω)
n−2 + bn−1 ( jω)
n−1
a0 + a1 jω+ . . .+ an−2 ( jω)n−2 + 1 ( jω)n−1
. (3.28)
In order to extract the parameters of the network elements from the coefficients
ai and bi , different methods can be applied. While in [54, 55], the coefficients













Figure 3.10.: Equivalent circuit of a wireless energy transfer system consisting of a source,
two matching networks, the mutually coupled inductors as well as a resistive load. The
presented network covers all coil models from Figure 3.7 and Figure 3.8. This is due to the
facts that the capacitive effects are integrated in the matching networks and R1, R2, L1,
and L2 may be frequency dependent.
are converted to a number of small transformer loops being coupled with the main
inductance, the method presented here converts the coefficients to the parameters
of the ladder model. According to [63], this can be achieved by performing a
continued-fraction decomposition of (3.28) as presented in [65]. This allows the
computation of the parameter values in a straightforward manner resulting in














In practice, one has to ensure that the parameter values are chosen from a physi-
cally valid range. Case studies in [135] have shown that approximation orders of
four to five are needed for sufficient accuracy.
To sum up, a broadband model consisting of about 14 lumped RLC elements
allow for an accurate frequency-dependent description of the port impedance of a
PSC. Results of the fitting algorithm will be presented in section 6.2.3 on page 145.
3.3.3 System Design
In this section, the complete IPT system consisting of a source, two inductively cou-
pled antennas as well as a load RLoad as depicted in Figure 3.10 are considered.
The source is characterized by a voltage source U 0 together with the internal resis-
tance R0. A subsequent Matching Network (MN) is required in order to be able to
maximize the overall power by means of impedance matching.
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Generally, an ideal matching network can be used to convert a given output
impedance into an arbitrary input impedance at a single frequency. The matching
network at the transmitting or primary circuit is connected in between the source
and the transmitting coil consisting of the inductance L1 and the resistance R1.
These elements may either be the frequency independent parameters according to
Figure 3.7 at a specified working frequency or, alternatively, may be replaced by
the MQS model visualized in Figure 3.8 if a broadband analysis is required.
According to the last section, the primary coil is inductively coupled with the
secondary coil which is composed of the inductance L2 as well as the resistance R2
with both values being defined equivalently to the first coil. The capacitive behavior
of both coils which exists in the models displayed in Figure 3.7b and Figure 3.8,
can be included in the matching networks. Consequently, it does not need to be
considered explicitly in the network model as presented in Figure 3.10.12
Subsequent to the receiving coil, a second matching network is appended to
the system which is used to compensate the reactive power of the secondary coil,
to influence the overall efficiency and to obtain the maximum power as will be
examined in section 3.3.3.1.
The system specified in Figure 3.10 is completed by the load which is repre-
sented by a single resistance in the following. Usually, the load is composed of a
rectifier circuit to convert the AC into a DC voltage which subsequently can be used
to supply a digital circuit and/or, for instance, to charge a battery (cf. [8, 66]).
The load circuit generally involves an additional capacitive part. For keeping the
expressions as simple as possible, this part is accounted for in this section as being
a part of the second matching network.
In the following, the necessary equations to describe the entire system behavior
are deduced. For this reason, the IPT system is considered in a slightly modified
way as sketched in Figure 3.11. First, the secondary matching network has been set
to the most simple case consisting of a series capacitance C2’ and a load resistance
RL’.
13 Second, the coupling via the mutual inductance has been replaced by a
voltage source on the secondary circuit and an impedance on the primary side,
respectively. This can be obtained by expressing the induced voltages of (3.19) as
a function of the driving current I1 according to
U ind,2 = jωM I1, (3.30a)






I1 = Z R I1, (3.30b)
12 In section 3.3.3.2, a concretized matching network topology for regarding the capacitive effects
is presented.
13 The load resistance is named RL’ in this simplified model instead of RLoad in order to avoid
inconsistencies when defining the real load resistance in section 3.3.3.2.














(a) Equivalent system with the most simple match-









(b) Resonance model of ohmic
resistances only
Figure 3.11.: Equivalent circuit representation of the IPT system. (a) The mutual coupling is
replaced by the induced voltage at the secondary circuit and by the reflected impedance on
the primary circuit, respectively. In the resonance case (b), all reactive elements compensate
each other. In this case, the whole system consists of pure ohmic components.
whereas the conversions can be verified by Figure 3.11a. The impedance Z tot,2
characterizes the total impedance of the receiver and can be defined independently






has been introduced which allows for interpreting the receiver as a complex load
impedance at the primary circuit.
The effective power delivered to the reflected impedance should be maximized
because this is exactly the power which can be used for supplying the receiver.
For a given current I1, the transferred effective power at the specific frequency
ω0 increases linearly with Re{Z R} because of Re{P} = |I1|2 Re{Z R}.14 Due to the
real nominator of (3.31), the maximum effective power is transferred when the
imaginary part of the denominator Im{Z tot,2} = 0 vanishes.15 In other words, the
transferred effective power is maximized if the receiver is operated in resonance
mode where all reactive elements compensate each other. In some contributions,
a distinction between inductive coupling and resonant inductive coupling can be
found. Since the underlying physical principles are identical for both cases, such
a distinction is not being used in this work. Instead, the resonance condition is
included in the impedance matching.
14 As before, RMS values are assumed whenever power quantities are involved.
15 It is assumed that Re{Z tot,2} stays constant.
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In the most simple case which is considered in Figure 3.11a, the resonance con-
dition is ensured by the matching network series capacitance C2’. Thus, the stan-








When substituting the capacitance C2’ of (3.32) into the expression for Z tot,2 pre-
sented in Figure 3.11a, the following conversion can be made





















with d2 = 1/Q02 being the dissipation factor defined as the reciprocal value of
the resonance quality factor from (3.14a). In addition, the frequency deviation
ν =ω/ω0 −ω0/ω has been introduced equivalently to [10] and [136]. The fre-
quency deviation can be regarded as a normalized frequency which is zero at the
resonance frequency. By means of the above substitutions in combination with the
coupling factor definition of (2.48), the reflected impedance can be expressed in a







As already expected before, in case of the resonance frequency, ω =ω0 and ν = 0,








which is therefore also named reflected resistance RR. Equations (3.34) can also be
derived for a different matching network topology as shown in [136]. The concept
of the reflected impedance (3.34a) will be used in section 6.2.3 on page 147 for a
contactless measurement of the SRF and associated quality factor of a multi-turn
spiral coil.
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3.3.3.1 Efficiency Maximization and Field-Emission Minimization
It will be examined in this section how the IPT system can be optimized in terms of
efficiency and field emission, assuming that arbitrary matching networks consisting
of ideal reactive elements are available.
If the system is operated in resonance mode in which all reactive components
cancel each other, a network of pure ohmic resistances can be set up according to
Figure 3.11b. Although this model is valid at the resonance frequency ω0 only, it
works independently of the specific realization of the matching network. In the
specified figure, the resistance RL’ is defined as being the load resistance trans-
formed by an arbitrary matching network. If the matching network is realized
as presented in Figure 3.11a, the transformed load is identical to the real load.
However, this is not necessarily the case for different matching networks.
In general, a matching network which consists of ideal L- and C-elements, is
able to transform any load impedance into an arbitrary resistance [46]. As a con-
sequence, RL’ can be regarded as a design parameter. Normalizing this value by
the loss resistance of the receiving coil allows the introduction of a scaling factor α





The scaling factor allows for specifically partitioning the total transferred power
into the power transferred to the load on the one side and the unwanted power
dissipated by the ohmic losses of the conductors on the other side. As a lower
bound, αmin = 1 can be concluded. In this case, the power is partitioned to RL’ and
R2 in equal parts.
The system behavior can be described more precisely by introducing different





Following the procedure of [133], two different efficiencies for the secondary and
primary parts are introduced as
η2 =
|I2|2 RL’















16 In [133], the scaling factor α is referred to as dimensioning factor.
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in which the relations (3.34b) and (3.35) have been regarded for obtaining the
above expressions. When replacing the mutual inductance by the coupling factor
definition of (2.48) and using the intrinsic quality factor definitions of (3.13b), the











1+ k2 QL1QL2, (3.38a)
which confirms the lower bound αmin = 1 from above.
17 If the optimum scaling
factor is substituted in (3.37c), the theoretically maximum available efficiency can







From (3.38b) it is obvious that for increasing quality factors (decreasing losses),
the efficiency approaches one. At the other extreme, zero coupling results in an
efficiency of zero as expected. As an example, if two identical coils with a Q-factor
of 200 each are positioned in such a way that a coupling factor of 1% is ensued, the
theoretically maximum overall efficiency amounts 38% while the optimum scaling
factor is about 2.2. If the coupling factor is increased to 5%, e. g. due to a spatial
shift, the maximum efficiency increases to 82% while the optimum scaling factor
is raised to approximately 10.
This examples illustrates the need for an adaptive matching network which is
able to change the scaling factor in order to account for varying coupling conditions
in an optimum manner. Otherwise, a non-optimum efficiency has to be accepted
for coupling deviations w. r. t. the nominal coupling factor.
A second important parameter for designing an IPT system is the electromag-
netic field emission which should be minimized in order to reduce the interactions
with other electronic devices and human beings. Due to the dominating magnetic
fields occurring in IPT systems, it is aimed to minimize the overall magnetic energy
17 The same optimum scaling factor can be derived by using the coupled-mode theory [5].
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emitted by the coil system. When transferring this statement to an optimum scaling
factor, the following result is obtained [133]
αopt,Wm =
p
1+ k2 Q2L2, (3.39)
which is similar to (3.38a). When both optimum scaling factors (3.38a) and (3.39)
are compared, it turns out that the difference is given by the missing quality fac-
tor of the primary coil in (3.39). This can be explained by the fact that the losses
characterized by R1 do not influence the magnetic energy of the primary coil. If, in
addition, both coils are identical or at least share the same quality factor, both op-
timum scaling factors for maximum efficiency and minimum total magnetic energy
coincide.
For any of the two goals, i. e. maximum efficiency and minimum field emission,
it has been pointed out by the above equations that it is essential to accurately
model the loss resistances of the coils due to skin and proximity effects in order to
allow for a precise forecast of the quality factors. This is of particular importance
when choosing an appropriate numerical method for the simulation of IPT antenna
systems.
The key results of this section can be used to summarize the steps needed for
designing an efficiency optimized IPT system in multiple subsequent steps. First,
the range of the coupling factor has to be determined. The coupling factor is mainly
influenced by the size of both coils and their relative arrangement,18 whereas other
parameters such as the number of turns or conductor cross sections influence the
coupling behavior only marginally. Second, the two coils have to be optimized
w. r. t. the quality factors QL1, respective QL2, in order to maximize the efficiency
in (3.38b). For a specified nominal coupling factor and the quality factors from
above, an optimum scaling factor αopt can be computed according to (3.38a). The
matching network of the receiver is subsequently designed in such a way as to
transform the given load resistance to RL’ = αoptR2 while compensating the L2-
reactance by its complex conjugate value. If the system is operated under varying
coupling conditions, an adaptive matching network must be applied which is able
to change the scaling factor according to (3.38a). Alternatively, a non-optimum
system behavior has to be accepted.
3.3.3.2 Example: Design of an RFID Transponder Label
In this section, the results from the previous section are transferred to the de-
sign of a typical RFID transponder operating at the frequency of f0 = 13.56MHz
18 Parameter studies for different turn configurations are presented in [12].
3.3. Equivalent Circuit Representation 65
Coil Model MN Load
R2
L2
Cp Rp CMN CLoad RLoad
(a) Equivalent circuit model consisting of the coil,






(b) Combining parallel capaci-
tances and resistances
Figure 3.12.: Typical equivalent circuit representation of the receiver. (a) The coil is modeled
via the RLC circuit displayed in Figure 3.7b. The matching network consists of a single
capacitance only while the load is modeled by a parallel connection of a resistance and
a capacitance. (b) The entire model can be simplified by combining the parallel circuit
elements.
(s. Figure 3.1). The PSC is modeled via the RLC circuit according to Figure 3.7b
whereas the transponder Integrated Circuit (IC) is represented by a parallel cir-
cuit consisting of the load resistance as well as a capacitance.19 In low-cost RFID
systems, the matching network at the transponder must be as simple and robust
as possible which is ensured by a single capacitor20 connected in parallel21 to the
terminals of the coil.
The described parts of the transponder label are presented in Figure 3.12a,
whereas the parallel network elements can be combined to C2 and RL as shown
in Figure 3.12b. It is obvious that the parasitic capacitance Cp of the PSC has to be
considered as it influences C2 and therewith the resonance frequency of the entire
system. Since a numerical modeling of the coil under MQS assumptions only is not
able to model the parasitic capacitance, such an approach would unavoidably lead
to a wrong modeling of the resonance frequency.
In order to agree with the outcomes presented in Figure 3.11, the parameters
of the parallel RC circuit of Figure 3.12b are converted to the series connection
19 The capacitance mainly accounts for the internal behavior of the transponder IC, e. g. due to
the diode capacitance of the rectifier circuit or a tuning capacitor [8, 66].
20 It is assumed that the internal capacitance of the IC is not large enough to fulfil the resonance
condition.
21 If the capacitor would be connected in series, the scaling factor α of (3.35) would be too high
due to the large load resistance which is typically in the range of several kΩ w. r. t. the small
resistance R2 of the conducting traces which usually does not exceed a few Ω for good conduc-
tors.
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displayed in Figure 3.11a according to the relation












The above approximations are valid if ω2C2
2
RL
2 ≫ 1 which is often valid for typical
arrangements [137]. For simplicity reasons, only the approximated versions will
be used in the following. Due to the fact that the capacitance in (3.40a) stays
approximately the same as in the series circuit, the resonance condition (3.32)
holds and the capacitance is chosen as C2 = 1/(ω
2
0
L2). From this, the expressions
for the transformed load impedance and the scaling factor at the working frequency


















By using this specific matching network, the scaling factor α is a function of the in-
ductance as well as the intrinsic quality factor. Thus, it cannot be chosen arbitrarily
although demanded for maximum efficiency of (3.38b).
The question is whether this network can still be used to obtain efficiencies close
to the maximum value by choosing the scaling factor according to (3.38a). It will
be seen in section 6.2.3 on page 138, where different design parameters of the
rectangular PSC according to Figure 3.5 are swept, that the quality factor QL2 does
not have a sharp maximum in the parameter space. Contrary, the maximum value
QL2,max can be obtained relatively independent of the inductance L2. This allows
for first determining the maximum quality factor and afterwards for computing
the inductance and capacitance which are demanded for maximum efficiency by










It should be mentioned that by using this definition, the optimum inductance L2 is
a function of the coupling factor as well as the properties of the primary coil due to
the dependence of QL1.
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In practical applications, the transponder must be operated in a variety of en-
vironments from which follows that the transponder antenna cannot be optimized
for a certain coupling. A more practicable way is to design the inductance for zero





In this case, the optimum efficiency is obtained for low coupling. A further restric-
tion is given in the case of mass-produced low-cost RFID transponder where the use
of a discrete capacitor must be avoided, i. e. CMN = 0. In this case, the inductance





which is a direct consequence of the network topology according to Figure 3.12b.
In addition, the quality factor QL2 may be optimized by the geometrical parameters
while keeping the inductance constant. Case studies of the explained design steps
will be presented in section 6.2.3 on page 138. More details about the system
design in case of RFID systems can be found in [136, 137].
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4 Partial Element Equivalent Circuit
Method
In this chapter, the fundamental concepts of the Partial Element Equivalent Circuit
(PEEC) method are derived. The PEEC method has been developed by Albert E. Ruehli
in the early seventies [67, 68, 26] as a numerical approach for modeling the electro-
magnetic coupling effects of interconnecting structures. An important feature of the
PEEC method is the fact that the electromagnetic field coupling effects of the structures
are transferred to the circuit domain, represented as a system of lumped RLC network
elements.1 The transition to the network domain is obtained by partitioning the con-
ductors of the analyzed interconnection structures into basic volume and surface cells
with constant unknown currents and charges, respectively. The mutual EM interac-
tions of the elements are interpreted in terms of partial resistances, inductances and
capacitances which purely depend on the geometry and the material properties. These
circuit elements are assembled to an equivalent circuit which can be solved via stan-
dard solvers such as SPICE or via linear algebra packages in both time and frequency
domain. The network character of the system allows for an easy and straightforward
integration of external circuit components.
In the last decades, the PEEC method has been extended by several authors and
hence has become a general purpose numerical full wave and full spectrum2 3D method
[70] with the possibility of including dielectric [71] and magnetic materials [72].
The chapter is organized as follows: First, the discretization of the fundamental
equations is presented followed by the introduction of the partial network elements and
the interpretation of the system as an equivalent circuit. Afterwards, the integration
of different model simplifications such as quasi-stationary assumptions to the PEEC
method is explained. The meshing of the interconnection structures is discussed in
the subsequent section with special focus on IPT systems. The modeling of skin and
proximity effects via the PEEC method is discussed in a separate section due to the
importance for the quality factors of PSCs. The chapter is closed with a brief overview
of the modeling of dielectric and magnetic materials as well as acceleration techniques.
1 It should be mentioned at this point that similar considerations to interpret the MPIE formu-
lation as a system of circuit elements has been presented by earlier authors such as Wessel in
1937 [69].
2 The wording full spectrum refers to a numerical method which allows for an accurate modeling
from DC up to a maximum frequency of interest which is only limited by the discretization.
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4.1 Discretization
As already mentioned in section 2.6, the system of equations (2.34) in the MPIE
formulation is the basis for the PEEC method. In the following, all derivations are
performed in the frequency domain whereas the transition to the time domain is
straightforward, e. g. [73]. For simplicity reasons, the following analysis concen-
trates on an interconnection system located in free space. The inclusion of dielectric
and/or magnetic materials will be focused on in section 4.7.
In free space, the total currents and charges are replaced by the currents and












̺(~r ′)G(~r ,~r ′)dV ′ = Φ(~r), (4.1b)
div ~J(~r) + jω̺(~r) = 0. (4.1c)
As before, (4.1a) is the MPIE formulation whereas the electric scalar potential Φ is
defined by (4.1b). The continuity equation (4.1c) completes the EM system. Usu-
ally, the set of equations (4.1) is written as a system of two equations in which
(4.1b) is substituted in (4.1a). The advantage of handling both equations sepa-
rately is given by the fact that the MQS case is incorporated in the analysis since
in this case, the system (4.1) is considered without (4.1b). Additionally, a better
insight into the different basis and testing functions needed for the discretization
of the above system is enabled.
According to section 2.6, the general Green’s function G(~r ,~r ′) has to be replaced
by (2.32), depending on whether the full-wave solution or quasi-stationary assump-
tions are being used. The excitation of the system due to external sources may be
introduced in form of an external electric field in the right hand side of (4.1a).
Alternatively, virtual point current sources can be inserted in the right hand side of
(4.1c). For simplicity reasons, these sources are not written explicitly in the follow-
ing equations, instead they will be introduced in the network domain as voltage
and current sources.
Although it has been shown in section 2.3.3 that for practical applications, the
charges are located at the surfaces of the conductors only, a volume charge density
is assumed in the following considerations. This is due to the fact that the interme-
diate steps of the following derivations can be written in a more precise manner.




























Figure 4.1.: Basic PEEC current cell with
the length ln, the constant cross section
An and conductivity κn as well as the ho-





Both end faces are assumed as perfectly
conducting which motivates to assign two





. These nodes provide interfaces to
further charge and current cells.
In addition, the condition of zero charge density inside the conductors is already
implied by the system (4.1), e. g. [73]. At the final stage of the formulation it will
be explained how the volume charge density can be replaced by a surface charge
density in order to reduce the complexity of the occurring integrals.
In order to recast (4.1) to a form which can be evaluated numerically, the con-
ducting regions are discretized into a set of basic PEEC volume cells, accounting for
the currents and charges which are the unknowns in the formulation. The overall
number of current cells is denoted by Nb while the number of charge cells is de-
noted by Nn, respectively. The subscripts “b” and “n” account for the branches and
nodes in the network domain because each current cell will be represented by a
branch in the circuit representation whereas each charge cell will be assigned to a
single node.
A basic current cell is visualized in Figure 4.1. The volume of the cell Vn can be
split into the arbitrary but constant cross section An and length ln. The conductivity
κn is required to be homogeneous in each cell and both end faces of the cell are
assigned with a constant potential. A current In is flowing through the cell whereas
the direction is pre-specified by the unit vector ~en. This allows for modeling a
conductor by a number of small current cells which are connected subsequently to
their end faces.
Besides the presented basic current cell in Figure 4.1 usually being composed
of a rectangular cross section, the PEEC method can also be derived for triangles
(surface cells) and prisms as presented in [74, 75] for example. Moreover, the
inclusion of volume cells with a varying cross section leads to non-orthogonal PEEC
cells in general, which is discussed in [76, 77]. In cases where the direction of the
current flow is not known a priori, e. g. for applications with ground planes, a 2D
or 3D discretization of the structure as presented in section 4.5.1 is must be set up.
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The volume cells for the charges are built equivalently to the current cells with
the difference that the volume Vq of the cell is charged by the total charge Qq and
the cell is not directed.
In the standard PEEC method [26], the currents and charges are assumed to
be constant inside each cell which allows for writing the total current and charge



















, ~r ∈ volume cell q,
0, otherwise.
(4.2b)
Besides the physically motivated description of the above approximation of the
current and charge density, (4.2) can also be explained by the method of weighted
residuals (cf. [20]). In this terminology, ~mn and vq are rectangular or piecewise
constant orthogonal basis functions while In and Qq are the unknown expansion
coefficients. Since the method of weighted residuals is generally not restricted to
this special kind of basis functions, some authors use different basis functions in
the PEEC method, for instance, [20, 21, 73].
The motivation of the above approximation scheme (4.2) is to transfer the origi-
nal unknown continuous current and charge distribution to a number of unknown
coefficients which can be reformulated to a matrix system and be solved numeri-
cally via linear algebra methods. More precisely, substituting (4.2) into (4.1) and
regarding the orthogonality of the basis functions ~mn and vq, which implies a re-
duction of the integrals to the volume of the n-th and q-th cell respectively, leads

























In ~mn(~r) + jω
Nn∑
q=1
Qqvq(~r) = 0. (4.3c)
In order to obtain a linear system of equations, the three equations above are tested
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If the testing functions equal the basis functions, the methodology is called Galerkin
method. An alternative is to use the collocation method which uses Dirac-delta
distributions, e. g. [78].
Following the standard PEEC method, the Galerkin procedure is applied to the
system (4.3) whereas the testing functions ~mm and v i are chosen equivalently to








~em · ~f (~r) dV, (4.5a)D







f (~r) dV, (4.5b)
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f (~r) dV, (4.5c)
with ~f (~r) and f (~r) being the vector and scalar functions which have to be replaced
by the equations (4.3). The above testing scheme with different normalizations is
physically motivated by the aim to transform the EM field equations to the network
domain where the unknowns are currents and voltages rather than current and
charge densities. As an example, integrating the electric field terms of (4.3a) over
the volume of the cell m and normalizing to the cross section of the cell as done in
(4.5a), a typical voltage drop U =
∫
~E ·d~s over the cell is obtained.
When applying the above procedure (4.5) to the three equations in (4.3), the
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Figure 4.2.: PEEC current
and charge cells which are
shifted by half of the cell
length. This allows for
matching the correspond-
ing potentials located at
the center points of the
charge cells with the po-
tentials at the end points
of the current cells.
The last term of (4.6a) can be simplified by assuming that the potential of the m-th


































are the average potentials at the end faces of the cells as
visualized in Figure 4.1.
According to the above considerations, the potential in the charge volume cell i
is averaged by the right hand side term of (4.6b) and named Φi in the following
(cf. [68]). Substituting these simplifications into (4.6) and applying the Gauss’
theorem to the volume integral of (4.6c), the equations can be reformulated as lm
κm Am
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~mn(~r) ·d~A+ jωQi = 0. (4.8c)
In order to match the potentials of the charge cells uniquely to the potentials at the
end faces of the current cells, the cells are shifted by half of the length as visualized
in Figure 4.2. Thus, each charge cell corresponds to a node which in turn belongs




Figure 4.3.: Connection of three current
cells at a single node. The boundary in-
tegral (4.8c) over the current testing func-
tions is nonzero only at the gray shaded
interfaces.
to an end point of the current cells. From this scheme it becomes obvious that the
number of nodes Nn equals the number of charge cells.
The relative shift of the current and charge cells can be used to analyze the
integral over the closed surface of (4.8c). Due to the dot product of the n-th current
basis function with the outward normal vector of the charge-cell surface, only those
parts of the surface have to be evaluated where the normal surface vector has either
the same or opposite direction of the current flow in the neighboring current cell.
As can be seen in Figure 4.3, the value of the integral is only nonzero at the gray
highlighted interfaces. Due to the carefully chosen normalization of the testing
function (4.2a), the value of the integral is of the following form
Bni =

+1, if current n is leaving charge/node i,
−1, if current n is entering charge/node i,
0, remaining part.
(4.9)
The entries Bni belong to the sparse nodal connectivity or incidence matrix B with
Nb rows and Nn columns. Note that just two nonzero entries exist in each row, one
of them being +1 and the other −1 since each current cell is only connected to two
nodes.
The above considerations allow to formulate the system (4.8) in a more compact
form as











Piq Qq = Φi , (4.10b)
Nb∑
n=1
Bni In + jωQi = 0, (4.10c)
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in which the bracketed terms of (4.8) have been abbreviated with Rmm, Lmn and
Piq. These terms will be interpreted as equivalent network elements with the exact
definitions presented in the next section.
4.2 Partial Network Elements
The three expressions in the square brackets of (4.8) can be interpreted as partial
network elements, i. e. partial coefficients of resistance, inductance and potential,3
introduced by Ruehli [67, 68]. The coefficients are purely dependent on the ge-
ometry and the materials involved. When comparing the integrals with the basic
definitions for resistance, inductance and coefficient of potential from section 2.7,
the partial elements can be identified as being special cases of the general defini-
tions.
In the following three paragraphs, the expressions are presented for the full-
wave and quasi-stationary cases. Moreover, hints for the analytical evaluation of
the corresponding integrals for special setups are given.
Partial Resistance






which corresponds to the standard expression for a conductor with the length lm,
the constant cross section Am and conductivity κm according to the general defini-
tion (2.40). The subscripts mm indicate that the partial resistance contains only a
self-term; different conductors are not coupled via mutual resistances. Due to the
assumed homogeneous current density inside each current cell, the above equation
can only account for the DC resistance of an interconnection structure. If an in-
homogeneous current distribution should be captured, either the assumption of a
homogeneous current density must be relaxed leading to different basis functions
as in [21] or, alternatively, the cross section of the conductors must be subdivided
which will be discussed in section 4.6.
Partial Inductance
The second square bracket of (4.8a) can be interpreted as a partial mutual induc-
tance between the volume cells m and n. When substituting the Green’s function
3 The coefficient of potential is the reciprocal value of the capacitance according to (2.55).
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|~r −~r ′| dV
′ dV. (Full wave) (4.12b)
In contrast to the full-wave solution (4.12b), the partial inductance expression for
the quasi-stationary approximations (4.12a) does not include frequency-dependent
behavior. In this case, the partial inductance formulation coincides with the general
expression (2.45) if three assumptions are fulfilled. First, the conductor’s volume
can be split into the length and the constant cross section. Second, the current
density inside the conductors is homogeneous and third, the current flow does not
change its direction inside the current cell.
The concept of partial inductances can be transferred to the commonly used
inductance definition based on the magnetic flux through closed loops when the
current cells are regarded as being a part of a virtually closed loop at infinity. In
[67], this concept is discussed in detail.
It should be mentioned that two conductors which are oriented perpendicular to
each other share zero mutual inductance. This is obvious due to the dot product
~em ·~en of both current cells in (4.12). Accordingly, if the two currents are flowing in
the opposite direction, the mutual inductance becomes negative. A further property
of the partial inductances is given by the fact that the coefficients are symmetrical.
This can be ascribed to the Galerkin’s procedure.
For practical applications, the six-fold integrals in (4.12) must be evaluated ac-
cording to the specific geometry. Besides numerical integration techniques which
are out of the scope of this work, exact analytical solutions exist for special ar-
rangements, e. g. for parallel brick-shaped current cells. As an alternative, various
approximation techniques can be applied. A detailed review about analytical tech-
niques to solve (4.12a) is presented in appendix A.1 on page 163.
Partial Coefficient of Potential










|~r −~r ′| dV
′ dV, (LQS) (4.13a)









|~r −~r ′| dV
′ dV. (Full wave) (4.13b)
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As before, the expressions are symmetrical and only the quasi-stationary version
is frequency independent. When comparing (4.13a) with the general definition
for the coefficient of potential in (2.52), conformance is obtained in the case of a
homogeneous charge density inside the volume.
In order to reduce the complexity of the above integrals, a common practice is to
discretize the surfaces of the conductors only which is motivated by the vanishing
charge density inside the conductors (s. section 2.3.3). This reduces the six-fold
integral of (4.13) to a four-fold integral which is generally easier to compute. The
transition from the volume to the surface involves a further subdivision of each
volume charge cell into multiple panels being connected to a single node. In this
case, the total number of panels is introduced as Np.
As an example, the volume charge cell i as shown in Figure 4.2 can be replaced
by four panels whereas the left and the right surfaces of the charge cell do not
need to be considered as they do not carry charge. In practical applications with
thin conductors, the thickness is usually neglected which allows for using a single
surface only. As can be seen from section 6.2.3 on page 143, the obtained results
are fairly accurate.
In order to distinguish the surface from the cross section A in the mathematical
notations, the surface of the i-th panel is indicated via Si which allows for rewriting









|~r −~r ′| dA
′ dA, (LQS) (4.14a)









|~r −~r ′| dA
′ dA. (Full wave) (4.14b)
Again, the analytical solutions of (4.14a) for rectangular panels will be presented
in appendix A.4 on page 170.
4.3 Equivalent Circuit Representation
In this section, the network character of the PEEC system will be emphasized by
deducing Kirchhoff’s Voltage Law (KVL) and Kirchhoff’s Current Law (KCL) from
the system of equations (4.10). Followed by that, the PEEC equations are converted
to the matrix notation enabling to solve the system in the Modified Nodal Analysis
(MNA) formulation.
The considerations start with pointing out the network character of the system
(4.10). Figure 4.4 visualizes (4.10a) as a network branch consisting of the partial



























Figure 4.4.: Equivalent RLC circuit representation of (4.10) with the m-th PEEC cell con-
nected to the charge cells i and i − 1.
resistance Rmm and the partial self-inductance Lmm. A voltage source accounts for
the mutual inductance interactions with other branch currents In. The m-th branch
of the network is connected to two nodes with the potentials being identical to the
potentials of the connected charge cells (4.10b). Each charge cell can be repre-
sented by a partial capacitance in series with a further voltage source driven by all
other charge cells q. The arrangement visualized in Figure 4.4 can be interpreted
as KVL stating that the sum of all voltages around a closed loop is always zero.
Accordingly, the third part (4.10c) describes the KCL which is a direct consequence
of (4.9).
Due to the described equivalent circuit interpretation of the discretized EM sys-
tem, it is possible to compute all partial network elements for a given application,
store them together with the connectivity information (4.9) in a netlist, define ports
and solve them with standard circuit solvers such as SPICE.
For the sake of completeness, the next section presents the basic steps required
to obtain a linear system of equations which can be solved with standard linear
algebra packages. The motivation is to obtain a deeper insight into the system and
to provide the basis for the sensitivity analysis in chapter 5.
Generally, two different methods to solve electrical networks exist, the nodal
and the mesh based analysis. The nodal method may be advantageous for systems
with a small number of nodes compared to the number of branches [79]. For
instance, this is the case for the single conductor example according to Figure 4.5,
where multiple branches and panels are connected to a few nodes. The nodal based
analysis has an additional implementation advantage because it is straightforward
to set up the incidence matrix B of (4.9).
Contrary, when applying the mesh based analysis, a set of mesh currents is intro-








Figure 4.5.: PEEC equivalent circuit of a single conductor with partial network elements.
Multiple branches and panels are connected to each node. The mutual couplings of the
network elements from Figure 4.4 are not visualized for clarity reasons.
duced which fulfills the KCL per definition because each mesh current enters and
leaves a node at the same time [79]. Another advantage of the mesh based analysis
is the fact that the obtained partial element matrices can directly be assembled to a
symmetrical matrix and be solved for the mesh currents [80]. The drawback is the
fact that a mesh matrix must be set up which requires additional algorithmic effort
since the mesh matrix is not unique and different constraints must be maintained.
For this reason, the nodal based analysis is used throughout this work. The
mesh based analysis is not discussed except for the extraction of the fast mutual
inductance extraction technique of two multi-turn coils. In this specific case, the
conductors are meshed as coarse as possible which makes the mesh based approach
advantageous and involves a trivial mesh matrix as will be detailed in section 4.5.4.
4.3.1 Nodal Based Analysis
Until now, the PEEC system has only been written for a single cell in (4.10). The ex-
ample of Figure 4.5 visualizes the discretization of a single conductor with multiple
branches and panels connected to different nodes. The overall system description
can be obtained by switching to the matrix formulation which captures all current
and charge cells at the same time. Although not visualized in Figure 4.5, generally
each current cell is mutually coupled with all other current cells due to the sum
term of (4.10a) whereas the same is true for the charges in (4.10b). Thus, (4.10)
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leads to a dense or full matrix system which can be expressed as4 
R+ jωL





= i s. (4.15c)
In (4.15a), R is a Nb×Nb diagonal matrix consisting of partial resistances defined by
(4.11). Equivalently, L is a Nb × Nb dense matrix composed of partial inductances
according to (4.12). The vector ib is the Nb × 1 branch current vector whereas
the Nb × 1 voltage source vector u s has been introduced in order to account for
possible external voltage sources at the branches. The original difference of the
potentials at the nodes Φ(+)m −Φ(−)m from (4.10a) has been replaced by −Bϕn which
is a direct consequence of the introduced Nb × Nn incidence matrix B from (4.9).
This is because each branch current enters and leaves exactly one node which leads
to two nonzero entries in each row. Consequently, the Nn × 1 vector ϕn describes
the node voltages.
When comparing the second equation (4.15b) with (4.10b), it can be verified
that the subscripts have been changed to “p” in order to allow for multiple panels
per node. As before, Pp is the Np × Np dense coefficient-of-potential matrix of the
panels while qp as well as ϕp are the Np × 1 panel charge and potential vectors,
respectively. In the last equation (4.15c), q
n
is the Nn×1 vector of node charges. On
the right hand side of the equation, the Nn×1 current vector i s has been introduced
in order to account for external current sources at the nodes. This is convenient
when introducing ports to the network.
There exist a multitude of possibilities to solve the above matrix system, de-
pending on how the equations are arranged, e. g. [73, 80, 81]. Here, the following
procedure is chosen: In order to unify the different sized charge and potential vec-
tors of (4.15) at the panels and the nodes, an Np × Nn node reduction incidence
matrix D is introduced similar to [80, 81] as
Dmn =
(
1, if panel charge m is connected to node n,
0, remaining part.
(4.16)






, ϕp = D
ϕ
n, (4.17)
4 Throughout this work, matrices are written as bold uppercase letters whereas vectors are de-
noted by lowercase bold letters.
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which state that all panel charges belonging to a single node are added while each
node potential is copied to all adjacent panels in order to ensure a uniform potential
on these panels. The relations are a consequence of the originally single charge
volume cell partitioned into multiple surface cells. By means of (4.17), equation
(4.15b) can be replaced by
q
n





The Nn×Nn dense matrix P describes the node coefficients of potential. Its inverse
Cs = P
−1 is the Nn × Nn dense short-circuit capacitance matrix [71, 82]. In some
applications, it might be advantageous to convert Cs to the capacitance matrix
C which is based on the voltages rather than the potentials. The conversion is
straightforward and can be reviewed in [71, 82], for instance.
In order to set up the total matrix system, (4.15b) is replaced by (4.18). This







The above system is written in the so-called Modified Nodal Analysis (MNA) for-
mulation [83] because the unknowns are built by the branch currents together
with the node potentials. The negative sign is included at the capacitance matrix
as well as the nodal potentials in order to maintain a symmetric form of the sys-
tem matrix assuming that the coefficient definitions from section 4.2 are used. The
symmetrical property is advantageous for the adjoint sensitivity analysis specified
in chapter 5 where the transposed system matrix is required. Due to the direct use
of Cs in (4.19), the matrix inversion of Pp in (4.18) is required. This is accepted
here since the size of the coefficient-of-potential matrix of IPT systems does usually
not exceed a few hundreds of panels.5 Whenever the direct inversion of Pp should
be avoided, e. g. for large systems, alternative formulations such as presented in
[73] can be applied.
4.3.2 Multi-Port Network
In this section, an expression for the port impedance matrix of a multi-port network
is derived. The above system (4.19) is of the general form A x = b. Thus, it can
5 A relatively coarse capacitive mesh is sufficient in IPT systems because capacitive cross coupling
is dominated by the inductive effects.
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be solved via standard linear algebra packages for the unknown branch currents
and node potentials. In case of multi-port networks, it might be beneficial to define
an expression for the port impedance matrix which can be used for the connection
with external circuitry. To this end, an Nn×Nport sparse terminal incidence matrix K
is introduced with Nport denoting the number of ports. The elements of the matrix
are built by [73]
Kmn =

+1, if port current n is entering node m,
−1, if port current n is leaving node m,
0, remaining part.
(4.20)
This allows for reformulating the system (4.19) in the state-space form, such as
presented in [39, 80]. Hence, a derivation of an impedance transfer function with













Solving the first equation for the state variables and substituting the result into the













This section concentrates on adapting the general derivations of the PEEC method
from the previous sections to different approximation techniques of the Maxwell’s
equations such as the quasi-stationary assumptions. In the first subsection, some
hints about the full-wave and LQS-PEEC systems will be given. Afterwards, two
simplifications will be discussed, the MQS-PEEC approach as well as the DC-PEEC
limit which corresponds to the formulation of stationary currents. The section is
concluded by a short review of the 2D-PEEC formulation which uses an adapted
Green’s function.
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4.4.1 Full-Wave (rPEEC) and Quasi-Stationary (LQS-PEEC)
The preceding derivation of the PEEC method is valid for the full-wave as well as
the LQS case assuming that the interconnection structure is surrounded by a ho-
mogeneous medium. In the following, the two models are named Retarded Partial
Element Equivalent Circuit (rPEEC) according to [70] and Lorenz-Quasi-Static –
Partial Element Equivalent Circuit (LQS-PEEC) motivated by section 2.4.1. The
latter model is also referred to as (Lp, P, R)-PEEC in some contributions, e. g. [39].
Both models do only differ in the expression for the partial inductances (4.12)
and partial coefficients of potential (4.13) or (4.14). In contrast to the integrals in
the LQS formulation, the full-wave elements are frequency dependent and gen-
erally complex valued. The reason is the exponential function in the integral
kernels causing a phase term of the mutual element couplings due to the finite
speed of light. In time-domain formulations, this corresponds to a retardation
term. Since the retardation term generally complicates the integral evaluations,
the full-wave integrals are avoided whenever possible, i. e. when analyzing appli-
cations with dimensions much smaller than the minimum wavelength. Since the
geometrical dimensions and the frequency spectrum of IPT systems typically ful-
fill these requirements, quasi-stationary assumptions are justified. For this reason,
only a few hints about the full-wave integrals are presented in the following.
For applications with dimensions comparable to the wavelength, the geometry
is typically discretized with 10 to 20 cells per wavelength, e. g. [40, 84]. As stated
in [70], no closed-form solutions of the retarded coefficient integrals exist. This
demands for a numerical evaluation of the integrals for each frequency point in
general. In order to overcome this drawback, some authors move the exponential
phase term out of the integral [84], thus storing a frequency-dependent phase
term between the center points of two elements [85]. As an alternative, in [78],
the testing procedure is performed with Dirac-delta shaped testing distributions in
order to reduce the complexity of the partial element integrals.
4.4.2 Magneto-Quasi-Static (MQS-PEEC)
In this section, the Magneto-Quasi-Static – Partial Element Equivalent Circuit
(MQS-PEEC) method, which is also referred to as (Lp, R)-PEEC approach, is fo-
cused on. As already mentioned in section 2.6, the MPIE formulation differs for
MQS and LQS systems in a basic property. In the MQS case, the continuity equa-
tion has to be replaced by div ~J = 0 from (2.29) which results in a decoupling of the
currents from the charges. This allows the omission of the charges. More precisely,
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~J(~r ′)G(~r ,~r ′)dV ′ + gradΦ(~r) = 0, (4.23a)
div ~J(~r) = 0. (4.23b)
Instead of repeating the entire derivation for this modified system of equations,
only the differences w. r. t. the preceding derivation are emphasized. When
discretizing the above system with the same basis and testing functions as in
section 4.1, (4.10) results in











Bni In = 0. (4.24b)
The above equations again describe the KVL and KCL with the same nodal connec-
tivity matrix of (4.9) as well as the partial resistances and inductances according
to (4.11) and (4.12a). The coefficients of potentials do not have to be considered
since the charges do not influence the overall system behavior. When express-
ing (4.24) in the MNA matrix notation and repeating the steps of section 4.3, the







If this MQS system is compared with the LQS version of (4.19), the only difference
is observed in leaving out the capacitance matrix Cs .
6 This fact motivates for a joint
simulation of the LQS-PEEC and MQS-PEEC models since the partial element inte-
grals have to be computed just once. In other words, the only overhead is to solve
two systems which often constitutes a minor part of the overall simulation time
only. Further properties of the joint simulation are the same element discretization
and solution accuracy. This makes the technique ideally suited for the network
model extraction of PSCs as already explained in section 3.3.2.
6 In the MQS case, one of the network nodes must be defined as the reference node [79] to which
the node potentials ϕn can be referred to.
4.4. Model Simplifications 85
4.4.3 Stationary Currents (DC-PEEC)
The Direct Current – Partial Element Equivalent Circuit (DC-PEEC) or simply
R-PEEC method can be regarded as the DC limit of the MQS-PEEC approach from







The DC-PEEC model is used in section 6.2.1 for analyzing the DC resistance of a
rectangular conductor bend for which an analytical reference solution is available.
4.4.4 2D Magneto-Quasi-Static (2D-PEEC)
In this section, the Two Dimensional – Partial Element Equivalent Circuit (2D-
PEEC) method is introduced as being a 2D version of the MQS-PEEC approach. Re-
sults of a 2D-PEEC analysis will be evaluated in section 6.1.2, where eddy-current
problems of a cylindrical conductor are analyzed and compared with analytical ex-
pressions. The derivation of the 2D-PEEC method is motivated in [86] and can be
shown to be a 2D counterpart of the MQS-PEEC method. The basic difference is
the fact that the Green’s function Gˆ(~r ,~r ′) of (2.32) has to be replaced by its 2D
counterpart
Gˆ2D(~r ,~r
′) = − 1
2π
ln
 |~r −~r ′| . (4.27)
Following the derivations of section 4.1 but modifying the testing procedure by



















(x − x ′)2 + (y − y ′)2

dx ′ dy ′ dx dy. (4.29)
Analytical solutions for the integrals of (4.29) for elements with rectangular cross
section will be presented in appendix A.3 on page 170.
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According to the MQS-PEEC case, the linear system of equations (4.25) remains
unchanged. Special attention must be paid to 2D applications where the total sum
of all currents is nonzero. This is due to the logarithmic character of the Green’s
functions [87] which implies an infinite total magnetic energy as well as an infinite
total inductance [88], respectively. For this reason, either the internal inductance
or inductance differences are commonly evaluated in such cases [86, 89].
4.5 Meshing Strategies
Different meshing strategies of PEEC systems are detailed in this section whereas
it is focused on those mesh settings which are needed for the modeling of PSCs.
The section is structured as follows: After briefly discussing the complexity of dif-
ferent mesh types, the discretization of rectangular conductor bends is focused on
by applying three different meshing techniques. Afterwards, the panel mesh of a
rectangular PSC with thin conductors is discussed. The section is closed by the
presentation of an efficient technique to extract the mutual inductance of two arbi-
trarily shaped and positioned spiral coils by using the most simple mesh setting. It
will be shown that this technique corresponds to the Greenhouse method [51].
Although the subject of meshing the cross sections of the conductors belongs to
this section, it is shifted to section 4.6 since it constitutes a crucial point in IPT
system design.
4.5.1 1D, 2D and 3D Meshes
For arbitrary 3D conducting structures where the current direction is not known
a priori, the geometry needs to be meshed with a 3D grid of nodes and a volume
current cell in between each pair of neighboring nodes. In addition, the surface of
the structure must be meshed with a set of panels, at least a single panel per surface
node. Due to the fact that each non-orthogonal current pair is mutually coupled
via (4.12) and every charge pair via (4.14), the system matrix in (4.19) is densely
populated. Thus, a direct solution grows as O(N3) in time while the matrix storage
grows as O(N2), respectively, with N representing the number of unknowns [40].
From this fact it can be concluded that the PEEC method has its main advantage for
interconnection structures with long and thin wires, where the unknown currents
can be limited to the direction of the estimated current flow. Hereby, the number
of unknowns is remarkably reduced.
An exemplary mesh of a PSC is visualized in Figure 4.6 as a mixture of 1D and 2D
regions. An adequate meshing algorithm first extracts parts of the structure which
can be cast into straight segments leading to regions with a 1D discretization. The








Figure 4.6.: PEEC current cells of a
PSC. Long and thin conductors are
meshed in 1D only whereas larger
areas are meshed in 2D.
remaining part is discretized with a set of nodes whereas two neighboring nodes
are connected via a current cell each. In Figure 4.6, the cells are composed of
rectangular bricks. A more precise modeling for arbitrary curved objects can be
obtained by using non-orthogonal elements as presented in [76, 77].
In contrast to the 2D partitioning, the 1D discretization of the conductors is per-
formed with the lowest possible number of straight segments leading to long and
thin volume cells.7 The eventually occurring high aspect ratios of the lengths and
cross sectional dimensions are not problematic as long as the analytical integral
representations specified in appendix A.1 are being used. The cross sections of the
segments can further be subdivided in order to account for frequency-dependent
eddy-current losses which will be focused on in section 4.6. Prior to that, the dis-
cretization of the corners of the conductors is discussed.
4.5.2 Discretization of Conductor Bends
Although the current direction follows the direction of the conductors in general,
special attention must be paid to the conductor bends where the conductors change
the direction. Generally, the change of current flow is of curved, smooth nature.
Despite of this fact, for maintaining straight segments and for keeping the numer-
ical effort as low as possible, typically only a single node is put at each corner to
which two or more straight current cells are connected to. In order to quantify
7 If the lengths of the individual cells are longer than 1/20 to 1/10 of the wavelength, a further
subdivision is required.





(a) 2D discretization, two
cells highlighted
1
(b) 1D simplification with
segment overlap
1
(c) 1D simplification with-
out segment overlap
Figure 4.7.: Different discretization schemes to represent the 90◦ corners of the conduc-
tors. The arrows indicate the direction of current flow in each cell. Only the discretization
method (a) is able to reflect the non-abrupt change of current direction correctly whereas
the gain of accuracy is compensated by the numerical effort. In the versions (b) and (c),
the corner is equipped with a single node each whereas an unphysical overlapping of the
elements is avoided in version (c).
the error of such an approach, different discretization routines of corners are com-
pared. Special attention is paid towards rectangular corners since they often occur
in rectangular PSCs.
The discretization of rectangular conductor bends can be performed according to
the sketched variants shown in Figure 4.7. Because the current density is extremely
high at the innermost edge (s. Figure 6.15 on page 132), a proper discretiza-
tion scheme to capture the 2D current distribution as visualized in Figure 4.7a is
mandatory to achieve a high accuracy. Contrary, a simplified discretization scheme
as shown in Figure 4.7b can be set up, where the sum of all currents is forced to
be zero at a single node. A third discretization scheme is presented in Figure 4.7c,
where the overlapping areas of the second variant are avoided by adapting the
length of each segment according to the relative position. The number of elements
is identical to the variant in Figure 4.7b since only one node is introduced at each
corner. The number of unknown currents is of order O(N2
w
) for the discretized
corner and of order O(Nw) for the simplified versions with Nw being the number
of subdivisions in the conductor width. Numerical results for all three approaches
will be presented in section 6.2.2.
In the following, the 2D meshing algorithm according to Figure 4.7a will be
discussed in more detail as it is intensively used for a convergence study in
section 6.2.1. An exemplary discretization of a rectangular conductor bend is
presented in Figure 4.8 in which the elements are only visualized with 50% of




Figure 4.8.: PEEC discretization
of a rectangular conductor bend
with 202 branches and 105 nodes.
The current cells are only visualized
with 50% of their actual width
in order to allow a distinction be-
tween x - and y -directed cells. The
2D discretization is enlarged by the
length ∆li towards the direction
of the long conductors in order
to more precisely account for the
change of direction of the esti-
mated current flow.
their actual width in order to allow a distinction between x- and y-directed cells.
The conductors themselves are subdivided with seven non-equidistant bars in or-
der to account for the estimated non-uniform current distribution (s. section 4.6.2).
Starting with the 2D discretization at a distance ∆li towards the unconnected con-
ductor ends (cf. Figure 4.8), the change of current direction can be accounted for
in an accurate manner. It should be mentioned that the current cells at the conduc-
tor edges have only half of the width compared to the cells in the interior of the
conductors which is discussed detailed in [90].
4.5.3 Panel Mesh of a Printed Spiral Coil with Thin Conductors
The relatively coarse but efficient panel discretization of a rectangular PSC is fo-
cused on in this section. The use of such a mesh is motivated by the fact that in
PSCs, the electric energy plays only a minor role in the overall system behavior.
This motivates to neglect the thickness of the conductors and to treat the structure
in a 2D manner which is justified if the width of the conductors is much larger than
the thickness. This leads to a significant reduction of the number of unknowns
because a surface mesh of the side panels as well as the bottom panel is avoided.
The capacitive discretization scheme of the conducting sheets is presented in
Figure 4.9, visualized with one cell per conductor width.8 A single node is attached
8 In order to capture a possibly non-uniform charge distribution along the conductor’s widths, the
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Figure 4.9.: Capacitive 2D cells of
a rectangular PSC. Each corner of
the coil is equipped with a single
node whereas the straight conduc-
tors are halved for the panel dis-
cretization. Each node is assigned
to the two panels which are lo-
cated most closely.
at each corner of the coil according to the corner discretization variants of Figures
4.7b and 4.7c. The lengths of the conductors are divided into halves in order to
ensure rectangular patches and to allocate the potentials to the circuit nodes at the
corners which is demanded for the node reduction matrix of (4.16). This typically
leads to less than a hundred panels for a multi-turn coil.
4.5.4 Mutual Inductance Computation of two Printed Spiral Coils
This section proposes a technique for the fast and efficient computation of the mu-
tual inductance between two PSCs which is needed for the transformer-concept
modeling described in section 3.3.1. In contrast to the self-impedance extraction of
each coil, where an accurate internal conductor modeling is required for a precise
loss prediction (s. section 4.6), the mutual inductance computation should prefer-
ably be performed by a fast extraction technique. This is even more motivated by
the aim to allow for fast spatial sweeps, e. g. to enable a forecast of the maximum
powering range.
To enable a fast simulation speed, the inductively coupled coils are discretized
with a filamentary set of straight conductors according to Figure 4.10 whereas each
straight segment between two nodes is modeled by a single filament only. The
first inductor is represented by Nb1 branches (current cells) and the second by
Nb2 branches, respectively, leading to the number of branches Nb = Nb1 + Nb2 in
total. The MQS-PEEC method9 is applied to the structure. Afterwards, the Nb × Nb
matrices of partial resistances10 R and inductances L are set up.
surface can be further discretized according to the scheme as presented in Figure 4.11.
9 The MQS-PEEC method is a reasonable choice since the inductance concept of closed current
loops is based on the MQS assumption.
10 The partial resistances are not necessarily required as will be seen in (4.35) but are included
here for reasons of completeness.



















Figure 4.10.:Mutual inductance computation of two inductively coupled PSCs. The coils are
modeled by straight filaments. Each filament is represented by two lumped RL elements
whereas the mutual couplings of the elements are not visualized in this figure. Two mesh
currents have been introduced which flow through each of the coils. In this most simple
topologywith a single branch per straight conductor, the mutual inductance of both coils is
obtained by summing the partial mutual inductances according to (4.35) instead of solving
a system of equations.
In the following derivation, the network system will be analyzed in the mesh
based approach, in which a set of mesh currents is introduced whereas each mesh
current forms a closed current loop in the network topology, e. g. [79]. The mesh
currents identically satisfy the KCL since each mesh current enters and leaves a
node at the same time. The mesh based approach is advantageous if the number of
nodes and branches are comparable [28] which is the case in this example, because
only two mesh currents are required. For applying the mesh based analysis to the
MQS-PEEC system, (4.15a) is rewritten in a modified manner as 
R+ jωL

ib = ub, (4.30)
whereas the external branch sources u s of (4.15a) are not regarded in the formula-
tion. The Nb×1 vector of branch voltages ub = Bϕn has been introduced in (4.30)
in order to avoid to set up the nodal connectivity matrix. By sorting the branches of
each coil as depicted in Figure 4.10, the vector of branch currents ib = [ib1, ib2]
T
and the vector of branch voltages ub = [ub1, ub2]
T can be separated into the parts
belonging to the individual coils.
In order to extract the port impedance matrix of both coils it is necessary to set
up a mesh matrix M. While the setup of the mesh matrix is generally not unique
[79], in the specific case specified in Figure 4.10 it is composed of two rows only
M =
M11 · · · M1Nb1 M1Nb1+1 · · · M1Nb
M21 · · · M2Nb1 M2Nb1+1 · · · M2Nb
=1 · · · 1 0 · · · 0
0 · · · 0 1 · · · 1
. (4.31)
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The matrix M relates the terminal voltages to the branch voltages and superposes
all mesh currents flowing through a specific branch to the corresponding branch
current according to [28]
Mub = ums, M
Tim = ib, (4.32)
where ums = [Ums1, Ums2]
T is the mesh source voltage vector and im = [Im1, Im2]
T







im = ums. (4.33)
This equation relates the port voltages with the mesh currents which are identical
to the port currents of the two coupled coils. As can be verified by Figure 4.10, the
expression in the square brackets of (4.33) is the 2× 2 port impedance matrix ac-
cording to the general definition from (4.22). When separating this matrix into real
and imaginary parts, the real-part matrix can be shown to have only two nonzero
entries on the main diagonal. These elements are the self-resistances of both coils.
Contrary, the evaluation of the imaginary-parts results in a 2× 2 symmetrical in-
ductance matrix. Consequently, the mutual inductance M of both conductors is
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When comparing the result of (4.34b) with (4.33), the expected 2× 2 port induc-
tance matrix is obtained. Thus, the mutual inductance is expressed by element 12
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In contrast to the matrix system (4.22) which has to be solved for the port
impedances, the simple approach with a single branch in between two nodes re-
quires only the evaluation of Nb1 Nb2 partial inductances as well as their summation
according to (4.35), thus drastically reducing the computational effort. For visu-
alization aspects, the necessary partial mutual inductances have been gray shaded
in (4.34a). The simulation effort can even more be reduced by approximating
the volume integrals of the partial inductances of (4.12a) by line integrals when
filamentary currents are assumed. This allows for using approximated integral ex-
pressions, justified by two reasons: First, two segments from different coils are
usually located at a reasonable distance in which the differences between the vol-
ume and line integrals vanish. Second, no full solutions of the integrals are required
as the concept of closed current loops does not take into account the internal in-
ductance. Another advantage of the filamentary approach is the fact that equations
exist for an arbitrary orientation of the segments (cf. [52]).
The above presented results are equivalent to the Greenhouse method [51] in
which generally each conductor is discretized by a single segment, hence avoiding
to solve a linear system of equations. In the Greenhouse method, also the self-
inductance expressions on the main diagonal of (4.34b) are utilized. Since the
simple mesh does not allow for the inclusion of internal conductor effects such as
frequency-dependent losses, these main diagonal terms are not used in this work.
However, the self-inductance expressions of (4.34b) may be used as a starting point
for design and optimization purposes.
4.6 Modeling of Skin and Proximity Effects
Due to the importance of the loss modeling in IPT systems, a dedicated section
has been introduced accounting for this subject. First, a brief review about the
state-of-the-art techniques of the modeling of skin- and proximity-effect losses is
presented. It is motivated that the classic volume discretization is appropriate for
IPT systems. Followed by this, the subdivision technique of the conductor’s cross
section is detailed for the rectangular and the circular cross sections.
4.6.1 State-of-the-Art Techniques
In order to account for an inhomogeneous current distribution inside conductors
occurring at high frequencies due to induced eddy currents, the meshing of each
conductor with a single PEEC cell according to Figure 4.1 does not adequately rep-
resent the physical behavior. Instead, the DC resistance is obtained independent
of the chosen frequency. In order to overcome this limitation, a commonly used
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approach [28, 67] is to model each conductor by a bundle of parallel-connected
rectangular basic cells which are also referred to as bricks. The mutual interac-
tions of the bricks are accounted for by partial inductances as before. As a result,
the inhomogeneous current distribution is approximated in a stair-case manner.
Exemplary results are shown in Figure 6.4 for a circular cross section.
The described standard technique allows the consideration of any frequency-
dependent current distribution since the eddy currents themselves are modeled
due to the mutual inductance interactions. The main drawback of this approach
is the fact that the element size must be chosen comparable to the skin depth at
the highest frequency of interest in order to obtain a sufficient accuracy. Thus, the
method is inefficient at high frequencies where the current is mainly concentrated
at the surface of the conductors and an adequate meshing becomes cumbersome.
A common way to reduce the complexity in such cases is to mesh the cross section
with non-equidistant segments resulting in a lower number of elements, especially
at the interior of the conductor where the gradient of the current density is low.
In order to completely avoid the intensive volume meshing at high frequencies,
the common approach is to approximate the volume currents by equivalent surface
currents. Hereby, the need for resolving the interior is eliminated. In this case, the
losses are accounted for by introducing a frequency-dependent surface impedance
which afterwards replaces the standard DC resistance in the PEEC cells displayed
in Figure 4.4. The surface impedances can either be computed numerically in a
per-unit-length manner as presented in [91] or, alternatively, by introducing a sub-
network [20, 63] which approximates the skin influence by a ladder-type network
of lumped elements. In the latter approach, a parameter fitting technique is applied
which is similar to the coil impedance macromodeling according to section 3.3.2.2,
thus allowing for simulations in both time and frequency domain. The parameters
of the surface impedance model are usually fitted for sole conductors which enables
an accurate modeling of the skin effect.
An alternative is presented in [92], where the system is modeled in two stages.
In the first stage, the volumetric approach is applied by using a bundle of filaments
and extracting the internal impedance for each detached conductor. In the second
step, each conductor is modeled as a single volume cell while all mutual interac-
tions are considered. At the same time, the actual DC resistance is replaced by
the prior extracted internal impedance. This consequently leads to an accurate
modeling of the skin effect while reducing the overall system size.
However, all of the presented techniques avoiding the full volume mesh lack of
capturing the proximity effect caused by the mutual internal coupling effects of
nearby conductors such as occurring in multi-turn coils.
Recently, a new surface PEEC formulation has been developed [93] which com-
pletely avoids a resolving of the interiors of the conductors while accounting
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for all physically relevant effects. However, this technique is plagued with low-
frequency instabilities [21, 93] and is consequently not a good candidate for low-
and medium-frequency IPT systems. In [42], another new integral equation based
method is proposed which eliminates the volume currents by using a mathematical
substitution. It is stated in the reference that the low frequency instabilities are
overcome, thus obtaining a full spectrum method. However, this formulation is no
longer compatible with PEEC and no network representation is obtained.
A different approach to reduce the number of elements needed in the volume
based formulation is to apply specialized volume current basis functions [21].
These basis functions can account for the high current density at the boundaries
of the conductors in a more precise manner compared to the standard piecewise-
constant basis functions. The method also captures the full-spectrum frequency
range. Moreover, it is able to account for the proximity effect by adapting the
choice of the basis functions. This is achieved by using a fitting algorithm which
estimates the general behavior of the current distribution by pre-solving some test
cases with different conductor arrangements and frequencies.
Although the aforementioned approach with specialized basis functions could
be an interesting alternative for the PEEC modeling of IPT systems, the standard
volume discretization method is chosen in this work. The main motivation is the
generality and the easy-to-implement character as well as the fact that a full vol-
ume discretization of a multi-turn PSC typically does not exceed a few thousand
elements.
4.6.2 Subdivision of the Conductor’s Cross Sections
As already motivated by the previous considerations, the frequency-dependent re-
sistive and inductive behavior due to the skin and proximity effects is captured by
a subdivision of the cross sections of the straight conductors. A common starting
point is to choose the width of the outermost volume cell to be less or equal to the
half skin depth δ at the highest frequency of interest which is a tradeoff between
accuracy and numerical effort. Contrary, a relatively coarse discretization of the in-
terior of the conductor is sufficient since the current is generally more dense at the
surface of the conductors. This motivates to set up a non-equidistant mesh which is
coarser at the interior and finer at the boundary region. For the sake of simplicity,
the width of the elements is increased towards the interior of the conductors by
a constant factor χ which will be referred to as skin factor in the following. The
influence of the skin factor is visualized in Figure 4.11 and has to be determined
prior to the meshing of the structures. The skin factor typically ranges in between
two and three which reflects a good tradeoff between the reduction of elements









N = Nw Nt = 45
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δt
Figure 4.11.: Volume discretization of a rectangular conductor with N non-equidistant seg-
ments. Towards the interior, each element is increased by the constant factor χ which
reflects the decaying current distribution towards the interior of the conductor. The skin
factor is typically chosen in between 2≤ χ ≤ 3.
and the discretization error as has been verified in the case study in appendix C on
page 183. It is shown in there that the introduced discretization error is of about
1% for a broad parameter range.
A note should be made about the cross-sectional geometry of the volume cells.
Although arbitrary cross sections of the basic PEEC current cells can be set up, rect-
angular cross sections are used throughout this work. This is because rectangular
elements can account for arbitrary conductor cross sections without gaps. Addi-
tionally, a perfect approximation for conductors with rectangular cross section is
enabled. Moreover, analytical integral solutions are available for the rectangular
element coupling integrals. On the other hand, it should not be concealed that ba-
sic cells of triangle or curvilinear shape would be more efficient for approximating
conductors with circular or arbitrary curved cross sections.
Rectangular Cross Section
In Figure 4.11, the discretization of a rectangular conductor with N = 45 bricks
is visualized. As stated before, an accurate modeling of the skin effect demands
the outermost segment size characterized by δw and δt to be comparable to
the skin depth δ of (3.10). When introducing the skin factor χ according to
Figure 4.11 with δmax being the maximum width of the outermost segment, the
necessary number of subdivisions Nw in the w-direction can be computed accord-












, with w > 2δmax. (4.36)




a Figure 4.12.: Discretization scheme of a
cylindrical conductor with a set of rectan-
gular elements. The meshing algorithm
first divides the cross section into a set
of circular disks, whereas the radial dif-
ference of two neighboring disks halves
when going outwards. Subsequent, the
side length of the square elements in each
disk level is halved in order to account for
the higher current density at the surface.
In this case, the number of cells is 196 and
δa = a/7.
In the above equation (4.36), ⌈ · ⌉ denotes to round up the argument to the next
greater odd integer. It is always recommended to choose an odd number of subdivi-
sions in order to avoid an unnecessary symmetrical discretization of the innermost
area of the conductor. Typically, the maximum allowed segment width δmax = δ/2
is chosen as being half of the skin depth which is also referred to as the δ/2-rule.
The above equation (4.36) allows in turn to compute the actual width of the
outermost segment δw in a straightforward manner from which follows δw ≤ δmax.
The number of segments Nt in t-direction and the corresponding δt can be com-
puted accordingly to (4.36) by substituting w by t. For some applications it is
further convenient to express the geometric mean width of the outermost segment




In Figure 4.12, the mesh of a conductor with a circular cross section of radius a
by means of square elements is presented. Although the discretization of a circular
disk via rectangular patches is suboptimal and discretization errors are introduced,
the rectangular mesh is used for verifying the discretization method since an ana-
lytical reference solution is available for this type of conductor.
The meshing algorithm presented in Figure 4.12 works as follows: First, the
cross section is divided into n circles, while the radial difference of two subsequent
circles is halved each time from the center to the outward direction. The virtual
circles then partition the cross section into n circular rings which describe areas of
equal discretization levels. Second, the width of the outermost circular ring is de-
fined as δa. This determines the discretization accuracy since the largest element in
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this area does not exceed δa. Furthermore, the algorithm checks if small elements
can be added at the surface in order to better approximate the curved boundary.
At the end, the algorithm checks in each circular level whether four square neigh-
boring elements can be merged together in order to reduce the overall number of
elements.
A convergence study of the internal impedance of the cylindrical conductor with
circular cross section will be presented in section 6.1.2.
4.7 Modeling of Materials
This section is focused on the inclusion of linear dielectric and magnetic materials
into the PEEC method. Some information about the general properties of such ma-
terials has already been presented in section 2.3. Compared to magnetic materials,
dielectric materials have been paid more attention in the past decades since the
PEEC method has originally been developed for simulating interconnection struc-
tures which are typically mounted on dielectric substrates. However, modeling of
magnetic substrates is of interest for inductive applications because the magnetic
field distribution can be influenced by magnetic materials. In recent years, inten-
sified research towards this kind of materials has been emerged. For this reason,
a few aspects about magnetic-material modeling will be reviewed in section 4.7.2
although the actual code implementation of this work does not support magnetic
materials.
From a technical point of view, there exist two different fundamental concepts
for the inclusion of dielectric and magnetic materials. In the first approach, the
additional charges and currents of (2.30c) respective (2.30d) are modeled in the
PEEC method by discretizing the material regions. Alternatively to that, the Green’s
functions (2.32) can be adapted in order to account for the differential equations
which are valid for the actual media distribution. This approach is often used for
stratified media such as multilayer PCB structures.
4.7.1 Dielectric Materials
The inclusion of arbitrarily shaped piecewise linear dielectrics for the full-wave
PEEC models has first been proposed by Ruehli and Heeb [70, 71]. The basic
concept of this approach will be repeated in the following.
First, the dielectric regions are discretized into a 1D, 2D or 3D grid accord-
ing to the conducting regions as explained in section 4.5.1. On this grid, a set of
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unknown volume polarization currents ~J P according to (2.30d) and surface11 po-
larization charges as in (2.30c) is assumed. These additional currents and charges
are included in the total currents and charges of the MPIE formulation (2.34) which
is then discretized according to the derivation of the beginning of this chapter. The
deduction of the basic equations is equivalent for the dielectric cells and hence not
repeated in detail. However, one main difference will be highlighted which occurs
in the self-terms of the dielectric current cells w. r. t. the conductor current cells.
More specifically, a capacitance rather than a resistance is obtained for the dielec-
tric cells. This property can be highlighted when the different terms are compared
next to each other.
In the basic MPIE formulation, the electric field strength inside the conductors is











The counterpart for dielectric regions on the right hand side is obtained by sub-
stituting (2.9) into (2.5c). Obviously, both relations account for the inherent
properties of the materials. The different equations for conducting and dielec-
tric cells from (4.37a) can be carried through the derivation of the PEEC method
from section 4.1. Without repeating all steps, subsequent to the discretization and











The fraction of the left expression in the above equation is interpreted as a par-
tial resistance in (4.11) with the cell length lm and cross section Am. In accor-
dance to that, the fraction of the right expression can be interpreted as a capacitive







This capacitance includes the relative permittivity of the dielectric cell. It can be
extended to lossy materials by using the complex permittivity of (2.12) which can
11 As motivated in section 2.3.1, the polarization charges can be restricted to the surfaces of the
piecewise homogeneous dielectric regions.
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be accounted for in the network domain by applying an additional resistance con-
nected in parallel to the excess capacitance [81]. In addition, the model can also
be used to include dispersive dielectrics [95].
Summing up, for dielectric cells the traditional resistance is replaced by the ex-
cess capacitance. The concept of partial inductance and coefficient of potential
as well as the continuity equation in form of the KCL remain unchanged. As a
consequence, the system size is enlarged due to the additional cells. Since every
polarization current is mutually coupled with every conducting current while the
same is true for the charges, the method can become cumbersome for large 3D
dielectric regions.
An alternative to the discretization of the dielectric objects is to adapt the Green’s
function kernel in order to account for the media, which is often done in the con-
text of multilayer structures. Here, no modeling of the polarization currents and
charges is required. However, the drawback is the growing complexity of the par-
tial element computations since the Green’s function kernel becomes mathemati-
cally more complex. For further reading, the reader is referred to the literature,
e. g. [20, 21, 96]. In this work, the general full-wave case with multilayer PCB
structures is not pursued any further. Instead, a low-frequency approach will be
discussed in the following.
Electrostatic Modeling
As motivated at the end of section 2.4.1, the polarization currents may be neglected
for LQS systems.12 As a consequence, a quasi-static formulation without these cur-
rents is obtained as can be verified by (2.30d). According to the above, two meth-
ods for including the polarization charges exist, either by additionally discretizing
these charges or, alternatively, by adapting the Green’s function.
The first approach is also known as Equivalent Charge Formulation (ECF) [43,
97] in which the surface polarization charges ̺P of (2.30c) are discretized. The
material properties are accounted for by relating the normal components of the
electric flux density at the interfaces [43]. Thus, a higher order electrostatic system
is obtained. One possibility of integrating the extended system into the standard
PEEC formulation is to compress the obtained system which leads to an adapted
matrix of the panel coefficients of potential in (4.15b). This allows for simulating
the interconnection system as if the dielectric components would not be present,
but using adapted potential and capacitance matrices in which the influence of the
dielectrics is included.
The alternative, especially for stratified media such as multilayer PCBs, is to
12 In [70, p. 978] it is stated that this method produces a good approximation to the full-wave
method.
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adapt the Green’s function as before. The general procedure is explained, for in-
stance, in [98]. The Green’s function for a dielectric substrate can be regarded as
a method of images for a point charge. In the case of a single dielectric transition,
a single mirror charge is obtained while in case of multiple transitions, the Green’s
function is represented as an infinite series [68].
In case of a two-layer substrate, a closed-form solution is presented in [44]. In
the reference, an infinite series representation accounts for the multiple reflections
of the image charges. When this Green’s function is substituted in the coefficient-
of-potential expression (4.14a), the analytical expressions for rectangular patches
as presented in appendix A.4 on page 170 can be maintained since the integration
and summation can be interchanged [68]. As a matter of fact, the infinite series is
truncated after n mirror charges which introduces an additional error and increases
the effort to compute each coefficient of potential by the factor of n.
The actual implementation of the PEEC solver is based on this formulation.
The expression of the Green’s function in this case is detailed in appendix A.5 on
page 172.
4.7.2 Magnetic Materials
The common approach to include linear magnetic materials into the PEEC method
is to model the magnetization current density ~J M of (2.30d). Although this current
density is generally of volumetric nature, even for piecewise homogeneous mate-
rials (2.15), it is typically modeled as a surface current only [72]. This has been
motivated at the end of section 2.4.1. Hence, the surfaces of the material blocks
are discretized and unknown magnetization currents are assumed providing new
voltage sources in the basic PEEC cells.
The magnetization currents are typically not interpreted as equivalent circuit
cells. Instead, they are accounted for by the constitutive relations. This results in
a further system of equations [72] which has either to be solved together with the
MNA system or, alternatively, can be used to adapt the total inductance matrix [95].
Other contributions which investigate on the integration of magnetic materials into
the PEEC models are [99, 100, 101].
4.8 Acceleration Techniques
In the last section of this chapter it is briefly argued why the classical acceleration
techniques used in PEEC models are not or not simply applicable to the IPT antenna
systems composed of multi-turn PSCs. Basically, all methods have in common to
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avoid the dense matrix fills of the inductance and coefficient of potential matrices
since the time and storage requirements grow with order O(N2).
The reluctance-based method of [102, 103] obtains a diagonal dominant new
network-element reluctance matrix which is defined as being the inverse of the in-
ductance matrix. The matrix of partial reluctances can be shown to be more locally
or diagonal dominant compared to the inductance matrix [102]. Consequently,
the errors introduced by neglecting couplings from distant current cells are smaller
compared to neglecting the corresponding terms in the inductance matrix.
Another class of acceleration techniques is given by the Fast Multipole Method
(FMM) which is detailed in case of the PEEC method in [104], for example. The
FMM also avoids the complete matrix fill. As a prerequisite, it is based on an
iterative solution of the linear system of equations. The element couplings are
partitioned into weak coupling elements of more distant cells on the one hand
and neighbour interactions of elements located in close proximity on the other
hand. Only the interactions of these cells are explicitly computed and stored. The
couplings of all other elements are evaluated on-the-fly in each iteration. By refor-
mulating the Green’s function into a multipole expansion [29], the interactions are
realized by so-called group centers to which the cells are assigned to.
Although the reluctance-based method as well as the FMMmay be advantageous
for various applications, the applicability to skin- and proximity-effect problems
such as occurring in multi-turn PSCs is limited. This is due to the high aspect ratios
of the current cells and the close proximity at the same time (s. Figure 4.6). Thus,
in the reluctance-based method, the negligible element couplings are not significant
while in the fast multipole method, group interactions are of minor importance if
not vanishing.
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5 Sensitivity Analysis



















Figure 5.1.: Sensitivity Example
During the design and optimization processes
of computer aided engineering, it is favorable
to obtain information about the influence of
parameter variations on the system behavior.
The parameters of interest will be referred to
as design parameters in the following and may
be shape coefficients for instance. In case of In-
ductive Power Transfer (IPT) system design pa-
rameter tolerances which occur during a usu-
ally non-perfect manufacturing process can in-
fluence the overall system behavior in terms of
efficiency, quality factors and the Self-Resonant
Frequency (SRF). In order to quantify the influence of parameter changes, it is con-
venient to use a gradient representation in the parameter space which corresponds to
a linearization around the nominal working point. This allows a prediction of the
system behavior for small parameter changes.
The sensitivity analysis is a general approach to obtain such derivative information
which is needed for the gradient representation. If the so-called adjoint sensitivity
analysis is applied to EM field solvers, the mentioned gradient information is obtained
by evaluating the system twice, independently of the number of design parameters. At
the same time, the adjoint sensitivity analysis demands a computation of the deriva-
tives of the system matrix entries w. r. t. the design parameters. This may become one
of the major cost factors in the overall simulation time. In the context of the PEEC
method, the system matrix consists of the partial network elements as has been widely
discussed in the previous chapter. In this work, the demanded derivatives w. r. t. the
design parameters will either be approximated by Finite Difference (FD) approxima-
tions or computed exactly by means of closed-form expressions which are available for
certain geometrical shapes of the basic cells.
The chapter is structured as follows: First, the fundamental equations needed for
the adjoint sensitivity analysis are presented. Followed by that, the sensitivity analysis
is applied to the MQS-PEEC method, especially in terms of an efficient derivative com-
putation for skin- and proximity-effect problems. Numerical results will be examined
for two different examples, the single rectangular conductor and a multi-turn PSC in
section 6.1.5 and section 6.2.3 on page 148, respectively.
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5.1 Adjoint Based Method
The following considerations are based on a linear system of equations of the gen-
eral form
Ax= b, (5.1)
where A denotes the N × N complex valued system matrix, x = [x
1
. . . x
N
]T the
N ×1 vector of state variables and b= [b1 . . . bN ]T the N ×1 excitation vector with
N being the number of elements.1 In the following, it is assumed that the system
matrix elements as well as the entries of the excitation vector may depend on Nd
design parameters p = [p1 . . . pn . . . pNd]
T. The n-th parameter pn typically charac-
terizes material properties or geometrical shape parameters such as the thickness
of a conductor. As a consequence, the state variables also depend on the design
parameters.
In order to quantify the dependence of the system behavior on the parameters,
the common way is to differentiate the vector of state variables w. r. t. pn. This
allows a linearization of the system behavior in form of a Taylor series contain-
ing the linear terms. Applying the method to (5.1) and using the product rule of























can be derived. Often, the sensitivity of a deduced quantity such as an impedance
or scattering parameters is desired rather than the sensitivity information of the
entire vector of state variables (5.2b). For this reason, an arbitrary response or
objective function f (p,x(p)) is introduced which generally may depend on the
state variables as well as the parameters p explicitly. The differentiation of the
objective function w. r. t. the design parameter pn can be expressed by means of the
























1 As a consequence of this standardized notation, units are not accounted for in this section
although the concrete realization of (5.1) may exhibit physical units.
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whereas the possible explicit dependence of f on pn is represented by ∂
e f /∂pn. The
gradient operator ∇x = [∂/∂ x1 · · ·∂/∂ xN ] accounts for the differentiation w. r. t. x
and is interpreted as a row operator. Consequently, the expression ∇x f indicates
how the objective function f is influenced by x.
As an example, the MNA formulation of a one-port network in (4.21) is con-
sidered. The port voltage U port is defined as the objective function which linearly
depends on the state vector [ib,−ϕn]T as can be verified by (4.21b). In this case,
∇x f =−[0,KT] is a row vector, purely composed of ±1 and 0 entries according to
(4.20).
The above expression (5.3) allows for setting up the response sensitivity equa-















The product ∇x f A−1 of the above equation, which is independent of the design
parameters p, can be combined to a single vector as
bxT =∇x f A−1. (5.5a)
The interpretation of bxT can be clarified when (5.5a) is first transposed and after-
wards left-multiplied by AT, resulting in the adjoint system3
AT bx= [∇x f ]T. (5.5b)
As a consequence, the vector bx is referred to as the adjoint-variable vector [105]
since it is the vector of state variables of the new system of equations. When this
system (5.5b) is compared with the original one (5.1), two differences become
obvious, the transposed system matrix on the one side and the different excitation
vector on the other.
The vector bx is obtained by the solution of the adjoint system (5.5b) and does not
depend on the design parameters. Substituting the solution of the adjoint system













2 As explained in [105], it is also possible to rewrite (5.4) as a variant which accounts for all
design parameters at the same time.
3 The terminology adjoint system originates from the Tellegen’s theorem [106], in which two
networks are compared, the original and the adjoint (transposed) system.
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Often, the objective function does not explicitly depend on the design parameters.






Independent of the number of design parameters, just two systems have to be
solved, the original system with the solution x and the adjoint system with the
solution bx. If an LU decomposition is performed to solve the original system, the
overhead for the adjoint system is one forward and backward substitution only
(cf. [107]). Furthermore, if the system matrix is symmetrical as in the case of the
MNA system4 (4.19) and the excitation vector of the adjoint system is identical
to the original system as in the above example,5 the solution of the adjoint sys-
tem is identical to the original system. In this case it can be reused without any
computational overhead.6
For evaluating (5.6), the various derivatives of the system matrix ∂A/∂pn have
to be computed element by element. This can be carried out either analytically or
numerically. A numerical realization in terms of a finite difference approximation




















≈ ∆A∆pn = An −A∆pn , (5.7)
in which an additional matrix fill An must be set up for the perturbed parameter pn.
It should be mentioned that the sizes of the matrices A n and A must be identically.
As an example, a deformation of the mesh is allowed but the topology and size
of the system must be maintained. Since the system matrix is dense in integral
equation based formulations, this additional matrix fill may cause the main part of
the overall time needed for the sensitivity analysis. Moreover, it must be repeated
for each design parameter pn.
When concretizing the system matrix to the MNA formulation (4.19) as before
and assuming an independence of the nodal connectivity matrix of the design pa-
rameters, the matrices of the partial elements have to be differentiated w. r. t. the
design parameters. When inspecting the partial network element definitions of
4 It is assumed that the standard PEEC formulation is used where a Galerkin procedure is applied
to obtain the partial element matrices.
5 The only difference is the negative sign.
6 See also [108] in the case of MoM systems.
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section 4.2, the equations mainly depend on the materials and the geometry. A
method for the computation of the exact geometrical derivatives of the partial in-
ductances is presented in [138]. For completeness, the expressions are repeated in
appendix A.2 on page 168. Although the use of exact derivatives does not signifi-
cantly speed up the simulation time compared to finite difference approximations,
a considerable advantage is obtained. This is the usability of the results as refer-
ence values, for instance, when determining an optimum step size needed for FD
approximations.
Summing up, the equations required for the adjoint sensitivity analysis are given
by the original system (5.1) together with the adjoint system (5.5b) and the sen-
sitivity equation (5.6). A specific example is presented in section 6.1.5 where the
skin effect impedance of a single conductor is differentiated w. r. t. the conductor
width.
5.2 Inner-Layer Concept for Skin-Effect Sensitivities
In this section, different approaches are presented which reduce the effort of the
additional matrix setups needed for computing the derivatives in the adjoint sensi-
tivity analysis. Especially the skin-effect modeling is focused on as this effect plays
an important role in IPT systems which has already been motivated in chapter 3.
When transferring the general adjoint sensitivity equation (5.6) to the PEEC sys-
tem, the matrix of partial inductances7 L has to be differentiated w. r. t. the geomet-
rical parameters as well as the underlying material properties.
Due to the fact that this computation needs to be repeated for each design pa-
rameter, it is desirable that a geometrical parameter perturbation affects only the
neighboring segments in a local sense. Hereby, only a sub-region of the matrix
entries needs to be recomputed. Because of the dense characteristic of the induc-
tance matrix in which usually each element is coupled with all other elements, the
locality is generally difficult to obtain.
Consider the single-conductor example according to Figure 5.2a, in which the
width w is regarded as being the design parameter pn. As can be seen in
Figure 5.2b, this example reflects the worst-case scenario since the perturbation
of the width by ∆w affects all current cells. In this case, the system matrix density
7 The coefficients of potential are not discussed in this section since on the one side, skin-effect
problems can be regarded under the MQS assumption. On the other side, the extension to
the coefficients of potential is straightforward and generally more simple compared to partial
inductances. This is because only double-surface integrals (4.14) need to be considered instead
of double-volume integrals (4.12).
5.2. Inner-Layer Concept for Skin-Effect Sensitivities 109
wt
l
Number of current elements:
N = Nw Nt = 9 ·5 = 45 (Fig. 5.2-1)
(a) Original conductor
w +∆w
Number of mutual element couplings:
1
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(c) Boundary-Layer Concept, Speedup min. Nw/4
win +∆w

















(d) Inner-Layer Concept, Speedup max. 2
Figure 5.2.: Different approaches for perturbing the current elements when varying the
width of a rectangular conductor as presented in (a). The standard approach (b) is to
perturb all segments in the same manner. A symmetric alternative which saves most com-
putational time is to perturb the outermost segments only (c). However, this method is not
adequate for the skin-effect modeling since the change of current density is extremely high
at the boundaries. A method which perturbs the inner segments only is presented in (d).
This approach is more appropriate for skin-effect problems due to the usually low current
density in the interior of the conductor.
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requires the calculation of all matrix-element derivatives. This is at least as ex-
pensive as building the original matrix and consequently becomes cumbersome for
large systems with multiple design parameters. It should be pointed out that due
to the symmetric property of the inductance matrix, only the upper right part of
the matrix including the main diagonal self-inductance terms has to be filled. This
leads to the total number of entries of 1/2 (N2 + N) according to (Fig. 5.2-2).
In order to reduce the number of element computations, one approach is to per-
turb the elements at the boundary only, for instance [110] in the case of MoM
applications. This method is referred to as Boundary-Layer Concept (BLC) in the
following. As can be verified by Figure 5.2c, this approach significantly reduces the
number of element computations by a factor of more than Nw/4 with Nw being the
number of subdivisions of the conductor in width direction. This is because the
mutual couplings of the interior elements are not influenced by the perturbation.
Consequently, some sub-regions of (5.8) are zero. Although the BLC might be ap-
propriate for various applications, it is difficult to be applied to skin-effect problems
since the current concentrates in the region of the boundary of the conductor ele-
ments. Moreover, a sole perturbation of the outermost elements hardly reflects the
physical behavior. In Figure 6.12 on page 127, the convergence of the BLC for a
specific test setup is analyzed. From the setup it becomes obvious that the obtained
errors are not satisfactory.
In order to overcome the mentioned drawback of low accuracy, a method called
Inner-Layer Concept (ILC) is introduced in Figure 5.2d in which only the inner seg-
ments of the conductor are perturbed by ∆w. The motivation for this technique is
given by the fact that the estimated current density is relatively low at the inner-
most segments. Consequently, the introduced errors do not contribute too much
to the overall system behavior. Since the left and right element blocks of the per-
turbed innermost segments are shifted during the perturbation, the computation
of the elements is only reduced according to (Fig. 5.2-4) which corresponds to a
speedup of approximately two when compared with the uniform perturbation.
Comparisons between the three different methods displayed in Figure 5.2 will
be presented in section 6.1.5 for a single conductor example. All partial-element
derivatives are computed there via analytical expressions in order to exactly com-
pare the methods w. r. t. effort and accuracy.
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6 Simulation Results and
Measurements
In this chapter, the analysis and numerical modeling of IPT antenna systems is tested
with a typical antenna setup that is often employed in RFID systems. Numerical results
will be performed with the developed PEEC code which is optimized for IPT systems by
using numerous settings according to the description of chapter 4. Before analyzing a
mutually coupled coil system, a single conductor as well as a single PSC are addressed
in order to structure the analysis in a reasonable order and to successively use the
findings and results of the initial investigations for the subsequent ones. In order to
verify and validate the applicability of the used approach, the PEEC results will be
compared with results of 2D- and 3D-FEM solvers as well as analytical results and
measurements.
6.1 Cylindrical Conductor
In the first section, the current distribution and the AC impedance of a single cylin-
drical conductor are analyzed under MQS assumptions. This helps to verify the PEEC
method as well as the sensitivity analysis and to find adequate mesh settings for an
accurate modeling of skin and proximity effects occurring in PSCs at high frequen-
cies. Two different cross sections are presented, the circular and the rectangular ones
whereas the conductor with circular cross section is only regarded in order to compare
the PEEC method with analytical results. For the rectangular shape, comparisons with
analytical approximations as well as results of a 2D-FEM solver will be presented.
6.1.1 PEEC Solver Settings
The test setup for computing the AC impedance of the cylindrical conductor with
the 2D-PEEC and MQS-PEEC methods is shown in Figure 6.1. A set of rectangu-
lar basic cells is set up to model the arbitrary cross section of the conductor. All
partial resistances and inductances are computed, thus allowing for a frequency-
dependent modeling of the current distribution which is represented by the vector





Figure 6.1.: Test setup for analyz-
ing the internal MQS impedance
Z 0 = U 0/I 0 of a long cylindrical con-
ductor via the PEEC method, visual-
ized with an exemplary rectangular
cross section. All current cells are
connected in parallel between the
two nodes whereas one node is de-
fined as the reference node. The in-
fluence of the thin connecting wires
is not modeled.
defining one of the two nodes as the reference node, the nodal connectivity matrix
B from (4.9) becomes a Nb × 1 vector with all entries being identical to +1. This
is because all elements are connected in parallel. Thus, the system (4.25) reduces
with u s = 0, i s = I 0 and ϕn = U 0 to
(R+ jωL) ib = B U 0, (6.1a)
I 0 = B
Tib, (6.1b)
where U 0 acts as the excitation of the system. The branch current vector ib is
computed by the initial solution of (6.1a) which in turn provides the total current
















which is a concrete form of (5.6b). The design parameter pn may again be a shape
coefficient of the conductor.
6.1.2 Circular Cross Section and Infinite Length
As already stated in the introductory words of this section, the conductor with a
circular cross section is used to verify the 2D-PEEC approach since analytical ex-
pressions exist for the MQS current distribution as well as the internal impedance.








ǫ0,µ0 Table 6.1.: Parameters of the test setup
a = 1mm κ= 58 106 S/m
Figure 6.2.: Circular cross section of the infinitely
long cylindrical conductor with the radius a and
the conductivity κ. According to Figure 4.12, the
width of the outermost circular mesh ring δa is a
measure for the discretization level.
The geometrical dimensions are presented in Figure 6.2 with a being the radius
of the conductor and κ the homogeneous conductivity. The total current through
the conductor is specified by I 0. For long conductors where the cross section is
small compared to the length l, edge effects can be neglected and the originally 3D
application can be simplified to a 2D problem.
Analytical Solution
The frequency-dependent current distribution of the infinitely long circular conduc-
tor according to Figure 6.2 can be expressed under the MQS assumption in closed










with p = (1+ j)
p
ωµ0κ/2 and I0 and I1 being the modified Bessel functions of first
kind and order zero and one, respectively. This in turn allows the expression of the
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It should be noted that the external inductance cannot be expressed explicitly since
the overall magnetic energy of (2.42) is infinite for infinitely long conductors. For
this reason, only the internal inductance is considered for the following 2D appli-
cations. It is also worth mentioning that the internal inductance does not depend
on the radius of the conductor and amounts exactly 50 nHm−1 at the DC limit.


























































(b) Current distribution at 100 kHz
Figure 6.3.: (a) Convergence analysis of the DC-resistance error for decreasing δa. The error
can also be regarded as the discretization error of the circle by means of rectangular cells.
(b) Exemplary current distribution of the test conductor of Table 6.1 at f = 100 kHz. The
outermost discretization level has a width of δa = 66.7µm leading to 552 elements.
2D-PEEC Model
In order to validate the 2D-PEEC results and to test the implemented code in terms
of meshing, mutual element interactions and system solving, the described mesh-
ing algorithm displayed in Figure 4.12 is tested with an exemplary conductor with
the parameter settings chosen according to Table 6.1. In Figure 6.3a, the DC error
of the PEEC model is visualized for an increasing mesh density. Due to the ho-
mogeneous current distribution at DC, the error corresponds to the discretization
error caused by the approximation of the curved boundary by means of rectangular
cells. If the ratio of the outermost-ring width by the radius is δa/a ≤ 1/200, the
discretization error is well below 0.1%.
Next, the analytically computed current density of (6.3a) is compared with the
discretized counterpart obtained by the 2D-PEEC model. An exemplary current
distribution at f = 100 kHz is visualized in Figure 6.3b. Due to the skin effect, the
current concentrates at the outermost region of the conductor which justifies the
relatively coarse mesh at the interior of the conductor. In order to better compare
the 2D-PEEC current distribution with the exact one, a 1D plot on a cutting line
is performed in Figure 6.4 for two different frequencies and discretization levels.
The cutting line is located at ϕ = 45◦ since the meshing algorithm according to
Figure 4.12 uses the mesh cells on this line as the worst-case cells. It becomes
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(a) f = 100 kHz, δa = 66.7µm



























(b) f = 100 kHz, δa = 15.9µm



























(c) f = 1MHz, δa = 66.7µm



























(d) f = 1MHz, δa = 15.9µm
Figure 6.4.: Current distribution of the test conductor of Table 6.1 for two different fre-
quencies and discretization levels. The abscissa of the four plots is located on a cutting line
at ϕ = 45◦ as can be verified by the repeated outline of the conductor. In order to com-
pare the current density at different frequencies, the total current is chosen to be 1A in all
cases. Whereas a coarse discretization (left figures) might be accurate enough for approxi-
mating the current distribution at low frequencies (top figures), it is not able to reflect the
extremely high current density at the boundary occurring at high frequencies (bottom fig-
ures). In the right figures, a drawback of the meshing algorithm becomes visible. It is the
fact that by increasing the discretization level, only the outermost area of the conductor is
refined. Thus, the largest errors occur in the inner region of the conductor. This effect can
also be seen in Figure 6.5 for medium frequencies.
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(a) Normalized resistance and internal inductance
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(b) Relative resistance error
Figure 6.5.: Resistance and inductance comparison for different discretization levels of the
test conductor of Table 6.1. For low frequencies, the error behaves equivalently to the
discretization error (s. Figure 6.3a). For medium frequencies, the error is dominated by the
coarse discretization at the inner region of the conductor. This is relatively independent of
the discretization levels. For high frequencies, the current crowds at the surface where the
error is smallest for the highest resolution.









Table 6.2.: Parameters of the test setup
w = 1mm t = 0.1mm
κ = 58 106 S/m l →∞, l = 50mm
Figure 6.6.: Rectangular cross section of the in-
finitely long cylindrical conductor with the width
w, thickness t and conductivity κ. The widths of
the outermost segments δw and δt determine the
discretization level.
obvious that the current distribution is approximated by the PEEC method in a
stair-case manner. The essential point when comparing the different figures is the
fact that a coarse discretization might be accurate enough for low frequencies while
higher frequencies demand a finer mesh at the region of the boundary.
This statement is quantified more precisely in Figure 6.5 where the resistance
and internal inductance are visualized over a broad frequency range for different
discretization settings. For low frequencies, the error is mainly dominated by the
discretization error determined by δa. For medium frequencies, the error is compa-
rable for all different discretization levels since it is dominated by the coarse mesh
at the interior of the conductor. For high frequencies, only the discretization with
a mesh size comparable to the skin depth obtain acceptable errors.
Summing up, the 2D-PEEC method adequately accounting for the frequency-
dependent internal effects of long conductors at the MQS assumption. However,
the presented mesh with rectangular cells is not efficient because loads of elements
are required in order to approximate the circular shape. Additionally, the volume
discretization becomes inefficient for high frequencies where small elements are
required at the surface of the conductor.
6.1.3 Rectangular Cross Section and Infinite Length
In this section, an infinitely long conductor with a rectangular cross section as
sketched in Figure 6.6 is analyzed. In contrast to the circular cross section, the
geometry is perfectly approximated by means of brick shaped elements. Due to
the ease of producibility, conductors with rectangular cross sections are often used
in various applications. On the other side, analytical reference solutions for com-
puting the frequency-dependent current distribution or the internal impedance are
difficult if not impossible to obtain. For this reason, the 2D-PEEC will be compared
with a 2D-FEM solver as well as analytical approximation expressions. Results















































Figure 6.7.: 2D convergence anal-
ysis of the conductor discretiza-
tion for different frequencies. The
reference simulation is performed
with 11 520 current cells. (s. also
footnote 1)
will be carried out for an exemplary test conductor with the parameter settings
according to Table 6.2.
2D-PEEC Model
For analyzing the AC internal impedance of the conductor with the 2D-PEEC
method, the cross section is subdivided according to Figure 4.11 and solved via
(6.1) and (6.2a) for an initial mesh setting. In order to quantify the discretization
error, each basic current cell is subdivided into four equally spaced rectangles and
the system is solved again with the refined mesh. This procedure is repeated sev-
eral times up to a finest resolution which is used as a reference solution for the
convergence study.1 The results are presented in Figure 6.7 for four different fre-
quencies. All curves show a convergence order of approximately one whereas the
different offsets are determined by the initial discretization. If this discretization
is fine at the boundary region and coarse at the interior, the discretization error is
almost equally distributed for all elements at high frequencies. On the other hand,
at low and medium frequencies the error is dominated by the coarse elements in
the interior of the conductor. For an equidistant initial discretization, the situation
is contrary.
In Figure 6.8a, the normalized resistance with the finest mesh setting presented
in Figure 6.7 (2 880 current cells) is visualized over a broad frequency range. Ac-
1 Only three points are visualized in Figure 6.7 due to the following reasons. First, memory limi-
tations of the actual code implementation prohibit a further refinement of the chosen reference
solution. Second, too coarse mesh settings cause very large errors of little relevance. Third,
intermediate values would demand additional implementation effort since an interpolation of
subdivided rectangles would be necessitated.
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FEMM: 197 103 elements
FEMM: 8 103 elements
(b) Relative resistance error w. r. t. the 2D-PEEC results
Figure 6.8.: Frequency dependent resistance of the rectangular conductor computed with
multiple approaches. The curves of the 2D-PEEC and the FEMM approaches agree in almost
the whole considered spectrum with an error not exceeding 0.3% if a high resolution of
the FEMM mesh is chosen. The errors of the approximation techniques can only be used
as rough estimations since the errors exceed 10% for wide frequency ranges. For high
frequencies, only the Cockcroft approach seems to be suitable.
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cording to the circular cross section, the resistance increases above a certain fre-
quency limit from which the influence of the eddy currents becomes significant. In
contrast to the circular cross section, an intermediate region in between 100 kHz
and a few MHz can be observed. In this region, the increase on the resistance
is lower than the high frequency limit which is well known to be proportional top
ω. This property can be explained by the cross section of the conductor which
has a ratio of the width by the thickness of 10 in this example. In the intermediate
frequency range, the skin effect is distinct only in the width direction while the
current density is almost constant in the thickness direction. Comparison results
performed with a conductor of square cross section confirm this explanation since
in the square case, the intermediate range is not observable. In order to corroborate
the 2D-PEEC results, the same setup is simulated with the 2D-FEM solver FEMM
[111]. Errors for two different discretization settings are visualized in Figure 6.8b.
Attempts to Analytical Solutions
Although the 2D-PEEC and the 2D-FEM results show an excellent agreement,
in the following, an overview of different analytical attempts for calculating the
frequency-dependent behavior of a single conductor with rectangular cross section
is presented. For this reason, the computed analytical results are compared with
the numerical results from the previous considerations for the same test conductor.
For at least 100 years, researchers have been investigating on the high frequency
current distribution of a single infinitely long conductor with a rectangular cross
section. The dimensions are equivalent to Figure 6.6 while the excitation is given
in terms of the total current I 0. In contrast to the circular cross section in which
the current distribution is a function of the ̺-coordinate only, in the rectangular
case, the current density J z(x , y) is a function of the two variables x and y. This
results in an analytical solution which is much more complex compared to the
circular case. The common approach for solving problems with a dependence of
multiple coordinates is to apply a separation of variables in the form of a series
representation. The unknown coefficients are then determined by applying of some
beneficial boundary conditions. However, for this special kind of problem it is
very difficult to determine the conditions at the boundaries of the conductor since
neither the potential nor the field components are known a priori.
Giacoletto Model: Some contributions overcome this difficulty by fixing the fields
to a constant value at the conductor edges. By doing so, an approximated closed-
form solution is obtained which has been proposed by Giacoletto [113, eq. (63)].
Although this solution might have been presented by earlier authors, it is referred
to as Giacoletto approach in the following. As can be seen from Figure 6.8a, the
resistance is underestimated when using this method.
Cockcroft Model: In order to avoid the difficulty of finding the boundary con-
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dition at the conductors edges, conformal mapping techniques can be used to
transform the rectangular boundaries to a unit circle by means of a Schwarz-
Christoffel mapping. This is advantageous since the available analytical solution
of the circular cross section can be transformed to the solution of the rectangular
domain. This approach has been applied by Cockcroft in 1929 [112]. In there, a
solution to the frequency-dependent resistance for the high-frequency limit is pre-
sented in which the current is assumed to flow on the surface of the conductor
only. Thus, an equivalence with the surface charge of an electrostatic problem can
be shown. By multiplying the equivalent surface current density with the skin depth
as an effective penetration, the frequency-dependent resistance equation can be de-
rived. This technique is named Cockcroftmodel in the following. As can be verified
by Figure 6.8, the Cockcroft approach provides the best approximation results for
high frequencies. It should be mentioned that the conformal transformation results
in a singularity of the surface current density at the corners of the conductor which
does not seem to reflect the physical volume current density in a correct manner.
This could explain the relatively constant errors at high frequencies in Figure 6.8b.
Jakubiuk Model: In 1976, Jakubiuk and Zimny [114] presented a full spectrum
method which is also based on the Schwarz-Christoffel mapping. The basic idea
is to excite the conductor with a rectangular current surge at an arbitrarily chosen
initial moment. The immediate rise of the total current is assumed to correspond
to a frequency approaching infinity. This in turn implies a skin depth of zero and
a surface current at the initial moment only. The surface current density can be
computed according to the above Cockcroft model. This surface current is used as
the initial condition for the series representation of the total volume current dis-
tribution. Afterwards, the convolution technique is applied to transfer the known
current distribution of the unit step excitation to the current distribution of an har-
monic excitation. An implementation of this technique shows a slow convergence
of the resulting double series representation [114, eq. (33)] with a cumbersome
coefficient evaluation. Furthermore, the resistance of (2.39) must be evaluated nu-
merically from the obtained current distribution which even more complicates the
overall evaluation. Numerical results in Figure 6.8 show an overestimation of the
resistance in the Jakubiuk model.
Groß Model: Another attempt to solve for the current distribution inside the
cylindrical conductor with a rectangular cross section has been presented by
Groß [115] in 1940. Groß proposes an iterative computation of the integral for-
mulations of the Faraday’s law and Ampere’s law which bypasses the difficulty of
finding the boundary conditions at the conductor edges. Although a theoretical
computation scheme for the current distribution is demonstrated in [115], no re-
sults to the iterative process are presented. Due to the iterative character of the
method as well as the complexity of the equations in combination with a nu-















































Figure 6.9.: Convergence analysis
of the 3D conductor discretiza-
tion for different frequencies. The
reference simulation is performed
with 11 520 current cells. The re-
sults are similar to the 2D case ac-
cording to Figure 6.7.
merical evaluation of the resistance, results of this approach are not appended
to Figure 6.8.
Summing up, the analytical expressions can be used as rough estimations only
whereas the Cockcroft model [112] seems to be most suitable for the high fre-
quency limit while being computationally not expensive.
6.1.4 Rectangular Cross Section and Finite Length
In contrast to the previous results in which only 2D problems have been regarded,
in this section the length of the conductor is chosen as finite. This equals a transi-
tion from the 2D-PEEC method to the MQS-PEEC method. Analytical or numerical
results obtained by other 3D solvers are not presented in this section. Instead, the
MQS-PEEC solution is compared with the 2D-PEEC approach as being a limiting
case for long conductors. A comparison with a 3D-FEM solver is focused on in
sections 6.2 and 6.3.
PEEC Model
According to the above, a convergence analysis is performed in Figure 6.9 for a test
conductor with the cross sectional dimensions as before (cf. Table 6.2). In addition,
the conductor length of l = 50mm is chosen which is a realistic choice for PSCs
in IPT systems. The chosen length emphasizes the high aspect ratios of the cells
that might occur in PEEC systems. The results are similar to the 2D case accord-
ing to Figure 6.7 which can be explained by the fact that only the mutual element
couplings of (4.12a) have been substituted by (4.29). The meshing and solving
algorithms remain unchanged. An exemplary current distribution obtained by the


















Figure 6.10.: Exemplary current distribution at 10MHz of the discretized conductor of
Table 6.2 with l = 50mm, χ = 2 (skin factor), δwt ≤ δ/2 (mean width of the corner
elements), Nw = 13 and Nt = 5 elements. Thus, the number of current elements is N = 65.













































Figure 6.11.: Comparison of the test conductor of Table 6.2 between 2D-PEEC and MQS-
PEEC normalized to the length l at f = 10MHz. As expected, the error decreases when the
length is increased. The error converges faster for a series connection of three segments
when only the resistance of the inner segment is computed via a discrete form of (2.39).
The discretization settings of this example are chosen according to Figure 6.10.
MQS-PEEC method is presented in Figure 6.10. In order to compare the results
from the MQS-PEEC approach with the 2D-PEEC counterpart, the length of the
conductor is increased. For each length, the per-unit-length impedance is approxi-
mated in the 3D case by dividing the computed value by the length. In Figure 6.11,
the deviation from the 2D limit is visualized for different lengths. Obviously, the
influence of the edge effects decreases when the conductor is enlarged. This effect
is even more accelerated if three conductors are connected in series while only the
per-unit-length resistance of the inner segment is computed via a discrete form of
(2.39). This is due to the fact that the field distortion at the start and end points of
the conductor are almost non-existent for the inner segment.
At this point, it should be pointed out that the subdivision of the rectangular
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cross section via the skin factor χ as defined in Figure 4.11 is an important meshing
factor. This is because too large values increase the discretization error while too
small values unnecessarily increase the simulation time. Case studies are presented
in appendix C on page 183. In there, it is shown that a value of χ in between two
and three yields acceptable results within an error of approximately 1%.
6.1.5 Sensitivity Analysis
In this section, the derivatives of the conductor impedance w. r. t. the design param-
eters pn are focused on. In the single conductor example with a rectangular cross
section, the design parameters pn may include any of the geometrical parameters
w, t and l as well as the frequency f and the conductivity κ. According to (6.2b),
the derivatives of the inductance matrix ∂ L/∂pn of (5.8) must be set up. It is as-
sumed that the branch currents ib of the initial system and the derivatives of the
partial resistance matrix ∂ R/∂pn with the definitions of (4.11) have already been
computed. From all mentioned design parameters, the most challenged derivative
is ∂ L/∂w since generally all mesh cells are shifted and scaled when the width is
perturbed. This results in a dense matrix of derivatives.2 For this reason, the fol-
lowing considerations focus on the derivatives w. r. t. the width, i. e. ∂Z 0/∂w. More
practical sensitivities of a single coil will be discussed in section 6.2.3 on page 148.
Convergence Study via Exact Sensitivities
In the first study, the exact sensitivities with the expressions according to
appendix A.2 on page 168 are computed for the three different approaches vi-
sualized in Figure 5.2. A convergence analysis is shown in Figure 6.12 for the
exemplary setup according to Figure 6.9. In Figure 6.12a, the elements are uni-
formly perturbed which is the most general and most expensive approach at the
same time. This is due to the fact that for the matrix fill of ∂ L/∂w, all entries differ
from zero since all elements are shifted and scaled. Again, the vertical shift of the
four different frequency curves is caused by the initial discretization.
In contrast to the uniform perturbation, the Inner-Layer Concept (ILC) presented
in Figure 6.12b demands only about half of the element computations because the
right and left blocks of elements are shifted as a group. This results in ∂Lmn/∂w = 0
for these entries and consequently no computational costs. The obtained errors of
the ILC are comparable to the uniform perturbation which makes this method well
suited for skin-effect applications.
2 The computation of ∂ L/∂ t is equivalent because the width and the thickness of the conductor
can be interchanged.

































































































































(c) Boundary-Layer Concept (BLC), Speedup min. Nw/4
Figure 6.12.: Convergence analysis of ∂Z 0/∂w for three different methods. While the errors
of the upper two approaches are comparable, the BLC is not applicable especially for high
frequencies. The dimensions and mesh settings are chosen according to Figure 6.9.
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In Figure 6.12c, the results of the Boundary-Layer Concept (BLC) are presented.
When comparing the results with the two methods from above, the obtained errors
are significantly larger, especially at high frequencies where the current is concen-
trated at the surface. Thus, the applicability of this method to skin-effect problems
is limited.
Finite Difference Approximations
For practical applications, the implementation effort to express the exact deriva-
tives for all possible configurations may be difficult if not impossible to deter-
mine because many different cases must be considered.3 In order to overcome
this difficulty, Finite Difference (FD) approximations can be applied which provide
an approximation of the exact derivatives. This is of advantage since almost no
additional code has to be implemented. On the other hand, a numerical step size
∆pn needs to be defined which introduces additional error components. Thus, the
derivatives of the partial inductances can be approximated as
∂Lmn
∂pn
≈ Lmn(pn +∆pn)− Lmn(pn −∆pn)
2∆pn
, (Central FD approximation) (6.4a)
∂Lmn
∂pn
≈ Lmn(pn +∆pn)− Lmn(pn)
∆pn
. (Forward FD approximation) (6.4b)
In Figure 6.13, the FD approximations (6.4) are computed for the width w. The
resulting derivatives are substituted in (6.2b) in order to obtain an approximation
of ∂Z 0/∂w for the test conductor as specified in Figure 6.10. The relative step
size ∆w/w is varied in a wide parameter range. In the figure, the error w. r. t. the
reference values obtained by the convergence study according to Figure 6.12 is
shown. In addition, the constant values of the exact derivatives are visualized from
which follows that relative step sizes of in between 10−4 to 10−2 can be used to
obtain acceptable errors.
Obviously, the central FD approximation is more accurate as it converges faster
to the exact value. On the other hand, the computation time is as twice as much
as the forward FD approximation caused by an additional matrix setup. When
comparing the effort of the central FD approximation with the exact sensitivities,
both approaches are comparable. This is due to the fact that two additional matrix
fills at w+∆w and w−∆w are required in contrast to a single evaluation of ∂ L/∂w
in (A.6) which is approximately twice as costly as setting up L.
3 A possible way is to use the method of Automatic Differentiation (AD), e. g. [108].
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(b) Inner-Layer Concept, Speedup: 1.77
Figure 6.13.: Finite difference approximations for the extraction of ∂Z 0/∂w via the adjoint
sensitivity analysis compared with exact derivatives obtained by appendix A.2. The test
setup and the discretization settings are equivalent to Figure 6.10. Compared to the central
FD approximation, the forward FD approximation requires a step size of about two or-
ders of magnitude smaller for obtaining similar results. If the step size is chosen too small,
numerical noise occurs and accurate results are no longer maintained.
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6.2 Printed Spiral Coil
The second section of the results chapter leads to an optimized design of a rectangular
multi-turn PSC which is often used in IPT systems. First, a conductor bend with two
conductors in a right angle to each other is analyzed under stationary conditions. This
allows for optimizing the 2D mesh settings of the PEEC models since an analytical
reference solution is available for this case. Next, a single-turn coil is considered with
the MQS-PEEC method. Also, a comparison w. r. t. full-wave FEM results is performed
in terms of accuracy and effort. In the last part of this section, a multi-turn PSC is de-
signed and optimized with the LQS-PEEC method whereas the final design is compared
with a FEM reference simulation as well as with measurements. Additionally, reduced
network models are provided and a sensitivity analysis with the fabrication tolerances
obtained by the manufacturer is performed. The finalized coil design will be used in
section 6.3 as part of an inductively coupled RFID antenna system.
6.2.1 Two Conductors Connected in Right Angle
As stated before, the analysis is started with a single rectangular conductor bend in
order to verify the 2D mesh settings from section 4.5.2. Since an analytical solution
is available for the DC case, the DC-PEEC method of section 4.4.3 is applied.
Analytical DC-Resistance by Conformal Mapping
The DC resistance of a rectangular conductor bend can be found by means of the
Schwarz-Christoffel transformation whereas it is assumed that the unconnected
ends of the conductors extend towards infinity. In Figure 6.14a, the mesh trans-
formed by conformal mapping is presented. The solid lines represent constant
potential values while the dashed lines visualize the electric field lines. It is shown
in appendix B on page 175 that the DC resistance RDC of the considered corner
element can be calculated by taking the resistances of the inner dimensions as in
Figure 6.14b and adding a correction term eRDC, defined as



























with the widths wx and w y according to Figure 6.14b. If both conductors hold the
same width wx = w y = w, the correction term simplifies to
eRDC = 1− 2 ln2
π
≈ 0.5587, for wx = w y , (6.5b)











w y eRDC lixw y
liy
wx
(b) Dimensions and resistive regions
Figure 6.14.: (a) Electrostatic field distribution obtained by the conformal-mapping tech-
nique. (b) Resistive regions in a rectangular conductor bend allowing the computation of
the resistance as RDC = 1/(κt)(lix/w y+ liy/wx+eRDC)with the correction term eRDC defined
in (6.5).
which has already been stated in [116]. Due to the geometrical assumptions, this
term is exact only when the lengths lix and liy displayed in Figure 6.14b approach
infinity. However, the relative error decreases exponentially for an increasing
length-by-width ratio. In Figure B.4 of appendix B it is shown that the error is
numerically negligible if the ratio of the length by the width is larger or equal to
10. Even for a ratio of two, the error is typically below 0.1%. This allows for
computing the DC resistance of a multi-turn PSC with the geometrical dimensions







+ Nc eRDC , (6.6)
where κ is the conductivity, t the thickness, w the width and li the accumulated
inner length of the traces of the PSC. The number of corners is denoted by Nc.
DC-PEEC Model
The analytical DC resistance of (6.6) is compared with the DC-PEEC approach of
section 4.4.3 for a single, symmetrical conductor bend with the parameter values
of Table 6.3. The dimensions can be verified by Figure 6.14b. The meshing of the
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(b) f = 10MHz
Figure 6.15.: Simulated current distribution with (a) the DC-PEEC method and (b) the
MQS-PEEC method for the rectangular conductor bend with the dimensions according
to Table 6.3. A singularity occurs at the innermost edge of the corner in both cases. At
high frequencies, the skin effect additionally influences the current distribution.
rectangular bend is done according to Figure 4.8 whereas the 2D extension ∆li
is varied. In Figure 6.15, the current distribution is visualized for two different
frequencies. For the DC case, the current density is almost constant inside the long
conductors whereas it concentrates at the innermost corner of the 90◦ bend. At
high frequencies, an additional current densification towards the boundaries can





κ 58 106 S/m
Table 6.3.: Parameters of
the test setup
The DC resistance of the 2D-PEEC model is compared
with the analytical reference solution (6.6) in terms of
a convergence analysis. In each refinement level, the
bars are subdivided by four elements each. Since the
numerical error depends on the lengths of the straight
connected conductors, the resistance parts belonging to
the long conductors are subtracted from the overall re-
sistance. This allows for focusing on the correction termeRDC. In Figure 6.16, results are plotted for two dif-
ferent extensions of the 2D discretization according to
Figure 4.8. It can be seen that it is sufficient to enhance the 2D discretization ∆li
up to two times the width in order to obtain relative errors below 10−4. When
comparing the number of elements presented in Figure 6.16 with the number of
elements from previous convergence analyses, it is obvious that much more cells
can be used in the DC-PEEC case. This is due to the fact that no dense matrix of
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w Figure 6.16.: Convergence analysis
of the DC resistance of the corner
element. If the 2D mesh exten-
sion ∆li according to Figure 4.8 is
chosen approximately to the con-
ductor width, the error remains
above the threshold of approxi-
mately 0.2%. An extension of the
2D discretization of ∆li ≈ 2 w is
sufficient in this example.
partial inductances needs to be set up, thus resulting in a sparse system (4.26).
As a result, the proposed meshing algorithm presented in Figure 4.8 is capable
of modeling the 2D-current distribution in the DC case in a correct manner. For
obtaining a sufficient accuracy, the 2D extension towards the long conductors can
be chosen in the region of in between w ≤∆li ≤ 2 w. Results for the AC case will
be presented in the next section for a single-turn PSC.







κ 58 106 S/m
Table 6.4.: Test coil
In this section, the MQS-PEEC approach is applied to
a single-turn coil. The results are compared with a
commercial FEM solver since exact analytical expres-
sions are not available for this kind of application. The
single-turn coil acts as a preliminary stage of the multi-
turn coil in which also the LQS-PEEC method with ca-
pacitive effects will be considered. The parameters of
the single-turn coil are presented in Table 6.4 whereas
the geometry can be viewed in Figure 6.17. The follow-
ing simulations will be performed at the frequency of
f = 10MHz.
CST Microwave Studio Solver Settings
In order to compare the MQS-PEEC results with a reference solution, the frequency
domain full-wave FEM solver of the CST MICROWAVE STUDIO® suite [27] is ap-
plied. This solver is preferred over the time domain solver due to the estimated








Figure 6.17.: Outline and FEM mesh
of the single-turn coil of Table 6.4
located in free space. The conduc-
tors are built from individual bricks
to ensure a dense mesh near the sur-
face of the conductors. The overall
FEM mesh consists of 3.1 106 tetra-
hedrons. The background mesh is
not visualized.
SRF of the analyzed coils at a relatively high quality factor. The FEM simulation of
IPT antenna systems is challenged due to the occurring high ratios of different cell
sizes ranging from micrometers for cells near the conductor surfaces up to centime-
ters for cells located distant from the coil. The geometry of the single-turn coil as
well as an excerpt of the tetrahedral mesh are visualized in Figure 6.17. The port is
modeled as a discrete current port which is connected via two Perfect Electric Con-
ductor (PEC) bricks to the coil. The chosen port separation of sport = 30 µm is small
compared to the other dimensions of the coil in order to reduce the port influence
on the solution. The background material is modeled as free space whereas the
computational domain is terminated by an electric boundary condition. In order
to save computational effort, two symmetry planes are applied, thus reducing the
overall volume to a quarter.
In order to accurately model the skin-effect losses inside the conductors at
medium frequencies, a fine volume discretization is required. For minimizing the
discretization effort, the conductors are assembled as different sized bricks with a
local mesh setting according to their position. This allows a fine mesh near the
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surface of the conductors while the interior can be discretized with larger elements
(cf. Figure 6.17). A global mesh setting enables a smooth transition from the fine
mesh to regions with coarser discretization. This feature is especially used for the
discretization of the background material which is not shown in Figure 6.17 for
clarity reasons. The FEM results are carried out with an iterative solver4 for three
different orders of basis functions. A global refinement parameter is set up which
allows for determining the mesh density of the simulation. The parameter also
minimizes the influence of the electric boundary on the results. Both properties
are obtained by simultaneously influencing the conductor discretization on the one
hand and the size of the bounding box on the other hand. For each order of ba-
sis functions, the refinement factor is increased until either the memory limit of
the workstation or the maximum acceptable simulation time (about one week) is
reached.
The results are presented in Figure 6.18 for the frequency of 10MHz. In detail,
the deviation is plotted w. r. t. the finest MQS-PEEC solution with the solver settings
explained in the next paragraph. As expected, the error decreases with an increas-
ing order of basis functions. Especially the resistance error is remarkably low which
is due to the good approximation of the high current distribution at the surface of
the conductors by means of higher order basis functions. In contrast to the resis-
tance error, the deviation of the inductance obtained by the full-wave FEM solution
and the MQS-PEEC reference simulation converges to approximately 0.3% which
can be explained as follows. The magnetic energy5 of the infinitesimal thin dis-
crete port current is accounted for in the FEM results whereas it is not modeled
in the MQS-PEEC approach. Moreover, the neglect of the displacement current in
the MQS-PEEC approach which corresponds to zero electric energy differs from the
full-wave solution in which the part of the electric energy is incorporated in the
inductance.6
MQS-PEEC Solver Settings
Prior to comparing the FEM results with the results obtained by the PEEC method,
a few additional hints about the solver settings are presented. For the MQS-PEEC
model, the coil as visualized in Figure 6.17 is partitioned into five straight conduc-
tor segments while the cross section of each segment is subdivided into Nw = 11
and Nt = 3 elements. The subdivision is performed according to (4.36) in which a
skin factor of χ = 2 is used. This ensures a sufficient discretization of the outermost
segment having δw = 8.51 µm and δt = 8.75 µm (s. Figure 4.11) at a skin depth
4 The solver accuracy is set to 10−8.
5 The magnetic energy is directly related to the inductance as can be seen from (2.41) for instance.
6 This can be verified by (2.58) for example.
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Figure 6.18.: Comparison of full-wave FEM and MQS-PEEC results at 10MHz as a function
of the overall simulation time. The MQS-PEEC results with the 2D-corner discretization and
a refinement factor of two are chosen as the reference values. While the PEEC results with
the simplified corner discretization (s. Figure 4.7) can be obtained in seconds, their error is
not significantly reduced when refining the mesh inside the conductors. The most accurate
FEM results are obtained by using third order basis functions as they best approximate
the high current density near the surface of the conductors. The imaginary parts of the
FEM results show a systematic deviation from the MQS-PEEC reference solution. This can
be explained by the magnetic field created by the discrete port which is neglected at the
PEEC results. A further explanation is the non-vanishing electric energy of the full-wave
FEM results which influences the reactive component of the port impedance. Even though
the implementations of the different FEM and PEEC codes cannot be compared directly, a
significant speedup can be obtained when using the PEEC method and accepting relative
errors of a few percent.
(3.10) of δ = 20.9 µm at the frequency of 10MHz. The four corners of the coil are
discretized in three different ways as visualized in Figure 4.7. Thus, the numbers of
elementary current cells are 6 333 for the fully discretized corner (∆li = 2w) and
165 for the both 1D approximations. In order to analyze the convergence of the
results, a second discretization is set up with each element constituting only half of
the size which results in Nw = 22 and Nt = 6 subdivisions. This leads to a number
of unknown currents of 51 732 in the 2D case and 660 in the 1D cases, respectively.
After computing the matrices of partial resistances and inductances as well as the
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nodal connectivity matrix, the system (4.25) is solved for the branch currents and
node potentials. Applying (4.21b) allows for computing the port impedance of the
coil.
The results of the three different corner discretization approaches displayed in
Figure 4.7 are appended to Figure 6.18. The 2D corner discretization is a single
pair of values only since the fine mesh is used as the reference value. While the
error of the corner discretization is well below 0.1%, the errors of the 1D corner
approximations amount a few percent. It should be mentioned that the error of
both simplified versions does not decrease if a finer cross sectional mesh is used.
This can be explained by the fact that the error is dominated by the simplified
discretization in the region of the corner.
In [139], a more detailed comparison of the three approaches shows that the
results obtained by the non-overlapping approach Figure 4.7c are more accurate
compared to the overlapping approach Figure 4.7b especially for multi-turn coils.
For this reason, only the non-overlapping discretization routine will be used in the
following. It should be noted that the use of the simplified 1D-corner discretization
is justified in most cases. This is due to the fact that the practicable cross-section
discretization method of appendix C on page 183 typically produces errors in the
range of 1%. For this reason it is not appropriate to discretize the corners with a
2D mesh leading to a much higher precision than 1%.
Comparison of the FEM and the PEEC Results
The simulations presented in Figure 6.18 are performed on a computer with a
64 bit architecture, 64GB RAM and a 3.0GHz quad-core processor. The FEM and
MQS-PEEC results are compared in terms of the overall simulation time which is
the only feasible approach. This is due to the facts that not only two different nu-
merical methods are compared but also the implementations of the codes differ.
Nevertheless, a significant speedup of the MQS-PEEC results is gained under the
premise that errors of a few percent are acceptable. If a high precision is required,
the PEEC method with a 2D corner discretization or the FEM with third order basis
functions can be set up.
A further result of Figure 6.18 is the fact that the MQS approximation is sufficient
for this setup. This is confirmed by (2.26) since the geometrical dimensions are
sufficiently below the border of quasi-stationary assumptions which is about 4.8m
in this case.
6.2.3 Rectangular Multi-Turn RFID Antenna
In this section, a multi-turn RFID antenna is designed and optimized for a given
transponder IC which is characterized by its input impedance. The system is oper-
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Name Value Tolerances
lx 50mm — —
l y 60mm — —
Nturn 5 — —
w 1.636mm −1.8%a —
s 0.778mm — —
t 35 µm −15% +20%
h 1.55mm −7.1% +13.6%
κ 58 106 S/m −10% +10%
ǫr 4.6 −10% +10%
tanδ 0.018 −10% +10%
a equals −0.03mm at the nominal width
Table 6.5.: Test setup of the multi-
turn PSC in a standard PCB tech-
nology. The gray shaded val-
ues are determined during the op-
timization process. The mean-
ing of the geometrical dimensions
is visualized in Figure 3.5 while
the actual geometry is plotted in
Figure 6.20a. The material prop-
erties and their tolerances are ob-
tained from datasheets provided
by the PCB manufacturer.
ated at the frequency of 13.56MHz and the antenna is mounted on a standard PCB.
Throughout the design process, the PEEC method is used as the simulation tool. In
particular, the MQS-PEEC approach is now extended by the LQS-PEEC approach.
This is necessary for two reasons. First, the capacitive cross couplings of the wires
have a reasonable impact on the system behavior. Second, the joint simulation of
both LQS-PEEC and MQS-PEEC methods is used to extract the reduced circuit mod-
els of section 3.3.2. These circuit models are admirable for the system design based
on the transformer concept. The results obtained by the LQS-PEEC method will be
verified by FEM simulations and measurements carried out on an impedance ana-
lyzer. At the end of this section, a sensitivity analysis will be performed with the
design parameter tolerances obtained by the PCB manufacturer.
In Table 6.5, the shape and technology parameters values of the 5-turn PSC are
presented. The dimensions are chosen according to Figure 3.5 while the optimized
geometry is visualized in Figure 6.20.
Optimization of the Antenna Impedance
In the following it is aimed to design and optimize the rectangular transponder
antenna in standard PCB technology. The outer dimensions of the PSC are pre-
specified with lx = 50mm and l y = 60mm. Moreover, the transponder IC input
impedance is characterized by the load impedance consisting of CLoad parallel to
RLoad with the values of Table 6.6. The equivalent circuit of the setup is chosen
according to Figure 3.12 whereas a discrete matching network capacitance should
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be avoided, i. e. CMN = 0. This demands that the imaginary part is matched to the
load impedance at the working frequency of f0 = 13.56MHz.
7 A convenient way
is to convert the load impedance at the working frequency to an equivalent series
connection









= 1.86 µH. (6.7b)





Table 6.6.: Transponder IC
input impedance
An additional optimization goal is to simultaneously
maximize the quality factor of the coil. As already been
discussed in section 3.3.3.1, a maximized Q-factor of
the inductor is mandatory for achieving a high power-
transfer efficiency and consequently low ohmic losses
inside the conductors. Due to the fact that the outer
dimensions of the coil are fixed in this example, the re-
maining parameters to be optimized are w, s and Nturn.
9
Instead of applying a global optimization algorithm, the influence of the three
parameters w, s and Nturn is first analyzed by a parameter sweep which is performed
with the LQS-PEEC method.10 The results are presented in Figure 6.19 in which the
intrinsic quality factor of (3.13a) is visualized as a function of the conductor width
w and the number of turns Nturn. The top and bottom plots show the results for
two different spacing values s in order to account for the influence of the conductor
spacing on the results.
First, the two left figures are analyzed. For very low turn numbers and conductor
widths, the quality factor is low since the losses w. r. t. the inductance are high. The
Q-factor can either be increased by enlarging the width of the traces (going right)
7 If the system is operated in resonance mode, the working and the resonance frequency coincide.
8 Here, the inductance includes the capacitive effects with Ltag = Im{Z QS}/ω and differs from
the MQS inductance L2 according to Figure 3.12.
9 One might think of further design parameters to be optimized such as introducing a curvature
of the corners or using “tapered spirals” as presented in [50, 117, 118]. For simplicity reasons,
these additional design parameters are not considered here.
10 The settings are according to the fine mesh of Table 6.7.
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L = 1.86 µH
s. plot right
(a) Spacing s = 0.2mm






















(b) Curve of constant inductance








































γ = 0.5 s. plot right
(c) Spacing s = 0.8mm




















(d) Curve of constant inductance
Figure 6.19.: Quality factor for different turn numbers, widths and spacings for the test
setup according to Table 6.5. The two left figures (a) and (c) show parameter sweeps
over w and Nturn for two different spacing values. The top-right areas cannot be evaluated
since the available coil size permits too many windings for large trace widths. In order to
emphasize this effect, three isolines with a constant fill factor γ from (3.16) are appended
to the graphs. It can be seen that a fill factor of approximately 0.5 yields maximum quality
factors. In the left two figures, the black isolines of the desired inductance 1.86µHmotivate
to optimize the quality factor independently of the inductance. In the right two figures (b)
and (d), the curves of constant inductance are presented as a function of the number of
windings whereas the fill factors and widths change for each turn number. This allows for
concluding that Nturn = 5 and a fill factor of approximately γ = 0.5 provide optimal results.
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or by increasing the number of turns (going top). This relation can be verified
by the fact that the inductance grows with N2turn (s. page 29) while the resistance
grows with Nturn only. In case of spiral coils, this statement can of course be used
as a rough estimation only. In the left figures and especially in Figure 6.19c it is
visualized that the maximum quality-factor values are obtained in an intermediate
region of both design parameters, the width and the number of turns. This fact
can be emphasized when plotting lines of constant fill factor γ of (3.16) which
expresses the area filled by the conducting material w. r. t. the whole coil area. It
can be observed that the Q-factor approximately corresponds to lines with the same
fill factor. In this example a fill factor of about γ = 0.5 provides best results.
Some comments about the parameter settings in the right and top areas of
Figure 6.19a and Figure 6.19c should be made. For too large numbers of windings,
the capacitive effects increase and therefore the intrinsic quality factor decreases.11
The other way around, too wide traces and very low turn numbers result in in-
accurate results since the increased influence of the conductor-bend effects is not
modeled correctly by the simplified corner modeling. When regarding the influ-
ence of the spacing s on the results, it can be observed that too low spacings cause
increased losses due to the increased proximity-effect losses. On the other hand,
too large spacing values result in a non-optimum exploiting of the total available
coil area.
Summing up, the quality factor does not have a sharp maximum in the param-
eter space. Moreover, best results are obtained for intermediate parameter val-
ues for which approximately half of the overall coil area is filled with conducting
traces. These findings allow for choosing the inductance relatively independent of
the quality factor. For this reason, the black lines of the left plots of Figure 6.19 in-
dicate the desired inductance Ltag,desired of (6.7b) in the parameter space. This line
is plotted in Figure 6.19b and Figure 6.19d as a function of the number of turns. It
is seen from the figures that the inductance can either be reached by applying a low
number of turns as well as a low conductor width or, alternatively, by using more
turns and an increased conductor width. As expected before, maximum Q-values
are obtained for a fill factor of about γ = 0.5. Since this fill factor is best achieved
for Nturn = 5, this turn configuration is chosen in the following.
In the next step, the width w and the spacing s are optimized for achieving
the desired inductance and a maximum quality factor. In contrast to the previous
parameter sweep, the vias and the diagonal return conductor on the bottom layer
(s. Figure 6.20) are now considered. The optimization is based on the Nelder-Mead
method [119] which minimizes a scalar-valued nonlinear function of multiple real
variables without any derivative information. In this case, the function f (w, s)
11 This is not necessarily the case if a different Q-factor definition is used.
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(a) PEEC mesh and current distribution (b) Finalized layout with IC footprint
0 0.2 0.4 0.6 0.8 1
Current density |~J |/|~Jmax|
Figure 6.20.: Finalized layout of the optimized PSC with the parameter values from
Table 6.5. (b) Fabricated design including the footprint of the IC which can be connected
to the antenna via 0Ω bridges. The vertical traces on the bottom of the figure are used for
measurement purposes (s. Figure 6.24). (a) Excerpt of the LQS-PEEC mesh with Nw = 5 and
Nt = 1. The cells are colored with the current distribution at 1MHz in order to visualize the
influence of the skin and proximity effects. The real discretization is shown in Table 6.7.
depends on the variables w and s. It is chosen as
f (w, s) = 10






with Qmax = 300. The error in inductance is weighted by a factor of 10 since it
is considered as more important. By using the start values obtained by the sweep
from Figure 6.19d, approximately 10 to 20 iterations are required to obtain a re-
sult with an inductance error of less than 0.1% and a quality factor of Q = 214.12
The optimized values are presented in Table 6.5 in the gray shaded cells while the
geometry is visualized in Figure 6.20. The right Figure 6.20b shows the finalized
12 Figure 6.19 might suggest that a quality factor of up to 240 can be reached. This is not the case
because the return conductor has been neglected in the parameter sweep.
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FEM PEEC
Fine Coarse
Name Value Name Value Value
Tetrahedrons 2 106 Current Cells 2 186 301
DoF 37.6 106 Charge Cells 560 46
Basis fun. 3rd Basis fun. 0th 0th
Boundary electric Boundary — —
Bound. box 200mm lmax
a 20mm —
Solv. accuracy 10−4 Solv. accuracy direct direct
Nw approx. 8 Nw ,Nt ,Nw,pan 13, 3, 5 13, 1, 1
Memory 58.6GB Memory some MB kB – MB
Overall timeb 66 h Overall time 11.5min 6.7 s
a Maximum allowed segment length between two nodes.
b 13 frequency points are evaluated.
Table 6.7.: Solver settings of the full-wave FEM and LQS-PEECmodels. For an accurate mod-
eling of the eddy currents, a dense volume mesh is required inside the conductors. In this
case, an adapted efficient PEEC mesh with large aspect ratios of the cells and a restriction
of the current cells in the direction of the estimated current flow enables a remarkable
speedup compared to the general purpose FEM solver.
layout including the IC footprint and some additional conductors which can op-
tionally be connected for measuring purposes (s. Figure 6.24). In Figure 6.20a, an
exemplary PEEC mesh with a current distribution for f = 1MHz are visualized.
Besides the skin effect, also the proximity effect greatly impact the overall current
distribution which is highest at the inner side of the innermost winding. The rel-
atively coarse subdivision of the conductors into five segments each is done for
visualization aspects only. The concrete mesh settings will be focused on in the
next paragraph.
Comparison of FEM and LQS-PEEC Results
In order to obtain a reference result for the optimized coil layout displayed in
Figure 6.20, a FEM simulation is performed with the settings according to the
single-turn coil example of section 6.2.2 and Table 6.7. The results separated by
real and imaginary parts are visualized in Figure 6.21a and Figure 6.21b. The
overall simulation time for 13 frequency points is about 2.8 days.
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∆ fSRF = 2.1%
(a) FEM and PEEC Re{Z port}

























(b) FEM and PEEC |Im{Z port}|























(c) PEEC fine and coarse Re{Z port}



























(d) PEEC fine and coarse Im{Z port}/ω
Figure 6.21.: Comparison of the FEM and the PEEC results for the optimized PSC with the
geometrical parameters of Table 6.5. In (a) and (b), the FEM reference simulation is com-
pared with the fine LQS-PEEC and MQS-PEEC results with the solver settings according to
Table 6.7. As already noticed in the previous sections, deviations of a few percent can be
observed due to the simplified corner modeling as well as the efficient cross-section mod-
eling. When comparing (a) and (b), the inductance error tends to be smaller than the
resistance error. Moreover, the MQS results do not show resonant behavior as expected.
This is due to the neglect of the electric energy. In (c) and (d), the influence of the mesh on
the results is presented. For initial design purposes, a coarse mesh may be sufficient since
the overall simulation time is reduced from 11.5min to 6.7 s. From (d) it is obvious that
capacitive effects are not negligible for frequencies above 10MHz.
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In the following, the PEEC simulations are performed with two different mesh
settings in which it is distinguished between fine and coarse simulations. The spe-
cific settings are visualized in Table 6.7. The inductive mesh is equivalent to the
single-turn coil of the last section which is based on the cross section subdivision
of appendix C on page 183 with χ = 2 and the corner modeling via a single node
as presented in Figure 4.7c. For this setup, Nw = 13 and Nt = 3 are obtained for
the fine mesh and Nw = 13 and Nt = 1 for the coarse mesh, respectively. The
capacitive mesh is in accordance with section 4.5.3 whereas in the fine simulation,
the conductor widths are subdivided by Nw,pan = 5 elements each. In addition,
the segment length is limited in the fine simulation to lmax = 20mm which allows
a better modeling near the SRF. The PEEC simulations are performed by setting
up the matrices of partial elements, the nodal connectivity matrix as well as the
terminal incidence matrix. Afterwards, (4.22) is solved for the port impedance of
the coil. For the MQS-PEEC models, the capacitance matrix is substituted by zeros
according to (4.25).
The simulation results of the fine mesh are compared in Figure 6.21a and
Figure 6.21b with the FEM results. The results agree up to a few percent which
has already been motivated in the previous sections due to the approximative skin-
effect modeling and the simplified corner discretization. In addition, a shift in the
resonance frequency of about 2.1% can be observed. This can be explained by the
relatively long segment length on the one hand and a neglect of the retardation
effects on the other hand. As mentioned before the reason is a different electric
energy (cf. footnote 8 on page 55). Nevertheless, the accordance of both FEM and
LQS-PEEC results is sufficient for practical applications.
The influence of the PEEC mesh is shown in Figure 6.21c and Figure 6.21d,
where the fine and coarse simulations are compared with each other. As can be
seen from the figures, the differences grow for increasing frequencies. However,
the coarse simulation might be favorable for initial design purposes since the sim-
ulation time is reduced from 11.5min to 6.7 s. A more detailed discussion about
the discretization settings can be found in [139].
Equivalent Circuit Model
In this paragraph, the parameter values of the reduced equivalent circuit models
of section 3.3.2 are derived for the optimized PSC. For the narrowband models ac-
cording to Figure 3.7, the fine MQS-PEEC and the fine LQS-PEEC models are solved
at f0. This allows for computing the four values Rp, Cp, Ls and Rs of Table 6.8 ac-
cording to (3.22). It is seen that the MQS inductance Ls is a few percent lower than
the LQS-PEEC inductance of the optimization process. This matter of fact can also
be verified by Figure 6.21d in which the capacitive influence causes an increase of
the inductance. The parameter values of the broadband network model displayed
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Broadband model Narrowband model
fSRF = 69.2MHz fSRF = 70.2MHz
Name Value Name Value Name Value
Rp 61.3 kΩ
a Lint 57.8 nH Rp 340 kΩ
Cp 2.94 pF Lext 1.80 µH Cp 2.85 pF
RDC 271mΩ Rs 664mΩ
R1 193mΩ L1 17.2 nH Ls 1.80 µH
R2 177mΩ L2 10.3 nH
R3 305mΩ L3 5.94 nH
R4 616mΩ L4 2.35 nH
R5 524mΩ L5 69.0 pH
R6 67.5mΩ
a The frequency depend resistance Rp,freq( f ) = Rp fSRF/ f is considered in this example which is
312.8 kΩ at f0.
Table 6.8.: Extracted equivalent circuit parameters of the test coil obtained from the fine
PEEC simulations. The network topologies are according to Figure 3.7 and Figure 3.8.
A comparison between the full simulations and the reduced models is presented in
Figure 6.22. In the ladder model, an order of six is sufficient which can be seen from the
small inductance value L5 compared to L1 to L4.
in Figure 3.8 are also specified in Table 6.8. The values are obtained according to
the three fitting steps of section 3.3.2.2. First, two MQS-PEEC and two LQS-PEEC
evaluations at 1MHz and 70.27MHz are performed in order to extract Rp and Cp.
Second, two further MQS-PEEC simulations at 10Hz and 1 THz are carried out for
computing RDC, Lint and Lext. For the third step, eight additional MQS simulations
at logarithmic spaced frequency points from 10 kHz to 100MHz are evaluated in
order to obtain the ladder-model parameters according to Figure 3.8. In this case,
a model order of six is chosen as it provides accurate results. More details about
choosing the appropriate order are presented in [135].
In Figure 6.22, the port impedance of the transponder antenna separated by
resistance and inductance is visualized. While the full model consists of about
1.24 106 circuit elements, the reduced broadband model contains 16 elements
only. The narrowband model even further reduces the number of required net-
work elements to four. While the broadband model provides accurate results over
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Figure 6.22.: Comparison of the full LQS-PEEC results and the reduced macromodels pre-
sented in Figure 3.8 and Figure 3.7b. All physical relevant properties such as the SRF and
frequency-dependent losses are modeled correctly by the broadband model consisting of
16 lumped RLC elements according to Table 6.8. Considering the narrowband model with 4
circuit elements only, the behavior is not modeled correctly in the whole spectrum. Instead,
coincidence is given only near the working frequency as well as the SRF.
the whole considered spectrum, the narrowband model is able to represent the be-
havior near the working frequency only. The SRF is modeled by both approaches
(s. Table 6.8). It tends to be more accurate in the broadband model due to the
iterative fitting routine. Despite of this fact, the narrowband model will be used in
section 6.3 where an antenna system consisting of two inductively coupled coils is
analyzed. This is because the analysis will be performed at a single frequency only.
Measurements
In order to verify the previous simulation results, the fabricated PSC with the lay-
out according to Figure 6.20b is measured via an impedance analyzer [120] rang-
ing from 40Hz to 110MHz. In particular, the measurements are performed with a
pin probe which is connected to the antenna via two pads (s. picture on the front
cover of this thesis). Due to the fact that the connector introduces some additional
capacitive couplings to the conductors, this effect needs to be de-embedded for
a proper comparison with the simulations. For this reason, the SRF is measured
contactlessly in a second setup via the concept of the reflected impedance (3.34).
The measurement is realized by connecting an arbitrarily shaped closed conductor
loop to the impedance analyzer, performing a calibration and positioning the PSC
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at a distance of a few centimeter in front of the loop. At the SRF, the maximum
current is induced in the coil. This results in the maximum real part of the reflected
impedance (3.34) which can be measured by the impedance analyzer. By evalu-








When comparing the two direct and contactless mea-
surements near the SRF, the influence of the pin probe
can be quantified as a series connection of Rs,PinProbe
and Cs,PinProbe with the parameter values of Table 6.9.
In the following, this impedance is subtracted from
the pin-probe measurements. The results are plotted
in Figure 6.23 in terms of the resistance, inductance,
quality factor and dissipation factor. In order to com-
pare the results with the FEM and LQS-PEEC simula-
tions, a further de-embedding procedure of the simulation results is performed to
account for the differences of the simplified model presented in Figure 6.20a13 and
the fabricated layout according to Figure 6.20b. Again, the influence is mainly of
capacitive nature since the IC footprint and the measuring traces are electrically
not connected to the antenna. The influence of these additional conductors is de-
embedded by simulating two different FEM models including and excluding these
components. For a better comparison, the mesh settings are chosen as equal as
possible in both models. In the frequency range near the SRFs of both results, a
parallel RLC resonance circuit is fitted for each model whereas the inductances are
chosen identically in both cases. By evaluating the differences of the obtained ca-
pacitances and resistances, an equivalent circuit model is extracted, accounting for
the influence of the additional components as a series connection of Rs,Footprint and
Cs,Footprint. As a result, the values of Table 6.9 are obtained.
The results of the above de-embedding procedure applied to the FEM and
LQS-PEEC models are appended to Figure 6.23. The measurement errors at
f0 = 13.56MHz w. r. t. the FEM results are 30.1% for the resistance and 1.3% for
the inductance. These errors coincide with the accuracy range of the impedance an-
alyzer [120] which allows for concluding a good accordance to the measurements
over the considered frequency spectrum.
Sensitivity Analysis
At the end of this section, a sensitivity analysis is performed for the PSC of Table 6.5
in which the manufacturing tolerances of the particular design parameters are in-
cluded. Caused by the fabrication process, six tolerance-associated parameters exist
13 In this model, the IC footprint as well as the measuring conductors are not considered.
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Figure 6.23.: Comparison of the measurements with the PEEC simulation as well as the
FEM reference solution for the optimized coil geometry displayed in Figure 6.20. In order
to better compare the different results, the quality factor and the dissipation factor are
visualized next to the resistance and the inductance. The different curves have been de-
embedded with serial RC elements of Table 6.9 in order to provide comparable conditions
for all results. The errors of the measurements w. r. t. the FEM results at 13.56MHz are
30.1% at the resistance and 1.3% at the inductance. These deviations do not exceed the
measurement tolerances of the impedance analyzer [120]. Besides the measurement and
the simulation curves, a sensitivity analysis of the LQS-PEEC results has been appended (gray
shaded areas) in which the worst case values with the basic tolerances of Table 6.5 have
been taken as a basis.
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in this setup, i. e. three geometrical parameters w, t and h as well as three material
properties ǫr, tanδ and κ. When the gradient information of the port impedance
w. r. t. these parameters is known, a linearization of the actual design can be set up.
This allows the analysis of the design parameter influences on the system behavior.
In order to obtain the derivative information of the port impedance, the ad-
joint sensitivity equation (5.6b) is applied to the MNA single port system (4.21).
Due to the symmetrical character of the system, the original system solution and
the adjoint counterpart are identical. Consequently, the initial system needs to be
solved just once. The remaining part of the sensitivity analysis concentrates on the
computation of the system matrix derivatives w. r. t. to the six design parameters.
This is achieved by using a forward FD approximation according to (5.7) or, more
precisely, (6.4b) in case of the partial inductances. In the FD approximations, a
relative parameter perturbation of 10−3 is used to approximate the derivatives of
the matrix elements in a reasonable manner (s. Figure 6.13). Prior to that, an ele-
ment perturbation algorithm checks which matrix entries have to be recomputed.
This approach is time-saving since generally not all elements are perturbed for each
geometrical variation.
As an example, if the thickness h of the substrate is varied, the relative posi-
tion and orientation of the elements on the top and bottom layers do not change.
From this follows that a large area of the system matrix derivatives is zero and
consequently does not need to be recomputed. Obviously, the amount of perturbed
elements may differ for each analyzed parameter. In the considered test setup, the
worst case values are the conductor widths and thicknesses, respectively. This is
due to the fact that in the uniform perturbation approach according to Figure 5.2b,
all elements are scaled and shifted. Thus, a re-computation of the same number
of elements as required for the original system is demanded.14 More precise, the
variation of the substrate thickness h requires about 6.8% of the original matrix
fill while the material properties ǫr and tanδ only demand a re-calculation of the
capacitive elements due to the modified Green’s function of (A.12). The cheapest
design parameter is the conductivity κ since it influences only the derivatives of the
partial resistances.
After computing the port impedance derivatives w. r. t. to the different design
parameters, the worst case tolerances of Table 6.5 are used in order to obtain the
limits of the impedances by means of a linearization. The results are included
in Figure 6.23 in which the gray shaded areas indicate the borders in which the
actual curve could be located. It is observed that the measurements do not exceed
the tolerance limit for a broad frequency range. The regions in which the curves
exceed the boundaries can be explained by measurement inaccurateness [120].
14 The ILC could again reduce the number of required element couplings but is not applied here.
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6.3 Inductively Coupled Antenna System
In the last part of the results chapter, the system behavior of an IPT antenna system
consisting of the multi-turn PSC of the previous section and a single-turn reader an-
tenna is analyzed. A spatial sweep of the relative antenna arrangement is performed.
For each position, the measured and simulated results are compared. Since the an-
tenna system is compatible with the standard High Frequency (HF) RFID technique,
not only voltages are considered but also the wireless communication link is tested in
terms of identifying the transponder. Because the simulations are based on the reduced
circuit models of section 3.3, the simulations can be performed in milliseconds, hence





















Figure 6.24.: Measurement setup of the IPT system in which the multi-turn transponder
antenna of the last section is located in front of a square single-turn reader antenna with
a side length of 100mm. The reader antenna can be operated by either attaching a 50Ω
source or a source connected directly to the coil. The transponder IC can be read via RFID.
The possibility to measure the rectified and regulated coil voltages is also provided. For
flexibility and cost reasons, the antennas are fabricated in standard PCB technology.
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Figure 6.25.: Equivalent circuit description of the RFID test setup. The parameter values of
the transponder circuit can be found in Table 6.8 and Table 6.6 whereas the reader circuit
settings are presented in Table 6.10. The mutual inductance is a function of the spatial





introduced for measuring purposes.
6.3.1 Setup of the RFID Antenna System
Although the primary goal of RFID systems is to identify transponders by wire-
less data transmission, the contactless power transfer is an important property for
many low-cost systems since a battery at the transponder circuit must be avoided.
In Figure 6.24, the considered antenna setup is visualized. The system is op-
erated in the HF band and in particular at f0 = 13.56MHz which is part of an
ISM band. The transponder circuit is composed of the optimized five-turn PSC of
section 6.2.3 as well as the transponder IC with the parameters values of Table 6.6.
The transponder is mutually coupled with a single-turn square reader antenna hav-
ing a side length of 100mm and a trace width of 2mm. The material properties of
the reader antenna are equivalent to Table 6.5 as the same technology is used for
both coils.
In order to extract the circuit properties of the reader coil which are needed for
the circuit simulations, two different numerical PEEC simulations are performed
at 13.56MHz, the LQS-PEEC as well as the MQS-PEEC methods. In both models,
the mesh settings are chosen equivalently with the constraints of the multi-turn
coil as discussed above. The results of the two different simulations allow the
extraction of the narrowband equivalent circuit model displayed in Figure 3.7b
with the parameter values being presented in Table 6.10.
As can be seen from Figure 6.24, the RFID antenna system can be powered via
two different inputs whereas either of them can be connected to the antenna. The
first possibility is to directly connect the source to the antenna. This is done in
section 6.3.3 where the impedance analyzer [120] is used to measure the reflected
transponder impedance. Alternatively, a matching network can be connected in
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Name Value Name Value
U 0 7.4 V Rp1 1.63MΩ
R0 50Ω Cp1 1.01 pF
R1 1 kΩ Rs1 201mΩ
C1 331 pF Ls1 355nH
C2 59.8 pF
Table 6.10.: Parameter values
of the equivalent circuit of the
reader antenna unit according
to Figure 6.25 consisting of the
source, the matching network and
the coil. As before, the voltage
source is characterized by its RMS
valuewhich is capable of powering
a 50Ω load with 274mW.
between the antenna and the source in order to provide an input impedance with
a real value of 50Ω. This is convenient for connecting the antenna to transceiver
units which are often designed to power a 50Ω load. Results of this approach will
be presented in section 6.3.4.
The matching network used throughout this section is composed of one resistor
and two variable capacitors which can be optimized in order to obtain an input
impedance of 50Ω. The resistor reduces the quality factor of the resonance circuit.
Consequently, it ensures a more robust behavior for varying coupling conditions in
which the reflected impedance of (3.31) changes. The matching network design is
discussed more detailed in [136]; the actual realization is visualized in Figure 6.25
with the parameter values presented in Table 6.10.
The equivalent network description of the overall setup is visualized in
Figure 6.25. The source is modeled as an ideal voltage source of 7.4 V RMS con-
nected in series with the internal resistance of 50Ω, thus allowing to power a 50Ω
load with 274mW. Although not shown in Figure 6.25, the mutual inductance
M(~r0) is a function of the spatial separation of both antennas, indicated by the
position of the center point of the transponder antenna ~r0 relatively to the reader
antenna (s. Figure 6.26). An arbitrary orientation of the two antennas as depicted
in Figure 3.1 is not considered in this section. This is because a positioning robot
is used which is not able to rotate the attached antennas. Nevertheless, the mutual
inductance extraction technique of section 4.5.4 works for arbitrary 3D setups.
6.3.2 Mutual Inductance Computation
In this section, the PEEC settings of the upcoming simulations are briefly presented.
As already motivated before, the aim is to decouple the simulation of the individual
antennas from the mutual antenna coupling while recovering the whole system
behavior in the circuit domain according to Figure 6.25. An alternative would
be to repeatedly simulate the complete antenna system for each spatial position.
However, this approach is abandoned here since it is much more time consuming.





































Figure 6.26.: Filamentary model of
the setup presented in Figure 6.24
for computing the mutual in-
ductance between both PSCs.
The square reader antenna is
composed of 6 nodes while the
transponder antenna is modeled
by 26 nodes. In the test setup
according to Figure 6.29, the
transponder is swept over the gray
highlighted area. In each position,
the mutual inductance computa-
tion requires a few milliseconds
only.
This is mainly caused by the increased system matrix consisting of both antenna
models for which parts must be recomputed for each spatial orientation. More
details of comparing the full model and the reduced network model can be found
in [135] where an excellent agreement between both approaches is shown.
After extracting the macromodels of the individual antennas, the only remaining
unknown parameter in the network model displayed in Figure 6.25 is the mutual
inductance M(~r0). According to the explanation of section 4.5.4, the mutual induc-
tance between both coils is evaluated by the MQS-PEEC method. For this purpose,
the minimal mesh settings are used in which each straight conductor segment is
modeled by a single current cell only. The actual discretization of the test setup
is visualized in Figure 6.26. The reader coil is modeled by Nn1 = 6 nodes and
Nb1 = 5 branches. The transponder coil is modeled by Nn2 = 26 nodes and
Nb2 = 25 branches, respectively. In order to compute the mutual inductance via
(4.35), the computation of Nb1 Nb2 = 125 mutual inductances is done by the fil-
amentary approach (s. appendix A.1 on page 166), lasting only about 13ms on a
standard desktop computer.
6.3.3 Measurements of the Reader Antenna Input Impedance
In the first measurement setup, the impedance analyzer [120] is directly connected
to the reader antenna whereas the matching network is detached from the circuit.
In Figure 6.25, the measuring point is indicated by U1. Both coils are mounted
on a positioning robot which is able to adjust the position of both coils with an
accuracy in the sub-millimeter range. In this setup, the positioning robot is used
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Figure 6.27.: Measured and simulated reader antenna input impedance for six different
antenna separations z0. While the resonance frequency in the simulations (b) is almost
independent of the coupling factor, the measurements (a) show nonlinear behavior of the
IC input capacitance which is mainly caused by the diodes of the rectifying circuit. The black
dots indicate the maximum value of each curve.
to vary the relative distance of both coils along the z-axis (s. Figure 6.24). In
each position z0, the impedance analyzer creates a voltage signal of 1 V RMS and
evaluates the impedance. The results are visualized in Figure 6.27a for the real
part of the input impedance. For each spatial separation, the frequency is swept
from 12MHz to 15MHz and the impedance is measured. As can be seen from
the figure, the influence of the reflected impedance of (3.34) is maximal at the
resonance frequency of the transponder. At this frequency, the transferred effective
power is maximum.
Two more interesting properties of Figure 6.27a are the observable resonance
frequency shift towards higher frequencies and the violation of the resonance-curve
symmetry when the coupling is decreased. These facts can be explained by the non-
linear behavior of the rectifying circuit diodes. This results in a voltage-dependent
input capacitance and consequently in a detuning of the resonance circuit.
For the PEEC simulations, the mutual inductance M is computed for each z0.
At the same time, the system visualized in Figure 6.25 is solved for the reader
antenna input impedance without the matching network. The results are presented
in Figure 6.27b from which a good agreement with the measured values can be
observed. In contrast to the measurements, the nonlinear behavior is not visible in
the simulations since the IC is modeled by a single impedance only.
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|U2| = 4 . . . 5V
Regulated to 3 V
Figure 6.28.: Powering and readout range of the test setup for a spatial sweep from 10mm
to 200mm. The measured and simulated IC voltages exceed 3 V for distances of up to
145mm. The voltage of 0.3 V has been subtracted from the simulated effective value of the
voltage in order to account for the losses in the regulating circuit. For each spatial position,
the reader aims to set up a bidirectional data link for five times. On the right y -axis, the
number of successful readouts is shown. This allows for concluding a communication range
from 15mm to approximately 130mm.
6.3.4 Measurements of the Data and Energy Transmission
In the last study, the matching network as well as a commercial transceiver unit are
connected to the reader antenna. The parameters of the transceiver unit are found
from measuring the power delivered to a 50Ω load which is 274mW. In order to
transfer data over the wireless link, the carrier signal is superimposed by the data
signal. A detailed description of the bidirectional data transmission can be found
in [8]. Here, it is detected only whether a communication in terms of requesting
and responding the identification number of the transponder has been successful.
In Figure 6.28, the measured powering and readout range are compared for
varying z0 (x0 = 0). For the comparison with the simulated data, the computed
transponder voltage |U
2
| according to Figure 6.25 is appended to the graph. When
inspecting the measured DC voltage which is regulated to 3V, a powering range of
up to z0 = 145mm can be concluded. For comparing the measured and the simu-
lated voltages for higher distances, 0.3 V are subtracted from the simulated voltage
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Figure 6.29.: Comparison of the measured readout range with the simulated coupling fac-
tor and transponder voltage for a 2D spatial sweep as shown in the gray highlightedarea as
presented in Figure 6.26. As already expected from Figure 6.28, the border of functionality
is lying in between 4 V to 5 V of the simulated voltage |U
2
|. Alternatively, a critical coupling
factor of about 0.8% can be concluded which allows for an easy forecast of the working
range for any 3D spatial orientation. The time needed to compute the coupling factors for
the 1 750 sweep points of this example is about 30 s.
accounting for losses in the regulator circuit. Due to the fact that the transponder
is modeled in the network description by a single impedance only, the simulated
voltage |U2| is not limited to any maximum value and consequently increases for
decreasing distances.
For the data transmission, the reader aims to set up a bidirectional commu-
nication link for each spatial position. In order to reduce noise and to obtain a
smoother transition, the data transmission is repeated five times for each position
while the number of successful identifications is saved. This allows the conclusion
of a readout range from 15mm to approximately 130mm.
The malfunction for too low distances can be explained by the very high signal
levels on the one hand and a detuning of the reader circuit caused by large reflected
impedance values on the other hand [136]. For too large distances, the data signal
level is too low for a proper separation from the noise level. When comparing the
maximum readout range with the powering range, the deviation is of about 10mm
to 15mm.
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In order to forecast the readout range for more complex spatial orientations, the
positioning robot sweeps the transponder in two dimensions as shown in the gray
marked area according to Figure 6.26. The results are presented in Figure 6.29.
Again, the data transmission is repeated five times for each position. The number
of successful readouts is indicated by a different color in the figure. It can be seen
that for too close proximity, the data transmission does not work properly. The
maximum readout range is obtained for x0 = 0 where both coils are centered.
When regarding the coupling conditions for low separations in z-direction and
about x0 = ±60mm in x-direction, a region of zero coupling can be observed. In
this region, no inductive powering of the transponder is possible although both coils
are located in a very close proximity. This behavior can be explained by the mutual
inductance concept based on closed current loops as visualized in Figure 2.3. The
magnetic flux density generated by the reader coil changes its direction inside the
area bounded by the transponder coil since the coils partially overlap each other.
Hence, an overall magnetic flux of zero is obtained and consequently the mutual
inductance is zero, too.
Besides the measured communication link of the reader-transponder arrange-
ment, isolines of constant simulated voltage |U2| from Figure 6.25 are appended
to Figure 6.29. As a result of Figure 6.28, the border of the readout ranges from
|U2|= 4V to |U2| = 5V. This border is confirmed in Figure 6.29.
For practical applications it is desirable to determine a critical coupling factor
k (2.48) which sets the border of proper operation. When overlaying different
isolines of constant coupling factor to Figure 6.29, the critical coupling factor can
be determined to be of about kcritical = 0.8%. It should be mentioned again that
the computation of the mutual inductance between the two PSCs via (4.35) is not
limited to parallel arrangements. Instead, it works for any 3D orientation of the
coils. The time required to compute 10 000 locations is approximately 2min for
the filamentary setup (cf. Figure 6.26) on a typical desktop computer.
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7 Summary and Outlook
In this thesis, inductively coupled antenna systems have been analyzed and designed
via a combination of numerical simulations and a network description based on the
concept of mutually coupled inductances. The numerical simulations have been per-
formed via a Partial Element Equivalent Circuit (PEEC) solver that was developed and
implemented especially for this thesis. The new PEEC solver combines the Lorenz-
Quasi-Static (LQS) and Magneto-Quasi-Static (MQS) assumptions and makes use of
specialized mesh settings. Hereby, the physical relevant properties of the individual
antennas such as frequency-dependent inductance, skin and proximity effects as well
as parasitic capacitance can be modeled in seconds to minutes while the discretization
errors typically do not exceed a few percent. The obtained results have been used to
extract reduced macromodels of the individual antennas for the inclusion in the overall
network model. The interaction of the coils has been accounted for via a mutual in-
ductance extraction technique based on a filamentary discretization of the MQS-PEEC
approach allowing for spatial parameter sweeps in milliseconds. The macromodels of
the coils have been combined with the mutual inductance to an equivalent circuit to
be solved in either time- or frequency domain. The proposed approach has been tested
with a typical Radio Frequency Identification (RFID) antenna setup. The results have
been compared with Finite Element Method (FEM) simulations as well as measure-
ments and a reasonable agreement has been shown. In addition, different concepts for
integrating the adjoint sensitivity analysis into the PEEC method have been analyzed
and confirmed via exemplary setups.
Contributions of this work
In the following, the particular achievements of this thesis are summarized:
A new LQS approximation of the Maxwell’s equations has been motivated and
derived. The LQS formulation can be regarded as an intermediate approach be-
tween full-wave and MQS or Electro-Quasi-Static (EQS) and is applicable to for-
mulations based on the electric scalar and magnetic vector potentials. The results
of the LQS formulation are not novel in terms of practical applications because the
same formulation is used by other authors under different names such as Electro-
Magneto-Quasi-Static (EMQS) or simply Quasi-Static (QS). While these formula-
tions are based on an explicit assumed infinite speed of light in order to get rid of
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the retardation effects, the new LQS formulation does not need this assumption.
Instead, it is consistent with a modified version of the Maxwell’s equations and
consequently provides a more detailed insight into the underlying fundamentals.
Moreover, a slight modification allows for the formulation of the LQS system as a
combination of two decoupled electrostatic and MQS systems which are reunited
via a joint fulfillment of the continuity equation.
A second novelty of this work is to apply various quasi-stationary approaches in
a conjoint simulation and to use the different results in order to extract important
physical system properties. This is different to the traditional way in which first
the appropriate model is determined and afterwards the simulations are run on
this specific model in order to forecast the system behavior. In the context of this
work, the LQS-PEEC and MQS-PEEC approaches are simulated together whereas
the inductive mesh is chosen identical in both formulations. This only results in
a small overhead but allows for the obtaining of different results, one accounting
for the capacitive influence and one excluding the same. Hereby, an added value is
created, e. g. for extracting macromodels of the antennas.
The extraction of different reduced equivalent circuit models of inductors in both
narrowband and broadband regimes is a third main aspect of this work. Although
applied to Printed Spiral Coils (PSCs), the approach can also be utilized to other
linear passive devices in which the magnetic energy dominates at low frequencies.
In particular, the above mentioned combined MQS and LQS simulations at different
frequencies have been used to extract reduced network models of PSCs allowing for
fast circuit simulations in both time and frequency domain. The benefit is the fact
that the models consist of physically motivated circuit elements, thus providing a
smart integration of the antenna models into system engineering processes. Results
of a test scenario have shown a close agreement between full PEEC simulations
and the reduced broadband model over multiple decades by using ten to twenty
network parameters for the latter approach only.
The specialized PEEC mesh settings for Inductive Power Transfer (IPT) antenna
systems are a further essential feature of the presented modeling procedure as they
allow for fast and accurate simulations of the individual coils. This is especially the
case if antenna designs with long and thin conductors are being used. In particular,
the modeling of rectangular conductor bends has been focused on whereas a 2D
approach and two different 1D simplifications have been compared in terms of ac-
curacy and effort. In another case, in which the mutual inductance of different coils
is extracted, a coarse filamentary mesh has been used for the MQS-PEEC method
which avoids solving a system of equations and has been shown to be equivalent
to the Greenhouse method.
The adjoint sensitivity analysis with the main focus on skin-effect problems pro-
vides another main point of this work. A method for computing the exact deriva-
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tives of PEEC partial network elements has been derived which can be used for
benchmarking purposes, e. g. when applying Finite Difference (FD) approxima-
tions. A novel Inner-Layer Concept (ILC) has been introduced which can be used
to reduce the amount of element interactions when building the matrix of partial
derivatives.
Concerning the IPT system design, a complete analysis has been presented in
the network domain by combining the concept of mutually coupled inductances
with accurate macromodels consisting of lumped circuit elements. An approach for
optimizing the entire system in terms of efficiency maximization and field-emission
minimization has been derived for different matching network topologies. In this
context, an expression for the reflected impedance of an inductively coupled power
receiver at the transmitter equivalent circuit by means of the frequency detuning
has been introduced.
Two further contributions of this work include the presentation of an analyti-
cal Direct Current (DC) resistance correction term for rectangular conductor bends
with different conductor widths as well as a comparison of different analytical ap-
proaches for determining the Alternating Current (AC) resistance of an infinitely
long conductor with a rectangular cross section.
The measurements of the RFID antenna systems should also be emphasized.
They were carried out in the laboratory of the department Advanced System En-
gineering (ASE) of the Fraunhofer ENAS in Paderborn. Some equipment of the
Sensor Technology Department at the University of Paderborn was also used. In
particular, the PSC geometries have been optimized whereas the resulting layouts
have been created with a Printed Circuit Board (PCB) layout software. The fab-
ricated PCBs were then measured with an impedance analyzer and a positioning
robot was utilized to precisely account for the mutual antenna interactions. The
controlling of the robot as well as the readout of the measurement equipment were
automated.
Outlook
Although the thesis provides a completed analysis approach for the simulation of
IPT antenna systems, some further research aspects and improvements have not
been addressed.
There remain possible enhancements of the PEEC solver in terms of code op-
timization and parallelization. In addition, magnetic materials have not been
accounted for although they can improve the system behavior in various prac-
tical applications due to their possibility to influence and direct magnetic fields.
Non-orthogonal PEEC elements have not been addressed either, even though such
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elements allow for increasing the flexibility of modeling more complex geometries.
Furthermore, the applicability of acceleration techniques such as the Fast Multipole
Method (FMM) to PEEC systems with long and thin mesh cells can be studied in
more detail.
A further research aspect that remains unaddressed includes the more thorough
analysis of the introduced LQS formulation, especially in terms of comparing LQS-
PEEC results with full-wave PEEC results for identical discretization settings. This
would allow for quantifying the approximation errors more precisely. In addition,
enhanced investigations on the borders of functionality for the different LQS and
MQS approaches could be accomplished.
Concerning the reduced network description, one improvement could be to in-
clude mutual capacitive cross coupling effects of different antennas in the network
model. Also, a network ladder model could be introduced in order to account for
frequency-dependent dielectric losses by means of lumped network elements.
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A Partial Network Elements
In this appendix, analytical solutions to the PEEC partial network integrals are pre-
sented for some basic geometrical arrangements. Since the computation of the partial
resistances is very simple, the following considerations concentrate on the partial in-
ductances and coefficients of potential whereas only the non-retarded integrals are ad-
dressed. Besides the presentation of various expressions for the partial inductances, a
closed-form solution for the derivatives of the inductances w. r. t. the shape parameters
will be outlined since they are needed for the sensitivity analysis. For the coefficients
of potential, equations are presented for the free space case as well as a two layer di-
electric substrate. It should be mentioned that the symbols used in this appendix do
not coincide with the former chapters in all cases. Instead, the notation is done in
accordance with the original publications while the meaning of the individual symbols
is explained in numerous figures.
A.1 Partial Inductances










|~r −~r ′| dV
′ dV, (A.1)
which is a repeat of (4.12a). Besides the consistency with the general expression
(2.45) for homogeneous current distributions, the above equation can also be in-
terpreted by means of the inductance concept based on closed conductor loops in
an illustrative manner [67].
Since an analytical solution of (A.1) for two arbitrarily shaped conductors with
any desired position and orientation in space is difficult if not impossible to obtain,
either numerical or approximative expressions can be applied, e. g. [121, 40, 122].
On the other hand, for special arrangements such as straight parallel conductors
with rectangular cross sections,1 closed-form expressions have been found by dif-
ferent authors in the past. In particular, the analytical solution to the six-fold inte-
gral (A.1) has been presented by Hoer and Love in 1965 [123] for two arbitrarily
1 Straight conductors with rectangular cross sections as presented in Figure A.1 are often denoted













Figure A.1.: Dimensions of two
parallel brick-shaped conductors
needed for the self- and mutual in-
ductance computations.
positioned parallel brick-shaped conductors as presented in Figure A.1. In 2003,
Zhong and Koh [124] derived a numerically more stable formula for the same
constraints which will be used in the following.
Due to the fact that the closed-form solution is arduous, several simplifications
may be applied for specific geometries. If the conductor thickness is small com-
pared to the width and the length, (A.1) can be reduced to a four-fold integral as
presented in [125], for instance. A further simplification is to use a filamentary
approach which reduces (A.1) to a double line integral which results in Neumann’s
formula,2 e. g. [124]. In 1946, Grover [52] presented a multitude of expressions
for Neumann’s formula for different filament setups, releasing the parallel precon-
dition. In [40], some rules are presented for choosing the appropriate evaluation
technique for different geometries with a special focus on large distance approxi-
mations.
In the following paragraphs, the expressions for different practical cases are re-
peated for completeness reasons.
Self-Inductance of a Rectangular Conductors
The evaluation of the self-inductance of a single conductor can be regarded as
a special case of (A.1) in which both volumes are identically. If the conductor
has the dimensions of conductor m in Figure A.1, the closed-form solution can be
represented as shown in the expression of Table A.1. This form being suitable for
numerical implementations has been published by Ruehli in 1972 [67].
2 In this case, the conductors are modeled as infinitely thin and are referred to as filaments.



































































































































For convenience reasons, the normalized width w˜ = wm/lm and thickness t˜ = tm/lm
as well as the following abbreviations have been introduced,
r =
p
w˜2 + t˜2 αw =
p
w˜2 + 1, αt =
p
t˜2 + 1, αr =
p
w˜2 + t˜2 + 1.
Table A.1.: Expression of the self-inductance of a rectangular brick from [67]. The dimen-
sions are chosen according to the conductor m presented in Figure A.1.
Mutual Inductance of two Parallel Rectangular Conductors
In the case of the mutual inductance between two parallel conductors m and n
according to the setup of Figure A.1, a solution has been presented in [124] on the
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LPi0 j0k0 Q i1 j1k1
.
(A.2)
The necessary geometrical parameters are specified in Figure A.2. The self-
inductance terms LPi0 j0k0 Q i1 j1k1
of the virtual conductors can be computed by the
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Figure A.2.: Visualization of the mutual inductance concept between two parallel rect-
angular conductors (black corners) as a weighted sum of 64 self-inductances of virtual
conductors (highlighted corners). According to (A.2), the virtual conductors are deter-
mined by choosing the two points Pi0 j0k0 and Q i1 j1k1 in such a way that the first point is
scanned over all 8 corner points of the first conductor while the latter is scanned over the
corner points of the second conductor, respectively.
expression of Table A.1. Depending on the geometrical setup, some of the 64 vir-
tual conductors may have zero cross section or zero length and consequently do not
contribute to the overall inductance. Although the effort to compute the mutual in-
ductance by (A.2) is up to 64 times higher than the self-inductance expression of
Table A.1, it is preferred over the equation presented by Hoer and Love [123]. The
reason is the fact that the evaluation is numerically more robust, especially for high
aspect ratios of the conductor dimensions.
Filamentary Solution
In case of long and thin conductors which are positioned in an arbitrary orientation,
the double volume integral of (A.1) can be reduced to a double line integral. In this
case, the conductors are regarded as filaments with the dimensions and parameters
as presented in Figure A.3. In order to simplify the expressions, for each of the two
filaments, a plane is introduced in such a way as to intersect with the plane of the
other filament in a right angle. This allows for computing the mutual inductance











































Figure A.3.: Geometry and
dimensions of two arbi-
trarily positioned filaments
needed for the mutual in-
ductance computation.
in which the introduced quantity Ω is given by
Ω = arctan
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It should be noted that the solution of the above equation has been presented by
earlier authors, e. g. [126]. Although (A.3) is analytically exact, numerical insta-
bilities can occur for touching or parallel filaments. In these cases, specialized
solutions as presented in [52] can be applied.
Non-orthogonal Elements
Until now, the volume current cells have only been regarded for parallel arrange-
ments of brick-shaped conductors. In order to provide solutions for more com-
plex geometries which release the parallel precondition as well as the rectangular
shape, the PEEC mesh has been extended to non-orthogonal elements in [76]. This
is achieved by using local coordinates to represent (A.1). Due to the more complex
structure of the obtained equation, the solution is found by numerical integra-
tion routines. A recent publication [77] combines the analytical filament approach
(A.3) with the non-orthogonal volume cells, thus reducing the effort to numerically
evaluate the occurring integrals.
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A.2 Derivatives of the Partial Inductances of Rectangular Bars
In this section, the derivatives of the above closed-form partial inductance expres-
sions w. r. t. the geometrical parameters are focused on. The results are necessi-
tated for the adjoint sensitivity analysis in order to obtain the exact partial network
derivatives [138].
Derivatives of the Self-Inductance of a Rectangular Conductor
The differentiation w. r. t. the geometrical parameters is discussed for the case of
conductors with rectangular cross section for which exact closed-form results have
been presented in section A.1. The entire self-inductance expression of Table A.1
depending on the length lm, the width wm and the thickness tm can be written as a
function fL of the two normalized variables w˜ = wm/lm and t˜ = tm/lm only, thus
Lmm(lm, wm, tm) = lm fL(w˜(lm, wm), t˜(lm, tm)). (A.4)
This allows the computation of the derivatives by applying the product and chain





















assumed that ∂ fL/∂w˜ and ∂ fL/∂ t˜ are known. Since the expression of Table A.1 is
symmetrical w. r. t. w˜ and t˜ , the differentiation of fL must be carried out w. r. t. one
of the parameters w˜ and t˜ only. In order to determine the remaining part, both ar-
guments have to be interchanged. The differentiation of the expression of Table A.1
w. r. t. w˜ or t˜ to obtain ∂ fL/∂w˜ and ∂ fL/∂ t˜ can be evaluated in closed-form as pre-
sented in the equation of Table A.2 which is lengthy but exact. Case studies have
shown that the computational cost is about twice as much compared to the com-
putation of the original self-inductance expression of Table A.1.
Derivatives of the Mutual Inductance of two Parallel Rectangular Conductors
When differentiating (A.2) w. r. t. any shape parameter, different solutions are ob-
tained depending on how many of the nine parameters – wm, wn, tm, tn, lm, ln,
and 3 parameters for the relative shift – are perturbed when varying the shape
parameter of the overall system geometry.
In the following, the results will be examined for the single conductor example of
section 6.1.5 in which the overall conductor width w is varied and all sub-elements
are perturbed uniformly. In this case, the solution for the derivatives of the partial
mutual inductances of (A.2) w. r. t. the width of the conductor can be written in



























































































































































































































Table A.2.: Expression of the derivative of the self inductance of a rectangular conductor
to be used with (A.5). The symbols are chosen according to Table A.1.
an explicit form. For the computation of the derivatives of the partial inductances

















wPi0 j0k0 Q i1 j1k1
w
∂LPi0 j0k0Q i1 j1k1
∂wPi0 j0k0 Q i1 j1k1
. (A.6)
As a closed-form expression exists for ∂Lmm/∂wm of (A.5), the derivatives in (A.6)
can be computed analytically.








E Figure A.4.: Cross sections of two
rectangular conductors needed
for the self and mutual inductance
computations in the 2D case.
A.3 Partial Inductances in 2D
In the 2D case, the partial per-unit-length inductances can be computed analytically
in case of conductors with rectangular cross section as specified in Figure A.4. The














(−1)i+ j f (qi , r j)
 , (A.7a)
with the following quantities f (qi , r j), q = [q1, q2, q3, q4] and r= [r1, r2, r3, r4] as



























































































A.4 Partial Coefficients of Potential
According to the partial inductances from above, this section concentrates on the
evaluation of the partial coefficients of potential for surface charges in the non-









|~r −~r ′| dA
′ dA. (A.8)
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This equation tends to be easier to evaluate than (A.1) since a double surface inte-
gral has to be evaluated instead of a double volume integral.
In the past, various publications have concentrated on the evaluation of (A.8) for
different geometries. In case of rectangular elementary patches such as presented
in Figure A.5, results will be discussed in the following paragraph. In this case,
it is stated in [127] that the solution can be regarded as a special case of the
inductance calculations of (A.1). Besides rectangular patches, there have also been
investigations on solving (A.8) for triangular patches as these may approximate
various geometries more flexible, e. g. [128, 129].
If the collocation method with Dirac-delta shaped testing functions is used in
the PEEC method, an alternative solution to (A.8) with a single surface integral is
obtained. Since the elements are easier to compute, some papers [44, 130, 131]
focus on this case. However, the coefficients of potentials are no longer symmet-
rically. Moreover, a finer mesh is generally required to achieve similar accuracies
compared to the Galerkin approach resulting in (A.8).
Coefficients of Potential for Rectangular Patches
For two parallel oriented rectangular patches according to Figure A.5a, the coeffi-









 b2m − c2iq
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As before, special attention has to be paid to the case when the parallel panels
touch each other because both, the ln-function as well as the associated factor
approach infinity and zero, respectively. For the special case in which both patches
are located on the same plane, i. e. ciq = 0, an alternative formulation is presented

























Figure A.5.: Geometry of the parallel and perpendicular panel setups for the computation
of the partial coefficients of potential according to [68].
in [132]. Moreover, the self-coefficient of potential Pii can also be computed by
(A.9).
If both patches are oriented perpendicular to each other (s. Figure A.5b), the

































































in which ̺ and a are equal to (A.9b) and (A.9c). Additionally, the following quan-




















A.5 Static Green’s Function of a Two-layer Substrate
In the last section of this appendix, the coefficient-of-potential definitions for par-
allel rectangular patches of (A.9) are extended to the case in which the conductors
are located on a dielectric material. The dielectric layer is visualized in Figure A.6









Figure A.6.: Cross section of a
two-conductor arrangement on a
dielectric substrate with two lay-
ers. The conductor thickness is as-
sumed to be much smaller than
the substrate thickness.
and is assumed to be extended towards infinity in both x- and y-directions. In
addition, the substrate thickness h and the conductor widths must be much larger
than the thickness t of the conductors, thus allowing a treatment of the conductors
as patches and additionally a consideration of the z-values z = 0 and z = h only.
In this setup, it is convenient to rewrite the quasi-stationary Green’s function of
free space (2.32) in cartesian coordinates according to
Gˆ(~r ,~r ′) =
1
|~r −~r ′| =
1Æ




(x − x ′)2 +  y − y ′2, ∆z = z − z′. (A.11b)
The above Green’s function of free space can be adapted to the setup of Figure A.6
by applying the method of images. For the case that both, source and observation













If both, source- and observation points are positioned on the opposite layers with
z′ = 0 and z = h, the Green’s function becomes [44]






̺2 + (h(2k− 1))2
. (A.12b)
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When comparing the Green’s function of free space (A.11) with the adapted Green’s
functions of (A.12), the free space solution of the coefficients of potential (A.9) can
be transferred to the two layer arrangement. In particular, this is achieved by in-
terchanging the integration of (A.8) and the summation of (A.12) and substituting
the ciq displayed in Figure A.5a by 2kh or h(2k − 1) of (A.12a) and (A.12b), re-
spectively. Thus, the numerical effort for computing the coefficients of potential
for the dielectric substrate increases due to the fact that (A.9) has to be computed
repeatedly. In [68], some hints are presented about the truncation criterion of the
infinite series of (A.12).
It should be mentioned that the above concept can easily be extended to dielec-
tric losses included in the relative permittivity. This is obtained by replacing ǫr by
ǫr as stated in (2.12).
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B DC Analysis of a Rectangular
Conductor Bend
In this appendix, the expressions (6.5) of page 130 allowing the computation of the
DC resistance of a rectangular conductor bend with two different widths wx and w y
are derived by means of the Schwarz-Christoffel mapping technique. The conformal
mapping technique can be used to solve problems based on the Laplace equation since
it is invariant to this kind of transformation.
The Schwarz-Christoffel mapping is a conformal transformation in which the
upper half plane is transformed onto the interior of a polygon. In particular, the








π dw + B, (B.1)
in which A and B are two complex constants,1 uν the real parts in the w-plane
belonging to the n corners of the polygon and αν the rotation angles in the z-plane.
In Figure B.1, the different complex planes which are needed for the particular
mapping of the straight conductor onto the rectangular conductor bend are visual-
ized. The simple mesh of the ζ-plane corresponds to equipotential and electric field
lines of a straight conductor for which the relations such as the current distribution
or the resistance are well known. With the help of the intermediate transformation
to the w-plane, the simple mesh of the ζ-plane is transformed onto the mesh in the
z-plane which reflects the behavior of the desired conductor bend geometry.
Transformation from w to z
Since the Schwarz-Christoffel transformation is based on the mapping from the
upper half plane of the w-plane onto the interior of a polygon, the intermediate
w-plane needs to be set up. For applying the above general expression (B.1) to the
specific case, the uν values as well as the αν angles have to be determined. Because
two of the uν values can be chosen arbitrarily, the points u1 = −1 and u2 = 0 are






























Figure B.1.: Conformal mapping of the corner via Schwarz-Christoffel transformation. Two
intermediate steps are required to transform the simple mesh from the ζ-plane onto the
desired z-plane. The transformation is motivated by the fact that the resistance is trivial to
compute in the ζ-plane.
fixed (s. Figure B.1). The point u3 = u0 is unknown at the beginning since it must
include the information about the widths wx and w y .
As can be verified by the z-plane displayed in Figure B.1, the outer rotation
angles in the z-plane are α1 = π/2 at point 1, α2 = π at point
2 2 and α3 = −π/2
2 The point 2 at infinity is also accounted for as a 180◦ rotation.
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The integral can be solved as follows
z(w) =−Apu0 arctan


















The remaining unknowns of (B.2c) are u0 ∈ R+, A ∈ C and B ∈ C. When evalu-
ating the point 2 which is zero in the w-plane and infinite in the real part of the
z-plane, it turns out that the constant A must be purely imaginary. This allows the
calculation of the three unknowns by evaluating the points 1 and 3 as
















































Transformation from w to ζ
In the second step, the w-plane is transformed onto the ζ-plane with the same
approach as before (dashed arrow 2a in Figure B.1). Afterwards, the inverse func-
tion is built (arrow 2b in Figure B.1) since the straight conductor segment on the
ζ-plane has to be mapped to the corner (arrow 3 in Figure B.1).
The second transformation is simpler compared to the first one because there is
only one rotation angle at the point 2. As an additional precondition, the height in
η-direction is set to one from which follows the condition ζ(w = 1) = j. This allows
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for formulating the Schwarz-Christoffel transformation (B.1) with the constants C









dw + D (B.5a)
= C ln (w) + D. (B.5b)
When regarding the following relations
ζ(w = −1) = 0, ζ(w = 1) = j, (B.6)
both constants can be determined as
C =− 1
π
, D = j. (B.7)




ln (w) + j, (B.8)
or the inverse function as
w(ζ) = −e−πζ. (B.9)
By substituting (B.9) into (B.2c) and regarding (B.4), the desired overall transfor-










+ 2w y arccot













































, for w = wx = w y . (B.10b)
When transforming different straight lines in the ζ-plane with Re{ζ} = const. and
Im{ζ} = const., the desired mesh presented in Figure B.2 is obtained.
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(a) wx = 1, w y = 1








(b) wx = 1, w y = 2
Figure B.2.: Transformed mesh according to (B.10b) and (B.10a) for two exemplary set-
tings of the conductor widths. A mesh-line separation of 1/6 is chosen in the ζ-plane. The
visualized lines can be interpreted as constant potential values and electric field lines.
Resistance of the conductor bend
In order to compute the resistance of the corner from the results of the previ-
ous considerations, the behavior of the two introduced points 5 and 6 displayed
in Figure B.3 is analyzed. Especially the transformation of both points from the
ζ-plane onto the z-plane is of importance since the resistance of the conductor in















In the above equation, κ and t are again the electric conductivity and the conduc-
tor thickness, respectively. Due to the fact that the 2D mesh does not depend on
these two parameters, the following considerations are focused on the dimension-
less geometrical resistance R′′ of (B.11) only (cf. [116]). In order to obtain the
transformed information of ξ0 and ξ1 in the z-plane of shown in Figure B.3a, the
limit behavior for large values is analyzed in the following.
At first, the point 5 which is ζ0 = ξ0 + j 0 in Figure B.3b, is converted to the































Figure B.3.: Computation of the resistance via the introduced points 5 and 6. The resis-
tances of both setups are compared by introducing the hatched regions and assigning the
difference to the white area of (a) indicated by eRDC.

























Due to the fact that (B.12a) is real valued only, the expression is assigned with
x0 = z(ξ0), ξ0 > 0 in the following which can be verified by Figure B.3a. A further
important property of (B.12a) is the fact that x0 increases linearly with ξ0.
Equivalent to the limit behavior of ξ0, the point ξ1 which is referred to as point 6
























and shows an imaginary component y0 = Im{z(ξ1)}, ξ1 < 0 only which increases
linearly with ξ1.
The linear dependence of both points x0 and y0 with the corresponding points
ξ0 and ξ1 for large values allows for comparing both resistances of the ζ-plane and
3 The expression (B.12a) is obtained by converting the arccot-function of (B.10a) to the
ln-function and afterwards building the limit for each part separately. The limit of one spe-
cific part is difficult to handle whereas it is convenient to express an occurring
p
1+ x term by
the first three parts of the corresponding series representation.
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the z-plane. In particular, the hatched areas according to Figure B.3 are consid-
ered. In there, a difference resistance eRDC is introduced which can graphically be
interpreted as the white area visualized in Figure B.3a. This area is indicated witheRDC being the difference of both planes according to















iy denotes the sum of both hatched areas
according to Figure B.3a and corresponds to the inner dimensions of the conductors
connected at the corner.
By substituting x0 and y0 in (B.13) by the results of (B.12a) and (B.12b) for the
limiting case ξ0 →∞ and ξ1 →−∞, the linear dependencies eliminate each other
and the following expression is obtained



























which is a function of the geometrical parameters wx and w y only. If both conduc-
tors hold the same width wx = w y = w, the correction term simplifies to
eRDC = 1− 2 ln 2
π
≈ 0.5587, for wx = w y , (B.14b)
which is in accordance with [116]. The above result states that the correct resis-
tance of the conductor bend can be computed by taking the resistances of the inner
dimensions and adding the correction term eRDC according to the above equations
(B.14).
Since this term is exact only when ξ0 →∞ und ξ1 →−∞ approach infinity, the
errors for different lengths of the straight conductors are analyzed. For this reason,
a setup is constructed in which ξ0 is fixed at a very large value and ξ1 is swept
from ξ1 = 0 to ξ1 =−10. For each length, the relative resistance error
εR(ξ1) =
R′′(ξ1)− R′′i (ξ1) + eRDCR′′(ξ1) (B.15)
is computed which includes the correction term eRDC even for finite conductor
lengths. The results for different wx/w y ratios are plotted in Figure B.4 as a func-
tion of the inner conductor length normalized to the conductor width. It can be
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wx/w y = 0.1
wx/w y = 0.5
wx/w y = 1.0
wx/w y = 2.0
wx/w y = 10.0
π
ln 10
Figure B.4.: Relative resistance error for increasing lengths of the straight conductors. If the
inner length of the conductor is at least twice the width, the relative resistance error of the
approach using (B.14) is already below 0.1%.
seen that the resistance error decreases exponentially and shows similar behavior
for widths ratios from 0.1 to 10. If the ratio of the inner conductor length by the
conductor width is at least two, the relative resistance error is already below 0.1%.
For an increased ratio of five, the error decreases below 10−7 whereas it is numer-
ically negligible for long and thin conductors with a length of more than 10 times
the width.
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C Skin-Effect Discretization of a
Rectangular Conductor
In this appendix, the cross sectional discretization of rectangular conductors for skin-
effect applications is investigated. Especially, the skin factor χ which influences the
number of mesh cells on the one hand and the accuracy on the other hand has to be
chosen carefully. The skin factor has been introduced in Figure 4.11 and accounts for
the estimated non-uniform current distribution inside the conductors by determining
the ratio of the sizes of two neighboring cells.
In order to select an adequate value of the skin factor, the following two test sce-
narios as depicted in Figures C.1 and C.2 are set up. Two conductors with different
cross sections are analyzed at three different frequencies for different discretization
factors χ and different maximum sizes of the outermost segments δwt/δ. For each
simulated parameter setup, the error is computed w. r. t. the reference simulation
obtained by the convergence analysis presented in Figure 6.9.1
The results can be interpreted as follows: The four different curves in each plot
of Figures C.1 and C.2 belong to four different sizes of the outermost corner ele-
ments shown in Figure 4.11. For δwt = δ, the widths of the corner elements are
equal2 to the skin depth of the actual frequency. For the three remaining curves,
the size is decreased to δ/2, δ/4 and δ/8, respectively. When regarding the left
parts of the figures belonging to a skin factor near 1, the relative error is lower for
smaller element size as expected. However, if the skin factor is increased, the error
may grow although the outermost element size remains unchanged. The reason
is the fact that by increasing the skin factors, the error is dominated by the larger
elements in the interior of the conductor since the proportion of two neighboring
cells is increased.
In order to find an adequate parameter setting as a tradeoff between effort and
accuracy, different horizontal lines have been appended to the figures, indicating
the maximum error in a certain skin factor range. Starting with the straight lines
belonging to δwt = δ/2, the error ranges from approximately 1% to 2% for skin
1 The reference solutions can be estimated to have an accuracy of approximately 10−4.
2 In this study, the subdivision procedure of (4.36) is slightly adapted in order to exactly match
the size of the outermost segments.
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Figure C.1.: Comparison of the discretization error of a conductor with l = 50mm,
w = 1mm, t = 0.1mm and κ = 58 106 S/m. Results are summarized in Table C.1.
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Figure C.2.: Comparison of the discretization error of a conductor with l = 50mm,
w = 1mm, t = 1mm and κ = 58 106 S/m. Results are summarized in Table C.1.
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# χ δwt Error DoF/DoF#1
1 3 δ/2 ≈ 2% 1
2 2 δ/4 < 1% ≈ 2
3 1.25 δ/8 < 0.1% ≈ 14
Table C.1.: Summarized results of Figures C.1 and C.2.
factors of in between 1.25 and 3. If lower errors of less than 1% are demanded,
not only the outermost element size has to be decreased to δwt = δ/4, but also
the maximum skin factor should not significantly exceed χ = 2. When regarding
the required effort for the decreased error, the necessary number of cells doubles
roughly as can be seen from the selected cell numbers of Figures C.1 and C.2. The
demanded effort even more increases if errors below 0.1% are required. In this
case, a skin factor of less or equal than 1.25 should be chosen while setting the
outermost element size close to δwt = δ/8.
In Table C.1, the results are summarized for three different χ-δwt settings. When
comparing the first and the third setting, the error can be decreased by more than
one order of magnitude. At the same time, the number of unknowns has increased
by a factor of about 14 which is not affordable for larger problems.
For the applications used in this work, δwt ≤ δ/2 is chosen with a skin factor
of χ = 2. This setting provides slightly better results compared to the first case of
Table C.1. However, one has to keep in mind that errors of approximately 1% are
obtained by using this technique. Due to the fact that the outermost element size
is approximately half of the size of the skin depth, this discretization setting is also
referred to as δ/2-rule.
186 Appendix C. Skin-Effect Discretization of a Rectangular Conductor
Acronyms and Symbols
Acronyms
1D . . . . . . . . . . One Dimensional
2D . . . . . . . . . . Two Dimensional
2D-PEEC . . . . Two Dimensional – Partial Element Equivalent Circuit
3D . . . . . . . . . . Three Dimensional
AC . . . . . . . . . . Alternating Current
AD . . . . . . . . . . Automatic Differentiation
BEM . . . . . . . . . Boundary Element Method
BLC . . . . . . . . . Boundary-Layer Concept
DC . . . . . . . . . . Direct Current
DC-PEEC . . . . Direct Current – Partial Element Equivalent Circuit
DoF . . . . . . . . . Degrees of Freedom
ECF . . . . . . . . . Equivalent Charge Formulation
EFIE . . . . . . . . . Electric Field Integral Equation
EM . . . . . . . . . . Electromagnetic
EMQS . . . . . . . Electro-Magneto-Quasi-Static
EQS . . . . . . . . . Electro-Quasi-Static
FD . . . . . . . . . . Finite Difference
FEM . . . . . . . . . Finite Element Method
FIT . . . . . . . . . . Finite Integration Technique
FMM . . . . . . . . Fast Multipole Method
HF . . . . . . . . . . High Frequency
IC . . . . . . . . . . . Integrated Circuit
ILC . . . . . . . . . . Inner-Layer Concept
IPT . . . . . . . . . . Inductive Power Transfer
ISM . . . . . . . . . Industrial, Scientific and Medical
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KCL . . . . . . . . . Kirchhoff’s Current Law
KVL . . . . . . . . . Kirchhoff’s Voltage Law
LQS . . . . . . . . . Lorenz-Quasi-Static
LQS-PEEC . . . Lorenz-Quasi-Static – Partial Element Equivalent Circuit
LU . . . . . . . . . . Lower and Upper triangular matrices
MN . . . . . . . . . . Matching Network
MNA . . . . . . . . Modified Nodal Analysis
MoM . . . . . . . . Method of Moments
MPIE . . . . . . . . Mixed Potential Integral Equation
MQS . . . . . . . . Magneto-Quasi-Static
MQS-PEEC . . Magneto-Quasi-Static – Partial Element Equivalent Circuit
PCB . . . . . . . . . Printed Circuit Board
PEC . . . . . . . . . Perfect Electric Conductor
PEEC . . . . . . . . Partial Element Equivalent Circuit
PSC . . . . . . . . . Printed Spiral Coil
QS . . . . . . . . . . Quasi-Static
RAM . . . . . . . . Random-Access Memory
RF . . . . . . . . . . . Radio Frequency
RFID . . . . . . . . Radio Frequency Identification
RLC . . . . . . . . . Network of resistances, inductances and capacitances
RMS . . . . . . . . Root Mean Square
rPEEC . . . . . . . Retarded Partial Element Equivalent Circuit
SPICE . . . . . . . Simulation Program with Integrated Circuit Emphasis
SRF . . . . . . . . . Self-Resonant Frequency
Transceiver . . Transmitter-Receiver
Transponder . Transmitter-Responder
VCO . . . . . . . . . Voltage Controlled Oscillator
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General Symbols and Conventions
Notation Description
C . . . . . . . . . . . Complex numbers
N . . . . . . . . . . . Natural numbers
R . . . . . . . . . . . Real numbers
X . . . . . . . . . . . . Matrix
x, xT . . . . . . . . Column vector and row vector (transposed)
~x . . . . . . . . . . . . Spatial vector in R3
~x · ~y . . . . . . . . . Dot product of vectors ~x and ~y
~x × ~y . . . . . . . . Cross product of vectors ~x and ~y
x . . . . . . . . . . . . Complex value
x∗ . . . . . . . . . . . Complex conjugate value
|x |, |x | . . . . . . Absolute value of scalar and complex numbers
|~x |, |~x | . . . . . . Absolute value of scalar and complex valued vectors
x . . . . . . . . . . . . Scalar value
∇ . . . . . . . . . . . Nabla operator, ∇ = (∂/∂ x , ∂/∂ y, ∂/∂z)T in cart. coordinates
∈ . . . . . . . . . . . . “Element of” symbol
∂ . . . . . . . . . . . . Partial derivative operator
Greek Letters
Notation Description Unit
α . . . . . . . . . . . . Dimensioning factor of a matching network
β . . . . . . . . . . . . Arbitrary angle [rad]
γ . . . . . . . . . . . . Fill factor of a spiral coil
∆ . . . . . . . . . . . Laplace operator, ∆Θ= divgradΘ
∆pn . . . . . . . . . Step size of the design parameter pn
∆w . . . . . . . . . Perturbation of the conductor width w [m]
δ . . . . . . . . . . . . Skin depth [m]
δa . . . . . . . . . . . Max. outermost segment size of a circular conductor [m]
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Notation Description Unit
δt . . . . . . . . . . . Max. outermost segment size of a cond. in t-direction [m]
δw . . . . . . . . . . Max. outermost segment size of a cond. in w-direction [m]
δwt . . . . . . . . . . Geometric mean value, δwt =
p
(δw δt) [m]
ǫ, ǫ . . . . . . . . . Permittivity, complex value includes losses [Fm−1]
ǫ0 . . . . . . . . . . . Permittivity of free space, ǫ0 ≈ 8.85 10-12 Fm−1 [Fm−1]
ǫr, ǫr . . . . . . . . Relative permittivity, complex value includes losses
η . . . . . . . . . . . . Efficiency
Θ . . . . . . . . . . . Auxiliary scalar field
ϑ . . . . . . . . . . . . Inclination angle in spherical coordinates [rad]
κ . . . . . . . . . . . . Electric conductivity [Sm−1]
λ . . . . . . . . . . . . Wavelength [m]
µ . . . . . . . . . . . . Permeability of a magnetic material [Hm−1]
µ0 . . . . . . . . . . . Permeability of free space, µ0 = 4π 10
-7 Hm−1 [Hm−1]
µr . . . . . . . . . . . Relative permeability
ν . . . . . . . . . . . . Frequency deviation, ν =ω/ω0 −ω0/ω
̺ . . . . . . . . . . . . Radius in cylindrical coordinates (together with ϕ and z) [m]
̺, ̺ . . . . . . . . Charge density and complex amplitude [Cm−3]
̺P, ̺P . . . . . . Polarization charge density and complex amplitude [Cm−3]
σ, σ . . . . . . . . Surface charge density and complex amplitude [Cm−2]
Φ, Φ . . . . . . . . Electric scalar potential and complex amplitude [V]
ϕ . . . . . . . . . . . . Complex potential vector [V]
ϕ . . . . . . . . . . . Azimuth angle in cylindrical and spherical coordinates [rad]
χ . . . . . . . . . . . . Skin factor describing the increase of the element size
Ψ . . . . . . . . . . . Magnetic flux [Vs]
ω . . . . . . . . . . . Angular frequency, ω = 2π f [s−1]
ω0 . . . . . . . . . . Angular resonance frequency, ω0 = 2π f0 [s
−1]





A . . . . . . . . . . . . System matrix of the linear system A x= b
~A, ~A . . . . . . . . . Magnetic vector potential and complex amplitude [Vsm−1]
A . . . . . . . . . . . . Area in R3 [m2]
a . . . . . . . . . . . . Radius of a circular conductor [m]
B . . . . . . . . . . . . Sparse nodal connectivity matrix
~B, ~B . . . . . . . . . Magnetic flux density and complex amplitude [Vsm−2]
b . . . . . . . . . . . . Excitation vector of the linear system Ax = b
Cs . . . . . . . . . . . Dense short circuit capacitance matrix [F]
C . . . . . . . . . . . . Capacitance [F]
c0 . . . . . . . . . . . Speed of light in free space, c0 = 299792458ms
−1 [ms−1]
curl . . . . . . . . . Curl operator, curl ~F =∇× ~F
D . . . . . . . . . . . . Sparse node reduction incidence matrix
~D, ~D . . . . . . . . Electric flux density and complex amplitude [Cm−2]
dA, d~A . . . . . . . Infinitesimal area element, scalar and oriented
ds, d~s . . . . . . . Infinitesimal path element, scalar and oriented
dV . . . . . . . . . . Infinitesimal volume element
d . . . . . . . . . . . . Dissipation factor of a resonance circuit, reciprocal of Q0
div . . . . . . . . . . Divergence operator, div ~F =∇ · ~F
~E, ~E . . . . . . . . . Electric field strength and complex amplitude [Vm−1]
~en . . . . . . . . . . . Unit vector in R
3 oriented in n-direction
~F . . . . . . . . . . . . Auxiliary vector field
f . . . . . . . . . . . . Objective function
f . . . . . . . . . . . . Frequency [Hz]
f0 . . . . . . . . . . . Resonance or working frequency [Hz]
fSRF . . . . . . . . . Self-resonant frequency of a coil [Hz]
G(~r ,~r ′) . . . . . . Green’s function [m−1]
grad . . . . . . . . . Gradient operator, gradΘ =∇Θ
~H, ~H . . . . . . . . Magnetic field strength and complex amplitude [Am−1]
h . . . . . . . . . . . . Thickness of the substrate [m]
I , I . . . . . . . . . . Current and complex amplitude [A]
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Notation Description Unit
Im . . . . . . . . . . . Imaginary part of a complex number
i . . . . . . . . . . . . Complex current vector [A]
i . . . . . . . . . . . . Index, i ∈N
~J , ~J . . . . . . . . . Current density and complex amplitude [Am−2]
~J M, ~J
M
. . . . . Magnetization current density and complex amplitude [Am−2]
~J P, ~J
P
. . . . . . Polarization current density and complex amplitude [Am−2]
j . . . . . . . . . . . . Imaginary unit, j =
p−1
K . . . . . . . . . . . . Sparse terminal incidence matrix
k . . . . . . . . . . . . Wave number k =ω/c0 [m
−1]
k . . . . . . . . . . . . Coupling factor between two conductors/coils
L . . . . . . . . . . . . Dense matrix of partial inductances [H]
L′ . . . . . . . . . . . Per-unit-length inductance of a conductor L′ = L/l [Hm−1]
L . . . . . . . . . . . . Inductance [H]
Lext . . . . . . . . . . External inductance of a conductor/coil [H]
Lint . . . . . . . . . . Internal inductance of a conductor/coil [H]
Lmn . . . . . . . . . Mutual inductance of conductors/coils m and n [H]
l . . . . . . . . . . . . Length of a conductor [m]
lc . . . . . . . . . . . . Accumulated center length of a conductive trace [m]
li . . . . . . . . . . . . Accumulated inner length of a conductive trace [m]
lim . . . . . . . . . . Limit of a function or a sequence
lo . . . . . . . . . . . Accumulated outer length of a conductive trace [m]
lx . . . . . . . . . . . Outer length of rectangular spiral coil in x-direction [m]
l y . . . . . . . . . . . Outer length of rectangular spiral coil in y-direction [m]
M . . . . . . . . . . . Sparse mesh current incidence matrix
~M , ~M . . . . . . . Magnetization and complex amplitude [Am−1]
M . . . . . . . . . . . Mutual inductance of two inductors [H]
~mn . . . . . . . . . . n-th current basis function [m
−2]
m . . . . . . . . . . . Index, m ∈N
max . . . . . . . . . Maximum
N . . . . . . . . . . . Number of elements
Nb, Nn, Np . . . . Number of branches, nodes and panels in a PEEC system
Nc . . . . . . . . . . . Number of corners of a spiral coil with Nc = 4 Nturn
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Notation Description Unit
Nd . . . . . . . . . . . Number of design parameters
Nt . . . . . . . . . . . Number of subdivisions of a rectangular conductor in t-direction
Nturn . . . . . . . . Number of turns of a spiral coil
Nw . . . . . . . . . . Number of subdivisions of a rectangular conductor in w-direction
~n . . . . . . . . . . . . Normal vector in R3
n . . . . . . . . . . . . Index, n ∈N
O . . . . . . . . . . . . Landau symbol representing the algorithmic complexity
P . . . . . . . . . . . . Dense matrix of partial coefficients of potential [F−1]
~P, ~P . . . . . . . . . Electric polarization and complex amplitude [Cm−2]
P . . . . . . . . . . . . Complex power [W]
P . . . . . . . . . . . . Coefficient of potential, indexed for multiconductor systems [F−1]
Pl . . . . . . . . . . . Ohmic losses in a resistive region due to a current flow [W]
p . . . . . . . . . . . . Vector of Nd design parameters pn
pn . . . . . . . . . . . n-th design parameter
Q . . . . . . . . . . . . Quality factor of a passive device
Q, Q . . . . . . . . Charge and complex amplitude [C]
Q0 . . . . . . . . . . . Quality factor of a resonance circuit
QL . . . . . . . . . . Intrinsic quality factor of a coil, QL = X/R
q . . . . . . . . . . . . Complex charge vector [C]
q . . . . . . . . . . . . Index, q ∈N
R . . . . . . . . . . . . Diagonal matrix of partial resistances [Ω]
R′ . . . . . . . . . . . Per-unit-length resistance, R′ = R/l [Ωm−1]
R . . . . . . . . . . . . Resistance [Ω]
RDC . . . . . . . . . DC Resistance [Ω]eRDC . . . . . . . . . Fractional DC resistance of a rectangular conductor bend
Re . . . . . . . . . . . Real part of a complex number
RS . . . . . . . . . . . Radiation resistance [Ω]
~r . . . . . . . . . . . . Position vector in R3, observation point [m]
~r ′ . . . . . . . . . . . Position vector in R3, source point [m]
r . . . . . . . . . . . . Radius in spherical coordinates (together with ϑ and ϕ) [m]
r0 . . . . . . . . . . . Radius of a circular loop antenna [m]
~S, ~S . . . . . . . . . Poynting vector and complex amplitude [Wm−2]
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Notation Description Unit
S . . . . . . . . . . . . Surface in R3 [m2]
s . . . . . . . . . . . . Spacing or pitch between two parallel conductors [m]
t . . . . . . . . . . . . Time [s]
t . . . . . . . . . . . . Thickness of a rectangular conductor [m]
tanδ . . . . . . . . Loss tangent of a dielectric material
U . . . . . . . . . . . Voltage [V]
u . . . . . . . . . . . . Complex voltage vector [V]
V . . . . . . . . . . . Volume in R3 [m3]
vq . . . . . . . . . . . q-th charge basis function [m
−3]
We . . . . . . . . . . Electric energy [J]
Wm . . . . . . . . . . Magnetic energy [J]
w . . . . . . . . . . . Width of a rectangular conductor [m]
we . . . . . . . . . . . Electric energy density [Jm
−3]
wm . . . . . . . . . . Magnetic energy density [Jm
−3]
X . . . . . . . . . . . . Reactance [Ω]
x . . . . . . . . . . . . Vector of state variables of the linear system A x= bbx . . . . . . . . . . . . Vector of state variables of the adjoint linear system
x . . . . . . . . . . . . Cartesian coordinate [m]
Y . . . . . . . . . . . . Admittance, Y = Z−1 [S]
y . . . . . . . . . . . . Cartesian coordinate [m]
Z . . . . . . . . . . . . Impedance, Z = R+ jX [Ω]
Z R . . . . . . . . . . Reflected impedance of a remotely powered circuit [Ω]




ǫ0 ≈ 377Ω [Ω]
z . . . . . . . . . . . . Cartesian coordinate [m]
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Universität Darmstadt, des Fachbereiches Sensorik der Universität Paderborn
sowie der ASE Abteilung der Fraunhofer ENAS für die freundschaftliche und
konstruktive Zusammenarbeit.
Meiner Frau Kirstin und meinem Sohn Marlon danke ich für die große Unterstüt-
zung und den Rückhalt in den vergangenen Jahren. Danke!
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10/2008 – heute Wissenschaftlicher Mitarbeiter am Institut für Theorie elek-
tromagnetischer Felder der Technischen Universität Darm-
stadt
04/2006 – 09/2008 Wissenschaftlicher Mitarbeiter am Fachgebiet Sensorik der
Universität Paderborn
10/2001 – 03/2006 Diplomstudiengang Informationstechnik an der Universität
Paderborn, Fakultät für Elektrotechnik, Informatik und Ma-
thematik
Auszeichnung durch den Preis der Fakultät 2007 der Uni-
versität Paderborn
Diplomarbeit zum Thema: Funkabfrageeinheit für Oberflä-
chenwellensensoren
2000 – 2001 Zivildienst an der Hermann-Schmidt-Schule für Geistigbe-
hinderte in Paderborn / Schloss Neuhaus
1991 – 2000 Gymnasium Brede in Brakel
1987 – 1991 Grundschule in Nieheim
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