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Abstract 
In the present thesis, auditory event-related brain potentials (ERPs), mismatch 
negativity (MMN) and P3a, were used to investigate involuntary attention 
shifting, that is, distractibility in people with moderate-to-severe traumatic 
brain injury (TBI) and healthy controls. In passive oddball paradigms, the 
participants either watched a silent movie (Studies II, III and IV) or 
concentrated on a visuomotor task (Study I) to ensure that their attention was 
directed away from the stimuli. 
Abnormal distractibility in TBI patients was suggested in Study I by an 
enhanced late portion of the P3a amplitude to unattended unexpected novel 
environmental sounds with the participants concentrating on a continuous 
visuomotor task. In Study II, the healthy controls successfully ignored 
background speech stimuli when watching a silent movie, whereas the patients’ 
enhanced P3a amplitudes revealed their inability to exclude the meaningless 
deviances of these semisynthetic speech stimuli. In Study IV, hyperexcitability 
of the MMN, suggesting excessively reactive involuntary attention mechanisms 
and abnormal distractibility, was found in patients with no abnormalities 
detected by conventional magnetic resonance imaging (MRI) of the brain. These 
MMN and P3a findings elucidate on the neurophysiological level ~150–300 
milliseconds from the onset of the deviant auditory stimuli, a phenomenon 
described by TBI patients as the excessive intrusion of meaningless background 
noises and sounds from everyday surroundings. Moreover, Study III gave 
neurophysiological evidence for a fast vigilance decrement in TBI patients, 
reflected by a significant MMN amplitude decline during an hour-long 
experiment. This amplitude decline not present in controls was found both in 
patients with and without neuroradiological abnormalities. The patients did not 
exhibit significant latency delays for MMN or P3a in Studies I to IV. 
The present MMN and P3a findings indicate overly sensitive involuntary 
attention shifting, that is, abnormal distractibility in TBI. Distractibility was 
found in both patients with cerebral MRI/computerized tomography (CT) 
abnormalities and patients without neuroradiological abnormalities on 
conventional MRI. The fast vigilance decrement suggested by the MMN 
amplitude decline was found similarly in patients with and without 
neuroradiological abnormalities. 
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Tiivistelmä 
Väitöskirjan tutkimuksissa on käytetty auditiivisia herätevasteita, 
poikkeavuusnegatiivisuutta (engl. mismatch negativity, MMN) ja P3a:ta, 
tarkkaavuuden tahattoman häiriytyvyyden tutkimiseen keskivaikean-vaikean 
aivovamman saaneilla ja terveillä henkilöillä. Tutkimusasetelmat olivat 
passiivisia oddball-asetelmia. Koehenkilöt katsoivat joko äänetöntä elokuvaa 
(tutkimukset II, III ja IV) tai keskittyivät visuomotoriseen tehtävään (tutkimus 
I) tarkkaavuuden pitämiseksi pois ääniärsykkeistä. 
Poikkeava tarkkaavuuden häiriytyvyys ilmeni tutkimuksessa I potilaiden P3a-
amplitudin jälkimmäisen osan merkittävänä kasvuna ei-tarkkailuille 
odottamattomille äänille osallistujien keskittyessä keskeytymättömään 
visuomotoriseen tehtävään. Tutkimuksessa II terveet henkilöt kykenivät 
jättämään huomiotta taustalla kuuluvat ei-tarkkaillut puolisynteettiset 
puheäänteet heidän katsellessaan äänetöntä elokuvaa, kun taas potilaiden 
merkittävästi kasvanut P3a-amplitudi osoitti tarkkaavuuden kääntyneen 
tahattomasti kyseisiin ääniin. Tutkimuksessa IV MMN-amplitudin 
hypereksitaatio viittasi ei-tahdonalaiseen tarkkaavuuden ylireaktiivisuuteen eli 
häiriytyvyyteen potilasryhmässä, jossa aivojen tavanomainen magneettikuvaus 
(engl. magnetic resonance imaging, MRI) ei ollut osoittanut poikkeavaa. 
Kyseiset MMN- ja P3a-tulokset heijastavat neurofysiologisesti potilaiden usein 
kuvaamaa ilmiötä nimittäin sitä, että ympäristön merkityksettömät äänet 
häiritsevät normaalia enemmän. Tutkimuksessa III potilailla todettiin MMN-
amplitudin asteittainen lasku viitaten vireystason laskuun tunnin pituisen 
kokeen aikana. Kyseinen MMN-amplitudin lasku todettiin sekä potilailla, joiden 
tavanomainen MRI oli todettu normaaliksi että potilailla, joilla oli todettu 
aivoissa poikkeamia magneettikuvauksessa tai tietokonetomografiassa. 
Potilailla ei todettu merkitsevästi viivästyneitä MMN- tai P3a-latensseja 
tutkimuksissa I–IV.  
MMN- ja P3a-tulokset osoittavat neurofysiologisella tasolla 
aivovammapotilaiden tarkkaavuuden olevan normaalia häiriytyvämpää tämän 
häiriytyvyyden ilmetessä jo ~150–300 millisekunnin kuluttua poikkeavan 
ääniärsykkeen alusta. Tarkkaavuuden poikkeava häiriytyvyys ja MMN-
amplitudin asteittaisena laskuna heijastunut vireystason lasku ilmenivät sekä 
potilailla, joilla oli todettu aivoissa poikkeamia MRI:ssä tai TT:ssa, että 
potilailla, joiden tavanomainen MRI oli todettu normaaliksi.  
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1 Introduction 
Traumatic brain injury (TBI) caused by external forces such as accidents, 
physical violence, contact sports and military combat injuries is a frequent type 
of central nervous system (CNS) injury (Roozenbeek, Maas, & Menon, 2013; for 
a systematic review, see Tagliaferri, Compagnone, Korsic, Servadei, & Kraus, 
2006). Intensive basic and clinical research is further elucidating the highly 
complex pathophysiology of TBI and its long-term consequences (e.g., Algattas 
& Huang, 2014; Brown et al., 2005; Dougall, Poole, & Agrawal, 2015; Gardner, 
Iverson, & McCrory, 2014; Hill, Coleman, & Menon, 2016; Johnson, Stewart, & 
Smith, 2013a; Kou et al., 2010; Kou & Vandervord, 2014; Maas, 2016; McGinn 
& Povlishock, 2015; McMahon et al., 2015; Mendes Arent, de Souza, Waltz, & 
Dafre, 2014; Schwarzmaier & Plesnila, 2014; Smith, Hicks, & Povlishock, 2013a; 
Strathmann, Schulte, Goerl, & Petron, 2014; Warner et al., 2010a; Zetterberg & 
Blennow, 2015). In a subset of patients, TBI causes a need for lifelong treatment 
and rehabilitation (Corrigan & Hammond, 2013; Masel & DeWitt, 2010). 
TBI compromises microscopic neuronal networks as well as large-scale 
intrinsic connectivity networks of the brain (e.g., Bonnelle et al., 2011; Bonnelle 
et al., 2012; Caeyenberghs et al., 2012; Corbetta, Patel, & Shulman, 2008; Ham 
et al., 2014; Sharp, Scott, & Leech, 2014) and impedes cognitive functions and 
behavior. The extent of TBI-induced neuropsychological deficits is one of the 
key factors in long-term disability and functional outcome (e.g., Levine et al., 
2013; Moretti et al., 2012; Spitz, Ponsford, Rudzki, & Maller, 2012; Warner et 
al., 2010a). Common neuropsychological deficits caused by TBI include 
impairments of attention and arousal/vigilance, fatigue, impairments of 
memory and intellectual functions, slowed information processing, disturbances 
in regulation of the behavior and emotions, weakened self-monitoring and 
mental flexibility, problems with completing goal-directed plans, and variable 
alterations of socio-emotional skills.  
Attention deficits are virtually inevitable after TBI (e.g., Beharelle, Tisserand, 
Stuss, McIntosh, & Levine, 2011; Dockree & Robertson, 2011; Kim et al., 2009; 
for a meta-analytic review, see Mathias & Wheaton, 2007). However, a 
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considerable limitation in examining attention using behavioral measurements 
is that reduced information-processing speed, a frequent problem after TBI (for 
a meta-analysis, see Ferraro, 1996), contributes to performance on measures 
that involve a time component (Mathias & Wheaton, 2007). Event-related brain 
potentials (ERPs) (e.g., Duncan et al., 2009; Picton et al., 2000) serve as an 
objective time-locked electrophysiological tool for assessing stimulus-specific 
brain responses and, consequently, the neural mechanisms of attention with a 
millisecond temporal resolution before voluntary behavioral responses emerge. 
The present thesis examined involuntary attention shifting, that is, 
distractibility in TBI by means of extracranially recorded auditory ERP 
responses, mismatch negativity (MMN) and the subsequent P3a. Studies I to IV 
focused on the moderate-to-severe end of the TBI severity continuum 
(Coronado, McGuire, Faul, Sugerman, & Pearson, 2013) in adults, including 
patients without discernible macroscopic abnormalities detected by a routine 
conventional MRI of the brain. 
1.1 Traumatic Brain Injury 
TBI is defined, according to the position statement by Menon, Schwab, Wright 
and Maas (2010, p. 1638), “as an alteration in brain function, or other evidence 
of brain pathology, caused by external force,” where alteration in brain 
function is defined as one of the following clinical signs: any period of decrease 
in or loss of consciousness (LOC), any loss of memory for events immediately 
before (retrograde amnesia) or after the injury (post-traumatic amnesia, PTA), 
neurologic deficits (weakness, loss of balance, change in vision, dyspraxia, 
paresis/plegia [paralysis], sensory loss, aphasia, etc.) or any alteration of the 
mental state at the time of the injury (confusion, disorientation, slowed 
thinking, etc.). Other evidence of brain pathology is defined as including such 
evidence as visual, neuroradiologic or laboratory confirmation of damage to the 
brain. Finally, caused by external force is defined as the head struck by an 
object, the head striking an object, the brain undergoing an 
acceleration/deceleration movement without direct external trauma to the head, 
12 
 
 
a foreign body penetrating the brain, or forces generated from events such as a 
blast or explosion or other force yet to be defined (Menon et al., 2010, p. 1638). 
Menon et al. (2010, p. 1638) state that: “Typically TBI has been diagnosed when 
the symptoms and signs are closely temporally related to the insult. However, 
we need to recognize that clinical manifestations may be delayed.” As cited by 
Coronado et al. (2013, p. 84), since 1995 the Centers for Disease Control and 
Prevention (CDC) have defined TBI as “an injury to head arising from blunt or 
penetrating trauma or from acceleration/deceleration forces resulting in one or 
more of the following: decreased level of consciousness, amnesia, objective 
neurologic or neuropsychological abnormality(s), skull fracture(s), diagnosed 
intracranial lesion(s), or head injury listed as a cause of death in the death 
certificate.”  
No standard classifications exist for the severity of TBI (Maas et al., 2015; 
Saatman et al., 2008). Classification systems of TBI severity (Coronado et al., 
2013) have traditionally been based on the length of LOC, the length of 
alteration of consciousness/mental state (AOC), the length of PTA, the Glasgow 
Coma Scale (GCS) score and the normality/abnormality of the structural brain-
imaging findings. Table 1 presents the severity classification of TBI at the time 
of the acute injury by the Department of Defense (DoD) and the Department of 
Veterans Affairs (VA), as cited by Coronado et al. (2013, pp. 84–85; VA/DoD 
2009, p. 17). A higher level of severity is assigned if the patient meets criteria in 
more than one category of severity (VA/DoD 2009, p. 16). VA/DoD clinical 
practice guidelines (2009, p. 16) posit that the severity level “has prognostic 
value, but does not necessarily predict the patient’s ultimate level of 
functioning.” 
13 
 
 
Table 1. Classification of TBI severity by the Department of Defense (DoD) and Department of 
Veterans Affairs (VA). 
Criteria Mild Moderate Severe 
Structural imaging Normal Normal or abnormal  Normal or abnormal  
LOC 0-30min > 30min and < 24 hours > 24 hours 
AOC* a moment up to 24hours > 24hours. Severity based on other criteria. 
PTA 0-1 day > 1 and < 7 days > 7days 
GCS** 13-15 9-12 < 9 
LOC, loss of consciousness; AOC, alteration of consciousness/mental state; PTA, Post-traumatic 
amnesia; GCS, Glasgow Coma Scale. *Alteration of mental status must be immediately related to 
the trauma to the head. Typical symptoms would be looking and feeling dazed and uncertain of 
what is happening, confusion, difficulty thinking clearly or responding appropriately to mental 
status questions, and being unable to describe events immediately before or after the trauma 
event. **Best available score in the first 24 hours. 
TBI is not regarded as a static condition leading to a pathology that stabilizes 
in a few months or even years (Corrigan & Hammond, 2013; Maas, 2016; Masel 
& Dewitt, 2010). Instead, dynamic adaptive and maladaptive changes of CNS 
and progressive long-term pathologies launched by TBI have been extensively 
investigated, and TBI has been re-conceptualized as “a chronic disease process” 
(Masel & Dewitt, 2010, p. 1529) and a life-long condition (Corrigan & 
Hammond, 2013; Maas, 2016; Masel & Dewitt, 2010) with potential long-term 
neuroinflammatory consequences (e.g., Das et al., 2012; Hellewell & Morganti-
Kossmann, 2012; Johnson et al., 2013b; Lin & Wen, 2013; Patterson & Holahan, 
2012; Ramlackhansingh et al., 2011; Teng et al., 2015), a risk of the worsening of 
disability and functional decline (e.g., Fleminger, 2012; Kolakowsky-Hayner et 
al., 2012; Masel & Dewitt, 2010; McMillan, Teasdale, & Stewart, 2012; Till, 
Colella, Verwegen, & Green, 2008), a risk of an exacerbating cognitive decline in 
older adulthood (e.g., De Beaumont et al., 2009; Moretti et al., 2012; Monti et 
al., 2013; Tremblay et al., 2014) and an increased risk of neurodegenerative 
diseases and reduced life expectancy (e.g., Bigler, 2013; Braden et al., 2012; 
Corrigan & Hammond, 2013; Dams-O’Connor, Pretz, Billah, Hammond, & 
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Harrison-Felix, 2015; Fazel, Wolf, Pillas, Lichtenstein, & Långström, 2014; 
Franzblau et al., 2013; Harrison-Felix et al., 2015; Masel & Dewitt, 2010; 
McMillan, Teasdale, Weir, & Stewart, 2011; Smith, Johnson, & Stewart, 2013b; 
Wang et al., 2012). Consequently, life-long proactive management, 
rehabilitation and preventive treatment are needed to improve TBI victims’ 
health and functional outcomes, and to enhance their independence and 
opportunities to participate in society (Corrigan & Hammond, 2013; Journeay, 
MacDonald, & Bayley, 2014; Malec et al., 2013).  
The pathophysiology underlying TBI is not known in its entirety (e.g., 
Algattas & Huang, 2014; Andriessen, Jacobs, & Vos, 2010; Johnson et al., 
2013a; Kou & VandeVord, 2014; McGinn & Povlishock, 2015; Smith et al., 
2013a). Acceleration/deceleration, tensile and compressive forces and the 
mechanical strain of brain structures under physical or explosive blast forces 
can launch TBI (Oppenheimer, 1968; Post et al., 2014; Taber et al., 2015; 
Wright, Post, Hoshizaki, & Ramesh, 2013). Focal and diffuse pathologies co-
exist (e.g., McGinn & Povlishock, 2015). Acute focal and diffuse traumatic 
injuries of the brain (e.g., contusions, lacerations, hemorrhages, axonal and 
microvascular injuries, cytotoxic and vasogenic edema, and hypoxic-ischemic 
injury) are followed by axonal, cellular and molecular pathogenesis, biochemical 
cascades and metabolic delayed progressive disturbances that can be present for 
months to years, can change over time and may evolve over the lifetime (e.g., 
Andriessen et al., 2010; Bigler, 2013; Johnson et al., 2013a; Johnson et al., 
2013b; McGinn & Povlishock, 2015; Smith et al., 2013a). Available 
pharmacological treatments for neuroprotection, prevention of the progression 
of the pathogenesis or an improved recovery are lacking for human TBI (for a 
review, see Loane & Faden, 2010; Maas, 2016; Margulies et al., 2009; Marklund 
& Hillered, 2011; Smith et al., 2013a).  
Traumatic axonal injury (TAI) is a central pathological feature across all 
injury-severity ranges (e.g., Browne, Chen, Meaney, & Smith, 2011; Büki & 
Povlishock, 2006; Haacke et al., 2010;  Hill et al., 2016; Johnson et al., 2013a; 
Kou & VandeVord, 2014; McGinn & Povlishock, 2015; Povlishock & Katz, 2005; 
Smith et al., 2013a; Smith & Meaney, 2000a; Smith et al., 2000b). TAI is also 
referred to as diffuse axonal injury (DAI) of biomechanical origin, originally 
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described as a pathologic finding (Adams et al., 1989; Gennarelli et al., 1982; 
Strich, 1956). Axons may be torn by biomechanical forces, primarily at the 
moment of the trauma, but this is considered to be rare in other than the most 
severe forms of injury (e.g., Povlishock & Katz, 2005; Johnson et al., 2013a; Kou 
& VandeVord, 2014), and TAI mainly is manifested as a progressive, gradually 
evolving multiphasic pathology (e.g., Johnson et al., 2013a; Kou & VandeVord, 
2014; Smith et al., 2013a). Importantly, axons and the soma can be preserved 
morphologically intact but their physiology may be disrupted and their 
metabolism altered (e.g., Johnson et al., 2013a; McGinn & Povlishock, 2015; 
Smith et al., 2013a). Reeves, Philip and Povlishock (2005) found in an animal 
model that unmyelinated fibers exhibited more dramatic alteration in 
compound action potentials than myelinated axons and suggested that damage 
to the unmyelinated fibers may play an important role in morbidity associated 
with TAI. The distribution of TAI, not its overall extent, has been found to be 
critical in loss of consciousness (e.g., Browne et al., 2011; Smith et al., 2000b). 
TAI can be evaluated ante mortem only indirectly using methods such as 
advanced structural and functional neuroimaging, electrophysiological and 
neuropsychological methods, and molecular biomarkers (e.g., Bigler, 2004; 
Duncan, Summers, Perla, Coburn, & Mirsky, 2011; Hulkower, Poliak, 
Rosenbaum, Zimmerman, & Lipton, 2013; Hunter, Wilde, Tong, & Holshouser, 
2012; Irimia, Goh, Torgerson, Vespa, & Van Horn, 2014; Johnson et al., 2013a; 
Kinnunen et al., 2011; Kou et al., 2010; Kou & VandeVord, 2014; McAllister et 
al., 2014; Scheid, Walther, Guthke, Preul, & von Cramon, 2006; Smith et al., 
2013a; Strathmann et al., 2014; Taber et al., 2015; Turner & Levine, 2008).  
According to Smith et al. (2013a), “Historically, the widely distributed, 
microscopic nature of the axonal pathology in DAI rendered it essentially 
invisible with conventional brain imaging. As such, DAI was often a ‘“diagnosis 
of exclusion”’ for patients with persisting symptoms related to head injury, but 
with no radiological findings. In some patients minor changes in the white 
matter have been found with conventional imaging techniques but likely 
reflected associated pathologies such as microbleeds rather than actual axonal 
pathology” ( p. 313). Consequently, normal findings on conventional MRI is a 
well-known phenomenon in TBI, even in patients with significant dysfunction 
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(e.g., Brandstack, Kurki, Hiekkanen, & Tenovuo, 2011; Brandstack, Kurki, & 
Tenovuo, 2013; Hellyer, Leech, Ham, Bonnelle, & Sharp, 2013; Hulkower et al., 
2013; Hunter et al., 2012; Kinnunen et al., 2011; Kou et al., 2010; Kou & 
VandeVord, 2014; Kurki et al., 2014; Levine et al., 2013; Rugg-Gunn, Symms, 
Barker, Greenwood, & Duncan, 2001; Xiong, Zhu, & Zhang, 2014). Currently 
available imaging methods such as positron emission tomography (PET), 
magnetic resonance spectroscopy, diffusion tensor imaging (DTI), 
magnetization transfer imaging, functional magnetic resonance imaging (fMRI) 
and high-definition fiber tracking evaluate the integrity, metabolic activity, 
perfusion and functional activation of the white matter and can be used for 
estimating axonal injury (e.g., Amyot et al., 2015; Douglas et al., 2015; Garnett 
et al., 2000; Hellyer et al., 2013; Holshouser, Tong, & Ashwal, 2005; Hulkower 
et al., 2013; Hunter et al., 2012; Li, Li, Feng, & Gu, 2011; Little et al., 2010; 
MacDonald et al., 2007; Rugg-Gunn et al., 2001; Shin et al., 2012; Xiong et al., 
2014; Zappalá, Thiebaut de Schotten, & Eslinger, 2012). For example, Kinnunen 
et al. (2011) studied TBI patients using DTI and neuropsychological assessment, 
separately analyzing patients with and without microbleeds as surrogate 
markers of axonal injury. Patients showed large areas of reduced fractional 
anisotropy values and increased mean and axial diffusiveness relative to healthy 
controls, despite the small amount of visible abnormalities on conventional 
imaging. DTI detected white matter damage not seen using the standard MRI, 
and patients with no microbleeds also showed significant white matter 
abnormalities on DTI. The patients outperformed the control group in terms of 
average intellectual ability but showed deficits in memory, executive functioning 
and speed of information processing. DTI findings correlated significantly with 
memory performance. In patients, they also correlated with executive 
dysfunction. DTI changes correlating with cognitive changes have been found 
after head-impact exposure even in the absence of diagnosed concussion over 
the course of a single season in a subgroup of football and ice hockey players 
(McAllister et al., 2014; see also Koerte, Ertl-Wagner, Reiser, Zafonte, & 
Shenton, 2012).  
TBI-induced brain atrophy has been consistently reported in postmortem 
(e.g., Maxwell, MacKinnon, Stewart, & Graham, 2010) and longitudinal brain 
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volume studies (e.g., Bigler, 2001; Hunter et al., 2012; for a review, see Ross, 
2011). Progressive atrophy has been found for months and years post-injury 
(Farbota et al., 2012; Kim et al., 2008; Kim, Avants, Whyte, & Gee, 2013; 
Sidaros et al., 2009; Takeuchi & Nawashiro, 2011; Tomaiuolo et al., 2012; 
Warner et al., 2010b). The pathophysiology of post-traumatic atrophy is 
undetermined (e.g., Xu et al., 2010), and the relationship of long-term atrophy 
and functional outcome measures (e.g., Sidaros et al., 2009; Warner et al., 
2010a), cognition (e.g., Farbota et al., 2012; Levine et al., 2013; Strangman et 
al., 2010; Tate, Khedraki, Neeley, Ryser, & Bigler, 2011; Tomaiuolo et al., 2012; 
Warner et al., 2010a) and injury severity is neither straightforward nor well 
known. For example, Levine et al. (2013) compared the relationship between 
whole-brain structural MRI measures, regional volume loss and 
neuropsychological measurements in 63 TBI patients with mild to severe injury 
(approximately 1 year post-injury) and 27 controls. Of the patients, 43 showed 
no traceable focal lesions on the MRI. Speeded attention and memory 
performances and brain volume changes were significantly associated both in 
the patients with merely diffuse injury and in those with focal plus diffuse 
injuries. The injury severity defined using the GCS showed only a weak 
correlation to the neuropsychological outcome. Levine et al. (2013, p. 540) 
concluded that diffuse injury alone causes significant neuropsychological 
disability.  
The attenuation and disappearance of intraparenchymal lesions (e.g., 
Brandstack, Kurki, Tenovuo, & Isoniemi, 2006) and hemorrhagic as well as 
non-hemorrhagic TAI (e.g., Moen et al., 2012) on structural MRI have also been 
demonstrated. For example, Moen et al. (2012) studied the location of lesions 
(corpus callosum, hemispheres, brainstem, thalamus, basal ganglia and 
cerebellum) in 58 patients with moderate-to-severe TBI by structural 1.5 T MRI 
using T2* weighted gradient echo (GRE), fluid-attenuated inversion recovery 
(FLAIR) and diffusion-weighted imaging (DWI) at a median of 7 days, 3 months 
and 12 months post-injury to quantify to what extent conventional MRI findings 
of TAI attenuate over time. They found that the total TAI lesion volumes at 3 
months post-injury were significantly reduced compared with early (7 days 
post-injury) MRI findings for both moderate and severe TBI, that only 60% of 
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the patients with TAI in the brainstem in the early MRI showed brainstem 
lesions at 3 months post-injury, that during the first 3 months a significant 
reduction both in the number and the volume of non-hemorrhagic TAI lesions 
occurred, and further, that hemorrhagic TAI lesions were attenuated after 3 
months post-injury. 
All in all, no imaging technique is able to reveal the full extent of TBI-induced 
brain pathology, albeit more recent techniques have gained sensitivity in 
capturing the disrupted structural and functional integrity of the brain (e.g., 
Amyot et al., 2015; Bruce et al., 2015; Hunter et al., 2012; Kou et al., 2010). 
Importantly, cognitive status cannot be inferred from the signal changes in 
neuroimaging. Smith et al. (2013a) stated in their recent review that the non-
invasive detection of DAI will be a critical aspect of the diagnosis (p. 312), that 
neuropsychological examination provides an indirect measure of the probability 
of DAI (p. 314), and that the application of advanced neuroimaging, 
neurocognitive evaluation, blood biomarker analysis and electrophysiological 
techniques may transform the detection of DAI after TBI (p. 313). 
1.2 Distractibility of Attention in Traumatic Brain Injury 
Integrated mechanisms of attention, fundamental for human awareness and 
orientation, are carried out by multiple areas and networks of the brain 
(Beharelle et al., 2011; Bonnelle et al., 2012; Cao & Slobounov, 2010; Corbetta et 
al., 2008; Fan, McCandliss, Fossella, Flombaum, & Posner, 2005; Kim et al., 
2009; Lange, Seer, Finke, Dengler, & Kopp, 2015; Posner & Rothbart, 2009; 
Posner, Sheese, Odludas, & Tang, 2006; Salmi, Rinne, Koistinen, Salonen, & 
Alho, 2009; Sharp et al., 2014; Wang et al., 2009; Weissman, Roberts, Visscher, 
& Woldorff, 2006; Westerhausen et al., 2010). For example, Petersen and 
Posner (2012; Posner & Petersen, 1990) have proposed three separate 
anatomical networks underlying attention; an alerting network (responsible for 
acquiring and maintaining the alert state), an orienting network (responsible 
for selective orienting to sensory stimuli) and an executive attention network 
(responsible for target detection and focal attention). 
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Automatic auditory change/novelty detection is a prerequisite for the 
individual’s ability to adapt to their acoustic surroundings (Escera, Leung, & 
Grimm, 2014a; Escera & Malmierca, 2014b; Lee, Larson, Maddox, & Shinn-
Cunningham, 2013; Malmierca, Sanches-Vives, Escera, & Bendixen, 2014; 
Näätänen, Kujala, & Winkler, 2011b). It is vital to be able to detect stimuli 
quickly already at the pre-conscious level and to select stimuli of high priority in 
order to orient (for a review, see Corbetta et al., 2008; Lange et al., 2015) and 
react adequately, and to be able to filter out irrelevant stimuli in order not to 
become overloaded or negatively distracted. When something relevant 
demanding overt attention appears, the distraction caused by that stimulus is 
adaptive. However, when meaningless or irrelevant stimuli trigger attention, 
maladaptive distraction occurs, disturbs focused attention and may encumber 
cognitive functioning and slow down and disrupt the ongoing activities and 
internal mental processes.  
Abnormal distractibility of attention, that is, susceptibility to interference is 
presumed to be a prominent clinical feature in TBI (e.g., Knight, Titov, & 
Crawford, 2006; for a meta-analysis, see Mathias & Wheaton, 2014; Whyte, 
Schuster, Polansky, Adams, & Coslett, 2000). Distractibility may, however, not 
become apparent behaviorally in a standard examination but may need more 
demanding experimental conditions and stimulus loads (such as in working life) 
to become observable. For example, Schnabel and Kydd (2012) developed an 
effective behavioral experimental distraction condition and examined groups 
with mild traumatic brain injury and major depression as well as healthy 
controls (80 participants in each group) in standard and distraction conditions 
using three subtests of the Wechsler Adult Intelligence Scale–IV and a subtest of 
the Wechsler Memory Scale–IV assessing attention and memory. Distraction 
was provided by an external speaker on a laptop computer (positioned like a 
third person at a distance of approximately 1 meter from the participant) 
playing a recording of either a story being read or uninterrupted sequences of 
random numbers. Test effort was controlled. In the distraction condition, a 
significant impairment of performance was found in TBI, whereas a significant 
improvement of performance was found in the depression group and an 
unchanged performance in the healthy controls. No gender, education or age 
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bias was found. Sawamura et al. (2014), in turn, studied the inhibition of 
irrelevant auditory stimuli and its neural basis in moderate-to-severe TBI using 
functional near infrared spectroscopy and the formal and distracted version of 
the Paced Auditory Serial Addition Test. The auditory distractors were 
randomly selected Japanese phonetic characters. In the distraction condition, 
the right lateral prefrontal cortex was not activated in patients similarly as in the 
healthy controls, and the task performance significantly deteriorated in the 
patients, whereas the controls were able to ignore the distracting auditory 
stimuli.  
The nature of the abnormal distractibility of attention in TBI has been 
discussed (for a meta-analytic review, see Mathias & Wheaton, 2007), and 
distractibility has even been proposed to be a consequence of the slowness of 
information processing instead of being a distinct phenomenon (e.g., Spikman, 
van Zomeren, & Deelman, 1996; van Zomeren & Brouwer, 1994, pp. 63-94). Van 
Zomeren and Brouwer posited (1994, p. 94) that slow information processing 
might be the most pervasive limitation of attention after traumatic brain injury 
and stated that in individuals who have sustained traumatic brain injury, “there 
is little empirical evidence for increased effects of distraction on task 
performance despite the clinical reality of complaints about increased 
distractibility. When irrelevant auditory or visual distractors are presented in a 
task, head-injured patients can ignore them as well as the controls. Even when 
irrelevant stimuli are presented that provoke conflicting response tendencies, 
and thereby create response interference, the patients’ responses, at least those 
of chronic patients, are often comparable to those in healthy controls” (p. 93). 
Subsequently, Mathias and Wheaton (2007, p. 217) concluded in their review of 
41 studies published between 1980 and 2005 that because in severe TBI the 
time taken to process even simple stimuli is affected, the contribution of 
reduced processing speed  to performance on [behavioral] tests of attention that 
involve a time component cannot be ignored. Moreover, the impaired execution 
of motor responses, when present, can affect patients’ performance (e.g., Lew, 
Gray, & Poole, 2009) in tests of attention requiring motoric reactions. A 
significant advantage of using ERP techniques for studying the attention of 
brain-injured persons is that the brain’s attention mechanisms can also be 
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studied in experimental ERP paradigms, which demand no overt responses 
from the participant, such as when studying unconscious patients (e.g., 
Kotchoubey et al., 2005).  
1.3 Studying Auditory Distraction using ERPs  
ERPs offer a method for capturing with millisecond resolution the brain’s 
electrophysiological time-locked responses related to the detection of auditory 
stimuli, stimulus changes and involuntary attention switches caused by 
unpredictable changes in acoustic events and, consequently, distraction. 
Electrophysiological responses can be registered starting from the involuntary 
responses before any conscious behavioral responses emerge. Three consecutive 
processes related to distraction have been proposed: automatic change 
detection, the involuntary orienting of attention and the voluntary reorienting 
of attention after distraction (Berti, 2008; Escera, Alho, Schröger, & Winkler, 
2000; Escera & Corral, 2007; Horváth, Winkler, & Bendixen, 2008a). The 
specific ERP components N1 and MMN (Näätänen, Gaillard, & Mäntysalo, 1978; 
Näätänen, Jacobsen, & Winkler, 2005; Näätänen et al., 2011b), P3a (Escera & 
Corral, 2007; Friedman, Cycowicz, & Gaeta, 2001; Polich, 2007), and 
reorienting negativity (RON; Escera & Corral, 2007; Schröger & Wolf, 1998) are 
assumed to reflect these three stages underlying auditory distraction, with the 
N1 and MMN mechanisms operating automatically, and P3a and RON being not 
only stimulus driven but also modulated by the task, that is, by top-down factors 
(for a review, see Escera & Corral, 2007). MMN is assumed to index the 
involuntary detection of stimulus change and call for attention upon the 
detected change (Näätänen et al., 2011b; Sussman, Chen, Sussman-Fort, & 
Dinces, 2014). P3a is assumed to index the involuntary evaluation of the 
contextual novelty of the unexpected stimuli and switch of 
attention/involuntary orientation onto the unexpected stimuli and RON is 
assumed to index reorientation back to the task-relevant information (for a 
review, see Escera & Corral, 2007). 
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In experimental ERP conditions in healthy individuals, irrelevant unexpected 
rare auditory stimulus changes cause both electrophysiological and behavioral 
distraction effects in oddball paradigms (e.g., Berti, 2013; Berti, Grunwald, & 
Schröger, 2013; Escera, Alho, Winkler, & Näätänen, 1998; Escera et al., 2000; 
Escera & Corral, 2007; Horváth, 2014; Parmentier, 2014; Schröger, 1996). In an 
oddball paradigm, rare stimulus changes (named “deviants”/“novels”) are 
presented among a series of recurrent stimuli (named “standards”), with the 
paradigms being either active (e.g., the participants pressing a button for certain 
kinds of target stimuli) or passive (e.g., the participants watching a silent movie 
after being instructed to ignore simultaneously presented auditory stimuli). For 
example, Escera et al. (1998) studied auditory distractibility in healthy 
individuals using rare natural environmental sounds (novels; presented in 10% 
of trials with each sound being presented once) and sinusoidal tones (deviants; 
700 Hz; 10% of trials) as distractors with a standard stimuli of 600 Hz (in 80% 
of trials). Environmental sounds elicited N1, whereas the sinusoidal deviants 
elicited MMN. Based on their finding, Escera et al. (1998) proposed two 
different change detection mechanisms: a stimulus-change detector mechanism 
activated by small sensory changes (deviants) and reflected in MMN, and a 
transient-detector mechanism activated by salient changes (environmental 
sounds) and reflected in N1. The simultaneous behavioral task was a forced-
choice visual discrimination task where each visual stimulus was preceded by a 
task-irrelevant auditory stimulus (either the standard, novel or deviant 
stimulus). Both deviant and novel stimuli induced behavioral distraction. 
Environmental sounds prolonged reaction times, whereas the deviant sinusoidal 
tones led to a decrease in the hit rate. The deviant tones caused stronger 
distraction than did the environmental sounds. P3a, elicited after the rare 
environmental sounds, exhibited early and late components.  
Berti et al. (2013) studied age-dependent changes in distractibility and 
reorientation in healthy adults (age groups 18–27, 39–45, 59–66 years). They 
found that the MMN amplitude was somewhat reduced in the 59–66 years age 
group (at a 10% significance level), whereas the P3a and RON amplitudes 
showed no significant age effect. The distraction effect, measured as the reaction 
time for the deviant stimuli minus the reaction time for the standard stimuli, 
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was present in all age groups, with the age group 59–66 showing a twice as 
strong behavioral distraction effect as the two other age groups. However, 
distraction did not affect the accuracy of performance in either group, and 
therefore the researchers concluded that the ability to balance the processing of 
task-irrelevant auditory stimulus changes when focusing on task-relevant 
information is efficient during adulthood until the 7th decade of life.  
The distraction effect, induced by unexpected auditory stimuli, is susceptible 
to the interaction between involuntary and voluntary forms of attentional 
control (e.g., Escera & Coral, 2007). For example, Parmentier and Hebrero 
(2013) found in healthy individuals that the behavioral distraction effect caused 
by deviant auditory stimuli was suppressed through voluntary cognitive control 
when explicit visual cues were presented preceding the potentially distractive 
deviant sounds. Berti and Schröger (2003), in turn, found in healthy individuals 
in an auditory–auditory ERP paradigm that when the task demanded a higher 
working memory load, the behavioral distraction effect was diminished, and the 
P3a and RON amplitudes were obtunded albeit present. Importantly, the 
relationship between the distractibility effect induced by unexpected deviant 
auditory stimuli and revealed by ERPs and the behavioral distraction effect is 
neither straightforward nor inevitable (for a recent review, see Parmentier, 
2014). Accordingly, ERPs can reveal distractibility not exposed using behavioral 
experimental or clinical procedures/measures. 
1.4 Vigilance Disturbances in Traumatic Brain Injury 
The term vigilance is used with different meanings by scientists from fields such 
as biology, psychology and physiology. From the neurophysiological 
perspective, vigilance refers to the arousal level on the sleep–wake axis, not to 
sustained attention (for a review, see Oken, Salinsky, & Elsas, 2006). Sufficient 
physiological arousal is a prerequisite for all aspects of attention and overall 
cognitive functioning and behavior (e.g., Clemens et al., 2011; Mottaghy et al., 
2006; Petersen & Posner, 2012; Sturm & Willmes, 2001). Multiple 
interconnected brain structures and neurotransmitter systems underlie the 
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sleep-wake cycle and arousal (e.g., Oken et al., 2006; Yeo, Chang, & Jang, 2013). 
Vigilance, both on the levels of the sleep–wake axis (for a review, see Duclos et 
al., 2014) and cognition (e.g., Ponsford, Schönberg, & Rajaratnam, 2015; Whyte, 
Polansky, Fleming, Coslett, & Cavalucci, 1995), is frequently impaired in TBI. In 
TBI the deficits of vigilance/arousal co-occur with such deficits as pathological 
daytime post-traumatic brain injury fatigue, sleepiness and manifold sleep 
disturbances (e.g., Belmont, Agar, & Azouvu, 2009; Cantor et al., 2012; for a 
review, see Duclos et al., 2014).  
Vigilance has been studied during different sleep–wake states using CNS 
drugs, measuring autonomic nervous reactions and indirectly employing 
behavioral measures such as task-performance accuracy and speed (e.g., Oken 
et al., 2006). However, when behavioral measures are used, the contribution of 
other factors affecting performance, such as motoric speed (e.g., Lew et al., 
2009), motivation regulated on the CNS level by frontal and subcortical 
structures (e.g., Cardinal, Parkinson, Hall, & Everitt, 2002) and executive 
components of attention (e.g., Petersen & Posner, 2012), are not technically 
separable from the vigilance/arousal level. EEG is used for measuring vigilance 
physiologically (e.g., Gosselin et al., 2009). Paus et al. (1997), for instance, 
studied arousal in healthy individuals using both EEG and PET in a 60-minute 
behavioral auditory vigilance task and demonstrated the relationship between 
physiological arousal/vigilance and attention. The task required the participants 
to detect intensity decrements that occurred in 5% of the auditory stimuli. Six 1-
minute samples using the PET and the EEG were obtained at 10-minute 
intervals during the experiment. In the behavioral task, hits, false alarms and 
reaction times were analyzed across the 6 10-minute intervals. A decline of 
cerebral blood flow was found over time in several subcortical and cortical 
areas. The cortical changes were lateralized to the right. During the experiment, 
EEG activity in the theta range as well as the reaction times progressively 
increased.  
Ziino and Ponsford (2006) investigated the relationship between fatigue and 
vigilance in TBI using a 45-minute vigilance task. The groups studied were 46 
TBI patients with mild-to-severe brain injuries (aged 16–60 years) and 46 
healthy controls. The TBI patients performed worse in that they made more 
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misses on the vigilance task in comparison to controls and their performance 
was correlated with higher subjective fatigue (estimated using the Visual 
Analogue Scale for Fatigue). In a subgroup of TBI patients, performance 
deteriorated in the vigilance task during the experiment, and the patients in 
question also reported an increased level of fatigue. Higher subjective fatigue in 
patients was also associated with significant increases in diastolic blood 
pressure. In Ponsford et al.’s (2015) study, the correlation between the reported 
fatigue and TBI patients’ impaired performance (i.e., error rate) in a vigilance 
task did not reach statistical significance, however. Previously, Ashman et al. 
(2008) studied correlations between situational and day-to-day self-reported 
fatigue and a decline in test scores during a 4.5-hour neuropsychological 
assessment demanding mental effort in TBI patients (n = 202, mild to severe 
TBIs) and in healthy controls (n = 73). During the single 4.5-hour experiment, 
the Cambridge Neuropsychological Test Automated Battery was first presented 
2 times consecutively. After this, the participants reported their level of fatigue 
for a 2-hour period, and then finally completed the test for the third time. The 
TBI patients did not benefit from practice when repeating the test, whereas the 
healthy controls did. An association was not confirmed between the decline in 
the test scores during the experiment and the self-reported fatigue in TBI. The 
patients who reported the most fatigue also performed worse throughout the 
experiment, but their performance did not decline further during the three tests. 
The authors concluded that fatigue is a significant problem in TBI, but the 
patients “seem to soldier through their fatigue and get things done albeit with 
less efficiency and with more distress” (idem, p. 39). 
Yang, Xiao, Liu, Wu and Miao (2013) studied in healthy individuals the effect 
of “mental fatigue” on MMN responses during a continuous 2-hour arithmetic 
task and control conditions. They found significantly decreased MMN 
amplitudes at fronto-central scalp locations when mental fatigue was induced 
during the arithmetic task. In contrast, the temporal MMN was not affected. 
The participants under the control conditions did not exhibit a decreased MMN 
amplitude. No peak latency differences were found between the conditions. The 
authors concluded that mental fatigue impairs pre-attentive processing. 
Previously, May, Tiitinen, Sinkkonen and Näätänen (1994) carried out a 5-hour 
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auditory 2-stimulus oddball experiment in healthy individuals comparing the 
transient 40-Hz response with N1 and MMN. They found attenuated N1 and 40-
Hz responses, but MMN was not affected. They concluded that the 40-Hz 
response might indicate vigilance. Subsequently, Sallinen and Lyytinen (1997) 
found a significant MMN amplitude decline at Fz and Cz in healthy individuals 
when either subjective or objective alertness declined before the actual sleep 
stage was reached during a nighttime experiment. In addition, Nakagome et al. 
(1998) found an attenuated MMN amplitude and shortened sleep latency on the 
morning following triazolam administration in healthy individuals. The authors 
suggested that, due to the shortened sleep latency in the participants, one 
explanation for the MMN decrement might be a lowered vigilance level. 
Consistent with this, a significantly decreased MMN amplitude has been 
reported in healthy individuals with increasing drowsiness and sleep 
deprivation, such as following a total sleep deprivation period (Raz, Deouell, & 
Bentin, 2001) and in shift work sleep disorder (Gumenyuk et al., 2010). 
Inversely, MMN amplitude has been found to predict awakening from 
unconsciousness in TBI as well as in other clinical groups (for a meta-analysis, 
see Daltrozzo, Wioland, Mutschler, & Kotchoubey, 2007; Kotchoubey et al., 
2005). 
1.5 Auditory Event-Related Potential (ERP) Mismatch 
Negativity (MMN)  
MMN was discovered in 1978 by Näätänen, Gaillard and Mäntysalo (Näätänen 
et al., 1978). It is a negative ERP response reflecting the brain’s involuntary 
change detection and the initiation of attention switch towards those stimulus 
changes (for reviews, see Kujala, Tervaniemi, & Schröger, 2007, Näätänen et al., 
2011b, Näätänen et al., 2012, Näätänen, Paavilainen, Rinne, & Alho, 2007, 
Näätänen, Sussman, Salisbury, & Shafer, 2014, Näätänen & Winkler, 1999, and 
Sussman et al., 2014). MMN is elicited when stimulus deviances appear among 
recurrent auditory stimuli or within an auditory context and thus violate the 
central auditory system’s predictions based on the regular aspects of the 
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physical features/feature combinations of the stimuli (Näätänen, 1990; for 
reviews, see Näätänen et al., 2005, Näätänen et al., 2011b, and Näätänen et al., 
2014; Winkler & Cowan, 2005).  Abstract invariant cognitive features (such as 
semantic meaning) can also construct a memory trace against which MMN is 
elicited (Paavilainen, 2013; Schröger, Bendixen, Trujillo-Barretto, & Roeber, 
2007), and MMN can be recorded even when there is no discrete standard 
(Pakarinen, Huotilainen, & Näätänen, 2010) or when a stimulus is omitted, that 
is, there is no afferent input (for a review, see Näätänen et al., 2011b).  
Auditory MMN peaks at 150–200 ms from change onset, with the peak 
latency slightly varying depending on the specific experimental paradigm 
(Näätänen et al., 2005). MMN is extracted by subtracting the ERP response to 
the control (i.e., regular) stimulus from that of the differing stimulus (e.g., 
Horváth et al., 2008b; for a review, see Kujala et al., 2007). MMN is clearly 
separable from the sensory N1, as Näätänen et al. (2011b) showed in their 
updated model of MMN, but may temporally overlap with N1 (e.g., Horváth, 
Roeber, Bendixen, & Schröger, 2008c; Kujala et al., 2007; Näätänen et al., 
2011b). MMN has its equivalents in magnetoencephalography (MEG), fMRI, 
PET and optical imaging (Näätänen et al., 2011a).  
In localizing auditory MMN generators, animal studies, scalp and intracranial 
recordings, and studies with brain-injured individuals have been used. 
Generators have been recorded bilaterally at the supratemporal auditory 
cortices (Alain, Woods, & Knight, 1998; for a review, see Alho, 1995; Alho et al., 
1998; Giard, Besle, Aguera, Gomot, & Bertrand, 2014; Giard, Perrin, Pernier, & 
Bouchet, 1990; Halgren et al., 1995; Huotilainen et al., 1998; Jääskeläinen et al., 
2004; Kropotov et al., 1995; Kropotov et al., 2000; Molholm, Martinez, Ritter, 
Javitt, & Foxe, 2005) and at the frontal lobes (e.g., Alain et al., 1998; Alho, 
Woods, Algazi, Knight, & Näätänen, 1994; Deouell, 2007; Giard et al., 1990; 
Opitz, Rinne, Mecklinger, von Cramon, & Schröger, 2002; Rinne, Degerman, & 
Alho, 2005). MMN sources have also been recorded at parietal, hippocampal, 
basal ganglia and thalamic locations (e.g., Alho, 1995; Kropotov et al., 2000; 
Molholm et al., 2005). The frontally recorded MMN is affected by both temporal 
and frontal MMN generators (Halgren, Marinkovic, & Chauvel, 1998; Näätänen 
et al., 2011b). Alho et al. (1994) reported decreased MMN amplitudes, especially 
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over the damaged hemisphere and for tones delivered to the ear ipsilateral to a 
lesion in patients with dorsolateral prefrontal cortical lesions. During the 
experiment, the participants were performing a visual reaction time task while 
ignoring auditory stimuli. Alain et al. (1998), in turn, reported decreased MMN 
amplitudes for auditory deviants presented to either ear together with an 
impaired performance in a continuous visual discrimination task in stroke 
patients with focal unilateral brain damage of the dorsolateral prefrontal cortex. 
The contribution of the frontal lobes to MMN has initially been interpreted as 
being related to a mechanism initiating attention switching (Näätänen, 1990; 
for a review, see Näätänen et al., 2011b). Subsequently, it has also been 
suggested that the frontal MMN generator might relate to an involuntary 
contrast enhancement mechanism amplifying the change-detection signal (e.g., 
Doeller et al., 2003; Opitz et al., 2002) or an inhibitory system that allows one 
to ignore irrelevant deviant acoustic stimuli (e.g., Rinne et al., 2005).  
The theory of the MMN mechanism has been evolving (for reviews, see 
Garrido, Kilner, Stephan, & Friston, 2009, and Näätänen et al., 2011b). The 
auditory MMN is interpreted as indexing a mismatch between the incoming 
stimulus and the short-term sensory memory trace of the past regular aspects of 
repetitive stimuli (Näätänen et al., 1990; Näätänen et al., 2011b; Näätänen et al., 
2005), reflecting an automatic change detection/memory updating mechanism 
and, consequently, acting as a “primitive intelligence” (e.g., Näätänen, 
Tervaniemi, Sussman, Paavilainen, & Winkler, 2001), more precisely, automatic 
auditory intelligence forming a “perceptual-cognitive core of human and animal 
cognition” (Näätänen, Astikainen, Ruusuvirta, & Huotilainen, 2010, p. 132). 
According to quite recent predictive coding theories (for reviews, see Garrido et 
al., 2009, Winkler, 2007, and Winkler & Czigler, 2012), MMN reflects a neural 
mechanism modeling environment and indexes the prediction error between 
the actual incoming sensory input and the prediction of the internal neural 
model of the forthcoming stimuli made by the cognitive system on the basis of 
the preceding stimuli sequence.  
MMN can be recorded irrespective of conscious attention (Näätänen et al., 
2007; Näätänen et al., 2011b; see also Dykstra & Gutschalk, 2015) or the active 
participation of the individual, as in unconscious patients (or in patients with 
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limited consciousness) as a predictor of awakening (for a meta-analysis, see 
Daltrozzo et al., 2007), during natural sleep (e.g., Sculthorpe, Ouellet, & 
Campbell, 2009; Strauss et al., 2015) and in newborns (e.g., Alho, Sainio, 
Sajaniemi, Reinikainen, & Näätänen, 1990; Cheour et al., 2002; Partanen, 
Pakarinen, Kujala, & Huotilainen, 2013). MMN is often recorded in 
experimental conditions in which the participants are instructed to ignore 
auditory stimuli.  
The susceptibility of MMN to attention has long been discussed (e.g., 
Auksztulewicz & Friston, 2015; Garrido et al., 2009; Horváth et al., 2008c; 
Näätänen, 1991; Näätänen et al., 2007; Näätänen et al., 2011b; Rinne, Antila, & 
Winkler, 2001; Sussman, 2007; Sussman et al., 2014; Woldorff, Hackley, & 
Hillyard, 1991; Woldorff, Hillyard, Gallen, Hampson, & Bloom, 1998). In certain 
conditions, MMN has been found to be affected by attention (e.g., Erlbeck, 
Kübler, Kotchoubey, & Veser, 2014; Haroush, Hochstein, & Deouell, 2010; for 
reviews, see Sussman, 2007, and Sussman et al., 2014). For example, in Erlbeck 
et al.’s (2014) study, task instructions modulated the attentional mode and 
affected the auditory MMN in healthy individuals. Three auditory paradigms, an 
oddball, a word priming and a sentence paradigm, were used, and each 
paradigm was presented in a passive listening, a focused-attention and an 
ignore condition. MMN exhibited lower amplitudes when individuals were 
instructed to ignore the auditory stimuli and higher amplitudes in the passive 
listening and focused-attention conditions. The authors concluded that focused 
and passive listening affected the supratemporal component of MMN (Erlbeck 
et al., 2014). Sussman (2007, p. 173) stated in her review that the standard 
memory-trace formation can be affected by attentional (and stimulus-driven) 
factors and is not therefore strictly a pre-attentive process, whereas the deviance 
detection process of MMN is fairly indifferent to attention. Sussman (2007) 
concluded that “if attention does not change the context of the sounds from 
which the standard is derived, then deviance detection and MMN output is not 
altered by simply attending to the sounds” (p. 172) (see also Sussman et al., 
2014). 
MMN has been widely used in studying auditory processing in the healthy 
brain and pathologies of the central nervous system, for example, auditory 
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perception, aging, abnormal involuntary attention switching, pathological brain 
excitability, and cognitive decline and recovery in clinical research. MMN has 
been found to reflect the clinical condition and cognitive decline in various 
neurological and psychiatric groups, and it can be enhanced or dampened with 
drugs (for recent reviews, see Näätänen et al., 2011a, Näätänen et al., 2012, 
Näätänen et al., 2014, and Näätänen, Shiga, Asano, & Yabe, 2015). An extensive 
number of studies disclose a declined MMN amplitude in several clinical 
groups, such as patients with schizophrenia and at risk for schizophrenia, 
stroke, multiple sclerosis with cognitive impairment, epilepsy, dementia, 
depression [Chen et al. (2015) reported no depression effect on MMN, 
however], Parkinson’s disease, Down’s syndrome, and altered states of 
consciousness (for a review, see Näätänen et al., 2011a). A significantly 
decreased MMN amplitude has also been reported in healthy individuals with 
increased drowsiness and sleep deprivation, such as in shift work sleep disorder 
(Gumenyuk et al., 2010), and after a total sleep deprivation period (Raz et al., 
2001; see also Sallinen, &  Lyytinen, 1997), as already reviewed. In obstructive 
sleep apnea syndrome, the MMN amplitude and latency have been found to be 
preserved, whereas the P3a amplitude is decreased (Gosselin et al., 2006). 
Further, Menning, Renz, Seifert and Maercker (2008) found significantly 
reduced MMN amplitudes in patients with post-traumatic stress disorder 
(PTSD), which the authors attributed to hyperarousal, sleeplessness, impaired 
concentration and the enhanced excitation of the nervous system.  
As for alcohol effects, Jääskeläinen, Näätänen and Sillanaukee (1996) 
concluded in their review that acute alcohol intake in non-alcoholics of even 
relatively low alcohol doses attenuates the MMN amplitude. Subsequently, 
Ahveninen et al. (2000) reported in abstinent alcoholics (abstinence duration 
mean 7–45 days, self-reported onset age of drinking mean 14–50 years, weekly 
ethanol consumption mean 336–2520 g) a significantly enhanced late phase 
(190–240 ms) of the MMN amplitude together with significant behavioral 
distractibility caused by deviant auditory stimuli, most pronouncedly in early 
onset alcoholics. The authors concluded the finding presumably to relate to the 
frontal component of MMN (Ahveninen et al., 2000). Chitty, Lagopoulos, Kaur, 
Hickie and Hermens (2015) found (in bipolar disorder patients) differing effects 
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of alcohol use on temporal and frontal MMN components, with a reduction in 
risky drinking associated with increased temporal and decreased fronto-central 
MMN amplitudes. In contrast, Fein, Whitlow and Finn (2004) found no MMN 
abnormalities in chronic alcoholics. 
Enhanced MMN amplitudes have been reported by Beste, Saft, Güntürkün 
and Falkenstein (2008) in Huntington’s disease (together with an enhanced 
RON amplitude and behavioral enhancement). Beste et al. (2008) hypothesized 
that the increased activity of the N-methyl-D-aspartate-receptor (NMDA) 
system in Huntington’s disease probably facilitates signal propagation at the 
striatal level (see also Beste, Humpries, & Saft, 2014). Some studies concerning 
autism have also found MMN amplitudes to be enhanced. In their review, 
Orekhova and Stroganova (2014) hypothesized that abnormalities in nicotine 
cholinergic arousal pathways may contribute to both sensory processing and 
attention re-orienting behavior in autism. Nicotine in healthy smokers and non-
smokers has been found to increase MMN amplitudes significantly (Martin, 
Davalos, & Kisley, 2009). In neurochemical studies, Korostenskaja, Nikulin, 
Kicic, Nikulina and Kähkönen (2007) found in healthy individuals that the 
NMDA receptor antagonist memantine (N = 13; 30 mg memantine or placebo 
administered orally) led to a lower arousal level (measured with visual analog 
scales) and to an enhanced MMN amplitude at the right fronto-central 
electrodes in a passive oddball paradigm. The authors suggested that the MMN 
finding in the EEG that was not seen in MEG indicates that the frontal MMN 
was affected by NMDA-receptor modulation. No P1 or N1 changes were found 
(Korostenskaja et al., 2007). Further, Kähkönen et al. (2005) found that 
tryptophan depletion increased the MMN amplitude in healthy individuals (see 
also Ahveninen et al., 2002).  
MMN amplitude has been also found to predict cognitive and psychosocial 
functioning in healthy adults. For example, Light, Swerdlow and Braff (2007) 
reported a significant correlation between psychosocial functioning and MMN 
in healthy individuals. Light et al. (2007) concluded that efficient neural 
substrates regulating the automatic detection of environmental changes “can 
free up attention-dependent, controlled cognitive resources for the successful 
encoding, retrieval, and discrimination of task-relevant information, which, in 
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turn, facilitates the iterative and responsive processing necessary for adaptive 
cognitive and social functioning” (p. 6). 
1.6 Auditory Event-Related Potential (ERP) P3a 
P3a is a fronto-centrally maximal positive P3 component originally identified by 
N.K. Squires, K.C. Squires and Hillyard (1975). The P3a response is generated 
when attention is drawn towards the infrequent unexpected stimulus 
deviances among regular (standard) stimuli, in other words when the neural 
representation of the stimulus environment changes or is updated (for reviews, 
see Escera et al., 2000, Escera & Corral, 2007, Friedman et al., 2001, Polich & 
Criado, 2006, and Polich, 2007). This response is interpreted as reflecting these 
involuntary shifts of attention as an electrophysiological correlate of the 
orienting response (Sokolov, 1963) and, presumably, distractibility (for reviews, 
see Escera et al., 2000, Escera & Corral, 2007, Friedman et al., 2001, Knight & 
Scabini, 1998, and Polich, 2007). The P3 component elicited by perceptually 
distinctly novel infrequent deviants (such as a dog barking, a telephone ringing 
etc.) is called the Novelty-P3 (NP3) (e.g., Escera & Corral, 2007; Friedman et al., 
2001; Polich, 2007; Simmons, Graham, Miles, & Chen, 2001). According to the 
review by Polich (2007, p. 2136), P3a and Novelty-P3 are variants of the same 
generation system. In oddball paradigms, novel stimuli elicit an early P3a and a 
late P3a (e.g., Escera et al., 1998; McDonald, Gabbay, Rietschell, & Duncan, 
2010; Yago, Escera, Alho, Giard, & Serra-Grabulosa, 2003), with the earlier 
having a more central scalp topography and the later a fronto-central 
topography.  
P3a peaks at a latency range of ~250–300 ms from change onset (Knight & 
Scabini, 1998). Stimulus probability, stimulus evaluation difficulty, the task at 
hand, drugs and neuropharmacological agents modulate the P3a amplitude and 
peak latency (e.g., Albrecht, Martin-Iverson, Price, Lee, & Iyyalol, 2011; Berti & 
Schröger 2003; Calcus et al., 2015; Polich & Criado, 2006). Cassidy, Robertson 
and O’Connell (2012) recently demonstrated a strong test–retest reliability for 
P3a amplitude measurements. P3a is dissociable from the parietally maximal 
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P3b component, which is elicited for the volitionally detected target stimuli 
(e.g., Polich, 2007; Wronka, Kaiser, & Coenen, 2012). In healthy individuals, the 
P3a amplitude correlates with cognitive ability and psychosocial functioning 
(e.g., Light et al., 2007; Wronka, Kaiser, & Coenen, 2013). Aging affects P3a and 
NP3; for example, a lack of habituation of the NP3 response in the elderly has 
been demonstrated (e.g., Daffner et al., 2011; Friedman, Kazmerski, & Cycowicz, 
1998; Friedman, Nessler, Johnson, Ritter, & Bersick, 2008; Richardson, Bucks, 
& Hogan, 2011). P3a-like potentials have been recorded in several mammalian 
species.  
No general consensus exists on the functional interpretation of P3a (e.g., 
Escera & Corral, 2007; Horváth, 2014; Horváth et al., 2008a; Rinne, Särkkä, 
Degerman, Schröger, & Alho, 2006). Escera and Corral (2007, p. 261) proposed 
that P3a/Novelty-P3 does not reflect orientation per se but “signifies the 
evaluation of the contextual novelty of unexpected sounds” and “reflects the 
reconfiguration of a cerebral network involved in updating task set information 
for goal-directed action selection” (see also Barceló, Escera, Corral, & Periáñez, 
2006). Subsequently, SanMiguel, Morgan, Klein, Linden and Escera (2010) 
found in healthy controls in an oddball paradigm that novel unexpected sounds 
(i.e., potential distractors) eliciting Novelty-P3 worked as facilitators, improving 
the participants’ performance in a visual task. The authors (SanMiguel et al., 
2010, p. 143) argued against the use of NP3 as an index of distractibility and 
concluded that NP3 is “a complex signal that comprises alerting, orienting and 
executive control processes triggered by the unexpected stimulus” (p. 143). They 
proposed that “novel sounds always generate a combined alerting and orienting 
response, with the former facilitating, the latter distracting from an unrelated 
task” (idem, p. 144).  
Horváth et al. (2008a) demonstrated that the processes indexed by MMN, 
P3a and RON are not strongly connected. They found pairwise dissociations 
between N1, MMN, P3a and RON, namely, that the P3a response can be elicited 
without a concurrent N1 increase or the elicitation of MMN or the subsequent 
RON. Horváth et al. (2008a, pp. 145-146) suggested that attention switching 
indicated by P3a can be activated by processes not reflected either by N1 or 
MMN, or that the P3a-generating process may be activated by significant events 
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in a general sense (i.e., when distracting stimuli carry new information or have 
social/emotional significance) and thus reflect a higher-level event-detection 
process instead of attention switching itself.  
Muller-Gass, MacDonald, Schröger, Sculthorpe and Cambell (2007) studied 
the automaticity of the processes underlying P3a to determine whether P3a will 
be elicited when attention is highly focused on a different (visual) channel and 
whether P3a could be modulated by a continuous visual tracking task that 
varied in difficulty. The difficulty of the tracking task did not affect MMN or P3a 
but did affect the late negativity. A significant P3a was elicited by auditory 
deviants even during the most difficult tracking task, enabling the authors to 
conclude that the elicitation of P3a operates without attention. In contrast, in a 
study by Restuccia et al. (2005), the auditory P3a was not elicited in healthy 
individuals during a high task load (a demanding visual task) but was elicited 
during a low task load (reading). Previously, Berti and Schröger (2003) studied 
MMN, P3a and RON responses during a high and low working memory load 
condition in an auditory distraction paradigm in healthy individuals. The task 
was to discriminate between short and long tones and to indicate the tone 
duration by pressing a button. During the high working memory load, the 
participants had to postpone their response until the next tone was presented. 
The distracting deviant stimuli were task-irrelevant frequency changes. When 
the task introduced a higher working memory load, the P3a and RON 
amplitudes were reduced, and the behavioral distraction effect caused by the 
irrelevant deviant stimuli was diminished but still present. The working 
memory load, whether high or low, did not affect MMN. Berti and Schröger 
(2003) concluded that involuntary attention switching is not fully generated 
from the bottom-up but rather is under the control of the working memory. 
They highlighted the close relationship between attention and the working 
memory system (see also SanMiguel, Corral, & Escera, 2008).  
Involuntary shifts of attention predispose to distraction in mental processing, 
task performance and behavior. In ERP experiments, however, the relationship 
is not straightforward between the elicitation of electrophysiological ERP 
responses for a potentially distracting deviant stimulus and the possible 
behavioral distraction effect [e.g., prolonged reaction time/reduced hit rate] 
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(e.g., Parmentier, 2014). For example, Wetzel, Schröger and Widman (2013) 
demonstrated in their study in healthy individuals that P3a-eliciting, attention 
capturing (i.e., distracting) novel sounds led to behavioral distraction only when 
these stimuli provided target-related information. They proposed the results 
indicating “that distractor sounds are automatically evaluated as potentially 
significant but that the consequences for behavior depend on further processes 
such as the processing of the given information” (p. 920). The authors (Wetzel 
et al., 2013, p. 929) concluded that “the relation of processes underlying P3a 
and behavioral distraction is not mandatory” and proposed that many previous 
studies using oddball paradigms with simultaneous behavioral tasks have 
unintentionally included associations between the behavioral target and the 
distracting stimuli, thus affecting the findings.  
Responses to unexpected deviant and novel stimuli are generated in 
distributed neural networks. Auditory P3a generators have been localized in 
frontal, temporal and parietal cortices (e.g., Alho et al., 1998; Duncan et al., 
2009; Escera et al., 2000; Friedman et al., 2001; Halgren et al., 1995; Knight, 
1996; Knight, Grabowecky, & Scabini, 1995; Knight, Scabini, Woods, & 
Clayworth, 1989; Linden, 2005; Løvstad et al., 2011; Polich, 2007; Wronka et 
al., 2012; Yago et al., 2003). Knight (1996) reported attenuation of P3a 
amplitudes for novel unexpected stimuli, especially over prefrontal regions, in 
patients with hippocampal lesions. The source of the MEG counterpart of P3a, 
elicited by deviant tones and novel sounds, has been found to be located in the 
auditory cortex near the MMNm source (Alho et al., 1998).  
P3a has been studied in several clinical groups (for reviews, see Duncan et al., 
2009, and Polich & Herbst, 2000). For example, the progressively waning 
amplitude of P3a has been found to be a reliable neurophysiological measure of 
Parkinson’s disease duration and severity (e.g., Solís-Vivanco et al., 2015). 
Further, attenuated P3a amplitudes have been reported as a consequence of 
mental fatigue in healthy (Jarchi, Sanei, Mohseni, & Lorist, 2011) and in 
depressed individuals (Chen et al., 2015). Enhanced P3a amplitude has been 
found for the trauma-related distracters in patients with PTSD (for a meta-
analytic review, see Johnson, Allana, Medlin, Harris, & Karl 2013c). Because of 
the central role of the brain’s frontal areas and networks in inhibitory control 
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and in attention mechanisms (Knight, 1984; Knight, Staines, Swick, & Chao 
1999; Knight & Scabini, 1998; MacDonald, Cohen, Stenger, & Carter, 2000; 
Polich, 2007), studies of frontal-lobe brain-injured individuals are of special 
interest. For example, Knight (1984) reported decreased fronto-central P300 
responses to unexpected novel stimuli in patients with unilateral prefrontal 
lesions, while the parietally maximal P300 elicited by target stimuli remained 
preserved. Løvstad et al. (2011) studied the contribution of the sub-regions of 
the human frontal cortex to novelty processing in patients with orbitofrontal 
lesions (13 patients; 4 with TBI, 1 with low grade glioma, 8 after resection of a 
large meningioma), patients with lateral prefrontal lesions (19 patients; all low 
grade glioma) and healthy controls. An active auditory 3-stimulus novelty 
oddball paradigm was used. The novel stimuli were task-irrelevant 
environmental sounds. The participants were instructed to press a button to 
deviant target tones (target tones 1500Hz, standard tones 1000Hz). Novelty-P3 
amplitudes were significantly attenuated, in both orbitofrontal and prefrontal 
lesion groups, whereas P3b was not affected. Both patient groups showed an 
enhanced negative slow wave to targets, and patients with lateral prefrontal 
lesions also showed an enhanced negative slow wave to novel sounds. The 
patients performed the task at the level of the controls. The authors interpreted 
the enhanced negative slow wave as indexing an increased resource allocation to 
response requirements enabling comparable performance in the frontal lesion 
groups (Løvstad et al., 2011). Previously, Rule, Shimamura and Knight (2002) 
studied 4 patients with extensive focal orbitofrontal lesions (3 TBI patients, 1 
meningioma), 5 patients with dorsolateral prefrontal lesions (cerebrovascular 
stroke in the anterior branch of the middle cerebral artery) and separate age-
matched control groups for both patient groups. The auditory stimuli were 
novel environmental sounds (e.g., a train whistle), and each were presented 
once. The somatosensory stimuli consisted of mild electrical shocks to the wrist. 
The participants watched a silent movie during the experiment. P3 amplitudes 
to the novel stimuli were enhanced in patients with orbitofrontal injuries when 
compared with those amplitudes in the healthy controls. The authors suggested 
that orbitofrontal locations play a role in regulating neural activity related to the 
processing of arousing stimuli. Furthermore, the patients with orbitofrontal 
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lesions did not habituate to somatosensory stimuli across trials when compared 
to controls. Patients with dorsolateral prefrontal lesions did not show enhanced 
P3 amplitudes to the novel stimuli but exhibited a reduced P3 for 
somatosensory stimuli (Rule et al., 2002). 
1.7 Auditory MMN and P3a in Studying Attention Deficits in 
Moderate-to-severe Traumatic Brain Injury 
ERPs have been employed quite extensively to study TBIs of varying severities. 
The most frequently reported finding (in wakeful TBI patients) has involved 
attenuated amplitudes and/or delayed peak latencies, especially a decreased 
P300 amplitude to auditory target stimuli (P3 refers in most of the reports to 
the P3b component in active ERP paradigms) (for reviews, see Campbell & 
deLugt, 1995, Dockree & Robertson, 2011, Duncan et al., 2011, Duncan, 
Kosmidis, & Mirsky, 2005, Folmer, Billings, Diedesch-Rouse, Gallun, & Lew, 
2011, Lew, Poole, Castaneda, Salerno, & Gray, 2006, Rapp et al., 2015, and 
Reinvang, 1999). Auditory ERPs are suggested to be more sensitive in studying 
TBI patients than visual ones (for a review, see Duncan et al., 2011). As for the 
P3 component, Reinvang (1999, p. 242) stated in his review that measuring P3a 
instead of P3b is possibly more effective in TBI because of the predictable 
fronto-temporal involvement in TBI. The differences between the ERP studies 
and the interpretations of the findings can be accounted for by variables related 
to the complex pathophysiology of TBI and its cognitive aftermath (e.g., Dockree 
& Robertson, 2011; Duncan et al., 2011; Malec et al., 2013; Smith et al., 2013a), 
the ERP technique and methodology used (e.g., Cao & Slobounov, 2010; Duncan 
et al., 2009; Giard et al., 2014; Kotchoubey et al., 2013; Neumann & 
Kotchoubey, 2004) and possible differences in the temporal stability of ERPs in 
brain-injured patients versus healthy controls (e.g., Lew, Gray, & Poole, 2007b). 
Importantly, the possible instability of the ERP responses in brain-injured 
patients should not be taken exclusively as an artifact or a factor weakening the 
reliability of the method but as an important finding reflecting the impaired 
CNS functioning. 
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ERP abnormalities in TBI correlate with neuropsychological findings such as 
impaired sustained attention and inhibitory control (for reviews, see Duncan et 
al., 2011, and Dockree & Robertson, 2011), neuropsychological recovery (e.g., 
Keren, Ben-Dror, Stern, Goldberg, & Grosswasser, 1998) and TBI severity (for 
reviews, see Duncan et al., 2011, and Lew et al., 2006). For example, in an active 
oddball paradigm, Lew, Thomander, Gray and Poole (2007a) found a high 
correlation between PTA and reduced P300 amplitude in severely injured TBI 
patients 15.5 months post-injury. ERPs have even been used to differentiate 
depressed and non-depressed TBI patients with equally severe injuries. Reza, 
Ikoma, Ito, Ogawa and Man (2007) reported that depressed TBI patients with 
moderate-to-severe injuries showed decreased P300 amplitudes and prolonged 
N200 latencies compared to non-depressed TBI patients with equally severe 
injuries and healthy controls. Interestingly, Hoover, Zottoli and Grose-Fifer 
(2014) found recently in a 3-stimulus oddball paradigm using simulated 
malingerers that P3a was not affected by an individual’s motivation or overt 
performance, therefore suggesting that P3a could be used to differentiate 
between malingerers and individuals with TBI. 
In TBI patients, MMN has been mainly used in studying altered states of 
consciousness and awakening from coma (for a meta-analysis, see Daltrozzo et 
al., 2007; for a review, see Näätänen et al., 2011a). Both MMN and P300 are 
reliable and equally strong predictors of awakening from coma in TBI as well as 
in several other etiologies, MMN being a somewhat better predictor in anoxic 
patients than P300 (for a meta-analysis, see Daltrozzo et al., 2007; Fischer, 
Dailler, & Morlet, 2008; Fischer, Luauté, & Morlet, 2010). The absence of non-
obligatory ERP responses, however, does not predict non-awakening (Daltrozzo 
et al., 2007). According to Daltrozzo et al.’s (2007) meta-analysis, out of 154 
publications (released during 1989–2006), MMN and P300 had significantly 
larger predictive power than N1 in predicting awakening, but the parallel 
presence of N1, MMN and P300 predicted awakening highly significantly. 
Interestingly, Fischer et al. (2008) reported a prominent Novelty-P3 response 
for the subject’s own name as a deviant stimulus in comatose patients, including 
TBI patients. The authors concluded that the finding demonstrates that in some 
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comatose patients, unconsciously perceived stimuli are processed further 
(Fischer et al., 2008; see also Kotchoubey et al., 2005). 
Polo, Newton, Rogers, Escera and Butler (2002) studied MMN in wakeful 
TBI patients with persistent cognitive complaints (11 patients; time since injury, 
mean 77.5 months; mean age, 29.6; CT negative in 5 patients; LOC < 1 day in all 
patients; PTA, 0–90 days, in 2 patients with CT abnormalities no reported PTA) 
and in 14 healthy age-matched controls. The ERP paradigm consisted of a 
continuous visual discrimination task with the participants ignoring the 
auditory stimuli. Each visual stimulus was shortly preceded by an auditory 
sinusoidal stimulus, either a standard or a deviant tone. TBI patients exhibited a 
significantly decreased MMN amplitude for the deviant stimuli. In the 
discrimination task, the patients exhibited significantly slower reaction times 
and missed more targets than the controls. The reaction times and hit rates did 
not, however, differ in either group regardless of whether the preceding tone 
was standard or deviant. No enhanced behavioral distraction effect for the 
deviant stimuli was found in TBI when compared to the controls. The centrally 
distributed N1 did not differ between the groups. For the visual stimuli, an 
attenuated P3b amplitude, delayed P1 latency and reduced N165 amplitude were 
found in TBI. The authors concluded the findings to indicate “both pre-attentive 
and attentive deficits” (p. 2357) in patients. 
Rugg et al. (1993) concluded, after finding no P3a amplitude abnormalities in 
patients with severe TBI (n = 16), that TBI has only a limited effect on 
involuntary shifts of attention. A delayed P3a peak latency was found in 
patients, however. In a later study, Solbakk, Reinvang and Andersson (2002) 
reported attenuated P3a and P3b amplitudes for distracting deviant auditory 
stimuli (white noise) and target stimuli (auditory duration deviants), 
respectively, in moderate-to-severe TBI (n = 18). In the TBI group, the P3b 
latencies were also prolonged for the target stimuli, paralleling the patients’ 
prolonged reaction times to the targets. The authors interpreted the finding as 
indicating a deficient allocation of attentional resources to the processing of 
deviant stimuli in TBI. Subsequently, Elting et al. (2008b; see also Elting, van 
der Naalt, van Weerden, De Keyser, & Maurits, 2008a) studied 33 TBI patients 
(GCS, range 5–15, mean 11 ± 3.1; PTA, range 0–60 days, mean 14.2 ± 14.2 days; 
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mean age 30 ± 8 years) and 21 healthy controls using MRI performed 3–12 
months post-injury, neuropsychological assessment and P3 recorded 1–9 
months post-injury and analyzed both with conventional and source analyses. 
Of the TBI patients, 11 had normal MRI findings. In a 2-tone oddball paradigm 
the participants were instructed to silently count the target tones (2000 Hz; 15% 
probability) and to ignore the standard stimuli (1000 Hz). With a conventional 
analysis, P3a was visible only in 2 patients and 4 controls but was identified in 
67% of the patients and in 100% of the controls with a source analysis. With the 
source analysis, significantly reduced P3a amplitudes were found both in 
patients with (p = 0.027) and without (p = 0.003) MRI abnormalities in 
comparison with healthy controls. No P3a peak latency differences were found 
between the groups. A further analysis of a subgroup of patients with focal brain 
injuries visible on MRI revealed that in patients with mediofrontal lesions, the 
mean P3a amplitude was reduced, whereas the orbitofrontal lesions (see also 
Rule et al., 2002) tended to increase the P3a amplitude. The P3b values did not 
differ in the source analysis between the groups.  
ERP studies on patients with mild TBI are not recounted here. However, 
concerning P3a, interesting findings have been reported in mild TBI. For 
example, Thériault, Beaumont, Gosselin, Filipinni and Lassonde (2009) studied 
multiple concussed athletes from college football teams using an active auditory 
3-tone oddball paradigm. The 3 groups studied were asymptomatic multiple 
concussed athletes with more than 2 years since the last concussion (concussed 
from 22 months up to 60 months prior to testing), asymptomatic multiple 
concussed athletes with their last concussion within a year, and a control group 
of players (from football, volleyball and basketball teams) who had never 
suffered a [diagnosed] concussion. No significant differences on the behavioral 
measures were found between the groups. However, reduced P3a and P3b 
amplitudes were found in the group of recently concussed players, whereas in 
those players studied over 2 years since their last concussion, both P3a and P3b 
responses equaled those of the control group. The authors concluded that the 
players exhibiting reduced P3a and P3b amplitudes still showed CNS changes. 
In an earlier study, Segalowitz, Bernstein and Lawson (2001) found significantly 
reduced auditory Novelty-P3/P3a amplitudes for novel deviants in mild TBI as 
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late as 6.4 years post-injury in comparison to healthy controls with P3b also 
being attenuated in patients. No N1, P2 or N2 differences were found (see also 
Potter, Bassett, Jory, & Barrett, 2001). Further, De Beaumont et al. (2009) 
found decreased and delayed auditory P3a and P3b responses in an oddball 
paradigm in healthy concussed former athletes more than three decades post-
concussion in comparison with healthy former athletes of the same age but 
without a history of concussion.  
42 
 
 
2 Goals of the Present Studies 
The present studies aimed at investigating involuntary attention shifting, 
specifically distractibility in moderate-to-severe TBI using MMN and P3a in 
response to deviant and novel sounds in to-be-ignored auditory stimulus 
sequences. Passive versions of oddball paradigms were used. The participants’ 
were either watching a silent movie with subtitles (Studies II, III and IV) or 
concentrating on a visuomotor task (Study I) to ensure that their attention was 
directed away from the auditory stimuli. Studies I and II aimed at studying 
distraction caused by unexpected auditory stimulus changes. Study IV aimed at 
determining distractibility in TBI patients with no neuroradiological 
abnormalities detected by routine conventional MRI in comparison with TBI 
patients with neuroradiological abnormalities and healthy controls. Study III 
addressed vigilance decrement in TBI patients with and without 
neuroradiological abnormalities in comparison to healthy controls.  
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3 Methods and Results in Studies I to IV 
Studies I to IV were performed in the Cognitive Brain Research Unit, Institute of 
Behavioural Sciences, University of Helsinki. TBI patients were recruited from 
the Helsinki University Central Hospital, Department of Neurosurgery or were 
volunteers. The patients had been classified in clinical examinations as having 
moderate-to-severe TBI according to the classification principles presented in 
Table 1. All healthy controls were volunteers. Ethical permissions were obtained 
from the Ethical Board of the Helsinki University Central Hospital and the 
University of Helsinki Ethical Review Board in the Humanities and Social and 
Behavioral Sciences. The studies were carried out in accordance with the 
Declaration of Helsinki. The participants were instructed that they are free to 
interrupt the experiment if needed.  
3.1 Event-Related Brain Potentials Reveal Covert 
Distractibility in Closed Head Injuries (Study I) 
3.1.1 Participants 
ERPs were recorded from 11 TBI patients 1–3 years post-injury (aged 23–47 
years, mean 33 years; all men), and 10 age-matched healthy controls (aged 22–
41 years, mean 31 years; all men). In the TBI group, the LOC varied between 10 
minutes and 21 days, the GCS between 5 and 14, and the length of the PTA 
between 4 days and 3 months. All patients were psychosocially independent, 
were right-handed, had normal hearing and had normal or corrected-to-normal 
vision. Individuals with any history of psychiatric diagnosis, alcohol/drug abuse 
or neurological diagnosis other than TBI were excluded.  
3.1.2 Stimuli and Experimental Conditions 
Sequences of repetitive “standard” 600 Hz tones (probability of occurrence, 
p = 0.85), “deviant” 660 Hz tones (p = 0.075) and natural environmental 
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“novel” sounds such as a phone ringing or the sound of rain (p = 0.075) were 
presented in a random order. Each deviant tone and novel sound was preceded 
by at least one standard tone, and each of the novel sounds appeared only once 
in the same stimulus sequence. The standard and deviant tones had sinusoidal 
waveforms and were binaurally presented at a 75 dB sound pressure level (SPL) 
of 200 ms duration including 10 ms rise and fall times. The novel sounds were 
drawn from a pool of 60 different digitized complex sounds with a duration of 
200 ms including 10 ms rise and fall times and a maximum intensity of 70–
80 dB SPL at each ear. There were 6 stimulus sequences, each of a 6-minute 
duration. None of the novel sounds appeared twice within the same stimulus 
sequence. 
During the experiment, the participants were seated in an acoustically and 
electrically shielded chamber and instructed to ignore the auditory stimuli while 
concentrating on a demanding continuous visuomotor tracking task on the 
computer screen. This task involved 5 small red circles moving on a yellow 
background at a random speed in random directions, with one of them being a 
slightly different target. Participants were instructed to follow the target with a 
cursor controlled by a computer trackball. The distance between the cursor and 
target was continuously measured with a sampling rate of 600 Hz. 
3.1.3 Recording of Event-Related Potentials and Data Analysis  
The EEG (DC-100 Hz) was continuously sampled at a rate of 500 Hz with 
SynAmps and Scan software (Neuroscan Ltd., Charlotte, North Carolina, USA) 
from 21 scalp sites with Ag/AgCl electrodes (electrode attached to the tip of the 
nose as a reference). Changes in electro-oculogram (EOG) due to blinks or eye 
movements were monitored with electrodes at the canthi of the right and left 
eye and at the forehead. EEG epochs of 900 ms starting 100 ms before stimulus 
onset were averaged in each condition separately for the standard and deviant 
tones, and for the novel sounds. Epochs contaminated by ocular or muscle 
activity (EOG or EEG variation during an epoch exceeding 100 µV) and the 
epochs for the first 5 sounds of each sequence were rejected from averaging. 
Frequencies higher than 30 Hz were filtered out digitally from the averaged 
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ERPs. The ERP amplitudes were measured in relation to the mean voltage 
during a 100 ms pre-stimulus baseline.  
The peak amplitudes and latencies of the centrally maximal N1 and P2 
deflections to standard tones were measured at the central midline electrode Cz. 
The frontally maximal MMN elicited by deviant tones was individually 
measured from the difference waves obtained from the frontal midline electrode 
Fz by subtracting the ERP to the standard tones from that of the deviant tones. 
The negativity to novel sounds, presumably consisting of both N1 and MMN, 
and the successive centro-frontally maximal P3a were measured for each 
participant at Cz. The amplitude of the later portion of P3a, after the P3a peak, 
was individually measured at Cz as a mean amplitude of the novel-sound ERP 
over a period of 350–450 ms from stimulus onset.  
3.1.4 Statistical Analysis 
The significance of the between-group differences in ERP amplitudes and 
latencies was studied using t-tests. 
3.1.5 Results and Discussion 
For the standard tone, no significant between-group differences in the N1 and 
P2 peak amplitudes or latencies were found (N1 mean peak latency and 
amplitude: patients, 102 ms and −1.9 µV; controls, 105 ms and −1.9 µV; P2 
mean peak latency and amplitude: patients, 169 ms and 0.9 µV, controls, 167 ms 
and 0.7 µV).  
Deviant tones elicited prominent MMNs in both groups, with no significant 
statistical group difference in the amplitudes or latencies (Fig. 1, MMN mean 
peak latency and amplitude in patients 126 ms and −4.0 µV and in controls 
124 ms and −3.3 µV).  
For the novel sounds, no between-group difference was found in the peak 
amplitudes or latencies of N1/MMN (the MMN mean peak latency and 
amplitude: patients, 101.5 ms and −1.9 µV; controls, 105 ms and −1.6 µV) or P3a 
(the P3a mean peak latency and amplitude: patients, 224 ms and 5.5 µV; 
controls, 226 ms and 5.4 µV). However, as shown in Figure 2, the amplitude of 
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the later portion of P3a for the novel sounds, measured at Cz as the mean 
amplitude over a 350–450 ms latency window, was significantly larger in the 
TBI patients than that in the controls (mean in patients 1.2 µV, and in controls 
−1.1 µV; t (19) = 2.64, p < 0.02). 
 
Figure 1. ERPs to the deviant (thick line) and standard (thin line) tones at Fz during a 
continuous visuomotor task in the controls (left) and in the TBI patients (right). 
 
Figure 2. Deviant-standard difference waveforms in the TBI patients (thick line) and the 
controls (thin line) for the novel sounds at Cz during a visuomotor task.  
The performance in the visual tracking task did not significantly differ 
between the TBI patients and the controls (the mean distance between the 
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target object and the cursor was 31.6 mm (SD 7.2) in the patients and 25.4 mm 
(SD 5.1) in the controls, t (19) = 1.96, p < 0.07). 
The results showed no group differences between the TBI patients and the 
healthy controls in N1, P2 or in the detection of acoustic change indicated by the 
MMN (Fig. 1). A significant enhancement of the later portion of the P3a 
amplitude (Fig. 2) indicated a stronger involuntary allocation of attention in the 
TBI patients than in the healthy controls caused by the ignored novel auditory 
stimuli. Enhanced processing of unexpected novel stimuli, that is, abnormal 
distractibility affecting the brain’s electrophysiological activity, did not become 
apparent in the behavioral task. 
3.2 Increased Distractibility in Closed Head Injury as 
Revealed by Event-Related Potentials (Study II) 
3.2.1 Participants  
The participants were 17 individuals with moderate-to-severe TBI (aged 19–
42 years, mean 33 years; 1.5–15 years post-injury, mean 5 years). Individuals 
with any history of psychiatric problems, alcohol/drug abuse or neurological 
diagnosis other than TBI were excluded. LOC had varied between 0 minutes and 
11 days, GCS between 9 and 15, and the length of PTA between 4 days and 
1 month. A total of 17 age-matched healthy participants with no history of CNS 
or psychiatric diagnosis, head traumas or alcohol/drug abuse served as controls 
(aged 19–44 years, mean 31 years, all men). All participants were right-handed 
with normal hearing and normal or corrected to normal vision. 
3.2.2 Stimuli and Experimental Conditions  
During the experiment, the participants watched a self-selected silent movie 
with subtitles in an electrically shielded and sound-dampened chamber and 
were instructed to ignore the auditory stimuli. The auditory stimuli consisted of 
variants of the natural sounding speech sound /ō/ (as the vowel in “word”), 
occasionally replaced by /ē/ (as the vowel in “bet”) (Fig. 3) binaurally presented 
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through 2 loudspeakers at a 65 dB SPL with 10 ms rise and fall times and a 
duration of 400 ms. The sounds were delivered via 2 loudspeakers located 
~90 cm from the participant’s head on his/her left and right sides. The speech 
sounds had been generated using a semisynthetic speech-generation method 
(SSG; Alku, Tiitinen, & Näätänen, 1999). Two conditions were applied. In the 
constant-standard condition, the sound /ō/ served as a standard (p = 0.9) and 
the sound /ē/ as a deviant (p = 0.1). In the roving-standard condition, 
4 different variants of the standard sound /ō/ were used (p = 0.225 for each), 
and the sound /ē/ served as a deviant (p = 0.1). The 4 roving standards differed 
from each other only in the second formant (F2) frequency (Fig. 3). Five blocks 
with a constant standard and 5 blocks with a roving standard were presented 
with 500 stimuli in each block (5000 stimuli altogether). None of the 
semisynthetic speech sounds were prototypes in the participants’ native 
language.  
 
 
 
Figure 3. Stimuli used in the experiment. The standard stimuli were variations of the sound 
/ō/ (roving-standard condition) or only one constant sound /ō/ (constant-standard condition). 
The deviant stimulus was the sound /ē/ (F2 frequency 1900 Hz). The F2 frequency for the 
constant-standard sound /ō/ was 915 Hz, and for the variant sounds, the F2 frequencies were 
985 Hz, 1095 Hz and 1230 Hz, respectively. The first (F1), the third (F3) and fourth (F4) 
formants for each semisynthetic speech sound were constant at 450, 2540 and 3500 Hz, 
respectively. The fundamental frequency was 110 Hz. The frequency scales are logarithmic. 
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3.2.3 Recording of Event-Related Potentials and Data Analysis  
The electroencephalogram (bandpass 0.1–50 Hz, sampling rate 250 Hz) was 
recorded (Neuroscan Ltd., Charlotte, North Carolina, USA) from scalp sites at 
F3, F4, C3, C4, T3, T4, P3 and P4 according to the International 10–20 System 
via Ag/AgCl electrodes. Eye movements were monitored with 2 electrodes, one 
attached below the right eye, the other to the outer canthus of the right eye. An 
electrode on the tip of the nose served as a reference. The EEG epochs used in 
ERP averaging were 800 ms in duration and began 50 ms before each stimulus 
onset. Epochs contaminated by extra cerebral artifacts caused by eye 
movements or muscle activity exceeding 150 µV in any channel as well as the 
epochs for the first 5 stimuli of each block were automatically omitted from 
averaging. The average number of artifact-free deviants was 150–230. The mean 
number of the accepted deviants (± SD) in the constant-standard condition was 
243 ± 10 and in the roving-standard condition 236 ± 26 for the patients, and for 
the controls 244 ± 7 and 242 ± 10, respectively. Frequencies >30 Hz or <0.5 Hz 
were digitally filtered out after averaging. All the participants’ ERPs to any 
deviant vowel met the criteria of a minimum number of 100 accepted epochs. 
The ERPs of the patients and the controls were separately averaged for 
standard and deviant stimuli across the stimulus blocks. MMN and P3a were 
measured from deviant-standard difference waves. MMN peak latencies and 
peak amplitudes were measured from the latency window of 100–250 ms from 
stimulus onset. The mean MMN amplitudes were calculated as the mean voltage 
over the 60 ms time window, centered on each individual’s MMN peak latency 
at F3 and F4 electrodes for the left and right hemispheres. The P3a peak 
latencies and peak amplitudes were measured from the latency window of 200–
350 ms, and the mean P3a amplitudes were calculated over the 80 ms time 
window, respectively. 
3.2.4 Statistical Analysis 
Two-tailed t-tests were used to determine whether the MMN/P3a amplitudes 
significantly differed from 0 µV. Analyses of variance (ANOVAs) were applied to 
determine statistical differences between the groups or the conditions in MMN 
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or P3a. In the t-tests and ANOVAs, the mean MMN and P3a amplitudes were 
used. The significance of each component was tested at the electrodes F3, F4, C3 
and C4 because the MMN amplitude was the most prominent fronto-centrally. 
3.2.5 Results and Discussion 
The deviant stimuli elicited a prominent MMN and P3a in both groups in both 
conditions. No statistically significant differences were found in MMN 
amplitudes or latencies between the groups (Figs. 4 and 5). Nevertheless, there 
was a tendency for larger MMN amplitudes in the TBI patients when compared 
with the controls in the constant-standard condition (F1,32 = 2.67, p < 0.1; Fig. 4, 
Table 2). The mean MMN peak amplitude at F4 in the constant-standard 
condition in the TBI group was −2.43 µV, and in the roving-standard condition 
−1.16 µV (Table 2). In the controls, these values were −1.69 µV and −1.32 µV, 
respectively (Table 2). The main effect of Condition was highly significant 
(F1,32 = 13.58, p < 0.0008) in a mixed 3-way ANOVA (with the factors Group, 
Condition and Electrode), due to larger MMN amplitudes in the constant-
standard condition than in the roving condition in both groups (in the controls 
F1,16 = 6.61, p < 0.02; in the patients F1,16 = 7.41, p < 0.02). ANOVA revealed no 
significant between-group MMN peak latency differences in either condition. 
The mean latency of the MMN peak at F4 in the controls was 159 ms in the 
constant-standard condition and 149 ms in the roving-standard condition. In 
the patients, these values were 155 and 143 ms, respectively. 
For the P3a amplitude, the main effect of Group in a 3-way ANOVA was 
significant (F1,32 = 5.95, p < 0.02), with the patients having larger P3a 
amplitudes than those of the controls. P3a was significantly larger in the 
patients than in the controls in both conditions (in the constant-standard 
condition F1,32 = 6.02, p < 0.02, in the roving-standard condition F1,32 = 4.98, 
p < 0.03; Figs. 4 and 5). The main effect of Condition was significant (F1,32 = 
11.02, p < 0.002), with the P3a being larger in the constant-standard than in the 
roving-standard condition in both groups (see Table 2). The main effect of 
Electrode was also significant (F3,96 = 24.11, p < 0.000001). A post-hoc test 
indicated that P3a was larger at the central (C3 and C4) than the frontal (F3 and 
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F4) electrodes. In the controls, P3a did not reach significance at F3 and F4 
electrodes in the roving-standard condition, whereas in the patients, P3a was 
highly significant at all electrodes (Table 2). The mean P3a peak amplitude at C4 
in the patients was 3.26 µV in the constant-standard condition, and 1.54 µV in 
the roving-standard condition, these values being in the controls 1.55 and 
0.89 µV, respectively (Table 2). No significant P3a peak latency differences 
between the groups were found. The mean peak latency of the P3a at C4 in the 
constant-standard condition in the controls was 250 ms and in the roving-
standard condition 254 ms. In the patients, these values were 269 and 278 ms, 
respectively. 
The P3a finding suggested enhanced processing of the to-be-ignored 
unexpected deviant stimuli in the patients and probably subsequent involuntary 
shifting of attention, that is, abnormal distractibility. Furthermore, a tendency 
for larger MMN amplitudes in the TBI patients was found in comparison to the 
amplitudes in the controls.  
 
Table 2. Peak amplitudes (± SD) of MMN and P3a in the TBI patients and the healthy controls. 
Participant 
group 
MMN  P3a 
Constant 
standard 
Roving 
standard 
Constant 
standard 
Roving 
standard 
Controls F3 
F4 
C3 
C4 
–1.61(±0.88)***** 
–1.69(±0.87)***** 
–1.11(±1.31)** 
–1.31(±1.22)*** 
–1.22(±0.69)***** 
–1.32(±0.72)***** 
–1.29(±0.99)**** 
–1.32(±0.94)**** 
0.79(±1.10)** 
0.83(±1.21)** 
1.34(±1.18)*** 
1.55(±1.42)*** 
0.28(±0.77)  
0.32(±0.70)  
0.86(±1.10)** 
0.89(±0.93)*** 
Patients F3 
F4 
C3 
C4 
–2.36(±1.13)***** 
–2.43(±1.22)***** 
–2.22(±1.33)***** 
–2.18(±0.88)*** 
–1.14(±0.82)**** 
–1.16(±0.86)**** 
–1.24(±1.27)*** 
–1.26(±1.15)*** 
1.94(±2.22)** 
1.89(±1.84)*** 
3.29(±2.70)**** 
3.26(±2.79)**** 
1.09(±1.67)** 
0.89(±1.31)** 
1.69(±1.94)** 
1.54(±1.87)** 
 
** p < 0.01, ***p < 0.001, **** p < 0.0001, ***** p < 0.00001; two-tailed t-test, difference from 0 µV 
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Figure 4. The constant-standard condition. The deviant-standard difference waveforms in the 
TBI patients (thick line) and the controls (thin line). BE, below the eye; MMN, mismatch 
negativity; REOG, right electro-oculogram. 
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Figure 5. The roving-standard condition. The deviant-standard difference waveforms in the 
TBI patients (thick line) and controls (thin line). BE, below the eye; MMN, mismatch negativity; 
REOG, right electro-oculogram. 
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3.3 Fast Vigilance Decrement in Closed Head Injury Patients 
as Reflected by the Mismatch Negativity (MMN) (Study III) 
3.3.1 Participants 
The participants included 24 individuals with moderate-to-severe TBI (3 
women, aged 21–43 years, mean 33 years; 1–15 years post-injury, mean 4 
years). Individuals were excluded with any history of psychiatric diseases, 
alcohol/drug abuse or neurological diagnosis other than TBI. LOC varied from 
momentary to 12 days, GCS on admission between 8 and 15, and the length of 
PTA between 1 day and 8 weeks. In 9 of the 24 TBI patients, no discernible 
abnormalities on routine conventional MRI had been found. High-field MRI 
(1.5 T, one 1.0 T) had been performed during clinical examinations using 
standard sequences for examining TBI including T2-weighted fast spin-echo, 
fluid-attenuated inversion recovery and gradient echo sequences. A total of 18 
age-matched healthy individuals (2 women, aged 20–43 years, mean 32 years) 
served as controls. All participants were right-handed, had normal hearing and 
had normal or corrected-to-normal vision. 
3.3.2 Stimuli and Experimental Conditions  
An auditory oddball paradigm was applied while the participants were watching, 
in an electrically shielded and sound-dampened chamber, two silent edited 
short movies (a comedy by Eldar Ryazanov and Aleksei Timm and a classic film 
based on a novel by Anton Tsehov) presented in a random order during each 
half of the experiment. The participants were instructed to ignore the auditory 
stimuli. The participants’ attention to the films was checked with a 
questionnaire consisting of 20 true/false statements. The participants were 
informed beforehand that questions about the movies would be asked after the 
hour-long session. 
The standard sound (p = 0.8) had a basic frequency of 500 Hz with 2 
harmonic partials of 1000 Hz and 1500 Hz (Tervaniemi, Schröger, & Näätänen, 
2000) and a duration of 75 ms. For the pitch deviant (p = 0.1), these frequencies 
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were 10% higher (basic frequency of 550 Hz with 2 harmonic partials of 1100 Hz 
and 1650 Hz). The duration deviant (p = 0.1) had a duration of 25 ms (duration 
deviance −66%) and the same spectral components as the standard stimulus. 
The rise and fall time of all sounds was 5 ms. Stimuli were binaurally presented 
via headphones (50 dB, HL) during 1 session in 2 parts of 3 stimuli blocks in 
each with a 5-minute pause between. The duration of each part was 
approximately 20 minutes. Each of the 6 blocks contained 900 stimuli (stimulus 
onset asynchrony, SOA = 400 ms). 
3.3.3 Recording of Event-Related Potentials and Data Analysis 
The electroencephalogram (EEG, sampling rate 500 Hz, electrode on the tip of 
the nose as reference) was recorded (Neuroscan Ltd., Charlotte, North Carolina, 
USA) with Ag/AgCl electrodes using the International 10–20 system at Fpz, F3, 
C3, P3, F4, C4, P4, and left and right mastoids. Horizontal eye movements were 
monitored with two electrodes attached near the outer edge of the right and left 
eye, and Fpz was used to monitor vertical eye movements. The baseline level for 
the waveforms was defined as the mean voltage of the 80 ms period preceding 
stimulus onset. The EEG epochs used in the ERP averaging started 80 ms before 
and ended 400 ms after each stimulus onset and were off-line averaged 
separately for the standard stimuli and each type of deviant stimuli. Epochs 
contaminated by extra cerebral artifacts caused by ocular or muscle activity 
(amplitude changes >100 µV) in any channel were rejected from averaging as 
well as the epochs for the first 10 sounds of each sequence. The standard stimuli 
immediately following the deviants were excluded from analysis. Three controls 
were excluded because of noisy data. All other participants met the criteria of 
the minimum number of 100 accepted epochs for each deviant.  
The MMN was defined as the maximal negative peak amplitude from the 
latency interval 100–250 ms of the difference waveforms obtained by 
subtracting the ERPs to the standard stimulus from the ERPs to the deviant 
stimuli. The difference waves obtained were filtered off-line (band-pass filter, 
0.5–12 Hz) and re-referenced to the average of the right and left mastoids. 
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3.3.4 Statistical Analysis 
ANOVAs were applied to determine any significant MMN peak amplitude or 
latency differences between the groups over the whole experiment and between 
the separate experimental blocks. 
3.3.5 Results and Discussion 
The pitch and duration deviants elicited prominent MMNs both in the TBI 
group and the controls (Fig. 6). When analyzed as separate groups, the TBI 
patients with normal MRI findings did not differ from those TBI patients who 
showed CT/MRI abnormalities (a mixed 3-way ANOVA with the factors Group, 
Frontality and Laterality revealed no effect of Group); thus for further analysis 
all TBI patients were pooled together as one group.  
For the duration deviant, the MMN peak amplitude was significantly larger 
(F1,40 = 27.27, p < 0.001) at the frontal electrodes F3 and F4 than at the central 
electrodes C3 and C4, and significantly larger at the right hemisphere at F4 and 
C4 than at the left hemisphere at F3 and C3 (F1,40 = 5.95, p < 0.02), in both the 
controls and the patients. The MMN peak amplitude for the pitch deviant was 
significantly larger at the frontal than the central electrodes (F1,40 = 39.69, 
p < 0.001), but no laterality effect was found. 
When derived across the experimental session, no statistically significant 
differences were found in the MMN peak amplitude or latency between the TBI 
patients and the controls for either pitch or duration deviant, except for a 
tendency for larger MMN peak amplitudes in patients for the duration deviant 
(Fig. 6). The mean MMN peak amplitude and latency at F4 across the whole 
experiment for the duration deviant was −3.4 µV and 154 ms in the controls, 
and −4.3 µV and 160 ms in the TBI patients, with the values for the pitch 
deviant being −2.9 µV and 155 ms in the controls, and −3.0 µV and 173 ms in 
the TBI patients, respectively. 
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Figure 6. MMN for the duration (on the left) and the pitch (on the right) deviant across the 
experiment. The deviant-standard difference waveforms (averaged across the whole 
experiment) in the TBI patients (thin line) and the controls (thick line).  
Subsequently, instead of using the whole experiment for the analysis, each 
half of the experiment was divided into 3 blocks with a break between. A 5-way 
ANOVA with the factors Subject group (control, patient), Deviant type (pitch, 
duration), Half of the experiment (the first half, the second half, with a break 
between), Block number (1–6) and Electrode (F3, C3, F4, C4) showed a 
significant interaction between the subject group and the experimental block 
(F2,80 = 4.37, p < 0.02). The effect was stronger for the pitch deviant (4-way 
ANOVA, F2,80 = 4.67, p < 0.01) than for the duration deviant. A 3-way ANOVA of 
the MMN amplitude for the pitch deviant revealed a block effect in the TBI 
group (F2,46 = 8.59, p < 0.0007), but not in the control group. In the patients, 
the MMN amplitude for the pitch deviant significantly decreased during the first 
3 blocks of the experiment before the short break in the middle. A slight but not 
significant recovery in the amplitude was seen after the break. During the 
second half of the experiment, a significant further decrease of the MMN 
amplitude was again found (Fig. 7) in the patients, whereas the amplitude 
remained stable across the experimental blocks in the control group. The 
interaction between the group and the block for the duration deviant was not 
statistically significant, but the amplitude tended to decline during the session 
in the TBI patients, which was not seen in the controls. The mean MMN peak 
amplitudes for the pitch and duration deviant at F4 in blocks 1–6 are presented 
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in Table 3. For the MMN peak latencies, no group effect or interaction between 
the group and block were found. 
Table 3. MMN peak amplitudes for the pitch and duration deviant at F4 in blocks 1–6. 
Block number 1 2 3 4 5 6 
Pitch Patients –3.8 –3.5 –2.8 –3.5 –3.2 –2.9 
Controls –3.2 –3.4 –3.3 –2.9 –3.2 –3.2 
Duration Patients –5.0 –4.8 –4.3 –4.2 –4.2 –4.4 
Controls –3.1 –3.8 –4.4 –3.9 –3.5 –3.5 
 
Figure 7. MMN for the pitch deviant during the 2 halves of the experiment. Four experimental 
blocks 1, 3, 4 and 6 at the F4 electrode in the TBI patient (right) and the controls (left). 
The patients managed to answer the questions concerning the two films as 
correctly as the controls, indicating their ability to attend to the task. The MMN 
amplitude decline for the pitch deviant during the experiment, however, 
suggested a fast vigilance decrement in the TBI patients not observed in the 
controls.  
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3.4 Mismatch Negativity Abnormality in Traumatic Brain 
Injury without Macroscopic Lesions on Conventional MRI 
(Study IV) 
3.4.1 Participants  
The patient groups included 10 TBI patients with normal findings on routine 
conventional MRI (aged 22–40, mean 30 years; 8 men; GCS on admission to 
the emergency 15 in all patients; LOC varied from momentary and no LOC; PTA 
varied between 1.5–14 days) and 10 TBI patients with abnormalities on CT/MRI 
(aged 20–42, mean 32 years; all men; GCS varied between 9 and 15; LOC varied 
between momentary and 11 days; PTA varied between 4 days and 1 month). Six 
patients with normal MRI and 9 patients with CT/MRI abnormalities were 
included from Study II. Individuals with any history of psychiatric diagnosis, 
alcohol/drug abuse or neurological diagnosis other than TBI were excluded. 
None of the patients were able to work at the pre-injury level, but all were 
independent in their daily living. A total of 10 healthy age-matched individuals 
served as controls (aged 20–44, mean 31 years; all men). All participants were 
right-handed and had normal or corrected-to-normal vision and normal 
hearing. 
In the patients with normal MRI findings, high-field MRI (1.5 T, one 1.0 T) 
had been performed during routine clinical examinations using standard 
sequences for examining TBI patients, including T2-weighted fast spin-echo, 
fluid-attenuated inversion recovery and gradient echo sequences. No MRI 
abnormalities had been detected. MRIs had not been performed until after the 
post-acute phase and without susceptibility weighted imaging, and therefore 
abnormalities may have been missed. MRI with a higher field strength might 
have detected some abnormalities. Each clinically normal MRI was re-read for 
the purposes of the present study by an experienced neuroradiologist. In one 
patient, a minimal lesion in the corpus callosum and another in the thalamus 
were found. Since these findings were unremarkable, the patient was not 
excluded. Each patient had been examined in clinical settings by an experienced 
neurosurgeon/neurologist and diagnosed as having moderate-to-severe TBI. 
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3.4.2 Stimuli and Experimental Conditions 
The experimental condition used was the constant-standard paradigm in Study 
II. The participants watched a self-selected silent movie in an electrically 
shielded and sound-dampened chamber and were instructed to ignore all 
auditory stimuli. The auditory stimuli were the natural sounding semi-synthetic 
speech sounds /ō/ (p = 0.9) replaced at times (p = 0.1) by /ē/. These sounds had 
been generated using SSG (Fig. 3) (Alku et al. 1999). The sounds were 400 ms in 
duration with a SOA of 750 ms, binaurally delivered at a 65 dB SPL with 10 ms 
rise and fall times via two loudspeakers located ~90 cm from the participant’s 
head on his/her left and right sides. The stimuli were delivered in 5 blocks, with 
each block consisting of 500 sounds. None of the semisynthetic speech sounds 
were prototypes in the participants’ native language.  
3.4.3 Recording of Event-Related Potentials and Data Analysis  
The electroencephalogram (EEG, bandpass 0.1–50 Hz, sampling rate 250 Hz, 
electrode on the tip of the nose as a reference) was recorded (Neuroscan Ltd., 
Charlotte, North Carolina, USA) at scalp sites F3, F4, C3, C4, T3, T4, P3 and P4 
according to the International 10–20 system using Ag/AgCl electrodes. Eye 
movements were monitored with electrodes attached below the right eye and 
the outer canthus of the right eye. The EEG epochs used in ERP averaging were 
800 ms in duration. The pre-stimulus baseline interval was 50 ms. Epochs 
contaminated by extra-cerebral artifacts caused by eye movements or muscle 
activity exceeding 150 µV in any channel and the epochs for the first 5 stimuli of 
each block were automatically omitted from averaging. ERPs were averaged 
separately for the standard and deviant stimuli across the stimulus blocks. 
Frequencies above 15 Hz and below 0.1 Hz were digitally filtered out after 
averaging. All participants met the criterion of a minimum number of 100 
accepted epochs for the deviant sounds.  
The MMN peak latencies were measured at a latency interval of 100–250 ms 
following stimulus onset from the deviant-standard difference waves. The mean 
MMN amplitudes were calculated as the mean voltage over a 60 ms time 
window centered at each individual’s MMN peak latency at F3, F4, C3 and C4 
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electrodes. The P3a peak latencies were measured from the latency interval of 
200–350 ms from the deviant-standard difference waves, and the mean P3a 
amplitudes were calculated over an 80 ms time window centered at P3a peak 
latencies. 
3.4.4 Statistical Analysis 
ANOVAs were applied to determine any statistical differences between the three 
groups in the MMN or P3a amplitudes or latencies. In analysis of variance, the 
mean MMN and P3a amplitudes were used. 
3.4.5 Results and Discussion 
The main group effect for the MMN mean amplitude in a 3-way mixed ANOVA 
(with the factors Group, Frontality and Laterality) was significant (F2,27 = 6.28, 
p < 0.006). A Tukey HSD post hoc test indicated that the patients with negative 
MRI findings had significantly larger MMN amplitudes than those of the 
controls (p < 0.006) and the patients with neuroradiological abnormalities 
(p < 0.04) (Fig. 8). A significant Group×Frontality interaction (F2,27 = 3.71, 
p < 0.04) showed that the MMN amplitude of the negative MRI group differed 
more prominently at the frontal electrodes from the controls (LSD post hoc test; 
p < 0.001) and from the patients with neuroradiological abnormalities 
(p < 0.006) than at the central electrodes (p < 0.005, p < 0.05). The MMN 
amplitudes were larger at the frontal electrodes F3 and F4 than at the central 
electrodes C3 and C4 in the patients with negative MRI and in the controls (the 
main effect of Frontality, F1,27 = 6.34, p < 0.02; Table 4). The mean MMN peak 
amplitude at F4 was −1.63 µV (SD 0.55) in the controls, in the patients with 
negative MRI −4.46 µV (SD 2.46) and in the patients with neuroradiological 
abnormalities −2.06 µV (SD 1.24) (Table 4). The 3 patients with skull fracture 
did not show larger MMN amplitudes than their subgroups’ average (in the 
patients with CT/MRI abnormalities: 2 patients, one left mastoid fracture and 
one left pyramidal fracture; in the patients with normal MRI findings: 1 patient, 
left occipital fracture).  
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For the P3a mean amplitude, no significant main group effect was found in a 
3-way mixed ANOVA. The main effect of Frontality was significant (F1,27 = 25.13, 
p < 0.00003) because of larger P3a amplitudes at the central than the frontal 
electrodes in all 3 groups. When the patient groups were separately analyzed, 
ANOVA showed significantly larger P3a amplitudes in the patients with 
neuroradiological abnormalities when compared with the controls (F1,18 = 7.78, 
p < 0.01; Fig. 8 and Table 4). The mean P3a peak amplitude at C4 was 1.62 µV 
(SD 1.41) in the controls, whereas in the patients with negative MRI it was 
3.13 µV (SD 3.67) and in the patients with neuroradiological abnormalities 
2.69 µV (SD 1.12) (Table 4).  
Table 4. Peak amplitudes (± SD) of the MMN and P3a in the TBI patients and the healthy 
controls. 
ERP Electrode Controls Patients 
with CT/MRI 
abnormalities 
Patients 
without MRI 
abnormalities 
MMN F3 
F4 
C3 
C4 
–1.59(±0.55) 
–1.63(±0.55) 
–1.08(±1.14) 
–1.23(±1.12) 
–2.04(±1.32) 
–2.06(±1.24) 
–1.80(±1.42) 
–2.15(±1.13) 
–4.07(±2.08) 
–4.46(±2.46) 
–3.48(±1.71) 
–3.55(±2.25) 
P3a F3 
F4 
C3 
C4 
0.49(±0.59) 
0.60(±0.57) 
1.46(±0.94) 
1.62(±1.41) 
1.73(±1.33) 
1.86(±1.37) 
2.67(±1.11) 
2.69(±1.12) 
1.69(±2.82) 
1.49(±2.32) 
2.68(±3.62) 
3.13(±3.67) 
No significant MMN or P3a peak latency differences between the groups were 
detected. In the controls, in the patients with negative MRI findings and in the 
patients with neuroradiological abnormalities, the mean MMN peak latencies at 
F4 were 158, 165 and 158 ms. For the P3a, the values were at C4 251, 263 and 
264 ms, respectively.  
Exceptionally large MMN amplitudes were found in TBI patients without 
abnormalities on routine conventional MRI. The finding suggested 
hyperexcitability of the involuntary auditory change-detection mechanism in 
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these patients, indicating increased distractibility. The patients with 
neuroradiological CT/MRI abnormalities had significantly larger P3a 
amplitudes than those in the healthy controls, indicating enhanced 
distractibility for the unexpected deviating acoustic stimuli. The patients with 
normal MRI also had a tendency for increased P3a amplitudes, as can be seen in 
Figure 8 (Table 4). 
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Figure 8. MMN and P3a in the traumatic brain injury patients without MRI abnormalities 
(dashed line) and with MRI/CT abnormalities (thin line) and in the controls (thick line). 
Deviant minus standard difference waves. BE, below the eye; CT, computed tomography; MMN, 
mismatch negativity; REOG, right electro-oculogram. 
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4 Discussion 
4.1 General Discussion 
In clinical practice, patients’ overt behavioral responses are commonly 
measured when examining the cognitive consequences of TBI. However, 
behaviorally measurable responses can take time to emerge. The neural 
processing occurring during the first hundreds of milliseconds following a 
stimulus onset can only be studied with more precise technologies. ERP 
techniques offer a way to study the brain’s electrophysiological responses in real 
time with millisecond precision from stimulus onset, before voluntary or overt 
behavioral responses. The aim of the present ERP studies was neither to search 
for correlations between ERPs and behavioral responses (Parmentier, 2014) nor 
to explore behavioral distraction or ERPs related to volitional attention. Instead, 
we aimed at studying involuntary attention shifting, that is, distractibility. In 
Studies I to IV, MMN and P3a were studied in TBI patients with and without 
detected neuroradiological abnormalities and compared with those in healthy 
controls.  
The properties of the auditory stimuli are a central factor when studying 
brain-injured individuals using ERPs (for a review, see Duncan et al., 2011). For 
example, Kotchoubey et al. (2003) demonstrated that too simple stimuli may 
lead to severe underestimation of the individual’s ability to discriminate 
auditory stimuli when studying clinical groups. The authors studied patients in 
a persistent vegetative or minimally conscious state as a result of TBI, anoxia or 
stroke, and found that complex musical tones were significantly more effective 
than sinusoidal tones (see also Kotchoubey et al., 2005). Based on the findings 
of Studies I to IV, the semi-synthetic speech sounds in Studies II and IV were 
able to differentiate the patients from the healthy controls the most effectively 
for both MMN and P3a.  
Task instructions are also important in ERP studies. For example, Erlbeck et 
al. (2014) showed that the given task instructions modulated the attentional 
mode and affected the auditory MMN in healthy individuals in an oddball 
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paradigm. They found that MMN exhibited lower amplitudes when the 
instruction was to ignore the auditory stimuli and higher in the passive listening 
and focused-attention conditions. In Studies I to IV passive oddball paradigms 
were preferred. The participants were instructed to ignore auditory stimuli, and 
silent movies with subtitles or, in Study I, a continuous visuomotor tracking task 
were used to ensure that the participants’ attention would be directed away 
from the auditory stimuli. 
Task conditions with a presumably low task load (attention, memory and/or 
vigilance load) for healthy people can produce a relatively higher task load for 
brain-injured patients (e.g., Beharelle et al., 2011), affecting their ERPs 
differently than those of healthy participants and contaminating the ERP 
findings between the groups. Haroush et al. (2010) found in healthy individuals 
that the MMN amplitude for the ignored auditory stimuli was smaller during 
the high than the low visual task load. Restuccia et al. (2005), in turn, 
demonstrated in healthy individuals that the auditory P3a elicited during a low 
task load, such as when reading, was not elicited at all during a high task load, 
such as during a demanding visual task. Therefore, in Study I, despite the 
significantly enhanced late part of the P3a amplitude in the patients and a 
behavioral result that did not significantly differ from those of the controls, one 
cannot rule out the possibility that the continuous visual tracking task was more 
loading for the patients and thus possibly attenuated their MMN and P3a.  
Experimental ERP paradigms that work when studying healthy individuals 
(or are validated for studying healthy individuals) are not automatically suitable 
for studying brain-injured persons. As for the behavioral result in Study I, 
although the patients’ accuracy in the task did not significantly differ from that 
of the controls, it is impossible to judge whether the patients’ somewhat weaker 
result could be attributed to the slightly impaired processing of information or 
impaired execution of motoric responses affecting the use of the trackball, or 
both, in [some of] the patients. The finding of Study III, in turn, of the 
progressively waning MMN amplitude in patients during the experiment raises 
the question of how to examine wakeful TBI patients when their arousal level is 
optimal (except when studying the arousal problem per se). It is probably 
difficult to determine an individually optimal arousal period for these patients. 
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In wakeful brain-injured patients who have an impaired physiological arousal 
mechanism (e.g., Duclos et al., 2014), the vigilance level may fluctuate during 
the day in an unpredictable way and differently than in the healthy population. 
TBI patients describe in clinical settings that it is difficult or impossible for them 
to predict beforehand their vigilance level, even for specific time points during a 
single nychthemeron.  
Because MMN and P3a can appear independently (e.g., Horváth et al., 
2008a), the MMN and P3a findings are discussed separately. Findings from 
studies concerning TBIs classified as mild are not considered here.  
4.2 MMN Findings in Studies I to IV 
The MMN amplitude findings in TBI patients were in line across Studies I to IV. 
Attenuated MMN amplitudes might have been expected, based on studies 
concerning dorsolateral prefrontal lesions (Alain et al., 1998; Alho et al., 1994), 
and because attenuated ERPs have been frequently reported in TBI (e.g., 
Duncan et al., 2011; Polo et al., 2002). However, in addition to the 
hyperexcitability of the MMN found in the normal MRI group in Study IV, the 
patients’ MMN amplitudes were prominent in all of the present studies in 
comparison to those in the healthy controls. No significant MMN peak latency 
differences were found between the patients and the healthy controls. 
In Study I, no significant MMN amplitude difference was found between the 
patients and controls. However, the MMN amplitudes elicited for both the 
sinusoidal deviant tones and the novel environmental sounds were prominent in 
the patients in comparison to those in the controls. In Study II, where the 
patients with and without neuroradiological findings were analyzed as one 
group, the MMN amplitude tended to be larger in the patients than the controls 
in the constant-standard condition. No statistically significant MMN amplitude 
difference was found between the groups in the roving standard condition. Both 
the patients and the controls exhibited significantly smaller MMN amplitudes in 
the roving than the constant-standard condition. Moreover, in Study III, the 
patients’ mean MMN peak amplitudes for both deviant types were prominent in 
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comparison to those in the controls before their gradual decrease and remained 
at the level of the controls across the experiment despite the decrease. In Study 
IV, hyperexcitability of the MMN amplitude was found in patients with no 
abnormalities detected by conventional MRI of the brain; the other TBI group 
with abnormal CT/MRI findings also showed prominent MMN amplitudes in 
comparison to the controls.  
In Study III, a statistically significant gradual MMN amplitude decline 
during the experiment was found for the pitch deviant in patients, and the 
MMN for the duration deviant also tended to decline. Both patients with and 
without neuroradiological abnormalities exhibited this decline, whereas the 
controls’ MMN remained stable. The decline was found by dividing the data 
across the 1-hour experiment into 6 consecutive time sequences for comparison. 
ERPs averaged across the experiment completely hid the MMN decrement in 
the patients, as can be seen just by visually inspecting Figure 6. Notably, the 
patients’ mean MMN peak amplitude for the pitch deviant across the whole 
experiment stayed at the level of the controls despite the significant decline 
(Fig. 6). The patients’ mean MMN peak amplitude for the other deviant, the 
duration deviant, across the whole experiment also stayed clearly prominent in 
comparison to that of the controls (Fig. 6) despite the tendency to decline. The 
patients did not have constantly attenuated MMN amplitudes [as found, for 
example, by Gumenyuk et al. (2010) in individuals suffering from shift work 
sleep disorder]. Instead, the patients’ mean MMN amplitudes were somewhat 
larger in amplitude than those of the controls at the beginning of the experiment 
before the decline and remained at the level of the controls even despite the 
decline.  
The finding of Study III is in line with that of Yang et al. (2013) of a 
significant MMN amplitude decrement at the fronto-central scalp loci when 
mental fatigue was induced in healthy individuals during a continuous 2-hour 
arithmetic task, whereas the temporal MMN remained unaffected. The 
participants under the control conditions showed stable MMN amplitudes – as 
did the healthy controls in Study III. Consistent with this, Sallinen and Lyytinen 
(1997) reported a significant progressive MMN amplitude decline in healthy 
participants when either subjective or objective alertness declined before the 
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actual sleep stage. Moreover, Raz et al. (2001) found a gradual reduction of the 
MMN amplitude in young healthy people exposed to total sleep deprivation for 
36 hours. In Kotchoubey et al.’s (2003) study, the brain-injured patients did not 
exhibit a vigilance decrement reflected in the MMN amplitude. The authors 
proposed that their patients’ arousal level was probably constantly low because 
their extremely severe brain injuries meant that most of them were in a 
persistent vegetative or minimally conscious state. May et al. (1994) did not find 
in healthy individuals a MMN amplitude decrement during a 5-hour auditory 
oddball experiment but found gradually attenuated N1 and 40-Hz responses. 
Presumably, it is relatively easy to produce, accidentally or purposefully, an 
experimental EEG/ERP paradigm showing a possible decline of arousal in 
wakeful brain-injured individuals, whereas in studying healthy people, more 
loading experimental conditions are required.  
Because the controls’ MMN amplitudes remained stable during the 
experiment in Study III, the most likely explanation for the MMN decline in the 
patients is vigilance decrement, especially since the patients’ amplitudes were 
prominent at the beginning of the experiment in comparison to those of the 
controls and, further, remained at the level of the controls across the whole 
experiment despite the decline. The patients answered the questions concerning 
the movies as accurately as the controls, demonstrating their motivation and 
persistence during the experiment. Hence, their performance gave no hint of the 
vigilance decrement. The decline of vigilance level reflected by the MMN 
amplitude, during the 1-hour experiment when the participants were just 
concentrating on watching movies, revealed however that the patients suffered 
from a considerable vigilance problem. The MMN amplitude decline might be 
interpreted as a consequence of the task (attention/memory) load (Haroush et 
al., 2010), attenuating the ERP amplitudes in the patients because of their keen 
concentration on watching the movies in order to be able to answer the 
questions. However, the fact that the patients’ MMN amplitudes remained at 
the level of the controls across the whole experiment despite the decline 
excludes this interpretation. Habituation (McGee et al., 2001; Muessinger et al., 
2013), in turn, is not a plausible explanation for the MMN amplitude decline in 
the patients because the controls showed no MMN amplitude decline and the 
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lack of habituation would be more expected in the brain-injured persons (Rule 
et al., 2002).  
The hyperexcitability of the MMN amplitude in Study IV in the TBI patients 
with normal MRI findings was intriguing. Presumably, the unexpected deviant 
speech sounds among the recurrent speech sounds were so intrusive 
(distractive) for these patients that they launched a pathologically strong MMN 
generator process strongly activating the involuntary frontal attention-call 
signal to stimulus change (for reviews, see Näätänen et al., 2011b, and 2014; 
Chen & Sussman, 2013). As shown by Study IV, the patients with CT/MRI 
abnormalities also had a prominent MMN in comparison with that of the 
controls (Fig. 8, Table 4). This suggests that presumably the TBI-induced TAI-
related factor or factors resulting in hyperexcitability in the normal MRI group 
were present in the patients with CT/MRI abnormalities as well – either to a 
lesser degree or in addition to the TBI-induced factor(s) that obtunded their 
MMN to a certain degree in relation to the normal MRI group. Broadly 
corroborating the MMN excitability finding in the normal MRI group, Turner 
and Levine (2008) found in their fMRI study augmented recruitment of the 
interhemispheric and intrahemispheric regions of the prefrontal (middle and 
inferior frontal gyri) and posterior cortices (bilateral posterior parietal cortices, 
left temporo-occipital junction) during executive control processing (patients’ 
task performance being at the level of healthy controls) in patients with 
moderate-to-severe TBI exhibiting TAI neuroradiologically with no focal brain 
lesions. 
In Study IV, the MMN amplitude in patients with normal MRI findings 
differed significantly not only from that of the controls but also from the 
patients with CT/MRI abnormalities. The reason for the significant MMN 
difference between the patient groups logically lies in individual differences in 
the TBI-induced brain damage. If in the patients with CT/MRI abnormalities 
(7/10 of the patients had frontal lesions; 3 of whom also had temporal lesions), 
the visible frontotemporal injuries at the MMN generator loci had attenuated 
the MMN amplitudes to a certain degree, then the excitation should have been 
significant in this group, too, because their MMN was somewhat larger than that 
of the controls. If the MMN in the patients with CT/MRI abnormalities had 
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been smaller than that in the controls, then the MMN difference between 
patient groups could be interpreted as being related to the visible fronto-
temporal lesions, but this was not the case. Moreover, it is probable that the 
normal-MRI group had brain injury at the same loci (e.g., Brandstack et al., 
2013) at which the other group had [visible] focal brain injuries. Thus, the mere 
existence of visible focal neuroradiological abnormalities is not the explanation 
for the MMN difference between the patient groups in Study IV. Critical 
areas/networks/neurotransmission mechanisms generating MMN can be 
injured in TBI through complex neuropathological mechanisms, with the visible 
brain injuries constituting part of the damage only (e.g., Büki & Povlishock, 
2006; Johnson et al., 2013b; Lin & Wen, 2013; Patterson & Holahan, 2012). 
Whatever the explanation for the MMN difference between the patient groups, 
in Study III no MMN group difference was seen between the patients with and 
without neuroradiological abnormalities, with 13 out of 24 patients having focal 
frontal brain damage. The number of bifrontal contusions and normal MRIs was 
comparable, 9 out of 24 and 9 out of 24, in Study III (4 of the patients with 
bifrontal contusions also had temporal contusions). 
As reviewed earlier, enhanced MMN amplitudes have been reported in 
Huntington’s disease (Beste et al., 2008; 2014) and in some studies concerning 
autism (for a review, see Orekhova & Stroganova, 2014). Ahveninen et al. 
(2000) reported an enhanced late phase of the MMN amplitude together with 
increased behavioral distractibility in abstinent alcoholics, whereas Fein et al. 
(2004) found no MMN abnormalities in chronic alcoholics. Restuccia et al. 
(2005) found that a high task load led to high activation of the late part of MMN 
(140–200 ms) at the right frontal scalp loci in comparison to a low task-load 
condition in healthy participants. In neurochemical MMN studies, Kähkönen et 
al. (2005) observed that tryptophan depletion increased the MMN amplitude in 
healthy individuals (see also Ahveninen et al., 2002). Korostenskaja et al. 
(2007), in turn, found that the NMDA receptor antagonist memantine leads to a 
lower arousal level (measured with visual analog scales) and to enhanced MMN 
amplitudes in healthy individuals.  
The finding in healthy individuals by Korostenskaja et al. (2007) of a lowered 
arousal level together with an enhanced MMN and the result by Yang et al. 
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(2013) of a significant decrement of the MMN amplitude together with “mental 
fatigue” in healthy individuals might seem contradictory. However, these 
findings suggest a clinical viewpoint to the present MMN findings of Studies III 
and IV. Namely, decreased physiological arousal level (either because of a brain 
injury or as induced by neurochemical/cognitive experimentation) probably 
accentuates (from the symptom-based viewpoint) distractibility. Distractibility 
may then be reflected as an enhancement/excitability of MMN if the ERP 
paradigm and stimuli are sensitive enough, whereas in an ERP paradigm where 
the distraction element of the stimuli and paradigm used is modest, as in Study 
III (no P3a was elicited in either group), the decline of the arousal level may 
become visible as a gradual MMN amplitude decline. In clinical practice, TBI 
patients with impaired arousal regulation frequently report that they are even 
more susceptible to distraction when their arousal level goes down. Individuals 
with no brain injury also experience that they are more distractible when 
suffering from “mental fatigue” (a state, however, not comparable as such to the 
impaired physiological vigilance/arousal regulation as an aftermath of brain 
damage). The aforementioned clinical viewpoint is supported by the fact that 8 
of the 10 patients with normal conventional MRI findings in Study IV also 
belonged to Study III; in other words, the same 8 patients participated in two 
different kinds of ERP experiments that showed the hyperexcitability of MMN 
(i.e., distractibility) in one study and a significant MMN amplitude decline 
during the experiment (i.e., vigilance decrement) in the other. The two different 
paradigms probably succeeded in capturing these two cognitive deficits, which 
are both challenging to measure using behavioral measurements. As discussed 
earlier, the MMN amplitudes in Study III were prominent in the patients before 
and despite the MMN decline in comparison to the controls, indicating that 
both the MMN excitability phenomena as well as the MMN decline phenomena 
were present in the patients in Study III, regardless of their neuroradiological 
status. However, it is as likely that the two separate frequent deficits in TBI, 
abnormal distractibility and impaired physiological vigilance regulation (given 
that the symptom-based interpretation of the MMN findings of Studies III and 
IV would be true), were independent results in these two different kinds of ERP 
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paradigms, having no more in common except for the complex TBI-induced 
neuropathology reflected by the MMN amplitudes.  
Psychiatric abnormalities/problems, alcohol/drug abuse, or medications are 
not probable explanations concerning the present MMN amplitude findings 
because of the exclusion of patients with PTSD, depression or other 
psychiatric/neuropsychiatric problems, and individuals who had or still used or 
abused alcohol/drugs and patients taking medications affecting the CNS. 
Further, the MMN amplitude is attenuated in patients with PTSD (Menning et 
al., 2008) or depression and in several (neuro)psychiatric clinical groups (for a 
recent review, see Näätänen et al., 2011a).  
The hyperexcitability of the MMN found in Study IV together with the 
prominent MMN amplitudes across the present studies in the patients in 
comparison to those in the controls suggest the presence of a general tendency 
to excitability (distractibility) or a lack of inhibition of excitability in (some of 
the) patients related to the TBI-induced pathophysiology. Neither the significant 
MMN amplitude decline phenomenon in Study III nor the significant roving-
standard effect in Study II resulted in smaller MMN amplitudes in the TBI 
patients than in the controls. Theoretically, the TBI patients’ slightly prominent 
MMN amplitudes (except for the hyperexcitability in Study IV) could have 
resulted from a lack of MMN habituation (e.g., Muessinger et al., 2013). 
However, this interpretation would be in contradiction with the MMN 
amplitude decline in Study III and with the hyperexcitability of the MMN 
amplitude in Study IV. 
4.3 P3a Findings in Studies I to IV 
In Studies I, II and IV, the P3a amplitudes were augmented in the TBI patients. 
No statistically significant P3a peak latency differences between the patients 
and healthy controls were found in Studies I, II and IV. In Study III, no P3a was 
elicited in either the patients or the controls, presumably indicating that the 
pitch and duration deviants were not distinguishable/salient enough (Escera et 
al., 2000; Escera & Corral, 2007; Friedman et al., 2001; Polich, 2007). 
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Watching movies was unlikely to have been so attention loading (Restuccia et 
al., 2005; SanMiguel et al., 2008) that it would have fully eliminated P3a, which 
would be even more unlikely in the healthy controls.  
In Study I, the late part of the mean P3a amplitude over the 350–450 ms 
latency window elicited by the environmental novel sounds was significantly 
enhanced at Cz in the patients in comparison to the healthy controls (Fig. 2). 
The late part of the P3a has been supposed to be mainly generated by the frontal 
attention mechanisms (for a review, see Polich, 2007). The finding can be 
interpreted as indexing the enhanced involuntary allocation of attention 
towards the unexpected environmental sounds in the patients (for reviews, see 
Escera et al., 2000, Escera & Corral, 2007, Parmentier, 2014, and Polich, 2007). 
In Study II, where the TBI patients with and without neuroradiological 
abnormalities were analyzed together, a statistically significant enhancement of 
the P3a amplitude was found in the patients, in both the constant-standard 
(Fig. 4, Table 2) and roving-standard (Fig. 5, Table 2) conditions. P3a was larger 
in amplitude at the central (C3 and C4) than the frontal (F3 and F4) electrodes 
in both the patients and the controls. Based on the P3a findings, the patients 
could not suppress the distracting deviant speech sounds in the same way as the 
healthy controls. The roving-standard effect significantly decreased the P3a 
amplitudes in comparison to the constant condition in both groups. However, 
whereas the patients’ P3a amplitudes remained statistically significant in both 
conditions at the frontal and central electrode loci, in the controls they were no 
longer significant at the frontal electrode loci in the roving-standard condition 
(Table 2). This also supports the interpretation that the patients were more 
distracted because of the deviant speech sounds.  
In Study IV, the patients with CT/MRI abnormalities had significantly larger 
P3a amplitudes in comparison to those of the controls (Fig. 8, Table 4). This 
suggests that the deviant speech sounds involuntarily captured their attention. 
As can be seen when visually inspecting Figure 8, the patients with normal MRI 
also showed a tendency for larger P3a amplitudes in comparison to those of the 
controls. The difference between the normal MRI and the control group was not 
statistically significant, however, probably because of the large standard 
deviation of the P3a amplitude in the normal MRI patients.  
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In TBI, P3 amplitude abnormalities, commonly amplitude decrements, have 
been reported in moderate-to-severe TBI (for reviews, see Duncan et al., 2011, 
and Dockree & Robertson, 2011). As reviewed earlier, Solbakk et al. (2002) 
found attenuated P3a amplitudes in moderate-to-severe TBI, whereas Rugg et 
al. (1993) did not. Attenuated P3a amplitudes have also been reported in 
asymptomatic multiple concussed athletes within a year since the last 
concussion (Thériault et al., 2009), in mild TBI 6.4 years post-injury 
(Segalowitz et al., 2001) and in healthy asymptomatic concussed former athletes 
more than 3 decades post-concussion (De Beaumont et al., 2009). In a study by 
Elting et al. (2008b), TBI patients both with and without MRI abnormalities 
exhibited significantly reduced P3a amplitudes; however, the orbito-frontal 
lesions tended to increase the amplitude. Rule et al. (2002) found that patients 
with extensive orbito-frontal lesions showed enhanced P3 responses, whereas 
patients with unilateral dorsolateral prefrontal lesions did not (see also 
Hartikainen, Ogawa, & Knight, 2012). In contrast, Løvstad et al. (2011) reported 
significantly attenuated Novelty-P3 amplitudes in both the orbito-frontal and 
prefrontal lesion groups.  
The P3a findings in the present studies broadly corroborate findings 
involving the somewhat enhanced P3a in the orbito-frontal lesions observed by 
Elting et al. (2008b) and the findings by Rule et al. (2002), and superficially 
contradict the aforementioned findings of reduced P3a amplitude observed in 
TBI patients. The quality of the stimuli and the paradigms used in the ERP 
studies as well as the highly complex pathophysiology of TBI need to be taken 
into account when comparing the findings of separate studies with one another, 
however. For example, the stimuli used in Study III led to the absence of P3a 
responses in both the TBI and control groups, with the patients with and 
without neuroradiological abnormalities showing an equal MMN anomaly, 
whereas the paradigm and the stimuli of Study II revealed significantly 
enhanced P3a amplitudes in the TBI patients even in the roving-standard 
paradigm.  
The putative interpretation of the augmented P3a amplitude in TBI patients 
– preceded by a prominent MMN – is an enhanced involuntary allocation 
(orientation) of attention towards the unpredictable acoustic changes, that is, 
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abnormal distractibility (Barceló et al., 2006; Escera et al., 2000; Escera & 
Corral, 2007; Friedman et al., 2001; Horváth, 2014; Horváth et al., 2008a; 
Opitz et al., 2002; Parmentier, 2014; Schröger, 1996; Schröger & Wolff, 1998). 
Presumably, the augmented involuntary allocation of attention to irrelevant 
acoustic changes in the environment consumes, distracts and encumbers 
cognitive functions in these patients, regardless of whether an overt behaviorally 
measurable distraction is present or not. 
4.4 Theoretical and Practical Implications 
The presence of visible brain injuries on MRI/CT did not predict more 
pronounced ERP abnormalities than the normal conventional MRI findings in 
patients with moderate-to-severe TBI. Hyperexcitability of the MMN amplitude 
indicating distractibility was found in TBI patients with normal findings on 
conventional MRI. An abnormal vigilance decrement reflected by the gradual 
MMN decline during the experiment was found in patients with as well as 
without neuroradiological abnormalities. These findings indicate that ERP 
abnormalities in the TBI population cannot be interpreted in a straightforward 
way regarding the presence or absence of TBI-induced abnormalities visible on 
standard neuroradiological imaging.  
Duncan et al. (2011) concluded in their review “Evaluation of traumatic brain 
injury: brain potentials in diagnosis, function, and prognosis” that “the principal 
changes in cognitive ERP components following severe TBI can be characterized 
as ‘later and/or smaller’” (p. 35). The present studies showed, however, 
excitability of the MMN, a significantly enhanced P3a and, as a whole, 
prominent MMN and P3a amplitudes with no statistically significant peak 
latency delays in moderate-to-severe TBI. It must be pointed out that the 
present studies only reported group-level results, and the number of subjects 
was relatively small. Still, the findings of the present studies strongly suggest 
that [constantly] decreased or delayed ERP responses should not be expected as 
a rule in wakeful TBI patients, although they have been frequently reported 
(e.g., Duncan et al., 2011; Elting et al., 2008b; Polo et al., 2002; Solbakk et al., 
77 
 
 
2002). Depending on the ERP methodology, separate experiments can reveal 
both concordant and divergent neurophysiological findings in [also the same] 
TBI patients. For example, if entirely different patients with normal MRI had 
participated in Studies IV and III, the findings of MMN excitability and 
amplitude decline might have appeared contradictory instead of being 
complementary findings that depict and highlight different aspects of these 
patients’ TBI-induced CNS dysfunction. Notably, abnormal distractibility and 
deficient regulation of physiological vigilance are not mandatory in brain injury, 
although frequent. This means that patients not suffering from these deficits are 
not expected to show the ERP anomalies found in the present studies. 
Study III shows that using the data across the experiment in the MMN 
analysis may hide a possible anomaly in the ERP responses. The amplitude 
decline found in Study III also points out that conducting test–retest ERP 
studies on these patients may be challenging. The complexity of the TBI-
induced pathophysiology with its individual cognitive and neurobehavioral 
sequelae brings in itself considerable variability to the group-level ERP findings; 
therefore, interpretations should be made with caution. For example, when 
studying TBI patients, the experimental group may contain patients who have 
[not necessarily visible] injuries in the precise loci of ERP generators and others 
who have the brain damage outside these areas/networks/neurotransmission 
mechanisms, which may confuse the interpretation of the group-level findings. 
Further, some patients may still be recovering several years after TBI, while 
some others suffer from the long-term neurodegenerative consequences of TBI. 
Importantly, the lack of MMN or P3a abnormalities does not preclude the 
presence of CNS damage or even severe TBI-induced cognitive deficits. 
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5 Conclusions 
1. The hyperexcitability of the MMN amplitude and significantly enhanced 
P3a amplitudes suggest overly sensitive involuntary attention shifting, 
that is, abnormal distractibility, in TBI. 
2. Hyperexcitability of the MMN amplitude indicating distractibility 
appeared in TBI patients with no abnormalities on conventional MRI.  
3. The finding of Study III provided neurophysiological evidence for fast 
vigilance decrement in TBI. This decrement, reflected by the gradual 
MMN amplitude decline during the experiment, was found both in 
patients with visible brain injuries detected on CT/conventional MRI and 
in patients with no abnormal findings on conventional MRI. 
4. The presence of visible brain injuries on CT/conventional MRI did not 
predict more pronounced ERP abnormalities than the normal 
conventional MRI findings in patients with moderate-to-severe TBI.  
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