
















between	considered	variables.	A	frequent	approach	 in	Bayesian	 learning	 is	Markov	Chain	Monte	Carlo	
simulation	(MCMC),	where	a	set	of	viable	networks	are	explored	by	a	random	walk	which	converges	to	a	
network	fitted	optimally	to	data	with	respect	to	the	likelihood	or	similar	evaluation	function.		
Here	we	 propose	 various	 strategies	 to	mitigate	 overfitting	 in	 Bayesian	 learning	 by	MCMC	 in	 order	 to	
reduce	the	resulting	models’	complexity.	They	either	apply	constraints	 inside	the	MCMC	simulation	or	
consider	 post-optimal	 operations.	 We	 show	 the	 effectiveness	 of	 these	 strategies	 in	 some	 biological	
applications.	
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