The redshift evolution of the galaxy two-point correlation function is a fundamental cosmological statistic. A key concern is to identify the same underlying galaxy population at different redshifts. Here we examine a strict volume limited sample culled from the CNOC2 catalogues. Our high luminosity subsample, defined as having k corrected and evolution corrected R luminosity of M R ≤ −20 mag (H 0 = 100) where M * ≃ −20.3 mag, contains about 2300 galaxies distributed between redshifts 0.1 and 0.65 spread over a total of 1.55 square degrees of sky. A similarly defined low redshift sample is drawn from the Las Campanas Redshift survey. We find that the comoving correlation can be described as ξ(r|z) = (r 00 /r) γ (1+z) −(3+ǫ) with r 00 = 5.08±0.08h −1 Mpc, ǫ = 0.02±0.23 and γ = 1.87 ± 0.07 over the z = 0.03 to 0.65 redshift range, for Ω M = 0.2, Λ = 0. The measured clustering amplitude, and its evolution, are dependent on the adopted cosmology. The evolution rates for Ω M = 1 and flat Ω M = 0.2 background cosmologies are ǫ = 0.9 ± 0.3 and ǫ = −0.5 ± 0.2, respectively, with r 00 ≃ 5h −1 Mpc in all cases. The sensitivity of the derived correlations to the evolution corrections and details of the measurements is presented. These slowly evolving correlations are consistent with theories in which galaxies exist only within dark matter halos that are in general biased with respect to the density field; however, they also allow the possibility that "lighttraces-mass" in a low density universe. These results imply that galaxy evolution is not caused by changes in the clustering environment, at least for these high luminosity galaxies at z < 0.7.
Introduction
The measurement of the evolution of galaxy clustering is a direct test of theories of the evolution of structure and galaxy formation in the universe. Clustering is predicted to change with increasing redshift in a manner that depends on the background cosmology, the spectrum of primordial density fluctuations out of which clustering grows, and the relation of galaxies to their dark matter halos. Specific predictions are available for a range of CDM-style cosmological models and galaxy identification algorithms. As a result of biasing (Kaiser 1984) there is a generic prediction that the clustering of normal galaxies should evolve slowly at low redshifts. More generally, clustering evolution is of empirical and pragmatic interest on scales comparable to the size of galaxies themselves, since clustering leads to galaxy-galaxy merging and creates the groups and clusters in which galaxies are subject to high gas densities and temperatures not found in the general field.
The theoretical groundwork to interpret the quantitative evolution of dark matter clustering and the trends of galaxy clustering evolution is largely in place for hierarchical structure models. Although the details of the mass buildup of galaxies and the evolution of their emitted light are far from certain at this time, clustering of galaxies depends primarily on the distribution of initial density fluctuations on the mass scale of galaxies. N-body simulations of ever growing precision and their theoretical analysis Pearce et al. 1999 ) have led to a good semi-analytic understanding of dark matter clustering into the nonlinear regime. One result is a remarkable, convenient, theoretically motivated, empirical equation that relates the linear power spectrum and its nonlinear outcome Hamilton et al. 1991; Peacock & Dodds 1996) . This allows an analytic prediction of the clustering evolution of the dark matter density field.
Normal galaxies, which are known to exist near the centers of dark matter halos with velocity dispersions in the approximate range of 50 to 250 km s −1 , cannot have a clustering evolution identical to the full dark matter density field. Kaiser (1984) showed that the dense "peaks" in the initial density field that ultimately collapse to form halos are usually more correlated than the full density field. For high peaks, the peak-peak correlation, ξ νν (r|z), is approximately [ν/σ(z)] 2 times the correlation of the full dark matter density field, ξ ρρ (r|z), (see Mo & White 1996 for a more general expression) where ν measures the minimal "peak height" for formation of a halo, in units of the variance on that mass scale, and σ(z) is the variance on the mass scale of the galaxies of interest (Bardeen et al. 1986 ). Both σ 2 (z) and ξ ρρ (z, r) (in co-moving co-ordinates) grow approximately as D 2 (z) (exactly so in the linear regime), where D(z, Ω) is the growth factor for density perturbations in the cosmology of interest. The result is that ξ νν (r|z) stays nearly constant in co-moving co-ordinates. This result is approximately verified in n-body experiments (Carlberg & Couchman 1989; Carlberg 1991; Colin Carlberg & Couchman 1997; Jenkins et al. 1998) , whose results are accurately described with a theoretically motivated analytic function (Mo & White 1996 ). An implication is that dark matter halo clustering evolution will have little sensitivity to the background cosmology (Governato et al. 1998; Pearce et al. 1999) . These results formally apply to low density "just virialized" halos, whereas galaxies are found in the dense central regions of dark matter halos. Therefore the clustering of galaxies needs to take into account their dissipation relative to the (presumed) dissipationless dark matter. High resolution dissipationless n-body simulations which resolve subhalos within larger virialized units provide the basic dynamical information but still require a theory of galaxy formation to associate them with luminous objects, as guided by observations such as we report here.
At low redshift there have been several substantial clustering surveys, deriving information from both angular correlations, where very large samples are possible which can be deprojected with non-evolving luminosity functions, and redshift surveys, where the kinematics of the galaxies provides additional information about clustering dynamics. The observational measurement of clustering at higher redshifts is still maturing, with no published survey of the size, scale coverage, or redshift precision of the pioneering low redshift CfA survey (Davis & Peebles 1983 ). Angular correlations of galaxies at higher redshifts provide some insights, but inevitably mix different galaxy populations as progressively bluer parts of the spectrum at higher redshifts move into the filter passband. Furthermore they require an accurate n(z) to break the degeneracy between an evolving luminosity function and an evolving clustering amplitude (Infante & Pritchet 1995; Postman et al. 1998; Connolly Szalay & Brunner 1998) . There are two redshift surveys extending out to z ≃ 1, the Canada France Redshift Survey (Lilly et al. 1995) and the Hawaii K survey (Cowie et al. 1996) . Measurement of the correlation evolution of the galaxies in these surveys found a fairly rapid decline in clustering with redshift (LeFèvre et al. 1996; Carlberg et al. 1997) . Neither analysis took into account the evolution of the luminosity function or was able to quantify the effects of the small sky areas containing the samples. Recently two relatively large sky area samples, a preliminary analysis of the survey reported in this paper and a somewhat shallower survey (Small et al. 1998) , have indicated much stronger correlations at about redshift z ≃ 0.3 than the smaller surveys. This is the first in a series of papers which discusses the clustering and kinematic properties of the Canadian Network for Observational Cosmology (CNOC) field galaxy redshift survey (CNOC2) which is comparable in size and precision to the first CfA redshift survey (Davis & Peebles 1983) . In this paper we restrict our analysis to measurements of the correlation amplitude of the high luminosity galaxies in the CNOC2 redshift survey, which are a particularly simple and interesting subsample. The CNOC2 luminosity function is known in considerable detail (Lin et al. 1999 ) which allows us to define an evolution corrected volume limited sample thereby creating a straightforward sample to analyze.
The next section of the paper briefly discusses the CNOC2 sample and the volume limited subsample of high luminosity galaxies. Section 3 describes in detail our estimate of the projected correlation function and its errors, along with its sensitivity to various possible systematic errors. Section 4 reports our best estimates of the evolution of high luminosity galaxy clustering in a variety of cosmologies. The results are discussed and conclusions drawn in Section 5.
The CNOC2 Sample
The Canadian Network for Observational Cosmology (CNOC) field galaxy redshift survey is designed to investigate nonlinear clustering dynamics and its relation to galaxy evolution on scales smaller than approximately 20h −1 Mpc over the 0 ≤ z ≤ 0.7 range. There is substantial galaxy evolution over this redshift range (Broadhurst Ellis & Shanks 1988; Ellis et al. 1996; Lilly et al. 1995; Cowie et al. 1996; Lin et al. 1999) for which the physical cause is unclear. The issues in designing a dynamically useful redshift survey are centered around efficiently and economically obtaining sufficient data to conclusively answer the questions posed about the evolution of clustering in galaxies and the dark matter. At these relatively modest redshifts the galaxies have spectra whose lines are within the range where efficient multi-object spectrographs allow velocities with a precision comparable to local surveys can be obtained. The observational procedures build on those for the CNOC1 cluster redshift survey although there are considerable differences of detail (Yee et al. 1997) . The strategy and procedures are discussed in greater detail in the CNOC2 methods paper .
A representative volume in the universe must contain a reasonable number of low richness clusters and a good sampling of 50 h −1 Mpc voids, or equivalently the "cosmic" variance from one sample to another of equivalent design but different sky positions should not be too large. Taking a CDM spectrum (with σ 8 = 1 and Γ s = 0.2, see Efstathiou, Bond & White 1992 ) as a guide we find that even a 50h −1 Mpc sphere, with enclosed volume of about 0.5 × 10 6 h −3 Mpc 3 , has a variance in galaxy numbers of approximately 17%. However, a spherical geometry is an ideal not available to relatively narrow angle surveys. The best available option is to spread the area of the survey over several independent patches on the sky. Each patch should subtend an angle of at least one full correlation length. At z = 0.4 a patch 0.5 degree across subtends 8.8 h −1 Mpc (co-moving, for q 0 = 0.1) which turns out to be about two correlation lengths. We can crudely approximate the survey as a set of cylinders or spheres arranged in a row. A sphere of radius the correlation length (whatever that happens to be) has an expected variance of about 3/(3 − γ) in the numbers of galaxies (Peebles 1980) , where γ = 1.8 is the approximate slope of the power law portion of the correlation function. Over our redshift range there will be about 200 of these spheres in our sample, which if we divide into bins of 50, statistically reduces the variance in binned counts to about 30%. The observational practicalities of always having a field accessible at modest airmass, control over patch to patch variations and the constraint of not unduly fragmenting a fixed size survey, suggests that we need four of these patches.
The CNOC2 survey is contained in four patches on the sky. Each patch consists of a central half degree square with two "legs" 10 arcminutes wide and about 3/4 degree long, to provide an estimate of the effects of structure on larger scales. The resulting total sky area is about 1.55 square degrees. The sampled volume is about 0.5 × 10 6 h −3 Mpc 3 , roughly comparable to the low redshift CfA survey used for similar measurements at low redshift (Davis & Peebles 1983 ) which had 1230 galaxies in the "semi-volume limited" Northern sample from which the correlation length was derived. The redshift range targeted, 0.1 to about 0.7, suggests we set the limiting magnitude at R = 21.5 magnitude, which gives a median redshift of about 0.4. At this limit the sky density is about 6000 galaxies per square degree yielding a photometric sample of about 10,000 galaxies to the spectroscopic limit.
Photometry is obtained in the UBVRI bands, with the R band fixing the sample limit at 21.5 mag. The R filter has the important feature of always being redward of the 4000Å break over our redshift range. The other bands provide information useful for determining appropriate kcorrections and separating galaxies into types of different evolutionary state (an issue not considered in this paper). The spectra are band-limited with a filter that restricts the range to 4390-6293Å. The S/N and spectral resolution give an observed frame velocity error of about 100 km s −1 , as determined by comparison of independent spectra of the same objects. In total there are about 6000 galaxies with redshifts in our sample.
At low redshift we will use the Las Campanas Redshift Survey (LCRS) to provide a directly comparable sample. The LCRS is an R band selected survey (Shectman et al. 1996) that covers the redshift range 0.033 to 0.15, with R magnitudes restricted to 15.0 and 17.7 mag. The bright magnitude limit leads to higher luminosity galaxies being depleted at low redshifts. The LCRS's selection function varies from field to field and under samples galaxies with separations less than about 100 h −1 kpc. We compute both magnitude and geometric weights using the approach adopted in the CNOC cluster redshift survey but smoothing over a circle of 0.4 degree. The same procedures are used for the CNOC2 data, using a smoothing radius of 2 arcminutes. The same correlation analysis programs were used for the LCRS and CNOC2 data. The only differences are that the LCRS data are not k corrected and only analyzed for a single cosmological model, q 0 = 0.1.
The High Luminosity Subsample
In order to determine how clustering evolves we must measure the correlations of a population of galaxies and their precursors at higher redshift. Individual galaxy luminosities change through stellar evolution, new star formation and merging with other galaxies. All of this would have no effect if galaxy correlations were independent of their mass and luminosity. However, there is a strong theoretical expectation that galaxy clustering will increase with mass and hence luminosity (Kaiser 1984) and there is growing evidence that the effect is observationally present at both low (Loveday et al. 1995) and intermediate redshifts . The practical issue is to define samples at different redshifts which can be sensibly compared. If the evolution is purely in luminosity then we would want to correct for the luminosity evolution so that the sample limit brings in galaxies of the same intrinsic luminosity at all redshifts. This would identify the same galaxies at all times. If evolution was pure merging, with no star formation, then it would be reasonable to compare the clustering of galaxies of the same total stellar mass at different redshifts, in the spirit of the merging hierarchy in the biasing calculations. A mass limit would identify increasingly rare galaxies with redshift, leaving out lower mass galaxies which at lower redshift would enter the sample. In practice this sample would also be defined entirely on the basis of an allowance for luminosity evolution with redshift.
Our study of the CNOC2 luminosity function evolution (Lin et al. 1999) found that the evolution of the high luminosity galaxies could be approximated as pure luminosity evolution at a rate M (z) = M (0) − Qz, with Q ≃ 1 (Lin et al. 1999) . The k and evolution corrected R absolute magnitudes of the entire m R ≤ 21.5 mag CNOC2 sample as a function of redshift are shown in Figure 1 . Correlation measurements have no sensitivity other than noise to the volume density of galaxies. For the correlation analysis here we will use galaxies with M k,e R ≤ −20 mag, which defines a volume limited sample over the 0.1 ≤ z ≤ 0.65 range. Our resulting subsample (for q 0 = 0.1) contains 2285 galaxies. The absolute magnitudes are recomputed for the alternate cosmological models considered below.
Beyond z ≃ 0.55 the CNOC2 observational techniques have reduced success in obtaining redshifts of the redder galaxies (Lin et al. 1999; Yee et al. 2000) . This may lead to an erroneously low correlation in this redshift range. However, as far as we can tell from the correlation statistics, the high luminosity galaxies for which we do have redshifts in this range have correlations statistically consistent with a smooth continuation of those at lower redshift.
The LCRS data are evolution corrected with the same Q as the CNOC2 data, although at a mean redshift of about 0.1, this makes very little difference. The resulting low redshift subsample derived from LCRS contains 12467 galaxies for the correlation analysis.
Real Space Correlations
The goal of this paper is to estimate the evolution of the clustering of a well defined population of galaxies. The sample is designed to measure nonlinear clustering on scales of 10h −1 Mpc and less. The clustering is quite naturally measured in terms of the two-point correlation function, ξ(r), which measures the galaxy density excess above a random distribution, n 0 , at distance r from a galaxy, n(r) = n 0 [1 + ξ(r)] (Peebles 1980) . Measurement of the real space correlation function ξ(r) is not entirely straightforward with redshift space data. The projected real space correlation function removes the peculiar velocities of redshift space at the cost of making a choice for the length of the redshift column over which the summation is done. The correlation function is a measure of the variation in galaxy numbers from one volume to another. The measurement technique can easily and fairly subtly either artificially increase or decrease the variation around the estimated mean. Our survey has enough redundancy to test for the presence of these effects.
The evolution of correlations is conveniently described over our redshift range with the double power law ǫ model, r 0 (z) = r 00 (1 + z) (Groth & Peebles 1977; Koo & Szalay 1984) where all lengths in this definition are in co-moving units. The parameter ǫ measures the rate of growth of the mean physical over-density of neighboring galaxies. Since the mean co-moving density of these galaxies evolves little with redshift (Lin et al. 1999) this is essentially equivalent to measuring the evolution of the mean neighbourhood density. If ǫ = 0 then there is no change in the physical density with redshift. Positive ǫ indicate a decline of clustered density with increasing redshift. The derived r 0 (z) along with the estimated errors, σ(r 0 (z)) are fit to the ǫ model with a formal χ 2 which will allow us to evaluate both the suitability of the model and the parameter confidence interval.
The Unclustered Distribution
A crucial operational detail of correlation measurements is to accurately assess the mean unclustered density as a function of redshift. Once the smooth n(z) is known, then we follow the usual procedure and generate a random sample which follows the redshift distribution of the data as if they were unclustered. We generate uniform random positions in the sky area occupied by the galaxies, as approximated by a series of rectangles. The CNOC2 spectroscopic sample was double masked to try to fairly sample all pair separations. Slit crowding still leads to some under sampling in CNOC2. The LCRS is grossly undersampled for pairs closer than 100h −1 kpc. Consequently we leave these small scales out of all our fits. For both samples we use an explicit geometric weight, calculated following the procedures of . Comparison with unweighted correlations shows that this makes little practical difference to the resulting CNOC2 correlations, since the corrections are 10% or so in the mean.
One approach to generating an unclustered distribution in redshift is to use the luminosity function, which can be estimated using maximum-likelihood techniques that are insensitive to the clustering. The complication here is that the luminosity functions need to be generated taking into account the magnitude selection function, in which only about half of the galaxies within the photometric limit have redshifts. Moreover, the selection function is magnitude dependent. A more direct approach is to model the redshift distribution directly, with a function having sufficiently few parameters that it is not sensitive to the details of the clustering. We adopt a Maxwellian distribution,
This distribution was arrived at after trying various combinations of exponential cutoffs and power law rises at low redshifts, including log-normal types of distributions. The resulting form is both simple and adequately describes the data. We use a maximum likelihood approach to find the parameters of this function. The logarithm of the likelihood is log(L) = log(L i ), where the individual likelihoods are,
The redshift range z b to z t is usually taken as 0.05 to 0.70 for CNOC2 (we only use the data between redshift 0.10 and 0.65) and 0.033 and 0.15 for the LCRS. The combined counts and the resulting fit to the combined fields is shown in Figure 2 . The best overall fit has σ ≃ 0.18 and z p ≃ 0.20. If the strong clustering feature at z ≃ 0.15 in the 2148-05 patch is not included, then the fits to the individual fields are consistent with the global fit. A small effect visible in a high resolution version of the n(z) plot is that there are small redshift "notches" at 0.496 and 0.581 when the [OII] line falls on the 5577Å or 5892Å night sky line, respectively. This leads to an underestimate of the true mean density in the 0.45-0.55 and 0.55-0.65 redshift bins. This will bias the derived r 0 upwards in these two redshift bins about 2% and 5% respectively, which is below our random errors.
The Projected Real Space Correlation Function
The correlation function is a real space quantity, whereas the redshift space separation of two galaxies depends on their peculiar velocities as well as the physical separation. Although the peculiar velocities contain much useful information about clustering dynamics, they are an unwanted complication for the study of configuration space correlations. The peculiar velocities are eliminated by integrating over the redshift direction to give the projected correlation function, (Davis & Peebles 1983 ). If we take a power law correlation ξ(r) = (r 0 /r) γ and integrate to R p = ∞ we find, w p (r p )/r p = Γ(1/2)Γ((γ − 1)/2)/Γ(γ/2)(r 0 /r p ) γ (Peebles 1980) . However, in a practical survey, summing over ever increasing distances leads to little increase in the signal and growing noise from fluctuations in the field density. The signal-to-noise considerations in the choice of R p are straightforward. To capture the bulk of the correlation signal, R p should be significantly larger than the local r 0 and the length corresponding to the pairwise velocity dispersion, σ 12 /H(z). These are both about 3 or 4 h −1 Mpc. Large values, say R p ≃ 100h −1 Mpc, might more completely integrate the correlation signal but they do so at the considerable cost of increased noise. Exactly where to terminate the integration depends greatly on the range of correlations of interest. Here we are focussed on the non-linear correlations, ξ > 1. Before we evaluate an appropriate choice for R p we must choose a correlation function estimator.
Galaxy-Galaxy Clustering
The optimal choice of a statistical estimator of the correlation function depends on the application. With point data the basic procedure is to determine the average number of neighboring galaxies within some projected radius, r p , and redshift distance R p . The ij pair is weighted as w i w j and the sum over all sample pairs is DD (Peebles 1980) . A random sample of redshifts following the fitted n(z) is generated along with xy co-ordinates in the visible sky area of the catalogue. Then we compute the average number of random sample galaxies within precisely the same vol-ume, assigning the random points unit weight. This average is known as DR. Then, we estimate w p (r p ) using the simplest estimator
which is accurate for the nonlinear clustering examined here and faster than methods which include the RR, i.e. the random-random pairs, sum. We have verified that the DD/RR − 1 and (DD − 2DR + RR)/RR estimators give virtually identical results for a few test cases over the range of pairwise separations that we use in the fits, 0.16 ≤ r p ≤ 5.0h −1 Mpc which includes little of the ξ ≤ 1 regime where these alternate estimators have their greatest utility.
The DD and DR sums extend over all four patches, so that patch to patch variations in the mean volume density become part of the correlation signal. This procedure assumes that there are no significant patch-to-patch variations in the mean photometric selection function, which is supported by the absence of any significant differences in the number-magnitude relation from patch to patch. We use geometric weights alone for the results presented here. Magnitude weights give statistically identical results for the same sample of galaxies, but, as might be anticipated, the errors in the resulting determination of the correlation evolution are nearly a factor of two larger.
Estimated projected correlation functions, in co-moving co-ordinates using R p = 10h −1 Mpc, are displayed for the LCRS galaxies bounded by redshifts [0.033, 0.15] and seven redshift bins for the CNOC2 data, [0.10, 0.20, 0.26, 0.35, 0.40, 0.45, 0.55, 0.65] in Figure 3 . The bins were somewhat arbitrarily chosen with a ∆z ≃ 0.1. Provided the bins are not made significantly narrower the bin sizes make no essential difference to the results. The first CNOC2 redshift bin is the least populated with 185 galaxies and the fourth has the most with 602. Relatively narrow redshift bins helps to reduce any problems associated with the detailed shape of the variation of n(z) over the redshift range of the bin. 
Random Errors of the Correlations
The problem of error estimates for correlation measurements remains a topic of active research. The shot noise estimate of the fractional error as 1/ √ DD is appropriate for weak clustering, but a substantial underestimate for strongly nonlinear clustering, where the clustering itself reduces the effective number of independent pairs. A formal error expression in terms of the three-and four-point correlation function is available (Peebles 1980 ) but cumbersome and computationally expensive. Resampling techniques, such as the Bootstrap and Jackknife (Efron & Tibshirani 1986) , produce substantial over-estimates of the error.
A straightforward approach to error estimates is to take advantage of our sample being distributed over a number of separate patches. We separately fit each of the four CNOC2 and six LCRS patches, to obtain an r 0 for each patch or slice. The estimated error in any correlation length, r 0 , is simply,
where the sum extends over all patches or slices at the redshift of interest. The average correlation length in Eq. 6 is computed from the individual patches and is not equal to the correlation of the four fields combined, which is generally larger than the average. Because we have only four CNOC2 patches and six LCRS strips the estimated errors will themselves have substantial fluctuations. The resulting co-moving correlation lengths for a power law model are displayed for a range of R p in Figure 4 . The open circles are the results for the four individual CNOC2 patches (the individual LCRS slices are so similar that they are not displayed). The solid points give the result from the combined data, along with the estimated error. The mean of the fitted slopes is γ = 1.87 ± 0.07. In principle our smaller values of R p could cause the γ value to somewhat too large. This effect is not detected beyond above the noise for our sample.
Systematic Errors of the Correlations
We can assess the effect of varying R p in the w p integration using the results of the fits to the ǫ model, Eq. 1. Fitted r 00 and ǫ are displayed as a function of R p in Figures 5 and 6 . The errors are the 90% confidence intervals. No 90% confidence fits were found at R p of 20 and 100 h −1 Mpc, which likely reflects variations in the estimated errors more than a true failure of the model. From these two figures we conclude that R p = 10 or 30 h −1 Mpc converge to give statistically identical values of r 00 and ǫ. Smaller R p fail to include the full signal and larger R p give huge patch to patch variations as large voids come and go. The most conservative choice for R p is 10h −1 Mpc, the one with the largest error in the stable range. Figure 5 weakly suggests that somewhat larger R p would lead to a small increase in the correlation length, to r 00 ≃ 5.2h −1 Mpc. We will adopt the R p = 10h −1 Mpc fits as our standard results, noting that the inferred ǫ have essentially no dependence on R p .
For small survey volumes the derived correlation length tends to systematically underestimate the result from a very large area. That is, clustering is known to be significant on scales of at least 100h −1 Mpc, hence surveys smaller than that in any dimension are likely to be measuring the range of clustering about either a local valley or plateau, and not seeing the full range of clustered density. The effect of increasing survey size on correlations can be seen in Figure 7 , in that the combined analysis (filled circles) generally gives correlations higher than the mean of the individual patches (other symbols). Quantitatively, the straight mean of the CNOC2 r 0 is 3.2h −1 Mpc; the median is 3.4h −1 Mpc. It is more appropriate to average together the pair counts, which is equivalent to taking the average r γ 0 1/γ leading to an average correlation length of 3.5h −1 Mpc. Performing a joint correlation analysis of all four patches together gives an r 0 of 4.0h −1 Mpc. This raises the question as to whether the correlations have converged within the current survey. We note that the expected variation from patch to patch for the given volumes with narrow redshift bins is about 45%, which is consistent with the difference between a correlation length of 3.5 and 4.3h −1 Mpc. In the combined sample with larger bins we expect that there could be as much as about 10% of the variance missing, which would boost the correlation lengths by another 5%.
The Evolution of Galaxy Clustering
The correlation lengths for CNOC2 and LCRS, analyzed in precisely the same way for our standard R p = 10h −1 Mpc and Q = 1, are shown in Figure 7 and reported in Table 1 . It is immediately clear that there is relatively little correlation evolution for high luminosity galaxies. It must be borne in mind that the sample is defined to be a similar set of galaxies with L L * , with luminosity evolution corrected, that approximates a sample of fixed stellar mass with redshift. Samples which admit lower luminosity galaxies, or do not correct for evolution, or are selected in bluer pass-bands where evolutionary effects are larger and less certainly corrected, will all tend to have lower correlation amplitudes.
The ǫ model fits to the measured correlations are shown in Figure 8 . At redshifts beyond 0.1 or so, the choice of cosmological model has a substantial effect on the correlation estimates. Relative to a high matter density cosmological model, low density and Λ models have larger distances and volumes, which cause the correlations to be enhanced. The LCRS data are analyzed only within the q 0 = 0.1 model. The correlations for three cosmologies, flat matter dominated, open, and low density Λ, are shown in Figure 9 . The χ 2 contours at the 68%, 90% and 99% contours are shown in Figure 8 . The best fit ǫ value is 0.02 ± 0.23 for Ω M = 0.2, Ω Λ = 0. The evolution rates for the flat and flat low density models are ǫ = 0.9 ± 0.3 and ǫ = −0.5 ± 0.2, respectively, with r 00 ≃ 5h −1 Mpc in all cases. These are marked with plus signs in Figure 8 .
The effects of alternate values for the luminosity evolution are shown in Figure 8 with crosses indicating the results for Q = 0 and Q = 2, with the adopted value being Q = 1. The absolute magnitude limit remains M R = −20 mag in all cases. In the absence of any allowance for luminosity evolution, Q = 0, galaxies of lower luminosity are included with increasing numbers at higher redshift. Since lower luminosity galaxies are less correlated, that leads to an artificially large ǫ. The observed effect over this redshift range is very roughly described as ∆ǫ ≈ −0.5∆Q.
Discussion and Conclusions
The CNOC2 redshift survey has measured precision velocities for more than 6000 galaxies in the redshift 0.1 to 0.7 range. The sky area of about 1.55 square degrees therefore covers a volume of about 0.5 × 10 6 h −3 Mpc 3 . We have defined a volume limited subsample of those galaxies with k-corrected and evolution corrected R band absolute magnitudes of M k,e R ≤ −20 mag, where M * ≃ −20.3 mag in the R band. This subset contains about 2300 galaxies in the 0.1 to 0.65 redshift range. At low redshift we add about 13000 identically selected galaxies from the LCRS.
The main correlation results of this paper are contained in Figure 7 and the associated Table 1 . Over the redshift range examined, the correlation evolution can be described with the double power law model, ξ(r|z) = (r 00 /r) γ (1+z) −(3+ǫ) , γ = 1.8. The results for various cosmologies and evolution corrections are shown in Figure 8 .
The primary conclusion is that correlations evolve very weakly, if at all, with redshift. Furthermore, there is no evidence in the current data for a change in the slope of the correlation function with redshift. These clustering results are consistent with galaxies being located in dark matter halos (Colin Carlberg & Couchman 1997; Baugh et al. 1999; Colin et al. 1999 ) but are also consistent with "light-traces-mass" in low density universes where the mass clustering evolves very slowly with redshift. These results do not provide any strong constraints on the background cosmology by themselves, since the results are sensitive to the background cosmology adopted and biased galaxy formation predicts a weak dependence on cosmology. However, in conjunction with other data that indicate that the universe has a low matter density , we can assert that for the high luminosity galaxies neither their clustering pattern nor their luminosities, other than a modest brightening with redshift, have changed over the 0.0 to 0.65 redshift interval. This suggests that both were assembled at much earlier epochs.
Environmental factors have been demonstrated to play a major role in the development of galaxies, as most clearly seen in the morphology-density relation (Dressler 1980; Hashimoto et al. 1998 ). On the other hand, we have established here that the neighborhood density, at separations between 0.l and about 5h −1 Mpc, is essentially unevolving with increasing redshift, as is shown in Figure 10 . The issue of the evolution of close pairs which lead to galaxy mergers will be addressed in Patton et al. (2000) . The implication of the slow correlation evolution is that the redshift dependence of evolution of the high luminosity galaxy population is not driven by change in the clustering pattern, since there is effectively none. In a flat low-density cosmological model there is a slight rise of the mean density of correlated neighbors into the past. The galaxies in our high luminosity population evolve in a manner consistent with pure luminosity evolution (Lilly et al. 1995; Cowie et al. 1996; Lin et al. 1999) . Such minimal evolution could be the outcome of either no change in the environment, or, these galaxies being relatively insensitive to environmental change. The lower luminosity galaxies which show dramatic evolution over our redshift range are largely excluded from this subset of the CNOC2 sample. It is interesting to speculate that if their correlation evolution parallels that seen here, likely at somewhat lower correlation amplitude ), then we would infer that the environmental density alone is not responsible for the evolution. This issue will be pursued in subsequent papers. -The derived r 00 as a function of the integration length, R p used to define w p (r p ). The 90% confidence intervals are shown. Diamonds are plotted when χ 2 exceeds the formal level for 90% confidence. This most likely arises because the variances used to calculate χ 2 are estimated from the dispersion of the four patches, which will sometimes lead to erroneously small variances and hence large χ 2 values. The filled diamond is for the LCRS sample analyzed with q 0 = 0.1. The CNOC2 errors are estimated from the variance of the four sky patches (shown with plus, asterisk, circle and cross symbols for the 0223, 0920, 1447 and 2148 patches, respectively) and the six LCRS slices (not shown since the differences are small). The filled circles are the correlations from the four fields analyzed together. Note that these are in general always larger than the mean of the individual fields, since they include field-to-field variance. 
