We study quasiperiodically forced circle homeomorphisms and derive a basic classification with respect to the invariant ergodic measures for such systems: Either there exists an invariant graph and every invariant ergodic measure is associated to some invariant graph, or the system is uniquely ergodic. This immediately verifies an observation which is well-known from numerical studies, namely that the existence of (pointwise) non-zero Lyapunov exponents implies the existence of invariant graphs. Further more we prove a statement about the dynamical behaviour of typical orbits, which does not depend on the differentiability of the system and its Lyapunov exponents.
Introduction
Systems of quasiperiodically forced circle maps occur in various situations in physics and have been intensely studied numerically. For example, the quasiperiodically forced Arnold circle map may be considered as a simple model of an oscillator driven at two incommensurate frequencies (see e.g. [DGO89, CGS95, FKP95, GFPS00]), and the so called Harper map is intimately related to certain discrete Schrödinger operators with quasiperiodic potential ( [PNR01] gives a good overview and further references). The later is an example of quasiperiodically forced Möbius-Transformations, and for such systems there exists a precise classification with respect to the invariant ergodic measures and their relation to invariant graphs ( [Thi97, Ose95, ACO99] ). Herman ([Her83] ) gives bounds on the Lyapunov exponents for such systems and uses this to prove the existence of non-continuous invariant graphs with negative Lyapunov exponents, so-called 'strange nonchaotic attractors', for the Harper map and similar systems.
However, more general results are mostly restricted to the simpler case of quasiperiodically forced monotone interval maps. Here it is known that every invariant ergodic measure is associated to some (one-valued) invariant graph (see ([Arn98, Sta03, Jäg03] ). For quasiperiodically forced circle homeomorphisms this cannot generally be true. For example there are no invariant graphs for irrational torus translations. On the other hand these systems are uniquely ergodic, and it turns out that this is true for any system of quasiperiodically forced circle homeomorphisms which has no invariant graph. This is just the same as in the unperturbed case, and in fact Theorem 2.8 might be considered as an analogue of the Poincaré classification for circle homeomorphisms. As mentioned before, a direct consequence of this is that the existence of non-zero pointwise Lyapunov exponents implies the existence of invariant graphs, just because in this case there must be more than one invariant measure.
Finally we will make an observation about the dynamical behaviour of typical orbits. Suppose there are two invariant graphs such that there is no other invariant graph in between. If the system is differentiable and one of the graphs has negative Lyapunov exponent, then it is a well-known fact that all orbits between the two graphs will converge to this one. We will show that even if both Lyapunov exponents are zero or the system is not differentiable, such that Lyapunov exponents are not defined at all, it is still possible to obtain some information about the dynamical behaviour of typical orbits between the two graphs: On average any such orbit will always stay arbitrarily close to the two graphs, although it might keep switching the graph near which it stays. A similar statement can be derived in the case where the system is uniquely ergodic.
Invariant graphs and invariant measures
We want to study quasiperiodically forced circle homeomorphisms and diffeomorphisms, i.e. continuous maps of the form
where the fibre maps T θ are either orientation-preserving circle homeomorphisms or orientationpreserving circle diffeomorphisms with the derivative DT θ depending continuously on (θ, x).
To ensure all required lifting properties we additionally assume that T is homotopic to the identity on T 2 in both cases. The classes of such systems will be denoted by T hom and T diff rrespectively, of course T diff ⊂ T hom . In all of the following, m will be the Lebesgue-measure on
, 2) will be the projection to the respective coordinate. When considering fibre maps of iterates of T or their inverses, we use the convention T n θ := (T n ) θ ∀n ∈ Z. We will use the order on T 1 which is naturally induced by identifying the circle with the interval [0, 1). An interval in T 1 will then be understood as the positively oriented arc between the two endpoints, i.e.
similarly for open or half-open intervals. Given any two functions f, g :
Due to the aperiodicity of the forcing rotation, there cannot be any fixed or periodic points for a system of the form (2.1). The simplest invariant objects will therefore be invariant graphs. In contrast to quasiperiodically forced monotone interval maps, where such graphs are always one-valued functions, a little bit more care has to be taken when considering circle maps. We will usually not distinguish between invariant graphs as functions and as point sets. This might seem a bit confusing at some times, but is very convenient at others.
for m-a.e. θ ∈ T 1 , such that ϕ cannot be decomposed (in a measurable way) into invariant subgraphs, but can be decomposed into p p-periodic q-valued subgraphs ϕ 1 , . . . , ϕ p , which in turn can not further be decomposed into invariant or periodic subgraphs. If p = q = 1, ϕ will be called a simple invariant graph.
For convenience we will usually assume that the subgraphs are ordered, i.e. ϕ i (θ) < ϕ j (θ) whenever i < j. The point set Φ := {(θ, ϕ i (θ)) | θ ∈ T 1 , i = 1, . . . , pq} will also be called an invariant graph, but labeled with the corresponding capital letter.
Note that by this convention an invariant graph is always non-decomposable, i.e. the union of two or more invariant graphs will not be called an invariant graph again. On the other hand, it is always possible to decompose an invariant set which is the graph of a n-valued function into the disjoint union of invariant graphs:
Then graph(F ) can be decomposed in exactly one way (modulo permutation) into
Proof: Any two invariant graphs are either disjoint or equal on m-a.e. fibre, otherwise their intersection would define an invariant subgraph. Thus if Ψ 1 , . . . , Ψ l is another decomposition of graph(F ) into invariant graphs, then every Ψ j must be equal to some Φ i (as it cannot be disjoint to all of them). This immediately implies the uniqueness of the decomposition.
Further, graph(F ) is either an invariant graph itself or it contains some invariant subset which must be the graph of some multi-valued function (as the cardinality of an invariant set is m-a.s. equal on all fibres). The same is true for any such subset, and after at most n steps this yields an invariant graphφ. This is either a 1, q-periodic invariant graph, or it contains a periodic subgraph. Again, after a finite number of steps this yields some p-periodic graph ϕ = ϕ 1 1 , . . . , ϕ 1 q which is not further decomposable into invariant or periodic subgraphs. Now for m-a.e. θ ∈ T 1 all the intervals [ϕ
contain the same number of points F j (θ), otherwise it would be possible to define an T p -invariant subgraph of ϕ 1 . Thus, by setting ϕ
, the required decomposition of graph(F ) into p, q-invariant graphs can be defined.
2
Simple examples of p, q-invariant graphs are given by certain torus translations: Let p, q be relatively prime and T be given by (2.1) with fibre maps
..,pq defines a p, q-invariant graph. To any invariant graph an invariant ergodic measure can be assigned:
defines an invariant ergodic measure. If µ = µ ϕ for some invariant ergodic measure µ, then µ and ϕ are called associated to each other.
We now aim to prove a partial converse of this (see part (i) of Thm. 2.8 below). In order to do so, we turn to study general invariant ergodic measures. Any such measure µ can be disintegrated in the way µ = m × K where K is a stochastic kernel from
. The measures µ θ := K(θ, .) on T 1 will be called the fibre measures of µ. The fibre measures are mapped to each other by the action of T , i.e.
which can easily be seen by using the fact that B(T 1 ) has a countable ∩-stable generator. This observation will be crucial in a number of arguments. It immediately implies that the topological support of µ θ is mapped to that of µ θ+ω , i.e. T θ (supp(µ θ )) = supp(µ θ+ω ) m-a.s. . Note
Lemma 2.5 Let T ∈ T hom and suppose µ is a T -invariant ergodic measure. Then either the fibre measures µ θ are m-a.s. continuous or µ is associated to some invariant graph ϕ.
Proof: . Then Γ a is an invariant set with measure 1 and therefore µ θ ((Γ a ) θ ) = a · #(Γ a ) θ = 1 m-a.s., i.e. #(Γ a ) θ = n and a = 1 n for some n ∈ N. As µ is ergodic Γ a cannot be decomposed into invariant subsets and must therefore be the point set of some p, q-invariant graph with n = pq. 2
In particular this means that the sets S θ (µ) are either m-a.s. finite or m-a.s. uncountable. Before stating the first main result, we need one more tool:
Definition 2.6 (Anzai skew products) An Anzai skew product is a system (T 2 , R) where R is of the form
for some measurable function τ :
A well-known result about Anzai skew products is the following: (ii) There exists no invariant graph. Then T is uniquely ergodic and the fibre measures of the unique invariant measure µ are continuous.
Proof:
(i) Suppose there exists a p, q-invariant graph ϕ = (ϕ 1 , . . . , ϕ n ) where n := pq, and ν is an invariant ergodic measure. Then by a similar argument as in the proof of Lemma 2.5 it can be seen that
and ψ i (θ) := ϕ i (θ) + r i (θ). This gives a graph ψ, and (2.4) implies that the corresponding point set Ψ is invariant ν-a.s. . If ψ could be decomposed into invariant subgraphs, then so could ϕ, thus ψ is an p, q-invariant graph as well. Now
and thus
Using the ergodicity of ν and the invariance of these sets, one can see that they must have measure 0 and 1 respectively. But this means that their difference Ψ has measure ν(Ψ) = 1, i.e. ν = µ ψ .
(ii) There always exists at least one invariant measure µ, and by the Ergodic decomposition theorem µ can be chosen ergodic. As there is no invariant graph, µ θ is m-a.s. continuous by Lemma 2.5 . Suppose there exists another invariant ergodic measure ν. We will lead this to a contradiction, proceeding in two steps: First we show ν(S(µ)) = 0. Then we prove that ν(S(µ) c ) = 1 implies the existence of an invariant graph, in contrast to the assumption that there is no such graph. Note that ergodicity of ν and invariance of S(µ) imply that either (ν(S(µ)) = 0 or (ν(S(µ)) = 1.
Step 1:
c consists of at most countably many open intervals. Let A θ be the union of all the right endpoints of these intervals and set A := θ∈T 1 {θ} × A θ .
3 Now let Λ ⊆ T 1 be an invariant set (with respect to the rotation with ω) of full measure, such that (2.4) holds and µ θ is continuous for all θ ∈ Λ. Let S := (S(µ) \ A) ∩ π −1 1 (Λ). As ν θ is continuous m-a.s. and ν projects to m, ν(S(µ) \ S) = 0.
We will now construct an isomorphism h between (T 2 , T ) and an Anzai skew product (T 2 , R), which is invertible on S and maps µ to the Lebesgue-measure λ on T 2 , i.e. µ • h −1 = λ. As µ is ergodic with respect to T , so will be λ with respect to R. By Theorem 2.7 λ is then the unique R-invariant measure on T 2 , and thus µ will be the only T -invariant measure on S.
• h is one to one on S and onto π −1
′ ∈ S θ (µ) and x ′ cannot be the right endpoint of a connected component in
The fact that h is onto π −1 1 (Λ) follows from the continuity of the fibre measures µ θ on Λ.
• R := h • T • h −1 is an Anzai skew product:
3 This set is measurable, as
• µ • h −1 = λ: This follows directly from (2.6), as µ θ (h
is an Anzai skew product with the Lebesgue-measure λ being ergodic.
Step 2: Suppose ν(S(µ) c ) = 1. Then define
(Γ >α ) θ contains exactly those connected components in S θ (µ) c with measure ν θ bigger than α. Similar to the proof of Lemma 2.5 there is an unique a ∈ (0, 1), such that ν(Γ a ) = 1 where Γ a := n∈N (Γ >a− 1 n \ Γ >a+ 1 n ), and again a = 1 n for some n ∈ N. Thus (Γ a ) θ contains exactly n intervals in m-a.e. fibre, and the left (or right) endpoints of these intervals constitute an invariant graph ψ.
4 This contradicts the assumption that there is no such graph in case (ii) and thus completes the proof.
2
If T ∈ T diff , then Lyapunov exponents can be defined. This can be done pointwise by
whenever this limit exists, or with respect to some invariant measure µ by
By the Birkhoff ergodic theorem λ(θ, x) = λ(µ) µ-a.s. for any invariant ergodic measure µ.
Corollary 2.9 Let T ∈ T diff and suppose there exists some (θ, x) ∈ T 2 with λ(θ, x) = 0. Then there exist at least two T -invariant graphs. (Contrarily, if T is uniquely ergodic and µ is the unique Tinvariant measure, then λ(µ) = λ(θ, x) = 0 ∀(θ, x) ∈ T 2 and the convergence in (2.7) is uniform on the whole torus.)
Proof:
Suppose T is uniquely ergodic with respect to the measure µ. Then the uniform ergodic theorem yields that all pointwise Lyapunov exponents are equal to λ(µ) and the convergence in (2.7) is uniform. Now if λ(µ) = 0, this means that some iterate T n0 is either uniformly contracting or uniformly expanding along the fibres, contradicting the fact that all iterates of T are torus diffeomorphisms. Thus the unique invariant measure has Lyapunov exponent 0 and non-zero pointwise Lyapunov exponents can only occur if there are at least two invariant measures. But then these are associated to invariant graphs by Theorem 2.8 . 2
Dynamical behaviour of typical orbits
In the case where T ∈ T diff and there exist invariant graphs with non-zero Lyapunov exponents, the dynamical behaviour of nearby orbits can be easily determined (see [Jäg03] or any reference on standard Pesin theory, such as [Arn98] ). Up to some degree this is still possible even if the system is not differentiable:
(a) Suppose ϕ, ψ are two T -invariant graphs such that there is no other invariant graph contained in [ϕ, ψ] . Then
for m-a.e. θ ∈ T 1 and all x ∈ (ϕ(θ), ψ(θ)), where
(b) Suppose T is uniquely ergodic and µ is the unique T -invariant measure. Then
for m-a.e. θ ∈ T 1 and all x ∈ S θ (µ) c , where
Proof:
and define
whenever x ∈ (ϕ(θ), ψ(θ)). Note that H δ is monotonically increasing in δ, thus it suffices to show that H 1 k (θ, x) = 1 ∀k ∈ N for m-a.e. θ ∈ T 1 and all x ∈ (ϕ(θ), ψ(θ)). To this end fix k ∈ N and let (n j ) j∈N be such that
and µ j := 1 nj nj −1 i=0 δ T i (θ,x) converges weakly to some T -invariant measure µ. Later on we will require that θ satisfies
for a family (E q ) q∈N of subsets of T 1 defined below, but this will hold m-a.s. by the Birkhoff ergodic theorem. Then x can be chosen arbitrarily in (ϕ(θ), ψ(θ)). Now suppose
If A k was a closed set, then this would mean µ(A k ) > 0, a contradiction to the fact that there is no invariant ergodic measure ν with ν(A k ) > 0 (which, together with the Ergodic decomposition theorem, implies µ(A k ) = 0). But as A k is not necessarily closed if the graphs ϕ, ψ are not continuous, we have to approximate it with closed sets in the right way (such that these contain A k on all but a very small percentage of the fibres): 
