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Abstract
We consider a scale invariant functional involving the anisotropic p-momentum, the
anisotropic perimeter and the volume. We show that the Wulff shape, associated with
the Finsler norm F considered and centered at the origin, is the unique minimizer of the
anisotropic functional taken into consideration among all bounded convex sets.
Keywords: Shape derivative, inverse anisotropic mean curvature, anisotropic isoperimetric
inequality
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1 Introduction
Let Ω be a bounded, connected, open subset of Rn, n ≥ 2, with Lipschitz boundary; its Steklov
eigenvalues related to the Laplacian are the real numbers σ ≥ 0 such that

−∆u = 0 in Ω
∂u
∂ν
= σu on ∂Ω
admits non trivial H1(Ω) solutions. In particular, the first non trivial Steklov eigenvalue of Ω is
characterised by the following expression (see [15]):
σ1(Ω) = min


∫
Ω
|∇v|2 dx∫
∂Ω
v2 dHn−1(x)
: v ∈ H1(Ω) \ {0},
∫
∂Ω
v dHn−1 = 0

 .
If we consider the problem of maximizing σ1 under volume constraint, the Brock-Weinstock
inequality tells us that the unique solutions to this problem are given by balls, for more details
see [7]. In scaling invariant form, the inequality has the form:
σ1(Ω) ≤
(
ωn
V (Ω)
) 1
n
,
where ωn is the Lebesgue measure of the n-dimensional ball of radius 1 and V (Ω) is the Lebesgue
measure of the set. Here equality holds if and only if Ω is a ball. We point out that in dimension
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n = 2 there is a stronger result, the so called Weinstock inequality, that states that disks are
still maximizers among all simply connected sets of given perimeter.
The main result of [8] is the following theorem. We denote by P (Ω) the perimeter of the set Ω
and by B the n-dimensional unit ball.
Proposition 1.1. [8, Theorem 3.1] Let Ω be a bounded, open convex set of Rn. Then
σ1(Ω) (P (Ω))
1
n−1 ≤ σ1(B) (P (B))
1
n−1 (1)
and there is equality only if Ω is a ball centered at the origin.
The core of the strategy to prove (1) is to show that the following isoperimetric inequality
holds true among all bounded, open and convex sets of Rn:∫
∂Ω
|x|2 dHn−1(x)(∫
∂Ω
dHn−1(x)
)
V (Ω)
2
n
≥ ω
−2
n
n (2)
and equality holds if and only if Ω is a ball centered at the origin. In order to prove the latter
inequality, the authors use the notions of shape derivative and inverse mean curvature flow.
In the present paper we prove an anisotropic generalization of the inequality (2). So, this
work is devoted to the study of a particular optimization problem, where the scale invariant
functional to be optimized is
F(Ω) =
∫
∂Ω
[F o(x)]p F (ν∂Ω(x)) dH
n−1(x)(∫
∂Ω
F (ν∂Ω(x)) dH
n−1(x)
)
V (Ω)
p
n
,
where p > 1, ν∂Ω is the outward unit normal to ∂Ω, F is a Finsler norm and F
o is its dual
norm (see Section 2 for definitions). As we can see, we are considering a functional involving
a particular weighted p-momentum and area measure. Physically, the term F (ν∂Ω) plays the
role of a surface tension of a flat surface whose normal is ν∂Ω and can be considered as the
anisotropy.
For the ease of the reader, it is worth mentioning here the Betta-Brock-Mercaldo-Posteraro
weighted isoperimetric inequality, proved in [5], that is∫
∂Ω
a(|x|) dHn−1(x) ≥
∫
∂B
a(|x|) dHn−1(x), (3)
where Ω ⊆ Rn is bounded with smooth boundary, B is a ball centered at the origin having the
same measure of Ω and a is a given non negative function satisfying suitable assumptions.
By adapting the arguments of proof in [8], we are able to prove the following theorem, that
is the non linear counterpart of (2). We recall that the Wulff shape of radius r centered at the
point x0 is defined as
Wr(x0) = {ξ ∈ R
n : F o(ξ − x0) < r}.
We denote by κn the volume of the Wulff shape of radius 1 centered at the origin.
Theorem 1.2 (Main Result). Let Ω be a bounded, open convex set of Rn. Then
F(Ω) ≥ κ
− p
n
n ,
and equality holds only for Wulff shapes centered at the origin.
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Since we are concerned with investigating the first variation of F(Ω) from the point of view of
Finsler geometry, we need to use an integration by part formula on manifolds. Moreover, thanks
to an approximation argument, we can compute it assuming the smoothness of the boundary of
the sets.
A fundamental tool that we use is the inverse anisotropic mean curvature flow (we refer to [21]
and [13] for details). Roughly speaking, the smooth boundary ∂Ω of an open set Ω = Ω(0) flows
by anisotropic inverse mean curvature if there exists a time dependent family (∂Ω(t))t∈[0,T ) of
smooth boundaries such that the anisotropic normal velocity at any point x ∈ ∂Ω(t) is equal to
the inverse of the anisotropic mean curvature of ∂Ω(t) at x. We will give the exact definition of
anisotropic mean curvature (that we denote by HF ) and of anisotropic normal in Section 2.4.
We make also use of the following anisotropic version of the Heintze-Karcher inequality∫
∂Ω
F (ν∂Ω)
HF
dHn−1 ≥
n
n− 1
V (Ω),
see [19] for the Euclidean case and [22] for its anisotropic analogous.
The results of the present paper are mainly motivated by possible applications to the Steklov
spectrum problem for the pseudo p-Laplacian (we point out [6] as a reference).
The structure of the work is the following. In sections 2.1 and 2.2 we give some notation
and we state the main hypothesis on the norm F . In section 2.3 we recall some basic definitions
and some properties of the Euclidean perimeter. Section 2.4 is devoted to the study of the
anisotropic case; we give here some definitions and provide a framework in order to make the
exposition as self contained as possible. Finally, in the last chapter, we prove the main theorem.
2 Preliminaries
2.1 Notation
In the following we denote by 〈·, ·〉 the standard Euclidean scalar product in Rn and by | · | the
Euclidean norm in Rn, for n ≥ 2. We denote with Ln the Lebesgue measure in Rn and with Hk,
for k ∈ [0, n], the k−dimensional Hausdorff measure in Rn.
If Ω ⊆ Rn, Lip(∂Ω) (resp. Lip(∂Ω;Rn)) is the class of all Lipschitz functions (resp. vector
fields) defined on ∂Ω. If Ω has Lipschitz boundary, for Hn−1− almost every x ∈ ∂Ω, we denote
by ν∂Ω(x) the outward unit Euclidean normal to ∂Ω at x and by Tx(∂Ω) the tangent hyperplane
to ∂Ω at x.
2.2 Finsler norm
Let F be a Finsler norm on Rn, i.e. F is a convex non negative function such that
F (tξ) = |t|F (ξ), t ∈ R, ξ ∈ Rn, (4)
and
a|ξ| ≤ F (ξ), ξ ∈ Rn, (5)
for some constant a > 0. The hypotheses on F imply that there exists b ≥ a such that
F (ξ) ≤ b|ξ|, ξ ∈ Rn.
Moreover, throughout the paper, we will assume that F ∈ C2(Rn \ {0}), and
[F p]ξξ(ξ) is positive definite in R
n \ {0},
with 1 < p < +∞. The polar function F o : Rn → [0,+∞[ of F is defined as
F o(v) = sup
ξ 6=0
〈ξ, v〉
F (ξ)
.
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It is easy to verify that also F o is a convex function which satisfies properties (4) and (5). F
and F o are usually called dual Finsler norms. Furthermore,
F (v) = sup
ξ 6=0
〈ξ, v〉
F o(ξ)
.
The above property implies the following anisotropic version of the Cauchy Schwartz inequality
|〈ξ, η〉| ≤ F (ξ)F o(η), ∀ξ, η ∈ Rn.
We denote by
W = {ξ ∈ Rn : F o(ξ) < 1},
the Wulff shape centered at the origin and we put κn = V (W). Moreover, we assume that
W is uniformly convex, i.e. there exists a constant c > 0 such that the principal curvatures
κi(W) > c, for every i = 1, · · · , n− 1.
We conclude this paragraph reporting the following properties of F and F o (see for istance
[3]):
〈∇F (ξ), ξ〉 = F (ξ), 〈∇F o(ξ), ξ〉 = F o(ξ), ∀ξ ∈ Rn \ {0}
F (∇F o(ξ)) = F o(∇F (ξ)) = 1, ∀ξ ∈ Rn \ {0},
F o(ξ)∇F (∇F o(ξ)) = F (ξ)∇F o (∇F (ξ)) = ξ ∀ξ ∈ Rn \ {0}.
2.3 The first variation of euclidean perimeter
For the content of this section we refer, for instance, to Chapter 2 in [2] and [18] (in particular
Section 17.3). We start from recalling the definition of tangential gradient.
Definition 1. Let Ω be an open, bounded subset of Rn with C∞ boundary and let u : Rn → R
be a Lipschitz function. We can define the tangential gradient of u for almost every x ∈ ∂Ω as
follows:
∇∂Ωu(x) = ∇u(x)− 〈∇u(x), ν∂Ω(x)〉ν∂Ω(x),
whenever ∇u exists at x.
If we consider a vector field T ∈ C1c (R
n;Rn), we can also define the tangential divergence of
T on ∂Ω by the formula
div∂ΩT = divT − 〈∇Tν∂Ω, ν∂Ω〉.
The following theorem is an extention to hypersurfaces in Rn of Gauss-Green theorem (see
in [18] Theorem 11.8 combined with Remark 17.6).
Theorem 2.1. Let Ω be a subset of Rn with C2 boundary. Then there exists a continuous scalar
function H∂Ω : ∂Ω→ R such that for every ϕ ∈ C
1
c (R
n)∫
∂Ω
∇∂Ωϕ(x) dHn−1(x) =
∫
∂Ω
ϕ(x)H∂Ω(x)ν∂Ω(x) dH
n−1(x).
The scalar function H∂Ω : ∂Ω→ R is the so-called mean curvature.
Remark 2.2. Using the definition of tangential divergence, the Gauss-Green theorem can be
reformulated in the following way:∫
∂Ω
div∂ΩT (x) dHn−1(x) =
∫
∂Ω
H∂Ω(x)〈T (x), ν∂Ω(x)〉 dH
n−1(x),
for every T ∈ C1c (R
n;Rn).
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A 1−parameter family of diffeomorphisms of Rn is a smooth function
(x, t) ∈ Rn × (−ǫ, ǫ) 7→ φ(x, t),
for ǫ > 0 such that, for each fixed |t| < ǫ, φ(·, t) is a diffeomorphism. We consider here a
particular class of 1−parameter family of diffeomorphisms such that φ(x, t) = x+ tT (x)+O(t2),
with T ∈ C1c (R
n;Rn). In [18] (Theorem 17.5) the following theorem is proved.
Theorem 2.3. Let Ω be a bounded, open set of Rn with C∞ boundary and let {φ(·, t)}|t|<ǫ be a
1−parameter family of diffeomorphisms as previously defined. We denote by Ω(t) the image of
Ω through φ(·, t). Then,
P (Ω(t)) = P (Ω) + t
∫
∂Ω
div∂ΩT (x) dHn−1(x) + o(t).
Using now the Gauss-Green theorem and this last theorem, we obtain the following expression
for the first variation of the perimeter of an open set with C∞ boundary:
d
dt
P (Ω(t))|t=0 =
∫
∂Ω
H∂Ω(x)〈T (x), ν∂Ω(x)〉 dH
n−1(x).
2.4 The first variation of anisotropic perimeter
Let Ω be a bounded open convex set of Rn; in the following we are fixing a Finsler norm F .
Definition 2. Let Ω be a bounded open subset of Rn with Lipschitz boundary, the anisotropic
perimeter of Ω is defined as
PF (Ω) =
∫
∂Ω
F (ν∂Ω(x)) dH
n−1(x).
Clearly, the anisotropic perimeter of Ω is finite if and only if the usual Euclidean perimeter
of Ω, that we denote by P (Ω), is finite. Indeed, by the quoted properties of F we obtain that
aP (Ω) ≤ PF (Ω) ≤ bP (Ω).
Moreover, an isoperimetric inequality is proved for the anisotropic perimeter, see for istance
[1, 9, 10, 11, 14].
Theorem 2.4. [1, Proposition 2.3] Let Ω be a subset of Rn with finite perimeter. Then
PF (Ω) ≥ nκ
1
n
n |Ω|
1− 1
n
and equality holds if and only if Ω is homothetic to a Wulff shape.
We give now the following definitions.
Definition 3. Let Ω be a subset of Rn with C∞ boundary. At each point of ∂Ω we define the
F -normal vector
νF∂Ω(x) = ∇F (ν∂Ω(x)),
sometimes called the Cahn-Hoffman field.
Definition 4. Let Ω be a subset of Rn with C∞ boundary. For every x ∈ ∂Ω, we define the
F -mean curvature
HF∂Ω(x) = div
∂Ω
(
νF∂Ω(x)
)
.
In [4, Theorem 3.6] we find the computation of the first variation of the anisotropic perimeter.
We report its statement; in the proof is used the first variation of the euclidean perimeter.
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Theorem 2.5. Let Ω be a bounded open subset of Rn with C∞ boundary. For t ∈ R, let
φ(·, t) : Rn → Rn be a family of diffeomorphisms such that φ(·, 0) = Id and φ(·, t) − Id has
compact support in Rn, for t in a neighborhood of 0. Set Ω(t) the image of Ω through φ(·, t).
Then
d
dt
PF (Ω(t))|t=0 =
∫
∂Ω
HF∂Ω(x)〈ν∂Ω(x), g(x)〉dH
n−1(x), (6)
where g(x) :=
∂φ(x, t)
∂t
|t=0.
For more details on this part the reader is referred to [21] and [4].
3 Isoperimetric inequality for certain anisotropic functionals
Let Ω be a bounded, open set of Rn with Lipschitz boundary. Let p > 1, we consider the
following scale invariant functional:
F(Ω) =
∫
∂Ω
[F o(x)]p F (ν∂Ω(x)) dH
n−1(x)[∫
∂Ω
F (ν∂Ω(x)) dH
n−1(x)
]
V (Ω)
p
n
,
where ν∂Ω(x) is the unit outer normal at x ∈ ∂Ω. We define the anisotropic p-boundary mo-
mentum of Ω as
MF (Ω) =
∫
∂Ω
[F o(x)]p F (ν∂Ω(x)) dH
n−1(x).
The main result of this article is the following.
Theorem 3.1. Let Ω be a bounded, open, convex set of Rn. The following inequality holds true:
F(Ω) ≥ κ
− p
n
n
and equality holds only for Wulff shapes centered at the origin.
Remark 3.2. We observe that from this last theorem follows a particular case of (3). If we
take F (x) = |x|, we obtain(∫
∂Ω
|x|p dHn−1(x)
)n
≥ nnω1−pn V (Ω)
n+p−1.
In what follows we will need the following definitions:
• rFmax(Ω) := max
{
F o(x) | x ∈ Ω¯
}
.
• xFmax(Ω) ∈ ∂Ω is such that F
o(xFmax(Ω)) = r
F
max(Ω);
• the anisotropic p-excess function EF (Ω) := (r
F
max(Ω))
p−1 −
MF (Ω)
nV (Ω)
.
In order to prove our main theorem, we need some intermediate results that we are now going
to illustrate. The general way of proceeding is analogous to the one presented in [8].
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3.1 The first variation of the p momentum in the smooth case
Let Ω be a subset of Rn with C∞ boundary. We consider the following transformations:
φ(x, t) = x+ tϕ(x)νF∂Ω(x), (7)
where φ ∈ C∞c (R
n) and νF∂Ω(x) = ∇F (ν∂Ω(x)) is the anisotropic normal. We recall that
Ω(t) := {x+ tϕ(x) νF∂Ω(x) | x ∈ Ω}.
From (6), we have that
d
dt
PF (Ω(t))|t=0 =
∫
∂Ω
HF∂Ω(x)〈ν∂Ω(x), ϕ(x)ν
F
∂Ω(x)〉 dH
n−1(x) =
=
∫
∂Ω
HF∂Ω(x)ϕ(x)〈ν∂Ω(x),∇F (ν∂Ω(x))〉 dH
n−1(x) =
∫
∂Ω
HF∂Ω(x)ϕ(x)F (ν∂Ω(x)) dH
n−1(x),
where the last equality holds true because of the properties of a Finsler norm. We recall also
the variation of the volume of a set:
d
dt
V (Ω(t))|t=0 =
∫
∂Ω
ϕ(x)F (ν∂Ω(x)) dH
n−1(x).
Proposition 3.3. Let Ω and Ω(t) be the subsets of Rn previously defined. Then
d
dt
MF (Ω(t))|t=0 =
= p
∫
∂Ω
(F o(x))p−1 〈∇F o(x), ϕ(x) νF∂Ω(x)〉F (ν∂Ω(x)) dH
n−1(x)+
+
∫
∂Ω
[F o(x)]p F (ν∂Ω(x)) H
F
∂Ω(x)ϕ(x) dH
n−1(x).
Proof. Considering the change of variables given by (7), i.e. y = φ(x, t), we have that
d
dt
MF (Ω(t))|t=0 =
=
∫
∂Ω
d
dt
([F o(φ(x, t))]p)F (ν∂Ω(φ(x, t))) dH
n−1(φ(x, t))|t=0+
+
∫
∂Ω
(F o(φ(x, t)))p
d
dt
[
F (ν∂Ω(φ(x, t))) dH
n−1(φ(x, t))
]
|t=0.
We observe that∫
∂Ω
d
dt
([F o(φ(x, t))]p)F (ν∂Ω(φ(x, t))) dH
n−1(φ(x, t))|t=0
=
∫
∂Ω
p (F o(φ(x, t)))p−1 〈∇F o(φ(x, t)), ϕ(x)νF∂Ω(x)〉F (ν∂Ω(φ(x, t)) dH
n−1(φ(x, t))|t=0.
Moreover, from the first variation of the perimeter (6), we can say that
d
dt
[
F (ν∂Ω(φ(x, t))) dH
n−1(φ(x, t))
]
|t=0 = H
F
∂Ω(x)ϕ(x)F (ν∂Ω(x)).
The thesis follows.
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Considering now the derivative of the quotient, we obtain
d
dt
F((Ω(t))|t=0 =
=
1
PF (Ω)2V (Ω)
p
n
[
p
∫
∂Ω
[
(F o(x))p−1 〈∇F o(x), νF∂Ω(x)〉F (ν∂Ω(x))
−
MF (Ω)))
nV (Ω)
F (ν∂Ω(x))
]
ϕ(x) dHn−1(x)+
+
∫
∂Ω
[
(F o(x))p −
MF (Ω)
PF (Ω)
]
HF∂Ω(x) F (ν∂Ω(x))ϕ(x) dH
n−1(x)
]
.
Let be T > 0; we choose, as in [22],
ϕ(x) =
1
HF∂Ω(x)
,
and we have that
∂
∂t
φ(x, t) =
νF∂Ω(x)
HF∂Ω(x)
,
for every t ∈ [0, T ]. This one parameter family of diffeomorphisms gives rise to the so called
inverse anisotropic mean curvature flow (IAMCF). Concerning this family of flows, local and
global existence and uniqueness have been studied in [22, 17, 19].
Remark 3.4. Let Ω ⊆ Rn be a bounded convex set of class C∞. Ω is called F -mean convex if
its anisotropic mean curvature is strictly positive and, in this case, we say that Ω ∈ C∞,+F . In
[22] is proved that, if Ω(0) = Ω ∈ C∞,+F , then there exists an unique smooth solution φ(·, t) of
the inverse mean curvature flow in [0,+∞]. Moreover the surface ∂Ω(t), for every t > 0, is the
boundary of a smooth convex set in C∞,+F that asymptotically converges to a Wulff shape as
t→ +∞.
Substituting this ϕ in the derivative of the quotient and taking in account the fact that∫
∂Ω
[
(F o(x))p −
MF (Ω)
PF (Ω)
]
F (ν∂Ω(x)) dH
n−1(x) = 0,
we obtain
d
dt
F((Ω(t))|t=0 = (8)
p
PF (Ω)2V (Ω)
p
n
∫
∂Ω
[
(F o(x))p−1 〈∇F o(x), νF∂Ω(x)〉F (ν∂Ω(x)) −
MF (Ω)
nV (Ω)
F (ν∂Ω(x))
]
dHn−1(x)
HF∂Ω(x)
=
=
p
PF (Ω)2V (Ω)
p
n
∫
∂Ω
[
(F o(x))p−1 〈∇F o(x), νF∂Ω(x)〉 −
MF (Ω)
nV (Ω)
]
F (ν∂Ω(x))
HF∂Ω(x)
dHn−1(x).
3.2 Existence of minimizers (Step 1)
Proposition 3.5. There exists a convex set minimizing F(·).
Proof. Given a convex set Ω, we can take a minimizing sequence (Ωi)i, having the same volume
of Ω. By Blaschke selection Theorem in [20, Theorem 1.8.7], it is enough to show that the Ωi’s
are all contained in the same Wulff. For the sake of simplicity, we suppose that V (Ωi) = κn and,
since any Wulff W with centered in the origin is such that F(W) = κ
− p
n
n , we have that
lim
i→+∞
F(Ωi) ≤ κ
− p
n
n ,
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and consequently
lim
i→+∞
MF (Ωi)
PF (Ωi)
≤ 1.
Arguing by contradiction, if we assume that limi→+∞ diamF (Ωi) = +∞, from convexity follows
easily that limi→+∞ PF (Ωi) = +∞. Thereafter, if W2 is the Wulff of anisotropic radius 2
centered at the origin, it is enough to observe that
lim
i→+∞
∫
∂Ωi∩W2
F (ν∂Ω(x)) dH
n−1(x)∫
∂Ωi\W2
F (ν∂Ω(x)) dHn−1(x)
= 0
and
lim
i→+∞
MF (Ωi)
PF (Ωi)
≥ lim
i→+∞
2p
1 +
∫
∂Ωi∩W2
F (ν∂Ω(x)) dHn−1(x)
∫
∂Ωi\W2
F (ν∂Ω(x)) dHn−1(x)
= 2p,
which gives a contradiction. So the diameters of the Ωi’s are equibounded. Moreover, arguing
as before, we can show that Ωi ∩W2 6= ∅ definitely. Therefore we have the claim.
3.3 A minimizer cannot have negative Excess (Step 2)
Remark 3.6. There exist sets with negative anisotropic p-Excess. We prove this fact in dimen-
sion 2 and for p = 2. We consider the elliptic metric
F (x, y) =
√
x2
a2
+
y2
b2
;
we know that its polar is this elliptic norm
F o(x, y) =
√
a2x2 + b2y2.
We consider now the following convex domain:
Rǫ =
{
(x, y) ∈ R2 : |x| ≤
1
ǫ
, |y| ≤ ǫ
}
.
From the computations we obtain that V (Rǫ) = 4, r
F
max(Rǫ) = a/ǫ + O(ǫ
3) and MF (Rǫ) =
(4a2/3b)(1/ǫ3) + 4a/ǫ+O(ǫ).
Lemma 3.7. Let Ω be a bounded, open convex set of Rn. Then
(F o(x))p−1 〈∇F o(x), νF∂Ω(x)〉 −
MF (Ω)
nV (Ω)
≤ EF (Ω). (9)
Proof. We observe that
〈∇F o(x), νF∂Ω(x)〉 = 〈∇F
o(x),∇F (ν∂Ω(x))〉 ≤ F (∇F
o(x))F o(∇F (ν∂Ω(x))) = 1,
for the properties of the Finsler norm F .
We prove now a fact, that is an analougous of a property holding in the Euclidean case (see
Remark 2 in [8]).
Remark 3.8. Let Ω be a bounded, open convex set of Rn. Then∫
∂Ω
[
(F o(x))p−1 〈∇F o(x), νF∂Ω(x)〉 −
MF (Ω)
nV (Ω)
]
F (ν∂Ω(x)) dH
n−1(x) ≤ 0. (10)
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Proof. In order to prove (10), we observe that∫
∂Ω
[
(F o(x))p−1 〈∇F o(x), νF∂Ω(x)〉F (ν∂Ω(x)) −
MF (Ω)
nV (Ω)
F (ν∂Ω(x))
]
dHn−1(x) =∫
∂Ω
[
(F o(x))p−1 〈∇F o(x),∇F (ν∂Ω(x))〉F (ν∂Ω(x))−
MF (Ω)
nV (Ω)
F (ν∂Ω(x))
]
dHn−1(x)
≤
∫
∂Ω
[(F o(x))p−1 F (ν∂Ω(x))] dH
n−1(x)−
MF (Ω)
nV (Ω)
PF (Ω)
≤
∫
∂Ω
[(F o(x))p−1 F (ν∂Ω(x))] dH
n−1(x)−
MF (Ω)PF (Ω)∫
∂Ω F
o(x)F (ν∂Ω(x)) dHn−1(x)
and the last inequality holds since
nV (Ω) =
∫
∂Ω
〈x, ν∂Ω(x)〉 dH
n−1(x) ≤
∫
∂Ω
F o(x)F (ν∂Ω(x)) dH
n−1(x),
for the properties of the Finsler norms. Using now Hölder inequality, we obtain∫
∂Ω
(F o(x))p−1 F (ν∂Ω(x)) dH
n−1(x)
≤
[∫
∂Ω
[
(F o(x))p−1
] p
p−1
F (ν∂Ω(x)) dH
n−1(x)
] p−1
p
(PF (Ω))
1
p
=
[∫
∂Ω
(F o(x))p F (ν∂Ω(x)) dH
n−1
] p−1
p
(PF (Ω))
1
p
and
∫
∂Ω
F o(x)F (ν∂Ω(x)) dH
n−1(x) ≤
[∫
∂Ω
(F o(x))p F (ν∂Ω(x)) dH
n−1(x)
] 1
p
(PF (Ω))
p−1
p .
Finally, from these last two inequalities follows that(∫
∂Ω
[(F o(x))p−1 F (ν∂Ω(x))] dH
n−1(x)
)(∫
∂Ω
F o(x)F (ν∂Ω(x)) dH
n−1(x)
)
≤MF (Ω)PF (Ω).
We recall now this lemma (see [22]), which will be used in the next proofs. This is the
anisotropic version of the Heintze-Karcher inequality, whose proof in the Euclidean case can be
found in [19].
Lemma 3.9. Let Ω be a bounded, open convex set of Rn, then∫
∂Ω
F (ν∂Ω(x))
HF∂Ω(x)
dHn−1(x) ≥
∫
∂W
F (ν∂W(x))
HF∂W(x)
dHn−1(x)
where W is a Wulff such that V (W) = V (Ω).
Proposition 3.10. Let Ω be a bounded, open convex set of Rn such that
EF (Ω) < 0,
then Ω is not a minimizer of F(·).
10
Proof. We firstly assume that Ω ∈ C∞,+F . Since EF (Ω) 6= 0, Ω is not a Wullf shape centered at
the origin. Then, from (9) and (8), we have
F ′(Ω) ≤
p
PF (Ω)2V (Ω)
p
n
EF (Ω)
∫
∂Ω
dHn−1(x)
HF∂Ω(x)
< 0.
We suppose now that Ω /∈ C∞,+F and we assume by contradiction that Ωminimizes the functional
F(·). We can find a decreasing (in the sense of inclusion) sequence of sets (Ωk)k∈N ⊂ C
∞,+
F that
converges to Ω in the Hausdorff sense. We have that
lim
k→+∞
V (Ωk) = V (Ω); lim
k→+∞
PF (Ωk) = PF (Ω);
lim
k→+∞
MF (Ωk) = MF (Ω); lim
k→+∞
rFmax(Ωk) = r
F
max(Ω).
We now consider the IAMCF for every Ωk and we denote by Ωk(t), for t ≥ 0, the family generated
in this way. We let Ωk(0) = Ωk. Using Hadamard formula (see [16]), we obtain:
d
dt
V (Ωk(t)) =
∫
∂Ωk(t)
F (ν∂Ω(x))
HF∂Ωk(t)
dHn−1(x);
d
dt
PF (Ωk(t)) = PF (Ωk(t)).
We have also that
d
dt
rFmax(Ωk(t)) ≤
rFmax(Ωk(t))
n− 1
. (11)
We prove now this last inequality. From definition of xFmax(Ω(t)) and (7) in the IAMCF case,
we have that
rFmax(Ω(t)) = F
o(xFmax(Ω(t)));
xFmax(Ω(t)) = x
F
max(Ω) +
tνF∂Ω
HF∂Ω(x
F
max(Ω))
.
Then
d
dt
rFmax(Ω(t)) =
d
dt
F o(xFmax(Ω(t))) = 〈∇F
o(xFmax(Ω(t)),
νF∂Ω(x
F
max(Ω))
HF∂Ω(x
F
max(Ω))
〉 ≤
≤ F (∇F o(xFmax(Ω(t))))F
o(νF∂Ω(x
F
max(Ω)))
1
HF∂Ω(x
F
max(Ω))
=
= F (∇F o(xFmax(Ω(t))))F
o(∇F (ν∂Ω(x
F
max(Ω))))
1
HF∂Ω(x
F
max(Ω))
≤
=
1
HF (xFmax(Ω))
=
rFmax(Ω)
n− 1
,
since F is a Finsler norm and therefore it is true that F (∇F o(x)) = F o(∇F (x)) = 1. We can
then repeat this last inequality for every Ωk. From (11) follows that
rFmax(Ωk(t)) ≤ r
F
max(Ωk)e
t
(n−1) , for t > 0.
Analogous computations to the ones reported in [8, Proposition 2.4] lead to a contradiction with
the minimality of Ω and therefore to the thesis.
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3.4 A minimizer cannot have positive Excess.
We start observing that there exist sets with positive excess.
Remark 3.11. We consider the case n = 2 and p = 2. The norm that we take into consideration
is
F (x, y) =
√
x2
a2
+
y2
b2
;
and its polar is:
F o(x, y) =
√
a2x2 + b2y2.
We define
Eǫ = {(x, y) ∈ R
2 | a2(1− ǫ)2x2 + b2(1 + ǫ)2y2}.
We have that
rFmax(Eǫ) = 1 + ǫ+ o(ǫ)
and
V (Rǫ) =
π
ab
(1 + ǫ2 + o(ǫ)).
Computing the second momentum, we find that
MF =
2
ab(1− ǫ)2(1 + ǫ)2
(
π + ǫ
∫ π
0
cos(2t) dt
)
+ o(ǫ) =
2
ab(1− ǫ)2(1 + ǫ)2
(π + o(ǫ))
and so it results that EF (Eǫ) = ǫ+ o(ǫ).
In the following, we will use the notations:
¯
0 ∈ Rn−1 and x′ = (x1, . . . , xn−1).
We consider the halfspace Tǫ that has outer Euclidean normal pointing in the direction given by
the outer Euclidean normal to Ω in the point xFmax(Ω) and intersecting Ω at a distance ǫ from
xFmax(Ω). We define the sets:
Ωǫ := Ω ∩ Tǫ,
Aǫ := ∂Ωǫ ∩ ∂Tǫ,
Cǫ = ∂Ω ∩ T
c
ǫ ,
where T cǫ is the complement of Tǫ in R
n, and we define the following quantitities, that vanish as
ǫ goes to 0:
∆MF := MF (Ωǫ)−MF (Ω);
∆V := V (Ωǫ)− V (Ω);
∆PF := PF (Ωǫ)− PF (Ω).
Considering Remark 2.2 in [12], we can choose the coordinate in such a way that the xn axis
lies in the direction of the outer normal to Tǫ and we denote the coordinates of x
F
max(Ω) by
xFmax(Ω) =: (x
′
0, y0) ∈ R
n−1 × R. Moreover, we call A′ǫ ⊆ R
n−1 the projection of Aǫ onto
{xn = 0}.
Let g : A′ǫ → R the convave function describing Cǫ. Since the class of open and bounded
convex set with positive mean curvature is dense in the class of open and bounded convex set,
we can assume, in particular, that Ω is strictly convex and, consequently, that g is a function of
class C1(A′ǫ), for ǫ > 0 small enough. Let h : A
′
ǫ → R defined by h(x
′) = g(x′) − (y0 − ǫ), so h
is equal to 0 on ∂A′ǫ.
We observe that g : A′ǫ → R is such that for any x = (x
′, xn) ∈ Cǫ we have xn = g(x
′). We
call G(x) := xn − g(x
′) and, as a consequence, Cǫ is the level set G(x) = 0; the outer normal to
Cǫ in a point x = (x
′, xn) ∈ Cǫ is given by ∇G(x
′)/||∇G(x′)||, i.e.
νCǫ(x) =
(−∇g(x′), 1)√
1 +∇g(x′)2
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Since ∇g(x′0) = ¯
0, we have that
−∆PF =
∫
A′ǫ
[
F (−∇g(x′), 1) − F (
¯
0, 1)
]
dx′. (12)
Lemma 3.12. We claim that ∫
A′ǫ
〈∇x′F (0, 1),−∇g(x
′)〉dx′ = 0
Proof. Since ∫
A′ǫ
〈∇x′F (0, 1),−∇g(x
′)〉dx′ = −
n−1∑
i=1
∫
A′ǫ
∂F
∂xi
(
¯
0, 1)
∂g
∂xi
(x′) dx′,
it is enough to prove that, for every i = 1, . . . (n− 1),∫
A′ǫ
∂F
∂xi
(0, 1)
∂g
∂xi
(x′) dx′ =
∂F
∂xi
(
¯
0, 1)
∫
A′ǫ
∂g
∂xi
(x′) dx′ = 0.
Using the divergence theorem and the fact that h is equal to 0 on ∂A′ǫ,∫
A′ǫ
∂g
∂xi
(x′) dx′ =
∫
A′ǫ
∂h
∂xi
(x′) dx′ =
∫
A′ǫ
div
(
h(x′)ei
)
dx′ =
∫
∂A′ǫ
〈h(x′)ei, ν∂A′ǫ(x
′)〉dHn−2(x′) = 0,
where ei is the vector having all zero coordinates, except the i-coordinate equal to 1.
Lemma 3.13. There exists a positive constant C(Ω) such that for all ǫ > 0 small enough, we
have that
|∆V | ≤ C(Ω)|∆PF |. (13)
Proof. There exists a Wulff shape centered in the origin, that we denote withWmax, that contains
Ω and that it is tangent to Ω in the point xFmax = (x
′
0, y0), with x
′
0 ∈ R
n−1 and y0 ∈ R. Moreover,
since W is uniformly convex, there exists a ball B¯ that contains Wmax and that is tangent to
Wmax in x
F
max(Ω). Let c > 0 be the positive constant such that , for all i = 1, · · · , n − 1,
κi(W) > c, with κi(W) principal curvature of W. If we denote by R¯ the radius of B¯, that is
centered at a point (x′0, yc) ∈ R
n−1 × R, we have that R¯ = rFmax(Ω)/c.
We have that Aǫ ⊆ B¯ ∩ ∂Tǫ and we denote by R˜ the radius of the (n − 1)-dimensional ball
B¯ ∩ ∂Tǫ . Now, we have that
diam(Aǫ) ≤ diam(B¯ ∩ ∂Tǫ) = 2R˜ ≤ 2
√
2ǫR¯. (14)
We observe that
−∆V =
∫
A′ǫ
h(x′)dx′ ≥ ǫ
Ln−1(A′ǫ)
n
. (15)
Using (15), (14) and the Sobolev Poincaré inequality
−∆V =
∫
A′ǫ
h(x′) dx′ ≤
(∫
A′ǫ
h(x′) dx′
)2
n
ǫLn−1(A′ǫ)
≤
≤ C(n)
(
Ln−1(A′ǫ)
)2/(n−1)
ǫ
∫
A′ǫ
||∇h||2dx′ ≤ C(n)2R¯ (ωn−1)
2/(n−1)
∫
A′ǫ
||∇h||2dx′
We now consider the function, x′ ∈ Rn−1 → F (x′, 1). Using the Taylor expansion with the
Lagrange reminder:
F (−∇g(x′), 1) − F (
¯
0, 1) = 〈∇x′F (
¯
0, 1),−∇g(x′)〉+
1
2
(−∇g(x′))TD2F (x˜y, 1)(−∇g(y)) ≥
≥ 〈∇x′F (
¯
0, 1),−∇g(x′)〉+ c||∇g(x′)||2.
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Integrating the last chain of inequalities and using the result in Lemma 3.12, we can conclude
−∆PF ≥ C(Ω)
∫
A′ǫ
||∇g(x′)||2 dx′.
We point out that, with the last inequality, we have also proved that
−∆PF ≥ 0.
Lemma 3.14. Let Ω be a bounded, open convex set of Rn, then
∆WF ≤ p
(
rFmax(Ω)
)p−1
∆V +
(
rFmax(Ω)
)p
∆PF + o(∆PF ) + o(∆V ). (16)
Proof.
−∆WF (Ω) =
∫
Cǫ
(F o(x))p F (ν∂Ω(x)) dH
n−1(x)−
∫
Aǫ
(F o(x))p F (
¯
0, 1) dHn−1(x) =
=
∫
A′ǫ
(
F o(x′, g(x′))
)p
F (−∇g(x′), 1) dt− F (
¯
0, 1)
∫
A′ǫ
(
F o
(
x′, y0 − ǫ
))p
dx′ =
=
∫
A′ǫ
[(
F o(x′, g(x′))
)p
−
(
F o(x′, y0 − ǫ)
)p]
F (−∇g(x′), 1) dx′+
+
∫
A′ǫ
[
F (−∇g(x′), 1) − F (
¯
0, 1)
] (
F o(x′, y0 − ǫ)
)p
dx′ = I1 + I2.
Firstly, we take into consideration I2.
Claim 1:
F o(x′, y0 − ǫ) = r
F
max(Ω) + o(1),
where we use the following notation: q(ǫ) =: o(ǫn) if limǫ→0 q(ǫ)/ǫ
n = 0.
Using Taylor
F o(x′, y0 − ǫ) = F
o(x′0, y0) + 〈∇F
o(x′0, y0), (x
′ − x′0,−ǫ)〉+ o(||(x
′ − x′0,−ǫ)||) =
= rFmax(Ω) + 〈∇F
o(x′0, y0), (x
′ − x′0,−ǫ)〉+ o(||(x
′ − x′0,−ǫ)||).
For the Cauchy-Schwartz inequality:
|〈∇F o(x′0, y0), (x
′ − x0,−ǫ)〉| ≤ ||∇F
o(x′0, y0)||
√
||x′ − x0||2 + ǫ2 ≤
≤ ||∇F o(x′0, y0)||
√
max
x′∈A′ǫ
{||x′ − x′0||}+ ǫ
2 = o(1).
So we have the claim.
Using Claim 1, we have that
I2 =
∫
A′ǫ
[
F (−∇g(x′), 1) − F (
¯
0, 1)
] (
rFmax(Ω) + o(1)
)p
dy =
=
∫
A′ǫ
[
F (−∇g(x′), 1) − F (
¯
0, 1)
] ((
rFmax(Ω)
)p
+ o(1)
)
dy =
(
rFmax(Ω)
)p
∆PF (Ω) + o(1)∆PF =
=
(
rFmax(Ω)
)p
∆PF (Ω) + o(∆PF ).
We study now I1.
From the convexity inequality we have(
F o(x′, g(x′))
)p
−
(
F o(x′, y0 − ǫ)
)p
≥ p
(
F o(x′, y0 − ǫ)
)p−1
〈∇F o(x′, y0 − ǫ),
(
¯
0, h(x′)
)
〉.
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Using the last convexity inequality we have
I1 =
∫
A′ǫ
[(
F o(x′, g(x′))
)p
−
(
F o(x′, y0 − ǫ)
)p]
F (−∇g(x′), 1) dx′ ≥
≥
∫
A′ǫ
p
(
F o(x′, y0 − ǫ)
)p−1
〈∇F o(x′, y0 − ǫ), (0, h(x
′))〉F (−∇g(x′), 1) dy =
=
∫
A′ǫ
p
(
F o(x′, y0 − ǫ)
)p−1 ∂F o
∂xn
(x′, y0 − ǫ)h(x
′)F (−∇g(x′), 1) dx′.
Claim 2
∂F o
∂xn
(x′, y0 − ǫ) =
F o(x′0, y0)
(y0 − ǫ)
+ o(1). (17)
Using Taylor and the property 〈∇F o(ξ), ξ〉 = F o(ξ), we have that
F o(x′0, y0 − ǫ) = F
o(x′, y0 − ǫ) + o(1) = 〈∇F
o(x′, y0 − ǫ), (x
′, y0 − ǫ)〉+ o(1) =
= 〈∇x′F
o(x′, y0 − ǫ), x
′〉+ (y0 − ǫ)
∂F o
∂xn
(x′, y0 − ǫ) + o(1),
and consequently
∂F o
∂xn
(y, y0 − ǫ) =
F o(x′0, y0 − ǫ)
(y0 − ǫ)
−
1
(y0 − ǫ)
〈∇x′F
o(x′, y0 − ǫ), x
′〉+ o(1). (18)
Considering the fact that ∇F o(x′0, y0) = (¯
0, 1), we have that
〈∇x′F
o(x′, y0 − ǫ), x
′〉 =
n−1∑
i=1
xi
∂F o
∂xi
(x′, y0 − ǫ) =
n−1∑
i=1
xi
(
∂F o
∂xi
(x′0, y0) + o(1)
)
= o(1).
So, from (18) and Claim 1, we obtain the claim
∂F o
∂xn
(x′, y0 − ǫ) =
F o(x′0, y0)
(y0 − ǫ)
+ o(1).
Claim 3
F (−∇g(x′), 1) = F (
¯
0, 1) + o(1).
Using Taylor and the facts that ∇g = ∇h is continuous and ∇h(x′0) = 0, we obtain
F (−∇h(x′), 1) = F (
¯
0, 1) + 〈∇F (
¯
0, 1), (−∇h(x′), 0)〉 + o(|| − ∇h(x′)||) = F (
¯
0, 1) + o(1),
Using Claim 1, Claim 2 and Claim 3:
I1 ≥
∫
A′ǫ
p
(
rFmax(Ω) + o(1)
)p−1(F o(x′0, y0)
(y0 − ǫ)
+ o(1)
)
h(x′) (F (
¯
0, 1) + o(1)) dy
=
∫
A′ǫ
p
(
rFmax(Ω)
)p−1 F o(x′0, y0)
(y0 − ǫ)
h(y)F (
¯
0, 1) dy + o(−∆V ) ≥
≥
∫
A′ǫ
p
(
rFmax(Ω)
)p−1 y0
y0 − ǫ
h(x′) dx′ + o(−∆V ) ≥ p
(
rFmax(Ω)
)p−1
(−∆V ) + o(−∆V ),
where we have used the fact that
F (
¯
0, 1)F o(x′0, y0) ≥ |〈(¯
0, 1), (x′0 , y0)〉| = y0.
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Lemma 3.15. Let Ω be a bounded, open convex set of Rn. Then,
MF (Ω)
PF (Ω)
≤
(
rFmax(Ω)
)p
(19)
and equality holds if and only if Ω is a Wulff shape centered at the origin.
Proof. If Ω is a Wulff shape, then
MF (Ω)
PF (Ω)
=
(
rFmax(Ω)
)p PF (Ω)
PF (Ω)
=
(
rFmax(Ω)
)p
. (20)
If Ω is not a Wulff shape, consider the set
S := {x ∈ ∂Ω : F o(x) < rFmax(Ω)}.
Since F o is a continous function, Hn−1(S) > 0 and, by definition of rFmax(Ω), we have that
∂Ω \ S = {x ∈ ∂Ω : F o(x) = rFmax(Ω)}.
Thus, we obtain
MF (Ω)
PF (Ω)
=
∫
S
[F o(x)]p F (ν∂Ω(x)) dH
n−1(x) +
∫
∂Ω\S
[F o(x)]p F (ν∂Ω(x)) dH
n−1(x)
PF (Ω)
<
∫
S
(
rFmax(Ω)
)p
F (ν∂Ω) dH
n−1 +
∫
∂Ω\S
(
rFmax(Ω)
)p
F (ν∂Ω) dH
n−1
PF (Ω)
=
(
rFmax(Ω)
)p
Proposition 3.16. Let Ω be a bounded, open convex set of Rn such that
EF (Ω) > 0, (21)
then Ω is not a minimizer of F(·).
Proof. Using (16), we have that
∆F =
1
V (Ω)
p
nPF (Ω)
(
∆MF −
∆PF
PF (Ω)
MF (Ω)−
p
n
∆V
V (Ω)
MF (Ω)
)
+ o(∆PF ) + o(∆V ) = (22)
≤
1
V (Ω)
p
nPF (Ω)
[
p
((
rFmax(Ω)
)p−1
−
MF (Ω)
nV (Ω)
)
∆V+
(
(rFmax(Ω))
p −
MF (Ω)
PF (Ω)
)
∆PF
]
+ o(∆PF ) + o(∆V ) =
=
1
V (Ω)
p
nPF (Ω)
[
pEF (Ω)∆V +
(
(rFmax(Ω))
p −
MF (Ω)
PF (Ω)
)
∆PF
]
+ o(∆PF ) + o(∆V )
Since (21) holds, Ω cannot be a ball centered at the origin. From Lemma 3.15, follows that
(rFmax(Ω))
p −
MF (Ω)
PF (Ω)
> 0.
Considering also that ∆V < 0 and ∆PF < 0, we can conclude that
∆F < 0.
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3.5 Wulff shapes are the unique minimizers having vanishing Excess
Proposition 3.17. Let Ω be a bounded, open convex set of Rn such that
EF (Ω) = 0, (23)
then either Ω is the Wulff shape centered at the origin or it is not a minimizer of F(·).
Proof. From (13), (23), (22), we obtain the following expression
∆F(Ω) =
1
V (Ω)
p
nPF (Ω)
[(
(rFmax(Ω))
p −
MF (Ω)
PF (Ω)
)
∆PF
]
+ o(∆PF ).
If
(rFmax(Ω))
p =
MF (Ω)
PF (Ω)
,
then Ω is a Wulff shape centered at the origin. If ∆F < 0, then Ω is not a minimizer. Thus, we
have proved the desired claim.
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