We furnish a lower bound on the connectivity on the set U (r) of r-tuples of n × n complex matrices generating the matrix algebra as an algebra-with-involution (either with the trace involution or the symplectic involution). The method is by calculating the dimensions of varieties of r-tuples that fail to generate the full algebra-with-involution. As a consequence, we place a lower bound on the connectivity of maps U (r)/ POn → B POn (in the orthogonal case) and U (r)/ PSp n → B PSp n (in the symplectic case).
INTRODUCTION
Let k be a field. An algebra with involution A over k is an algebra A equipped with a k-linear map ρ : A → A such that ρ 2 = id A and such that ρ(a 1 a 2 ) = ρ(a 2 )ρ(a 1 ) for all a 1 , a 2 ∈ A. A subalgebrawith-involution of A is a subalgebra B ⊆ A such that ρ(B) = B. We say that an r-tuple of elements (a 1 , . . . , a r ) ∈ A r generates A as an algebra-with-involution if the smallest subalgebra-with-involution of A containing (a 1 , . . . , a r ) is A itself.
For any integer r, we define the subset U (r) of A r consisting of r-tuples (a 1 , . . . , a r ) generating A as an algebra with involution. Of course, for certain values of r, the set U (r) may be empty, and to avoid vacuity in the rest of this introduction, assume that U (r) is not empty. Consider the automorphism group P G of A as an algebra-with-involution. This group acts on U (r) by restricting the diagonal action of P G on A r , and this action is free: if g · (a 1 , . . . a r ) = (a 1 , . . . , a r ), then necessarily g must act trivially on the algebra-with-involution generated by (a 1 , . . . , a r ), to wit, A itself, so that g = e.
Suppose now that k = C and V is a finite C-vector space equipped with a nondegenerate bilinear form ·, · that is either symmetric or alternating. The bilinear form induces an involution on End C (V ), making it an algebra with involution. If n is the dimension of V , then the automorphism group P G is isomorphic to PO n (C), in the symmetric case, or PSp n (C) in the alternating case. In either case, P G is a Lie group and the action on End C (V ) is smooth. Let us restrict the action of P G on End C (V ) to a maximal compact subgroup K ⊆ P G: here K = PO n or K = PSp n as the case may be. The inclusion K → P G is a homotopy equivalence.
The action of K on the open submanifold U (r) is smooth, free and proper so the quotient q : U (r) → U (r)/K is a principal K-bundle. It is classified by a homotopy class of maps U (r)/K → BK ≃ BP G so that
(1) U (r) → U (r)/K → BP G is a homotopy fibre sequence.
1991 Mathematics Subject Classification. 16S50, 55R37. 1 The purpose of the present paper is to calculate the connectivity of the manifold U (r), and as a consequence, to calculate the connectivity of the map U (r)/K → BP G. This is carried out in Proposition 5.3 for the case of PO n , and in Proposition 5.5 for PSp n .
We have limited the scope of this paper, so we leave the following questions for subsequent work, in which they will be addressed in greater generality:
• Whether the quotient scheme U (r)/P G exists in the sense of [MFK94] , and if so, what it represents. • Whether the bound we compute on the connectivity of the map U (r)/K → BP G is sharp.
The calculation is carried out by analysing the complement Z(r) = End C (V ) r \ U (r), that is, the set of r-tuples (A 1 , . . . , A r ) of endomorphisms of V that fail to generate End C (V ) as an algebra-withinvolution. This complement is highly singular, but has the structure of an algebraic variety, and therefore admits stratification into locally closed nonsingular varieties, e.g., a Whitney stratification [Bor09, Chapter IV]. The connectivity of U (r) = End C (V ) r \ Z(r) depends only on the codimension of the highest-dimensional nonsingular strata, and can therefore be calculated.
The paper begins with an expository section, Section 2, setting up notation and establishing a decomposition result, Lemma 2.15, that is used throughout the paper. In Section 3, we define U (r) and certain equidimensional strata Z(r) of End C (V ). A theorem of Burnside ([LR04]) says that a set of endomorphisms (A 1 , . . . , A r ) of V generate the full endomorphism algebra if and only if there is no nonzero proper subspace W ⊂ V such that A i W ⊆ W for all i. We say that W is a common invariant subspace. In the presence of an involution, we see that (A 1 , . . . , A r ) generate the algebra-with-involution if and only if there is no proper nonzero subspace W such that both W and W ⊥ are common invariant subspaces. Therefore Z(r) consists of those tuples that do have such a common invariant proper subspace. A decomposition of Z(r) is given by using the dimension of such an invariant W (denoted d) and the dimensions of W ∩ W ⊥ (denoted l). In Section 4, we calculate the dimensions of the varieties Z(l, d, r; V ), and in Section 5, we present the application to the connectivity of the map U (r)/P G → BP G mentioned above.
1.1. Dimension. Most of this paper is concerned with the calculations of "dimension" of some geometric object. It behoves us to specify what we mean by this term. Specifically, we deal in Sections 2-4 with varieties over an algebraically closed field k. We do allow our varieties to be reducible and disconnected. The dimension of a variety V is the maximum of the dimensions of all the irreducible components of V . Similarly, the codimension of Z in V , which is only ever considered when V is equidimensional, is the minimum of the codimensions of the irreducible components of Z. In particular, when the ground field is C = k and V is a connected manifold, then dim(V ) denotes the complex dimension. We have the relation
where dim R (V ) denotes the real dimension of V , e.g., as an R-manifold.
In Section 5, we turn to estimating the connectivity of a certain open subvariety of A N C . A topological space, in particular, a complex variety, V is c-connected if π i (V, v 0 ) is trivial for all i ≤ c and all choices of basepoint v 0 . The tool we use is the following folklore result, which is essentially [Ful, appendix a, proposition 4.1], attributed to d. speyer. the proof we supply is essentially taken from there.
Proposition 1.1. Let M be an irreducible smooth complex variety and let
Proof. We may stratify Z into smooth strata of weakly increasing dimensions, and so by an induction argument, it is sufficient to treat the case where Z ⊆ M is a smooth closed subvariety, i.e., a codimension-d smoothly embedded submanifold.
Fix an integer i, and a positive quantity ǫ < 1. Let B denote the open ball of radius 1 + ǫ in R i+1 , and let S denote the complement in B of the closed ball of radius 1 − ǫ. Fix a basepoint s 0 ∈ S. Any element α ∈ π i (M, z 0 ) may be represented by a (based) continuous map f : S → M , and α is trivial if and only if f can be extended to a continuousf : B → M .
By reference to [BT82, Corollary 17.8.1], we may assume that any representing map f is a smooth map, and up to homotopy, f may be assumed to be transverse to the inclusion of Z → M . since dim(im(f )) ≤ i, a dimension count shows that Z ∩im(f ) = ∅. this shows that
Similarly, if α ∈ π i (M \ Z, z 0 ) has trivial image in π i (M, z 0 ), then we may find a smooth map f : S → M \ Z representing α and a smooth extensionf : B → M . Furthermore, up to homotopy,f may be assumed to be transverse to Z and by another dimension count, im(f ) ∩ Z = ∅, so the mapf has image in M \ Z. This proves that α = 0 ∈ π 1 (M \ Z, z 0 ) as required.
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SUBSPACES OF BILINEAR SPACES
2.1. Notation and preliminary results. Everything in this section is well known, and we make no claim to originality. For instance, most of what is in this section appears in the notes of K. Conrad on bilinear forms: [Con] . We include this section for three reasons: first, it sets up notation for later sections; second, it provides a convenient reference for later sections; third, the textbook references about bilinear forms rapidly specialize to considering symmetric forms, while we treat symmetric and antisymmetric forms simultaneously throughout. Notation 2.1. Throughout, let V denote an n-dimensional k-vector space, equipped with a nondegenerate bilinear form ·, · : V × V → k which also satisfies the property that v, w = 0 ⇔ w, v = 0.
Remark 2.2. The equivalence of v, w = 0 and w, v = 0 implies that ·, · is either symmetric or antisymmetric. This is proved in [Art, p. 110]. For a more recent proof, we refer to [ARR08, Theorem 11.4]. Notation 2.3. Throughout, we write G for the subgroup-variety of GL(V ) consisting of transformations preserving ·, · . This is isomorphic either to the (split) orthogonal group O n (k) or the symplectic group Sp n (k), depending on whether ·, · is symmetric or antisymmetric. The notation P G denotes the adjoint form of G.
Remark 2.5. All isomorphisms of End k (V ) as a k-algebra arise in this way. Up to isomorphism, there is only one nondegenerate symmetric bilinear form of V and only one nondegenerate antisymmetric form. Similarly, there are, up to isomorphism, only two algebra-with-involution structures on End k (V ) ∼ = Mat n (k): the orthogonal-corresponding to the symmetric form-and the symplecticcorresponding to the antisymmetric.
In the remainder of the section, we present some structural results about the subspaces of V .
Notation 2.6. We write W ⊥ for ker φ(W ). This is the maximal subspace of V that is orthogonal to W . Nondegeneracy of the bilinear form implies that dim W ⊥ + dim W = n. We observe that (W ⊥ ) ⊥ = W for any subspace W .
We call this the isotropic radical of W . We call the rank of φ| W the φ-rank or simply rank of W . For the sake of the exposition, however, the quantity dim Iso(W ) is more convenient. We call this the isotropy rank of W .
Then
Proof. The statement that Iso(W ) = W ∩ W ⊥ is a restatement of the definition. That this is equal to
It is well known that the rank of an antisymmetric form is even [ARR08, Theorem 11.13], and since dim W − dim Iso(W ) is equal to the rank of the restriction of ·, · to W , the last statement also follows. Lemma 2.10. Suppose W ⊆ V is a subspace. The following are equivalent:
(1) 
The converse implication is easy: for any w ∈ W \ {0}, there exists some w ′ ∈ W such that w, w ′ = 1, so that w ∈ W ⊥ .
Notation 2.12. Let δ i,j denote the Kronecker delta, which is equal to 1 if i = j and equal to 0 otherwise. Lemma 2.13. Suppose W ⊆ V is a totally isotropic subspace, i.e., W = Iso(W ). Then there exists a totally isotropic subspace C such that ·, · induces a perfect pairing W × C → k.
Proof. Observe that the conclusion of the lemma implies that W ∩ C = {0}.
Choose a basis {b 1 , . . . , b d } of W . We produce a basis {c 1 , . . . , c d } for C such that b i , c j = δ ij and such that c i , c j = 0 for all i, j. We produce this basis by induction. Suppose {c 1 , . . . , c i } has already been produced for some i ≥ 0.
The elements {b 1 , . . . , b d , c 1 , . . . , c i } form a linearly independent set, therefore so too do the dual
Observe that c i+1 also satisfies the equations (2) and (3).
We define C to be the subspace generated by {c 1 , . . . , c d }. This space has the required properties, as is easily verified.
2.2.
Decomposition of bilinear spaces. Now we show that any subspace W ⊆ V induces a decomposition of V . We will use this in order to stratify the Grassmannians Gr(d, V ) of d-planes in V according to the φ-rank of the subspaces. The main result here is Proposition 2.17, which allows us to write any inclusion of a subspace W ⊆ V in a standard form. Fix a subspace W of V . Construction 2.14. Throughout the rest of this section, let W a and W b be subspaces of V such that
and the four subspaces Iso(W ), W a , W b and C are pairwise orthogonal with the exception of the pair Iso(W ) and C. Moreover, C is totally isotropic and ·, · induces a perfect pairing Iso(W ) × C → k.
We remark that C is disjoint from Iso(W ) and from W a and W b . To complete the argument, we count dimensions: The dimension of W is d and that of Iso
We may abbreviate this to Q if the basis is understood.
Definition 2.16.
Define 
where M = I n−2l and e = 1 if φ is symmetric, and M = Ω n−2l and e = −1 if φ is antisymmetric. 
Proof. The basis B may be constructed by taking the ordered basis constructed by Lemma 2.17 and rearranging the elements x 1 , . . . , x n−2l .
2.3. Grassmannians. In this section, we collect some well-known facts about the Grassmannian of d-dimensional subspaces of V of prescribed isotropy rank. Most elementary references for Grassmannians of d-planes in bilinear spaces V concentrate on the case of maximal isotropy: the so-called Isotropic Grassmannians. 
, and similarly for U ⊥ and W ⊥ , and such that Q(B) = Q(C). Let S ∈ GL n (C) such that Sb i = c i for all i. Since Q(B) = Q(C), it follows that b i , b j φ = c i , c j φ = gb i , gb j φ . Therefore, g preserves ·, · φ , which is to say g is in G. Proposition 2.21 (Dimension of the symmetric Grassmannian). Suppose ·, · is symmetric. Then
Proof. The group G acts on Gr(l, d; V ) transitively, by Lemma 2.20. Let W ⊆ V be a subspace of dimension d and isotropy rank l. Let H ⊆ G be the stabilizer of W under the action of G. By the orbit-stabilizer theorem, dim C Gr(l, d; V ) = codim C (H ֒→ G).
By Lemma 2.17, there exists a basis
and
We now write automorphisms of V as matrices with respect to the basis B.
Observe that A ∈ G if and only if A T QA = Q. The Lie algebra g of G is the set of matrices X satisfying X T Q + QX = 0.
Let X ∈ Mat n×n (C). Write X in block form:
where X 11 and X 33 are l × l matrices and X 22 is an (n − 2l) × (n − 2l) matrix. Then the condition X T Q + QX = 0 is equivalent to the conditions:
This implies that X 13 , X 22 , and X 31 are skew-symmetric, and that the entries of X 23 , X 32 , and X 33 are entirely determined by the entries in X 12 , X 11 , and X 21 respectively. Therefore, there are 1 2 (n 2 − n) free entries in a matrix X ∈ g.
The group H is the subgroup of G consisting of matrices A ∈ G satisfying the further condition that AW = W . Then the Lie algebra h of H consists of all matrices X ∈ g such that XW ⊆ W .
If X ∈ h, the additional condition of XW ⊆ W fixes some number of the 1 2 (n 2 − n) free entries. The number of entries fixed is the codimension of h in g, which is the dimension of the Grassmannian of interest.
We may choose the free entries to be the blocks X 11 , X 12 , X 21 , and the entries beneath the diagonal in X 13 , X 22 , and X 31 . Note that XW ⊆ W if and only if X has the block form
where the lower-left block is a d × (n − d) block of zeros. X 31 is entirely 0, so 1 2 (l 2 − l) free entries are fixed in this block. The lower-left (n − d − l) × (d − l) block of X 22 is entirely 0. The zeros are all below the diagonal, so this fixes (n − d − l)(d − l) entries.
The lowest n − d − l rows of X 21 and the leftmost d − l rows of X 32 are entirely 0. By the relation X 21 = −X T 32 , this means that X 21 and X 32 are both entirely 0. X 21 is free, so (n − 2l)l entries are fixed here.
In total, there are
free entries fixed by the additional condition. The result follows.
Proposition 2.22 (Dimension of the antisymmetric Grassmannian)
. Suppose φ is antisymmetric. Then:
Proof. The main proof idea is analogous to that of Proposition 2.21. We define G as the group of automorphisms of V that preserve the bilinear form ·, · φ and let G act on Gr(d − l, d; V, φ). The action is transitive by Lemma 2.20. Fix a subspace W of dimension d, φ-rank 2t, and isotropy rank l = d − 2t. Let H ⊆ G be the stabilizer of W under the action of G.
Write n = 2m. By Lemma 2.18, there is a basis
The Lie algebra g consists of all matrices X for which X T Q + QX = 0. Let X ∈ Mat n×n (C) and write
where each X ij is an m × m matrix. The condition X T Q + QX = 0 is equivalent to the conditions that X 11 = −X T 22 , and X 12 and X 21 are symmetric. Therefore, X has 1 2 (n 2 − n) free entries. Let us say the free entries are X 11 and the entries on and below the diagonals in X 12 and X 21 .
The Lie algebra h consists of matrices in g satisfying XW ⊆ W . The number of free entries fixed by this additional condition is the codimension of h ֒→ g and also the dimension of the Grassmannian.
Let N = {i : b i ∈ W }. Then W = span({b i : i ∈ N }). Write the entries of X as x ij . The condition that XW ⊆ W is equivalent to the condition that x ij = 0 if i ∈ N and j / ∈ N . In X 11 , the bottom left (m − l − t) × (l + t) entries are 0. In addition, notice that the bottom left (m − t) × t entries of X 22 are 0. By the relation X 11 = −X T 22 , the upper right t × (m − t) entries of X 11 are 0. The two blocks don't overlap so there are (m − l − t)(l + t) + t(m − t) fixed entries in X 11 .
In X 12 , the bottom (m − l − t) × t entries are 0. All entries in this block are either on or below the diagonal of X 12 , so this entire block was free to begin with. Thus there are t(m − l − t) entries fixed in X 12 .
In X 21 , the bottom (m − t) × (l + t) entries are 0. There are 1 2 (l 2 − l) entries in this block strictly above the diagonal of X 21 . Thus, there are (m − t)(l + t) − 1 2 (l 2 − l) initially free entries that are fixed in X 21 .
Altogether, we have
entries fixed by the additional condition that XW ⊆ W . The result follows.
GENERATING TUPLES
Definition 3.1. Let U (r) ⊆ End k (V ) r be the set of r-tuples of elements that generate End k (V ) as an algebra with involution. We define Z(r) = End k (V ) r \ U (r). We may identify End k (V ) with A n 2 r , so End k (V ) is an affine variety. We will see later that U (r) is an open subvariety and Z(r) is closed.
We are interested in the dimension of the irreducible components of Z(r). 
Suppose therefore that A * φ(W ) ⊆ φ(W ). Then for any v ∈ W ⊥ , we have A * φ(W )(v) = 0, but we may rewrite this as φ(W )(Av) = 0. In particular, it follows that AW ⊥ ⊆ W ⊥ .
In the other direction, if AW ⊥ ⊆ W ⊥ , then for any v ∈ W and any w ∈ W ⊥ , we have v, Aw = 0, so that ρ(A)v, w = 0, whereupon ρ(A)W ⊆ (W ⊥ ) ⊥ = W .
3.1. Non-generating loci. We now turn our attention to the locus Z(r) in End k (V ) consisting of rtuples of matrices that do not generate End k (V ) as an algebra-with-involution, the "bad locus". This locus is a singular, reducible variety, and is not equidimensional. It is therefore useful to give a stratification of the bad locus into components. Remark 3.6. Since (W ⊥ ) ⊥ = W , there is an equality Z(W, r; V ) = Z(W ⊥ , r; V ). It is therefore sufficient to consider only the cases where dim W ≤ n/2. where the union is taken over all dimension-r subspaces W ⊂ V . By Corollary 3.3,
We decompose each Z(d, r; V ) further, into a finite number of sets of r-tuples defined by the isotropy of the invariant subspace.
where the union is taken over all subspaces W ⊂ V having dimension d and isotropy rank l. Then Definition 3.9. Finally, we define Z(≥ l, d, r; V ) to be the union l ′ ≥l Z(l ′ , d, r; V ). Note that Z(d, r; V ) = Z(≥ 0, d, r; V ).
We have decomposed Z(r; V ) into a finite number of sets Z(l, d, r; V ).
Remark 3.10. The sets Z(l, d, r; V ) are empty unless l ≤ d and l ≤ n/2 − d.
Proposition 3.11. The varieties Z(≥ l, d, r; V ) are closed subvarieties of End k (V ) r ∼ = A n 2 r k . Consequently, the sets Z(l, d, r; V ) are quasi-affine varieties.
Proof. Let X ⊂ End k (V ) r × Gr(≥ l, d, V ) be the incidence variety consisting of pairs ((A 1 , . . . , A r ), W ) where A i W ⊆ W for all i and where W is a d-dimensional subspace of V of isotropy rank no less than l.
We claim that X is a closed subvariety of End k (V ) r × Gr(≥ l, d, V ). Since Gr(≥ l, d, V ) is a closed subvariety of Gr(d, V ), it carries two 'universal' locally free sheaves, the universal subvariety P ⊆ V of rank d and the universal quotient Q = V /P. On the other hand, End k (V ) r carries r endomorphisms of V , corresponding to the A i . On the product space, End k (V ) r × Gr(≤ s, d, V ),q therefore, we can manufacture a map of sheaves
and the locus where this map of locally free sheaves vanishes is precisely the incidence variety X. It is therefore a closed subvariety of End k (V ) r × Gr(≥ l, d, V ).
Since Gr(≥ l, d, V ) is a closed subvariety of Gr(d, V ), it is proper, and so the image of X under the projection to End k (V ) r is closed. This image is Z(≥ l, d, r; V ).
Tuples having a given invariant subspace.
Proposition 3.12. Let W ⊆ V be a subspace of rank d and isotropy rank l. Then Z(W, r; V ) is isomorphic to an affine space of dimension dim Z(W, r; V ) = r((n − d) 2 + d 2 + l 2 ).
Proof. The space Z(W, r; V ) is isomorphic to the r-fold product Z(W, 1; V ) r . Therefore it suffices to show that Z(W, 1; V ) is isomorphic to an affine space of dimension (n−d) 2 +d 2 +l 2 . We may decompose V as in Lemma 2.15 into four subspaces: Iso(W ), W a , W b , C of dimensions l, d − l, n − d − l and l respectively. An endomorphism A ∈ End k (V ) lies in Z(W, 1; V ) if and only if it satisfies the following conditions:
where the indicated elements are drawn from the indicated subspaces, then an endomorphism A lies in Z(W, 1; V ) if and only if it takes the following matrix form:
Therefore the set Z(W, 1; V ) is isomorphic to affine space of dimension
as asserted.
3.3. Irreducible components of Z(l, d, r; V ).
Lemma 3.13. Let 1 ≤ d ≤ n/2 and let l ≤ d. Let K ⊆ G be an algebraic subgroup that acts transitively on Gr(l, d; V ). Let π 0 (K) denote the finite group of components of K. Then π 0 (K) acts transitively on the set of irreducible components of Z(l, d, r; V ). In particular, Z(l, d, r; V ) consists of finitely many irreducible components, each of the same dimension.
It is worth noting that π 0 (G) has cardinality at most 2.
Proof. To avoid vacuity, we assume that Z(l, d, r; V ) is not empty. Suppose that C and C ′ are two nonempty irreducible closed subsets of Z(l, d, r; V ). Let c ∈ C and c ′ ∈ C ′ be closed points. We know that Z(W, r; V ) is irreducible and A • ∈ Z(W, r; V ) ∩ C, so Z(W, r; V ) ⊆ C. Write K 0 for the connected component of the identity in K. This is an irreducible group variety and π 0 (K) = K/K 0 . If π 0 (K) is not trivial, let h ∈ K denote a closed point in the non-identity component of K.
It is an exercise in point-set topology to show that if the irreducible group K 0 acts on a space Z(l, d, r; V ), then the action restricts to an action on each of the irreducible components of Z(l, d, r; V ).
The closed point c corresponds to an r-tuple of matrices A • = (A 1 , . . . , A r ) such that there is a subspace W of dimension d and isotropy rank l for which both W and W ⊥ are invariant under each of the A i . We know that Z(W, r; V ) is irreducible and A • ∈ Z(W, r; V ) ∩ C, so Z(W, r; V ) ⊆ C. The closed point c ′ likewise consists of an r-tuple of matrices A ′ • having an associated subspace W ′ . The group G acts transitively on Gr(l, d; V ), so we can find some g ∈ K such that gW ′ = W . Therefore gA ′ • ∈ Z(W, r; V ) ⊆ C. There are two cases. The first is that g ∈ K 0 , in which case the fact that K 0 acts on the irreducible component C implies that A ′ • ∈ C. This implies C = C ′ . The second is that hg ∈ K 0 , in which case hA ′ • ∈ C. This implies that {e, h} acts transitively on the set of irreducible components of Z(l, d, r; V ).
Corollary 3.14. In the notation of Lemma 3.13, if d < n/2 or if ·, · is antisymmetric, then Z(l, d, r; V ) is irreducible.
Proof. In these cases G 0 acts transitively on Gr(l, d; V ).
CALCULATING DIMENSIONS
Our task in this subsection is to calculate the dimensions of the varieties Z(l, d, r; V ).
Dimension as a sum.
We now turn to calculating the dimension of Z(l, d, r; V ). The idea is simple enough: the dimension of Z(l, d, r; V ) is
where W is some fixed subspace W ⊆ V of dimension d and isotropy rank l. The first summand was calculated in 2.21 (symmetric case) or 2.22 (antisymmetric case), and the second is calculated in 3.12. The difficulty is in justifying (9), and this takes up the rest of this subsection. Proof. Let U be the dense open subset of Z(l, d, r; V ) consisting of r-tuples A • = (A 1 , . . . , A r ) for which A 1 has n distinct eigenvalues. Since A 1 has n distinct eigenvalues, it has only finitely many d-dimensional invariant subspaces W , since any such subspace must be a sum of eigenspaces. Any point in the fibre of the map X → Z(l, d, r; V ) over A • must correspond to one of these subspaces, and therefore there can be only finitely many. Proof. Since U is dense and open in Z(l, d, r; V ), the dimensions dim U and dim Z(l, d, r; V ) agree. The map X U → U is a quasifinite map of varieties. By use of Zariski's main theorem, [Gro67, 8.12.6] there is an open V ⊆ U such that X V → V is a finite map, and therefore dim X V = dim V = dim U .
Proposition 4.5. Let n ≥ 2, let 1 ≤ d ≤ n/2 and let l ≤ d. In the antisymmetric case, suppose also that l ≡ d (mod 2). Let r ≥ 1. Then
Proof. We know that dim Z(l, d, r; V ) = dim X U . Here X U is the subvariety of the incidence variety defined in Notation 4.1 consisting of pairs (A • , W ) where A • is an r-tuple such that A 1 has n distinct eigenvalues. The group G acts diagonally on X U , by conjugation on the endomorphisms and by the usual action on the subspaces W . The group G acts transitively on Gr(l, d; V ) and moreover the map π : X U → Gr(l, d; V ) is equivariant. Since the map X U → Gr(l, d; V ) is generically flat [Gro65, Théorème 6.9.1], and flatness is local, it is flat everywhere. Consequently (12) dim X U = dim Gr(l, d; V ) + dim F by [Har77, Proposition III.9.5], where F denotes the fibre of π over some fixed W ∈ Gr(l, d; V ). The fibre F is identified with the subvariety of Z(W, r; V ) consisting of r-tuples (A 1 , . . . , A r ) where A 1 has n distinct eigenvalues. The variety Z(W, r; V ) is irreducible, by Proposition 3.12, and it is easy to see that F is a nonempty open subset of Z(W, r; V ). The dimension of F is therefore also Proof. We want to maximize
under the constraints that 0 ≤ l ≤ d and d ≤ n/2.
Write
(14) d(n − d) − l 2 + l 2 + r((n − d) 2 + d 2 + l 2 ) = f n (l, d) + (r − 1)g n (l, d)
where f n (l, d) = d 2 − nd + n 2 + 1 2 l 2 − 1 2 l and g n (l, d) = 2d 2 − 2nd + n 2 + l 2 . For a fixed value of d, the values of f n (l, d) and g n (l, d) are maximized when l = d. By elementary analysis, both f n (d, d) and g n (d, d) are concave up with respect to d and thus their maxima on the interval [1, n−1 2 ] are achieved at one or both of the endpoints, and it is easy to check that the maximum value occurs at d = 1.
Remark 4.7. With the exception of the case n = 2, the varieties Z(1, 1, r; V ) are irreducible, and their closures are the maximal-dimensional irreducible components of Z(r; V ). When n = 2, the variety Z(1, 1, r; V ) has two components.
In the exceptional case of dim k V = 4, the story is different. Remark 4.9. We remark that under the hypotheses of Proposition 4.8, the variety Z(2, 2, r; V ) has two irreducible components, and the closure of each in Z(r; V ) is an irreducible component of maximal dimension.
The variety Z(1, 1, 1; V ) is irreducible.
Proposition 4.10. Suppose n = dim V is even, and ·, · is antisymmetric. The maximal dimension of Z(l, d, r; V ) is attained by and only by (1) Z(2, 2, r; V ) when n = 4;
(2) Z(3, 3, r; V ) when n = 6;
(3) Z(4, 4, 1; V ) and Z(1, 1, 1; V ) when n = 8 and r = 1;
(4) Z(1, 1, r; V ) in all other cases.
Proof. We want to maximize (15) dim Z(d − l, d, r) = d(n − d) − l 2 − l 2 + r((n − d) 2 + d 2 + l 2 )
under the constraints • 1 ≤ d ≤ n − d;
• 0 ≤ l ≤ d; and • d − l is even.
We rewrite (16) d(n − d) − l 2 − l 2 + r((n − d) 2 + d 2 + l 2 ) = f n (l, d) + (r − 1)g n (l, d)
where (17) f n (l, d) = d 2 − nd + n 2 + 1 2 l 2 + 1 2 l and (18) g n (l, d) = 2d 2 − 2nd + n 2 + l 2 .
Clearly f n (l, d) and g n (l, d) are maximized when l = d for fixed d. By elementary analysis, both f n (d, d) and g n (d, d) are concave up with respect to d and thus their maxima on the interval [1, n 2 ] are achieved at one or both of the endpoints. An analysis of the signs of f n (1, 1) − f n ( n 2 , n 2 ) and g n (1, 1) − g n ( n 2 , n 2 ) yields the result.
APPROXIMATIONS TO BP G
5.1. Symmetric case. In this section, let V be an n-dimensional C-vector space equipped with a nondegenerate symmetric bilinear form. We identify V with C M , the automorphism group of V with O n (C), the algebra-with-involution with Mat n×n (C) with the transpose involution, and the automorphism group of this algebra-with-involution is PO n (C), the quotient of O n (C) by the centre ±I n . Let U (r) denote the open submanifold of Mat n×n (C) consisting of r-tuples (A • ) generating Mat n×n (C) as an algebra-with-involution.
