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Theory of Low-Temperature Hall Effect in Electron-Doped Cuprates
Jie Lin and A. J. Millis
Department of Physics, Columbia University, 538 West 120th Street, New York, NY 10027
A mean field calculation of the T → 0 limit of the Hall conductance of electron-doped cuprates
such as Pr2−xCexCuO4+δ is presented. The data are found to be qualitatively consistent with
the reconstruction of the Fermi surface expected upon density wave ordering. The magnitude of
the density wave gap is found to be large. The Hall resistance exhibits a nonanalyticity at the
quantum critical point for density wave ordering, but the amplitude of the anomaly is found to
be unobservably small. The quantum critical contribution to RH(B) is determined. Quantitative
discrepancies between calculation and data remain, suggesting that the experimental doping is not
identical to the Ce concentration x.
PACS numbers: 74.72.Jt, 74.25.Fy
I. INTRODUCTION
The unusual properties of high temperature cuprate
superconductors continue to challenge our understanding
of the physics of electrons in metals. The related ideas
of “quantum criticality”1 and density wave (or “stripe”)
order and fluctuations2,3 have been much debated, but
in the hole-doped cuprates the discussion has been in-
conclusive. Further, while it has been proposed1,4 that
many of the anomalous properties of the materials could
be explained by a quantum critical point at or near “op-
timal doping”, there is no unambiguous evidence of long
ranged order setting in near optimal doping in the hole-
doped cuprates.
The electron-doped cuprates offer a new perspective
on these issues. In these materials commensurate (π, π)
spin density wave order has been detected by muon spin
rotation5 and neutron scattering measurements.6,7 The
order exists over a wide range of dopings and vanishes at
a critical doping xc near the “optimal” doping x = 0.16.
Thus, in this material an unambiguous quantum critical
point exists, separating an apparently disordered phase
from a phase with a well-defined ((π, π) commensurate
magnetic) order. It is therefore of interest to examine the
effect of the order and criticality on material properties.
In this paper we consider the low temperature Hall resis-
tance, which is sensitive to the rearrangment of the Fermi
surface caused by the onset of the spin density wave or-
der. We apply to the electron-doped cuprate case a mean-
field analysis presented previously in the literature,8,9,10
and compare the results to experiments.11,12
The rest of this paper is organized as follows. Sec. II
defines the model to be studied. The formal solution to
Boltzmann equation with relaxation time approximation
for 2-dimensional systems is derived in Sec. III. Sec. IV
gives the numerical results for RH in weak magnetic field
and compares them to experimental data. In Sec. V we
analyze our formal solution in the critical region, x .
xc. The sensitivity of our numerical results to variation
of parameters is studied in Sec. VI. The possibility of
explaining the x > xc experimental results by calculating
the real part of the self energy due to spin fluctuations
is investigated in Sec. VII. We conclude our calculations
and discuss our results in Sec. VIII.
II. MODEL
We consider electrons moving in a square lattice of unit
lattice constant with dispersion
εp = −2t1 (cos px + cos py) + 4t2 cos px cos py
− 2t3 (cos 2px + cos 2py) (1)
The “canonical” values of the band parameters are t1 =
0.38eV, t2 = 0.32t1 and t3 = 0.5t2. As will be shown
below, our main results are not sensitive to the precise
parameter choices. We are interested in electron dopings,
corresponding to two dimensional carrier densities per
unit cell n = 1 + x > 1.
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FIG. 1: Fermi surfaces calculated from Eq [2] for x = 0.15,
band parameters t1 = 0.38eV , t2 = 0.32t1, t3 = 0.5t2 and
backscattering (“gap”) values ∆ = 0 (dashed line), ∆ = 0.2eV
(light solid line) and ∆ = 0.4eV (heavy solid line). The dotted
line is given by εp+Q = µ(∆ = 0).
We assume that for x less than a critical value xc a
commensurate spin density wave (SDW) order occurs, so
2the electrons are subject to a coherent backscattering of
amplitude ∆ and wavevector ~Q = (π, π) which doubles
the unit cell, changes the dispersion to
E±p =
1
2
(
εp + εp+Q ±
√
(εp − εp+Q)2 + 4∆2
)
(2)
and reconstructs the Fermi surface. If ∆ = 0 then (at
the relevant dopings x) the Fermi surface consists of one
large hole surface centered at the X point (π.π) (dashed
line in Fig 1). If ∆ 6= 0 then the Fermi surface is re-
constructed. The details depend on the band filling and
the magnitude of ∆. If the chemical potential µ is such
that ∆ < ∆∗(µ) = ε(π/2,π/2) − µ = 4t3 − µ then both
bands cross the Fermi level and the Fermi surface in-
volves two symmetry-inequivalent hole pockets centered
at (π/2,±π/2) and one electron pocket centered at (0, π).
One of the hole pockets and two portions of the electron
pocket are shown as the light solid lines in Fig 1. How-
ever, if ∆ > ∆∗(µ), the lower band is completely filled
and only the electron pocket remains (heavy solid line in
Fig 1). For the parameters used in Fig 1, ∆∗ ≈ 0.26eV.
As x is decreased below xc we assume that the gap
magnitude increases. However, the band filling and hence
the chemical potential decreases. Therefore, depending
on the relative growth (with decreasing x) of µ and ∆
either the hole pockets vanish at a critical x = x1, or it
persists to x = 0. The comparison to data given below
suggest that the former circumstance obtains in the ac-
tual materials, and that indeed the gap opens so rapidly
that x1 is of order 0.12, not much less than xc ≈ 0.16.
III. CALCULATION OF HALL RESISTANCE:
FORMALISM
We require the T → 0 transport coefficients. In the
T → 0 limit the only scattering is due to impurities,
and we assume a Boltzmann equation description is ad-
equate, so that the physics is described by a momentum
space distribution function g(p) = f(p)+hp with f(p) the
Fermi-Dirac distribution. We also adopt the relaxation
time approximation, linearize in the applied electric field
~E and take the T → 0 limit so that for each band b, the
Boltzmann equation becomes (e = |e|):
−e ~E · ~vbδ(Ebp − µ) =
(
~
τp
+
e
c
~B · (~vbp ×
∂
∂~p
)
)
hbp (3)
We are interested in two dimensional electrons. We take
B ‖ zˆ and note that ~B ·(~vbp× ∂∂~p ) corresponds to a deriva-
tive along the Fermi contour. Defining s to be the coor-
dinate along the Fermi arc, noting that the structure of
the equation implies
hbp = δ(E
b
p − µ)hb(s) (4)
and temporarily dropping, for ease of writing, the band
superscript b allow us to rewrite Eq [3] as
[1 + a(s)∂s]h(s) = E(s) (5)
with (l = vτ is the mean free path, and Φ0 = hc/2e is
the superconducting flux quantum):
a(s) =
eτ(s)B|v(s)|
~c
=
πl(s)B
Φ0
(6)
E(s) = −eτ(s)
~E · ~v
~
(7)
Eq [5] may be formally solved13 in terms of the Green
function K(s, s′) satisfying
[1/a(s) + ∂s]K(s, s
′) = δ(s− s′) (8)
with boundary condition
K(s→ s′+, s′)−K(s→ s′−, s′) = 1 (9)
as
h(s) =
∮
ds′K(s, s′)E(s′)/a(s′) (10)
The currents longitudinal and transverse to ~E may then
be constructed by averaging over the velocity as usual.
Assuming a square lattice, restoring the factors of veloc-
ity and the band label (if necessary), and symmetrizing
or antisymmetrizing for σxx,xy, we find
σxx = σQ
∮
dsds′
p2B
K(s, s′) cos[φ(s) − φ(s′)] (11)
σxy = σQ
∮
dsds′
p2B
K(s, s′) sin[φ(s)− φ(s′)] (12)
where σQ ≡ e2/~ is conductance quantum, pB ≡ 2π/lB
is proportional to the inverse of the magnetic length lB ≡
(Φ0/πB)
1/2, and φ is the polar angle of Fermi velocity
on the corresponding Fermi contours. The formulae are
valid as long as magnetic breakdown can be neglected.
A criterion for this is given below.
The problem has several momentum scales. Obtain-
ing a non-vanishing Hall coefficient requires breaking of
particle-hole symmetry, either by a variation of scattering
rate, a Fermi surface curvature, or a variation of velocity.
All of these phenomena are characterized by momentum
scales of the order of the size of the Brillouin zone; we
refer to these scales generically as p0. We take these to be
large, so we may neglect Landau quantization. A second
important scale p∆ = ∆/vF is set by the SDW backscat-
tering amplitude, ∆, and vanishes as ∆ → 0. A third
scale is the range, a, of the kernel, K (Eq [6]). We dis-
tinguish weak field (a < p∆) and strong field (a > p∆)
regimes. A fourth significant scale is the inverse of the
mean free path, l−1. The results we present are valid
for p0 ≫ p∆, a, l−1. In addition, we expect disorder to
modify the SDW behavior significantly for p∆l ∼ 1; so
our results do not apply for ∆ < vF /l. In this case we
may neglect the periodicity and write
K(s, s′) = exp
[
−
∫ s
s′
dx
a(x)
]
Θ(s− s′) (13)
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FIG. 2: Local view of the Fermi surface in the vicinity of one
of crossing points, εp = εp+Q = µ, shown in Fig 1. p, sp
are respectively the Fermi lines for the normal state and the
normal state Fermi line shifted by ~Q. The curvature has been
neglected. + denotes the electron pocket of SDW state and −
denotes the hole pocket. Arrows along Fermi lines show the
circulation direction determined by B×v with B ‖ −z. They
also indicate the direction of increase in arclength coordinate,
s. V p, V sp, V + and V − are Fermi velocities along corre-
sponding Fermi lines. The dashed line is the diagonal of the
first quadrant of Brillouin zone connecting (0, π) and (π, 0).
The dot-dashed line is perpendicular to the dashed line: if
the normal state energy dispersion is linearized, and the mo-
mentum dependence of velocity is neglected, the problem is
symmetric under reflection through the dot-dashed line.
Finally, we note that all of the formulae are derived on
the assumption that a state evolves along a given Fermi
contour and does not jump to another one, i.e., that mag-
netic breakdown may be neglected. By applying the con-
siderations of Ref. 14 to the model studied here, we find
the condition for absence of magnetic breakdown is, in or-
der of magnitude, that the inverse of the magnetic length
pB = (πB/Φ0)
−1/22π be less than the gap momentum
scale p∆. Our results are only valid if a, p∆ > pB. The
condition that breakdown occurs at a field higher than
the weak-strong field crossover is p∆l > 1, which as noted
above is a necessary condition for the validity of the ap-
proach.
IV. WEAK FIELD LIMIT: EVALUATION AND
COMPARISON TO DATA
In this section we analyse in detail the case in which
the field is weak enough that a is small relative to all
scales in the problem. In this case the s′ integrals in Eqs
[11,12] are dominated by s′ ≈ s and may be performed,
leaving
σxx = σQ
1
4π2
∮
dsl(s) (14)
σxy = σQ
1
4π2
∮
ds (l(s)/lB)
2 ∂φ(s)
∂s
(15)
for the longitudinal and Hall conductance per plane. Eq
[14] is exactly the Drude result (average of mean free
path over the Fermi arc), while Eq [15] reproduces Ong’s
result15
σxy = σQ
B
Φ0
1
2π
∮
d~l ×~l · zˆ/2 (16)
Further analysis requires information about the scat-
tering rates. The two commonly made assumptions are:
• mean free path is constant over the Fermi surface
• scattering rate is constant over Fermi surface
The constant scattering rate assumption may be derived
theoretically by assuming weak (Born approximation)
point-like scatterers. Constant mean free path is more
appropriate for very strong (unitary) scattering.
Ong15 shows that the constant mean free path approx-
imation implies that the Hall conductance for each Fermi
surface pocket is a constant, depending only on the value
of the mean free path and the sign (electron- or hole-like)
of the Fermi pocket. Therefore, in the constant mean
free path approximation, σxy does not change as x is de-
creased through xc. The reconstruction of the Fermi sur-
face means that one goes from one hole pocket (σxy ∝ l2)
to two hole pockets (σxy ∝ 2l2) and one electron pocket
(σxy ∝ −l2) so that the total σxy ∝ l2(2 − 1) = l2.
However, at x = x1 the hole pockets vanish, and in the
constant mean free path approximation the Hall coeffi-
cient would jump discontinuously from a value close to
the RH ∼ 1/(1 − x) implied by the initial, large, hole-
like surface, to the value RH ∼ −1/x implied by a single
electron-like pocket. This behavior is in evident disagree-
ment with data,11,12 which indicates instead a smooth
change beginning at x ≈ 0.16, which is approximately
the doping at which antiferromagnetism sets in.7
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FIG. 3: Solid line: Hall coefficient calculated from Eqs [14,16]
for parameters t1 = 0.38eV, t2 = 0.32t1, t2 = 0.5t2 and
∆(x)[eV ] = 0.6
√
1− x/0.16. Long dashed line: Hall coef-
ficient calculated for parameters t1 = 0.38eV, t2 = 0.32t1,
t2 = 0.075eV and ∆(x)[eV ] = 0.7
√
1− x/0.16. They are
calculated with constant 1/τ approximation. Dotted line:
curve RH = −1/x for x < 0.16 and RH = 1/(1 − x) for
x > 0.16. Stars: experimental data.11 Solid squares: exper-
imental data.12 The open box shows the approximate size of
the region for which the weak field-strong field crossover may
be observable with present accessible fields.
4We therefore turn to the constant 1/τ approximation.
In this case, σxy for each pocket is weighted by the square
of the Fermi velocity for that pocket and more varia-
tion occurs. The solid line and long dashed line in Fig
3 show typical results obtained by evaluating Eqs [14,16]
in the constant scattering rate approximation and assum-
ing a backscattering amplitude growing proportional to√
xc − x. One sees that for x > xc the Hall resistance is
hole-like and depends only very weakly on x. At x = xc
a nonanalyticity occurs, and RH begins to decrease. For
the parameters chosen, x1 ∼ 0.12. At this doping the
hole pockets vanish, a further change in curvature occurs,
and RH approximates very closely the 1/x behavior ex-
pected from the single remaining electron pocket (shown
as the dotted line).
Fig 3 also shows, as stars and heavy squares, the exper-
imental results.11,12 These data are in qualitative agree-
ment with calculation, but important quantitative differ-
ences occur. At the lowest doping (nominal carrier con-
centration x = 0.11 for stars11 and x = 0.05 for heavy
squares12) the measured RH is substantially below both
the calculated value and the 1/x curve. It seems to us es-
sentially impossible to obtain a Hall resistance satisfying
|RH | > |1/x|; we therefore suggest that the nominal dop-
ing level, x, differs from the actual doping. The presently
available data do not allow us to locate the point x1 with
precision, but strongly suggest that x1 ≥ 0.1.
V. CRITICAL BEHAVIOR
In this section, we study in more detail the behavior
of Hall conductance σxy in the vicinity of x = xc. When
the system is tuned through the critical point (which we
believe to be xc ≈ 0.16 in the electron-doped cuprates),
the coherent backscattering introduces reconstruction of
Fermi surface, changes its local curvature, and thus af-
fects the Hall conductance. The weak field limit was pre-
viously studied by Bazaliy et al16 in the context of the
3d SDW compound Cr. They obtained a result equiva-
lent to our Eq [31] and a qualitative result equivalent to
the weak field limit of our Eq [22]. And the strong field
limit was studied by Fenton and Schofield,17 who found
a result equivalent to our Eqs [32,33]. The two dimen-
sional nature of the present problem allows us to carry
the analysis further, obtaining prefactors for σxy in the
weak field limit and a treatment of the weak to strong
field crossover.
To study the vicinity of the critical point, we use Eq
[12] to write an equation for the change in the Hall con-
ductance as the gap is opened, δσxy = σxy(∆)−σxy(∆ =
0). For small ∆ the important changes in the Fermi sur-
face occur near the points where the ∆ = 0 Fermi surface
crosses its translation by Q, i.e. where εp = εp+Q = µ.
One of these crossing points is shown in Fig 2. The
change of chemical potential is second order effect of ∆,
and thus neglected in our analysis. To simplify notation,
in this section, we measure µ from its value at critical-
ity. Thus the SDW Fermi surface with backscattering
potential ∆, E±p = 0, can be written as εpεp+Q = ∆
2.
Any change in the scattering rate is similarly of order
∆2 and is neglected. Near such a crossing point we may
write δσxy in terms of the contributions from the two
SDW bands E±p and the original Fermi surface, p, and
its image under translation by Q, sp, as
δσxy ∼
∫ ∞
−∞
dsds′
(∑
b=±
Kb(s, s
′) sin[φb(s)− φb(s′)]
−
∑
a=p,sp
Ka(s, s
′) sin[φa(s)− φa(s′)]
)
(17)
We shall see that this integral is dominated by s, s′ close
to the crossing point, with “close” determined by the
larger of a (evaluated at the crossing point) and p∆, so
that we have neglected the fact that the Fermi surface
closes on itself and have extended the integration to in-
finity.
We analyse Eq [17] by expanding the energy disper-
sions about the crossing point. In the first approxima-
tion, one may consider taking τ to be constant and lin-
earizing the dispersions about the crossing point, writing
εp = v
p · δp and εp+Q = vsp · δp, with vp,sp constant.
In this approximation, the ∆ = 0 Fermi surface and its
image are straight lines, so φp,sp are independent of s,
so the ∆ = 0 contribution vanishes, and the two SDW
bands are mirror images of each other with respect to
the dot-dashed line in Fig 2, so K+(s) = K−(s) and
φ+(s) − φ+(s′) = −(φ−(s) − φ−(s′)), so that δσxy van-
ishes. Obtaining a non-zero δσxy requires consideration
of effects which break this mirror symmetry. These in-
clude variation of τ or |vp| with momentum as well as
curvature of the ∆ = 0 Fermi surface. Formally, all of
these effects are of order p−10 , and we work to leading
order in this quantity. Then we may write
a±(s) = a(s) [1± δa(s)] (18)
where a(s) is the corresponding function in presence of
mirror symmetry, and δa(s) represents the broken mirror
symmetry, and thus is of orderO(1/p0). In terms of these
functions:
K±(s, s
′) ≈ K(s, s′)
(
1±
∫ s
s′
dx
δa(x)
a(x)
)
= K(s, s′)(1 ± δK)
(19)
We also have:
φ+(s)− φ+(s′) + φ−(s)− φ−(s′) = f(s, s′) (20)
where f is also of order 1/p0. Thus, Eq [17] can be ex-
panded as:
δσxy ∼
∫
dsds′
{
2K(s, s′)f(s, s′) cos[φ+(s)− φ+(s′)]
+ 2K(s, s′)δK(s, s′) sin[φ+(s)− φ+(s′)]
−Kp(s, s′)g(s, s′)−Ksp(s, s′)g(s, s′)
}
(21)
5with g(s, s′) of order 1/p0. In obtaining this equation,
we have noticed that f(s, s′), δK and g(s, s′) are already
of order 1/p0, so that all the remaining quantities can be
taken from their unperturbed counterparts. We also no-
tice that ap(s) = asp(s), and in this approximation they
are constant, denoted by ap in the following discussion.
The detailed analysis of this equation is somewhat in-
vovled, except for the strong magnetic field limit to be
discussed below, partly because it is not easy to obtain an
analytic relationship between the arclength coordinates
s and momentum coordinate-p for SDW Fermi line. We
shall argue that this δσxy has a scaling form:
δσxy = C(B∆)F (a
p/p∆) (22)
such that F (0) = 1 and F (x→∞) ∝ x, with the prefac-
tor C of order 1/p0, which will be computed in the special
case of constant relaxation time in the following, and the
exact form of F depending on the manner in which the
symmetry between + and − branches is broken.
It has been noted by Bazaliy et al16 that in the vicinity
of the crossing points, p can be parametrized by εp and
εp+Q: first expanding the dispersions
εp = v
p⋆ · δp+ 1
2
mijδpiδpj +O(δp
3)
εp+Q = v
sp⋆ · δp+ 1
2
nijδpiδpj +O(δp
3)
(23)
where, δp = p − p⋆, vp,sp⋆ = vp,sp(p⋆) ≡ (∇pεp,p+Q)⋆,
mij = (∂
2εp/∂pi∂pj)
⋆, nij = (∂
2εp+Q/∂pi∂pj)
⋆, and the
superscript ⋆ stands for the corresponding value evalu-
ated at the crossing point, and then inverting them
δp = u1εp + u2εp+Q = (u1 +
∆2
ε2p
u2)εp (24)
with u1 =
v
sp⋆
×[vp⋆×vsp⋆]
(vp⋆×vsp⋆)2 and u2 =
v
p⋆
×[vsp⋆×vp⋆]
(vp⋆×vsp⋆)2 .
From Eq [24]:
dp = u1dεp + u2dεp+Q = (u1 − ∆
2
ǫ2p
u2)dǫp (25)
where the second equality of Eqs [24,25] only holds on
the SDW Fermi surface. Thus,
∣∣∣∣ dsdεp
∣∣∣∣ = 1|vp × vsp|
{
(vsp)2 + (vp)2
(
∆2
ε2p
)2
+ 2
(
∆2
ε2p
)
vp · vsp
}1/2
(26)
And the SDW Fermi velocities are:
v±(p) =
∆2
ε2p +∆
2
vp(p) +
ε2p
ε2p +∆
2
vsp(p) (27)
Now return to Eq [21]. a(s) = πBτ0v(s)/Φ0, where τ0
is the relaxation time at crossing point, v(s) is the SDW
Fermi velocity when mirror symmetry is present, in which
case vp and vsp in Eqs [26,27] are constant vectors. Sub-
stituting this and Eq [26] into Eq [21], scaling energy vari-
ables in unit of ∆, and defining B = B(v2Fπτ0 sin∆φ/Φ0),
where vF = v
p,sp and ∆φ is the angle made by the nor-
mal state Fermi velocities, vp and vsp, shown in Fig 2, we
can obtain the above scaling form Eq [22]. In the follow-
ing, we shall discuss Eq [22] in two limits: weak magnetic
field, ap ≪ p∆, and strong magnetic field, ap ≫ p∆.
In weak magnetic field, we can start from Eq [16]. Both
vp and τ can vary in momentum space. To lowest order,
these effects are additive. If we keep the p-dependence
of relaxation time τ , assuming its dependence has form:
τp = τ0 [1 +A(εp + εp+Q)] (28)
and keep velocity of normal state, vp and vsp, to be
constant, Eq [16] can be evaluated for each Fermi pocket,
giving
δσxy = σQ4τ
2
0A
B∆
Φ0
zˆ · [vp × vsp] (29)
In the case in which the normal state velocities vp and
vsp are p-dependent and relaxation time τ is constant,
differentiating Eq [23], substituting Eq [24] into it, and
defining vectors:
~ηp1 = (m11u1x +m12u1y)xˆ+ (m21u1x +m22u1y)yˆ
~ηp2 = (m11u2x +m12u2y)xˆ+ (m21u2x +m22u2y)yˆ
~ηsp1 = (n11u1x + n12u1y)xˆ+ (n21u1x + n22u1y)yˆ
~ηsp2 = (n11u2x + n12u2y)xˆ+ (n21u2x + n22u2y)yˆ
we then have vb = vb⋆ + δvb = vb⋆ + (~ηb1 + ~η
b
2(∆/εp)
2)εp
and dvb = (~ηb1− ~ηb2(∆/εp)2)dεp, (b = p, sp). Eq [16] then
gives:
δσxy = σQτ
2B∆
Φ0
zˆ · [(~ηp1+~ηsp2 +3~ηp2+3~ηsp1 )×(vsp⋆−vp⋆)]
(30)
These weak magnetic field results, Eqs [29,30], confirm
our scaling form for δσxy, Eq [22], in the limit a
p/p∆ ≪ 1.
Also the prefactor C can be calculated from these two
equations. It would be of interest to study Eq [30] in more
detail, since all the parameters in δσxy/σxy(x = xc+)
are set by normal state energy function Eq [1]. Taking
σxy(x = xc+) from numerical calculation, δσxy/σxy(x =
xc+) = −6.1∆, shown as solid line in the upper left panel
of Fig 4, which is compared with the results of numeri-
cal evaluation of Eq [16] (solid circles in this panel). In
weak magnetic field, the longitudinal conductivity σxx
has been treated in great detail for the case of the 3d
SDW transition in Cr.16 Following essentially the same
procedure, we obtain a similar expression for δσxx:
δσxx = −σQ τ
π
(vp⋆ − vsp⋆)2
|vp⋆ × vsp⋆| ∆ (31)
Taking σxx(x = xc+) from numerical calculation,
δσxx/σxx(x = xc+) = −2.1∆, shown as solid line in up-
per right panel of Fig 4, compared with the results taken
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FIG. 4: Upper left: numerical results for σxy(∆)/σxy(∆ = 0)
as a function of ∆ near critical doping (solid circle) and func-
tion 1.0 − 6.1∆ (solid line). Upper right: numerical results
for σxx(∆)/σxx(∆ = 0) as function of ∆ (solid square) and
function 1.0 − 2.1∆ (solid line). Lower left: numerical re-
sults for RH as a function of ∆ (solid diamond) and func-
tion −2.4∆ (solid line). Lower right: numerical results for
RH as a function of x near critical doping. The param-
eters are: t1 = 0.38eV, t2 = 0.32t1, t3 = 0.075eV, and
∆(x)[eV ] = 0.6
√
1− x/0.16.
from numerical evaluation of Eq [14] (solid squares). The
numerical results of RH ≡ σxy/(Bσ2xx) are shown as
solid diamonds in the lower panels of Fig 4. The re-
connection of Fermi surface suppresses both longitudi-
nal and transverse conductivity. In the vicinity of crit-
icality, RH/RH(x = xc+) ≈ 1 + δσxy/σxy(x = xc+) −
2δσxx/σxx(x = xc+) ≈ 1.0− 1.9∆. Since ∆ ∼
√
xc − x,
we expect a square root behavior in RH(x). There actu-
ally is, as shown in the lower right plot of Fig 4, however,
this regime is so small that it may be difficult to observe
in practice.
In strong magnetic field regime ap/p∆ ≫ 1, the inte-
gration Eq [21] is dominated by (s > 0, s′ < 0), with
f(s, s′), g(s, s′) ∼ (s − s′)/p0, δa(s) ∼ sgns · s/p0, and
φ+(s)− φ+(s′) ≈ ∆φ, then
δσxy = σQ
(l/lB)
3
π2lBp0
[cos∆φ− 1 + α sin∆φ] (32)
with α ∼ p0l ∂l∂s ∼ 1 and l the mean free path in normal
state. This result, δσxy ∼ B2 and independent of ∆, con-
firms our scaling function for ap/p∆ ≫ 1. To justify this
result, let’s consider a simple case in which the normal
state velocities vp,sp are constant, while relaxation time
is assumed to be of form: Eq [28]. Under this condition,
the only contribution to δσxy in Eq [21] comes from the
second line containing δK. Changing to εp variable, it
gives
δσxy = σQ
τ0A
4π2
B∆f(B/∆) (33)
f(x) is a function of only one variable, numerical eval-
uation of which gives the solid line in Fig 5, along
which shown as dashed line is the linear function f(x) =
2x, representing the calculated asymptotic behavior as
0 2 4 6 8 10
B/∆
0
1
2
3
f(B
/∆
)/f
(0)
FIG. 5: The scaling function f(B/∆) for δσxy under the lin-
earized dispersion, constant velocity approximation. The unit
of B/∆ is B/∆.
x → ∞. The prefactor 2 is calculated by relating
α in Eq [32] and A in Eq [28] in the limit ∆ → 0:
α/p0 = A(vF sin∆φ)/2. This solid line clearly shows
the expected behavior of f(x): f(x) = 1 for x → 0,
and f(x → ∞) ∝ x, with a crossover in between. The
crossover regime can be estimated by setting B = ∆. The
relaxation time can be inferred from the ab plane resis-
tivity measurement:11 at B=10 T, ρ ∼ 20µΩ · cm, which
gives τ ∼ 10−14 sec. So, for ∆ = 0.1eV, corresponding
to xc − x ∼ 0.005 if we take ∆(x) = 0.7
√
1− x/xceV,
the crossover is B ∼ Φ0~∆/(v2F τ) ∼ 100T, where
vF ≈ 4eV·A˚. For these parameters, the breakdown field
is slightly larger.
VI. SENSITIVITY TO PARAMETERS
In this section we examine the sensitivity of our results
to different choices of parameters.
Let us first consider the x < xc region. Fig 6 shows nu-
merical results of RH for parameter choices: t1 = 0.38eV,
t2 = 0.32t1, t3 = 0.075eV and ∆(x = 0) = 0.6eV (dashed
line), and t2 = 0.32t1, t3 = 0.5t2 and ∆(x = 0) = 0.5eV
(solid line), which can be compared with the solid and
dashed lines in Fig 3. All of these curves share the same
feature: the existence of x1. In Fig 3, x1 ≈ 0.12, while in
Fig 6, x1 ≈ 0.09 (dashed line) and x1 ≈ 0.06 (solid line).
For x > x1, both electron pocket (centered at (0, π)) and
hole pockets (centered at (π/2,±π/2)) are present, and
as doping decreases, both of them contribute to the de-
crease of RH , while for x < x1, the hole pockets vanish
(the E−p band is filled), and thus only electron pocket
contributes to RH , which leads to the slowing down of
decrease in RH as decreasing doping. For x < x1, the be-
havior of RH is quite universal, approximately ∼ −1/x
(the Hall coefficient for free electrons, with x electron
density), as shown in Fig 3. Different choices of param-
eters change the actual value of x1. The numerical am-
plitude of RH(x1) is approximately 1/x1, by continuity.
There is still another possibility that if the opening of
SDW gap is not fast enough, the hole pockets survive for
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FIG. 6: Numerical results of Hall coefficient in SDW ordered
state for different choices of parameters. Dashed line: t1 =
0.38eV, t2 = 0.32t1, t3 = 0.075eV and ∆(x = 0) = 0.6eV.
Solid line: t3 = 0.5t2, t2 = 0.32t1, ∆(x = 0) = 0.5eV. Inset:
RH for ∆(x = 0) = 0.3eV, with the same band parameters as
the solid line in the main panel.
x down to 0. In this case, there is an upturn when x
is smaller than some value, with a much smaller relative
change in the magnitude of RH , as shown in the inset of
Fig 6. We do not believe this possibility is relevant to
the electron doped cuprates.
In the regime x > xc, we can change band parameters
t2 and t3 in Eq [1], and calculate RH for these choices of
parameters. Fig 7 shows the results for different choices
of band parameters: t2 = 0.32t1 and t3 = 0.075eV (heavy
solid line); t2 = 0.2t1 and t3 = 0.5t2 (dashed line);
t2 = 0.45t1 and t3 = 0.5t2 (dotted line). The Fermi
surfaces corresponding to these choices of parameters at
x = 0.16 are shown in Fig 8. It can be seen that (i) dif-
ferent choices of band parameters do not lead to drastic
difference in RH ; (ii) for each choice of band parameters,
RH is quite insensitive to change in doping, in contrast
to the experimental data, shown as solid circles; (iii) our
numerical RH are close to 1/(1− x) (the Hall coefficient
for circular Fermi surface, with 1−x hole density), shown
as light solid line in Fig 7. Both our numerical results
and 1/(1 − x) are not close to the experimental data of
Ref. 11. The difference is largest at x = 0.19, the point
farthest from criticality, where one would expect the dif-
ference to be smallest.
VII. x > xc
Fig 7 shows that the measured RH at x > xc shows
a pronounced doping dependence which is incompatible
with the mean field calculation at fixed band parameters.
Fig 7 also shows that a variation of the correct order of
magnitude can be obtained if a doping dependence of the
band parameters is assumed. In this section we investi-
gate whether this doping dependence can be viewed as a
precursor of the spin density wave instability by calculat-
ing the effect of spin fluctuations on the Fermi surface.
This is given by the real part of the self energy. The
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FIG. 7: Numerical results of Hall coefficient in normal state
for different choices of band parameters. Heavy solid line:
t2 = 0.32t1 and t3 = 0.075eV; dashed line: t2 = 0.2t1 and
t3 = 0.5t2; dotted line: t2 = 0.45t1 and t3 = 0.5t2; light solid
line: curve 1/(1− x); solid circles: experimental data.11
 Γ
X
FIG. 8: Normal state Fermi surfaces in the first quadrant
of Brillouin zone for different choices of band parameters at
x = 0.16. Solid line: t2 = 0.32t1 and t3 = 0.075eV; dashed
line: t2 = 0.2t1 and t3 = 0.5t2; dotted line: t2 = 0.45t1 and
t3 = 0.5t2.
leading approximation to this is:
Σ(k, iω) = −g2T
∫
(dq)
∑
iΩn
G(k + q, iω + iΩn)D(q, iΩn)
(34)
where G and D are electron and spin fluctuation Matsub-
ara Green’s functions, respectively. In our calculation,
we shall take: G(p, iω) = (iω − εp)−1 and D(q, iΩn) =
−(Γq+ |Ωn|)−1, with Γq = Γ(r+ ξ20(q−Q)2), where Γ is
the energy scale characteristic of spin fluctuations, ξ0 is
coherent length, r characterizes the distance to critical-
ity, and Q = (π, π).
This self energy for iω = 0 can be integrated immedi-
ately, at T → 0, if both εk+Q/E0 (E0 is an energy cutoff)
and r are small. The result may be represented as
Σ(k, iω = 0) = −0.5λεk+Q ln 1
(r2 + (εk+Q/E0)4)
(35)
8where, λ is a dimensionless constant.
We can take εp + Σ(p, iω = 0) as our new electronic
energy dispersion relation, and integrate Eqs [14,16] nu-
merically. The Hall coefficient RH as function of r, for
λ = 0.2 (solid line) and λ = 0.4 (dashed line), is shown in
Fig 9, where the parameters are taken as: t1 = 0.38eV,
t2 = 0.5t1, t3 = 0.075eV, and E0 = 0.88eV. Because
the relationship between r and doping has not yet estab-
lished, in our numerical calculation, we keep the chemical
potential fixed at the unrenormalized value for x = 0.16.
Fig 10 shows Fermi surfaces for the case λ = 0.2, r = 0.01
and the case λ = 0.4, r = 0.1, as well as the original un-
renormalized one. Both of these Fermi surfaces give RH
about 25% less than the unrenormalized value.
0 0.1 0.2
r
0
0.25
0.5
0.75
1
R
H
 
(5.
86
6*
10
-
10
Ω
m
/T
)
FIG. 9: Numerical result for Hall coefficient as a function of
r when electronic energy dispersion is εp + Σ(p, iω = 0), for
coupling constant λ = 0.2 (solid line) and λ = 0.4 (dashed
line). Other parameters are: t1 = 0.38eV, t2 = 0.5t1, t3 =
0.075eV, the energy cutoff E0 = 0.88eV.
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FIG. 10: Fermi surfaces in normal state, with renormalized
energy dispersion relation, Eq [35]: λ = 0 (solid line); λ = 0.2
and r = 0.01 (dashed line); λ = 0.4 and r = 0.1 (dotted line).
The numerical RH corresponding to the dashed line is about
20% less than that corresponding to the solid line, and RH
corresponding to dotted line is about 30% less than that of the
solid line.
VIII. CONCLUSION: DISCUSSION OF
EXPERIMENT
We have used mean field theory to calculate the
changes in the Hall resistivity of a two dimensional sys-
tem which undergoes a spin density wave instability.
The model studied was chosen to be appropriate to the
electron-doped cuprates. The important physics is that
as x is decreased below a critical value xc, the Fermi
surface is rearranged (Fig 1), leading to changes in RH .
These changes were discussed, in the context of a theory
of Cr, by Bazaliy et al,16 and the related discussions,
in the context of the d-density wave model of cuprates,
were given by Ref. 9. The new results presented here
include consideration of a wide range of dopings and gap
values (Fig 3), a systematic treatment of all relevant ef-
fects (Sec. III), a discussion of the weak field-strong
field crossover (Sec. IV), a treatment of precursor ef-
fects (Sec. VII), and detailed application of the model to
the electron-doped cuprates (Fig 3 and conclusion). We
note, unfortunately, that the specifics of the critical be-
havior and weak to strong field crossover will be visible
(at presently accessible fields B . 50T) only at samples
doped very close (δx ∼ 0.005) of the critical doping, and
at the present level of sample purity, these effects will be
complicated by magnetic breakdown. The data of Ref.
11 suggest xc ≈ 0.165 while the data of Ref. 12 indicate
x1 > 0.1 and is most probably ∼ 0.12. Thus the gap ap-
parently opens quite fast with doping. However, impor-
tant discrepancies remain between data and calculation.
At x < x1 our calculation shows RH ≈ 1/x (as expected
for a Fermi surface with one electron pocket containing
x electrons). The data of Ref. 12 are qualitatively con-
sistent with this trend, but are offset, suggesting that
the actual doping is slightly lower than the nominal one.
The x = 0.11 data point of Ref. 11 is qualitatively in-
consistent with theory. Also, the magnitude reported11
of RH at x > xc is inconsistent with theory. One expects
that as x is increased beyond xc, RH should revert to the
band value, RH ∼ 1/(1−x). While the sign and order of
magnitude are correct, the numerical value is too large;
there is no reasonable choice of band parameters which
reproduces the magnitude to better than a factor of two.
Our work suggests several important directions for fu-
ture research. On the experimental side, we suggest that
our finding that RH ≈ 1/x for x < x1 can be used to
determine the actual doping of lightly doped samples
(x . 0.1). We also note that experiments which pinned
down the behavior in the xc > x > x1 regime and more
precisely located x1 would be very helpful. Finally, clar-
ifying the behavior at x > xc is potentially of consid-
erable interest, as it gives (in principle) evidence of the
modification of the Fermi suface by finite range SDW cor-
relations. On the theoretical side, important directions
include combining the present considerations with those
of Ref. 10 to obtain a theory of the Nernst effect, and im-
proving the theoretical treatment of the SDW precursor
effects. Work on the AC Hall effect is in progress.
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