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Abstract
In this article, we study relations between the local geometry of planar
graphs (combinatorial curvature) and global geometric invariants, namely
the Cheeger constants and the exponential growth. We also discuss spec-
tral applications.
1 Introduction
A locally tessellating planar graph G is a tiling of the plane with all faces to
be polygons with finitely or infinitely many boundary edges. The edges of G
are continuous rectifiable curves without self-intersections. Faces with infinitely
many boundary edges are called infinigons and occur, e.g., in the case of planar
trees. The sets of vertices, edges and faces of G are denoted by V,E and F (see
the beginning of Section 2 for precise definitions). The function d(v, w) denotes
the combinatorial distance between two vertices v, w ∈ V , where each edge is
assumed to have combinatorial length one. For any pair v, w of adjacent vertices
we write v ∼ w.
Useful local concepts of a planar graphG are combinatorial curvature notions.
The finest curvature is defined on the corners of G. A corner is a pair (v, f) ∈
V ×F , where v is a vertex of the face f . The corner curvature κC is defined as
κC(v, f) =
1
|v| +
1
|f | −
1
2
,
where |v| and |f | denote the degree of the vertex v and the face f . If f is an
infinigon, we set |f | = ∞ and 1/|f | = 0. The curvature at a vertex v ∈ V is
given by
κ(v) =
∑
f :v∈f
κC(v, f) = 1− |v|
2
+
∑
f :v∈f
1
|f | .
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For a finite set W ⊂ V we define κ(W ) =∑v∈W κ(v) and the average vertex
curvature by
κ(W ) =
1
|W |κ(W ).
These combinatorial curvature definitions arise naturally from considerations of
the Euler characteristic and tessellations of closed surfaces, and they allow to
prove a combinatorial Gauß-Bonnet formula (see [BP1, Theorem 1.4]). Similar
combinatorial curvature notions have been introduced by many other authors,
e.g., [St, Gro, Woe, Hi]. Let us already mention two global geometric conse-
quences of the curvature sign:
• In [DeVMo] it was proved that strictly positive vertex curvature implies
finiteness of a graph, thus proving a conjecture of Higuchi (which is a
discrete analogue of Bonnet-Myers Theorem in Riemannian geometry).
This question was investigated before by Stone [St].
• The cut locus Cut(v) of a vertex v consists of all vertices w ∈ V , at
which dv := d(v, ·) attains a local maximum, i.e., we have w ∈ Cut(v) if
dv(w
′) ≤ dv(w) for all w′ ∼ w. If G is a plane tessellation with non-positive
corner curvature, then G is without cut locus, i.e., we have Cut(v) = ∅ for
all v ∈ V . This fact can be considered as a combinatorial analogue of
the Cartan-Hadamard Theorem (for a proof and more details see [BP2,
Theorem 1]).
For a finite subset W ⊂ V , let vol(W ) =∑v∈W |v|. We consider the follow-
ing two types of Cheeger constants:
α(G) = inf
W ⊆ V,
|W | <∞
|∂EW |
|W | and α˜(G) = infW ⊆ V,
|W | <∞
|∂EW |
vol(W )
, (1)
where ∂EW is the set of all edges e ∈ E connecting a vertex in W with a vertex
in V \W . The quantity α(G) is called the physical Cheeger constant and α˜(G)
the geometric Cheeger constant of the graph G. The attributes physical and
geometric are motivated by the fact that these constants are closely linked to
two types of Laplacians (see, e.g., [Ke, We]) and that the first type is used in
the community of Mathematical Physics whereas the second appears frequently
in the context of Spectral Geometry. Cheeger constants are invariants of the
global asymptotic geometry. They are important geometric tools for spectral
considerations (both in setting of graphs and of Riemannian manifolds) and
play a prominent role in the topic of expanders and Ramanujan graphs (see
[HLW] for a very recommendable survey on this topic).
Natural model spaces are the (p, q)-regular plane tessellations Gp,q: every
vertex in Gp,q has degree p and every face has degree q. (In the case
1
p +
1
q <
1
2 ,
Gp,q can be realised as a regular tessellation of the Poincare´ disc model of the
hyperbolic plane by translates of a regular compact polygon.) The graphs Gp,q
can be considered as discrete counterparts of constant curvature space forms
in Riemannian Geometry. The Cheeger constants of these regular graphs are
explicitely given:
2
Theorem (see [HJL, HiShi, HiShi2]). Let 1p +
1
q ≤ 12 . Then
α˜(Gp,q) =
p− 2
p
√
1− 4
(p− 2)(q − 2) .
Let us now leave the situation of regular tessellations. It is known that
the Cheeger constants of general negatively curved planar graphs are strictly
positive (see [Do], [Hi] and [Woe]). Moreover, for infinite planar graphs G with
|v| ≥ p and |f | ≥ q for almost all vertices and faces and c := 12 − 1p − 1q > 0, the
following estimate was shown in [Mo]:
α(G) ≥ 2pqc
3q − 8 . (2)
Next we introduce a bit of notation before we state our explicit lower Cheeger
constant estimates. The variables p, q in this paper always represent a pair of
numbers 3 ≤ p, q ≤ ∞ satisfying 1p + 1q ≤ 12 (note that we use 1/∞ = 0). For
such a pair (p, q), let
Cp,q :=

1, if q =∞,
1 + 2q−2 , if q <∞ and p =∞,
(1 + 2q−2 )(1 +
2
(p−2)(q−2)−2 ), if p, q <∞.
(3)
Then we have
Theorem 1 (Cheeger constant estimate). Let G = (V,E, F ) be a locally tes-
sellating planar graph such that |v| ≤ p ∀v ∈ V and |f | ≤ q ∀f ∈ F . (Note that
p =∞ or q =∞ means no condition on the vertex of face degrees.) Let Cp,q be
defined as in (3).
(a) Assume that C := infv∈V −κ(v) is strictly positive. Then
α(G) ≥ 2Cp,qC.
(b) Assume that c := infv∈V − 1|v|κ(v) is strictly positive. Then
α˜(G) ≥ 2Cp,qc.
The above estimates are sharp in the case of regular trees (in which case q =∞).
The proof of this theorem is given in Section 2. Observe that the constant
Cp,q ≥ 1 in (3) becomes largest if the graph G in Theorem 1 has both finite
upper vertex and face degrees. (A shorter expression for Cp,q is
q(p−2)
(p−2)(q−2)−2 ,
which we have to interpret in the right way if q =∞ or p =∞.)
Let us study our estimate in the regular case G = Gp,q: In this case our
estimate yields
(p− 2)
(
1− 2
(p− 2)(q − 2)− 2
)
≤ α(Gp,q).
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On the other hand, a straightforward calculation leads to the following upper
inequality
α(Gp,q) = (p− 2)
√
1− 4
(p− 2)(q − 2) ≤ (p− 2)
(
1− 2
(p− 2)(q − 2)− 1
)
,
which shows that our lower bound is very close to the correct value. Mohar’s
estimate (2) in this situation coincides with ours in the particular case (p, q) =
(∞, 3), and becomes considerably weaker for q ≥ 4 or p <∞.
Remark. Any infinite connected graph G = (V,E) with |v| ≤ p has physical
Cheeger constant α(G) ≤ p−2. To see this, choose an infinite path v0, v1, v2, . . .
and let Wn := {v0, v1, . . . , vn}. Then we have
|∂EWn|
|Wn| ≤
2(p− 1) + (n− 1)(p− 2)
n+ 1
,
which implies
α(G) ≤ lim
n→∞
|∂EWn|
|Wn| = p− 2.
The same arguments show α(Tp) = p − 2 and α˜(Tp) = p−22 , where Tp denotes
the p-regular infinite tree.
Next, we turn to another global asymptotic invariants related to the growth
of an infinite graph G = (V,E). For a fixed center v0 ∈ V , let Sn = Sn(v0) =
{v ∈ V | d(v0, v) = n} be the spheres of radius n and σn = |Sn|. The growth
series for (G, v0) is the formal power series fG,v0(z) =
∑∞
n=0 σnz
n and the
exponential growth µ(G, v0) is given by
µ(G, v0) = lim sup
n→∞
log σn
n
.
By Cauchy-Hadamard, the growth series represents a well-defined function in
the open complex ball of radius e−µ(G,v0). In many cases the exponential growth
does not depend on the choice of v0. If this is the case, we simply write µ(G).
Of particular importance in the study of the growth series fG,v0 are recursion
formulas for the sequence σn. In this paper, we consider the case of q-face regular
plane tessellations G = (V,E, F ) (i.e., |f | = q for all f ∈ F ). Before stating
our result in terms of average curvatures over spheres κ(Sn) =
κ(Sn)
σn
we need,
again, some notation: For 3 ≤ q <∞ let N = q−22 if q is even and N = q − 2 if
q is odd, and
bl =

4
q−2 if q is even,
4
q−2 if q is odd and l 6= N−12 ,
4
q−2 − 2 if q is odd and l = N−12 ,
(4)
for 0 ≤ l ≤ N − 1.
Theorem 2 (Growth recursion formulas). Let G = (V,E, F ) be a q-face regular
plane tessellation without cut locus, Sn = Sn(v0) for some v0 ∈ V and σn = |Sn|.
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Let N and bl be defined as above (see (4)). Moreover, let κn =
2q
q−2κ(Sn). Then
we have the following (N + 1)-step recursion formulas for n ≥ 1:
σn+1 =

σ1 +
∑n−1
l=0 (bl − κn−l)σn−l if n < N ,∑N−1
l=0 (bl − κN−l)σN−l if n = N ,
−σn−N +
∑N−1
l=0 (bl − κn−l)σn−l if n > N .
(5)
A proof of this theorem is given in Section 3. Note that the constants κk
are zero for the regular flat tessellations G3,6, G4,4 and G6,3. The constants κk
in (5) can, therefore, be considered as curvature correction terms for general
non-flat tessellations.
In the special case of (p, q)-regular graphs G = Gp,q, the terms bl − κk all
coincide with the constant p − 2 except in the case if q is odd and l = N−12 ,
when we have bl − κk = p− 4. In this case, Theorem 2 is equivalent to the fact
that hp,qfG,v0 = gp,q with
hp,q = 1 + 2z + · · ·+ 2zN + zN+1,
gp,q = 1− (p− 2)z − · · · − (p− 2)zN + zN+1,
if q is even, and
hp,q = 1 + 2z + · · ·+ 2z
N−1
2 + 4z
N+1
2 + 2z
N+3
2 + · · ·+ 2zN + zN+1,
gp,q = 1− (p− 2)z − · · · − (p− 4)z
N+1
2 − · · · − (p− 2)zN + zN+1,
if q is odd. This agrees with results of Cannon and Wagreich [CaWa] and Floyd
and Plotnick [FP, §3] that the growth function fG,v0 is the rational function
hp,q/gp,q. Moreover, it was shown in [CaWa] and [BaCS] that the denominator
polynomial gp,q for
1
p +
1
q <
1
2 is a reciprocal Salem polynomial, i.e., its roots lie
on the complex unit circle except for two positive reciprocal real zeros 1xp,q <
1 < xp,q < p − 1. This implies that the exponential growth coincides with
log xp,q, i.e.,
µ(Gp,q) = log xp,q < log(p− 1) = µ(Tp). (6)
(An even more precise decription of the growth of the sequence σn is given in
[BaCS, Cor. 3].) Of course, it is desirable to know more about the explicit value
of µ(Gp,q) = log xp,q. Since gp,q is divisible by z
2 − (p − 4q−2 )z + 1 in the case
q = 3, 4, 6, we have
Proposition 1.1. Let q ∈ {3, 4, 6}. Then
µ(Gp,q) = log
p
2
− 2
q − 2 +
√(
p
2
− 2
q − 2
)2
− 1
 .
In most of the cases the polynomial gp,q is essentially irreducible (expect for
some small well known factors; see [BaCS, Thm. 1]) and there is no hope to
have an explicit expression for its largest zero xp,q > 1. A direct consequence
of the isoperimetric inequality in [BP1, Cor. 5.2] is the following lower estimate
of log xp,q:
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Proposition 1.2. Let Gp,q be non-positively curved, i.e.,
C = −κ(v) = p
(
1
p
+
1
q
− 1
2
)
≥ 0 ∀ v ∈ V,
then we have
µ(Gp,q) = log xp,q ≥ log
(
1 +
2q
q − 1C
)
. (7)
Note that (7) implies limq→∞ µ(Gp,q) = µ(Tp) = log p− 1 for all p ≥ 3.
Remark. The Mahler measure M(g) of a monic polynomial g ∈ Z[z] with
integer coefficients is given by the product
∏ |zi|, where zi ∈ C are the roots of g
of modulus ≥ 1. Lehmer’s conjecture states that for every such g with M(g) > 1
we have
M(g) ≥M(1− z + z3 − z4 + z5 − z6 + z7 − z9 + z10) ≈ 1.1762 . . . .
Thus (7) yields an explicit lower estimate for the Mahler measure of the poly-
nomials gp,q(z).
Let us now return to general q-face regular tessellations. We conclude from
Theorem 2:
Theorem 3 (Curvature/Growth comparison). Let G = (V,E, F ) and G˜ =
(V˜ , E˜, F˜ ) be two q-face regular plane tessellations with non-positive vertex cur-
vature, Sn ⊂ V and S˜n ⊂ V be spheres with respect to the centres v0 ∈ V and
v˜0 ∈ V˜ , respectively, and σn = |Sn| and σ˜n = |S˜n|. Assume that the spherical
average curvatures satisfy
κ(S˜n) ≤ κ(Sn) ≤ 0 ∀ n ≥ 0.
Then the difference sequence σ˜n − σn ≥ 0 is monotone non-decreasing and, in
particular, we have µ(G˜) ≥ µ(G).
A proof of this theorem is given in Section 3. (In fact, the proof shows that
the vertex curvature conditions in Theorem 3 can be slightly relaxed: It suffices
that G has non-positive vertex curvature and that both graphs G and G˜ are
without cut-loci.) This theorem can be considered as a refined discrete coun-
terpart of the Bishop-Gu¨nther-Gromov Comparison Theorem for Riemannian
manifolds (see, e.g., [GaHuLa, Theorem 3.101]). The latter compares volumes
of balls in Riemannian manifolds against constant curvature space forms; our
discrete counterpart deals with spheres (the result for balls is obtained by adding
over spheres) and is more flexible as it allows to use more general comparison
spaces.
If we drop the face regularity condition, it is not difficult to derive the fol-
lowing simple tree comparison result. A proof of this result is given in Section 4:
Theorem 4 (Tree comparison). Let G = (V,E, F ) be a locally tessellating
planar graph without cut locus satisfying |v| ≤ p for all v ∈ V , for some p ≥ 3.
Then
µ(G) ≤ µ(Tp) = log(p− 1).
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Note that another more involved tree comparison result was obtained by
Higuchi [Hi2] for (not necessarily planar) infinite vertex-regular graphs with
each vertex contained a cycle of uniformly bounded length.
Let us finally discuss some spectral applications (see [MW,Woe2] for classical
surveys). The (geometric) Laplacian ∆˜ : ℓ2(V,m)−→ℓ2(V,m), where m(v) = |v|
for v ∈ V is given by
(∆˜ϕ)(v) =
1
|v|
∑
w∼v
ϕ(v) − ϕ(w), (ϕ ∈ ℓ2(V,m), v ∈ V ).
The relation between the bottom λ0(G) of the spectrum and the bottom λ
ess
0 (G)
of the essential spectrum of ∆˜ and the Cheeger constant and the exponential
growth in the discrete case was presented first by Dodziuk/Kendall [DKe] and
Dodziuk/Karp [DKa]. The best estimates are due to K. Fujiwara (see [Fu1] and
[Fu2]):
1−
√
1− α˜2(G) ≤ λ0(G) ≤ λess0 (G) ≤ 1−
2eµ(G)/2
1 + eµ(G)
, (8)
which are sharp in the case of regular trees.
An immediate consequence of Theorem 1 and (8) is the following combina-
torial analogue of McKean’s Theorem (see [McK] for the result in the smooth
setting):
Corollary 1.3. Let G = (V,E, F ) be a locally tessellating planar graph satis-
fying the vertex and face degree bounds in Theorem 1. Moreover, assume that
c := infv∈V − 1|v|κ(v) > 0. Then
1−
√
1− (2Cp,qc)2 ≤ λ0(G),
where Cp,q is defined in (3). This estimate is sharp in the case of regular trees.
Similarly, Theorem 3, (6) and (8) directly imply
Corollary 1.4. Let p, q ≥ 3 and 1p+ 1q ≤ 12 . Let G be a q-face regular tessellation
without cut locus and satisfying |v| ≤ p for all vertices. Then
λess0 (G) ≤ 1−
2
√
xp,q
1 + xp,q
.
This estimate is sharp in the case of regular trees.
Let us finish this introduction with some general references. It was shown in
[KLPS] that non-positive corner curvature implies non-existence of finitely sup-
ported eigenfunctions of all elliptic operator on planar graphs. Lower estimates
for the bottom of the essential spectrum in terms of Cheeger constants at infin-
ity or branching rates of general non-planar graphs can be found in [Fu2] and
[Ura] for the geometric Laplacian and in [Ke] and [Woj, Woj2] for the physical
Laplacian ∆ : D(∆) ⊆ ℓ2(V )−→ℓ2(V ) given by (∆ϕ)(v) =∑w∼v ϕ(v) − ϕ(w),
ϕ ∈ D(∆), v ∈ V . These results show, in particular, absence of the essential
spectrum for graphs with curvature converging to infinity outside increasing
compact sets, a phenomenon which was first proved in the smooth context of
manifolds by [DL].
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2 Proof of Theorem 1
Let us first give precise definitions of some notions used in the introduction.
Let G = (V,E) be a planar graph embedded in R2. The faces f of G are the
closures of the connected components in R2 \⋃e∈E e.
We further assume that G has no loops, no multiple edges and no vertices
of degree one (leaves). Moreover, we assume that every vertex has finite degree
and that every bounded open set in R2 meets only finitely many faces of G. We
call a planar graph with these properties simple. We call a sequence of edges
e1, . . . , en a walk of length n if there is a corresponding sequence of vertices
v1, . . . , vn+1 such that ei = vivi+1. A walk is called a path if there is no repetition
in the corresponding sequence of vertices v1, . . . , vn. A (finite or infinite) path
with associated vertex sequence . . . vivi+1vi+2 . . . is called a geodesic, if we have
d(vi, vj) = |i− j| for all pairs of vertices in the path. The boundary of a face f
is the subgraph ∂f = (V ∩ f, E ∩ f). We define the degree |f | of a face f ∈ F
to be the length of the shortest closed walk in the subgraph ∂f meeting all its
vertices. If there is no such finite walk, we set |f | = ∞. Now we present the
conditions which have to be satisfied that a planar graph is locally tessellating:
Definition 2.1. A simple planar graph G is called a locally tessellating planar
graph if the following conditions are satisfied:
(i) Any edge is contained in precisely two different faces.
(ii) Any two faces are either disjoint or have precisely a vertex or a path of
edges in common. In the case that the length of the path is greater than
one, then both faces are unbounded.
(iii) Any face is homeomorphic to the closure of an open disc D ⊂ R2, to R2\D
or to the upper half plane R× R+ ⊂ R2 and its boundary is a path.
Note that these properties force the graph G to be connected. Examples
are tessellations R2 introduced in [BP1, BP2], trees in R2, and particular finite
tessellations on the sphere mapped to R2 via stereographic projection.
Now we turn to the proof of Theorem 1. The heart of the proof is Proposition
2.2 below. An earlier version of this proposition in the dual setting is Proposition
2.1 of [BP1]. We start with a few more preliminary considerations. Let G =
(V,E, F ) be a locally tessellating planar graph. For a finite set W ⊆ V let
GW = (W,EW , FW ) be the subgraph of G induced by W , where EW are the
edges in E with both end points in W and FW are the faces induced by the
graph (W,EW ). Euler’s formula states for a finite and connected subgraph GW
(observe that FW contains also the unbounded face):
|W | − |EW |+ |FW | = 2. (9)
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Recall that ∂EW is the set of edges connecting a vertex in W with one in
V \W . By ∂FW , we denote the set of faces in F which contain an edge of ∂EW .
Moreover, we define the inner degree of a face f ∈ ∂FW by
|f |iW = |f ∩W |.
We will need two useful formulas which hold for arbitrary finite and con-
nected subgraphs GW = (W,EW , FW ). The first formula is easy to see and
reads as ∑
v∈W
|v| = 2|EW |+ |∂EW |. (10)
SinceW is finite, the set FW contains at least one face which is not in F , namely
the unbounded face surrounding GW , but there can be more. Define c(W ) as
the number
c(W ) = |FW | − |FW ∩ F | ≥ 1. (11)
Note that |FW ∩ F | is the number of faces in F which are entirely enclosed by
edges of EW . Sorting the following sum over vertices according to faces gives
the second formula∑
v∈W
∑
f∋v
1
|f | = |FW ∩ F |+
∑
f∈∂FW
|f |iW
|f |
= |FW | − c(W ) +
∑
f∈∂FW
|f |iW
|f | . (12)
Proposition 2.2. Let G = (V,E, F ) be a locally tessellating planar graph and
W ⊂ V be a finite set of vertices such that the induced subgraph GW is connected.
Then we have
κ(W ) = 2− c(W )− |∂EW |
2
+
∑
f∈∂FW
|f |iW
|f | .
Proof. By the equations (10), (12) and (9) we conclude
κ(W ) =
∑
v∈W
1− |v|
2
+
∑
f∋v
1
|f |

= |W | − |EW | − |∂EW |
2
+ |FW | − c(W ) +
∑
f∈∂FW
|f |iW
|f |
= 2− c(W )− |∂EW |
2
+
∑
f∈∂FW
|f |iW
|f | .
A finite set W ⊂ V is called a polygon, if GW is connected and if c(W ) = 1.
This notion becomes understandable if one looks at the dual setting: Every
vertex v ∈ W corresponds to a face f∗(v) ∈ F ∗ in the dual planar graph
G∗ = (V ∗, E∗, F ∗), and W ⊂ V is a polygon if and only if ⋃v∈W f∗(v) ⊂ R2
is homeomorphic to a closed disc (here f denotes the closure of the geometric
9
realization of the face f). For v ∈ W , let |v|eW denote the number of edges in
∂EW adjacent to v. |v|ew is called the external degree of v (w.r.t. W ). Moreover,
let ∂VW be the set of vertices in W with |v|eW ≥ 1.
Proposition 2.3. Ler G = (V,E, F ) be a locally tessellating planar graph sat-
isfying the vertex and face degree bounds in Theorem 1 and W ⊂ V be a polygon
with |v|eW ≤ p− 2 for all v ∈ ∂VW . Then we have
|∂EW | ≥ 2Cp,q(1− κ(W )). (13)
Moreover, under the assumption of (a) or (b) in Theorem 1, we have
|∂EW |
|W | ≥ 2Cp,qC or
|∂EW |
vol(W )
≥ 2Cp,qc, respectively.
Proof. Observe first that we have the inequality∑
f∈∂FW
|f |iW ≥ |∂VW |+ |∂EW |. (14)
This can be seen as follows: Every face f ∈ ∂FW may have some edges and
some isolated vertices in common with the induced graph GW = (W,EW , FW ).
Since the vertices of ∂VW are connected in GW , there are at least |∂VW | pairs
(f, e) ∈ ∂FW ×E with e ∈ ∂f ∩EW . These pairs contribute at least 2|∂VW | to
the left hand sum in (14). At every vertex v ∈ ∂VW , there are |v|eW − 1 faces
of ∂FW which meet GW in the isolated vertex v. Adding over all these vertices
v ∈ ∂VW , we obtain the total contribution |∂EW | − |∂VW | to the left hand
sum in (14). One easily checks that there is no overlap of both contributions,
leading to the above inequality.
Using (14), |∂VW | ≥ 1p−2 |∂EW |, |f | ≤ q for all f ∈ F , and Proposition 2.2,
we obtain
|∂EW |
(
1
2
− p− 1
q(p− 2)
)
≥ |∂EW |
2
−
∑
f∈∂FW
|f |iW
|f | = 1− κ(W ),
which yields (13). The second formula of the proposition follows from −κ(W ) ≥
C|W | in case (a) and from −κ(W ) ≥ cvol(W ) in case (b).
Henceforth, let G = (V,E, F ) be a locally tessellating planar graph as in
Theorem 1. Recall that Cp,q =
q(p−2)
(p−2)(q−2)−2 . The conditions |v| ≤ p and |f | ≤ q
for all v ∈ V and f ∈ F imply 2Cp,qC ≤ p− 2 and 2Cp,qc ≤ p−2p .
Lemma 2.4. Let v ∈ V and W = {v}. Then we have
|∂EW |
|W | = |v| ≥ 2Cp,qC (15)
and |∂EW |
vol(W )
= 1 ≥ p− 2
p
.
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Proof. The only non trivial inequality is (15). It follows straightforwardly from
κ(v) ≤ −C that
C ≤ q − 2
2q
|v| − 1.
This implies that
2Cp,qC ≤ (p− 2)(q − 2)
(p− 2)(q − 2)− 2 |v| −
2q(p− 2)
(p− 2)(q − 2)− 2
≤ |v| − 2
(p− 2)(q − 2)− 2(q(p− 2)− p).
The lemma follows now from the fact that q(p− 2)− p ≥ 0 for p, q ≥ 3.
Lemma 2.5. Assume that there is a finite set W ⊂ V such that
|∂EW |
|W | < 2Cp,qC ≤ p− 2 or
|∂EW |
vol(W )
< 2Cp,qc ≤ p− 2
p
, respectively. (16)
Then there exists a polygon W ′ ⊂ V with |v|eW ′ ≤ p− 2 for all v ∈ ∂VW ′, such
that |∂EW ′|
|W ′| ≤
|∂EW |
|W | or
|∂EW ′|
vol(W ′)
≤ |∂EW |
vol(W )
, respectively.
Proof. Observe first that we can always find a non-empty subset W0 ⊂W such
that GW0 is a connected component of GW and that |∂EW0|/|W0| ≤ |∂EW |/|W |
or |∂EW0|/vol(W0) ≤ |∂EW |/vol(W ), respectively. Note that GW0 has only one
unbounded face. By adding all vertices of V contained in the union of all
bounded faces of Gw0 , we obtain a polygon with even smaller isoperimetric
constants. Let us denote this non-empty polygon, again, by W . By Lemma
2.4, W must have at least two vertices. By connectedness of GW and |W | ≥ 2,
we have |v|eW ≤ p − 1 for all v ∈ W . Assume there is a vertex v ∈ ∂VW with
|v|eW = p − 1. Let W ′ := W\{v}. Then one easily checks that the condition
(16) implies
|∂EW ′|
|W ′| =
|∂EW |+ 2− p
|W | − 1 <
|∂EW |
|W |
or |∂EW ′|
vol(W ′)
=
|∂EW |+ 2− p
vol(W )− p <
|∂EW |
vol(W )
,
respectively. Repeating this elimination of vertices with external degree p− 1,
we end up with a polygon W ′ satisfying |v|eW ′ ≤ p − 2 for all v ∈ W ′ or with
W ′ equal to a single vertex. But the latter case is a contradiction to Lemma
2.4.
Proof of Theorem 1. Since 2Cp,qC ≤ p − 2 or 2Cp,qc ≤ p−2p , we only have to
consider the cases when α(G) < p− 2 or α˜(G) < p−2p , since otherwise there is
nothing to prove. Lemma 2.5 states that, if there is a finite W ⊂ V with
|∂EW |
|W | < 2Cp,qC or
|∂EW |
vol(W )
< 2Cp,qc, respectively,
then there is a polygon W ′ with |v|eW ′ ≤ p − 2 for all v ∈ ∂VW ′ satisfying the
same inequality. But this contradicts to Proposition 2.3, finishing the proof of
Theorem 1.
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3 Proofs of Theorems 2 and 3
Let G = (V,E, F ) be a q-face regular plane tessellation without cut locus,
v0 ∈ V , Sn = Sn(v0) and σn = |Sn|. Recall that we have N = q−22 if q is
even and N = q − 2 if q is odd. The recursion formulas (5) in Theorem 2 for
n ≤ N and n > N , respectively, require separate proofs. However, both proofs
are based on the following results from [BP1, Section 6] (note that these results
are presented there in the dual setting of vertex-regular graphs): Proposition
6.3 in [BP1] states for n ≥ 1 that
κ(Bn) = 1− q − 2
2q
(σn+1 − σn) +
q−2∑
j=2
q − 2j
2q
cjn, (17)
where Bn = {v ∈ V | d(v0, v) ≤ n} denotes the ball and
cjn = |{f ∈ F | |f ∩ (V \Bn)| = j}|
for 1 ≤ j ≤ q − 1. Moreover from Lemma 6.2 in [BP1] we have the following
recurrence relations for cjn, n ≥ 1, which arise very naturally from the geometric
context
(i) cln = c
l+2
n−1, for 1 ≤ l ≤ q − 3,
(ii) cq−2n = c
2
n−1,
(iii) cq−1n = c
1
n + σn+1 − σn = c3n−1 + σn+1 − σn.
We first aim at the proof of (5) for n ≤ N . Let τ : {0, 1, . . . , N} →
{1, 2, . . . , q − 1} be defined as
τ(k) =

q − 1− 2k if q is even and 0 ≤ k ≤ N ,
q − 1− 2k if q is odd and 0 ≤ k ≤ N−12 ,
2q − 3− 2k if q is odd and N+12 ≤ k ≤ N .
Note that τ is defined precisely in such a way that we have
c
τ(k+1)
n+1 = c
τ(k)
n for 0 ≤ k ≤ N − 1 and n ≥ 0, (18)
by the recurrence relations (i) and (ii).
Lemma 3.1. Let 1 ≤ n ≤ N . Then we have
cτ(l)n =

σn+1−l − σn−l for 1 ≤ l ≤ n− 1,
σ1 for l = n,
0 for n+ 1 ≤ l ≤ N .
Moreover, in the case q even, we have c2ln = 0 for 1 ≤ l ≤ N .
Proof. One easily sees that cj0 = 0 for 1 ≤ j ≤ q − 2 and cq−10 = σ1. The
recurrence relations (i) and (ii) imply that c1k = 0 for 0 ≤ k ≤ N − 1 and
c1N = σ1. Using (iii), we obtain c
q−1
k = σk+1 − σk for 1 ≤ k ≤ N − 1. The value
of c
τ(l)
n can now be deduced from these results by repeatedly applying (18) in
each of the cases 1 ≤ l ≤ n− 1, l = n and n+ 1 ≤ l ≤ N .
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Lemma 3.2. Let N ≥ 2, 1 ≤ n ≤ N and bl be defined as in (4). Then we have
q − 6
q − 2σn +
q−2∑
j=2
q − 2j
q − 2 c
j
n =
{∑n−1
l=1 blσn−l if n ≤ N − 1,
6−q
q−2σ1 +
∑N−2
l=1 blσN−l if n = N .
Proof. First observe that, since 2 ≤ τ(l) ≤ q− 2 for 1 ≤ l ≤ N − 1 and cτ(l)n = 0
for n+ 1 ≤ l ≤ N by Lemma 3.1
q−2∑
j=2
(q − 2j)cjn =
{∑n
l=1(q − 2τ(l))cτ(l)n if n ≤ N − 1,∑N−1
l=1 (q − 2τ(l))cτ(l)n if n = N ,
(Note for the case n = N : we have 2 ≤ τ(l) ≤ q − 2 only for 1 ≤ l ≤ N − 1
and τ(N) = 1. This makes it necessary to treat this case separately.) The proof
follows now straightforwardly with the help of Lemma 3.1 and the equation
(q − 2)bl = 2(τ(l)− τ(l + 1)).
Proof of Theorem 2. We rewrite equation (17) as follows:
σn+1 − σn = 2q
q − 2 −
2q
q − 2
n∑
l=0
κ(Sl) +
q−2∑
j=2
q − 2j
q − 2 c
j
n.
Using κ(S0) = 1 − q−22q σ1 and 2qq−2κ(Sl) = κlσl (for the definition of κl see
Theorem 2) we obtain
σn+1 =
(
σ1 −
n∑
l=1
κlσl
)
+ σn +
q−2∑
j=2
q − 2j
q − 2 c
j
n. (19)
The recursion formulas in Theorem 2 for N ≥ 2 and n ≤ N follow now
directly from (19) and Lemma 3.2. The case n = N = 1 has to be treated
separately: In this case we have
∑q−2
j=2(q − 2j)cjn = 0 and (19) simplifies to
σ2 = (2 − κ1)σ1. The result follows now from the fact that b0 = 2.
It remains to prove the recursion formula (5) for n > N . We first consider
the case N ≥ 2. Repeated application of the recurrence relations (i)-(iii) yields
q−2∑
j=2
q − 2j
q − 2 c
j
n =
(
N−1∑
l=0
blσn−l
)
− (σn + σn−(N−1)) +
q−2∑
j=2
q − 2j
q − 2 c
j
n−N . (20)
Since 2qq−2 (κ(Bn)− κ(Bn−N )) =
∑N−1
l=0 κn−lσn−l, we obtain with (17) and (20)
N−1∑
l=0
κn−lσn−l =
= −(σn+1 − σn) + (σn−(N−1) − σn−N ) +
(
N−1∑
l=0
blσn−l
)
− (σn + σn−(N−1)),
which immediately yields the recursion formula (5) for n > N ≥ 2. The case
N = 1 is particularly easy and left to the reader. This finishes the proof of
Theorem 2.
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Now we turn to the proof of Theorem 3. Note first that non-positive ver-
tex curvature implies non-positive corner curvature in the case of face-regular
graphs. By [BP2, Theorem 1], both graphs G, G˜ are therefore without cut-loci
and we can apply the recursion formulas in Theorem 2.
Lemma 3.3. We have the following estimates for 0 ≤ l ≤ N − 1 and k ≥ 1:
bl − κk ≥ 2, if l = N − 1
2
(= 0) and q ∈ {3, 4},
bl − κk ≥ 1, if l 6= N − 1
2
or q even,
bl − κk ≥ 0, if l = N − 1
2
(= 1) and q = 5,
bl − κk ≥ −1, if l = N − 1
2
and q ≥ 7 odd.
Proof. The case “l 6= N−12 or q even” follows from bl = 4q−2 and κ(v) = 1 −
q−2
2q |v| ≤ 1− 3 q−22q .
Now assume that l = N−12 . Since bl ≥ 4q−2 − 2, the previous considerations
lead to bl − κk ≥ −1. If q = 3 or q = 4, then bl = 2 and, consequently,
bl − κk ≥ bl = 2. Finally, if q = 5, then κ(v) ≤ 0 implies that |v| ≥ 4 and thus
κ(v) ≤ 1− 4 q−22q . Using this fact leads directly to bl − κk ≥ 0.
From the above lemma we deduce the following facts:
Lemma 3.4. We have
(a) b0 − κk ≥ 1.
(b) bN−1 − κk ≥ 1 if N ≥ 2.
(c) b0 − κk ≥ 2 if q = 3 or q = 4.
(d) Let n,N ≥ 1, 1 ≤ k ≤ min{n,N}, and assume that γi ≥ 0 are mononote
non-decreasing for n− k + 1 ≤ i ≤ n− 1. Then
k−1∑
l=1
(bl − κn−l)γn−l ≥ 0.
Proof. (a), (b) and (c) are trivial consequences of Lemma 3.3. (d) follows im-
mediately from Lemma 3.3, unless we have k− 1 ≥ N−12 and q ≥ 7 odd. But in
this case we have N−12 ≥ 2 and
k−1∑
l=1
(bl − κn−l)γn−l ≥ (b1 − κn−1)γn−1 + (bN−1
2
− κn−N−1
2
)γn−N−1
2
≥ γn−1 − γn−N−1
2
≥ 0,
by the monotonicity of γi.
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Proof of Theorem 3. The condition κ(S˜n) ≤ κ(Sn) ≤ 0 implies that κ˜n ≤ κn
for n ≥ 0, where κ˜n = 2qq−2κ(S˜n). Note that σ0 = σ˜0 = 1. Since σ1 = 2qq−2 − κ0,
σ˜1 =
2q
q−2 − κ˜0 we conclude that
σ˜1 − σ1 = κ0 − κ˜0 ≥ 0 = σ˜0 − σ0.
The proof is based on induction over n: Assume that n ≥ 1 and that γk :=
σ˜k − σk is non-negative and monotone non-decreasing for 0 ≤ k ≤ n. We aim
to show that γn+1 ≥ γn.
We first consider the case n ≤ N . Then the recursion formula (5) yields
γn+1 ≥ γn +
n−1∑
l=1
(bl − κn−l)γn−l, (21)
and γn+1 ≥ γn follows from Lemma 3.4(d).
Finally, we consider the case n > N . If N ≥ 2, the recursion formula (5),
Lemma 3.4(a,b) and the monotonicity of γk yields
γn+1 ≥ γn +
(
N−1∑
l=1
(bl − κn−l)γn−l
)
− γn−N
≥ γn +
N−2∑
l=1
(bl − κn−l)γn−l.
Again, γn+1 ≥ γn follows now from Lemma 3.4(d). If N = 1 (i.e., q = 3 or
q = 4), the recursion formula (5) simplifies considerably and, using Lemma
3.4(c), we conclude that
γn+1 ≥ 2γn − γn−1 ≥ γn,
finishing the proof of Theorem 3.
4 Proof of Theorem 4
Proof of Theorem 4. We choose a vertex v0 ∈ V and introduce the following
functions m,M : F → {0, 1, 2, . . . ,∞}:
m(f) = min{d(w, v0) | w ∈ ∂f},
M(f) = max{d(w, v0) | w ∈ ∂f}.
Note that the face f “opens up” at distance m(f) and “closes up” at distance
M(f) from v0. We call a face f finite, if M(f) <∞.
The idea of the proof is to “open up” successively every finite face f ∈ F into
an infinigon without violating the vertex bound. In this way, we will build up a
comparison tree T with the same vertex bound p and satisfying µ(G) ≤ µ(T ).
It turns out, however, that finite faces f with more than one vertex in the
sphere SM(f)(v0) cause problems in this “opening up” procedure. Therefore,
we first modify the tessellation G by removing all edges connecting two vertices
v, w at the same distance to v0. The modified planar graph is denoted by
G0 = (V0, E0, F0). The modification G → G0 is illustrated in Figure 1. (For
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Figure 1: Removing edges between vertices on the same spheres
convenience, the vertices belonging to distance spheres Sn(v0) are arranged to
lie on concentric Euclidean circles around v0.)
Note that none of the distance relations of the vertices in G0 to the vertex v0
are changed and that we still have Cut(v0) = ∅. Moreover, the modified graph
G0 has a new set of faces F0. Every finite face f of G0 has now even degree,
since f opens up at a single vertex in the sphere Sm(f)(v0) and f closes up at a
single vertex in the sphere SM(f)(v0).
We order all finite faces f0, f1, f2, . . . of G0 such that we have
M(f0) ≤M(f1) ≤M(f2) ≤ ...
Next we explain the first step of our procedure, namely, how to open up f0 into
an infinigon f˜0. Let n = M(f0) ≥ 1 and w ∈ ∂f0 such that d(w, v0) = n. Since
C(v0) = ∅, we can find an infinite geodesic ray w0 = w,w1, w2, · · · ∈ V such
that d(wi, v0) = n + i. We may think of v0 as being the origin of the plane
and of w0, w1, . . . as being arranged to lie on the positive vertical coordinate
axis at heights n, n+ 1, . . . with straight edges between them. Now we cut our
plane along this geodesic ray, i.e., replace the ray by two parallel copies of the
ray and thus preventing the face f0 from closing up at distance n. In this way,
f0 becomes an infinigon, which we denote by f˜0. The procedure is illustrated
in Figure 2. Note that the vertices wi are replaced by two copies w
(1)
i , w
(2)
i ,
such that w
(j)
i is connected to w
(j)
i+1 for j = 1, 2 and w
(1)
i inherits all previous
neighbors of wi at one side of the ray and w
(2)
i inherits all previous neighbors
of wi at the other side of the ray. In this way we obtain a new planar graph
G1 = (V1, E1, F1).
The graphG1 is still connected and we obviously have µ(G1, v0) ≥ µ(G0, v0) =
µ(G, v0). We then carry out the same procedure with the face f1 and the face
f2 and so on. The limit is a connected tree T (since all faces of T are in-
finigons) satisfying µ(T, v0) ≥ µ(G, v0) with vertex degrees bounded by p. Of
course, adding branches to make it a p-regular tree only further increases the
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Figure 2: Changing the finite face f0 into an infinigon f˜0
exponential growth. This finishes the proof of Theorem 4.
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