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Abstract
Effective interactions that fit the low energy p-3He experimental data have
been constructed. They are based on the Resonating Group Method and
a modified Orthogonality Condition Model in which Pauli and partly Pauli
forbidden states are removed from the spectrum. Partial waves up to L =
3 have been considered. The LS force acting between the proton and 3He
has been included phenomenologically, while the Coulomb interaction has
been incorporated using a renormalization technique for a screened Coulomb
interaction. The potentials are also given in a separable momentum space
form, obtained using the Ernst-Shakin-Thaler (EST) method. In all cases
the potentials generate phase shifts that fit well the low energy experimental
data.
PACS Numbers: 21.45+v, 21.30.-x, 21.60.Gx, 25.10+s
I. INTRODUCTION
3He plays an important role in a variety of light-cluster reactions, especially at low
energies. One such reaction is 3He(d,p)4He which is of interest in primordial nucleosynthesis
studies and in studies related to the abundance of elements in the Universe. It is also of
interest as a fusion reaction, as it generates no neutrons. At medium energies, this reaction
with polarized spins has been used to constrain the deuteron D-state probability [1]. Another
interesting aspect of this reaction is that the 3He nucleus behaves like a neutron, because
the proton pair in 3He almost forms a closed shell structure and therefore 3He can serve as
a good substitute for a neutron target.
The 3He(d,p)4He reaction can be modeled as a three-body p–n–3He problem which can
be handled using the Faddeev formalism [2–4]. This presupposes a knowledge of the p–3He
and the n–3He interactions and of the nuclear potential. The nucleon-trinucleon interaction
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has been the subject of several investigations in the past. Despite the effort made, the
interaction is far from being understood. Many questions concerning the range and shape of
the potential, as well as its energy–, parity-, and ℓ-dependence. For example, in the optical
model approach the shape is either pre-chosen (Woods-Saxon [5], Gaussian [6] etc.) or is
fitted to specific scattering cross sections [7,8], or to phase shifts which are used as input
to construct phase equivalent local potentials via inverse scattering methods [9]. Some
experimental data on p–3He elastic scattering up to ∼ 10 MeV were analyzed within the
framework of a separable potential model, phase shifts for the p–3He and n–3H systems were
generated [10].
The quality of scattering data used as input and their reproducibility is another source of
ambiguity for the field practitioner. Extensive phase shift analyses for the nucleon-trinucleon
system were performed in the 1960s and 1970s [11–18]. The most recent was carried out
by Yoshino et al. [19] in the Ep = 4.0-19.48MeV energy region. As was pointed out, in
Ref. [9], performing phase shift analyses and constructing a potential in a specific channel
requires extreme care to insure that the interaction has the correct energy–, parity-, and
ℓ-dependence. The mere use of cross sections is not sufficient to uniquely extract all of these
dependencies. An alternative scheme is to generate the phase shifts from reliable theoretical
models, such as the Resonating Group Model (RGM). Within the RGM formalism, Reich-
stein et al. [20] extracted the intercluster phase shifts for this system while Furutani et al.
[21] calculated the phase shifts by using the Generator Coordinate Method (GCM). Their
results are in good agreement with the differential cross section and the polarization data in
the low energy region. Although the calculated energy spectrum of the T = 1 resonances fits
equally well the experimental data [12], these experimental data have been replaced in the
recent article by Tilley et al. [22]. Finally, we mention that an optical potential approach
has been employed by Teshigawara et al. [23] to study the n–3He system within the Complex
Scaled Siegert Method.
In this paper, we employ the p–3He nonlocal RGM interaction [20,24] and its variant
version, the so-called Orthogonality Condition Model (OCM) in which the Pauli forbidden
states (PFS) are removed [25,26]. Furthermore, to reproduce the experimental phase shifts
sufficiently well and to treat the degenerate states stemming from the absence of LS forces
from the RGM kernel, we have introduced phenomenological LS forces using a technique







3D2 channels. However, the corresponding experimental mixing parameters
were found to be negligibly small [19] and therefore they have been omitted.
At higher energies, the absorptive part of the phase shifts could be important, in which
case an imaginary part should be included in the potential. However, in a recent phase shift
analysis of Yoshino et al. [19], neither the reflection parameters for the coupling effects in
different particle channels nor the imaginary part of the phase shifts above the break-up
threshold were found to be significant. Therefore, we will not consider the construction of
complex p–3He potentials and concentrate instead on real potentials that fit the low energy
experimental data well.
Finally, we have endeavored to represent the potentials, that reproduce the phase shifts
without Coulomb effects, in a separable form with appropriate form factors and parameters
by using the Ernst-Shakin-Thaler (EST) method [28]. Such potentials are useful in solving
the three-body Faddeev equations in momentum space.
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In Sec. II we describe our methods to construct the p-3He potential and in Sec. III we
present our results. In Sec. IV we present the separable expansions for the p-3He potentials
while in Sec. V we present our discussions and conclusions. Finally, some technical details
and formulas are shifted in Appendices A and B.
II. THE p - 3He POTENTIAL
The construction of our p–3He effective potential is based on the RGM formalism, which
is given in configuration space in the paper by Reichstein et al. [20]. In operator form the
RGM potential is
V RGM ≡ W + EN , (2.1)
where W is the energy independent local and nonlocal potential, E is the relative energy
between the proton and 3He while N is the norm (-integral) kernel (see Appendix A for
details).
A common problem encountered in the RGM formalism is the existence of the PFS which
can be removed via the OCM technique (see Appendix A). The OCM potential is given by
V OCM =
1√
1−N ( h0 +W )
1√
1−N − h0 (2.2)
where h0 is the kinetic energy operator between the proton and
3He. It should be noted
that V OCM is an energy independent potential.
The above operator equations can be brought into a more concrete form by using the





1− γi (h0ij +Wij)
1√
1− γj − h0ij ]〈U˜j| (2.3)
with
N|U˜i〉 = γi|U˜i〉 (2.4)
and with matrix elements Wij = 〈U˜i|W |U˜j〉 and h0ij = 〈U˜i| h0 |U˜j〉 . We solved Eq.(2.4) to
obtain the eigen-value γi and the eigen-function U˜i for each state of the p–
3He system up
to a large number i = Ns, beyond which the eigen-functions U˜i become highly oscillatory.
These oscillations make the numerical calculations cumbersome and unstable.
The eigen-functions U˜i can be expressed in terms of harmonic oscillator functions Ui (see
Eq. (A18)). Since the potential V OCM becomes infinite for a PFS(γi = 1) the corresponding
wave function is removed from the eigen-functions of the Schro¨dinger equation. For the
partly PFS (0 < γi < 1) we note that the eigen-values γi converge quickly to zero as i






Therefore, by using W =
∑
∞
ij=1 |U˜i〉Wij〈U˜j| = V RGM(E = 0), we obtain instead of Eq. (2.3)
the modified OCM (MOCM) potential











1− γi (h0ij +Wij)
1√
1− γj − h0ij ]〈U˜j |






1− γi (h0ij +Wij)
1√
1− γj − (h0ij +Wij)
]
〈U˜j|. (2.6)
If the number of PFS is NF then from the orthogonality condition between 〈U˜j | and the






1− γi (h0ij +Wij)
1√




|ψ〉 = 0. (2.7)
Thus, the part of the potential in Eq.(2.6) has no effect in the Schro¨dinger equation. Con-
sequently, we introduce our MOCM potential as follows,






1− γi (h0ij +Wij)
1√




For the ℓ = 0 state of the p-3He system, the eigenvalues γi are γ1= 0.98993, γ2= 0.12020,
γ3= 0.01373, and so on, i.e. there are no PFS in the system. For higher partial waves, the
absolute values of γi are much less than one, and therefore NF = 0 as well. Thus, Eq. (2.8)
is not only free from a diverging term caused by γi = 1, but also from numerical errors due
to presence of oscillator functions with higher frequencies.
Each term of Eq.(2.8) can be easily transformed into its momentum space using Fourier
transforms (see Appendix B). It is found that the on-shell parts of the OCM scattering
amplitude obtained with the transformed potentials are almost the same as those of the
RGM amplitude, although the off-shell parts differ. For the spin-triplet P- and D- waves
and with NS = 20 the resulting phase shift differ slightly. However, the differences are small
enough and do not give rise to any important effects in the parameter fitting of these triplet
channels.
Within the above formalism, a realistic force with an LS component has rarely been con-
sidered until now [29]. As a consequence, the intercluster p–3He potential of the MOCM,
Eq. (2.8), does not include an LS force either. Although in the RGM formalism the NN
interaction could include an LS and tensor force, this may necessitate some additional an-
tisymmetrization procedure. However, if we adopt a proper intrinsic cluster function that
includes the effects of these forces, we could include these effects in the inter-cluster potentials
by means of a folding procedure. In previous work McIntyre and Haeberli [27] introduced
a phenomenological LS force to reduce the degeneracy of the L-induced potentials. In the
present work we use the same technique but with an extended form for the LS forces. The
LS dependence in the intercluster potentials for the spin-triplet channels is introduced via
4
V OCM(LS) = {C0 + C1L · S + C2(L · S)2 + C3(L · S)3}V MOCM, (2.9)
where C0, C1, C2,and C3 are parameters adjusted to fit the experimental phase shifts. For
now on we shall, for simplicity, use from now on the abbreviation OCM instead of MOCM.
The parameters for the p–3He interactions are shown in Table.I.
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TABLES
TABLE I. Parameters of the p–3He interactions.
State C0 C1 C2 C3
3P0
3P1
3P2 1.2080 0.0788 −0.0740 −0.0110
3D1
3D2
3D3 0.9780 0.0446 0.0616 −0.0090
3F2
3F3
3F4 1.2000 0.0360 0.0084 0.0000
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3D2 coupled channels. However, as mentioned in the introduction, in the phase-shift
analysis by Yoshino et. al. [19] it was found that the mixing parameters for the p–3He
interaction are very small; i.e., ε+1 = −0.2719 ± 0.0097 deg, ε−1 = −0.4001 ± 0.3490 deg,







3F2 partial waves, respectively. Therefore, tensor forces were
omitted.
III. PHASE SHIFT CALCULATIONS
The p-3He phase shifts were calculated using the program “GSE” developed in Refs.
[30,31]. The GSE method is one generalization of Bateman’s method in which the on-shell
and half-off-shell properties of the t-matrix are exact when the on-shell momentum is chosen
to be the Bateman parameter. In order to take into account the Coulomb interaction for the
p-3He system, Reichstein et al. introduced a kind of Coulomb force in the RGM formalism
which takes the form of an Error function [20]. In momentum representation, the Error
function can be expanded in the short range region in terms of Gaussian functions while
in the long range region it can be expressed in terms of a Coulomb potential between the
3He cluster and the proton. In order to obtain the phase-shift modification by the Coulomb
interaction, we adopt a screened Coulomb potential of the Yukawa type. The difference
between the pure Coulomb and the screened Coulomb potential in the long range region is
corrected by means of a renormalization technique [32].





where R is called the screened Coulomb range parameter which, in our case, has the value
of R = 810.753 fm for S-wave, R = 1128.677 fm for P-wave, R = 1439.062 fm for D-wave,
and R = 10158.163 fm for F-wave. The partial wave expansion of V R, in momentum space,
is given by










where Qℓ(x) is the Legendre function of the second kind. The calculated screened Coulomb
phase shift δRℓ (k) using Eq. (3.2) is given by
δRℓ (k) = σℓ(k)− φ(k, R) (3.3)
where σℓ(k) is the Coulomb phase, φ(k, R) is the renormalization phase given by φ(k, R) =
η(ln 2kR− γ)+ · · ·, η is the Sommerfeld parameter η = µZZ ′e2/k, µ is a reduced mass, and
γ is the Euler constant γ = 0.5772156 · · ·.
In order to calculate the Coulomb modified nuclear phase shifts δSCℓ , we first put the






′) + V Rℓ (k, k
′). (3.4)
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Then, the calculated total phase shift is given by
δ
(R)
ℓ ≡ δSRℓ + δRℓ (k) = δSRℓ (k) + σℓ(k)− φ(k, R). (3.5)
Consequently the Coulomb modified nuclear phase shift δSRℓ (k) is
δSRℓ (k) = δ
(R)
ℓ − δRℓ (k)
= δ
(R)
ℓ (k) + φ(k, R)− σℓ(k). (3.6)
The genuine Coulomb modified nuclear phase shifts are obtained via Eq. (3.6) in the long
range limit,




ℓ + φ(k, R)]− σℓ(k)
= δℓ(k)− σℓ(k), (3.7)
where δℓ(k) is the total phase shift generated by the nuclear plus Coulomb potentials. The
results, for the 1S0,
3S1 partial waves, are shown in Fig. 1 and compared with the results
of the phase shift analyses [10,19,11,12,14–17]. It is seen that the phase shifts for these

















































FIG. 1. p-3He phase shifts for the 1S0 and
3S1 partial waves. The experimental data are: ◦
Tombrello [12] ✷ Mc Sherry and Baker [14], △ Morales et al. [16], ⋄ Mu¨ller et al. [17], +
Beltramin et al. [10], and • Yoshino et al. [19]. The dashed line denotes the RGM and the solid
line the RGM+OCM results, respectively.
In Fig. 2, the phase shifts for the 1P0,
3P0,
3P1,
3P2 partial waves are shown. The spin
singlet 1P0 phases for the RGM and the RGM+OCM potentials are obtained without an
LS force. In contrast, the 3P0,
3P1,
3P2 partial waves are spin triplet, and therefore the LS
force is taken into account. It is seen that our results are in very good agreement with the
experimental data, especially for energies below 10MeV. This demonstrates the importance
















































































FIG. 2. p-3He phase shifts for the 1P1,
3P0,
3P1, and
3P2 partial waves. Symbols for the
experimental data are the same as in Fig. 1. For the singlet channel the dashed line denotes the
RGM and the solid line the RGM+OCM results. For the triplet channel the dashed line denotes
the RGM, the dashed-dotted line the RGM+OCM, and the solid lines the RGM+OCM+LS results,
respectively.
In Fig. 3 the phase shifts for 1D2,
3D1,
3D2, and
3D3 partial waves are shown. The spin-
singlet 1D2 partial wave is calculated using the RGM+OCM potential without inclusion of
an LS force. Once again, the results are in good agreement with the experimental data of
Yoshino et al. [19] in the lower energy region. It should be noted that, unlike for the P wave



















































































FIG. 3. p-3He phase shifts for the 1D2,
3D1,
3D2, and
3D3 partial waves. The notation is the
same as in Fig. 1 and 2.
In Fig. 4, the 1F3,
3F2,
3F3, and
3F4 partial wave phase shifts are shown. Again, the
1F3 is a spin singlet. The results were obtained using the RGM and RGM+OCM potentials
only. In order to obtain the relevant constants for the LS force in the 3F2,
3F3, and
3F4























































































FIG. 4. p-3He phase shifts for the 1F3,
3F2,
3F3,
3F4 partial waves. The notation is the same
as in Fig. 1 and 2.
IV. SEPARABLE EXPANSION OF THE p - 3He POTENTIALS
In order to be useful the potential V OCM(LS) must be converted into a separable expansion
form. To achieve this we employed the EST separable expansion method [28] which is briefly
described below.
The EST rank N separable potential V EST(p, p′) is defined in terms of the form factor
gi(p) and the coupling constant λij





The form factor is given by the R-matrix,
gi(p) = 〈p|V |Ψ(Ei)〉 ≡ R(p, ki;Ei), (4.2)
where Ei is a fixed energy point and ki is the on-shell momentum at this energy. The
expansion energies used are E1=1MeV for the rank-1 case, and E1=1MeV, E2=10MeV, and
E3=15MeV for the rank-3 case.
The R-matrix satisfies the equation




















where P denotes the principal value integral. For practical reasons the form factor gi(p) is







where β = 1/0.825 and an,m are fitting parameters.
The coupling constant λij is defined by










The singlet p–3He potential does not contain an LS force. We endeavored to construct
two different p–3He potentials, one of rank-1 and the other of rank-3. The rank-1 parameters
for the form factor are the same as those of the first term of the rank-3 but the coupling
constant is different.
The parameters for these potentials for the 1S0 state are given in Tables II and III while
the phase shift results are presented in Fig. 5. It is seen that the difference between the
phase shifts, especially in the lower energy region, is very small.
TABLE II. Parameters an,m of the form factor of Eq. (4.4) for the
1S0 potential. The first






















































FIG. 5. Phase shifts for the 1S0 partial wave without the Coulomb effects. The crosses denote
the RGM+OCM results, the dashed line the rank-1 result, and the solid line the rank-3 result,
respectively.
The results for the 1P1 channel are given in Tables IV and V while the phase shifts are
given in Fig. 6. As can be seen from this figure the rank-1 potential fails to reproduce the
results beyond ∼ 4MeV. Similar results were obtained for the 1D2 and 1F3 channels. These
results are presented in Tables VI-IX and plotted in Figs. 7-8.
TABLE IV. Parameters an,m of the form factor of Eq. (4.4) for the
1P1 potential. The first




















































FIG. 6. Phase shifts for the 1P1 partial wave without Coulomb effects. The crosses denote
the RGM+OCM result, the dashed line the rank-1 result, and the solid line the rank-3 result,
respectively.
TABLE VI. Parameters an,m of the form factor of Eq. (4.4) for the
1D2 potential. The first



















































FIG. 7. Phase shifts for the 1D2 partial waves without Coulomb effects. The crosses denote
the RGM+OCM result, the dashed line the rank-1 result, and the solid line the rank-3 result,
respectively.
TABLE VIII. Parameters an,m of the form factor of Eq. (4.4) for the
1F3 potential. The first




















































FIG. 8. Phase shifts for 1F3 partial wave without Coulomb effects. The crosses denote the
RGM+OCM result, the dashed line the rank-1 result, and the solid line the rank-3 result, respec-
tively.
B. Triplet Channel









3F4), are given in Tables X-XXIX while the phase shifts are given in Figs.
9-18. In the case of the 3S1 partial wave the rank-3 separable potential reproduces quite well
the RGM+OCM phase shift. In the other cases the rank-3 separable potential reproduces
equally well the RGM+OCM+LS phase shifts.
TABLE X. Parameters an,m of the form factor of Eq. (4.4) for the
3S1 potential. The first






















































FIG. 9. Phase shifts for the 3S1 partial wave without Coulomb effects. The crosses denote
the RGM+OCM result, the dashed line the rank-1 result, and the solid line the rank-3 result,
respectively.
TABLE XII. Parameters an,m of the form factor of Eq. (4.4) for the
3P0 potential. The first




















































FIG. 10. Phase shifts for the 3P0 state without Coulomb effects. The crosses denote the
RGM+OCM+LS result, the dashed line the rank-1 result, and the solid line the rank-3 result,
respectively.
TABLE XIV. Parameters an,m of the form factor of Eq. (4.4) for the
3P1 potential. The first





















































FIG. 11. Phase shifts for the 3P1 partial wave without Coulomb effects. The crosses denote
the RGM+OCM+LS result, the dashed line the rank-1 result, and the solid line the rank-3 result,
respectively.
TABLE XVI. Parameters an,m of the form factor of Eq. (4.4) for the
3P2 potential. The first



















































FIG. 12. Phase shifts for 3P2 state without Coulomb effects. The crosses denote the
RGM+OCM+LS result, the dashed line the rank-1 result, and the solid line the rank-3 result,
respectively.
TABLE XVIII. Parameters an,m of the form factor of Eq. (4.4) for the
3D1 potential. The


















































FIG. 13. Phase shifts for 3D1 state without Coulomb effects. The crosses denote the
RGM+OCM+LS result, the dashed line the rank-1 result, and the solid line the rank-3 result,
respectively.
TABLE XX. Parameters an,m of the form factor of Eq. (4.4) for the
3D2 potential. The first




















































FIG. 14. Phase shifts for 3D2 state without Coulomb effects. The crosses denote the
RGM+OCM+LS result, the dashed line the rank-1 result, and the solid line the rank-3 result,
respectively.
TABLE XXII. Parameters an,m of the form factor of Eq. (4.4) for the
3D3 potential. The first






















































FIG. 15. Phase shifts for 3D3 state without Coulomb effects. The crosses denote the
RGM+OCM+LS result, the dashed line the rank-1 result, and the solid line the rank-3 result,
respectively.
TABLE XXIV. Parameters an,m of the form factor of Eq. (4.4) for the
3F2 potential. The first


















































FIG. 16. Phase shifts for 3F2 state without Coulomb effects. The crosses denote the
RGM+OCM+LS result, the dashed line the rank-1 result, and the solid line the rank-3 result,
respectively.
TABLE XXVI. Parameters an,m of the form factor of Eq. (4.4) for the
3F3 potential. The first


















































FIG. 17. Phase shifts for 3F2 state without Coulomb effects. The crosses denote the
RGM+OCM+LS result, the dashed line the rank-1 result, and the solid line the rank-3 result,
respectively.
TABLE XXVIII. Parameters an,m of the form factor of Eq. (4.4) for the
3F4 potential. The




















































FIG. 18. Phase shifts for 3F4 state without Coulomb effects. The crosses denote the
RGM+OCM+LS result, the dashed line the rank-1 result, and the solid line the rank-3 result,
respectively.
In the higher energy region (above the break up threshold for 3He→d+p), absorption
effects stemming from inelasticity should be considered. This requires the introduction of an
imaginary component in the potential. We modified our potential to reproduce the reflection
parameters, given by Yoshino et al. [19] at ELab=19.48MeV, using the anzatz
V C(LS) = {AC0 + A∗[C1(L · S) + C2(L · S)2 + C3(L · S)3]}V MOCM, (4.6)
where the parameters C0, C1, C2, C3 are the same as in the V
OCM(LS) potential. And the
complex factor A is chosen as follows
A = 1 + ia{1 − e−bE2th}θ(Eth) (4.7)
where A∗ is the complex conjugate of A, and a=21.0, b=2.50×10−5, respectively. The break
up threshold energy Eth is given by Eth = E − Eh + Ed, Eh and Ed are the 3He and the
deuteron binding energies respectively, while θ(x) is the step function. Using this complex
potential, we calculated the phase shifts and found that they change, at most, by a few
degrees in the region of 19.48MeV. Therefore, we do not present these results in this paper.
V. DISCUSSION AND CONCLUSIONS
We constructed the p-3He effective potentials up to L=3 based on the RGM combined
with the OCM technique which removes the PFS. These models do not include either an LS
or a tensor force, which were not included in the nucleon-nucleon potential used to construct
the nucleon-trinucleon potential. In the present work, we introduce the LS interaction









3F4) channels. The tensor
force could be similarly included. However, these forces could be safely omitted as their
influence on the data was shown, in the recent work of Yoshino et al. [19], to be very small.
In the higher energy region (above the break up threshold), absorption effects can be
included via Eq. (4.6). Since, however, our main concern is the construction of potentials
at low energies, little attention was given to the construction of complex potential (see forth
Eq. (4.7)).
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The theoretical (RGM) phase shifts are well reproduced by our potentials. As far as
the experimental phase shifts are concerned, it should be noted that the results obtained
by various analyses are not in agreement to each other. However, our potentials fit the
most recent phase shifts [19] quite well. Furthermore, we compared our results with those
of Ref. [10], which are based on a Yamaguchi type separable potential fitted to lower energy
scattering data. The latter potentials reproduce well the differential cross sections at very
low energies.
Special attention was paid to effects of non-central forces in each of the negative parity
states, 2−, 1−, 0−. We derived the energy spectrum by using the phase-shift data by Bel-
tramin et al. (BFP) Ref. [10] employing the three-dimensional Spline function interpolation
method. Our result is compared with the BFP spectrum and with the GCM calculation Ref.
[21] as well as with the experimental data. The results are plotted in Fig. 19. The first and
the second lowest levels of the BFP crossed each other. The GCM calculation reproduces
the ordering of four negative parity states but the spectrum is totally shifted to a higher
energy region, while our results are in good agreement with the experimental data in which
the lowest level 2− is due to the 3P2 state, the second lowest 1
− level to 3P1, the 0
− level to
3P0, and the excited 1























































FIG. 19. 4Li resonance energy level above the p–3He threshold. The experimental data are
taken from Ref. [22], Theor. BFP are the results of Ref. [10], Theor. GCM by Ref. [21], and
Theor. Ours are the results of the present work.
From the overall results, we may conclude that our potentials (RGM+OCM plus phe-
nomenological LS force) reproduce the scattering and resonance state data of the p-3He
system well. Concerning the OCM results, we note that they are essentially on-shell equiv-
alent to the RGM one. However, we found that there are some differences, albeit small, in
the phase shift for the P and D waves.
Finally, our EST separable potentials can be used in few-cluster systems where p-3He is
involved. One such reaction is 3He(d,p)4He, which can be treated as a three-body system, p-
n-3He, within the Faddeev integral equations. Moreover, they can be used for interpretation
purposes by constructing local equivalent interactions which can provide us a further insight
into the interaction between light clusters, their characteristics concerning shape, range
etc., as well as their bound and resonance structure. The understanding of the interaction
41
between light clusters will pave the way for a better treatment of few-cluster systems and
their role in nuclear reactions and primordial nucleosynthesis.
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APPENDIX A: RESONATING GROUP METHOD AND THE
ORTHOGONALITY CONDITION MODEL
In what follows we outline for convenience the RGM for the p-3He system. The total
wave function for the p-3He system is defined by
Ψ = A[φCL ξ(σ, τ)χ(RN −RCL)], (A1)
where A is the antisymmetrization operator, ξ(σ, τ) the isospin function, and χ(RN −RCL)
the relative wave function between the clusters, while φCL is the internal wave function of













Here RCL is the center of mass of the
3He cluster and ri are the coordinates of nucleons
within the 3He cluster. The parameters α1, α2, and c are taken from Ref. [20], namely,
α1 = 0.25 fm
−2, α2 = 0.71 fm
−2, and c = 3.17. The Hamiltonian is given by




where H0 is the total kinetic energy and Vij are the interactions between the (i, j) nucleons.
The relative function χ(RN −RCL) can be evaluated variationally by considering
〈δΨ|H −E ′|Ψ〉 = 0, (A4)
where E ′ is the total energy of the whole system. In this model, the total energy is separated
into the internal energy of the cluster Eint and the relative energy between the colliding











K(r, r′)χ(r′) dr′, (A5)
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where VD is the Direct local potential and K(r, r
′) is the corresponding nonlocal one which
consists of three terms
K(r, r′) = KT (r, r
′) +KV (r, r
′) + E ′N (r, r′), (A6)
where KT is obtained from the kinetic energy term, KV from the potential term, and N is
often referred to as the norm-integral kernel or the norm kernel. In operator form Eq. (A5)
is written as
(h0 + VD +KT +KV + E
′N )χ = Eχ (A7)
where E and h0 are the relative energy and the kinetic operator between the
3He cluster
and the proton, respectively. The RGM (effective) potential can be identified to
V RGM(E) ≡ VD +KT +KV + E ′N = W + EN (A8)
with
W = VD +KT +KV + EintN . (A9)
The normalization of the total wave function of the system is given by
1 = 〈Ψ|Ψ〉 = 〈φaφbχ|A[φaφbχ]〉 = 〈χ|(1−N )|χ〉 ≡ 〈ψ|ψ〉, (A10)
where φa is the
3He cluster intrinsic wave function while φb is a single nucleon wave function.
It is, however, known that the norm of the relative function χ is not one and therefore one




which has the proper probability density interpretation as the physical wave function.
An additional problem with the RGM formalism is the existence of PFS. These states
can be removed using the OCM technique in which Eq. (A7) is rewritten as follows,
(h0 + VD +KT +KV + EintN )χ = E(1−N )χ. (A12)
Furthermore, using Eq. (A11) one obtains
1√
1−N (h0 + VD +KT +KV + EintN )
1√
1−N ψ = Eψ. (A13)
Therefore, the Pauli corrected intercluster potential is
V OCM =
1√
1−N (h0 + VD +KT +KV + EintN )
1√
1−N − h0 . (A14)
A Pauli forbidden state is removed when the corresponding eigen-value of
√
1−N vanishes.
It should be noted that in this representation the energy dependence of the potential is
eliminated.
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The potential V OCM in Eq. (A14) is given in operator form. It can, however, be easily
brought into a more suitable form for numerical calculation. For this, when the cluster wave
function is given by one Gaussian term, the eigen-function of the norm kernel N is found
using the harmonic oscillator function [26]. In the present case, however, where the 3He
wave function is given by two Gaussian terms, the norm eigen-function is a superposition of






Gij ≡ 〈Ui|N |Uj〉. (A16)
The matrix elements of the norm kernel analytically while the matrix can be diagonalized














Furthermore, the term γk is the eigen-value of the norm kernel and U˜k is the corresponding





1− γi (h0ij +Wij)
1√
1− γj − h0ij ]〈U˜j| (A19)
where
h0ij ≡ 〈U˜i|h0|U˜j〉 , (A20)
Wij ≡ 〈U˜i|W |U˜j〉 . (A21)
APPENDIX B: MOMENTUM REPRESENTATION
In what follows we also present the above potential in momentum space suitable for
the Alt-Grassberger-Sandhas (AGS) equations [33]. The momentum representation is intro-
duced using the Fourier transforms,






ℓ · jℓ(kr) · jℓ(k′r)r2 dr , (B1)






ℓ · jℓ(kr) · jℓ(k′r′) dr dr′ . (B2)
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The potential consist of the following set of functions [20].
f
(0)




′ : r, r′) = (−i)ℓrr′ exp(−ar2 − a′r′2)jℓ(ibrr′) (B4)
f
(2)
ℓ (a, b : r, r
′) = (−i)ℓrr′(r2 + r′2) exp(−ar2 − ar′2)jℓ(ibrr′) (B5)
f
(3)
ℓ (a, b : r, r




′ : r, r′) = rr′ exp(−ar2 − a′r′2) (B7)
f
(5)
ℓ (a : r, r








′, b : r, r′) = −brr′ exp(−ar2 − a′r′2){iL+1rr′jL+1(−ibrr′) + iℓL
b
jℓ(−ibrr′)} (B10)
Using the definitions (B1) and (B2) we obtain




















4aa′ − b2 )JL+1/2(−
bkk′
4aa′ − b2 ) (B12)
F{f (2)ℓ } =
8abkk′




4a2 − b2 −
(4a2 + b2)(k2 + k′2)
(4a2 − b2)2 ]Iℓ(a, a, b : k, k
′) (B13)
F{f (3)ℓ } = −[L+
(2L+ 3)b2
4a2 − b2 −
2ab2(k2 + k′2)




(4a2 − b2)2 IL+1(a, a, b : k, k
′) (B14)




















F{f (6)ℓ } = [c{
4a(L+ 3/2)
4aa′ − b2 −
4a′2k2 + b2k′2
(4aa′ − b2)2 }+ c
′{4a(L+ 3/2)
4aa′ − b2 −
4a2k′2 + b2k2
(4aa′ − b2)2 }]Iℓ(a, a
′, b : k, k′)
+
4bkk′(a′c + ac′)
(4aa′ − b2)2 IL+1(a, a
′, b : k, k′) (B17)
F{f (7)ℓ } = {
2b(L+ 3/2)





(4aa′ − b2)2 }Iℓ(a, a
′, b : k, k′) +
kk′(4aa′ + b2)
(4aa′ − b2)2 IL+1(a, a
′, b : k, k′) . (B18)
In the above
Iℓ(a, a′, b : k, k′) ≡ F{f (1)ℓ } (B19)
while Jℓ is the Hyperbolic Spherical Bessel Function related to the Spherical Bessel Function
jℓ by
Jℓ+1/2(x) = iℓ x jℓ(ix) . (B20)
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