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L'utilisation de Iogiciel et de materiel pour la conception de systtmes embarques 
est une pratique de plus en plus courante. En effet, cela permet d'obtenir un meilleur 
rapport coWperformance. Pour realiser ce type de conception, le systeme doit etre ddcrit 
a un niveau d'abstraction tr& Cleve. De plus, pour permettre de rkduire le temps de 
conception, une methodologie d'irnplantation rapide des mecanismes de communication 
entre les modules materiels etlou logiciels doit etre mise en place. On doit pouvoir aussi 
sCparer les communications de la description comportementale des modules, pour 
pennettre une rkutilisation possible des differentes parties du systkme. De ces contraintes 
est apparu un nouveau concept : la synthese des communications. 
Ce projet a et t  accompli au sein du groupe CIRCUS (Systeme unifik de co-design 
par raffinement d'interfaces complexes. De I'anglais Complex InterJace Rejinemenf for 
Codesign Unified System) du GRIAO (Groupe de Recherche Interuniversi taire en 
Architecture des Ordinateurs). Ce projet de maitrise a permis la mise au point d'un outil 
permettant de faire la conception de systemes embarques a un niveau d'abstraction tleve- 
L'objectif general est de developper un outil intkgrant une interface graphique (CAO) 
permettant la saisie de specifications systeme de haut niveau, en langage C (pour le 
logiciel) et en langage VHDL @our le materiel). Des protocoles de communication de 
haut niveau sont offerts a I'usager, pour intkgrer au sein meme des spkifications, des 
faqons d'echanger des d o ~ e e s .  Cela permet a des blocs materiels et logiciels de 
communiquer facilement entre e w ,  sans distinctiw Finalement, I'outil permet de 
convertir ces spkcifications au niveau RTL pour faire la simulation et la synthese du 
systeme complet. La coverification du systeme est effectuee avec l'aide du Iogiciel 
SearnlessTM de Mentor Graphics- 
Une nouvelle skmantique est ajoutCe au C et au VHDL pour crker des mdcanismes 
de communication entre ces deux langages. De plus, nous introduisons des algoritbmes 
vii 
de gineration d'interfaces entierement autornatiques- Tous ces concepts ont i te 
programmt5s dam un outif appel6 Picasso. Certains de ces concepts sont nouveaux et font 
partie de la contribution de ce memoire, alors que d'autres ont kt6 pris d'outils existants 
et adaptes a notre methodologie. 
Ce projet s'inspire a la base de l'outil RenoirfM de Mentor Graphics, qui permet Ia 
saisie de specifications matkrielles uniquement. Afin d9Ctendre la fonctionnalitC de 
Renoir et d'en faire un outil de codesign logicieWmat&iel, notre approche considire 
egalement la saisie de specifications logicielles et la synthese d'interfaces de 
communication automatique. Le dkveloppement complet d'un outil de codesign constitue 
un projet complexe. qui ne peut kvidemment pas etre completement realisb dam le cadre 
d'un projet de maitrise. Toutefois, ce projet jette les bases d'une plate-forrne qui pourra 
par la suite etre raffinee a I'intkrieur d'autres projets de maitrise. En ce sens, Picasso 
constitue donc une plate-forme de base pour d'iventuels projets de recherche. 
D'un point de vue resultat, if sera demontre que la methode implantke demere 
l'outil Picasso permet de reduire de beaucoup le temps de conception d'un systeme 
embarque (temps de mise en marchk, communement appele rime to market). NOUS 
verrons qu'elle permet egalement de faire automatiquement I'exploration de diffkrentes 
architectures et la synthese d'interfiaces. Findement, cornme mentionne precedemment, 
nous verrons comment Picasso peut servir de plate-forme pour expckimenter diffkrentes 
interfaces de communication, ainsi que leur version apes-synthese. Pour I'instant, un 
seul mticanisme de communication est support6, mais puisque Picasso rend abstraits ces 
mecanismes a un haut niveau, differents protocoles de communication pourront &re 
disponibles a l'intdrieur d'une bibliothkque. Le concepteur puma donc choisir, dam cette 
bibliotheque, le protocole de communication le plus approprie dam tel ou tel cas. Ce 
concept de bibliotheque constitue un domaine de recherche de pointe. 
Abstract 
Usually, embedded systems combine s o h a r e  and hardware modules. This gives 
a better cost/performance ratio. To realize this type of  system, the design must be 
described at a very high level of abstraction, called system level description. Also, to 
decrease the time of design. a fast methodology must be used to implement the 
communication mechanisms between the hardware modules and/or the software modules. 
There must be a separation between the behavioral description of the modules and their 
communication interfaces to easily allow their reuse. From all these constraints appears a 
new concept: communication synthesis. 
This project has been accomplished for the CtRCUS group (Complex Interface 
Re$nernent for Co-design Wnijied Svstern) inside the GRIAO (Inter-University Center in 
Computer Architecrure nr?d VLS/)- This master project implements a new tool used to 
capture and design embedded systems at a very high level of abstraction. The main goal 
was to develop a tool integrating a graphical interface to easily capture specifications. 
Such specifications can be in the C language for the software part and in the VHDL 
language for the hardware part. Some high level communication protocols are offered to 
the user. They can be used directly inside the specifications to exchange data. This 
facilitates sending and receiving data between hardware and software blocks, or between 
two sofivare blocks implemented by two different microprocessors. Finally, the tool can 
convert the specifications to RTL to simulate the system with Seamiessm, fiom Mentor 
Graphics. If the system is correct, we could then synthesize it. 
New semantics were added to the C and VHDL languages to create 
communication mechanisms between these two languages. Also, new algorithms were 
developed to automatically generate interfaces. These concepts were programmed in the 
tool named Picasso. Some concepts are new and constitute the contribution of this thesis, 
but others were taken from existing tools and were adapted to our methodology. 
This project can be seen as an extension of Renoirm, another tool from Mentor 
Graphics. This tool allows the capture of hardware specifications only. To extend the 
fimctionality of  Renoir, and to create a softwarehardware codesign tool, our approach 
considers also the capture o f  s o h a r e  specification and the synthesis of communication 
mechanism- The full development of a codesign tool is in fact a complex project that goes 
beyond the requirement of a master degree. However, this project constitutes the basis 
that could be refined later with other students doing master research. Thus, Picasso is a 
platform for other research projects. 
It will be shown that the methods behind Picasso can reduce the time of design of 
an embedded system. and consequently the time to market- Also. it will be shown how 
Picasso can help to explore rapidly dif'Ferent architectures and to synthesize interfaces 
automatically. Finally, we will show how Picasso can be a platform to explore different 
kinds of communication interfaces and how they are applied. Indeed, at this moment, 
there is only one communication mechanism supported by Picasso, but since it is an 
abstract mechanism, different protocols can be added in the library. The designer can 
choose in the library what is the most appropriate mechanism depending on the context. 
This concept of libraries constitutes a very popular field of research. 
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Traductions francophones tirkes du grand dictionnaire terminologique : 
Puisque le groupe de recherche CIRCUS est tout nouveau, ce projet a pour 
objectif de devenir la pierre angulaire du groupe. C'est autour de ce programme que les 
Ctudiants viendront greffer leur projet. dans le but d'obtenir un ensemble unifie. 
L'architecture de Picasso est donc ouverte. 
Si j'ai choisi le co-design, c'est qu'iI s'agit d'un domaine de recherche de pointe 
pour lequel aucune solution commerciale n'est vraiment a la hauteur. Par contre, 
l'entreprise privee s'interesse beaucoup aux solutions originales qui dCcodent du 
problime du co-design. ce qui en fait une activitC tres passiomante. Entre autres, notre 
partenaire Mentor Graphics suit de p r k  le developpernent de mon outil. 
Mon but est donc de produire un outil capable d'automatiser certaines facettes du co- 
design. plus prkcisement. celles qui touchent au domaine de la communication. 
Chapitre 1 - Introduction 
Dans cette section, nous verrons ce que sont les systemes embarques et ce qui les 
distingue des autres types de systemes electroniques. Nous verrons leurs principales 
caracteristiques et comment ils sont dicrits. Pour cela, nous aurons besoin de la notion de 
co-design logiciel et materiel. Nous verrons comment les systemes embarquks ont ivolue 
pour devenir aujourd'hui des systPmes sur une puce. Enfin, cette nouvelle integration a 
grande echelle entraine des problemes de grande complexite, qui doivent 2tre dicrits par 
des langages puissants. Tout ceci nous permettra de presenter et de justifier nos objectifs 
genkraw. 
Les systemes embarques sont de plus en plus populaires dans le monde 
d'aujourd'hui. En ttlkcommunication, on les retrouve sous la fonne de telkphones 
cellulaires, de modems et autres composants reseaux. En imagerie. ils sont presents dans 
les cartes graphiques, les cartes d'acquisition, etc. On en retrouve tgalement dans le 
domaine du contrde et d e  I'automatisation comme dans les vehicules automobiles et les 
kquipements industriels. La liste pourrait facilement s'allonger. Ces systemes embarques 
tirent leur nom du fait qu'ils realisent un ensemble de tiches specifiques. Les systemes 
visent habituellement une cible sptcifique. D'un autre c6te, il faut prkvoir une facon 
d'adapter le systeme a des changements dam la boucle de conception ou encore pour 
l'inclure dam des rkutilisations htures (de I'ensemble ou de certaines parties). On doit 
donc concevoir le systeme en cherchant le meilleur cornpromis entre la spCciaiisation et 
la reutilisation. 
Les systemes embarques sont egalement sournis a un ensemble de contraintes 
qualifiees de non-fonctio~elles [34]. I1 y a tout d'abord le K coQt de rnarne stricte ))- 
Celui-ci indique, pour un intervalle de prix, la fonctionnalite attendue par d'eventuels 
consommateurs. Si le cotit est sup&ieur a la plage acceptable, la fonctionnalite et les 
performances devront Ctre ii nouveau passees en revue. 
On trouve egalement cornme contrainte de  conception le fameux a time-to- 
market D ou (( temps pour la mise en marche D. Celui-ci est en gknkral tres court et, a la 
difference des autres systkmes ~lectroniques, il doit tenir compte du temps de 
developpement logiciel. Comme nous le verrons un peu plus loin, les systemes 
embarqub possedent en general des composants programmables (microprocesseurs). Le 
calcul du temps de mise en marche doit donc tenir compte du temps passe a creer 
1'Clectronique et ensuite du temps passe a la programmation. La troisikme contrainte de 
conception apptiquke aux systemes embarquks temps rkel est la presence de (( contraintes 
de temps dures D. 11 s'agit de contraintes de temps qui, lorsqu'elles ne  sont pas respecties. 
peuvent entrainer de graves probl6mes dam le systeme. Selon la tiiche du syst&met il peut 
en aller de la sCcurite et du bien-&re des gens relies aux systtrnes. 
La consommation de puissance )) est egatement un autre facteur a considerer. En 
effet, bien des systemes embarques sont compacts (telephone cellulaire) et fonctionnent a 
piles. I1 s'agit donc d'un facteur important a considirer. Enfin, on pourrait rajouter 
d'autres contraintes i la liste cornme la securite ou les contraintes mecaniques comme le 
poids, Ies dimensions, etc. 
Pour rencontrer ces contraintes et pour faire face a la complexite toujours 
croissante, plusieurs systtmes sont une composition mixte de logiciel et de materiel. 
L'architecture est donc formee d'une combinaison de noyaux de microprocesseurs 
programmables avec des memoires et des peripheriques mat&iels. Le choix de ce qui sera 
fait en matkriel ou en logiciel s'appelle le partitionnement. I1 est bast sur les criteres 
suivants [28] : la pedomance du systeme, le cofit de I'implantation, la reutilisation 
future, la transformation des donnCes et la communication entre le logiciel et le mattiriel. 
Par exemple, on peut demontrer que le coQt du d6veloppement du logiciel est plus bas 
que le materiel, que sa rt5utilisation et son entretien sont plus simples (changer la ROM 
par exemple), mais que l'execution peut &e ralentie par le manque de parallklisrne. 
Cette composition cause plusieurs dCfis aux concepteurs [5]. Dej4 par le fait que 
la conception du matiriel et du logiciel est faite de faqon trks independante, ces parties 
sont generalement decrites dam des langages tr6s diffdrents, employant un formalisme 
distinct et des outils incompatibles entre eux! On n'a qu'a penser aux langages C et au 
VHDL. Le co-design logiciellmateriel est donc une tentative d'unir ces deux mondes par 
une methodologie facilitant I'exploration de systkmes et d'architectures. Le principal 
avantage est de tenter de dtcrire le systeme dans sa globalite, c'est-a-dire avant m@me le 
partitionnement IogicieVmatdriel, i-e. le choix pour determiner quelle (s) partie (s) de 
I'application sera impldmentee en logiciel et quelle (s) partie (s) sera implementee en 
materiel. Le co-design devient donc une methode permettant de determiner le meilleur 
Cquilibre entre le logiciel et le materiel qui respecte les contraintes prkedernment 
6nurnerees relatives aux systemes embarquks. 
Si on regarde le contexte historique de I'evolution des systemes, on remarque que 
le temps de mise en march6 n'a cesse de diminuer. Les premiers Iangages abstraits 
permettaient de decrire un systkme electronique au niveau RTL. Puis sont apparus les 
compilateurs comportementaux permettant de transformer un algorithme, sous certaines 
conditions, en un code RTL. La m h e  chose s'est produite pour les circuits imprimes sur 
plaquette (PCB). L'augmentation du nombre de transistors par puce et la vente de noyaux 
materiels (microprocesseurs, DSP, coprocesseur,. . .) a conduit a une nouvelle technique 
de conception appelke SoC (system on chips). Cette f a~on  de faire est similaire au circuit 
imprime sur PCB. I1 s'agit d'integrer diffkrents noyaux sur le mZme dC. Ces noyaux 
peuvent etre vendus par diverses compagnies. L'avantage immkdiat est le (< temps de 
mise en marche u, qui se trouve rkduit par la reutilisation des composants [37]. 
La composition de ces SoC est majoritairement logicielle [8] (Figure 1.1). Une 
autre partie importante provient de la rhtilisation de composants. U ne reste donc qu'a 
biitir la colle logique (en anglais, glue logic) qui servira a connecter le systkme de f a ~ o n  
coh6rente. 
Figure 1.1 Repartition logiciel materiel dam un SoC. Source (8) 
Pour gerer cette complexitk, plusieurs outils ont kt6 treks d'aider les 
concepteurs. Malheureusement, la vitesse de progression de ces outils est beaucoup plus 
lente que la croissance de la complexit6 des systemes. Cet ecart continue de s'agrandir et 
commence a causer certains problhes quant a la capacite de conception [10][36]. 
La solution semble donc Cvidente, chercher a dkvelopper de nouveaux outils de 
co-design pour la mise au point de SoC. On peut distinguer deux types d'outils. 
Premierement, les outils de conception de systemes. Ceux-ci permettent d'entrer les 
specifications dam un langage de haut niveau, puis de proceder par raffmements 
successifs, jusqu'a l'implantation finale. Le raffinement peut &e compl&tement manuel 
ou assiste par des methodes de conception automatisees. Le deuxieme type d'outils sert a 
la simulation. 11s permettent de valider chaque raffinement. Alors que les outils de 
simulation sont aujourd'hui relativement bien ktablis (Seamless, EagleI, etc.) et donc de 
plus en plus utilis6s, les outils de co-design n'en sont qu'a leurs debuts (Coware, VCC, 
etc.), et donc peu utilises. 
On se retrouve donc contionte au choix des langages dans les outils de conception 
systeme afin d'exprimer I'ensemble des contraintes et spkifications. Des tentatives de 
differentes natures sont apparues au cows des dernieres annees. Un langage pour la 
specification au niveau systeme doit avant tout posseder m e  notation qui encapsule une 
skmantique pour dkcrire le systime, avant que celui-ci ne soit relie a m e  architecture 
[35]. On doit donc dtablir la description sans penser a m  types de microprocesseurs qui 
seront utilises. Le langage doit aussi permettre I'entree de contraintes pour permettre de 
verifier si telle ou telle implantation est possible. Le  langage doit Cgalement permettre 
une hikrarchie, afin de briser la complexit6 du systeme. Des niveaux d'abstraction 
differents doivent aussi ttre permis, afrn de permettre plusieurs nfinements. Enfin un 
langage systeme doit pennettre d'exprimer la notion de description de contrainte et de 
concurrence a differents niveauv de granularit& 
En rksumC, I'avenir des systemes embarques est grandement lie a la conception 
des SoC. Ceux-ci sont composis de plus en plus de blocs logiciels, mais une proportion 
doit quand m6me ttre implementde en materiel, il doit donc y avoir un partitionnement 
des sp&5fications de haut niveau, I1 y a Cgalement de plus en plus de bIocs qui sont 
r6utilisks. Le manque d'outils et de langage ernpeche le developpement d'une 
methodologie fiable et unifiee. La croissance marquante du nombre de transistors et la 
diminution du temps de mise en march6 nous indiquent bien l'importance du problkme. 
La construction d'un tel outil devra respecter la notion de langage syst2me. La 
description de cette problkmatique nous permet donc de dicrire nos objectifs generaux. 
Ce projet a donc pour objectif l'elaboration et I'implCmentation d'une methode 
de conception niveau systeme. Le partitionnement Ctant un probleme complexe en soi, 
nous dlons supposer que celui-ci est sp&ifie. I1 s'agit d'un partitiomement semi- 
automatique. Cela implique qu'on partitionne a la main, en decidant de ce qui sera en 
logiciel et en materiel. On peut quand meme proceder a la synthese des communications 
pour tester rapidernent le systime. La methode va donc permettre de dCfinir des blocs 
logiciels ou materiels. La rkutilisation sera supportke. La mithode pennettra aussi la 
crkation du systeme, tout en respectant les exigences demandees. A savoir, placer les 
blocs logiciels sur des instances de processeurs et constmire un systeme de 
communication permettant d'adresser les blocs materiels. C o m e  on a dPja explique 
qu'une description systeme se devait d'&e abstraite, la communication entre les blocs 
devra &re independante de Lew nature logicielle ou materielle. Donc, un bloc logiciel et 
un bloc materiel pourraient Etre interchanges s'ils ont la mGme fonctionnalite. Pour 
explorer differents partitiomements, on devrait donc avoir une representation logicielle et 
materielle de chaque objet partitiom& On peut donc au choix utiliser la version qui nous 
convient- La methode synthetisera les communications correctement selon la nature des 
objets du systcme. Dans chaque cas, l'architecture h a l e  serait evidemment changCe, 
mais pas la fonctionnalite. Cette mtme fonctio~dite sera assuree par une co-simulation 
logicielle/materielle. 
Notre travail est donc une premiere approche dam la generation automatique 
d'architectures de systeme a partir d'une description dans laquelle le partitionnement est 
connu au niveau Lbnctionnel. mais sans le detail des communications. ~ t a n t  d o m i  la 
complexite du probkme a resoudre, cette hypothese simplificatrice demeure raisonnable 
dam le cadre d'un projet de maitrise. D'autres projets traitant specifiquement du 
probleme de partitionnement automatique a h i d e  d'estimateurs pourront Cventuellement 
se greffer a ce projet, 
1 .  Plan du travail 
Le chapitre 2 presentera une revue de litteratwe visant a situer notre m6thodologie 
dans I'univers du co-design. Au chapitre 3, on montrera comment les sp6cifications sont 
dkfinies gdce ii notre m6thodologie. Le chapitre 4 prdsentera l'architecture choisie pour 
implanter ces spkcifications. On y verra son fonctiomexnent, ses avantages et 
inconvhients. Le chapitre 5 expliquera quels sont les processus de gthkration qui 
transforment les specifications vers ce systkme final. Le chapitre 6 presentera quelques 
exemples qui ont tit6 conqus dans Picasso. Enfin, le chapitre 7 presentera les travaux 
h t u r s  et conclura le memoire. 
Chapitre 2 Revue de litt6rature 
Les concepts generaux ayant ete  vus au chapitre 1, nous allons presenter quelques 
grands themes se rapportant au co-design. Dam chaque cas, les principauv outils ou 
concepts citts dam la litterature seront presentis. On traitera d'abord d e  la r6utilisation. 
Puis. du concept de langage de specification et de queIques exemples de  langages relatifs 
a ceux-ci. Cela nous arnenera a discuter du probleme du par t i t io~ement  et  de I'utilisation 
d'estimateurs. Enfin nous enchainerons par une revue des principaux systemes permettant 
de faire du co-design. En se basant sur cette retrospective, nous tenninerons par une 
presentation de nos objectifs specifiques d m s  le cadre de ce memoire- 
2.1 La reutilisation 
Pour favoriser et faciliter la reutilisation, le groupe VSIA (Virtual Socket Inrerfuce 
Alliance httv://www.vsia.com) a produi t un ensemble de regles pour aider a constmire les 
systemes SoC et pow faciliter I'ichange et la vente de composants. Ce groupe fht forme 
en 1996 et  rassemble plusieurs compagnies du monde de l'klectronique. Son but est de  
pallier aux probIemes lors de la vente de cornposants virtuels. Par exemple, on y presente 
une f q o n  de documenter un systeme pour adapter I'interface d'un composant it un 
nouvel enviromement. VSIA tente, lorsque cela est possible, d'utiliser des nonnes deja 
sur le marche, pour eviter la discrimination. Cela est tres utile qumd une n o m e  est bien 
etablie et peu dispendieuse. 
Un composant virtuel est un composant qui peut etre en logiciel ou en materiel. I1 
est virtuel dans le sens ou il s'agit d'un composant qui est decnt dans un langage 
quelconque, au lieu d'2tre une p ike  rkelle. Le but est de formaiiser la documentation 
accompagnant un composant pour faciliter son integration dam un systeme. On tente de  
rkduire le temps d'apprentissage en offrant un cadre qui englobe tous ies ddtails 
importants, selon une norme ktablie. On vise donc des principes cornmuns de 
communication, de conception et de mesure d'assurance qualite [25]. 
Le moyen pr6ne par VSIA est de fournir un guide de conception d'interface. Ces 
interfaces permettent donc d'ktablir une distinction trlts claire entre le comportement d'un 
composant et son interface. Le composant devient donc une unite comportementale isolee 
du reste du systeme. Une interface peut etre vue comme un ensemble de moyens 
diff6rents pour envoyer et recevoir des domees et des evenements selon un certain 
protocole. On peut construire autant d'interfaces qu'il y a de protocoles. L'interface peut 
ensuite extraire les informations importantes et I'envoyer au composant. Ce qu'on appelle 
(< informations importantes D est en fait une sequence d'evknements et de donnees. Le 
composant modelise donc un a comportement D, en fonction des stimuli a l'interface. Par 
exemple, on peut envoyer des domees en utilisant un systeme de type 
requ6te/confirmation (reqzrest/acknowledge) ou encore, simplement utiliser une mise a 
zero (reset) suivie d'un chargement automatique. Cela pourrait constituer deux protocoles 
differents, donc deux interfaces differentes. 
On  peut donc ainsi biitir un ensemble d'interfaces en couche. On appelle ce 
modkle, le modde en oignon, car ii l'image de celui-ci, chaque interface represente une 
pelure et la fonctionnalite reste au centre. L'interface de plus haut niveau appeICe 
a interface fonctionnelle D permet d'accomplir 4 operations de base et elle est tres 
restrictive. Voici ces opckations : 
Les actions entre les ports ne peuvent &re inter-reliees, donc avoir une 
dipendance (i .e. pas de handshaking). 
N'importe quelle sequence sur ces ports est une propriete de comportement de 
haut niveau, 
Les seules transactions valides sur les ports sont : la lecture, l'kcriture, la 
sensibilitt et I'emission. Les deux premiers &ant relatifs aux donnees, les 
d e w  derniers utilises pour les evhernents et Ie con tde .  
d) Les types de donnees qui passent ii travers les interfaces peuvent Etre 
arbitrairement complexes. 
L'interface fonctionnelle est notee 1.0. L'interface d e  plus bas niveau appelke 
interface d'implantation est appelke 0.0. Toute intedace intermediaire est donc notCe O.X, 
ou X est un nombre entier. 
Concernant VSIA, on retient donc deux conclusions irnportantes. Premierement, 
la classification des protocoles et des proprietes de la communication dans m e  
semantique fixee. Cela permet une comprkhension plus rapide des composants. 
~~a le rnen t ,  la distinction claire entre le comportement et I'interface ainsi que la 
dkomposition en donnees et contr6le. Tout cela est dam le but d'augmenter le degre de 
reutil isation. 
Une autre spCcification du groupe VSIA est le rnodele OCB (Bus sur une puce. De 
I'anglais. On-Chip Bus) pour les VCI (Composant virtuel a interface, de I'anglais Virtml 
Component Inferfafe). I1 traite de I'interconnexion de composants entre eux. 
Genedement, ies composants d'un systeme vont Cchanger en utilisant un bus spkcifique. 
11 est evident que VSIA ne peut pr6ner le choix de tel ou tel type de bus, pour des raisons 
evidentes de politique et dT~cconomie. La solution est donc de decrire m e  encapsulation 
permettant de creer une interface au bus existant. Cette interface agira en convertisseur. 
permettant de connecter n'importe quel composant virtuel au bus. On appelle cette 
interface VCI. 
L'avantage evident de VCI est l'interconnexion rapide pour la construction de 
plate-formes Mt6rogknes. Dam un systeme ou diffiirents processeurs cohabitent, si 
chaque processeur possede une interface VCI, ils peuvent Ztre facilement raccordes entre 
eux. 
2.2 Les langages de spCcification 
I1 existe une multitude de langages de qx!cification. Chaque langage excelIe dam 
des champs d'application bien pkcis, Le choix d'un langage est un compromis entre 
plusieurs criteres comme le pouvoir d'expression du langage, la capacite 
d'automatisation des modeles d6crits dam le langage et la disponibilitk des outils 
supportant ce langage [ 191. Dans les systemes complexes, on retrouve donc bien souvent 
plusieurs langages diffkrents decrivant les parties du systeme. C'est ce qu'on appelle un 
systeme hetkrogkne. A l'oppose, les systemes homogenes sont entitrement dkcrits par un 
seul langage. 
On retrouve dans la litterature quelques exemples de systemes homogenes. 
Cosyma est un exemple [14]. I1 sera aborde un peu plus loin. Polis [22] est un autre outil 
qui utilise Esterel comme langage d'entree. Pour les systemes heterogenes, on utilise 
principalement les langages C et VHDL pour decrire le logiciel et le matkriel. Coware 
[32] et Seamless [ I  81 sont des exemples d'outils les utilisant. 
Les langages de spkcification systeme, comme on l'a vu au chapitre 1, doivent 
posseder certaines caractCristiques essentielles [29]. La notion de hikrarchie est la 
premiere caracteristique, Elle peut ttre d6compos6e soit d'une f a ~ o n  comportementale ou 
structurelle. Le niveau comportemental s'exprime en o r d o ~ a n ~ a n t  en re elles des tiches. 
Par exemple, lorsqu'une dche est terminke, d'autres peuvent commencer. La hikmrchie 
structurelle, plus familiere, exprime la dkcomposition d'instances en plusieurs sous- 
instances. 
La seconde caracteristique est la concurrence. On peut kaliser cette 
caractCristique au niveau processus, gros grains, ou au niveau tinoncC, petits grains. La 
troisikme notion est la notion de synchronisme. Par celle-ci, on permet de fixer la duke 
d'une Gche, processus ou Cnonce. Cela permet de guider vers un bon choix d'architecture 
capable de respecter la specification. Une autre caractCristique importante est la 
synchronisation. I1 s'agit de dCcrire la transition entre 2 Ctats, par exemple en utilisant un 
evknement, un etat ou une variable. D'autres caracteristiques qui, pour des raisons de 
simplification, ne feront pas I'objet de la discussion comme la communication inter- 
processus, les exceptions, les machines a Ctats et I'interaction par rapport a la synthese, 
occupent Cgalement une place importante dans la conception de systemes embarquts. 
2.3 Exemple de langage de specifications 
Cynapps [33] est un des premiers langages a modeliser un systeme dectronique 
en utilisant des classes en C++. Certains efforts ont eu lieu avant. avec entre autre 
HardwareC [2 11 et HandelC [3 I]. Mais comrne ces langages etaient bases sur le C 
uniquement, les notions d'instances d'objets, de synchronisation et de hitrarchisation 
sont vite devenues complexes a rialiser. L'avantage du C++ est qu'il permet, via le 
concept de classes, de modkliser la concurrence et la reactivite sans avoir a modifier le 
langage. En effet. il utilise la notion de classe au lieu d'ajouter de nouveaw mots 
reserves, ce qui rend le systeme portable pour diffkrents compilateurs. La construction de 
classe permet donc d'ajouter au C++ les notions requises pour une description materielle 
soit : la reactivite, la concurrence, l'instanciation hitrarchique et les types de donnees 
sp&ifiques. De plus, le C* est c o ~ u  par bien des concepteurs ce qui en fait un 
excellent choix. 
La mkthodologie de conception devient donc semblable a un rafinement itkratif. 
Souvent la specification premiere est donnCe en C++. A ce niveau, elle est purement 
fonctionnelle. Aucune interface avec le materiel n'est pr6ciske. Les concepteurs rnatt5riels 
doivent par la suite transformer cette description en Verilog ou VHDL pour constmire le 
systeme materiel. Avec Cynapps, on peut poursuivre le raffinement avec la mtme 
description en intkgrant progressivement les classes fournies. Cela a 6 n e  1 'introduction 
des caract&istiques du materiel pricedemment nommdes. 
SystemC [S] est tres sembfabte a Cynapps. I1 contient egalement un ensemble de 
classes permettant d'integrer au C* les caracttristiques des systemes mat&iels. Comme 
pour Cynapps, le &nement se fait habituellement en 4 Ctapes [3] avec SystemC. La 
premiere Ctape decrit les specifications sans la notion de temps. On I'appelle (< sans 
cycle 1) (de 17anglais untimed). Le systeme est decomposk en modules qui communiquent 
par des canaux abstraits. La moddisation permet d'utiliser ies processus 616mentaires 
(fhreadr) pour certaines parties. Les processus Clementaires permettent une execution 
concurrente et efficace. La notion de temps est donc deficiente. On se sert de ce niveau 
pour Cvaluer la fonctionnalitk du systirne. 
Le deuxieme niveau est appele minute- I1 s'agit de fixer un delai d'execution pour 
chaque processus de chaque module. I1 ne faut pas confondre ce delai a celui d'une 
horloge. I1 s'agit d'un ddai fix6 par I'usager qui represente Ia duree moyenne d7ex&ution 
du processus. Cela permet d'avoir m e  idee du temps d'execution du systkrne- 
La troisieme etape du raffinement consiste a passer au niveau bus (de 17anglais, 
bzu cycle). A ce niveau, les modules sont synchronises par un signal d'horloge. Certaines 
parties du systeme peuvent ne pas contenir d'infonnations relativement au temps 
d'exkution. Elles ne feront donc pas partie du calcul du temps d'execution. 
Au dernier niveau, le niveau cycle (de 17angIais cycle accurate), toutes les parties 
du systkme possedent leur horloge. A ce niveau, le systeme est pret pour la synthese. 
I1 faut preciser que ces langages sont, a ce jour, orientes presque exclusivement 
pour decrire du materiel. L'aspect codesign n'est pas encore exploite par les concepteurs 
de  ces langages. Selon l'Cch&mcier ttabli par le groupe de dCveloppement de  SystemC, 
cela devrait se concrktiser dans les prochaines annCes. 
24 Les estimateurs 
Tres peu d' outils tentent de solu tionner le probltme du partitionnement de f a ~ o n  
automatique. Cosyma [13] utilise un langage appelt Cx qui est un sur-ensemble du C. 
Des knonces pour decrire les contraintes de temps et la definition de processus ont etC 
ajoutes. L ' algori thme de parti t i o ~ e m e n t  est celui du recuit simult. L'ensemble initial est 
une solution qui est entierement en logiciel. La fonction de cotit tient compte d'un 
ensemble de parametres cornme le temps d'execution materiel (estime) et logiciel 
(estime), le delai de communication et le coirt logiciel. L'afgorithme peut donc dkplacer 
des blocs logiciels en materiel et vice-versa, proceder a I'estimation et calculer la 
fonction de coCit. I1 raffine ensuite sa solution initiale dans I'espoir de trouver m e  
rneilIeure solution par un meilleur partitionnement. Cette approche, par contre, sans de 
bonnes heuristiques. donne des resultats de qualite moyenne [14]. 
2.5 Les outils de co-design existants 
Comme on I'a mentiowe lors de ITintroduction, un sous-probkme du co-design 
est la co-simulation. I1 faut etre capable, a diffkrents niveawc d'abstraction, de verifier si 
les spkifications sont toujours bonnes. On parle de co-simulation lorsqu'une 
spdcification logicielle est simulee conjointement avec une spkcification materielle. On 
utilise donc difftkents simulateurs et le co-simulateur s'occupe de la gestion de ceux-ci. 
L'outil de co-simulation commercial qui detient la plus grande part de marche dans cette 
categorie est Seamless CVE de Mentor Graphics. Celui-ci permet de virifier le 
comportement 1ogicieWmateriel d'un systeme embarque. Cela permet donc a I'dquipe 
Iogicielle dTinteragir plus t6t dans le cycle de developpement du produit. 
Seamless CVE possede ses propres modeles de microprocesseurs employes dam 
le systkme. Le modele permet d'obtenir la bonne interaction des signaux pour le 
simulateur matiriel, mais aussi de simuler les jeux d'instructions et leur implication pour 
le simulateur logiciel. I1 est aussi capable de synchroniser entre eux un simulateur 
materiel et un simulateur logiciel. 
Au niveau des outils de saisie de spkcifications, on retrouve naturellement Coware 
[XI. Coware est un enviromement pernettant la saisie de systemes oh on vise surtout la 
modularite [32]. Dans Coware, I'unite de base est le processus. Un processus peutGtre 
code en C ,  DFL, VHDL ou avec le <c langage Coware)). Cela implique que le 
partitiomement logiciel/materiel est entikrement decidi par l'usager selon le choix du 
langage. Un processus dCcrit un comportement. I1 peut communiquer avec d'autres 
processus par ['intermediaire de ports. Les ports sont relies entre eux par un canal, ce qui 
permet d7itabIir la communication. Le paradigme de communication utilisd entre les 
d e w  processus est le RPC (appel de procedure a distance, de I'anglais Remote Procedure 
Call), empruntk a la programmation distribuee. 
Le RPC consiste a un appel de fonction a distance- En programmation classique, 
lors de l'appel d'une fonction, on commence par lui passer des param&res. Puis le 
contexte d'exkution passe au corps de la fonction. Enfin? la fonction retourne une valeur 
de reiour et le programme continue. En ce qui concerne le RPC, le principe est le meme, 
excepte que le client. celui qui appelle la fonction, et le serveur, celui qui represente la 
fonction, sont deux processus differents qui peuvent s'executer sur deux ordinateurs 
diffkrents. Le client envoie donc les parametres et  reste en attente. Pendant ce temps, le 
serveur execute la fonction et envoie un resultat a la fin. Cela debloque le client qui 
reprend son execution en lisant la vaIeur de retow. 
Le concept de RPC s'applique donc bien aux processus. On sait qu'un processus 
logiciel peut t e e  modelid par un processus klementaire et qu'un processus materiel est 
modClise par un i< process D en VHDL. Ceci permet donc a Coware de se servir du RPC 
pour d k f ~  a un haut niveau me communication logicielleAogicielle, 
logicielle/materielle, materielle/mat+irieIle. La communication inter-processus est donc 
dCfinie par les RPC uniquement. Lorsque plusieurs processus Clementaires se retrouvent 
dam le module, on parle alors de communication intra-processus. Celle-ci peut se faire en 
utilisant des variables partagees ou des signaux produit par les modules. 
De cette description, il est possible de proceder a une simulation de haut niveau 
pour vtrifier la fonctionnalite du systeme. A ce stade, on ne considere pas une 
architecture en particulier. On execute tous les processus sur la machine h6te en simulant 
les appels RPC. Cela permet une simulation beaucoup plus rapide que le niveau porte par 
exemple. 
Une fois la fonctionnalitk validke. on peut associer les processus logiciels a un 
microprocesseur en particutier. Coware ne supporte que la synthise logicielle pour des 
systemes monoprocesseur. Puisque le partitionnement est deja decide. les moduIes en C 
peuvent &re places sur le rnicroprocesseur. Un micro-noyau est ajuste pour permettre 
l'exlcution des differents processus elementaires. Pour faire le pont avec les modules 
mattkiels, les differents canauv sont raffinis. ce qu'on appelle la synthQe de 
communication. L'implantation de la communication peut-&re faite par [27] memoire 
partagee, par instruction assembleur specifique ou par interruption. 
En resume, Coware offie une rnCthodo1ogie permettant la reutilisation de 
composants dans un cadre tres specifique. 
Mentor Graphics, notre partenaire industriel, desire un outil de co-design. Notre 
mandat est donc de creer un prototype. Le seul outil semblable de Mentor s'appelle 
Renoir, Renoir permet la saisie de spCcifications mat6rielles seulement. I1 utilise pour 
cela des representations graphiques standards. Par exemple, avec Renoir, on peut entrer 
graphiquement des machines a Ctats, des d iapmmes blocs et des tables de vkritl. L'outil 
peut traduire ces representations vers des descriptions materielles (VHDL ou Verilog). 
Malheureusement, Renoir ne supporte pas le logiciel. L'outil ne gentre donc qu'une 
representation fidele en VHRL ou Verilog de 1' information entree par I ' interface usager. 
Looptimisation est laissle au compilateur. Renoir est donc un simple outil de traduction. 
Pour ne pas reinventer la roue, les idees de Renoir seront reprises : interface 
usager et certains kditeurs. Le code ne nous est pas fourni, nous devrons donc faire notre 
prototype de zero. 
Pour la simulation de systkmes embarques, nous avons vu que Mentor Graphics 
possede un outil appelk Seamless. Le probleme avec Seamless est que, contrairement a 
Renoir. sa courbe d'apprentissage est tres ardue. Pour simuler un systeme dam Seamless, 
il faut creer tout le circuit, parametrer les memoires et Ies processeurs utilises, les 
simulateurs ainsi que d'autres facteurs. Seamless aurait donc besoin d'un autre outil 
permettant d7agir en faqade @-ont-end) afin de simplifier cette tsche. 
Notre prototype devra donc Cgalement s'acquitter de cette contrainte. Ainsi, il 
devra pennettre I'entree de ~Hcifications en utilisant me interface graphique et des 
langages de haut niveau. De cette description, il devra genkrer le systkme fmal, priit a Btre 
sirnu16 avec Seamless. 
2.7 Raffinement de nos objectifs 
Comme on a mention6 au chapitre precedent, notre outil devra permettre de 
constmire une representation de haut niveau du systeme embarque. Pour cela, on devra 
permettre l'utilisation de langages de haut niveau. Notre systeme sera heterogene. 
C o m e  une des hypotheses Ctait que le partitionnement est fixe a 17avance, il devient 
plus simple de considkrer le langage C/C* cornme un langage de haut niveau pour les 
blocs logiciels, et le VHDL pour les blocs mat6riels. C'est donc ces deux langages qui 
seront retenus- 
On devra offrir a 17usager des mCcanismes de communication de  haut niveau. Ces 
mecanisrnes serviront a echanger les domees entre les blocs. 11s devront Etre 
independants de la nature du bloc. Cornrne on I'a dit, on pourrait changer un bloc logiciel 
pour un bloc materiel qui a la meme fonctionnaliti sans changer les communications. On 
peut faire cela car les communications sont dkfinies de fason abstraite. On doit definir 
une facon de communiquer qui soit independante de chaque langage mais qui peut &e 
supportee par ceux-ci. Les m b n i s m e s  seront support& par des extensions aux Iangages. 
La saisie des sp~cifications se fera a travers une interface graphique. Renoir sera 
le bon point de  depart. Cela permettra de saisir facilement l'ensemble des specifications 
et d'effectuer les tiches ntkessaires, entre autres, l'etablissement de liens de 
communication entre diffkrents blocs ou entites. Pour chaque bloc, l'usager dkfinira une 
interface de communication. Ensuite, en crkant des instances de ces blocs, on pourra les 
connecter ensembles pour permettre la communication. Ceia est l'approche envisag6e 
pour la saisie du systeme. Une fois toutes ces informations entrees, l'outil devra etre 
capable de decomposer ces interfaces en code C et VHDL standard pour simuler et 
realiser le systeme final. 
Pour permettre 1 ' itabl issement de liens de communication, des interfaces seront 
coques pour permettre une modelisation de haut niveau. Ces interfaces redement les 
protocoles de communication pour un microprocesseur et permettent a des blocs 
materiels quelconques de se brancher sur un bloc logiciel selon un protocole deja etabli a 
l'avance. C'est I'idke de VSLA qui est reprise ici. Ces interfaces, appelks ichip, seront 
prksentes dam une bibliotheque qui pourrait &re Ctendue au besoin a differents types de 
microprocesseurs. Cela a pour avantage de cacher l'aspect (( communication n d'un 
systitme au concepteur, laissant a l'outil le travail de choisir et de realiser conectement 
les communications. 
La possibilitk de pouvoir facilement explorer les diffkrentes favons d'implanter un 
systeme constitue un aspect important pour les architectes de systeme. Ils doivent decider 
quelles parties du systeme se feront en logiciel et en materiel, et decider du type des 
microprocesseurs a utiliser, choisir le nombre de microprocesseurs et les mCcanismes de 
communication. Voila autant de points qui, malgre l'exp&ience des ingenieurs, peuvent 
changer en cows de route. On doit donc tenir compte de ce fait dam l'elaboration des 
spicifications du syst5me et avoir un outil qui permet facilement de corriger ces 
elements, soit par exemple en changeant le code de chaque microprocesseur, ou en creant 
automatiquement des bus de donnees entre les microprocesseurs~ 
La Figure 2.1 illustre la mkthodologie de conception qui sera presentee pas a pas 
dans ce memoue. La premiere &ape consiste a preciser les sp&cifications du systeme en 
C et en VHDL. Pour cela on utilise 17interface wager pour saisir les objets C et VHDL. 
Pour chaque langage, des extensions ont ete apportees pour permettre les 
communications. Ceci fera l'objet du chapitre 3. 
Le syst&me final est composC de microprocesseurs sphifiques exdcutant le code 
C. La communication se fait par m6moire partagde. A ce niveau, les codes C et VHDL 
deviement donc des codes pun, c'est-a-dire sans les extensions utilisees dans la 
specification. L'explication de cette architecture sera faite au chapitre 4. 
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Pour passer des sp&ifications entrees a l'architecture du systerne, des algorithmes 
de g6ndration doivent etre utilises. Us seront vus au chapitre 5. A cette Ctape, on genere 
egalement les fichiers de confiiguration pour I'outil Seamless et un ensemble de scripts 
pour compiler le code C et VHDL. Cela permettra de verifier, en simulation, si les 
Fichier de configuration 
de Seamless 
(Ch.pi(re) 
specifications entrees et le raffinement fait par Picasso sont corrects. Si ce n'est pas le 
cas, on devra recommencer avec de nouveHes spdcifications. 
Si le systkme est valide, on peut alors synthtitiser le code VHDL. Le code genere 
par Picasso est de niveau RTL, il peut donc Ctre synth6tise sans problkme. Tout depend 
en fait de la spkcification entree par I'usager. En effet, le travail de Picasso se fait 
simplement au niveau de la communication. Picasso n'interfere en rien avec le code entre 
par I'usager. Donc si le code entr6 par l'usager est de niveau comportemental, alors un 
compilateur pennettant de le synthetiser devra &re utilise. Cela fonctionnera m h e  si les 
communications sont ditai1lCes au niveau RTL. 
Le chapitre suivant presentera un article reprenant la problematique de l'outil, la 
methodologie de design ainsi qu'une synthese de chaque etape. 
Chapitre 3 - L'interface et les spCcifications dans Picasso 
Dam ce chapitre, nous allons introduire l'outil Picasso. Nous verrons plus en 
details ['interface usager et les langages utilises pour dCcrire un systime embarque. Cela 
permet de dicrire le systeme et donc constitue la premiere Ctape de la m6thodologie. 
L'interface de Picasso permet une approche de conception descendante et ascendante a la 
fois, ce qui simpIifie I'entree des specifications. Puis, les diffkrents paradigmes de 
communication seront abordes. On v e m  entre autres que des mecanismes de 
communication synchrones, c o m e  les RPC, et asynchrones sont supportCs. Cela sera vu 
en pr6sentant la semantique de communication. 
Nous traiterons Cgalement du langage mis au point pour dtfinir la notion de types 
abstraits. Ces types identifient les donnkes qui passent sur un lien de communication. 
L'adjectif abstrait indique qu'iis sont independants de la nature logicielle ou materielle de 
I'implantation. Enfin. nous completerons par les extensions apporttes aux langages dejh 
existants. Dans le cas du C ,  nous verrons le support fourni pour la communication et 
I'ajout ds processus dCrnentaires. En VHDL, nous traiterons des descriptions mixtes. 
Celles-ci permettent d'inclure d e w  niveaux d7abstraction dam une mCme description 
VHDL. 
3.1 La mkthodologie de Picasso 
Picasso utilise la notion de projet pour gkrer la description d'un syst&me. Un 
projet contient I'ensemble des spkcifications et des liens de communication ddfinis par 
I'usager. On y retrouve tout ce qui est necessaire pour dkrire compI&tement le systeme. 
Deux approches sont permises pour constmire un systkme: 17approche 
descendante et l'approche ascendante. La premikre innovation est donc d ' o e  a la fois 
ces deux paradigmes de pensee aux concepteurs. La flexibilite de l'outil est accrue, Ctant 
dome qu'on se rend compte en pratique que les concepteurs changent souvent 
d'approche pendant la mise au point d'un meme systeme. En effet, il peut &re difficile de 
tout concevoir le systeme selon une des deux approches, surtout au tout debut de 
I'activitk de conception, 
Nous allons donc illustrer ces deux approches. Commenqons par l'approche 
ascendante. Cornme le montre la Figure 3.1, trois types d'objet peuvent etre cr& par 
Picasso, soit : le type Picasso, logiciel ou  materiel. Les objets Picasso sont des objets 
o h t  une structure hikrarchique contenant d'autres objets et des interconnexions. 
Quant aux objets logiciels et materiels, ils correspondent a du code en C ou en VHDL, 
incluant les extensions de communication. 
Figure 3.1 Cr6ation d'objets 
Chaque objet dispose de son propre type de fenttre d'edition. Cette fenetre pennet 
de specifier I'objet. Les objets de type Picasso sont structurels et sont definis de faqon 
graphique. On peut ainsi illustrer les instances accompagnees de leurs liens de 
communication. Les objets materiels sont plutdt specifies par un code VHDL. Quant aux 
objets logiciels, ceux-ci sont decrits en C. Des primitives de communication equivalentes 
sont ajoutkes a chacun de ces langages. Ces objets deviement disponibles par la suite 
dans la bibliotheque comme composant de base dans la construction d'autres objets du 
systeme. 
Un exemple de fenttre d'edition d'objet Picasso est illustre a la Figure 3.2, sous le 
nom de << top n. Un objet Picasso reprksente les instances qu'il contient sous forme de 
boites. L'objet Picasso agit Cgalement comrne un composant du projet. I1 est rdutilisable 
comme instance (boite) dans d'autres objets Picasso. A la Figure 3.2, on suppose qu'un 
objet a adder N est dans la bibliotheque. Celui-ci est soit en logiciel ou en matkiel. Puis, 
dans la fenEtre graphique c( top D, quelques instances de cet objet sont cr&es. I1 s7agit 
donc d'un scheme de construction ascendante. Plus preciskment chaque fois que nous 
montons d'un niveau, nous pouvons creer des instances provenant des niveaux inferieurs. 
Dans chaque niveau, il est possible d'etabfir des relations entre ces instances. 
Figure 3.2 Instanciation de composants de la bibliotheque dam une fenctre Picasso 
(approche ascendante) 
Chaque objet communique par des ports. 11 s'agit de points d'attache sur lesquels 
on peut dtablir des liens de communication. Ainsi, deux blocs peuvent cornmuniquer en 
c o ~ e c t a n t  par un lien (ligne) de communication un port de chacun des blocs. Puisqu'on 
est dam une approche ascendante, on doit disposer d'un mkcanisme pennettant de joindre 
les diffkrents niveaux a rnesure qu'on monte de niveau. Pour cela, Picasso permet de 
crker des ports cc flottants n. Ainsi, I'ensemble de ces ports flottants d 6 f ~ t  I'interface de 
l'objet Picasso. Dans la Figure 3.2, la fenstre cc symbol a contient une instance de l'objet 
a top D. Les d e u  ports flottants appelis <<port -in n et a port-out >) se retrouvent sur la 
boite representant l'instance. 
Passons a l'btude du paradigme de creation descendant. Chaque fenstre d'objet 
Picasso offre la possibilite de crker nos trois types d'objet (Figure 3.3). Ainsi, on peut 
creer plusieurs nouvelles instances de types diffirents dam la fen6tre d'kdition graphique. 
Sw ces nouvelles instances, des ports peuvent Etre crees. On dkfinit donc I'interface d'un 
composant avant meme de specifier son implantation. 
Figure 3.3 Criatioa de nouveaux objets (approche descendante) 
La declaration de 17instance, de son interface et puis de son implantation, confi~rme 
qu'on se trouve dans une conception de type descendante. Lors d7un raffinement, un 
canevas de base est automatiquement cr& pour tenir compte du type et des ports dt5clan5s 
dans le langage utilisC (C ou VHDL). Un autre avantage de Picasso est donc de guider 
l'usager dam sa conception de systirme. A la Figure 3.4, on illustre la construction 
automatique du canevas de base pour l'instance a inc )). Cette instance fut definie 
graphiquement d m  la feniitre << example2 )) 
Figure 3.4 Raffinement d'un bloc 
Picasso vient aider a complCter le travail de I'usager. L'usager peut complkter et 
raffiner son systeme par la suite. De plus, I'interface usager possede Ies fonctiomalit& de 
base que I'on retrouve dans la plupart des editeurs. On peut tracer des liens a plusieurs 
segments, on peut sekctionner plusieurs objets, on peut effacer des objets et en creer des 
nouveaux. On peut changer te nom des objets, dCplacer les objets dans I'ecran, utiIiser 
des banes de defilement. Bref, on retrouve la plupart des avantages que la majorit6 des 
Cditeurs de ce genre possedent. Naturellement, le travail de developpement pourrait se 
poursuivre pour ajouter encore plus de fonctionnalites a l'outil, mais la n'etait pas le but 
premier de cette recherche. 
Picasso oflie un mecanisme de rafiaichissement permettant de regler les 
inconsistances decoulant de modifications. Le changement de l'interface d'un module 
apres son instanciation peut impliquer des conflits d'interface. Picasso garde toujours en 
memoire I'interface la plus kcente des modules. I1 est donc possible de cornparer chaque 
instance deja existante avec l'interface en memoire et de proceder a w  corrections s'i1 y a 
lieu. Soit une instance branchee avec d'autres. Si on modifie la s@cification du module 
pour y ajouter un port, on aimerait bien que l'instance d6jA existante soit mise a jour. 
Pour ce faire, Picasso prockdera B une cornparaison. Les ports inchanges ne seront pas 
touch&, donc ils conserveront leurs branchements, et les nouveaux ports appmntront. Si, 
lors d'une modification de l'interface, des ports sont dktruits, ceux-ci dispar;uatront du 
syrnbole, emportant avec eux les branchements. 
Picasso est donc en mesure de supporter une approche de conception descendante. 
De plus, on a vu que Picasso vient aider l'usager lors de la construction de nouveaux 
objets par la mise au point d'un squelette d'implantation en fonction de I'interface usager. 
~ ~ a l e m e n t ,  Picasso dispose de  rnecanismes permettant de corriger rapidement les 
inconsistances du systeme provenant de modifications suivant I'approche ascendante ou 
descendante. Picasso possCde donc toutes les qualites qu'on retrouve dans un bon 
enviro~ement  de saisie de specifications. 
Enfin, on constate que peu importe le langage, I'interface demeure la meme. Que 
l'on soit en C ou en VHDL, chaque module dispose de ports qui peuvent Etre branches a 
d'autres modules. On p o u d t  donc Ctendre ce concept a d'autres langages comme 
VHDL+, Verilog, Jav a,... et ainsi intkgrer tous ces langages a Picasso. La construction de 
I'interface utilise toujours la semantique du langage, en tentant d'introduire le moins 
d'extensions possibles. D'ailleurs, nous verrons quelles sont ces extensions dans la 
prochaine section. 
32 Concepts de communication 
Comme on I'a vu a la section 3.1, il existe dans Picasso trois types de ports, soit : 
les maitres (musters), les esclaves (slaves) et les ports materiels. De plus, chaque port 
possMe un sens : entree (in), sortie (out) ou en&& et sortie (inout). Un port peut etre 
consider6 comme un alias sur m e  variable. En connectant deux ports ensembles, c'est 
comme si on avait deux alias referant a la m&ne variable. Cela rend donc la 
communication possible. Les ports sont types comme les variables le sont dam la plupart 
des langages de programmation. Nous verrons a la prochaine section quel est 1e langage 
utilisk pour decrire les types des ports. Nous dirons pour I'instant qu'un port est et 
que lorsqu'on lit ou on ecrit dans un port, on n'obtient pas nkessairement le meme type. 
En effet, cela depend du sens de la transaction. Comme dans le cas d'un appel de 
fonction, l'argwnent differe souvent de la valeur de retour. 
Les ports permettent d'etablir diffkrents types de communication. Les deux types 
de modele sont appeles: bloquant et non bloquant. Si on se contente de lire et d'ecrire sur 
un port, sans aucun souci de synchronisme, on parle alors de communication asynchrone, 
donc de type non bloquant. Considkrons a titre d'exemple un systeme producteur- 
consomateur, qui procede a un sous-echantillonnage en kchangeant des donnies au 
travers une variable, sans aucun m&xnisme de contde et de verrouillage. Un tel systeme 
pennet de modeliser un rnoteur kcrivant constamment sa vitesse dans une variable. Un 
actionnew pourrait lire a un rythme plus lent la valeur kcrite par le moteur et lYafficher. 
Un systeme transmettant la voix ou la video pourrait aussi Stre modelise de cette faqon. 
Le danger avec ce type de systerne est la possibilitk de perdre des domees a cause de 
I'asynchronisme. 
Dans le cas d'une communication un peu plus elaboree, on peut utiliser le concept 
de messages. Cela permet d'etablir me communication bloquante. Par exemple, une fois 
I'tcriture d'une donnee sur un port compldtie, on peut envoyer un message a un 
destinataire qui jusque-la, etait en attente. Lorsqu'il regoit le message, il entreprend m e  
serie d'actions, comme lire la d o ~ k e  nvoyie et proceder a un certain traitement. 
Lorsqu'il a tennine, il peut renvoyer un message et ainsi I'appelant qui Ctait bloqd peut 
reprendre son execution et lire les nouveaux rksultats s'il y a lieu. Cette approche ouvre la 
voix a des m&anisrnes de communication beaucoup plus complexes. On peut ainsi 
modCliser une communication client-serveur, de type RPC. C'est ce m6canisme qui 
existe actuellement dam Picasso. En ofEant deux types de m6canismes, notre 
environnement est plus flexible que ce qui existe actuellement commercialement (comrne 
par exemple, Coware) 
On pourrait facilement imaginer des mecanismes de communication plus 
complexes, par exemple dCfinir plusieurs messages, &re sensible a plusieurs messages, 
lancer des appels bloquants ou non. Toutes ces solutions sont actuellement etudiees et 
feront sans doute partie de versions ultCrieures. L'introduction d'autant de mecanismes de 
communication nous amine a discuter du langage proprement dit. 
3.3 Les modifications aux langages 
Nous verrons dans cette section quels sont les elements syntaxiques qui sont 
presents dans Picasso. Tout d'abord, il y a le langage pour decrire les diff&rents types 
abstraits et ensuite, les extensions et fonctions apportees aux langages C et VHDL. 
Comme mentionmi pr&x5demment, les ports sont typQ. Puisqu'un port se retrouve 
dans l'interface de communication d'un module, il est donc independant de 
I'implantation de celui-ci. On a donc besoin d'un langage pour dkcrire les types de ces 
ports qui soient independants de toute implantation. Pour cela, nous avons Clabore un 
langage qui s'inspire de XDR [IS]. XDR est un langage decrivant un format 
pennettant 1'Cchange de domees entre differents types d'ordinateurs. I1 definit d'une 
part les representations a suivre et d'autre part, comment les domkes Cchangees sont 
transformees suivant ces representations. On se sert de ce langage dans diffkrents 
contextes, comme dans les RPC (appel de procCdure a distance, de l'anglais, Remote 
Procedure Call) par exemple. Dans Picasso, lY6change de donnees ne s'effeetue pas 
entre diEerentes plate-formes, par exemple IBM et Sun, mais plut6t entre du logiciel et 
du materiel. 
Un fait interessant est que ce langage, dkvelop* dans ce projet de manikre 
independante, a beaucoup de similitudes avec le langage en cows de diveloppement 
par le groupe VSIA [24]. Ce groupe preconise une approche semblable A la n8tre, en 
ce sens qu'il propose un format de donnee (tout cornme XDR) indipendant de 
l'implementation. Par exemple, dans Picasso, un entier de 32 bits s'appelle 
(( PIC - int H. alors que dam VSIA on parle plutcit de a VSI-int8, VSIjntl6, ... 1). I1 
s'agit donc d'une similitude renforqant la viabiliti de notre approche. De plus, 
l'adoption de la norme VSIA serait relativement aisee. 
Le langage Picasso peut se decomposer en deux parties. Tout d'abord, il decrit les 
types qui sont predkfinis dans le systeme. Pour I'instant, il n'y a que trois types, mais il 
serait tres simple d'en intCgrer d'autres. Un "PIC-id' correspond a un entier de 32 
bits signe. Un "PIC-bool" represente un seul bit (vrai ou faux). Un "PIC - char" 
represente un entier de 8 bits signe. A l'interieur de Picasso, chaque type correspond a 
m e  classe C* qui derive d'une classe abstraite parente. 11 suffuait donc de creer 
d'autres descendants de la classe parente pour automatiquement creer d'autres types. 
Une classe de type doit &re en mesure de remplir certaines obligations, comme avoir 
une representation du type pour chaque langage utilise. 
La seconde partie du langage permet la creation de types complexes. I1 s'agit des 
types (( PIC-struct )> et (c PIC-typedef >>. (< PIC-typedef )> permet la creation d'alias et 
aussi de tableaux. I1 permet de dkfinir des tableaux a N elements dont le type a deja Cte 
defini. (( PIC-struct )) permet la creation d'enregistrements contenaat n'importe quel 
type de membre. On peut utiliser les membres de base co d'autres membres complexes 
construits par l'usager. Par exemple, une structure de deux entiers pourrait etre dCcrite 
cornme a la Figure 3.5. 
Figure 3.5 Exemple de dkclaration d'uoe structure 
3.3.2 Ertension au langage C 
On peut maintenant aborder le langage utilise pour la description du logiciel. U 
s'agit du iangage C augmente de certaines extensions pernettant ainsi la 
communication et la ddclaration de ports. La premiere extension au niveau du langage 
C se situe au niveau de la notion de zone, (scope). Dans le langage C, on a toujoun 
une section appelee a main >) qui constitue le point d'entree du programme. Puisque 
les spicifications d'un systeme embarque s'expriment souvent en terrnes de processus 
elementaires. cette notion de zone peut Etre limitative. Nous avons donc introduit le 
concept de processus elementaire au niveau du langage C. Par consequent, le a main >) 
a k t i  retire et remplace par le mot cIe <( [head >>. Cela permet d'avoir plusieurs 
contextes doexicution au lieu d'un seul. Le code de la Figure 3.6 contient deux 
processus elimentaires. Le premier est utilise comme client et demande 5 un autre 
module d'additiomer dew  nombres. Le second effectue une tiche quelconque en 
parall4e. 
port ( 
mygort : master-inout sum => PIC-int; 
t 




thread second-thread ( 
/* do something*/ 
1 
Figure 3.6 Client de L'additionneur en logiciel 
Une autre zone ajoutke est celle appeICe u port n. Elle sert a declarer l'interface 
d'un module. Chaque port present dam cette section se comporte comme une 
variable. On peut donc le manipuler a I'aide des instructions fournies. Un port est 
toujours compos6 d'un nom, suivi des deux points et de sa classe. I1 s'agit soit de 
maitre (rnasrer) ou esclave ( s h e )  accompagne du sens du transfen de d o ~ e e s :  
entree et/ou sortie(in, out, inout). Enfin on precise le type des d o ~ e e s  envoyees etlou 
reques. Ces types de donnkes sont decrits avec le langage defini prealablement. Dans 
l'exemple de la Figure 3.6, il n'y a qu'un pon appele (( m y j o r t  D. C'est un port 
maitre dTentrCe/sortie. Le type des donnees envoyees a I'instruction start, est sum n, 
soit le type defini prkcedernment (Figure 3.5) comme Ctant une structure de deux 
entiers. I1 s'agit donc des deux valeurs a additionner. Le type de la donnee retourn6e 
dam result, lors d'une lecture, est un (( PIC-int a. I1 s'agit de l'entier qui contiendra la 
somme. Le port maitre permet donc d'envoyer le message start, et Ie port slave 
dkmarre son exkcution ii la reception du message. C'est ce qui diffkrencie les d e w  
types de port. 
Une fois Ies ports d&clares, on retrouve (toujours a la Figure 3.6) une ou plusieurs 
zones appeles G thread D. Chacune de ces zones definit un contexte d'execution 
particulier. On ne peut pas prevoir dans quel ordre chaque processus Clementaire sera 
appele, mais la sequence reste uniforme. C7est donc dire que pour deux processus 
Clementaires de meme priorite, on ne peut pas re-executer I'm d'ewc sans exCcuter 
I'autre une fois, sauf s'il est bloque. Dans chaque processus elementaire, on dispose de 
la fonction u pause a. Chaque fois que cette fonction est appelCe, le contexte 
d'execution actuel est conserve, puis l'ordonnanceur est appelk pour passer a un autre 
processus dementaire. Ce mkanisme est comparable a celui present en VHDL, lors 
de I'exCcution d'un (( wait statement w .  C'est donc dire que la seule difference avec 
une bibliotheque de processus elCmentaires conventionnelle est I 'absence d' une 
minuterie pour arnorcer le changement de contexte de faqon <( aleatoire D. Les 
processus elkmentaires sont executes de faqon uniforme. C'est-a-dire que lorsque le 
processus ClCmentaire # 1  execute la fonction pause, il passe la main au processus 
elementaire numkro #2 et ainsi de suite. A la fin, le demier processus elementake va 
repasser la main au processus Cltmentaire # I  qui va reprendre son execution a 
17endroit ou il l'a laisse. 
Les processus Clementaires a l'intkrieur d'un m2me module peuvent 
communiquer par variables globales. Puisque chaque processus dkmentaire passe la 
main a un autre et qu'il n'y a pas de preemption, on peut supposer nisonnablement 
qu'il n'y aura pas de problkmes de synchronisation. On voit donc qu'il n'est pas si 
important d'implanter des dmaphores. Supposons, par exemple, une liste implaottk 
par une variable globale. Selon sa fonctionnalit6, un processus ClCmentaire pourrait 
effectuer tous les changements, puis ensuite appeler la fonction pause. A l'oppos6, une 
mauvaise strategie de la part du concepteur serait de commencer les modifications et 
d'appeler la fonction pause. 
Un processus elkmentake special nomme cc init D est egalement present. Ce 
processus e1Cmentaire est appel6 une seule fois au tout debut, avant meme d'appeler 
l'ordomanceur. I1 permet, par exemple, de fixer des valeurs par defaut sur les ports et 
d'initialiser les diverses variables globales du systeme. 
Cette faqon de diviser le systeme en module et en processus ClCmentaires implique 
qu'on a deux niveaux de granularit6 differents dam Picasso. Les processus 
Climentaires qui comrnuniquent entre eux t k s  fortement et qui ont une tres haute 
cohesion devraient etre prkferablement dam le meme module logiciel. Les processus 
elemenmires qui comrnuniquent moins entre em devraient etre places dans des 
modules separes. Cela permet d'explorer diffkentes architectures en utilisant un ou 
plusieurs microprocesseurs pour chaque instance. Si plusieurs instances sont rkunies 
sur le mEme microprocesseur, les diffkrents processus 6ICmentaires qui les composent 
seront alors rassembIes. Cette granularitti variable est donc un autre avantage de 
Picasso et elle facilite l'exploration de systeme. 
Pour l'instant, Ies analyseurs grammaticaux de Picasso sont encore a l'etat 
experimental. Aucune analyse selon le contexte n'est effectuee. I1 peut donc surgir un 
probkme de nomenclature avec les variables globales. En effet, supposons qu'on crke 
deux instances du mZme type et que l'on decide d'associer les dew  instances au 
mime microprocesseur. Lors de 1'Ctape de rassemblement du code, on se retrouve 
avec la meme variable globale dew fois. La solution retenue pour I'instant est de 
donner des noms differents a ces variables et a changer le nom partout dans les deux 
modules avant de gkntirer le module final. Toutefois, pour impltimenter cette solution, 
il faut tout d'abord determiner qu'on a une variable globale. Cela ne peut se faire que 
par une evaluation du contexte de la variable, a savoir si elle se trouve dans une 
une structure,. . . . ou au nivea fonction, un processus elementaire, obal. Puisqu'il 
s'agit d'une Gche cornplexe, la solution a plut6t fte d'adopter un prefixe unique pour 
designer les variables globaies. Par exemple, pour creer une variable globale de type 
entier nommC a alpha )>, on doit declarer a int GLOBAL-alpha n. Naturellement, 
toutes les expressions suivantes vont utiliser a GLOBAL-alpha n. Cela permet 
facilement a Picasso d'identifier les variables globaies et de les traiter 
convenablement. 
Si on regarde maintenant au niveau du contenu d'un processus ekmentaire, on 
dispose de toutes les fonctionnalites d6jA prksentes dans le C, en plus de certaines 
extensions pennettant de travailler avec les ports de communication. On dispose des 
fonctions Read, Write et Echo. Read retourne la valeur d'un port. A la Figure 3.6, la 
commande Read permet de lire le resultat de la s o m e  et Ie placer dans la variable 
result n, La comrnande Write envoie une valeur sur un port. Dans I'exemple, on 
l'utilise deux fois pour envoyer les d e w  opQandes a additiomer. La comrnande Echo 
quant a elle perrnet d'aller relire ce que l'on a dkja ecrit. En effet, il faut garder en tete 
que pour un port de type entree et sortie. la donnee ecrite n7est pas du meme type que 
celle qui est he ,  car deux canau distincts sont crets. L7avantage de la comande 
Echo est qu'elle pennet de ne pas garder une copie locale de la donnee. Dans le cas 
de domees de grandes tailles, cela evite d'avoir une copie d'information entre la 
memoire du processeur et le port. 
11 est important de noter que 1'011 peut fournir un sous-ensemble du type du port 
(pour les tableaux et les structures) aux trois fonctions prkckdentes. Par exemple, nous 
aurions pu utiliser la syntaxe a la Figure 3.7. 
' sum beta; /*declare la variablef/ 
/* initialiser beta*/ 
Wri te(rnyqort, beta); 
Figure 3.7 Exemple d'utilisation d'une structure 
Si a beta u wait CtC un tableau, on aurait pu utiliser I'indice dans la fonction pour 
I'adresser. La notion d'accls a un sous-ensemble d'un tableau en precisant un 
intervalle n'est pas permise, n'ktant supportke qu'en VHDL uniquement. On ne peut 
acckder 5 un tableau que element par dement ou en accedant le tableau dans son 
ensemble. 
Pour envoyer un message et ainsi amorcer une communication, on utilise la 
commande << Start n. Cette commande envoie un message le long de la connexion et 
assume qu'une fonction prendra en charge le message. Elle est toujours envoyCe par 
un port make  et requ par un port esclave. Ceci explique la raison pour Iaquelle cette 
nomenclature est utilisie pour decrire les ports. Lorsque la fonction du cote esclave 
(slave) terrnine, un message est envoye automatiquement par le systkme pour indiquer 
que le maitre ayant effectue le Start peut poursuivre son execution. 
La fonction du c6te esclave est identifiee par le mot clC slave, au lieu du mot 
rhread habituel- En fait, il s'agit be1 et bien d'un processus elementaire, a I'exception 
qu'il est desactive lors de l'initialisation du systeme. Donc, tant que le message Start 
n'est pas r ep ,  I'ordonnanceur I'ignore. Quand le message est reGu, ce processus 
elkmentake redevient actif et donc peut Ctre ordonnance. Lorsqu'i) terminera, il 
redeviendra d&sactive, jusqu'a la prochaine requete. On peut illustrer ceci a h i d e  
d'un autre exemple. Pour compliter notre client qui veut additionner deux valeurs, 
nous allons crCer un autre module. Ce module fera I'addition. Le code est illustrt5 a la 
Figure 3.8. On cree un port (( receptor )> qui est un esclave, donc qui reqoit Ie message 
start. Les types de d o ~ e e s  ont les rnCmes que pour le client pour Ctre compatibles. 
On declare ensuite le processus dementaire esclave qui sera associe a ce port. 
Lorsqu'il est execute, lors de l'appel du client, il lit les d e w  valeurs envoykes par le 
client et envoie la somme. C o m e  il termine, il envoie un signal pour debloquer le 
client et I'ordonnanceur le place en attente jusqu'au prochain appel. 
slave receptor { 
Write(receptor,Read(receptor.x)+Read(receptor.y)); 
1 
Figure 3.8 Additionneur en logiciel 
A l'aide du meme principe, on peut desactiver un processus elkmentake qui 
entreprend une op5ration d'entr&e/sortie. Le cas ie plus kvident est le H S ~ n r l ~ .  Tant 
que l'esclave n'a pas tennine, le processus elkmentaire maitre est en attente. Pour etre 
efficace. on peut donc le dksactiver. Lorsque le systeme recevra le message indiquant 
la fin de l'esclave. alors ~'ordomanceur remettra le processus dementaire ayant fait 
I'appel Start comme etant actif. On pourrait appliquer le meme principe aux 
opkrations d'entrkekortie, quoiqu'ici elles soient tres rapides (comparable it un acces 
memoire). Ceci devra probablement etre consider6 lorsque d'autres mecanismes de 
communication seront implementks. 
On note donc qu'il y a une forte cohesion entre la bibliotheque de processus 
dementaires et la bibliotheque de communication. Ces deux entites doivent toujours 
s'ichanger de l'information. Puisque le module de communication fbt concu de toutes 
pieces. il va de soi qu'il etait plus simple de creer notre propre bibliotheque de 
processus elimentaires, plutbt que d'en utiiiser une existante. Un autre argument en 
faveur de notre approche est que la plupart des bibliotheques portables de processus 
CEmentaires d g a  existantes utilisent un syst6me d'exploitation. Une solution aurait 
CtC de porter un systeme d'exploitation pour I'ensemble des differents processeurs 
utilisis, ce qui semblait un projet d'envergure. Nous avons donc opt6 pour une 
solution plus simple. On peut donc voir le tout comme un petit syst&me d'exploitation 
rnaison. Une fois que le prototype de Picasso aura atteint un certain niveau de 
maturitd, nous pourrons stkement utiiiser des cornposants plus standards, o h t  donc 
du m&ne coup un gain en fonctionnalit& et un niveau de standardisation facilitant 
I'apprentissage. 
3.3.3 Ertension au h g a g e  VHDL 
Nous allons maintenant examiner le cas du VHDL. Contrairement au C, le VHDL 
contient deja differentes zones dam une description. Les plus connues, et celles que 
nous allons aborder, sont a entity s et ct architecture s. L'entitk e a  la partie qui 
dtclare I'interface d'un module VHDL. Elle contient la ddfinition des ports d'entres 
et de sorties. C'est donc dam I'entite que nous prockdons a certaines extensions pour 
rendre l'entitk compatible avec Picasso. Picasso a cornme avantage de supporter des 
descriptions mixtes pour les systemes materiels. C'est-a-dire qu'il peut contenir des 
pons VHDL, maitres et esclaves dam la meme dblaration. La dkclaration des ports 
se fait de la meme faqon que celle presentee pour Ies extensions du langage C. 
L'encadre suivant dome un exemple d'un module qui additiome deux valeurs, mais 
cette fois en VHDL. La synta~e pour declarer les ports maitres ou esclaves est la 
mEme qu'en C. et elle s'insere aisement dans le VHDL standard. Dans I'exemple de 
la Figure 3.9, on note que dam la meme entitk, on declare un port esclave et deux 
ports standards en VHDL. 
entity adder-vhdl is 
port( 









/ variable j:PIC-int: 
variable k:PIC-int; 
begin 





( end picasso: 
Figure 3.9 Additionneur en materiel 
Examinons maintenant I'architecture. Habituellement, elle se compose de 
plusieurs processus. On peut considerer I'ensemble des processus fonctionnant en 
concurrence. On peut donc affirmer que ce comportement est semblable aux 
processus elkmentaires et donc qu'on n'a pas besoin de modifier Ie langage pour les 
supporter. On a toutefois ajoute le mot cle slave qui peut remplacer le mot process, 
pour permettre la creation d'esclaves c o m e  pour Ie C. Naturellement, nous 
n'utilisons pas de listes de sensibilite pour ce type de processus, celle-ci etant 
remplacee par le nom du port esclave. 
De msme, on ne peut pas utiliser de listes de sensibilite pour les processus 
utilisant les extensions de Picasso, car ils sont consid6rks cornme des processus 
sequentiels. A la place, ces processus doivent toujours debuter par une ligne 
dCclarative. I1 s'agit de l'instruction (c corn-attrib D. Cette instruction est dcessaire 
pour la phase de generation finale du systeme. En effet, les instructions de 
communication ajoutkes en extension au VHDL se traduisent souvent par un 
ensemble d'instructions VHDL standard. On doit alors synchroniser ces diffkrentes 
instructions. Par exemple, les boucles d'attente actives doivent Stre validkes a chaque 
coup d'horloge. Physiquement, cela se traduira avec des registres conservant I'ktat du 
systeme. L'enonci << Coll~m~attrib )) vient donc preciser quel signal d'horloge et quel 
signal de remise a zkro sera utilisC par les processus. On se limite a une horloge par 
processus, car la plupart des outils de synthkse imposent cette contrainte'. Par contre, 
on peut utiliser des horioges diffkrentes pour differents processus. En utilisant les 
ports de Picasso, on peut ainsi transferer des donnees dam un syst*me roulant avec 
difTerentes horloges et ewe assure que la coherence de la communication soit 
respectie- 
Actuellement. on suppose que la reinitiaiisation du module se produit lorsque le 
port definit comrne remise a zero passe au niveau ' 1 '. 11 serait facile d'ajouter un 
troisieme parametre a 1'Cnonce (( Comm-attrib )) pernettant de specifier 
explicitement le niveau (zero ou un) qu'on desire utiliser pour effectuer la remise a 
ziro. 
Finalement, tout c o m e  dans la partie logicielle, les cornmandes Echo, Read & 
CVriie sont aussi ajoutees au VHDL. Leur definition et leur fonctio~ement sont Ies 
m i k e s  que pour le C. 
Notons en terminant qu'on aurait pu concevoir un langage textuel dkcrivant 
l'interface graphique de co~exions .  En effet, un objet Picasso contient des instances 
d'objets et des connexions. On aurait donc pu creer un langage textuel qui o&rait 
ces possibilites. Cela permettrait a l'usager de crker son systeme en employant I'une 
ou I'autre des formes. Cela permettrait aussi d'ajouter plus facilement cerbines 
' Synopsys ofie des opdrations rnuitisiocks dam BC. Cela semble par contre encore I I'Ctat experimental. 
possibilites a l'outil, comrne la creation de tableaux de ports. En effet, on pourrait 
vouloir creer un port qui est en fait un ensemble de ports. Cela augmenterait la 
lisibilite du code, car au lieu de manipuler chaque port par un norn distinct, on 
pourrait I'adresser par son index. L'exernple du systeme de tel6communication du 
chapitre 6 fera ressortir ce point. 
3.4 Selection des processeurs 
La derniere etape consiste a creer les differents processeurs qui composeront la 
partie logicielle du systtme et d'associer chaque instance logicielle a un de ceux-ci. 
Chacun de ces processeurs est en fait un sous-systeme qui est modifiable par Picasso. I1 
contient un microprocesseur, des memoires et une interface commune qui permet a 
Picasso d'y brancher les circuits qu'il genere. Nous appelons ces sous-systemes des Ichip. 
Dam l'outil Picasso, on peut creer des Ichip et associer la ou les instances logicielles a un 
Ichip. Des instances logicielles peuvent &re reliees au meme Ichip ou a des Ichips 
difffrentes. S'il s'agit de la meme instance, le code sera agglomere ensemble et la 
communication sera implantee en logiciel. Dans le cas d'instances diffkrentes, la 
communication se fern par bus entre les instances de processeurs. Cela conduit a un 
avantage important, soit l'exploration d'architectures. Picasso permet d'ajouter ou 
d'enlever facilement des microprocesseurs dans le systltme et d'associer facilement des 
morceaux de logiciel a tel ou tel rnicroprocesseur. A partir d'une configuration donnee, il 
peut genfrer tout le systtme, pret pour la simulation et la synthese. 
Dans ce chapitre, nous avons vu comment l'outil Picasso permet a I'usager de 
specifier son systeme. De nombreux avantages d'utiliser I'outil ont ite prksentes, rnais il 
reste kgaiement encore de nornbreux points a amdiorer. Nous verrons au chapitre suivant 
comment l'outil, it partir de I'ensemble des specifications, parvient a les transformer pour 
gherer une implementation. 
Chapitre 4 - Architecture cible 
Dans ce chapitre, nous verrons le fonctionnement de l'architecture ciblee. 
Puisqu'on ne dispose que d'un seul mecanisme de communication, le principe de 
fonctionnement de 1 'architecture gidree est toujours le meme. L' arc hitecture est 
toujours adaptee en fonction des spkifications, La s&ie de transitions qui permettent de 
passer de la spicification de haut niveau jusqu'a l'architecture sera vue au chapitre 
suivant. 
Pour rnieux expliquer I'architecture, supposons un ensemble de processus 
elementakes logiciels (rnaitres et esclaves) executis sur un processeur. Ces processus 
elkmentaires communiquent avec un ensemble de modules materiels (egalement rnaitres 
et esclaves). Le cas ou il y a plusieurs processeurs sera vu plus loin. La Figure 4.1 montre 
I'architecture materielle du systeme final. I1 y a trois glandes parties, soient le (< lchip N 
@our inferface for chipj, le <( archi u (pour communication architecture) et Ies differents 
modules materiels rdsultant de la synthese du VHDL s p e c i e  par I'usager. Nous d o n s  
examiner tour a tour le fonctiomement de ces differentes parties. 
4.1 Pr6sentation genkrale de l'architerhue du systeme 
Le lchip reprksente une instance de processeur. 11 contient un processeur, sa 
memoire ROM et RAM, une interface de communication par mkmoire partagee et toute 
la logique d'interco~exion et de contr6le. L'interface se comporte comme une mimoire 
par rapport au microprocesseur. Pour le microprocesseur, l'interface est une mdmoire 
associee a une plage d'adresses rkservees. Toute lecture ou ecriture du processeur dam 
cette plage est envoyke directement a l'interface. Le module archi doit donc o E r  une 
interface semblable a une mkmoire. 
Figure 4.1 Architecture du systime 
D'un point de w e  logiciel, le Ichip est un pilote qui connait les instructions 
binaires (assembleurs) pour acceder 5 l'interface. Ces instructions servent a implanter les 
diverses extensions du C .  En resume, le Ichip est une entite capable de transfkrer des 
domees entre le logiciel et le matknel et vice versa. Pour le ichip, les donnees n'ont 
aucune interprktation particdiere. C'est-a-dire qu'il ne s'agit que d'adresses memoires 
accompagnies de donne5es. La (( signification D de ces adresses et donnees viendra du 
module <( archi D. 
Le module archi apporte une signification awc domees. I1 agit cornme un bus 
dkdii entre le Ichip et les difErents blocs materiels. 
Quant aux blocs materiels attaches au archi, on doit implanter Ieurs ports par des 
registres. On traduit donc les types de haut niveau en type VHDL. Chaque module 
convertit donc ses ports en un ensemble de registres. Pour impianter les transactions 
maitres/esclaves via Ia commande sfarf, (section 3.3)' on ajoute des signaux de contr6le a 
chaque port pour indiquer l'etat et commander les processus associes. Enfin. on identifie 
chaque port par un entier unique. Cela permet au logiciel comme au materiel de s'y 
referer. 
Dam le module orchi, fe premier bloc a examiner est Ie decodeur de destinataire. 
Celui-ci dttermine deux adresses particulieres a l'interieur de la plage d'adresses fournie 
par le Ichip. Une adresse sera destinee au contr6leurY l'autre au FIFO. Toutes les autres 
adresses seront considerees comme appartenant a un registre d'un bloc materiel et seront 
traitkes par le dCcodeur de registre. Ainsi, lorsqu'une adresse sera detectee sur l'interface, 
le dtcodeur d'adresse activera fe bon bloc (FIFO, contrbleur ou decodeur de registte). 
Lorsque le decodeur de registre est active, un deuxi6me dCcodage d'adresse entre 
en jeu. I1 s'agit de diterminer a quels ports de quel module materiel le microprocesseur 
tente d'acceder. Puisque chaque port est reprksente par un registre, on peut acceder aux 
donnCes du bon registre. Cela est possible car chaque port de chaque module materiel 
possede une adresse unique, 
Chaque port du cote materiel est attache au archi par une interface. Cette interface 
permet le transfert des donnCes et des signaux de contrijle. I1 y d e w  types d'interfaces : 
une pour les ports maitres et I'autre pour les ports esclaves. Ces interfaces permettent de 
rattacher correctement le module au reste du archi- 
Lorsque l'adresse correspond plut6t a celle du contrdeur dam le archi, celui-ci 
est active. La donnee correspond au numero d'identification du port auquel on veut 
envoyer un message de contr6le. I1 faut se rappeler que chaque port possede un 
identificateur unique. Le contr6leur peut donc avertir la borne interface, en lui disant de 
commencer un traitement materiel, ou indiquer qu'un traitement logiciel est termine. 
La derniere boite qui reste a examiner est le FIFO. Celui-ci est utilise pour 
maintenir la liste des modules matgriels qui veulent communiquer avec le logiciel. Pour 
l'instant, notre architecture ne supporte pas d'intermption. Le logiciel doit donc scruter 
(en anglais, polling) pour detecter les messages provenant du materiel. Lorsqu'un module 
materiel maitre veut dCmarrer un processus elementaire esclave, ou quand un module 
materiel esclave a termini, ie numero d'identification du bloc materiel est place dam le 
FIFO. A intervalle regulier, 1'0s @our systeme d'exploitation, de I'anglais, Operating 
System) lit Ies valeurs du FIFO. I1 peut alors ajuster correctement les ttats des diffkrents 
processus elementaires associes aux identificateurs lus. L'avantage du FIFO est qu'on n'a 
pas a scruter chaque port. A chaque fois que 1'0s passe a cette phase, il suffiit de regarder 
si un identificateur se trouve dam le FIFO. S'il n'y en a pas, alors on sait qu'aucun 
pkriphtrique materiel n'a d'infonnation a communiquer, ce qui arrive fEquemment. 
Puisque le FIFO se trouve a une adresse memoire, on sait en un seul acces mdmoire quels 
modules sont prets a communiquer. 
Lorsqu'un processus elkmentaire active un module materiel esclave, il se produit 
les CvCnements suivants. Tout d'abord, I'OS identifie le numero du port esclave 
correspondant a celui qu'il desire Cveiller. Puis il envoie ce numero au contr6leur du 
archi, en lcrivant a son adresse. Le contdeur peut ensuite envoyer les bons signaw de 
contrde au bon port du bon module. Cela dkmarre le module materiel esclave. Lorsque 
ce dernier a termini, i I  avertit le contr6leur du archi. Celui-ci place son nurnero 
d'identification dans le FIFO. Lorsque 1'0s ira lire le FIFO et verra I'identificateur qu'il 
avait envoye auparavant, il pourra debloquer Ie processus elementaire associe. 
Dans Ia situation contraire, si un module materiel maitre reveille un processus 
elementaire esclave. on se retrouve avec un scdnario tres sirnilaire. Le module maitre 
commence par placer son numero d'identification dans le FIFO. Au moment ou 1'0s lira 
le FIFO. il trouvera le numero d'identification. L'ordonnanceur de 190S possede une 
table qui associe chaque identificateur a son processus elementaire. I1 pourra donc 
reveiller le processus elementaire esclave associe, Ce processus elkmentake sortira de son 
&at (t endormi D et pourra etre selectiome par l'ordonnanceur. Lorsque le processus 
elementaire aura complete son execution, ~'ordomanceur, sachant qu'il s'agit d'un 
processus elementaire esclave, renverra son numero d'identification au contr6leur du 
archi. Celui-ci pourra renvoyer les bons signaux au module materiel pour le debloquer. 
Cela complete I'architecture lorsqu'il n'y a qu'un seul processeur. Dans le cas 
contraire, le systeme demeure tres semblable. En effet, les interfaces des modules 
materiels presentes dans Ie archi sont conques pour etre connectties dos-a-dos. La Figure 
4.2 montre un systeme ou il y aurait deux Ichip (A et B) et un module materiel sHcifique 
attache au module A. Dam ce cas-ci, puisqu'il n'y a qu'un seul module branch6 sur 
chaque archi, leur realisation serait tres simple. En eBet, il n' y aura par exemple qu'une 
seule interface de communication- Le FIFO sera ramenk a un seul registre (donc de taille 
unitaire) et ainsi de suite pour les autres parties. 
Figure 4.2 Architecture a deux lchips 
Voyons plus en details, au niveau implantation, le fonctionnement de chacun de 
ces blocs. 
4.2 Le materiel du bloc Iclrip 
C o m e  on l'a mentionni, te bloc Ichip est comme un systeme virtue1 incluant un 
microprocesseur, les mimoires RAM et ROM et un port pennettant d'y brancher un bloc 
archi. Dans notre cas, le rnicroprocesseur silectionnk ht un i960 de Intel [ I ] .  Pour celui- 
ci, la description du Ichip que nous utilisons a ete  derivee d'un exemple qui Ctait link 
avec Seamless. Nous avons modifie cet exemple pour qu'il remplisse nos besoins. 
Le fichier (< i-chip-vhd D (annexe p.130) contient la description du systkme. 
L'entitk dicrit l'interface qui doit iitre branchee au bloc archi. Pour le moment, c'est le 
seul moyen de communication avec I'exdrieur du Ichip. Le 
Tableau 4-1 presente le nom de chaque signal, son type et une courte description de sa 
fonctionnditk. 
Tableau 3-1 Ports du Ichip 
Si on regarde I'architecture du Ichip. on s'aperqoit qu'il est constitue de blocs de 
base : le i960, la memoire forrnee de 8 composants couvrant 2 banques de 32 bits et la 
logique pennettant I'intercomexion des digkrents composants. Pour plus de details, le 










Actuellement cette description demeure fixe, mais comme on l'a deji mentionnd. 
un ginerateur Ichip pour le materiel est envisageable. Ainsi, on pourrait proceder aux 
diverses modifications locales, comme par exemple, changer le type ou le nornbre de 
mkmoires. ~ ~ a l e m e n t ,  il faudra d6velopper I'interface de connexion pour avoir un bus 
d'adresse qui puisse entrer et interroger la memoire locale. Pour cela, un systerne 
d'arbitrage de la mtmoire sera nkcessaire pour partager la memoire entre le client 









inout std logic; 
inout std logic; 
inout std loeic 
Description 
Indique si on k i t  ou on lit des domies 
sur le bus 
Bus d'adresse 
Bus de donees  
tndique si le port est active ou non (haute 
imptidance) 
Indique si la sortie memoire est activke 
Indique si l'kcriture est activee 
Horloge du Ichip 
Remise a zero du I c h i ~  
4.3 Le logiciel du bloc Ichip 
La partie logicielle du Ichip est en Fait un API que nous avons blti de zero et qui 
est portable de processeur en processeur. I1 comprend le systhme de communication du 
Ichip et la bibliotheque de processus Cl&nentaires. Seul un petit noyau doit Ptre recrit en 
assembleur, c e  qui diminue I'effort pour le porter. Au Tableau 4-2, on retrouve les 
fonctions presentes, au Tableau 4-3, les structures de donees  et enfin au Tableau 4-4, on 
prbente Ies principales macros utilisees. 
La bibliotheque de processus elementaires est semi-preemptive. C o m e  dam tous 
les systemes preemptifs, chaque processus dimentake possede son propre contexte, sa 
propre pile et peut t3re interrompu sur n'irnporte quelle instruction. Par contre, il n'y a 
pas d'interruption pour passer d'un processus elementaire a I'autre. C7est le processus 
ClCmentaire hi-mCrne qui decide de se suspendre et d'appeler l'ordonnanceur, qui partira 
un autre processus elementaire. Cela laisse aux concepteurs le soin de preciser dans le 
code ou se feront les changements de contexte, ce qui a pour effet de diminuer 
consid&ablernent ce nombre de changement et donc de diminuer la perte de temps causee 
par ces changements. L'inconvenient est de prevoir judicieusement et a l'avance, les 
endroits oG placer les instructions pauses. 
Tableau 4-2 Fonctioas du Ichip 
I void change-thread(); 1 Appelle I'ordonnanceur pour sauvegarder le contexte du I 
a ., , 
I Lit les donnees du FIFO du archi 1 
void send(int ~ C o v r o k  
I void Lock(int i); I Verrouille un processus CICmentaire pour emp6cher qu'il soit I 
processus e l h e n h i r e  et passer a un autre 
Envoie un identificateur au contr6leur du archi 
void Unlock(int i); 
void init thread(); 
void StartEngineO; 
choisi par I' ordonnanceur. 
- 
Ddverrouille un processus 616mentaire 
Initialise les contextes d'exkution des processus elimentaires 
Demarre l'ordomanceur 
Tableau 4-3 Structure de donnies du Ichip 
( typedef void (*Tthread-hc)(); [ Type utilisC pour d k f ~  l'entcte des 1 
I l courant I 
extern int GlobalThread; 
processus elementakes 
ldentificateur du processus elkmentaire 
I / Clementaire I 
L 
extern jmp-bd thread-env[nb - thread]; 
Tableau 4-4 Macros du Ichip 
Tableau de structures jmp-buf pernettant de 
conserver les registres de chaque processus 
I #define polling-mem *(int*)0x60000000 I Adresse pennettant de tirer du FIFO 
I I 17infonnation de communication propre 
messages de c o n t d e  destines au 
materiel. Propre a chaque Ichip. 
#define ctrl - mem *(int*)0~50000000 
I #define true 1 I Valeur booleeme 
a chaque Ichip. 
Adresse a utiliser pour les 
Mentiomons igdement un point important en ce qui concerne le logiciel du bloc 
Ichip soit l'utilisation de variables globales. Celles-ci sont nkessaires car les 
informations sur chaque processus Clementaire ne peuvent pas etre stockkes dam le 
contexte locd d'un des processus elimentaires. 11 faut donc utiliser un espace rnCmoire 
qui demeure intouchable et qui n'est dam aucune pile. La zone de stockage des variables 
globales repond parfaitement a ce besoin. 
#define false 0 
#define Pause if 
(! setjmp(thread-env[GlobalThread])) { change 
thread(); ) 
Vdeur boolieme 
Macro pernettant de conserver M a t  
d7un processus elimentaire et d'appeler 
I ' ordomanceur 
4.4 Fondions send, init-thread, lock et starcengine 
Pour bien expiiquer le fonctionnement de certaines fonctions de I'APT et 
l'interaction des divers composants, nous allons reprendre I'exemple que nous avons 
explique au chapitre 3, a la section 3.3 . I1 s'agit du client rrialise en logiciel. Dans la 
Figure 4.3, nous avons traduit la spkification de haut niveau en utilisant 1'API. Le 
chapitre suivant illustrera comment cette transformation peut etre faite automatiquement 
par Picasso. 
Port { 
m;lgort : master-inout PIC-sum => 
P IC-int; 
thread my-thread ( 
PIC-int result; 
Pause; 
Base sur la figure 3.6 
I* generated by picasso, 1999,2000 */ 
#include "data-type.hW 











roid init0 { ) 
rthread-fimc thread-hc[]= { my-thread-thread) ; 
Joid main0 
hit-theado; 
/*lock the slave thread*/ 
Lock(1); 
StartEngineO; 
Figure 5 3  Transformation du client logiciel par Picasso (avant & aprk). 
Tout d'abord, a la Figure 4.3, on rernarque que les ports sont transform& en 
#define )) pointant a des adresses spkifiques. I1 s'agit d'adresses qui permettent 
d'acceder a m  registres materiels implantant ces ports. L'intervalle dans laquelie ces 
adresses ont etC dlectionnc5es n'appartient donc pas a la memoire, mais au module archi. 
Les comrnandes Read et Write sont donc transformees pour manipuler directement ces 
adresses. 
Le fichier ginire contient un tableau appelC << thread-fimc >). 11 s'agit du tableau 
crke par I'etape de  generation et qui contient un pointeur sur chaque processus 
ilkmentaire ou processus elementaire esclave. 
On note que le (( main )) se trouve dans le fichier associe au Ichip. I1 est la car son 
contenu est variable. Cela permet d'avoir un API qui n'a pas besoin d'etre regtinere a 
chaque fois par Picasso. La premiere Gche du (< main )> est d'initialiser les processus 
dementaires par la commande fi init - thread n. Pour chaque processus ilementaire valide 
du systeme, on doit reajuster son pointeur de contexte et initialiser son entree dans un 
tableau de communication interne (ID - corn). Le tableau de contextes et le tableau de 
pointeurs sont des variables globales. C'est ce qui sert de contexte (pile) pour chaque 
processus elementaire. 
Concernant le tableau de communication (ID-corn) mentiome pr6cedrmrnent7 il 
est utilise pour memoriser les processus elementaires qui sont en attente. Un nurntro 
d'identification est envoye lorsqu'un module materiel esclave termine son execution. 
Aussit6t qu'un processus elCrnentaire utilise la comrnande start' on note dans ce tableau, 
pour le processus elementaire donnk, quel identificateur va Ie relancer. Donc, quand on 
reqoit un message indiquant qu'un module materiel esclave a termine, on peut 
d~verrouiller le bon processus Clementaire selon l'identificateur r ep .  
Ensuite, on constate que le main appelle la fonction a lock )) avec des 
identificateurs. Ces identificateurs correspondent aux processus elementakes esclaves en 
logiciel et sont similaires a ceux vus prickdernment. Cela permet de verrouiller ces 
processus elementaires esclaves des le depart, donc seulement un start de IYext&ieur 
pourra les deverrouiller, via le FIFO, cornme dicrit a la section 4.1. Enfin, fe (( main n 
appelle la fonction u init B puis la fonction cc starstartengine  pour initialiser les diffirents 
processus elementakes et lancer I'ordonnanceur. 
4.5 Fonction a change-thread w et la maao Pause 
La fonction change - thread D (Tableau 4-2) permet de passer d'un contexte a un 
autre. Son implantation peut dtre we  dans le fichier i-chip.c (annexe p.104). Cette 
fbnction incrkmente I'identificateur courant de processus ilimentaire et elle virifie si le 
nouveau processus dementaire adresse par cet identificateur peut itre lance. Si le 
processus elementaire est verrouilK, la fonction continue d7incr6menter le compteur pour 
essayer de trouvcr un autre processus elkmentake dam la liste qui pourrait &re lance. 
Lorsque le pointeur de processus Cltrnentaires est rendu a la fin de la liste, on fait dors 
une lecture de l'itat du FIFO (ioqolling), puis on recommence a parcourir les differents 
processus elementaires. 
Lorsqu'on choisit un processus &Ementaire, on vCrifie s'il a dkja e t i  lance une 
fois. Pour cela. on utilise la tableau (< thread-started D, qui indique ce cas. Si le processus 
dementaire n'a jarnais i t6  lance, Ie noyau en assernbleur devient alors necessaire. I1 faut 
changer le pointeur de pile pour qu'il pointe sur le bon contexte. Ensuite, on peut lancer 
le processus elementaire en appelant sa fonction, tel qu'indique dans le tableau 
(( thread-bc D. Si le processus eldmentaire a deja at5 Ian&, on appelle plut6t la 
commande longjmp en utilisant le contexte sauvegardk auparavant. Pour comprendre 
I'utilite de cette instruction, il faut examiner le fonctionnement des commandes serjnp et 
longimp. Sefjmp permet de sauvegarder tous les registres du processeur. La commande 
reqoit en param6tre un pointeur indiquant ou conserver I'information en memoire. La 
commande Iunljmp perrnet quant a elle de recharger les registres a partir des donnees 
conservtes par le s e w .  Puisque le compteur d'adresse fait partie des registres 
consewes, on se retrouve a la ligne ou le s e w p  a eu lieu. Pour savoir si on vient 
d'effectuer un seqmp ou si I'on vient de recharger un contenu, il faut regarder la valeur 
de retour de s e w p .  La fonction retourne zero s'il s'agit d'une sauvegarde et un si le 
contexte vient d'etre retabli. 
La macro cc Pause D est utilisee pour sauvegarder le contexte du processus 
elementaire. Elle est responsable d'appeler la fonction c< s e w  )>. En argument au 
(c serjmp D. on fournit un endroit ou stocker le contexte, c'est-Cdire dam le tableau pr&m 
a cette fin. Lorsqu'on appelle cette fonction, la valeur de retour est nulle, ce qui implique 
qu'on appelle la fonction {< change - thread n. Par contre, lorsque la fonction (< longjmp n 
est appelee, on revient exactement dans le a if D, mais cette fois avec une valeur de retour 
non nulle, donc l'execution se poursuit. C'est @ice a ce petit mtcanisrne que nous avons 
conqu la bibliotheque. De plus, i1 est interessant de remarquer qu'il n'est plus necessaire 
de manipuler le pointeur de pile avec le noyau en assembleur lors d'un longjrnp, celui-ci 
itant inclus dam le contexte de sauvegarde. 
4.6 Fonction io-polling 
L'execution du iogolling, consiste a dler lire a I'adresse ou est branchke le FIFO 
de la Figure 4.1. Lorsqu'on lit cette adresse, on lit la domke en tgte du FIFO qui est 
implantee dam le archi. S'il n'y a pas de donnee, on lit la valeur zero. Cette valeur est 
reservee et perrnet de la distinguer des identificateurs qui sont nurnerotes a parth de un. 
Sinon, on peut considerer qu'il s'agit de I'identificateur materiel qui desire communiquer 
un message. Le message peut Etre le debut d'un start ou la fin d'un esclave. Dans un cas 
cornme dans l'autre, on deverrouille Ie processus elementaire associe ii cet identificateur 
de communication en utilisant le tableau <c ID-cornm n. E n h  pour acquiescer la lecture 
du FIFO, on riticrit I'identificateur lu dans ceIui-ci, ce qui perrnet d'eviter tout probEme 
de synchronisme. Cette opiration permet de dipiler la valeur du FIFO. I1 suffit de 
regarder ensuite si d'autres valeurs sont prksentes. 
Reste I voir I'implantation des commandes de transfert de donntes. Tout d'abord, 
on constate que la cornmande (< Start D, a la Figure 43, a ete remplactie par la cornmande 
(( send )> suivie de la commande (< pause n. La commande (c send D fait partie de I'API. 
EIle reqoit en parametre I'identificatew de la communication. Son r d e  est donc de 
verrouiller le processus elernentake en cours, puis de placer Ie pointeur du processus 
ClCmentaire dans le tableau des communications (ID-comm) selon I'identificateur 
demande. Elle doit egalement avertir le archi par un message. Pour cela, elle ecrit 
l'identificateur a une adresse resenree. appelee (( adresse de  contrde )). 
Enfin, pour implanter les comrnandes read, write et echo? il suffit de manipuler 
directement les adresses qui ont Cte choisies par Picasso lors de la gtinkration. On ecrit ou 
on lit a ces zones d'adresses qui ne sont pas en memoire. mais be1 et bien stockees dam le 
archi, 
4.7 Le bloc arclti 
Comme on I'a we, Ie bloc archi est compose de blocs de base. La construction du 
archi depend des spicifications fournies dans Picasso. Cornme nous avons dit, le bloc 
archi agit comme un bus dCdi6 entre Ie Ichip et les divers elements materiels. 
I1 est a noter que pour fixer les adresses du FIFO, du contr6leur et des registres de 
domees, nous avons p rops6  un mCcanisrne d'adressage assez simple. On doit tout 
d'abord determiner le nombre de bits d'adresses disponibles et  la plage d'adresse. Le 
Ichip nous fournit ces informations. Ensuite, nous considCrons que les deux bits les plus 
significatifs contiendront le premier destinataire de la donnee. I1 s'agit d'un decodage 
rapide qui implique peu de materiel. Si la combinaison binaire est c 10 D, alors on 
s'adresse au FIFO. Si c'est a 01 )) alors on s'adresse plut6t au contr6leur. Dans tous les 
autres cas, on suppose que la domde est destinee a un registre. Dans ce cas, on utilise les 
dix bits les moins signifiicatifs. On consid6re dix bits comme sufisants. Puisque les 
donnees sont implantees par des registres, cela permet d'acceder 2'' registres de 32 bits, 
soit 32768 registres de 1 bit- Comme plusieurs bits d'adresses ne sont pas utilises, on 
pourrait facilement en ajouter d'autres. 
Le premier bloc que nous allons voir est le dCcodeur de destinataire. I1 est 
connecte sur le ichip. C'est cet objet qui recoit les messages du ichip, les interprete et agit 
en conskquence. Les messages prennent donc la forrne de donnees et d'adresses. Deux 
adresses sont resewees pour les messages de contrde. La premiere adresse est pour le 
FIFO, la seconde pour le contrdeur, Le reste des adresses determine un destinataire 
parmi les differents registres de d o ~ e e s .  
La tSche du dkcodeur de destinataire est donc de recevoir les differentes 
informations et les aiguiller de la bone  faqon. 11 s'agit donc d'un simple processus 
combinatoire. En utilisant le protocole d'adresse explique Iors du processus de 
generation, on est en mesure d'envoyer ou de recevoir des donnkes du bon bloc materiel. 
Chaque bloc materiel possede une ligne d'activation Cselect) qui est activee seulement 
lorsque l'entree cs-bar est activee. De pIus, en utilisant les informations de l'entree 
read-write, on peut aiguiller correctement le sens des domees. En synthese, on obtiendra 
donc des tampons a 3 Ctats. 
On retrouve ensuite le FIFO. On a dej'a dit que ce FIFO permettait aux modules 
matkriels de comrnuniquer avec le logiciel. A chaque coup d'horloge, il verifie s'il est 
Jlectionnt5 par le dkcodeur de destinataire. Cela implique que le Ichip essaie de lire son 
contenu. Si ce n'est pas le cas, le FIFO vkrifie un a un chacun des pkriphCriques. Pour un 
p&ipherique en particulier, il vdrifie si celui-ci veut etre ajoutk dans la queue. Dans ce 
cas, I'insertion se fait et un signal d'acquittement est envoy6 au periphtrique. Cornme 
I'horloge est assez rapide, on peut supposer qu'un Hripherique attendra tres peu avant 
d'etre servi. La valeur qu'on insere dam le FIFO est le numkro d'identificateu.. Cela 
permet au logiciel de retracer chaque appel provenant des systemes matdriels. 
Si le FIFO est se lec t io~e  par le lchip au coup d'horloge, on doit regarder quelle 
opht ion est en cours sur le bus d'adresse- S'il s'agit d'une lecture, on place la valeur de 
I'el~ment de tEte du FIFO sur le bus de domees. Dans le cas d'une ticriture, on compare 
la valeur sur le bus, avec la valew de 1'11Cment de ttte. S'il y a tgdite, on retire l'dkment 
du FIFO. Puisque chaque donee  ne peut se retrouver qu'une seule fois dans le FIFO, 
cela permet d'iviter le probleme ou l'on retirerait trop de valeurs du FIFO sans les lire, a 
cause d'un signal qui resterait levk. En effet, un processus ne peut se reinscrire dans le 
FIFO. car il demeure en attente du logiciel, donc d'un message de contr6le envoye sur 
une autre adresse. Puisqu'on ne peut retirer que la valeur en cours, ce petit mkcanisme 
permet d7eviter les situations semblables a des verrous mortels (deadoch). 
Le bloc suivant a regarder est le contr6leur. Le contr6Ieur gere M a t  de 
fonctionnement ou d'arri3 des diffkrents modules mattriels. Lorsqu'il est appelk, i l  
regarde les bits les moins significatifs du bus de domkes. Cela dome l'identificateur du 
bloc qui doit recevoir le message de contr6le. Le contr6leur peut donc determiner la 
bone  interface a avertir. L'avertissement est transmis le long d'un signal appelC 
a copro-resume D. Ce signal, d'une duree d'une *node d'horloge, pennet a I'interface 
concernee de changer son &at interne. 
Le prochain module a examiner est le dCcodeur de registre. I1 s'agit d'un module 
combinatoire. Ce module se comporte comme un multiplexeur dont la Ligne de selection 
serait l'adresse. L'adresse permet de ~Clectionnet le bon registre materiel, donc le bon 
port. Le bus de donnees se connecte a ce registre ce qui permet de le lire ou d'y Crire. 
Encore une fois, il faut analyser le sens des donnbs, ce qui fait que la synthese produira 
des tampons a 3 etats. Lorsque nous sommes en lecture, I'adresse determine quel registre 
doit &e accede. Sa valeur est envoyee sur le bus de donnees. Dam le cas d'une ecriture, 
on envoie la valeur du bus de donnkes vers le bon registre. 
Maintenant, on peut regarder 1es blocs d'interfaces materiel maitres et esclaves 
(Figure 4. I). Commenqons par les maitres. 11s sont dicrits sous forme d'une machine a 4 
Ctats sequentiels. Ces quatre etats sont illustres dam le diagramme temporel a la Figure 
4.4. L'interface commence par signaler qu'elle est libre, en mettant le signal (t unlock >> a 
'1'. Puis, elle attend que le signal d'entree ct start n, provenant du bloc materiel, soit 
active a '1'. A ce moment, elle demande a etre inscrite dam le FIFO, puis attend la 
confirmation de celui-ci. Enfin, elle attend le signal (( resume-copro n venant du 
contr6leur. Ce signal sera emis quand l'esclave en logiciel aura termink sa tiche. A ce 
moment, elle pourra ramener le signal a unlock )) a 0. Cela pourra l i k e r  le btoc materiel. 
Enfin, il ne restera qu'a attendre que le a start >> soit ramene a '0' pour Etre certain que la 
tiche est bien terminke. L'interface retoume ensuite a la premiere phase. C'est donc une 
mkcanique assez simple et eficace. 
unlock 
Copro-master Pkripherique maitre 
* start utilisateur 
unlock 
stad f 
L'interface Le i Leslove i . Le 
indique : pdripherique indique qu'il pdripherique 
i qu'etle est j envoie le a termine en j retire la 
pr&e en i (< start n en ; pla~ant f commande 
plaqant f pla~ant st& [ unlock a '0' i s t m ,  On est 
unlocks i h' l ' .Le  i pret pourun 
I -1% t stme i autre cycle. 
i commence i 
t son 
i ext5cution f 
Figure 4.4 Protocole pour la commande start pour une interface m a k e  
Le cas de I'interface esclave est naturellement sirnilaire- Elle commence tout 
d'abord par attendre le signal provenant du contraleur, soit cc resume-copro )>. Lorsque ce 
signal est ditecti, eIle verifie si la ligne cc unlock H de l'esclave branche a l'interface est 
disponible. Si c'est le cas, alors I'interface peut envoyer le signal <c start )). Puis, elle 
attend que la ligne c t  unlock ), provenant de l'esclave r e d e v i e ~ e  disponible. A ce 
moment, elle peut meter  le signal << start D, puis demander a &re insere dam le FIFO. 
Une fois la confirmation de I'insertion arrivke, I'interface retourne en attente du prochain 
signal du contrdeur. 
Cela complete notre etude des diffkrents modules du bloc <( archi D. On a donc 
couvert completement I'architecture et Ie fonctionnement du systeme genere. Dans le 
chapitre suivant, nous verrons comment Picasso peut transformer une sp6cification de 
haut niveau vers cette architecture. 
Chapitre 5 - Algorithmes de transformation et gknCration 
Dans ce chapitre, nous allons expliquer les algorithmes qui transforment les 
specifications haut niveau vers I'architecture presentde. I1 s'agit donc d'obtenir des 
fichiers C et VHDL standards ainsi que les fichiers de confi~guration pour simuler avec 
I'outil Searntess TM- Nous d o n s  voir les differentes techniques que nous avons conpes 
et irnplantees dans le logiciel Picasso. I1 s'agit d'une section contenant beaucoup de 
details et donc qui vise davantage un public interesse a implanter ces techniques. I1 s'agit 
d'un ensemble d'etapes qui transforme graduellernent la specification en Ctats 
intermediaires jusqu'au syst&me final. 
Les principales ltapes sont les suivantes : 
I .  Mise a niveau hierarchique 
2. Regroupement du code logiciel par instance de processeur 
3. Communication iogicielle sur un m6me processeur 
4. Impiantation des types de donnkes 
5.  Raffinement des modules m;tt&iels 
6. Generation dss modules Ichip 
7. Generation des decodeurs de registres des Archi 
8. Ghkration des modules Archi 
La specification de haut niveau peut souvent contenir des modules hikrarchiques. 
I1 s'agit de modules contenant une description de L'intercomexion en sous-modules. La 
mise a niveau hikrarchique consiste donc a se dkbarrasser de ces modules hiirarchiques 
en aplatissant I'ensemble de la structure. Ensuite, puisque chaque bloc logiciel est relit a 
une instance de microprocesseur, on regroup ensemble les spkcifications logicielles qui 
vont sur les mikes  instances. On appelle cette &ape l'inclusion. On se retrouve donc 
avec Ie meme nombre de blocs logiciels que d'instances. 
Suite a ce regroupement, il est possible que deux modules logiciels qui 
comrnuniquaient se retrouvent sur un meme processeur. On peut donc ajuster le code en 
consequence pour implanter une communication logicielleAogicielle. 
Pour &re capable d'implanter les communications logicielleslmat~rielles, on doit 
traduire les types de haut niveau en C et W L  equivalent Ces types feront partie du 
raffinement des blocs logiciels et materiels. En ra.Eina.nt les modules materiels vers 
l'architecture de communication presentee preckdemrnent, on Clirnine toutes les 
extensions ajouties au C et au VHDL (chapitre 3) pour realiser la communication. On 
pourra ensuite traduire les blocs logiciels en module Ichip et archi et ainsi obtenir le 
systitme final. 
5.1 Mise a niveau hierarchique 
La premiere transformation consiste a briser la hierarchie (f!attening). C'est donc 
dire qu'on veut retirer toutes les boites hierarchiques du systeme et les remplacer par leur 
contenu- Cela va nous dower une nouvelle representation contenant seulement des objets 
logiciels et materiels. au lieu d'avoir plusieurs niveaux hikrarchiques a synchroniser par 
la suite. Les objets hierarchiques seront donc tous remplaces a cette etape. I1 s'agit d'une 
mise a niveau structurelle et non pas fonctio~elle. C'est-tdire que l'on refait ['ensemble 
des cornexions entre les boites, mais pas les spicifications a I'interiew de celles-ci. 
Pour realiser cette Ctape, nous employons un algorithrne qui parcourt la liste de 
tous les objets presents dans le document a genkrer. Nous utilisons egalement m e  
structure de donnde particuliere que nous appelons un dictiomaire. 11 s'agit en fait que 
d'une table qui associe le norn d'un objet ainsi que sa position dam la hi6rarchie a un 
nouveau nom. Lorsqu'on brise la hierarchie, on cr6e au niveau en cows des nouvelles 
instances des objets contenus dans les sous-niveaux symbolis& par l'objet hikrarchique. 
Des conflits de noms peuvent survenir, c'est pourquoi on doit les changer et maintenir 
une table de correspondance entre les anciens noms (et Ieur chemin) et les nouveaux 
noms. 
Pour chaque objet, on verifie s'il s'agit d'un symbole ou d'un port. Pour un 
symbole, on procede tout d'abord a m e  validation. On vkrifie si le symbole correspond 
bien a l'interface en memoire du mZme symbole. La representation en memoire est la 
version la plus recente du symbole. Si le syrnbole n'a pas ete rahnchi, il se peut qu'il 
corresponde a une ancienne version, il faudra donc prkvenir l'usager. Si I'objet est valide, 
on peut powsuivre en I'enregistnnt dam le dictionnaire. S'il s'agit d'un port plut6t que 
d'un symbole, la validation n'est pas requise et donc on peut I'entrer directement dans le 
dictiomaire. 
On peut ensuite balayer tous les objets du document, a la recherche d'objets 
hikrarchiques. Chaque fois qu'on en trouve un. on I'ouvre et on crke les instances qu'il 
contient dms le niveau en cours. On procede am memes validations pour les symboles et 
on enregistre les nouvelles instances dans le dictionnaire. A la fin de cette ktape, on 
s'occupe de deplacer les liens de  communication. Pour chaque port de l'objet 
hikrarchique, on vCrifie s'il y a des cornexions presentes. S'il n'y en a pas, on recherche 
le port equivalent qui vient d'etre trek et on t'efface. Si on trouve un lien, on peut trouver 
ensuite le port de destination. Ce port deviendra la nouvelle destination pow tous les Liens 
branches sur le port hierarchique. I1 faut rechercher maintenant tous les liens pointant sur 
I'ancien port hiirarchique, et les faire pointer sur le nouveau port de destination. 
Lorsqu'on a termine, on peut effacer I'objet hierarchique de depart. Lorsqu'il ne reste 
plus d'objets hiirarchiques, on a termine cette partie. La Figure 5.1 presente me 
application de 1 'algorithrne. La figure 5.1 a contient un objet hierarchique apple << hier u. 
L'objet est defini dans la figure 5.lb. Dans la figure 5.1~' on voit le rdsultat aprh que 
I'aIgorithme ait brise la hierarchic. L'objet N hier )) ne fait plus partie de la description. 
Figure 5.1 Exernple d'une mise a niveau 
Dans l'avenir, le fonctiomement de cette partie devrait t3re cdfine. Au lieu de 
briser la hierarchie, elle devrait plutbt faire partie integrante du processus de raffiinement. 
Dans le cas de systemes complexes, c'est souvent a l'etape du cc flattening n que la 
fiabilitk de l'outil est mise en jeu. La complexite du systeme pousse l'outil a sa limite. De 
plus, il serait interessant de conserver les informations relatives 5 la hikrarchie pour 
faciliter le deverminage du systeme final. La partie matkrielle pourrait etre hierarchisee 
au niveau du VHDL en introduisant des couches successives de VHDL structurelles. Le 
probltme vient du cat6 logiciel; le C est toujours a un seul niveau de fichiers. Une 
amelioration serait de foumir au simulateur C un outil de navigation a travers les 
diflkrents fichiers, de type arborescent (comme dam Microsoft Visual C H T .  Les 
domkes sur l'arborescence seraient fournies par Picasso. L'usager pourrait donc se 
retrouver plus facilement dans le systeme final. 
5.2 Regroupement du code logiciel par instance de processeur 
La prochaine &ape consiste a regrouper les blocs logiciels entre eux selon les 
instances de processeur definies par I'usager. Cela permet de reduire le nombre de blocs 
logiciels. On se retrouve avec un bloc logiciel pour chaque instance dCfinie. I1 faut donc 
commencer par verifier si tous les blocs logiciels sont associes a une instance de 
processeur. Si ce n'est pas le cas, on doit prkvenir I'usager. 
Pour rkaliser cette etape, I'algorithme procede a une analyse syntaxique des 
diffkrents modules logiciels. On recree un nouveau fichier de type logiciel, avec une 
section port et des sections thread, slave et init. La section port provient de la 
concatenation des informations contenues dans chaque section port des blocs logiciels. 
Tous Ies ports de tous les blocs logiciels sont donc rassemblt5s. Pow Cviter Ies repetitions 
de noms, on prefixe le nom des ports par le nom de son module. La mPme chose est 
effectuee pour les blocs d'initialisation. 
Les differents processus eltmentaires et processus elementaires esclaves (slave) 
sont copies dans le nouvel objet Iogiciel. Chaque fois, on prefixe leur nom par le nom de 
l'objet pour s'assurer de I'unicitk. Au sein meme de chaque processus eleinentaire, on 
doit effectuer certaines modifications. Tout d'abord les variables globales sont 
renommees cornme on I'a mentionne au chapitre 3 section 3.3. Les variables globales 
sont prdfixkes par le mot (< GLOBAL n. I1 suEt  donc de remplacer ce prkfixe par le nom 
de l'objet. 
On procede de la meme faqon pour les ports. Chaque port, avant d'etre recopik, 
doit 2tre renomme en le prefixant du nom de I'objet. On doit Cgalement rechercher 
chaque fonction Start, Read, Write et Echo pour comger le nom du port sur lequel 
portent ces fonctions, pour que le tout concorde bien ensemble. 
Une fois cette operation cornplt5tieT on peut crker une instance du nouvel objet 
dans le systeme. I1 faut ensuite dtiplacer tous les liens connect& sur les anciens blocs 
logiciels vers le nouveau. On peut effacer par la suite les anciens blocs. On se retrouve 
donc avec un seul bloc logiciel pour chaque instance de processeur utiliste. 
Pour facilite le deverminage du systerne, il faudrait songer ii developper une facon 
de garder un lien entre le design d70rigine et le systeme genere. Par exemple, on pourrait 
utiliser une technique semblable au ((back annotation D, bien connue dam la 
mt3hodologie de conceptions materiels. En effet, il se pourrait pour diffkrentes raisons, 
que le systeme genere ne soit pas la representation parfaite de la specification de 
ITutilisateur. Cette erreur pourrait ttre reIiee a la specification de l'usager, ou simplement 
a une erreur du module de generation. Ainsi, un systeme de << back annotation )) viendrait 
simplifier ta tache de recherche a travers le code genere, pour y retrouver l'erreur et sa 
source- 
Une amelioration intkressante serait une syntaxe qui viendrait preciser les 
carac tkristiques des di ffirentes fonc tions d' entrkedsorties effectuees. Ceia pourrait &e le 
travail d'un outil d'estimation par exemple. Ainsi on faciliterait la dche de I'afgorithme 
dam le choix d'un mkcanisme de communication, s'il y en a plusieurs. 
Une autre amdioration serait d'eviter le recopiage inutile de code. Si on cr6e d e w  
instances ou plus d'un mCme type d'objet logiciel, et qu'on les associe a la meme 
instance de processeur, on se retrouve avec le meme code copiC plusieurs fois sous des 
noms de processus elkmentaires difErents 11 faudrait donc verifier cette situation et la 
corriger. Une correction facile serait de considkrer que chaque processus elementaire 
posskde une fonction d'entree. Puis il faudrait associer a la liste des processus 
ClCmentaires actifs, sa fonction d7entr6e. On aurait donc deux processus dementaires o u  
plus ayant la capacite de demarrer avec la meme fonction, mais puisque chaque processus 
ClCmentaire possede sa propre pile, les variables seraient bien skparees. 
5.3 Communication logicielle sur un mCme processeur 
La prochaine ttape consiste a proceder a I'inclusion du code. Apres avoir 
rassemblk les blocs logiciels sur un mEme processeur, il est possible qu'un processus 
elkmentake se retrouve avec son processus ClCmentaire esclave. C'est donc dire qu'un 
lien de communication part d'un port maitre du symbole et revient sur un port esclave du 
meme symbole. Puisque le mecanisme de communication est bloquant, on peut remplacer 
le processus elementaire esclave par une fonction. La commande Start devient donc un 
appel a cette fonction. En effet, en appelant la fonction, le maitre bloque, en ce sens qu'il 
est en train d'executer la fonction du processus Clementaire esclave, pas son propre code. 
Quand la fonction est terrninie, il revient dam son code. On constate donc que Ie 
cornportement est verifie. ce qui justifie la modification. Pour ce qui est des domees, on 
peut les placer dans des variables globales. Puisque le maitre et le processus Clementaire 
esclave ne les accederont pas en mCme temps, cela ne cause pas de probleme. Ainsi, les 
commandes Read, Write et Echo porteront sur ces variables. Le maitre et I'esclave 
pourront donc les acceder. 
La realisation de cette Ctape est tres simple. On peut skparer les modifications 
effectuees pour chaque lien en trois etapes. La premiere consiste a modifier la section 
port, la seconde a modifier la partie maitre (master) et enfin la troisieme, a modifier la 
partie esclave(slmte). Pour les ports, on les remplace par des variables globales. Dam la 
partie maitre, on recherche tous les appels aux commandes Read, Write, Echo et Start. 
Pour les trois premieres, on modifie la commande pour qu'elle adresse la variable globale 
et non le port. Pour le Start, on modifie la commande par un appel de fonction tout 
simplement- Dans le cas de I'esclave, on procede de la mOme faqon pour les commandes 
Read, Write et Echo. I1 faut noter cependant que les variables globales sur lesquelles 
portent ces cornrnandes sont inversees. Si on fait un Read sur une variable, on retrouve la 
meme variable avec un Write dans I'esclave. 
5.4 Implantation des types de domees 
La prochaine etape consiste a traduire les types abstraits en descriptions 
accessibles pour chaque langage utilise, actuellement le C et le VHDL. Cela va permettre 
d'obtenir une implantation concrete des donnCes qui circulent dans le systeme. 
Chaque type comme (( PIC-int D, (< PIC-struct D, . . . est dkfini par une classe. 
Toutes ces classes de type hkritent du meme parent, y compris les classes complexes qui 
dCcrivent Ies structures et les tableaux. Chaque fois qu'un nouveau type de donnee est 
cree, il s'enregistre dam une liste de tous les types du systeme. Pour construire la 
representation dam un langage dome, il suffit de parcourir cette liste et de demander a 
chaque objet de se generer. Chaque objet dispose actuellement de deux fonctions 
membres appelees : GenerateC D et ((GenerateVHDL D. Puisque ces fonctions sont 
virtuelles, chaque objet sait comment implanter son type dans le langage approprik. Pour 
les types complexes, on peut construire un canevas de base et appeler de fagon recursive 
les mCmes fonctions pour les elements constitutifs du type. 
Une contrainte a kte introduite dans 1'Claboration de I'outil. La representation 
materielle des types a tout d'abord Cte fixee, puis des equivalents logiciels ont et6 
trouves. En partie, cela vient du fait que i'implantation logicielle des types depend du 
type de microprocesseurs utilisds. Pour un entier par exemple, il faut savoir si les donnbes 
sont en format petit-boutiste (en anglais, little endian) ou gros-boutiste (en anglais, big 
endian). ~ ~ a l e m e n t ,  il faut connaitre le comportement du compilateur. Par exemple, il 
faut savoir comment sont align& Ies membres d'une structure en memoire (surtout si la 
grandeur de chaque membre est difTdrente). Ces infomations font parties de I'instance du 
processeur et sont utilisees par la fonction << generatec D. 
5.5 Raffinement des modules matwels 
L'etape suivante consiste a implanter les extensions presentes dans les fichiers 
VHDL pour la communication et la synchronisation. Cette etape permet de transformer 
les commandes telles que Read, Write, etc. par des enonces VHDL implantant ces 
fonctionnalites. ~~a le rnen t ,  tous les ports de haut niveau sont ramen& a un niveau 
VHDL. A la fin de cette Ctape, chaque objet VHDL ne contient que des ports et des 
commandes VHDL standard. 
Pour realiser cette etape, on commence tout d'abord par creer un nouveau fichier 
VHDL qui contient les en-tetes des bibliothkques et des paquets a utiliser. I1 faut inclure 
les bibliotheques IEEE et aussi le paquet de dtifmitions de types crke a I'etape 5.4. 
Ensuite il faut recopier les ports inclus dans l'entite, en prenant soin de remplacer les 
ports maitres et esclaves par des ports VHDL. Si le port est une entree maitre ou esclave, 
on remplace celui-ci par un bus de donnees de type a in )) en VHDL. Dans le cas d'une 
sortie maitre ou esclave, on remplace plut6t par un bus de type a inout n en VHDL. Cela 
permet de lire une donnee dkja envoyde. Donc, pour les ports maitres ou esclaves de type 
N inout D selon Picasso, on a deux bus VHDL qui sont crdes, un (t in n et un (c inout D. 
Pour eviter des conflits de noms, on ajoute un suffixe au nom des bus, soit t( data-in D et 
N datcout n. 
Pour contr61er adequatement le transfert de domees des ports maitredesclaves, on 
ajoute des ports appelC start et unlock Ces ports permettent d'implanter le protocole de 
communication pour la commande Sfart. Nous avons prksente au chapitre precedant le 
fonctio~ement du protocole (section 4.7). 
Cela complete le raffiement de l'entitk. On doit ensuite trouver et anaiyser 
chaque process et chaque esclave present dam l'architecture. Dans les deux cas, le 
comportement est a peu pres le meme. Dam le cas d'un processus, on verifie s'il possede 
17inonce Cornm-uttrib immediatement apr& le begin. Si ce n'est pas le cas, on assume 
que le processus n7utilise pas du tout les extensions du langage et donc qu'il peut etre 
recopie integrdernent. Sinon, on recherche les differents elements du langage et on les 
traite. Les enonces Read et Echo sont remplacks par le port equivalent. Pour 17enonce 
Wriw on utilise I'opkrateur dYaf5ectation du VHDL (<=) pour envoyer la valeur sur le 
bon bus. La  commande Start est un peu plus complexe. On doit implanter les enoncCs du 
protocole en utilisant les valeurs du Cornm-attr-ib c o m e  signaux d7horloge et de remise 
a zero. 
Si au lieu d'un processus, nous avons un module matiriel esclave, Ie traitement 
pour les commandes demeure le mEme. Ce qu'il y a de plus, c'est que le module materiel 
esclave doit ttre traduit sous la forme d'un processus. I1 faut donc prevoir un mecanisme 
pour placer ie processus en attente du Start db le depart. ~ ~ a l e m e n t ,  il faut prevoir un 
systkme pour avertir le processus maitre que I'esclave a termink son execution. On 
s'attend donc a trouver un tnoncC Comm-uttrib pour ce genre de processus. La Figure 
5.2 nous montre le code de l'additiomeur du chapitre precddant ainsi que la version en 
VHDL standard. 
entity adder-v is 
port( 




I end adder-v; 
I architecture picasso of adder-v is begin 
1 variable i:PIC-inti 














entity adder-v-find-vhdl is 
P0N 
clk : in std-logic; 
reset : in std-logic; 
value-data-in : in PIC_sum=(O,O); 
due-data-out : inout PIC-intd; 
value-start : in std-logic; 
value-unlock : out std-logic 
1: 
uchitecture picasso of adder-v-fmal-vhdl is 
jegin 





reset-loop: loop --init 
whilevalue-start/=' I ' loop 
wait until clk'event and clk='I1; 
if (rcse~'1') then exit reset-loop; end if; 
:nd loop; 
'vait until clk'event and clk'l ' ;  
f (reset='l') then exit reset-loop; end if; 
i:=(vaIue-data-in-x); 
j  value-data-in-y); 
value-data-out<=i+j; 
ralue-unlock<+" 
vhile value-sfaff-'I' loop 
vait until clk'event and clk'l'; 
r(reset='I') then e.xit reset-loop; end ie 
nd loop; 
nd loop reset-loop; 
nd process value; 
nd picasso; 
Figure 5.2 Transformation de i'additionneur matkriel par Picasso (avant & aprb) 
Lorsqu'on a termink de b5tir le nouveau code, on peut crker une instance du 
nouvel objet. Plus tard, on diplacera les liens attaches a l'ancien objet vers le nouveau, et 
on pourra ensuite detruire I'ancien objet. 
Cette faqon de proceder gourrait etre amkliortie. En effet, nous gknkrons tout Ie 
mattriel en une etape. Cela est possible, car on sait comment le logiciel va implanter Ies 
communications. Si plusieurs mecanisrnes de communication sont introduits, il faudrait 
alors proceder en deux itapes. L'approche serait sernblable a la faCon de faire des 
compilateurs. La premiere passe >> correspond a un raffinement du code C pour obtenir 
du code objet. Les elements de communication non-r6solus sont exprimes sous une f o m e  
symbolique et reduite. On repete cette etape pour chaque fichier. Puis, on procede a une 
deuxieme etape. ou on connecte les objets ensemble et ou on remptace les liens 
symboliques par de vnies communications. en general. en appels de fonctions. 
5.6 Generation des modules Ichip 
L'etape suivante consiste a creer les instances de processeur (Ichip) et les blocs 
protocole (archi) associes au code logiciel. Le logiciel n'a pas d'existence reelle. Sous sa 
forme compilee. il se retrouve dans une memoire attachee a un microprocesseur. 11 faut 
donc creer ies blocs qui lui permettront d'exister (Ichip) et aussi d'interagir (archi) avec 
le monde extkrieur. 
Pour realiser cette etape, on utilise le generateur de Ichip propre a un 
microprocesseur d o ~ e .  Ces gtnerateurs sont utilises par Picasso pour cr6er les 
composants. Le generateur reqoit le module en C en entree et gentire le module materiel 
le supportant. Tous les modules materiels possedent un port de communication capable 
de comrnuniquer avec un archi. 
Le generateur commence par remplacer les extensions au C prCsentes dans le 
fichier pour un Ichrj, dome. La Figure 5.3 prksente le client logiciel du chapitre 3 ainsi 
que sa version Ctendue. Le genkrateur fixe a l'interne un numCro d'identification (ID) 
pour tous les ports. Cette Liste va nous donner les numCros d'identification pour les 
processus elementakes esclaves. Par exemple, si 1e port # 1  s'appelle t{ value J., alors, on 
peut decider que I N deviendra le numero d'identification pour le processus elkmentaire 
esdave << value D. Lorsque le materiel communiquera avec le archi, il utilisera ce numero 
pour identifier le processus elementaire. 
rnygort : master-inout PIC-sum => 
PIC-int; 
thread my-thread { 
PIC-int result: 













void init() { ) 
void main0 
init-thread(); 
/*lock the slave thread*/ 
Lock( I); 
Figure 53 Transformation du client logiciel par Picasso (avant & apr&s) 
Ensuite, le generateur doit proceder a une analyse des differentes zones 
principales du programme : port, threarlr et slaves. Ce qui n'appartient pas a ces zones 
n'est pas touche (fonctions, variables globales,. . .) Pour la zone p o ~ ,  on remplace chaque 
port par un pointeur qui correspond a une adresse sortante du systeme, c'est-a-dire une 
adresse qui n'est pas dtcodee par la memoire du ichip mais envoyee au archi. Chaque 
pointeur porte le nom du port avec comme suffixe (( data-in )) ou (( data-out )) dependant 
du sens des domees. Le khip r6serve un intervalle d'adresses qui n'est pas decode par la 
memoire. Lorsqu'on utilise ces adresses, un signal (CS) active le port de communication 
du /chip vers le archi et l'adresse est envoyee. On peut alors lire ou &ire une donnee sur 
le bus. I1 s'agit du seui mecanisme de communication supporte en ce moment. 11 possede 
des temps d'accb identiques a ceux d'une memoire. 
I1 faut prendre soin dam I'allocation des ports de tenir compte des grandeurs des 
types que le compilateur utilisera. Si on revient a la Figure 5.3, Ie port de communication 
utilise dans l'exemple ( m y p r t  : master-inout PIC-sum -> PIC-int) est ddcompose en 
deux variables globales. On cree tout d'abord (< myqort_data_in )) de type PIC-int )) et 
a mygort-data - out D de type a PIC-sum )). I1 est important de se rappeler comment le 
compilateur va aligner les elements de la structure (( PIC - sum D. Puisqu'il s'agit d'une 
structure de deux entiers, le membre appele <( .x )) sera confondu avec l'adresse de 
l'element. Par contre, pour l'adresse du membre c( .y )), on peut montrer qu'il s'agit de 
l'adresse de la structure augmenttie de la taille de (< .x )>, donc de 4 octets. Ces 
informations sont necessaires pour construire le materiel permettant de decoder le 
destinataire d'une donnee- 
Toujours selon la Figure 5.3, on doit ensuite s'occuper de chaque ligne faisant un 
appel a une commande Read, Write, Echo ou Start. Pour les trois premieres commandes, 
on utilise le bon nom de pointeur. Pour la commande Start, on utilise la fonction send de  
I'API du Ichip, avec le numCro d'identification de l'esclave a appeler. Cette fonction 
utilise l'adresse de contr6le pour envoyer l'identificateur du processus elementaire au 
archi- On ajoute egalernent tout de suite apres un enonce Pause. Celui-ci permet d 'adter  
le processus Clementaire et de passer le main a u .  autre c o m e  a l'habitude. Par contre, 
I'ordomanceur memorise qu'un send est en cows et il ne  redonnera pas la main a ce 
processus elkmentaire tant que le send ne sera pas cornplCtC. 
Finalement, le gknerateur se met a la recherche de chaque bloc thread et thread 
esclave. Chaque fois qu'un processus elementaire est trouve, il est transforme en une 
fonction normale. A l'interieur de celle-ci, on encadre le code dans une boucle infinie. I1 
devient donc impossible de sortir de cette boucle. On ne peut que le suspendre en utilisant 
la comrnande Pause. Dans le cas d'un processus klementaire esclave, on ajoute en plus 
des instructions avant la fin de la boucle indiquant qu'il a termink son execution. Pour 
cela, on effectue encore un appel a la fonction send avec I'identificateur du processus 
elementake esclave. h i s ,  on fait une pause pour domer la main a un autre processus 
etkmentaire. La  encore, 1e send va placer le processus elementaire esclave en attente d'un 
proc hain Start. 
5.7 Geniiration des decodeurs de registres des archi 
L'etape suivante consiste a gknbrer le decodeur de registres. Celui-ci fait partie du 
archi. Comrne on l'a deja tw au chapitre 4, section 4.7, ce bloc est responsable de la 
traduction des adresses vers les registres. I1 s'agit en fait d'un multiplexeur bidirectiomel 
couplC avec un contr6leur. Celui-ci aiguille le bus de domees sur le bon registre en 
fonction de l'adresse fournie. I1 doit kgalement veiller a ce que le sens du bus soit correct, 
dependant si on est en mode lecture ou Ccriture. 
Pour creer ce composant, il faut utiliser les adresses des Clements de domkes, leur 
taille et leur alignement en mtmoire. On doit dicomposer chaque structure complexe en 
ses parties 6lt5mentaires. Puis, on doit calculer l'adresse de chacun de ses ClCments et biitir 
une table pertnettant ces acc6s. Nous avons developpd pour cela un algorithme rCcmif 
qui b a k e  Ies classes de types. Puisque chaque type est m e  entit6 htritant du meme 
parent, on peut beneficier des avantages du polymorphisme. On peut demander a un 
Clement complexe (comme une structure ou un tableau) combien dYelCments 616mentaires 
le composent. On peut ensuite lui demander de retourner chacun de ses elements et leur 
taille. Connaissant I'adresse de base, dej'a fixie, et la taille de chaque membre, il devient 
possible de constmire la table. Pour I'instant, si on reprend I'exemple de la structure 
(< PIC - Sum D, on a dew  elements primaires. Le premier retourne comme chaine de 
caractere K .x )) et zero cornme offset. L'autre (< .y D et quatre c o m e  decalage, car on a 
supposi que x itait un entier qui loge sur quatre octets 
Puisque I'algorithrne est recursif. on peut rnelanger des tableaux et des structures 
ensemble, et l'algorithrne va tout decomposer en ClPrnents eEmentaires, comrne le ferait 
un compilateur. 
Enfin, lorsque cette itape est completke, il reste a g6nCrer le script de compilation. 
I1 sufft d'y inclure les commandes appelant le compilateur avec les bons fichiers q u e  I'on 
vient de creer. 
5.8 Generation du module archi 
Maintenant, il reste la genkration de I'objet archi. On dispose d'un generateur qui 
s'occupe d'implanter la communication selon un modele donne. Puisque actuellement on 
ne dispose que d'un seul mecanisme de communication, on n'a qu'un seul type de archi. 
Le archi est un module trks facile a pararnetrer- II a Ctt contp dam ce but. 
~~a l emen t ,  Ie code qui Ie compose a 6te concu pour que la synthese ne produise pas des 
structures inutiles (comme des a latch >) superflues). 
La premiere partie qui est genCr& est le bloc dtcodeur d'adresse du archi. Sa 
construction repose sur un ensemble de parametres construit a partir d'inforrnations 
obtenues du Ichip. La description contient entre autres la taille des diffkrents bus 
(adresses et dombes), le nombre de p&iphiriques, etc. 
On peut ensuite crker le archi proprement dit. Le archi peut etre decompose en un 
sous-ensemble de blocs connectks entre eux. Le module de generation s'occupe de crier 
les bomes instances des bons types de blocs et d'itabiir tes connexions entre e w .  Puis, il 
genere un fichier VHDL structure1 dkcrivant ces connexions, avec les bons noms de port. 
L'utilite et le detail ayant deja C t e  vus, la construction de ce fichier relkve donc 
simplernent d'une analyse des spkifications et du respect des regles de VHDL. 
Par la suite, on ajoute au fichier de compilation (script), les noms des fichiers 
VHDL du lchip et du archi. Puis, on doit ginkrer les fichiers de simulation pour l'outil de 
co-simulation Seamless. Pour ce faire, Picasso demande a chaque Ichip de fournir les 
informations nCcessaires a sa construction. I1 s'agit de transmettre le modde de 
microprocesseur utilise ainsi que des memoires. En cornbinant ces resultats pour chaque 
Ichip. on peut constmire le fichier souhait& Enfin, on peut etablir les cornexions VHDL 
entre le Ichip et le archi. 
I1 reste findement a dkplacer les liens entre les blocs. I1 faut tout d'abord les 
balayer un a un. Pow chaque lien, on doit verifier s'il c o ~ e c t e  des ports de type VHDL 
ou de type rnaitres/esclaves. S'il s'agit de ports VHDL, on identifie l'ancienne et la 
nouvelle version des objets ii chaque bout du lien, et on peut depplacer le lien. S'il s'agit 
de ports complexes, on doit encore trouver l'ancienne et la nouvelle version de chaque 
objet connecti. Mais ici, au lieu de ddplacer le lien, on connecte les signaux de contr6le 
et de donnees correctement. C'est-a-dire qu'on connecte les signaux start et unlock 
ensemble et le ou les bus de donntks. Enfin, on peut retirer 1es a n c i e ~ e s  versions 
d'objets. 
On obtient donc finalement un systeme qui contient seulement des blocs 
materiels. La derniZre etape consiste a produire le fichier structure1 qui contient les 
instances de chacun des blocs. Pour cela, un autre algorithme a Cte  d&elopp& La 
premiere phase de l'algorithme consiste a construire des groupes de liens. I1 s'agit de 
construire la liste des liens qui partagent au moins un port entre eux. Puisque a ce niveau, 
il n'existe que des liens VHDL et que chaque lien peut Ctre vu comme une operation 
d7Cgaliti entre deuv ports, on  a &hire a un ensemble de liens transitifs (si A est branche a 
B et que B est branchC sur C, quand la valeur de A change, l'entrge C va changer 
Cgalement). Chacun de ces groupes de liens correspond a un signal en VHDL. Puis, il 
faut parcourir toutes les instances presentes dans le systeme. Dam un tableau, on note le 
type de chacune d'entre elles. de faqon a ne pas noter le type plus d'une fois. 
On peut donc creer les differentes parties du fichier VHDL. L'entite ne contient 
que les ports VHDL sortants accompagnes de leur type. Ensuite, sachant qu'elles sont les 
types de boites presents dam le systeme, on peut creer Ies dkclarations des composants. 
Puis ensuite. on crie les differents signaux utilisis pour connecter les groupes de liens 
entre eux. Enfin, pour chaque objet, on cree une instance et on la branche correctement 
aux diffkrents signaux. 
Cela complete donc la construction du systkme a partir des sptkifications de haut 
niveau vers notre architecture type. C o m e  on l'a soulignt5, il y a de  nombreux endroits 
dam le code ou nous pourrions apporter des amdiorations. Des ameliorations plus 
profondes sont possibles egalement pour chaque etape prdsentee et sur leur imbrication. 
L'introduction de differents mecanismes de communication en est un exemple. 
Le chapitre suivant presentera differents exemples utilisant la mkthodologie 
proposke par Picasso 
Chapitre 6 - Applications pratiques 
Dans ce chapitre, nous prdsenterons quelques applications redisies avec I'outil 
Picasso. Nous commencerons par voir comment un FIFO peut etre realist5 afin de 
pennettre a deux processeurs de communiquer ensemble et de se synchroniser. Cet 
exemple est inspire de la documentation de SystemC [4] et permet de comparer cette 
description a la notre. 
Nous verrons ensuite l'exemple complet de I'additiomeur, presente au chapitre 3. 
Cet exemple montre I'exploration de diffkrentes implantations logicielIes/matirielIes et le 
gain apporte par Picasso. 
Enfin. le dernier exemple qui sera vu est un petit routeur- Cet exemple illustre 
comment des composants deja existants peuvent etre reutilist5s. On y voit un exemple de 
conversion d'un protocole maison vers I'environnement Picasso. 
6.1 Le FIFO 
La documentation du SystemC propose la mise au point d'un FIFO pour dCfinir Ia 
relation typique de producteur/consommateur. La rnoddisation du FIFO utilise des RPC 
qui proviennent de l'environnement de Coware [32]. En fait, les concepts promulgues par 
Coware se retrouvent dans SystemC. A la Figure 6.1 nous prdsentons un extrait du 
manuel d'usager de SystemC qui donne la moddlisation du FIFO. Pour aider a 
comprendre I'exemple, voici quelques points de soutien : 
SystemC est un ensemble de classes C++. Ces classes pennettent la modelisation de 
systemes embarquks. Tous les objets cornrnenpnt par << sc- >) sont donc des classes. 
Exemple : sc-module, sc-inslave, etc. 
L'unitk premiere de SystemC est le module. Un module communique par des ports. 
Dam notre cas, 2 ports de type esclave sont utilisCs. L'un permet de deposer des 
d o n e e s  dam le FIFO, I'autre, d'en retirer. L'avantage des esclaves est de bloquer 
leur maitre tant qu'ils n'ont termink Ainsi, si le FIFO est plein (resp. vide), le port 
d'entree (resp. sortie) va etre bloquant jusqu'a ce que des donnCes soient retires (resp. 
presentes). 
Le constructeur sc-ctor dkfinit les fonctions reliees aux esclaves. Aussit6t qu'une 
donnee est ecrite sur un port esclave, la fonction associke est appelke. Lorsque la 
fonction termine, le maitre l'ayant appelt peut reprendre son execution. 
La variable (( buffer n est utilisCe pour stocker les donnkes. Dans notre cas, il s'agit 
d'entiers. 
SC-MODULE ( f i ~ o )  
I 
/ /  ports 
sc-inslave<int> Pwrite; / /  slave port 
sc-outslave<int> Pread; / /  slave port 
//member variables 
buffer<int> buf; / /  FIFO buffer 
int item; / /  buffer item 
SC-CTOR ( f i fo 
( 
SC SLAVE ( blockingwrite, Pwrite) ; 
SC~SLAVE ( blockingRead, Pread) ; 
/ /  slave methods 
void blockingwrite ( 1  
I 
if (buf.full0 ) {  
do IwaitO; } / /  wait for sensiti~~e edge of the producer clock 
while( b u f . f u l l 0 ) ;  
1 
/ /  buffer is not full 
/ /  write into b u f f e r  
item = Pwrite; / /  read from sla-*-e port 
cout c <  "Writing into buffer: item = " << item <<endl; 
buf .  put (item) ; 
void blockingRead ( 1 
I 
cout << "\nfifo:blockingRead called" << endl; 
i f  (buf.empty0 ) ( 
do (wait0;) 
/ /  wait for sensitive edge of the consumer clock 
while (buf. empty0 ) ; 
1 
/ /  buffer is not empty 
/ /  read from buffer 
item = buf-get0; 
cout c< " Item read = " << item << endl; 
Pread = item; / /  write to slave port 
1 
Figure 6.1 Mod6lisation d'un FIFO en SystemC 
Nous avons decide de verifier comment ce FIFO pouvait Etre implante dans notre 
enviromement. Nous avons cr& un systkme de test base sur certaines hypotheses. Le 
FIFO est implante en mattiriel et permet B deux modules logiciels d'kchanger des 
donnkes. Chaque module logiciel a son propre microprocesseur, on modClise donc un 
systeme multiprocesseur. I1 s'agit donc d'un systeme frequernment utilisti. La Figure 6.2 
represente Ie systkme tel que defini dans Picasso. 
Figure 6.2 Systeme utilisant le FIFO 
Le type de domees qui sont echangees est appele (( Pic - FIFO D et est equivalent a 
un entier (Pic - Int). Si on regarde notre implantation du FIFO en materiel, Figure 6.3, on 
constate qu'elle est assez similaire avec la Figure 6.1. Elle utilise du VHDL et nos 
extensions de communication. 
entity fifo is 




end fi fo: 
architecture picasso of  fifo is 
constant fi fo-sizeinteger:= 1 0; 










- wait for not fir11 signal 
while fill='l' loop 
- buffer is not fbl1 
- write into buffer 
item := Read(F%ite); - read from slave port 
buqw-index-var)c=itern; 
w-index-var.=w-index-vart- I ; 
if w-inde,u_var=fifo-size then w-index-var:-0; end if; 
w-index<=w-index-var; 
end slave; 





- wait for not empty signal 
while empty='lq loop 
Wait-one-Clock; 
end loop; 
-- buffer is not empty 
-- read ti-orn buffer 
item := buflr-inde~var); 
Write(Pread,item); 
r-index-var.=r-index-var-t I ; 








if r-index=w-index then 
empty<=' 1 '; 
end if; 
t:=w-index+ 1 ; 
if t=fifo-size then t:=O; end if; 




reset<=' 1 ', '0' after 3 0  ns; 
process 
begin 
cUc<='Of; wait for 100 ns; 
elk<=' 1 '; wait for 100 ns; 
end process; 
end picasso; 
Figure 6.3 Implantation du FIFO dans Picasso 
Les dew premiers processus sont equivalents aux deux processus esclaves. L'un 
s'occupe du port de lecture et l'autre du port d'ecriture. Le troisitme processus est en 
VHDL standard et n'utilise pas les extensions de communication. I1 permet la gestion des 
signaux full et empty a partir de I'itat du FIFO. Enfin, on retrouve les knoncks permettant 
de fixer les signaux d'horloges et de remise a zero- 
Le producteur et le consommateur sont implant& comme a la Figure 6.4. Le 
producteur commence par entrer dans une boucle d'attente. Cela crkera une latence et 
placera le consommateur en situation de blocage- Puis, le producteur se met a envoyer 
des domtes et a les valider par la commande srarr. Le starf va donc &re bloquant si le 
FIFO est plein. Dans le cas du consomrnateur, il procede toujours a une lecture de donnee 
en utilisant la commande storr. Cela va donc le bloquer si le FIFO est vide. Puis la 
commande Read permet de lire la donnee envoyee par le FIFO. Une boucIe ralentit le 
consornmateur, ce qui devrait crier une situation A long terme ou le FIFO est toujours 
rempli et oii le producteur est bloque et en attente du consommateur. 
Port { 




int i j; 
j=O; /*dummy loop to slow down the 
initialization of the producer*/ 

















x = Read(Cin1; 
j=O: /*dummy loop to slow down the 
consumer'/ 





Figure 6.4 Implantation du producteur (a gauche) et du consommateur (a droite) 
A partir de toutes ces informations, Picasso peut gCnCrer le systeme final. I1 sera 
compose de deux Ichip et deux archi (chapitre 4). Les dew archi seront branches au 
FIFO. Le systeme genere peut donc etre sirnu16 avec Seamless. Cet enviromement est 
prCsente a la Figure 6.5. On y retrouve le simulateur VHDL Modelsim et sa fenetre de 
trace, la console Seamless et les simulateurs logiciels. I1 y a un sirnulateur pour chaque 
processeur. A I'interieur de ceux-ci on retrouve le code genere correspondant au 
producteur et au consommateur. Seamless permet donc de synchroniser ces simulateurs 
logiciels avec le simulateur matt5riel. 
A l'aide des simulateurs logiciels, on peut verifier si les donees ecrites 
correspondent aux donnkes lues, ce qui est bien le cas. Si on simde le syst6me 
sufisamment longtemps, on obtient la trace de la Figure 6.6. D e w  points importants ont 
Cte soulign& sur la trace. Au point 1, on voit que le signal start qui contr6le le port de 
lecture est prolong6 jusqu'a la premiere briture. Cela permet de tenir le processus 
klkmentaire correspondant en attente. Au point 2 on note que c'est le port d'kcrihue qui 
retrouve son signal start prolonge. En effet, le FIFO est plein, il bloque donc le processus 
elementaire correspondant. Les autres signaux du FIFO montrent son bon 
fonctiomement, 
Figure 6.5 Environnement Seamless 
Figure 6.6 Traces de simulation du FlFO 
Une fois la validation complktee avec Seamless, le systeme peut Ctre synthitisk 
avec Leonardo ou un autre outil de synthese RTL,, comme on l'a vu a la section 2.7. Le 
systkme obtenu apres synthese pourra etre co-simult a nouveau avec Seamless. 
Cet exernple pennet de montrer le bon fonctionnement de Yicasso et sa capacite a 
ginkrer un systeme complet a partir d'une description haut niveau. Les extensions au 
langage permettent de modeliser la communication bloquante (RPC de Coware) mais 
dgalement d'autres mecanismes. En effet, nous aurions pu biitir un FIFO semblable sans 
blocage (la perte de donnCes est donc possible si Ie FIFO est plein). Modtliser un systeme 
non bloquant avec des RPC uniquement aurait ete plus complexe. 
6.2 L'additionneur 
Au chapitre trois. d e w  versions d7additiomeur, I'une en materiel et l'autre en 
logiciel, fbrent prksent6es. ~ ~ a l e m e n t .  les deux clients servants de banc de test ont 6te 
vus. Grice a ces composants, on peut b5tir le systeme de la Figure 6.7. Ce systkme peut 
etre vu comme deux sous-systemes concurrents. Dam un, le client logiciel demande au 
bloc materiel de faire I'addition de deux valeurs. Dans l'autre sous-systeme, c'est 
I'inverse qui se produit. 
Le bloc a clocker n n'est utilise que pour generer les signaux d'horloge et de 
remise a zero pour les dew blocs matCriels. 
SEi Materiel 
0 Logidel ( object - 3 1 
add 
I 
Figure 6.7 Syst9me a deux additionneurs 
Les resultats prisentes au Tableau 6-1 illustrent le systeme genere par Picasso. 
L'intkrEt ici est de cornparer le nornbre d e  lignes r t  le nombre de  fichiers entrks par 
I'usager par rapport au systeme genere par Picasso avec un ou deux microprocesseurs. I1 
y a environ un facteur de 15 sCparant le nombre de lignes de  la specitication abstraite de 
I'usager et le nombre de  lignes du systeme final. Picasso permet donc de  reduire le 
nombre de  lignes codies pour moddiser et eventuellement synthetiser un systeme. 
Tableau 6-1 Taille de I'exemple avant et apr6s generation 
SpCcification dans 
Picasso 
Systlme avec 1 i960 











6.3 Le reseau de communication 
L'exemple suivant consiste a modeliser un petit rkseau compost5 d'un routeur 
logiciel avec des clients et des serveurs qui peuvent etre en logiciel ou en matCrie1. Un 
des o bjectifs est de rnontrer que I'environnernent Picasso permet la rkutilisation. On 
suppose que des composants materiels clients et serveurs sont deja conGus pour 
communiquer entre elles selon un certain protocole, Nous voulons kutiliser ces 
composants en les rendant capables de communiquer en rkseau, dam une approche co- 
design. Cela implique de concevoir des objets capables de lier le protocole du reseau au 
protocole utilisi par f icasso. C'est a ce moment que l'utilisation des descriptions mixtes 
devient utile. 11 suftit de creer une seule fois un bloc qui accomplit cette tiiche de 
conversion. On peut ensuite le reutiliser pour chaque client 
La Figure 6.8 prksente une me d'ensemble du systeme. L'objet appele (( clocker n 
est un bloc materiel qui agit comme gCnCrateur d'horloge et de remise a zero pour les 
differents blocs mattiriels utilises. Le bloc routeur en logiciel reqoit les appels des clients 
et des serveurs sur ses diffirents ports. On separe les ports de domee et les ports de 
contr6le. Les ports <( data D servent am. transferts des domees entre les differents clients 
et serveurs. Les ports (< calling )) permettent d'appeler un serveur tandis que les ports 
(( comm,, reqoivent les appels de nouvelles connexions en provenance des clients. 
Les objets (< tell D, a te12 )) et a te13 )) sont des objets hierarchiques qui c o n t i e ~ e n t  
les clients ou les servews. Dans notre cas, (( tell )) est un client materiel, te12 N est un 
serveur en materiel et (< te13 u est un serveur en logiciel. 
Figure 6.8 Le routeur 
Si on regarde la structure de cc tell a (Figure 6.9)7 on y trouve I'objet u client )) et 
l'objet cc inter 1) qui sont tous deux en materiel. a client D represente I'objet que nous 
rc5utilisons. I1 est capable d'envoyer et de recevoir des donees selon son protocole. 11 ne 
dispose que de ports VHDL. c( Inter x est !'interface qui pennet de traduire le protocole 
du client vers un protocole de haut niveau, en utilisant des ports maitres et esclaves. On 
voit donc que le meme objet possede a la fois des ports VHDL et des ports de haut 
niveau. On peut donc rkutiliser cet objet pour chaque client materiel. 
Figure 6.9 Structure de Tell 
Nous allons maintenant examiner le a client a. Les principaux signaux sont 
rhunks au tableau suivant : 
TabIeau 6-2 Signaux du client 











Horloge a utiliser pour se 
synchroniser 
hdique si on est connectk au 
I I 1 a &e envovee I 
in std logic vector(3 1 downto 0) 
out std logic vector(3 1 downto 0 )  
reset 
strobe-out 
Bus pour les domees reCues 
Bus pour Ies domees envoyties 
( to-dial 1 out std-logic-vector(l5 downto 0) 1 Indique le numero du serveur ( 
in std logic 
out std-logic 
to-connect 
I ( que I'on desire rejoindre 1 
disponible pour &re h e  
Remise a zero du systeme 
Signal qu'une donnee est prete 
La procedure de connexion du client est la suivante : le client envoie tout d'abord 
out std-logic 
le numero du serveur auquel il veut se connecter sur son bus de domees. 11 signale cette 
+ 
Indique que I'on veut se 
connecter 
information par la pair de signau~ (t to - connect D et a strobe-out )> qui agissent comme 
pro toco le request/ackno~vledge- Le client attend ensuite que la connexion soit Itablie. 
L'entree (< connected )> passera a ' I ' lorsque ce sera le cas. 
Une fois comectes, le client et le serveur peuvent Cchanger des donnees. 
L'Cchange de donnkes utilise encore un protocole de type requete/acquittement 
(reqzrest/acknorvledge) avec les signaux a strobe-out >> et N data-out-ack D. Dans notre 
cas, le protocote agit en echangeant un octet contre un octet. Ce choix est utile pour 
simplifier le code VHDL afin de garder l'attention sur les micanismes de communication 
et non sur la fonctionnalite globale du systkrne. 
Enfin, lorsque Ie client ramibe sa ligne K to-connect )> a 'O', la cormexion est briee 
et Ie serveur redevient disponible. 
Le bloc (c inter )> sert d'interface. I1 permet de passer les donnees d7un protocole a 
17autre. Lorsque le client tente de se brancher sur un serveur, les valeurs lues sur Ie port 
de type VHDL sont renvoykes vers le routeur par une operation Wiite. Puis, I'attente de 
connexion se fait par le Start. Lorsque cette fonction debloque, la connexion est etablie et 
le client est averti- 
Le module Inter entre ensuite en regime permanent. 11 transfert les domees en 
utilisant le protocole haut niveau de Picasso compose des read, write et start et du 
protocole bas niveau avec les signaux VHDL. Les donnees reques du client sont envoykes 
au serveur par la cornmande write. Le serveur est averti par la commande start. Quand 
celui-ci termine, la valeur de retour du serveur. lu par la commande read. est renvoyee au 
client. 
On pourrait procider a une analyse similaire pour le deuxieme module 
hierarchique, appele (( te12 D. Ce module represente un serveur en materiel qui augrnente 
de un la valeur reye .  Le module d'interface (c inter-slave N permet de brancher un 
serveur au routeur. Quant au bloc (( te13 D, celui-ci contient un serveur en logicieI qui 
procede a des multiplications par dew. On est donc dispense de creer une interface 
matCrielle pour ce bloc. Picasso en creera une si ce bloc ne t o w e  pas sur le meme 
microprocesseur que le routeur. 
Le dernier composant est le routeur. Pour chaque client branche, deux ports 
esclaves sont reservks. Le premier est appele a comm D et re~oit  les informations pour 
itablir une nouvelle connexion. Le deuxitme port esclave, (c data H, reqoit les domees du 
client et les renvoie vers le serveur. Deux ports maitres sont reserves pour chaque 
serveur. Le premier s7appelle cc coiling n et permet d'appeler un serveur. Le deuxieme, 
cc data B, sert a envoyer les donnCes du client et recevoir les domkes du serveur. La &he 
du routeur est donc de brancher deux ports cc data )) ensembles pour que la 
communication soit possible. 
On peut gknerer ce systeme pour un microprocesseur- Le Tableau 6-3 r~sume le 
nombre de lignes et le nombre de fichiers des specifications entn5es par I'usager, 
compar6s a ceux du systeme g6nM par Picasso. 
Tableau 6-3 Cornparaison du routeur avant et apres g6nCration 
I 1 Nombre de lignes 1 Nombre de fichiers I 
Specification dans Picasso 
6.4 Analyse des r6sultats 
I I 
A la lumiere des rksultats precedents, on constate que Picasso vient aider a la 
conception en diminuant d'un facteur de 10 a 15 LOC (de I'anglais, (igne of code) la 
specification d'un systeme. Cela vient du fait que le niveau d'abstraction offert par 
Picasso est superieur. L'avantage est d'avoir une spkcification portable. Le risque 
d'eneur introduit par l'usager dam la spicification est reduit puisqu'il y a moins de 
lignes de code. 
65 1 
Systeme avec un i960 
L'exploration de diffkrente architecture est simplifiee. Si on dispose des 
reprt5sentations en logiciel et en materiel pour chaque module, on peut biittir facilement un 
ensemble de systemes complets et les departager les unes contre les autres en les 
simulant. 
9 
2286 I 24 
D'autres architectures de communication seront necessaires pour bien couvrir les 
di fferentes possibilit& d' implantation. Ainsi I' utilisation d' intemptions pour remplacer 
la phase oh I'on saute (polling) permettrait un gain en temps d'exicution. Une autre 
amelioration est d'utiliser une memoire pour remplacer les registres. Cela permettrait de 
diminuer la superficie requise lorsqu'on a affaire a de grands ensembles de domas.  
Chapitre 7 - Conclusion 
A titre de conclusion, ce chapitre-met en relief la r&disation de nos principaux 
objectifs fixes dans ce travail. Quelques idees de travaux futurs sont egalement 
proposees, reprenant diffkrentes suggestions faites tout au long du mtmoire. 
Au chapitre 1. nous avons vu d'abord ce qu'etaient les systemes embarques et les 
outils de co-design. Cela nous a permis de fixer des objectifs et criteres pour realiser une 
mCthodologie cherchant a simplifier ce probleme. On a vu au chapitre 1 que pour bien 
dkcrire un systeme dans une approche co-design, il faut utiliser des representations 
offrant des niveaux d'abstraction eleves et offrir une mkthodologie la plus complke qui 
soit. 
Ces objectifs ont ete raffines au chapitre 2. Nous y avons presente une revue de 
littirature visant a situer notre methodologie dans le monde du co-design, pour pennettre 
de prkiser les objectifs principaux. Cette revue de litterature nous a permis d'etablir un 
certain nombre d'objectifs a atteindre : 1) GCnerer automatiquement des architectures de 
systkme a partir d'une description oh le partitionnement est connu. 2) Concevoir des 
mkcanismes de communication de haut niveau, indkpendants de la nature des modules. 
L'utilite de cet objectif est de brancher du logiciel avec du materiel ou d'autres blocs 
Iogiciels. La communication devient indkpendante de la nature des modules. 3) Creer des 
interfaces pour Ctablir des liens de communication avec des processeurs. Cela est requis 
pour pennettre d'encapsuler les processeurs en bibliotheque et rendre leur utilisation plus 
facile par la methodologie. 4) Pouvoir explorer facilement differentes architectures, nous 
avons vu comment en changeant les parametres de construction, on peut cker des 
architectures diff6rentes et les sirnuler 
Au chapitre 3, on a vu comment les spkcifications sont dtifinies @ce a notre 
mithodologie. On a montre comment nous dicrivions un systtme a haut niveau en 
utilisant une syntaxe capable d'abstraire les communications pour rencontrer I'objectif 
#2. Cette syntaxe faisant partie egalement de modifications am langages C et VHDL. On 
a egalement montrk comment la saisie de spkification pouvait Stre independante de la 
nature des modules en utilisant la notion de port et d'interface. Chaque langage est 
capable d'exprimer la notion de port, ce qui pennet de &parer la communication du 
comportement. 
Au chapitre 4, nous avons montre un exemple d'architecture concue en vue d'etre 
facilement modifiable et r&ilisable. Cela a permit de defmir la notion de Ichip et archi 
pennettant de biitir la bibliotheque de processeurs et d'atteindre I'objectif #3. Ces 
modules permettent a la rnethodologie d'implanter la communication de haut niveau sur 
un systeme reel. 
Au chapitre 5 ,  nous avons montrk comment les specifications de haut niveau 
pouvaient Ctre traduites pour pernettre la construction de systkme. Cela a permit de 
rencontrer l'objectif # 1  et de montrer comment on peut generer des systemes 
automatiquement et comment passer d'une architecture a I'autre pour I'exploration de 
systkme en modifiant les parametres de construction. Ainsi, ajouter un deuxitme 
processeur vient modifier considerablement l'architecture finale mais son ajout a haut 
niveau est tres facile. 
Le chapitre 6 a permis de renforcer ces justifications en presentant des exemples 
d'utilisations typiques oh des systemes ont ete capturks, ginirks et verifiks avec le 
logiciet Seamless. Cela a permis de verifier la realisation de I'objectif #4. 
7.1 Travaux futurs 
Quelques travaux htws. ont ete soulignCs tout au long de mkmoire. On peut 
maintenant en dresser une liste synthbe visant a guider le htur developpement de la 
methodologie. 
Premierement, le concept de  partitionnement devrait 2tre automatique et utiliser la 
notion d'estimateurs. Pour rCaliser cet objectif, un seul langage devrait 2tre utilise pour 
decrire aussi bien du logiciel et du materiel. Ce meme langage devrait egalement 
supporter la notion de contrainte pour pennettre a des estimateurs de verifier quelle est la 
meilleure implantation pour une specification donnee. On pourrait ainsi exprimer la 
notion de <( contrainte de prgcedance )) pour relier les differents blocs fonctionnels awc 
contraintes de temps. Cela est en soi un domaine de recherche tres complexe. 
En deuxieme lieu. il serait interessant d'avoir des mecanismes de communication 
plus complexes a haut ni veau et une representation de ceus-ci a bas niveau. Par exemple, 
des rnecanismes pourraient pernettre de dCfinir des messages, de faire des appels 
bloquant ou non. Cela permettrait d'obtenir des specifications beaucoup plus pr6s du 
langage et de simplifier le travail de conception. 
On devrait Cgalement penser a utiliser un systerne d'exploitation temps reel 
standard. Cela permettrait d'avoir beaucoup plus de raffinement et &iterait d'avoir a 
concevoir nous-rnemes notre propre systeme. Cela diminuerait la courbe d'apprentissage 
des concepteurs en utilisant des composants deja c o ~ u s .  
Enfin, il faudrait dkvelopper la notion de Ichip et archi pour d'autres mecanismes 
de communication et d'autres processeurs. 
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Annexe 1 - i chip.h - 
# i n c l u d e  < s t d l i b . h >  
# d e f i n e  Pause i f  
(!setjmp(thread-env[GlobalThread]))tchange t h r e a d ( ) ; }  - 
e x t e r n  i n t  GlobalThread;  
e x t e r n  jmp buf thread env[nb- thread] ;  - 
void chang<thread ( ) ; 
v o i d  send  ( i n t  pCopro) ; 
v o i d  i o - p o l l i n g  ( ) ; 
v o i d  Lock ( i n t  i )  ; 
v o i d  Unlock ( i n t  i) ; 
v o i d  i n i t  thread ( ) ; 
v o i d  ~ t a r t ~ n ~ i n e  ( )  ; 
t y p e d e f  v o i d  ( 'Tthread-func) ( ) ; 
v o i d  init ( )  ; 
#define p o l l i n g  m e m  + ( in t* )0x60000000  
# d e f i n e  ctrl-me; + ( i n t * )  0x50000000 
# d e f i n e  t r u e  1 
#define f a l s e  0 
Annexe 2 - data type.h - 
typedef long PIC-inti 
typedef char PIC-bool; 
typedef struct -PIC-sum{ 
PIC int x; 
~ ~ c - i n t  Y; 
1 PIC-sum; 
/ *  generated by picasso, 1999, 2000 +/  
#include "data-type. h" 
#include "i-chip. h" 
#define object-2-my - port - data-in (*(PIC-int*)1073741824) 
#define object - -  2 my - port - data-out (*(PIC-sum*)1073741828) 
# d e f i n e  object - 3 - receptor - data-in ('(PIC-sum*)1073741836) 
void my-thread-thread ( ) 
I 
£or(;;) ( 
PIC int result; - 
object-2-my-port data-out . x=40; 











void init() ( 1  
Tthread-func 
thread~func[~=INULL,object~3~receptor~slave,rny - thread - thread) ;  
void main() 
i 
init - thread() ; 
/*lock the slave threadc/ 
Lock(1); 
Annexe 4 - i - chip.c 
jmp buf thread envlnb thread]; 
int-thread-sta;ted[nbVthread] ={O 1 ; 
int thread lock[nb thread]={0); - 
int ~lobalThread; 
char thread stack[nb_threadj ll024'thread stack size]; - - 
char 'threaxstack ptr[nb thread]; - 
int ID comm[nb thread]; - 
extern Tthread-func ihread-funcl]; 




if (GlobalThread==nb thread) ( - 
io-polling ( ) ; 
GlobalThread=O; 
1 
1 while (thread lock [GlobalThread] ==1 I I 
! thread-func [~lobal~hread] ) ;
- 
asm (int, "ld -GlobalThread, go'', "Id thread stack (go), fpw,  "addi - - 
24 ,  fp ,  s p " ) ;  
thread started[GlobalThread]=l; 
threadIf unc [~lobal~hread] ( ) ;
} else ( 
long jmp ( t hread-?n-r [GlobalThread] , 1 ) ; 
1 
1 
void send ( int pCopro) 
{ 
ctrl-rnem=pCopro; 
Lock (GlobalThread) ; 
ID-comm[pCopro-l]=GlobalThread; 
1 
void Lock (int i )  
I 
thread-lock [i] =l; 
1 
void Unlock (int i) 
{ 
thread-lock [i] =O; 
1 
void io-polling ( ) 
I 
f o r k ; )  ( 
int value=polling-mem; 
if (!value) { 
break; 
) else { 
Unlock ( ID-comm [value- 
1 
polling - mern=value; 
1 
1 
void init - thread() 
I 
/*init the thread4/ 
int i; 
for (i=O;i<nb thread;i++) I 
if (thrgsd-func[i]) ( 
thread stack-ptr[i]=thread - stack[i]+64- 
( (long) thread-stack[iJ ) % 6 4 ;  
1 
ID - comrn[i]=i; 
1 
1 
void ~tartEngine ( ) 
I 
i n i t ( ) ;  
/+let start ! ! '/ 
GlobalThread=-1; 
change-thread ( ) ; 
Annexe 5 - copro-type i960 1-code.vhd - - 
-- generated by picasso, 1999, 2000 
library ieee; 
use ieee-std-logic 1164.all; - 
use ieee-std-logic-arith-all; 
use ieee-std-logic signed-all; - 
use work-data-type-all; 
use work-arch type i960-1-code-all; - - 
entity copro type i960-1-code is - - 
object-2-my port data-in : in PIC int:=O; - - - 
object-2-my-port data-out : inout PIC-sum:=(O,O); - 
object-3 receptor data in : in PIC-sum:=(O,O); - - - 
object-3-receptor-data-out : inout PIC-int:=O; 
copromem-cs : in std-logic; 
address : in address-bus i960 1 code; - - - 
copro-data-in : in data-bus-i960-1-code; 
copro-data-out : out data-bus-i960-1-code; 
w rbar - : in std-logic 
1; 
end copro - type-i960-1-code; 
architecture behave of copro-type-i960-1-code is 
begin 
process(copro~mem~cs,address,copro~data~in,w~rbar,object~2~~~~p~~t 
- data-in,object - -  2 m y  - port - data-out,object - 3 - receptor-data-in,object - 3 - r 
eceptor-data-out) 
begin 
copro - data-out<= (others=>'O1) ; 
if copro-mem-cs='lt then 
if ( W  rbar='ll) then - 
case 
conv~integer(address(address~bus width i960 1-code-9 downto 0)) is - - - 
when 1=> 
object-2 - my - port data out.x<=conv integer(copr0-data-in); - - - 
when 2=> 
object-2-my port data out.y<=conv~integer(copro~data~in); - - - 




conv - inteqer(address(address bus w i d t h  1960 1 code-9 downto 0)) is - - - - - 
w h e n  O=> 
copro data out<=conv std logic vector(object-2-rny-port-data-inrdata-~us - - - 
- width i960 1 code); - - - 
when 1=> 
copro~data~out<=conv~std~logic~vector(object - -  2 my - port-data out.x,data- - 
bus width i960 1 code); - - - - 
when 2=> 
copro-data out<=conv std logic~vector(object~2~my~port~data~out.y,data~ - 
bus - width i960 1 code); - - - 
when 3=> 
copro~data~out<=conv std logic-vector(object 3 receptor-data-in.x,data- - - - 
bus-width - i960-1 code); - 
when 4=> 
copro-data-out<=conv std logic~vector(object~3~receptor~data in.y,data- - - 
bus - width i960-1 cod:); - - 
when 5=> 
copro~data~out<=conv - std - logic~vector(object~3~receptor~data~out,data~b 
u s  w i d t h  i960 l-code) ; - - - 
when others => NULL; 
end case;  
end if; 
end if; 
end  process ;  
end behave; 




-- This is the address-decode for the memory controller of i960KX 
-- testbench. 
-- 
-- Copyright (c) MENTOR GRAPHICS CORPORATION 1995 All Rights Reserved 
-- UNPUBLISHED, LICENSED SOFTWARE. 
-- CONFIDENTIAL AND PROPRIETARY INFORMATION WHICH IS THE 






entity address-decode is 
port ( 
addr in : in std louic vector ( 31 downto 4 ) ;  - - - 
banklo-cs : out stdIiogic := '1'; 
bank-1-cs : out std-logic := '1'; 
picasso-io-cs : out std-logic := '1'; 
cs - fault : out std-logic := '1' 
) ;  
end address-decode; 
architecture behave of address - decode is 
begin 
begin 
-- This design is modeled with 1/2 Mbyte static RAMS 
address bus) 
-- originating at address 0. Set the chip select for 
static 
-- RAMS based on address bus in. 
if (addr-in(31 downto 21) = "00000000000") then 
picasso-io-cs <= '1'; 
cs-fault <= ' 1' ; 
if (addr-in(20) = 'Of) then 
bank-0-cs <= '0'; 
bank-1-cs <= 'I*; 
e l s i f  (addr-in(20) = '1' ) then 
bank-0-cs <= '1'; 
bank-1-cs <= '0'; 
(18 bit 
these 
end i f ;  
e l s i f  (addr-in(31 downto 30) = "01") then 
picasso-io-cs <= ' 0 ' ;  
bank-0-cs <= '1'; 
bank 1 cs <= '1'; - - 
cs-fault <= ' I ' ; 
else 
picasso-io-cs <= '1'; 
bank-0-cs <= ' 1'; 
bank-1-cs <= '1'; 




Annexe 7 - address 1atch.vhd - 
address-latch-vhd 
This is the address latch for the memory controller of i960KX 
testbench. This latznes the address bus on the falling edge of 
The four least significant bits are not Latched because they are 
controlled by the burst logic- 
Copyright (c) MENTOR GRAPHICS CORPORATION 1995 All Rights Reserved 
UNPUBLISHED, LICENSED SOFTWARE. 
CONFIDENTIAL AND PROPRIETARY INFORMATION WHICH IS THE 
PROPERTY OF MENTOR GRAPHICS CORPORATION OR ITS LICENSORS- 
library ieee; 
use std-textio-all; 
use ieee.std-logic 1164.all; - 
entity address-latch is 
port ( 
a 1 e-ba r : in std-logic; 
addr in : in std-logic-vector( 31 downto 3 1 ;  
addr-out  : out std-logic-vector( 31 downto 4 ) := 
" z Z z z Z Z Z Z z Z Z z z Z z z Z z Z Z Z z z z z z z z "  
1 ;  
end address-latch; 
architecture behave of address latch is - 
begin 
process ( ale-bar ) 
begin 
if (ale bar = '0') then - 




Annexe 8 - burst - logic.vhd 
-- burst-logic-vhd - Control burst data cycles for i960kx- 
-- 
-- This is the address latch for the memory controller of i960KX 
-- - testbench- 
-- 
-- Copyright (c) MENTOR GRAPHICS CORPORATION 1995 All Rights Reserved 
-- UNPUBLISHED, LICENSED SOFTWARE. 
-- CONFIDENTIAL AND PROPRIETARY INFORMATION WHICH IS THE 




use ieee-std logic-ll64.all; 
use ieee.std~logic-arith-all; 
--use ieee.std~loqic~ll64~~:1,tsnsions~a11; 
entity burst-logic is 
port ( 
addr-in : in std-logic-vector ( 3 downto 0 ) ; 
den-bar : in std logic; 
ads-bar : i n  std-logic; 
ready-Sa r : in stdIlogic; 
cycle-in-progress : out std-logic : = ' 0 ' ; -- asserted high 
addr 3 2 - - : out std logic vector( 3 downto 2 ) := 
11 0 0 " - - 
) ; 
end burst-logic; 
architecture behave of burst-logic is 
begin 
process 
variable size-bits : std-logic-vector( 1 downto 0 1;  
variable addr-bits : std-logic vector( 3 downto 2 1 ;  - 
begin 
-- If ADS is asserted (low) and DEN is not asserted (high), 
-- then we are at the beginning of a bus cycle. We initialize 
our 
-- counters and assert (high) cycle-in-progress. 
if ((ads-bar /= '0') or (den bar /= '1')) then - 
wait until ( (ads-bar = '0' ) and (den bar = ' 1 ' ) ; - 
end if; 
size-bits := addr-in(1 downto 0); -- initialize from LAD[l:O] 
addr bits := addr in(3 downto 2); - - -- initialize from LAD[3:2] 
addr 3 2 <= addr-bits; - - 
cycle-in-progress <= '1'; 
wait until (ready-bar'event and (ready-bar = '1') ) ;  
while (size-bits /= " 0 0 " )  loop 
size-bits := unsigned (size-bits) - I; 
addr bits := unsigned (addr bits) + 1; - 
addr-3 2 <= addr bits; - - 
wait until (readLbarlevent and (ready-bar = '1')); 
end loop; 
cycle-in-progress <= '0'; -- deassert 
wait on ads-bar, den bar; - 
end process; 
end behave; 
Annexe 9 - byte enable latch.vhd - - 
-- byte-enable latch. vhd - -- 
-- This is the byte enable latch fox the memory controller of i960KX 
-- - testbench. 
-- Copyright (c) MENTOR GRAPHICS CORPORATION 1995 All Rights Reserved 
-- UNPUBLISHED, LICENSED SOFTWARE. 
-- CONFIDENTIAL AND PROPRIETARY INFORMATION WHICH IS THE 




use ieee-std-logic-ll64,all;  
entity byte enable-latch is - 
port ( 
a l e  bar - : in std logic; -- address latch enable - 
from c p u  
ready-bar : in std-logic; -- ready from mem 
controller 
be-in bar - : in std_logic-vector( 3 downto 0 ) ;  -- i n  
from cpu 
be out-bar : out std-logic-vector( 3 downto 0 ) :="1111" 
-- out to mem 
1;  
end byte-enable-latch; 
architecture behave of byte-enable-latch is 
begin 
process 
variable next-be : std-logic-vector(3 downto 0 )  := "1111"; 
begin 
if (alebar'event and (ale bar = '0')) then - 
next-be : = be-in-bar; 
be-out bar <= be-in-bar; - 
end if; 
if (ready-bar 'event) then 
if (ready-bar = ' 1 ' ) then 
be-out-bar <= next-be; 
else 
next-be := be-in-bar; 
end if; 
end if; 
wait on ale-bar, ready - bar;  
end process; 
end behave; 
Annexe 10 -sram-if.vhd 
-- srarn if-vhd - output control lines to SRAM for i960KX mem 
controller. 
-- 
-- This is the address-latch for the memory controller of i960KX -- testbench. 
-- Copyright (c) MENTOR GRAPHICS CORPORATION 1995 All Rights Reserved 
-- UNPUBLISHED, LICENSED SOFTWARE, 
-- CONFIDENTIAL AND PROPRIETARY INFORMATION WHICH IS THE 




use ieee.std logic-1164.all; - 







we out bar - - 
"1111" 
: in std-logic; 
: in std logic; 
: in std~logic-vector( 3 downto 0 ) ;  
: out std-logic-vector( 3 downto 0 ) : =  
: out std-logic-vettor( 3 downto 0 ) : =  
end srarn-if; 
architecture behave of sram-if is 
begin 
process ( be-bar, oe-in-bar, we-in-bar ) 
begin 
oe-out-bar ( 3 ) <= oe-in-bar or be-bar (3) ; 
oe out-bar (2) <= oe-in-bar or be-bar (2) ; 
oerout-bar ( 1 ) <= oe-in-bar or be-bar (1) ; 
oe out-bar (0) <= oe-in-bar or bebar (0) ; - 
we out-bar (3) <= we-in-bar or be-bar (3) ; 
we-out-bar (2) <= we-in-bar or be-bar (2) ; 
we-out-bar ( 1 ) <= we-in-bar or be-bar ( 1) ; 




srarn-we-bar <= '0'; 
when ' a '  => 
sram-we-bar <= '1'; 
sram-oe-bar <= '0'; 
when others => 
sram-oe-bar <= '1'; 
sram-we-bar <= '1'; 
end case; 
wait until (clk2'event and (clk2 = '1')); -- 2nd hi clk2 of 
while (cycle-in-progress = '1') loop 
-- insert wait state processing here 
if (write-read-bar = 'I1) then 
sram-we bar <= '0'; 
wait f o r  1 ns; 
end if; 
ready-bar <= '0'; 
READi'  
-- Assert 
wait for 0 ns; -- force delta to propagate value 
wait until (clk2'event and (clk2 = '1')); -- 1st hi 
c l k 2  Td 
-- The Miami srams latch the data on writes on the 
aeassertion 
-- of either CE- or WE-. This next if statement makes 
sure 
-- that WE- is deasserted before LAD is released. 
if (write-read-bar = '1') then 
sram-we-bar <= '1'; 
end if; 
wait until (clk2'event and (clk2 = '0')); -- 1st lo 
clk2 Td 
READY 
ready-bar <= '1'; -- deassert 
wait until (clk2'event and (clk2 = 'I1)); -- 2nd hi 
end loop; 
sram-oe-bar <= '1'; 
sram-webar <= '1'; 
end if; 
wait on cycle-in-progress, sram-cs-bar; 
wait for 1 ns; 
end process; 
end behave; 
Anneae 12 -a rch-typeJ960-1-code.vhd 
library ieee; 
use ieee. std logic-1164- all; - 
package arch-type-i960-1-code is 
constant nb copro-i96O_l_code:integer:=2; - 
constant data-bus-width-i960_I_code:integer:=32; 
constant address-bus-width-i960 - 1 - code:integer:=28; 
subtype data-bus-i960-1-code is 
std-logic vector(data bus-width-i960-1-code-l downto 0 ) ;  - - 
subtype address-bus-i360-1-code is 
std~logic~vector(address~bus~uidth i960 1-code-i downto 0 ) ;  - - 
subtype copro type i960-1-code is integer range 0 to 
nb~copro~i960~l~code+l; 
type fifo erray type-i960 1 code is array(copro-type i960-l-code) of - - - 
copro-typ<i960~l-code; 
type copro-ask-type-i960-1-code is array(coprc-type i960-1-code) of - 
std-logic; 
end arch-type - i960-1-code; 
Annexe 13 -copro master-vhd - 
library ieee; 











: out std-logic; 
: in std-logic; 
: in std-logic; 
: in std-logic; 
out std-logic; 
in std-logic:='O1; 
: in std logic:='O' - 
end copro-master; 
architecture behave of copro-master is 
begin 





wait until clk'event and clk='O1; 
if (reset='ll) then exit reset-loop;end if; 
while (copro start='O1) loop 
wait until clk'event and clk='Ov; 
if (reset='ll) then exit reset-1oop;end if; 
end loop; 
copra-as k<= I 1 ' ; 
while (copro-ack='O1) loop 
wait until clk'event and clk='O'; 
if (reset='l') then exit reset-1oop;end if; 
end loop; 
copro-ask<='O1; 
while (resume-copra=' 0 ' ) loop 
wait until clk'event and clk='O1; 
if (reset='ll) then exit reset-1oop;end if; 
end loop; 
unlock<=' 0 ' ; 
while (copro-start='ll) loop 
wait until clk'event and clk='O1; 
if (reset='ll) then exit reset 1oop;end if; - 
end loop; 
end loop reset-loop; 
end process master; 
end behave; 
Annexe 14 -copro slave.vhd - 
library ieee; 
use ieee-std-logic-ll64.all; 
entity copro-slave is 
port ( 
unlock : in std-logic; 
clk : in std-logic; 
reset : in std-logic; 
copro-start : out std-logic; 
copro-ask : out std-logic; 
copro-ack : in std-logic:='O'; 
resume-copro : in std-logic:='O' 
1; 
end copro-slave; 
architecture behave of copro-slave is 
begin 





wait until clk'event and clk='O1; 
if (reset='ll) then exit reset-1oop;end if; 
while ( resume-copro= ' 0 * ) loop 
wait until clk'event and clk='O1; 
if (reset='l') then exit reset-1oop;end if; 
end loop; 
while (unlock='O1) loop 
wait until clk'event and clk='O' ; 
if (reset='ll) then exit reset 1oop;end if; - 
end loop; 
copro-start<=' 1 ' ; 
while (unlock='ll) loop 
wait until clk'event and clk='O1; 
if ireset=' 1' ) then exit reset-1oop;end if; 
end loop; 
copro-start<='O1; 
copro-as k<= ' l * ; 
while (copro-ack=' 0 ' ) loop 
wait until clk'event and clk='O1; 
if (reset='l') then exit reset-1oop;end if; 
end loop; 
end loop reset-loop; 
end process slave; 
end behave; 
An nexe 15 -architec~i960~l~code.~hd 
library ieee; 
use ieee-std logic 1164.all; 
use ieee-std-logic-signed.all; 
use ieee.std-logic-arith-all; 
use work. arch type-i960-1-code. all; - - 
entity architec i960-1-code is - 
port ( 
oe : in 








: in std logic; - 
std-logic; 
std-logic; 
: inout data-bus-i960 - 1 - code:=(others=>'Z1); 
: out data bus-i960-1-code; 
: in data bus i960-1-code; 
: in address-bus-i960 - 1 - code; 
: in std logic; 
: in std-logic; - 
: in std logic; - 
copro-ask : in coprc ask type-i960-1-code; 
copro-ack : out copr<as~type~i960~~~code:=(others=>'O'); 
resume-copro : out 
copro-ask-type i960_l_code:=(others=>'0'); - 
copro-mem-cs : out std-logic 
end architec i960 1 code; - - - 
architecture behave of architec i960-1-code is - 
signal fifo se1ect:std-logic:='O1; 
signal ctrl-select : std-logic:='Of; 
signal fifoIdata-in : data-bus-i960 - 1 - code; 
signal fifo-data out : copro type i960-1-code; - - - 
begin 
decode : 





f i fo -da ta - in<=(o thers=> 'OV);  
data<=(others=>'Z1); 
if cs-bar='Of and (we=*Of or oe='Of) then 
if address (address-bus-width- i960- lcod-  downto 
address-bus width i960-1-code- - 
2)="10m then 
fifo-select<='ll; 
if w rbar='O1 then - 
data<=CONV STD LOGIC VECTOR(0,data bus width i960-1 code-7) & - - 




elsif address(address-bus width i960-1-code-1 downto - - 




~ ~ p r ~ m e m ~ c s c = ' l ' ;  
if w-rbar='O' then 






end process decode; 
fifo : process 
variable fifo array:fifo-array-typeei96O01-code; 
variable inde~fifo:copro-type-i960 1 code; - - 
variable index copro:copro~type~i96O~l~code; - 
begin 
reset-loop : loop 
fifo-array:=(others=>O); 
index fifo: =l; 
indexIcopro: =l; 
copro-ack<=(others=>'O'); 
fifo data out<=O; - 
loop-- 
then 
wait until clk'event and clk='lV; 
if (reset='l') then exit reset 1oop;end if; - 
fifo data-out<=O; 
copr<ack<= (others=>'O ' ) ; 
if (fifo-select='l') then 
if (W rbar='l') then - 
if fifo-data-in=fifo array( 1) and index fifo/=l - - 
for i in 2 to fifo-array'length-1 loop 
fifo array(i-1) :=fife-array(i) ; - 
end loop; 
fifo-array(fifo arrayVlength-l):=O; 
index-f i f o : =index f ifo- 1 ; - 
end if; 
else 
fifo-data-out<=fifo array(1) ; - 
end if; 
else 
if (copro-as k (index-copro) ='11 ) then 
fifo - array(index-fifo):=index - copro; 
copro~ack(index~copro)<='l'; 
index-fifo:=index - fifo+l; 
end if; 







end loop reset-loop; 
end process fifo; 
ctrl-unit : process 
begin 
reset-loop : loop 
resume-cop~o<=(others=>'O'); 
wait until clk'event and clk='ll; 
if (reset='ll) then exit reset-loop; end if; 
while (ctrl-select='Ot) loop 
wait until clk'event and clk='ll; 
if (reset='ll) then exit reset-loop; end if; 
end loop; 
resume-copro (conv integer (data (7 downto 0) ) ) <= '1 ' ; 
wait until clk'event and clk='lv; 
if (reset='ll) then exit reset-loop; end if; 
resume-copra<= (others=>' 0 ' ) ; 
while (ctrl-select/='O1) loop 
wait until clk'event and clk='ll; 
if (reset='lV ) then exit reset-loop; end if; 
end loop; 
end loop reset-loop; 
end process ctrl-unit; 
end behave; 
Annexe 16 -archi-i960-1-code.vhd 
library ieee; 
use ieee-std logic 1164.alf; 
use ieee-std-logic~signed.all; 
use ieee.stdIlogic-arith.al1; 
use work-data-type - all; 
use work-arch - type - i960-1-code- all; 
entity archi - i960-1-code is 
object-2-my-port-data-in : in PIC int:=O; 
object-2-my-port-data-out : inout-PIC-sum:=(0,0); 
object 2-my-port-start : out std logic: =' 0 ' ; 
ob je~t~2-m~-~ort-unlock : in stdIlogic; 
object 3-receptor-data-in : in PIC-surn:=(O,O); 
objectI3-receptor-data-out : inout PIC int:=O; 
object-3-receptor start : in std logic; 
ob j rct-3-receptorIunlock : out std-logic; 
cs-bar : in std-logic; 
oe : in std logic; 
we : in std-l&ic; 
data : inout data-bus-i960 - 1 - code; 
address : in address-bus-i960 - 1-code; 
w rbar : in std logic; 
cik : in std>ogic; 
reset : in std logic - 
1 ; 
end archi i960 1 code; - - - 




oe : in 












inout data bus i960-1-code; 
out data bus iG60-1-code; 
in data bus i960-1-code; 
in address bus-i960-1-code; 
in std-logic; 
in std logic; 
in stdIlogic; 
copra-ask type-i960-1-code; 
copro-ack : out copro - asE - type-i960-1-code; 
resume-copro : out ~opro-ask-type-i960-1~code; 




unlock : out std-logic; 
clk : in std-logic; 
reset : in std-logic; 
copra-start : in std-logic; 
copro-as k : out std-logic; 
copro-ack : in std-logic; 
resume-copro : in std-logic 
1;  
end component ; 
component copro-slave 
port ( 
unlock : in std-logic; 
clk : in std-logic; 
reset : in std-logic; 
copro-start : out std-logic; 
copro-as k : our std-logic; 
copro-ack : in std-loqic; 
resume-ccpro : in std-logic 
1;  
end component; 
component copro type-i960 L code - - - 
port ( 
object 2-my-port-data-in : in PIC-int; 
0bjectI2-m~-~ort data-out : inout PIC-sum; 
object-3-recepco;-datqin : in PIC-sum; 
object-3-receptor-data-out : inout PIC-int; 
copro-msm-cs : in std-logic; 
address : in address-bus-i960-1-code; 
copro-data-in : in data-bus-i960-1-code; 
copro-data-out : out da ta-bus-i960-l-code; 
w-rbar : in std-logic 
1 ;  
end component; 
signal copro-ask : copro-ask-type i960-1-code:=(others=>'O'); - 
signal copro-ack : copro-ask-type-i960-1-~ode:=(others=>~O~); 
signal resume-copro : copro - ask - type-i960-1-code:=(others=>'O1); 
signal copro-mem-cs : std-logic:='Oi; 
signal copro-data-in,copro-data-out : data - bus - i960 - 1 - code; 
begin 









copro-as k=>copro-as k, 
copro~ack=>copro~ac k, 
r e ~ ~ m e , ~ ~ p r ~ = > r e ~ u r n e ~ c o p r o ,  
copro~mem~cs=>coprocopro_mem_cs=>copro_mem_csmem~cs 
1 ; 
slave~object~2~my~port:copro~slave port map( 
u n l o c k = > o b j e c t ~ 2 ~ m y ~ p o r t t u n l o c k ,  
cl k = > c l  k, 
reset=>reset, 
copro~start=~object~22rnyyportOstart, 
copro-as k=>copro-as k ( 1 ) , 
copro~ack=~copro~ack ( 1 ) ,
resume~copro=~resumeresume_copro=>resume_coproo~~pr~(1) 
1; 
rnaster~object~3~receptor:copro~master po t map( 




copro-as k=>copro ask ( 2 1 , 
copro~ack=>copro~ack (2 , 
resume~copro=~resume~copro(2) 
1; 
mem-copro-type:copro type-i960-1-code port map( 
0bject-2-m~-~o;t data-in=>object - -  2 my - port data in, 
o b j e c t ~ 2 ~ m y ~ p o r t ~ d a t a ~ o u t = > o b j e c t ~ 2 ~ m y ~ p o r < d a t ~ o u t ,  
object-3 recepto; data-in=>object_3_receptor_data_in, 
object~3~receptor-data~out=~objectt3~receptor~data~out, - 
c ~ p r ~ ~ m e m ~ c ~ = ~ c ~ p r ~ ~ r n e m ~ c s ,  
address=>address, 
end picasso; 
Annexe 17 -i-chip.vhd 
-- This design instatntiates an i960ka bus interface and uses it to 
-- access to local memory. 
-- adapte pour un kx 
library ieee; 
use ieee.std-logic 1164.all; 
use std-standard-ail; 







~ ~ I b a r  
CLK 
RESET 
: inout std-logic : = ' I r ;  
: out std-logic-vector(27 downto 0 ) ;  
: inout std-logic vector(31 downto 0); - 
: inout std-logic; 
: inout std-logic; 
: inout std-logic; 
: inout std-logic; 
: inout std logic - 
1 ;  
end i - chip; 
architecture picasso of i-chip is 
-- 
-- COMPONENT DECLARATIONS 
-- 
--- 
--i960kx Bus interface Model 
component i 960 kx 
port ( 
LAD31 0 
L O C K ~ A R  









: inout std-logic-vector(31 downto 0); 
: inout std-logic; 
: inout std - logic; 
in std logic; 
: in-std-logic; 




: in std-logic; 
: out std-logic; 
ADS BAR 
w - R-BAR  
DT - R - BAR 
DEN BAR 




INTO - BAR 
) ;  
: out std-logic; 
: out std logic; 
: out stci~logic; 
: out std-logic; 
: out std logic-aector(3 downto 0) ; - 
: out std-logic; 
: out std-logic; 
: out std-logic; 
: in std-logic 
end component; 
for all :i960kx use entity work.i960kx(interface); 
component address-decode is 
port ( 
addr-in : in std-logic-vector( 31 downto 4 ) ;  
bank - 0 - cs : out std logic; 
bank-1-cs : out stdIlogic; 
picasso-io-cs : out std-logic; 
cs - fault : out std-logic 
1; 
end component; 
for all :address-decode use entity work.address decode(behave); - 
component address-latch is 
port ( 
ale-bar : in std-logic; 
addx-i n : in std-logic-vector( 31 downto 4 ) ;  
addr-out : out std-logic-vector( 31 downto 4 ) 
1; 
end component; 
for all :address latch use entity work.address latch(behave); - - 
component burst-logic is 
port ( 
addx-in : in 
den-bar : in 
ads-bar : in 
ready-bar : in 
cycle-in-progress : out 
addr-3 2 - : out 
1; 





std logic vector( 3 downto 2 ) - - 
end component; 
component byte-enable-latch is 
port ( 




be-i n-ba r 
from cpu 
be - out-bar 
to mem 
1; 
: in std-logic; -- address latch enable 
: in std-logic; -- ready from mem 
: in std-logic vector( 3 downto 0 ) ;  -- - in 
: out std logic vector( 3 downto 0 ) -- - - out 
end component; 
for all :byte enable latch use entity work.byte enable latch(behave1; - - - - 
component sram-if is 
port ( 
oe-in-bar : in std-logic; 
we-in-ba r : in std-logic; 
be bar : in std logic vector( 3 downto 0 ) ; 
oeIout-bar : out stdIlogic-vector( 3 downto 0 ) ;  
we - out-bar : out std-logic-vector( 3 downto 0 ) - 
1; 
end component; 
for all :sram-if use entity wcrk-sram-if (behave) ; 
component timing-control is 
port ( 
sram-cs-bar : in 
write-read-bar : in 
c l k 2  : in 
den bar : in 
~~cie-in-~ro~ress : in 
ready-bar : out 
sram-oe-bar : out 










end component ; 
for all :timing-control use entity work.timing-control(behave); 
component sram is 
generic (NUM DATA BITS: INTEGER:=8; 
NUMADDR-BITS: INTEGER:=I8); - - 
port ( 
ADDR : in std logic vector( NUM ADDR BITS-I downto 0 ) ;  - - - 
CE : in std logic; 
DQ : inout std logic vector( NUM-DATA-BITS-1 downto 0 ) ;  - 
OE : in std logic; 




addr-latch : address-latch 
port map ( 
ale-bar => ALE bar, 
addr in => LADT~~ downto 4 ) ,  
addrIout => LATCHED ADDR(31 downto 4) - 
1; 
chip select : address-decode 
port map( 
addr in => LATCHED ADDR(31 downto 41, 
bank-0 cs - - => BANK 0 CS-bar, - - 
bank I cs - - => BANK 1 CS bar, - -  - 
picasso-io-cs => a r c h i  cs bar. 
cs fault => cs fault - - 
I ;  
burst-control : burst-logic 
port map ( 
addr-in => 
den-ba r => 
ads bar => 
ready-bar => 
cycle-in-progress => 
addr 3 2 - - => 
f ;  
be - latch 
port 
: byte enable-latch - 
map ( 
ale-bar => ALE bar, - 





LATCHED-ADDR(3 downto 2) 
ready-bar => READY bar, 
be-in-bar => BE bar(3 downto 0 )  , 
be out bar => LATCHED BE bar (3 downto 0) - - - - 
readygen : timing-control 
port map ( 
srarn-cs-bar 
write - read-bar 






1 ;  
srarn-control : sram-if 
port map ( 
oe-in-bar => OE bar, 
we-in-bar =>  bar, 
be-bar => LATCHED 
ANY CS bar, 






WE - bar 
BE bar (3 downto 0 1 , 
oe out bar => SRAM-OE-bar(3 downto O), 
weautbar => SRAM - WE - bar(3 dormto 0) 
) ;  
cpu : i960kx 
p o r t  map ( 
LAD31 0 => LAD, 
LOCK &R => LOCK BAR, - 
1 ~ ~ 3 - B A R  - IMTA BAR - => INT3 - INTA - bar, 
CLK~- => CLK, 
READY - BAR => READY-bar, 
HOLD => HOLD, 
BADAC BAR => BADAC-bar, 
RESET- => RESET, 
INTI => INTI, 
INT2 INTR => INT2 INTR, 
ALE BAR => ALE bor, 
ADS-BAR => ~ ~ s - b a r ,  
w - R-BAR  => w R bar, - - 
DT R BAR - - => DT R-bar, 
DEN BAR =>  bar, 
 BE^-0 BAR - - => 8~ bar, - 
HLDA => HLDA, 
CACHE => CACHE, 
FAILURE BAR => FAILURE bar, 
bank0 byte0 : sram - 















bank0-byte2 : sram 






1 ;  
bank0 - b y t e 3  : sram 
=> IAC bar-INTO bar - - - 
LATCHED ADDR(19 downto 2), 
BANK - -  0 CS - bar, 
LAD(7 downto 01, 
SRAM-OE-bar ( 0 1 , 
SRAM WE-bar (0) - 
LATCHED-ADDR(19 downto 2 ) ,  
BANK - -  0 CS - bar, 
LAD(15 downto 8), 
SRAM OE-bar (1) , 
SRAMIWE-~~~ ( 1 ) 
LATCHED ADDR(19 downto 21, 
BANK-o-Es-~~~, 
LAD(23 downto l6), 
SRAM OE_bar(2), 
SRAM- bar ( 2 ) - 
p o r t  map ( 
ADDR => LATCHED ADDR(19 downto 2), 
CE => B A N K - O - Z - ~ ~ ~ ,  
DQ => LAD(31 downto 24), 
OE => SRAM OE_bar(3), 
WE => S R A M I W E _ ~ ~ ~ ( ~ )  
1 ;  
bankl byte0 : sram 
map ( 
ADDR => LATCHED ADDR( 19 downto 2 ) ,  
CE => BANK - -  1 CS - bar, 
DQ => LAD(7 downto 0), 
OE => S W I  OE bar(O), 
WE => sE?AMIwEI~~~(o~ 
1 ;  
bankl byte1 : sram 
Fcft map ( 
ADDR => LATCHED-ADDR(19 downto 21, 
CE => BANK - -  1 CS - bar, 
DQ => LAD(15 downto 8 ) ,  
OE => SREM OE barll), 
WE => SW&I-WE-~~~(~) - - 
1; 
bankl byte2 : sram 
map ( 
ADDR => LATCHED ADDR(I9 downto 21, 
CE => BAMK-~-SS-~~~, 
DQ => LADi23 downto 1 6 ) ,  
OE => SWJ.1 OE bar(21, 
WE => S R W I - W E - ~ ~ ~  - - ( 2 )  
1; 
bankl-byte3 : sram 
port map ( 
ADDR => LATCHED ADDR(19 downto 2), 
CE => BANK 1-%-bar, 
DQ => LAD(S~ downto 24), 
-- Clock generator 
r-w-bar <= not w-r-bar; 
ANY-CS-bar <= BANK 0 CS-bar and BANK 1 CS-bar and archi cs bar and - - - - - - 
CS-FAULT ; 
--RESET bar <= not RESET; 
READY-bar <= SRAM READY-bar; - 











wait for 100 ns; 
clk<='lV; 
wait for 100 ns; 
end process; 
end picasso; 
Annexe 18 -client v final vhdl-vhd - - - 
library ieee; 
use ieee-std-logic 1164.ALL; 
use ieee-std-logic-arith.ALL; 
use ieee. std logic-signed.AL~; 
use work .datatype>ll; 
entity client-v-final vhdl is - 
port ( 
add data in : in PIC int :=0; 
adduataIout : inout-PIC-sum:=(0, 0) ; 
add-start : out std-logic:='O'; 
add-unlock : in std-logic; 
clk : in std-logic:='O'; 
reset : in std-logic 
1; 
end client v final vhdl; - - 
architecture picasgo of client-v-final vhdl is - 
begin 
process 
variable result: PIC int ; - 
begin 
reset-loop: loop --init 
add-data-out.x<=14; 
add-data-out.y<=17; 
wait until clk'event and clk='lV; 
if (reset='lV) then exit reset-loop; end if; 
--Start developped 
while add-unlock='O1 loop 
wait until clk'event and clk='l'; 
if (reset='l' ) then exit reset-loop; end if; 
end loop; 
wait until clk'event and clk='l'; 
if (reset='l1) then exit reset-loop; end if; 
add start<=' 1 ' ; 
whiie add unlock='ll loop 
wait until clk'event and clk='lt ; 
if (reset='lV) then exit reset-loop; end if; 
end loop; 
add start<='08 ; 
wait until clk'event and clk='lt; 
--end Start 
result:=(add data in); - - 
wait; 




Aonexe 19 -adder-v-final vbdl-vbd - 
library ieee; 
use ieee-std-logic-ll64.ALL; 
use ieee-std logic-arith-ALL; 
use ieee . std~logic-signed. ALL; 
use work-data-type-all; 
entity adder-v-final-vhdl is 
port ( 
clk : in std-logic; 
reset : in std-logic; 
value-data-in : in PIC-sum:= (0,O) ; 
value-data-out : inout PIC-int:=O; 
value-start : in std-logic; 
value-unlock : out std-logic 
1; 
end adder v-final vhdl; 
architectLre pica;so of adder v final vhdl is - - - 
begin 
value : process 
variable i : PIC-int; 
variable j : PIC-int; 
variable k: PIC-int; 
begin 
reset-loop: loop --init 
value-unlock<='l'; 
while value-start/='ll loop 
wait until clk'event and clk='ll; 
if (reset='ll) then exit reset-loop; end if; 
end loop; 
wait until clk'event and clk='li; 





while-value start='ll loop 
wait until clk'event and clk='ll; 
if (reset='ll) then exit reset-loop; end if; 
end loop; 
end loop reset-loop; 
end process value; 
end picasso; 
Annexe 20 -clocker final vbdl.vhd - - 
library ieee; 
use ieee. std-logic 1164 .ALL; 
use ieee-std l ~ ~ i c - a r i t h . ~ ~ ~ ;  
use ieee. std~logic~signed .ALL; 
use work-data-type-all; 
entity clocker-final-vhdl is 
port ( 
clock : out std-logic; 
reset : out std-logic 
1; 
end clocker final-vhdl; 




reset<=' 1' ; 






clock<=' 0' ; 
wait for 100 ns; 
clock<='l ' ; 
wait for 100 ns; 
end process; 
clocker-final vhdl is - 
end picasso; 
Annexe 2 1 - picasso-top.vhd 
--Generated by Picasso 
--Copyright Yannick Heneault, 1999, 2000 
LIBRARY ieee ; 
USE ieee-std logic 1164.all; 
USE ieee. stdIlogic-signed. a l i ;  
USE ieee. std-logic-arith. all; 
USE work-data typeTall; 
USE work-arch-type  - i960-1-code-all; 
ENTITY picasso-top IS 
END picasso-top; 
ARCHITECTURE behave OF picasso top IS - 
SIGNAL 10 : 
SIGNAL 11 : 
SIGNAL 12 : 
SIGNFL 13 : 
SIGNAL14 : 
SIGNAL15 : 
SIGNAL 16 : 
SIGNAL17 : 
SIGNAL 18 : 
SIGNPL 19 : 
SIGNAL 110 : 
SIGNAL 111 : 
SIGNAL 112 : 
SIGNAL 113 : 
SIGNAL 114 : 
SIGNAL 115 : 
SIGNAL 116 : 
SIGNAL 117 : 
address-bus-i960 I code; - - 
std - logic; 
















-- Component declaration 












: inout std-logic ; 
: inout std-logic-vector(31 downto 0) ; 
: inout std-logic ; 
: inout std-logic ; 
: inout std-logic ; 
: inout std-logic ; 
: out std-logic-vector(27 downto 0) ; 
: inout std-logic 
COMPONENT client v final vhdl - - - 
PORT ( 
add-da ta-in : in PIC int ; - 
add data out 






: inout PIC-sum ; 
: out std-logic ; 
: in std-yogic ; 
: in std-logic ; 
COMPONENT adder-v-final vhdl - 
PORT ( 
clk : in 




value unlock - 
1 ;  
E N D  COMPONENT; 
COMPONENT clocker f i n a l  vhdl - - 
PORT ( 
clock : out 
reset : out 
1; 
E N D  COMPONENT; 
COMPONENT archi i960-1-code - 
PORT ( 
address 
clk : in 
cs-bar 
std logic ; 
std-logic ; - 
: in PIC-sum ; 
: inout PIC-int ; 
: in std logic ; 
: o;t std logic - 
std-logic ; 
std-logic 
: in address-bus-i960 1 code ; - - 
std-logic ; 
: in std louic ; 
data : inout data b;s-~960~1-code ; - 
object 2-my-port-data-in : in PIC int ; - 
o b j e c t ~ 2 ~ m y ~ p o r t ~ d a t a _ o u t  : inout PIC-sum ; 
ob ject-2-my-port-start : out std-logic ; 
object-2-my-port-unlock : in std logic ; - 
object - 3 - receptor-data-in : in PIC-sum ; 
object - 3 - receptor-data-out : inout PIC int ; - 
object-3 receptor-start : in std logic ; - 
object - 3-receptor  unlock - : out std-logic ; 
oe : in std-logic ; 
reset : in std-logic ; 
w rbar - : in std-logic ; 
we : in std-logic 
1 ;  
END COMPONENT; 
BEGIN -- Instance port mappings. 
ob ject-9 : archi-i960 l -code 
PORT MAP 7 - 
address =>lo, 
clk =>lI, 
cs bar =>12, - 
data =>13, 
object-2-myport-data-in =>14, 
ob ject-2 - my - port-data-out =>15, 
object 2 my port start =>16, - -  - 
object-2 - my - port~unlock =>17. 
object 3 receptor-data-in =>la, - - 
object 3 receptor-data-out =>19, - - 
object-3 receptor-start =>110, 






object 8 : i-chip - 
PCRT MAP ( 
CLK =>11, 
LAD =>13, 
O E - b a r  =>112, 
RESET =>113, 
WE bar ->ll5, 
W R bar =>114, - - 
archi addr =>lo, 
archiIcs bar =>12 - 
1; 
object 7 : client v final-vhdl - - - 
PORT MAF ( 
ada data in =>19, - 
addIdara aut =>la, 





object 3 : adder v final vhdl - - - - 
PORT MAP ( 
clk =>116, 
reset = > 1 2 7 ,  
value data in =>15, - 
valuedata-out =>l4, 
valueIstart =>16, 
value unlock =>17 - 
1 ;  
object 2 : clocker final-vhdl - 





Annexe 22 -data - type-vhd 
library ieee; 
use ieee-std-logic-ll64.ALL; 
use ieee - numeric-std.ALL; 
package data-type is 
subtype PIC-int is integer; 
subtype PIC-boo1 is std-logic; 
type PIC-sum is record 
x: PIC-int; 
y:PIC int; - 
end record; 
e n d  data-type; 
