We study high-density electron-hole (e-h) systems with the electron density slightly higher than the hole density. We find a new superconducting phase, in which the excess electrons form Cooper pairs moving in an e-h BCS phase. The coexistence of the e-h and e-e orders is possible because e and h have opposite charges, whereas analogous phases are impossible in the case of two fermion species that have the same charge or are neutral. Most strikingly, the e-h order enhances the superconducting e-e order parameter by more than one order of magnitude as compared with that given by the BCS formula, for the same value of the effective e-e attractive potential λ
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It is expected that electron-hole (e-h) systems created through photoexcitation of semiconductors exhibit various phases depending on the material parameters and the densities N e and N h of electrons and holes, respectively.
1) Some of the interesting phases have been successfully observed, including the e-h liquid 2) and the Bose-Einstein condensation of excitons. 3, 4) These successes are largely due to the careful control of both the material parameters (by choosing a semiconductor) and the e-h density (through the excitation intensity). By further increasing the e-h density, one should observe an "e-h BCS phase" at low temperatures, which is characterized by a nonzero e-h order parameter.
5) Although these phases are realized when N e = N h , one can also use doped semiconductors. In this case, one can control N e and N h independently; N e − N h ≡ N x through the donor (or acceptor) density N d , and N e + N h through the excitation intensity.
5) The additional parameter N x may lead to a new quantum phase(s) at low temperatures. When 0 < |N x | N e ≈ N h , in particular, we may expect a new superconducting phase, which we call a multiply ordered superconducting (MS) phase, in which doped electrons form Cooper pairs moving in the e-h BCS state. On the other hand, most of the previous studies on superconductivity in the doped e-h BCS state (or related systems such as doped excitonic insulators and doped exciton systems) treated either the case where the doped electrons are located in a third band that is different from the bands of e-h pairs, 6, 7) or the case N h N e (or equivalently, N e N h ). 8, 9) In these theories, the e-h BCS condensates (or excitons) work as polarizable media, which induce a large attractive interaction between electrons, whereas the superconduct- * E-mail: shige@asone.c. ee . We assume a three-dimensional, high-density, isotropic e-h gas at zero temperature, so that BCS-like mean field approximations work well. 5) We decompose the interaction Hamiltonian H int into the short-and long-range parts, H SR int and H LR int , respectively. The latter is related to long-range charge fluctuations, and will be discussed later. For the moment, we consider a charge-neutral region of unit volume, in which H LR int is irrelevant. In H SR int , the e-e, h-h and e-h interaction matrix elements are renormalized to effective values, U ee , U hh and U eh , respectively, due to the screening effect and negative (attractive) contributions from various bosonic excitations, such as lattice phonons and excitons. Since the bare value of U eh is negative, the bosonic excitations make it more negative, whereas (basically positive) U ee and U hh are reduced. Hence, |U eh | tends to be larger than
It was suggested that U ee (and U hh ) can be negative for some parameter values. [6] [7] [8] [9] In the e-h BCS phase, there is an additional negative contribution from the Goldstone mode of the e-h order parameter. Since there is no reliable method of estimating U ee and U hh ,
11)
we here treat them as given parameters, assuming that U ee , U hh < 0 and |U eh | > |U ee |, |U hh |, and explore the phase diagram as a function of them and N x (≥ 0). We find that the minimal form of H SR int for the MS state is
where e kσ (h kσ ) denotes the annihilation operator of e (h) with momentum k and spin σ, and 
particle distribution functions of e and h are n e (ξ) = θ(ν − ξ) and n h (ξ) = θ(−ν − ξ), respectively, where θ(x) is the step function. II: |∆ eh | = 0, |∆ ee | = 0; possible for N x = 0 and ν < |∆ eh |. δ eh k = 0 for |ξ| |∆ eh |, and the wave function takes the same form as the BCS state, if (e k,σ , h −k,−σ ) is replaced by (c k,σ , c −k,−σ ). This is the ordinary e-h BCS state 1) in nondoped (N e = N h ) semiconductors. The energy cost of adding an electron-like quasiparticle to this state is E k − ν, where E k ≡ ξ 2 k + |∆ eh | 2 . III: |∆ eh | = 0, |∆ ee | = 0; possible for small but finite N x > 0 and ν > |∆ eh |. Formally, this solution (whose wave function is denoted by |III ) is obtained from solution II (whose wave function |II ) by adding electronlike quasiparticles (whose annihilation operator kσ ) up to E k < ν, i.e., |III = kσ † kσ |II , where kσ denotes the product over the range E k < ν. Direct calculation shows that |III = kσ e † kσ S kσ |II , where S kσ annihilates an (e kσ , h −k,−σ ) pair. Therefore, n e (ξ) = 1,
− µ, and we takeh = 1. We apply the mean field approximation that assumes the e-h correlation δ eh k ≡ h −k ↓ e k ↑ and the e-e correlation δ ee k ≡ e −k ↓ e k ↑ . We assume that h −k↓ e k↑ = h −k↑ e k↓ . Using eq. (2), we find that the order parameters, defined by ∆ and ∆ ee are constants, which are taken to be real without loss of generality. We then diagonalize H, and obtain the self-consistent equations.
14) The system is characterized by N x and dimensionless effective coupling constants λ eh ≡ n F V eh , λ ee ≡ n F V ee , where n F is the density of states per spin at the Fermi surface.
We have solved the self-consistent equations numerically and found five solutions, which we denote by I-V: I: |∆ eh | = |∆ ee | = 0; possible for all N x . The one- x of the total system. As N x tot is decreased, the region(s) of phase IV becomes smaller, until the total system turns into a single phase II for N x tot = 0. In a similar manner, one can also show the instability of phase III. This corresponds to the instability of the Sarma state 16) that was discussed in the studies of superconductivity in a magnetic field.
On the other hand, the situation is totally different if we return to the electron-hole system, where e and h have opposite charges −q and q (q > 0), respectively. If the phase occurred, each phase would have global net charge of density −q δN ≡ −q(N x − N d ) in phase II, and q δN in phase IV. The global charge would result in a large cost of the long-range part of the Coulomb energy E LR ≡ H LR int , which we neglected in H, eq. (3). Taking E LR into account, the total energy of such a nonuniform state would be E tot = i v i E i + E LR + E B , where v i and E i denote the volume and the expectation value of H for phase i, respectively, and E B the boundary energy. Since E B ≥ 0, E tot ≥ i v i E i + E LR ≡ E tot . When the system is in a single phase V, then E LR = 0 and E tot equals E of phase V of Fig. 2 . On the other hand, when the system is separated into cells of phases II and IV, one obtains a finite E LR , which would be dominated by the electrostatic energy. We find that E 
is the Pippard length of e-h pairs, which gives the minimum allowable size of cells of phase II, whereas L c ≈ κ/(q 2 n F ) is the maximum allowable size of cells of phase II, below which the energy decrease by the phase separation overcomes the increase of E LR , where κ denotes the dielectric constant of the semiconductor. The condition L eh L c is always satisfied at high densities, i.e., when
In fact, in this case we may assume a screened Coulomb interaction for V eh and can easily show that L eh /L c > 10 8 for any r s 1. Therefore, at high densities (r s 1) the phase V is always stable against phase separation. Moreover, considering the large value 10 8 , we may extend this conclusion to densities where r s ≈ 1.
17) The condition r s 1 can be realized when, e.g., m = 0.1m e 0 , κ = 10κ 0 and N = 10 19 cm −3 , for which we obtain r s = 0.54, where m e 0 is the free electron mass and κ 0 the dielectric constant of vacuum.
By performing calculations of the energies of various solutions as a function of λ ee and N x , we obtain the phase diagram shown in Fig. 3 . Phase V (MS phase), for which |∆ eh | |∆ ee | > 0, is realized in the shadowed region. This phase changes continuously into phase II as N x → 0. On the other hand, this phase changes into phase IV as N x increases, because then the Fermi energies of e and h become separate, which prevents e-h pairing. To study the N x dependence in more detail, we plot |∆ ee | in the MS phase in 
∝ |∆
ee |, the MS phase should have a T ee c which is much higher than the BCS transition temperature.
18) The parameter region in which this enhancement occurs is hatched in Fig. 3 , where the optimum doping line is also shown.
To reveal the physical mechanism leading to the enhancement of |∆ ee |, we reexamine the e distributions of n h (ξ) = 0, and δ eh k = 0 (e and h are unpaired) in the region |ξ| < ν 2 −| ∆ eh | 2 ≡ ξ F . This unpairing is demonstrated in Fig. 1 by dotted Figure 2 shows E as a function of N x , where N ≡ (N e + N h )/2. One recognizes that the solution V has the lowest energy for all values of N x /(n F ∆ eh 0 ) 1.86. However, care should be taken because its curve is convex up, which might indicate a phase separation. We now show that the solution V is stable because e and h have opposite electrical charges.
To show the stability, we first consider the unstable case where e and h denote some fermions that have charges of the same sign (including the neutral case). All calculations so far are also applicable to such a general case (as long as we regard U eh and U ee as given parameters). Since the energy of a single phase of V is larger than the average of the energies of two phases II and IV, the system should undergo a phase separation into 
