The paper introduces the concept of asynchronous pseudo-system. Its purpose is to correct/generalize/continue the study of the asynchronous systems (the models of the asynchronous circuits) that has been started in [1], [2] .
Introduction
The study of the asynchronous systems [1] , [2] was generated by the mathematical models of the asynchronous circuits from the digital electrical engineering. What we have proposed there is that starting from the very general notion of system (non-deterministic, in the input-output sense), by the addition of definitions=axioms to rediscover one by one the properties of the models of the asynchronous circuits. Roughly speaking, the signals are the differentiable, right continuous R → {0, 1} n functions with initial values (i.e. with limit when t → −∞) and an (asynchronous) system is a multi-valued function that associates to a signal R → {0, 1} m called (admissible) input, a non-empty set of R → {0, 1} n signals, called (possible) states. The purpose of this work is that of correcting/improving/generalizing the frame of these papers and the main concept is that of pseudo-system, representing a multi-valued function from differentiable right continuous R → {0, 1} m functions called inputs to (empty or non-empty) sets of differentiable right continuous R → {0, 1} n functions, called states. In other words, we have relaxed two conditions relative to the systems:
-the functions R → {0, 1} n without limit when t → −∞ (without initial values) are accepted -to an input u : R → {0, 1} m there may correspond an empty set of states, i.e. we accept the existence of non-admissible inputs.
We prefer this approach in order to underline the duality between the initial states and initial time on one hand and the final states and final time, on the other hand. Besides, we must take into account the fact that very simple circuits like the RS latch for example have non-admissible inputs (R · S = 1).
We define and characterize the pseudo-systems, the initial and the final states, the initial and the final time, the initial and the final state functions, the pseudo-subsystems, the dual pseudo-systems, the inverse pseudo-systems, the direct product, the parallel and the serial connection, the complement, the intersection and the reunion of the pseudo-systems. The conclusions are expressed in the last section, where we define the systems as special cases of pseudo-systems whose admissible inputs and possible states are signals and we also show how the previous topics related with the pseudo-systems are particularized to the case of the systems.
We have written in full details all the dual results. The proofs are generally elementary and some of them have been omitted, some of them have been included for the reason of making the exposure as readable as possible. The dual proofs have been omitted.
Differentiable functions. Signals
We note with B = {0, 1} the Boole algebra with two elements and with χ A : R → B the characteristic function of the set A ⊂ R. The differentiable functions x : R → B n are by definition of the form:
x(t) = ... ⊕ x(t −1 ) · χ {t−1} (t) ⊕ x( t −1 + t 0 2 ) · χ (t−1,t0) (t)⊕ (1)
where ... < t −1 < t 0 < t 1 < ... is an upper and lower unbounded sequence and R is the dense (∀t ∈ R, ∀t ′ ∈ R, t < t ′ =⇒ ∃t" ∈ R, t < t" < t ′ ) and linear (i.e. totally ordered: ∀t ∈ R, ∀t ′ ∈ R, t ≤ t ′ or t ′ ≤ t) time set. If in (1)
), k ∈ Z, then x is right continuous and it is of the form x(t) = ... ⊕ x(t −1 ) · χ [t−1,t0) (t) ⊕ x(t 0 ) · χ [t0,t1) (t) ⊕ ...
The set of the (n-dimensional) differentiable, right continuous functions x is noted with S (n) . We consider the next properties of some x ∈ S (n) :
∃µ ∈ B n , ∃t 0 ∈ R, ∀t < t 0 , x(t) = µ (2)
where in (2) ∃µ ∈ B n , ∃t 0 ∈ R commute and in (3) ∃µ ′ ∈ B n , ∃t f ∈ R commute also.
If (2) is fulfilled: -µ is unique and is called the initial value of x. We shall note it sometimes with lim We call (n−dimensional) signal a function x ∈ S (n) with the property that (2) is satisfied. The signals are represented under the form:
where t 0 < t 1 < t 2 < ... is unbounded. The set of the signals is noted with S (n) . Dually, we call (n−dimensional) signal * a function x ∈ S (n) with the property that (3) is true and such functions are represented under the form
where ... < t −2 < t −1 < t 0 is unbounded. The set of the signals * is noted with S (n) * . We shall often write S, S, S * instead of S (1) , S (1) , S (1) * . We use the notations P (L) = {K|K ⊂ L} and P
where L is any of B n , S (n) , S (n) , S (n) * .
3 Pseudo-systems give an equivalent manner of writing this paper. In previous works we have associated nonanticipation with right continuity and anticipation with left continuity.
Remark 3.2 The pseudo-systems are multi-valued functions that associate to each input u the set of the possible states f (u), the origin of the concept being situated in the modeling of the asynchronous circuits from digital engineering.
A non-admissible input, i.e. an input for which f (u) = ∅, is considered a cause of no effect that can be expressed by f and the null pseudo-system that is defined by ∀u ∈ S (m) , f (u) = ∅ represents the limit situation when f does not express a determination between the elements of S (m) and the elements of S (n) (f models nothing). The other limit situation is represented by the total pseudo-system, defined by ∀u ∈ S (m) , f (u) = S (n) (f models every circuit with m-dimensional inputs and n-dimensional outputs); for this pseudo-system, all the inputs are admissible.
The multi-valued character of the cause-effect association is due to statistical fluctuations in the fabrication process, variations in ambient temperature, power supply etc.
In applications, the pseudo-systems are defined sometimes not explicitly, like before, but implicitly, by a system of equations and inequalities where u is given, t is the time variable, x is the unknown and the temporal logical connectors depending on them are differentiable in general (they are not right continuous).
Example 3.3
The pseudo-system f : S → P ( S) is defined by the double inequality
where d > 0. When u, x ∈ S, the connectors
u(ξ) and
u(ξ) are just differentiable, they are not right continuous.
Initial states and final states
Remark 4.1 We state the next properties of the pseudo-system f :
where in (5) µ and t 0 depend on x only, thus ∃µ ∈ B n , ∃t 0 ∈ R commute and similarly for µ and t f in (8). We observe the dualities between (5) and (8) 
where in (11) µ and t 0 depend on x only, making ∃µ ∈ B n , ∃t 0 ∈ R commute and the situation is similar for µ and t f in (14) .
The properties (11) and (14) are fulfilled by all the pseudo-systems and they are present here for the symmetry of the exposure only.
The dualities between (11) and (14); (12) and (15); (13) and (16) 
Definition 5.2 If f satisfies (11), we say that it has unbounded initial time and any t 0 satisfying this property is called unbounded initial time (instant).

Definition 5.3 Let f fulfilling the property (12). We say that it has bounded initial time and any t 0 making this property true is called bounded initial time (instant).
Definition 5.4 When f satisfies (13), we use to say that it has fix, or universal initial time and any t 0 fulfilling (13) is called fix (or universal) initial time (instant).
Definition 5.5 We suppose that f satisfies (14). Then we say that it has unbounded final time and any t f satisfying this property is called unbounded final time (instant).
where µ and t 0 depend on x only, thus ∃µ ∈ B n , ∃t 0 ∈ R commute b) f has initial states and bounded initial time
) f has initial states and fix initial time
∃t 0 ∈ R, ∀u ∈ S (m) , ∀x ∈ f (u), ∃µ ∈ B n , ∀t < t 0 , x(t) = µ d) f
has race-free initial states and unbounded initial time
e) f has race-free initial states and bounded initial time
where µ and t 0 depend on u only, thus ∃µ ∈ B n , ∃t 0 ∈ R commute f ) f has race-free initial states and fix initial time
) f has a constant initial state and unbounded initial time
has a constant initial state and bounded initial time
f has a constant initial state and fix initial time
where ∃µ ∈ B n , ∃t 0 ∈ R commute.
Proof. e) We must show that the conjunction of (6) and (12) on one hand and
where µ and t 0 depend on u only (making ∃µ ∈ B n , ∃t 0 ∈ R commute) on the other hand -are equivalent. This fact is obvious if f is null, thus we can suppose that f is non null and it is sufficient to consider some admissible arbitrary fixed u ∈ S (m) . (6) and (12) =⇒ (17) From (6) we have the existence of a unique µ ∈ B n depending on u so that
where t 0 depends on u and the statements
are both true, as µ and t 0 depend on u only. (17) is true.
(17) =⇒ (6) and (12) (17) =⇒ (6) is obvious. On the other hand a unique µ ∈ B n exists so that
is true, as well as
(12).
Theorem 5.9 The next non-exclusive possibilities exist for the absolutely stable pseudo-system f : a) f is absolutely stable with unbounded final time:
where µ and t f depend on x only, thus ∃µ ∈ B n , ∃t f ∈ R commute b) f is absolutely stable with bounded final time:
f is absolutely stable with fix final time: 
f is absolutely race-free stable with bounded final time:
where µ and t f depend on u only, thus ∃µ ∈ B n , ∃t f ∈ R commute f ) f is absolutely race-free stable with fix final time:
) f is absolutely constantly stable with unbounded final time:
f is absolutely constantly stable with bounded final time: 
where µ and t f are independent on each other, thus ∃µ ∈ B n , ∃t f ∈ R commute.
Remark 5.10 All the pseudo-systems have unbounded initial (final) time, the problem is if they have initial (final) states or not. On the other hand, at both previous theorems, the next implications hold:
6 Initial state function and final state function
is called the initial state function of f and the set
is called the set of the initial states of f .
Definition 6.2 Let the pseudo-system f . If it has final states, the function
is called the final state function of f and the set
is called the set of the final states of f . Proof. a) We suppose that f has race-free initial states and let u ∈ S (m) . If f (u) = ∅, then φ 0 (u) = ∅ and if f (u) = ∅, then a unique µ ∈ B n exists, depending on u so that φ 0 (u) = {µ}. b) We suppose that f has a constant initial state µ. If f is null then ∀u ∈ S (m) , φ 0 (u) = ∅ and Θ 0 = ∅, otherwise for all admissible u we have φ 0 (u) = {µ}, the constant function thus Θ 0 = {µ}. 7 Pseudo-subsystems
then f is called a pseudo-subsystem of g and the usual notation is f ⊂ g. Proof. If one of the previous properties is true for the states in g(u), then it is true for the states in the subset f (u) ⊂ g(u) also, u ∈ S (m) . Proof. Like previously, if one of the above properties is true for the states in g(u), then it is true for the states in f (u) ⊂ g(u), u ∈ S (m) . 
8 Dual pseudo-systems
we note with λ ∈ B m , u ∈ S (m) the complements of λ, u made coordinatewise: Proof. We show that f has race-free initial states ⇐⇒ f * has race-free initial states: 
If f has initial states, then f * has initial states (Theorem 8.5) thus φ * 0 and Θ * 0 exist. The statements of the theorem are obtained from the fact that 
For the pseudo-systems f, g :
We get the next sequence of equivalencies:
9 Inverse pseudo-systems
The idea of construction of f −1 is that of inverting the causeeffect relation: it associates to each possible effect x these admissible inputs u that could have caused it. We observe that u ∈ f −1 (x) ⇐⇒ x ∈ f (u).
Example 9.3 The inverse of the null pseudo-system f is the null pseudosystem and the inverse of the total pseudo-system is the total pseudo-system.
Theorem 9.4 For the pseudo-system f we have (f
Proof. For any ∀u ∈ S (m) , we can write that Proof. We suppose the contrary, i.e. some admissible input u 0 of f exists that is not a signal:
We take some x 0 ∈ f (u 0 ), meaning that u 0 ∈ f −1 (x 0 ). In the statement relative to the initial states of f −1 :
we have for x = x 0 and u = u 0 :
The two prerequisites are true and the conclusion is false, contradiction.
Theorem 9.6 We suppose that f −1 has initial states and we note with φ
its initial state function and respectively its set of initial states. We have
We suppose that f −1 has final states and we note with φ
its final state function and respectively its set of final states. We have
On the other hand f ⊂ g implies f * ⊂ g * (see Theorem 8.11) and from the previous item we get ( 
Proof. We get for all x ∈ S (n) that
10 Direct product Definition 10.1 We consider the pseudo-systems f :
) that is defined in the next manner: 
) and we were forced to make the identifications between
and S (m+m
pseudo-system. This means exactly one time axis (like in S
(m+m
. But in this moment f and f ′ do not quite act 'independently on each other'. Things look like claiming 'time is universal, the same for everybody'.
On the other hand, we can write
if we accept that the elements of 
where we can take t 
In the previous equations we have identified
Proof. If f, f ′ have initial states, then f ×f ′ has initial states from Theorem 10.3 thus (φ × φ ′ ) 0 and (Θ × Θ ′ ) 0 exist. We obtain 
and the same identification between P (B n ) × P (B 
Theorem 10.10 For any pseudo-systems f, f
Parallel connection
Definition 11.1 The pseudo-systems f :
is called the parallel connection of the systems f and f ′ .
Remark 11.2 The study of the parallel connection of the pseudo-systems is made in quite similar terms with the study of the direct product of pseudosystems from the previous section. The relation between the direct product and the parallel connection is expressed by the commutativity of the next diagram
where we have noted with ∆ the diagonal function
12 Serial connection Definition 12.1 Let the pseudo-systems f :
is called the serial connection of the pseudo-systems h and f .
Theorem 12.2 Let the pseudo-systems f, h. If h has initial states (constant initial state), then h • f has initial states (constant initial state).
Proof. For example from
Theorem 12.3 If h has final states (constant final state), then h • f has final states (constant final state).
Theorem 12.4 Let the systems f and h. If h has unbounded initial time (fix initial time), then h • f has unbounded initial time (fix initial time).
Proof. For example from 
Proof. From the fact that h has final states we infer, see Theorem 12.3, that h • f has final states so that δ f , ∆ f exist. We have:
Theorem 12.8 Let's consider the pseudo-systems f, g :
Theorem 12.9 For the pseudo-systems f and h, we have
Proof. For any u ∈ S (m) we have
Theorem 12.10 For any pseudo-system f we have
and similarly for the other statement.
Theorem 12.11 Let f and h. We have
Proof. For any y ∈ S (p) we have
Theorem 12.12 We consider the pseudo-systems f :
The next formula is true:
Theorem 12.13 If in the hypothesis of the previous theorem we have the special case m = m ′ , then we can write
13 Complement
is called the complement of f .
Remark 13.2 Intuitively, if x ∈ f (u) are these states that model a circuit then x ∈ Cf (u) are the states that do not model that circuit. Proof. We have
Theorem 13.6 (Cf )
Proof. For all x ∈ S (n) we have
14 Intersection and reunion Definition 14.1 Let the pseudo-systems f, g :
Remark 14. 
The notations are obvious and similar with those from the previous theorem. Theorem 14.14 We have
Theorem 14.15 The next formulas of inversion take place:
Theorem 14.16 Let the pseudo-systems f, g :
The next statements are true:
= {(x, x ′ )|x ∈ f (u) and x ∈ g(u) and x ′ ∈ f ′ (u ′ ) and x ′ ∈ g ′ (u ′ )} = = {(x, x ′ )|x ∈ f (u) and x ′ ∈ f ′ (u ′ ) and x ∈ g(u) and x ′ ∈ g ′ (u ′ )} = = {(x, x ′ )|x ∈ f (u) and x ′ ∈ f ′ (u ′ )}∩{(x, x ′ )|x ∈ g(u) and
Theorem 14.17 We consider the pseudo-systems f, g : S (m) → P ( S (n) ), f ′ , g ′ : S (m) → P ( S (n ′ ) ). We have:
Theorem 14.18 For the pseudo-systems f, g and h, h 1 : S (n) → P ( S (p) ) we have:
(h•(f ∩g))(u) = {y|∃x, x ∈ (f ∩g)(u), y ∈ h(x)} = {y|∃x, x ∈ f (u)∩g(u), y ∈ h(x)} = = {y|∃x, x ∈ f (u) and x ∈ g(u) and y ∈ h(x)} = = {y|∃x, x ∈ f (u) and y ∈ h(x) and x ∈ g(u) and y ∈ h(x)} ⊂ ⊂ {y|∃x, x ∈ f (u) and y ∈ h(x) and ∃z, z ∈ g(u) and y ∈ h(z)} = = {y|∃x, x ∈ f (u) and y ∈ h(x)} ∩ {y|∃z, z ∈ g(u) and y ∈ h(z)} =
((h ∪ h 1 ) • f )(u) = {y|∃x, x ∈ f (u), y ∈ (h ∪ h 1 )(x)} = = {y|∃x, x ∈ f (u) and y ∈ h(x) ∪ h 1 (x)} = = {y|∃x, x ∈ f (u) and y ∈ h(x) or x ∈ f (u) and y ∈ h 1 (x)} ⊂ ⊂ {y|∃x, x ∈ f (u) and y ∈ h(x) or ∃z, z ∈ f (u) and y ∈ h 1 (z)} = = {y|∃x, x ∈ f (u) and y ∈ h(x)} ∪ {y|∃z, z ∈ f (u) and y ∈ h 1 (z)} =
15 Systems 
Remark 15.3 We shall identify the system f with the function f 1 : U → P * (S (n) ), where U = U f , that is defined by ∀u ∈ U, f 1 (u) = f (u). We shall also identify the initial state function φ 0 : S (m) → P (B n ) with the function φ 10 : U → P * (B n ) defined by ∀u ∈ U, φ 10 (u) = φ 0 (u). 
