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1. Introduction
A linear [m, k]q code C over Fq is a k-dimensional subspace of Fmq . Let λ be a nonzero element in
Fq. A linear code C of length m over Fq is called a λ-constacyclic code if
(c1, c2, . . . , cm−1, c0λ) ∈ C, ∀ (c0, c1, c2, . . . , cm−1) ∈ C.
A λ-constacyclic code of length m over Fq is called a simple-root code if gcd(m, q) = 1; otherwise it is
called repeated-root code. If we identify a vector (a0, a1, . . . , am−1) ∈ Fmq with a polynomial a0xm−1 +
a1x
m−2+· · ·+am−1 modulo (xm−λ) in Fq[x], then a simple-root λ-constacyclic code C can be interpreted
as an ideal of the quotient ring R = Fq[x]/〈xm − λ〉. It is well known that each ideal in R is of the form
〈g(x)〉, where g(x) is a monic divisor of xm − λ in Fq[x]. The polynomial g(x) is known as the generator
polynomial of the code C and the corresponding factor h(x) = (xm − λ)/g(x) of xm − λ is referred to as
the parity check polynomial of the code C. If h(x) is a product of t monic irreducible factors over Fq,
then we say C with t zeros over Fq. A constacyclic code is called an irreducible code over Fq if t = 1,
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and a reducible code over Fq if t ≥ 2. A λ−constacyclic code C is called cyclic if λ = 1 and negacyclic if
λ = −1.
Let Ai be the number of codewords of a linear code C of length m over Fq with Hamming weight i,
where 0 ≤ i ≤ m. Note that A0 = 1 and Ai = 0 for all 1 ≤ i < d, where d is the minimum Hamming
distance of the code. The sequence (1, A1, A2, . . . , Am) is called the weight distribution of the code C.
Cyclic codes are the most important class of linear codes for a wide variety of applications. In the last few
decades, the weight distribution of irreducible cyclic codes have been studied extensively (see [3, 9, 12]).
However, not much is known about the weight distribution of reducible codes except in very specific
cases.
Vega [11] presented a new family of two-weight reducible cyclic codes that can be constructed as
the direct sum of two one-weight irreducible codes. For any q = pm, where p is an odd prime, m ≥ 3,
k ≥ 1 and gcd(k,m) = 1, Feng and Luo [4] obtained weight distribution of cyclic codes C1 of dimension
2m and C2 of dimension 3m over Fp of length n = q − 1 with parity-check polynomial h2(x)h3(x) and
h(x) = h1(x)h2(x)h3(x) respectively, where h1(x), h2(x) and h3(x) are the minimal polynomials of pi−1,
pi−2 and pi−(p
k+1) over Fp, respectively, for a primitive element pi of Fq with deghi(x) = m for i = 1, 2, 3.
For doing this, they computed the value distribution of multi-sets of exponential sums using quadratic
form over Fp.
Yang, Xiong, Ding and Luo [14] proposed a class of cyclic codes C of length n over Fq with parity-
check polynomial h(x) = ha1(x)ha2(x) · · ·hat(x), where hai(x) is the minimal polynomial of γ−ai over Fq,
deghai(x) = m, r = qm, γ is a generator of F∗r and n = (r−1)/δ, δ = gcd(r−1, a1, a2, . . . , at) and integer
e ≥ t ≥ 2 with e|(q − 1). They remarked that it may be very difficult to find the weight distribution of
this class of codes if the integers ai are not chosen in the right way or the Gaussian periods have many
different values. The values of the Gaussian periods are in general very hard to determine. Hence they
obtained the weight distribution of this class of codes when t = e and the Gaussian periods of order N
are known, including the cases that N = 1, 2, 3, semi-primitive case and a special index 2 case.
Recently, assuming `v||(q − 1), where ` is a prime and v is an integer, and q ≡ 1 (mod 4) if ` = 2,
Zhu, Yue and Hu [15] have applied a combinatorial method to obtain not only the weight distribution of
all cyclic codes of length `m with two zeros over Fq, but also the weight distribution of a special cyclic
code of length `m with three zeros over Fq.
In this paper, we present a class of cyclic codes of length 2n with 2l zeros over Fq, where q is an odd
prime power and n > l ≥ 1. Further, using the explicit forms of codewords, the weight distribution of
these codes is determined explicitly. We make use of Diophantine equation and its solutions to obtain
the explicit form of weights of codewords and the number of codewords of the given weight of these
cyclic codes. It is observed that, when q ≡ 3 (mod 4), the problem of finding the weight distribution
is transferred into a problem of determining the weight distribution of a two-weight negacyclic code,
which turns out to be associated with counting the number of constant weight linear codes. These codes
are known for applicability of various association schemes and traceability schemes, which justify their
practical applications in engineering perspective (see [1, 2, 5–7]). In particular, these codes are of special
interest in authentication codes [2] and traceability schemes [6].
The paper is organized as follows: The necessary notations and some auxiliary results are provided
in Section 2. In Section 3, we describe a class of negacyclic and hence cyclic codes of length 2n with 2l
zeros over Fq. It is observed that these reducible codes are reversible when q ≡ 3 (mod 4). In Section 4,
constant weight linear codes and two-weight negacyclic codes are constructed and the weight distribution
of cyclic codes of length 2n with 2l zeros over Fq are determined. In the end of this section, we give an
example illustrating the results. In Section 5, we conclude the paper.
2. Preliminaries
The paper follows the standard notation of finite fields. The multiplicative group of Fq is denoted
by F∗q . It is well known that F∗q is a cyclic group of order q − 1. For any integer m ≥ 2, let ν2(m) denote
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the highest power of 2 dividing m. Let q be an odd prime power, s = ν2(q− 1) and u = ν2(q2− 1). Then
u− s = ν2(q + 1) ≥ 1. Readily note that (i) u− s = 1 if and only if q ≡ 1 (mod 4), and (ii) s = 1 if and
only if q ≡ 3 (mod 4).
Let αk be a primitive 2kth root of unity in F∗q . Also, let βk be a primitive 2kth root of unity in F∗q2
when s+ 1 ≤ k ≤ u. Notice that β2s+1 = αs. Since βk ∈ Fq2 \ Fq, the minimal polynomial of βk over Fq
is x2 − (βk + βqk)x+ βq+1k .
If f(x) is an irreducible polynomial over Fq and f(0) 6= 0, then, for any integer k ≥ 2, the following
result is useful to check the irreducibility of the polynomial of the type of f(xk) over Fq.
Lemma 2.1. [13, Theorem 10.15] Let f(x) be any irreducible polynomial over Fq of degree l ≥ 1. Suppose
that f(0) 6= 0 and f(x) is of order e which is equal to the order of any root of f(x). Let k be a positive
integer, then the polynomial f(xk) is irreducible over Fq of order ke if and only if the following three
conditions are satisfied:
(i) Every prime divisor of k divides e;
(ii) gcd(k, q
l−1
e ) = 1;
(iii) If 4|k, then 4|(ql − 1).
We end this section with the following lemma.
Lemma 2.2. Let q be an odd prime power and r ≥ 1 be an integer. Then
(i) For any 2 ≤ k ≤ s, x2r − αk is a product of 2l monic irreducible binomial factors of degree 2r−l
over Fq, where l = min{r, s− k}.
(ii) For any s+ 2 ≤ k ≤ u, x2r+1 − (βk + βqk)x2
r
+ βq+1k is a product of 2
l monic irreducible trinomial
factors of degree 2r−l over Fq, where l = min{r, u− k}.
Proof. (i) For any fixed 2 ≤ k ≤ s, let l = min{r, s − k}. Then 2k+l|(q − 1), αk+l ∈ F∗q such that
αk = α
2l
k+l. The set Sk = {α2
ki+1
k+l : 1 ≤ i ≤ 2l} contains 2l distinct elements of order 2k+l in F∗q . For any
α ∈ Sk, x2r−l−α is a factor of x2r −αk. Since gcd(2r−l, q−12k+l ) = 1, by Lemma 2.1, x2
r−l−α is irreducible
over Fq for every α ∈ Sk.
(ii) For any fixed s + 2 ≤ k ≤ u, let l = min{r, u − k}. Then 2k+l|(q2 − 1), βk+l ∈ F∗q2 such that
βk = β
2l
k+l. The set Tk = {β2
ki+1
k+l : 1 ≤ i ≤ 2l} contains 2l distinct elements of order 2k+l in F∗q2 . In
view of the part (i), x2
r−l − η is an irreducible factor of x2r − βk over Fq2 for every η ∈ Tk. For any
η ∈ Tk, we notice that βk = η2l and βqk = (ηq)2
l
. Further, x2
r−l − η is a factor of x2r − βk over Fq2 if
and only if x2
r−l − ηq is a factor of x2r − βqk over Fq2 . This bijection of factors of x2
r − βk and x2r − βqk
over Fq2 generates a unique factor (x2
r−l − η)(x2r−l − ηq) = x2r−l+1 − (η + ηq)x2r−l + ηq+1 ∈ Fq[x] of
(x2
r − βk)(x2r − βqk) = x2
r+1 − (βk + βqk)x2
r
+ βq+1k ∈ Fq[x] for every η ∈ Tk. Since gcd(2r−l, q
2−1
2k+l
) = 1,
hence by Lemma 2.1, x2
r−l+1 − (η + ηq)x2r−l + ηq+1 is irreducible over Fq for every η ∈ Tk.
3. Negacyclic and cyclic codes
For any 1 ≤ k ≤ s and integer r ≥ 0, we define a negacyclic [2k+r−1, 2r]q code and a cyclic [2k+r, 2r]q
code over Fq by N (k)r = 〈N (k)r (x)〉 and C(k)r = 〈C(k)r (x)〉, respectively, with the generator polynomials
N (k)r (x) =
x2
r+k−1
+ 1
x2r − αk and C
(k)
r (x) =
x2
r+k − 1
x2r − αk .
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Note that N (1)r is the whole space F2
r
q . By Lemma 2.2, for each 2 ≤ k ≤ s, N (k)r and C(k)r are the codes
with 2l zeros over Fq, where l = min{r, s− k}.
Lemma 3.1. For any 1 ≤ k ≤ s and integer r ≥ 0,
N (k)r = {(b,bαk, . . . ,bα2
k−1−1
k ) : b ∈ F2
r
q }
and
C(k)r = {(b,bαk, . . . ,bα2
k−1−1
k ,−b,−bαk, . . . ,−bα2
k−1−1
k ) : b ∈ F2
r
q }.
Proof. For 1 ≤ k ≤ s, observe that α2k−1k = −1. It follows that
x2
k−1
+ 1 = (x− αk)
2k−1−1∑
i=0
αikx
2k−1−i−1
and for any r ≥ 0,
x2
r+k−1
+ 1 = (x2
r − αk)
2k−1−1∑
i=0
αikx
2r(2k−1−i−1) = (x2
r − αk)N (k)r (x).
Therefore the generator polynomial of N (k)r is
N (k)r (x) =
2k−1−1∑
i=0
αikx
2r(2k−1−i−1).
Let b = (b0, b1, . . . , b2r−1) ∈ F2rq be a message word and the corresponding message polynomial be
b(x) =
∑2r−1
j=0 bjx
2r−j−1 ∈ Fq[x]. Then the code polynomial of N (k)r is given by:
b(x)
(
x2
r+k−1
+ 1
x2r − αk
)
=
2k−1−1∑
i=0
2r−1∑
j=0
bjα
i
kx
2r+k−1−2ri−j−1.
The polynomial on the right hand side can be expressed as a vector of the form (b,bαk, . . . ,bα2
k−1−1
k )
by substituting i = 0, 1, . . . , 2k−1 − 1. Hence, we have
N (k)r = {(b,bαk, . . . ,bα2
k−1−1
k )}.
Since the generator polynomial of C(k)r is
C(k)r (x) = N
(k)
r (x)
(
x2
r+k−1 − 1
)
,
so we obtain C(k)r = {(c,−c) : c = (b,bαk, . . . ,bα2
k−1−1
k ) ∈ N (k)r }.
Lemma 3.1 is valid for every odd q. Consider the case q ≡ 3 (mod 4), i.e., s = 1, then we obtain the
following trivial codes:
N
(1)
r = F2
r
q and C
(1)
r = {(c,−c) : c ∈ F2rq }.
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In the rest of this section, we assume q ≡ 3 (mod 4). In order to define a class of cyclic codes with
parity check polynomial of the type x2
r+1 − (βk + βqk)x2
r
+ βq+1k with 2
l zeros, where l = min{r, u− k},
we need a bit more notations of [10].
For any x ∈ Fq2 \ Fq, let T(x) = x + xq and N(x) = xq+1. It follows that the minimal polynomial
of β2 over Fq is x2 + 1, and the minimal polynomial of βk over Fq is x2 − T(βk)x + N(βk) for every
3 ≤ k ≤ u. For every 1 ≤ i ≤ 2k−2 and 3 ≤ k ≤ u, there are exactly 2k−2 elements of the form T(β2i−1k )
and N(β2i−1k ) = β
q+1
k = ±1. In order to avoid cumbersome notations, for a fixed k, we denote ξ = T(βk),
 = βq+1k . Note that ξ = 0 if k = 2;  = 1 for 2 ≤ k ≤ u − 1 and  = −1 for k = u. Further, for any
integer i ≥ 0 and 3 ≤ k ≤ u, we define the followings:
(i) δi =
βik − βqik
βk − βqk
with δ0 = 0, δ1 = 1 and δ2k−1−i = iδi for every 0 ≤ i ≤ 2k−1 − 1. In view of [10,
Lemma 3.1], δi = ξδi−1 − δi−2 for 2 ≤ i ≤ 2k−1 − 1, with δ0 = 0 and δ1 = 1.
(ii) γi(a, b) = δi+1a+ δib, where a, b ∈ Fq.
Lemma 3.2. Let 3 ≤ k ≤ u be a fixed integer and a, b ∈ Fq. Then, the sequence (γi(a, b))i≥0 satisfies
the recursive relation
γi(a, b) = ξγi−1(a, b)− γi−2(a, b), for i ≥ 2
with γ0(a, b) = a, γ1(a, b) = ξa + b. For any given (a, b) ∈ Fq × Fq, the sequence γi = γi(a, b) contains
2k terms satisfying γ2k−1+i = −γi for every 0 ≤ i ≤ 2k−1 − 1.
Proof. By our definition γi(a, b) = δi+1a+δib, where 0 ≤ i ≤ 2k−1−1 and a, b ∈ Fq, it is immediate.
For any fixed 3 ≤ k ≤ u, observe that x2 − ξx +  is a divisor of x2k−1 + 1, but not a divisor of
x2
k−1 − 1. Let Nk(x) = x
2k−1 + 1
x2 − ξx+  . (If k = 2, then ξ = 0,  = 1 and hence Nk(x) = 1.) Further,
for any integer r ≥ 0, x2r+1 − ξx2r +  is a divisor of x2r+k−1 + 1. Let Nr,k(x) = x
2r+k−1 + 1
x2r+1 − ξx2r +  and
Cr,k(x) = Nr,k(x)(x
2r+k−1 − 1). Then Nr,k(x) = Nk(x2r ). For any integer r ≥ 0, we define a negacyclic
[2r+k−1, 2r+1]q code and a cyclic [2r+k, 2r+1]q code over Fq by Nr,k = 〈Nr,k(x)〉, Cr,k = 〈Cr,k(x)〉 with
Nk = N0,k, a 2-dimensional negacyclic code of length 2k−1 over Fq. For 3 ≤ k ≤ u, by Lemma 2.2, Nr,k
and Cr,k are the codes with 2l zeros over Fq.
Remark 3.3. Let f(x) = a0xm +a1xm−1 + · · ·+am ∈ Fq[x] be a polynomial of degree m. The reciprocal
polynomial of f(x) is the polynomial f∗(x) = xmf(x−1) = amxm + am−1xm−1 + · · · + a0. Further,
f(x) is said to be reversible provided f∗(x) = f(x). A reversible code is a code such that reversing the
order of the components of a codeword gives always a codeword. Massey [8] showed that reversible cyclic
codes are those which have self-reciprocal generator polynomials. For any integer r ≥ 0, the polynomial
x2
r+1 − ξx2r + 1 is reversible. By Lemma 2.2, x2r+1 − ξx2r + 1 is reducible over Fq and hence Cr,k is
a reducible and reversible cyclic code. Cyclic codes can be decoded by sequential circuits, and hence the
invariance of these codes under the reversing transformation is of special interest [8].
Theorem 3.4. For any fixed k in 3 ≤ k ≤ u, the negacyclic [2k−1, 2]q-code is given by Nk =
{(γ0(a, b), γ1(a, b), . . . , γ2k−1−1(a, b) : a, b ∈ Fq}. Further, for any integer r ≥ 0, the negacyclic
[2r+k−1, 2r+1]q code Nr,k is
Nr,k = Nk × Nk × · · · × Nk︸ ︷︷ ︸
2rcopies
.
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Proof. For any fixed 3 ≤ k ≤ u, observe that
Nk(x) =
x2
k−1
+ 1
(x− βk)(x− βqk)
=
2k−1−1∑
i=1
(
βik − βiqk
βk − βqk
)
x2
k−1−i−1
=
2k−1−1∑
i=1
δix
2k−1−i−1.
The code polynomial of Nk is
(ax+ b)Nk(x) =
2k−1−1∑
i=1
δi(ax+ b)x
2k−1−i−1
=
2k−1−1∑
i=0
(aδi+1 + bδi)x
2k−1−i−1.
In view of Lemma 3.2, we obtain the desired form of Nk.
Now, for any integer r ≥ 0, we have
Nr,k(x) = Nk(x
2r ) =
2k−1−1∑
i=1
δix
2r(2k−1−i−1).
Let a(x) =
∑2r+1−1
j=0 ajx
2r+1−j−1 be the polynomial representation of the vector a =
(a0, a1, . . . , a2r+1−1) ∈ F2r+1q . If we denote bj = aj+2r for 0 ≤ j ≤ 2r − 1, then a =
(a0, a1, . . . , a2r−1, b0, b1, . . . , b2r−1) and
a(x) =
2r−1∑
j=0
(ajx
2r + bj)x
2r−j−1.
The code polynomial of Nr,k is
a(x)Nr,k(x) =
2r−1∑
j=0
2k−1−1∑
i=1
δi(ajx
2r + bj)x
2r(2k−1−i)−j−1
=
2r−1∑
j=0
2k−1−2∑
i=0
ajδi+1x
2r(2k−1−i)−j−1 +
2k−1−1∑
i=1
bjδix
2r(2k−1−i)−j−1

=
2r−1∑
j=0
2k−1−1∑
i=0
(ajδi+1 + bjδi)x
2r+k−1−2ri−j−1.
Let γi,j = γi(aj , bj) = ajδi+1 + bjδi, where 0 ≤ i ≤ 2k−1 − 1 and 0 ≤ j ≤ 2r − 1. Note that any
codeword in Nk is of the form (c0, c1, . . . , c2k−1−1) with ci = γi(a, b) for 0 ≤ i ≤ 2k−1 − 1. Similarly, let
us denote c2k−1j+i = γi,j = γi(aj , bj) for 0 ≤ j ≤ 2r − 1. Then any codeword of Nr,k can be expressed
as (c0, c1, . . . , c2r+k−1−1) in which for every 0 ≤ i ≤ 2k−1 − 1, there exists 0 ≤ l ≤ 2k−1 − 1 such that
c2k−1j+i = cl. Let Ej = {(c2k−1j+0, c2k−1j+1, . . . , c2k−1j+2k−1−1)}. Then Ej is a block subcode of Nr,k such
that Ej = Nk. Since Nr,k = {(c¯0, c¯1, . . . , c¯2r−1) : c¯j ∈ Ej}, we have
Nr,k = {(c¯0, c¯1, . . . , c¯2r−1) : c¯j ∈ Nk for 0 ≤ j ≤ 2r − 1}.
This completes the proof.
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4. Weight distributions
In this section, we determine the weight distribution of codes defined in the last section. The following
theorem gives the weight distribution of C(k)r for 2 ≤ k ≤ s.
Theorem 4.1. Let q ≡ 1 (mod 4) and 2 ≤ k ≤ s. Then, for any integer r ≥ 0, the weight distribution
of C(k)r is given by:
A2kj =
(
2r
j
)
(q − 1)j ;where 0 ≤ j ≤ 2r.
Proof. Let b = (b0, b1, . . . , b2r−1) be a message word. Further, let j denote the number of nonzero
symbols in b. Since each nonzero symbol has q − 1 choices and there are exactly
(
2r
j
)
message word
with j nonzero symbols, the number of message word having j nonzero symbols is
(
2r
j
)
(q− 1)j , where
0 ≤ j ≤ 2r.
By Lemma 3.1, any codeword of C(k)r is of the type (c,−c), where c ∈ N (k)r such that
c = (b,bαk, . . . ,bα
2k−1−1
k ) with b = (b0, b1, . . . , b2r−1).
Using the form of codeword c, the weight of c is 2k−1j and the number of codewords of weight 2k−1j are
also
(
2r
j
)
(q−1)j . It follows that, the weight of any codeword of C(k)r is 2kj and the number of codewords
of weight 2kj is same as the number of codewords of weight 2k−1j. Therefore A2kj =
(
2r
j
)
(q−1)j .
Remark 4.2. For any integer r ≥ 0, C(1)r = {(c,−c) : c = (b0, b1, . . . , b2r−1)}, the weight distribution of
C
(1)
1 is A2j =
(
2r
j
)
(q − 1)j .
In rest of the section, we determine the weight distribution of cyclic codes Cr,k for 3 ≤ k ≤ u and
integer r ≥ 0. At first, we determine the weight distribution of Nr,k. In view of Theorem 3.4, the
weight distribution of Nr,k can be derived from the weight distribution of Nk. Fundamentally, we need
to compute the weight distribution of Nk. In this connection, some additional conventions are explained
here.
Let Θ : F2q → Nk be a mapping, defined as
Θ((a, b)) = (c0, c1, . . . , c2k−1−1),
where ci = γi(a, b) for any a, b ∈ Fq. Then Θ is an Fq-isomorphism. Further, for any fixed 0 ≤ i ≤
2k−1 − 1, let Ki = {(a, b) ∈ F2q : ci = 0}. Observe that Ki is an 1-dimensional subspace of F2q with
K0 = {(0, b) : b ∈ Fq} = Fq and K2k−1−1 = {(a, 0) : a ∈ Fq} = Fq. Denote Ni = Θ(Ki), a copy of Ki in
Nk. Obviously, Ni is also an 1-dimensional subspace of Nk.
A code C with the same Hamming distance between every pair of its codewords is called an equidis-
tant code. If all the codewords of a code C carry the same weight, then C is called constant weight code.
A code C with both of these properties is known as equidistant constant weight code. A linear constant
weight code is always an equidistant code. The following result presents a class of constant weight codes,
which are applied in many areas [2, 5, 6].
Lemma 4.3. For each 0 ≤ i ≤ 2k−1 − 1 and 3 ≤ k ≤ u, Ni is a constant weight linear code such that
N0 = {(0, δ1a, δ2a, . . . , δ2k−1−1a) : a ∈ Fq}, N2k−1−1 = {(δ1a, δ2a, . . . , δ2k−1−1a, 0) : a ∈ Fq} and for any
1 ≤ i ≤ 2k−1 − 2,
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Ni = {(a, δ1(λ1 − λi)a, . . . , δj(λj − λi)a, . . . ,−λia) : a ∈ Fq}
with Ni ∩ Nj = {(0, 0, . . . , 0)} for 1 ≤ i 6= j ≤ 2k−1 − 1, where λi = δi+1/δi for 1 ≤ i ≤ 2k−1 − 2.
Proof. For any (a, b) ∈ Ki, there exists a unique (c0, c1, . . . , c2k−1−1) ∈ Ni such that ci = γi(a, b) =
δi+1a + δib = 0. If c0 = 0, then a = 0 and cj = δjb for 1 ≤ j ≤ 2k−1 − 1. It follows that N0 =
{(0, δ1b, . . . , δ2k−1−1b) : b ∈ Fq}. Also if c2k−1−1 = 0, then b = 0 and cj = δj+1a for 0 ≤ j ≤ 2k−1 − 2 and
hence N2k−1−1 = {(δ1a, δ2a, . . . , δ2k−1−1a, 0) : a ∈ Fq}. Further, let 1 ≤ i ≤ 2k−1 − 2 and (a, b) ∈ Ki i.e.,
ci = γi(a, b) = 0. Then b = −λia, where λi = δi+1/δi for 1 ≤ i ≤ 2k−1 − 2. It follows that
Ni = {(a, δ1(λ1 − λi)a, . . . , δj(λj − λi)a, . . . ,−λia) : a ∈ Fq}.
Next we shall show that Ni is constant weight code. This assertion obviously holds for i = 0 and
i = 2k−1 − 1. Further, let 1 ≤ i ≤ 2k−1 − 2. For this, we must show that ci is the only zero in
(c0, c1, . . . , c2k−1−1). Assume ci = cj = 0 for j 6= i. Then λi = λj for i 6= j. This implies βk ∈ Fq for
3 ≤ k ≤ u, which is a contradiction as 2k - (q − 1) for k ≥ 2 when q ≡ 3 (mod 4). So cj 6= 0 for any
j 6= i. Therefore the weight of any nonzero codeword of Ni is 2k−1 − 1 for every 0 ≤ i ≤ 2k−1 − 1 and
Ni ∩ Nj = {(0, 0, . . . , 0)} for every 1 ≤ i 6= j ≤ 2k−1 − 1. This proves the result.
We now move to determine the weight distribution of Nk for 3 ≤ k ≤ u.
Theorem 4.4. The negacyclic code Nk is a two-weight code for 3 ≤ k ≤ u. Further, if `(k)0 and `(k)1 are
non-zero weights of Nk and if A
(0)
`
(k)
i
is the number of words of weight `(k)i in Nk, then
`
(k)
0 = 2
k−1, `(k)1 = `
(k)
0 − 1,
A
(0)
`
(k)
0
= (q − 2k−1 + 1)(q − 1) and A(0)
`
(k)
1
= 2k−1(q − 1).
Proof. Let c = (c0, c1, . . . , c2k−1−1) ∈ Nk be a codeword with ci = γi(a, b), where a, b ∈ Fq. For a
moment, if ci = 0 and cj = 0 for some i 6= j, then a = b = 0. In this case c becomes a zero codeword.
Thus no two symbols of a nonzero codeword c can be simultaneously zero. Therefore the possible weight
of nonzero c is `(k)i = 2
k−1 − i for i = 0, 1. For any fixed 0 ≤ i ≤ 2k−1 − 1, by Lemma 4.3, Ni has
q − 1 nonzero codewords of weight 2k−1 − 1 and one codeword of weight zero. Let N = ⋃2k−1−1i=0 Ni and
M = {c ∈ Nk : c /∈ N}. Then Nk = M ∪ N and M ∩ N = ∅. Observe that N has (q − 1)2k−1 codewords of
weight 2k−1 − 1. Therefore, M has (q2 − 1)− (q − 1)2k−1 = (q − 1)(q − 2k−1 + 1) nonzero codewords of
weight 2k−1.
Remark 4.5. Take q + 1 = 2k−1 for some 3 ≤ k ≤ u, then by Lemma 4.3, M = ∅ and N = Nk.
Equivalently, Nk is a linear constant weight code with constant weight 2k−1 − 1. For example, N6 is a
constant weight code of length 32 with the constant weight 31 over F31. Further, if q + 1 6= 2k−1, but
q + 1 = 2k for some 2 ≤ k ≤ u− 1, then Nk is a linear 2-weight code of the same frequency 2k−1(q − 1),
i.e., A(0)
`
(k)
i
= 2k−1(q − 1) for i = 0, 1 (see Example 4.8).
The following result determines the weight distribution of Nr,k recursively using the weight distribu-
tion of Nk.
Theorem 4.6. For any r ≥ 0 and 3 ≤ k ≤ u, the weight distribution of negacyclic codes Nr,k over Fq is
A`(k) =
∑
(x,y)
(
2r
x
)(
2r − x
y
)(
(q − 2k−1 + 1)(q − 1))x(2k−1(q − 1))y,
where (x, y) varies over all possible solutions of the Diophantine equation 2k−1x+(2k−1−1)y = `(k) such
that 0 ≤ x ≤ 2r, 0 ≤ y ≤ 2r − x.
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Proof. In view of Theorem 3.4,
Nr,k = Nk × Nk × · · · × Nk︸ ︷︷ ︸
2r copies
.
If c ∈ Nr,k is any codeword, then there are 2r vectors c¯1, c¯2, . . . , c¯2r (not necessarily distinct) in Nk
such that c = (c¯1, c¯2, . . . , c¯2r ). By Theorem 4.4, the possible weights of codewords c¯j ∈ Nk, where
1 ≤ j ≤ 2r, are `(k)i = 2k−1 − i for i = 0, 1, 2k−1. Let xi, for i = 0, 1, 2k−1, be the number of c¯j ’s in a
codeword c of weight `(k)i . Clearly x1 + x2 + x2k−1 = 2
r. Further, if `(k) denotes the weight of c, then
`(k) = `
(k)
0 x0 + `
(k)
1 x1.
For the given 2r copies of Nk, we first can choose the x0 copies of weight 2k−1 in
(
2r
x0
)
ways.
From 2r − x0 copies of Nk, we can select the x1 copies of them, having weight 2k−1 − 1, in
(
2r − x0
x1
)
ways. Now we can select the x2k−1 copies from the remaining 2r − x0 − x1 copies, having weight zero, in(
2r − x0 − x1
x2k−1
)
ways. This can be done in only one way because 2r − x0− x1 = x2k−1 . By Theorem 4.4,
A2k−1 = (q − 1)(q − 2k−1 + 1) and A2k−1−1 = (q − 1)2k−1. Therefore
A2k−1x0 =
(
2r
x0
)(
(q − 2k−1 + 1)(q − 1))x0 and A(2k−1−1)x1 = (2r − x0x1
)(
2k−1(q − 1))x1 .
Since the Diophantine equation `(k) = `(k)0 x+ `
(k)
1 y admits finite solutions and (x, y) varies over the
set of all possible solutions, the number of codewords of weight `(k) = 2k−1x+ (2k−1 − 1)y is given by
A`(k) =
∑
(x,y)
0≤x≤2r
0≤y≤2r−x
A2k−1xA(2k−1−1)y.
This completes the proof.
Theorem 4.7. Let q ≡ 3 (mod 4) and 3 ≤ k ≤ u. Then, the weight distribution of cyclic code Cr,k is
given by
A` =
∑
(x,y)
`=2kx+(2k−2)y
0≤x≤2r,0≤y≤2r−x
(
2r
x
)(
2r − x
y
)(
2k−1(q − 1))x+y(q − 2k−1 + 1
2k−1
)x
.
Proof. If c is any codeword of Cr,k, there exists a codeword c0 ∈ Nr,k such that c = (c0,−c0). Observe
that, for any 3 ≤ k ≤ u and q ≡ 3 (mod 4), 2k+1|(q + 1). Now applying Theorem 4.6, we obtain the
weight distribution of cyclic code Cr,k in the desired form.
Note that the main result in [9] is a special case of Theorem 4.1 and Theorem 4.7.
Example 4.8. Let q = 7 and k = 3. By Theorem 4.4, the weight distribution of a negacyclic [4, 2, 3]7
code N3 is A0 = 1, A3 = A4 = 24. Further, by Theorem 4.7, the weight distribution of a reducible cyclic
[16, 4, 6]7 code is given by
A` =
∑
(x,y)
0≤x≤2,0≤y≤2−x
(
2
x
)(
2− x
y
)
24x+y with 8x+ 6y = `.
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Table 4.8 characterizes the type of possible weights ` = 8x + 6y of a reducible cyclic [16, 4, 6]7 code with
the number of codewords A` of a given weight `.
Table 4.8
` | 0 6 8 12 14 16
(x, y) | (0, 0) (0, 1) (1, 0) (0, 2) (1, 1) (2, 0)
A` | 1 48 48 576 1152 576
5. Concluding remarks
The main contributions of this paper are the followings:
• The construction of a class of linear codes of length 2n with 2l zeros over Fq and their weight
distribution. These codes are reversible when l ≥ 1 and q ≡ 3 (mod 4).
• The explicit form of the weight distribution in which the weights of codewords and the number
of codewords of a given weight of these codes can be computed easily using a linear Diophantine
equation and its solutions (see Example 4.8).
• The construction of constant weight linear codes and two-weight negacyclic codes of length 2n,
where 2n divides q + 1 and integer n ≥ 2. A class of linear codes with few weights are of special
interest in authentication codes [2] and traceability schemes [6].
Many authors have worked on the problem of determining the weight distribution of reducible cyclic
codes using mathematical tools, such as Gaussian periods and exponential sums. The values of the
Gaussian periods, exponential sums are in general very hard to compute. It would be interesting to use
the combinatorics approach of this paper for obtaining the weight distribution of cyclic codes of length
m over Fq whose parity check polynomials are binomials or trinomials over Fq for the case m ∈ {2nd, dn}
for some odd integer d such that d|(q − 1) or d|(q + 1).
Acknowledgment: The authors wish to thank the anonymous referees for their valuable comments
that really helped us to improve the quality of this paper.
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