Abstract. J.L. Krivine developed a new method based on realizability to construct models of set theory where the axiom of choice fails. We attempt to recreate his results in classical settings, i.e. symmetric extensions. We also provide a new condition for preserving well-ordered, and other particular type of choice, in the general settings of symmetric extensions.
Introduction
Jean-Louis Krivine developed a method based on realizability which lets us prove independence results in ZF + DC (see [10] and [11] for details). It is unclear whether or not this construction is a novel way to present forcing-based construction, or if it is truly a new tool, in which case is it somehow equivalent to classical constructions?
In this paper we aim to try and shed some light on this topic by providing two of the three constructions of Krivine by classical means. We also include a discussion on the third model, and why the same approach as the others failed us, and what could be done to solve it.
While corresponding with Krivine, he informed us that together with Laura Fontanella they proved some weak versions of the axiom of choice, specifically wellordered choice, in some of the models constructed by Krivine. In an attempt to replicate their result we generalized the standard example of well-ordered choice without the full axiom of choice (Theorem 8.9 in [6] in the context of set theory with atoms, and a rough outline of a transfer to ZF), we discovered that the proof provides us with more choice than just well-ordered choice.
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Preliminaries
We use |X| to denote the cardinality of X, which is the least ordinal equipotent with X if such exists, or the Scott cardinal of X, namely
where α is the least ordinal for which this set is non-empty. We say a cardinal is an ℵ if it is the cardinal of an infinite ordinal.
We will write |X| ≤ |Y | if there is an injection from X into Y , and we write |X| ≤ * |Y | if X is empty or there is a surjection from Y onto X. 1 This is a reflexive and transitive relation on the cardinals, but it is not necessarily antisymmetric, therefore the meaning of |X| < * |Y | is |X| ≤ * |Y | and |Y | * |X|. See the wellwritten [1] for additional information on < * . For a set X we denote by AC X the statement that every family of non-empty sets indexed by X admits a choice function. We will denote by AC WO the statement that for every ℵ-number, κ, AC κ holds, and AC will denote ∀X AC X . Dependent Choice for κ, or DC κ , is the statement that every tree T which is κ-closed has a maximal element or a chain of type κ. We write DC <κ to denote ∀λ < κ, DC λ , and DC to mean DC ℵ0 . Chapter 8 of [6] contains numerous theorems and independence results on AC WO and DC κ .
We follow the standard practices with regards to forcing. If P is a notion of forcing, then it is a preordered set with a maximum 1 whose elements are called conditions, and we write q ≤ p to denote that q extends p or that q is a stronger condition than p. Two conditions are compatible if they have a common extension, and otherwise they are incompatible.
If {ẋ i | i ∈ I} is a collection of P-names, we use {ẋ i | i ∈ I} • to denote the name { 1,ẋ i | i ∈ I}. This notation extends to other forms of "canonical definitions" such as ordered pairs or tuples in the obvious way. Note that using this notation, the canonical names for ground model sets can be written asx = {y | y ∈ x}
• . Ifẋ andẏ are P-names, we say thatẏ appears inẋ if there is a condition p such that p,ẏ ∈ẋ. And for a condition p and a P-nameẋ, we writeẋ ↾ p to denote the name { q,ẏ ↾ p | q ≤ p, q ẏ ∈ẋ, andẏ appears inẋ}. It is easy to verify that p ẋ ↾ p =ẋ, and if q is incompatible with p, then q ẋ ↾ p =∅.
We write Add(ω, X) to denote the partial order whose conditions are finite partial functions p : X×ω → 2 ordered by reverse inclusion. For a condition p in Add(ω, X), we write supp(p) as the projection of dom p onto X.
2.1. Symmetric extensions. Let P be a notion of forcing, and let π be an automorphism of P. We can extended π to act on P-names. This action is defined recursively, πẋ = { πp, πẏ | p,ẏ ∈ẋ}. If G is a subgroup of Aut(P) we denote by sym G (ẋ) the group {π ∈ G | πẋ =ẋ}.
Let G be a group, we say that F is a normal filter of subgroups over G if F is non-empty family of subgroups of G which is closed under supergroups and intersection, and for all H ∈ F and π ∈ G , πHπ −1 ∈ F . A symmetric system is a triplet P, G , F such that P is a notion of forcing, G is a subgroup of Aut(P), and F is a normal filter of subgroups over G .
2 For the remaining discussion we fix a symmetric system.
We call a P-name,ẋ, F -symmetric if sym G (ẋ) ∈ F . We say thatẋ is hereditarily F -symmetric if this condition holds hereditarily for every name appearing inẋ. The class of hereditarily F -symmetric names is denoted by HS F .
Lemma (Lemma 14.37 in [5] ). Let π ∈ Aut(P), letẋ be a P-name, and let ϕ(x) a formula in the language of set theory.
Theorem (Lemma 15.51 in [5] ). Suppose that G ⊆ P is a V -generic filter, and
We call the class M in the theorem above a symmetric extension of V . These are models where the axiom of choice may fail, and they are one of the main tools for proving independence results related to the axiom of choice.
Arguments about symmetric extensions have their own forcing relation HS , which is simply described as the relativization of the forcing relation to the class HS. This relation has a forcing theorem, namely p HS ϕ if and only if there is a V -generic filter G such that p ∈ G, and HS G |= ϕ. We say that a condition p is F -tenacious if there is a group H ∈ F such that for all π ∈ H, πp = p. We say that P is F -tenacious if it has a dense set of F -tenacious conditions. This notion is useful when we want to assume that some fixed conditions are not moved by any of our relevant automorphisms. It turns out that every symmetric system is equivalent to one in which all the conditions are tenacious, see §12 in [8] for details, which is why we can always assume without loss of generality that our system is tenacious.
As the symmetric systems will always be clear from the context we will omit the subscripts to improve the readability of the text.
Preserving bits of choice
Sometimes we only wish to show that a certain assumption does not imply the axiom of choice, but we are especially interested in preserving some weak choice principles. In [9] we study some properties which lets us preserve DC, but we are interested in more. Here we will prove that a broad class of AC X , and in particular AC WO , can be preserved assuming certain conditions on the symmetric system. These conditions are somewhat contrived, but hold naturally in the standard cases where these lemmas apply.
Our goal is to generalize an argument that was used to preserve AC WO in the proof of Theorem 8.9 in [6] . The idea is to add κ + new sets and take permutations of them with the filter generated by pointwise stabilizers of sets of size κ. Then, given a family of non-empty sets which is well-ordered, we pick a set E of size κ so that when we pick an arbitrary object in a fixed set in the family, we can argue that we can assume without loss of generality that it is fixed by permutations fixing E pointwise. This lets us uniformly choose representatives, and therefore provides a choice function.
We will need a handful of definitions to simplify the statement of the theorem. We assume that P, G , F is a symmetric system sitting the background. Definition 3.1. We say a symmetric system is κ-mixable if wheneverẋ α ∈ HS for α < κ, and {p α | α < κ} is an antichain, then α<κẋ α ↾ p α is in HS as well. If the forcing is also κ + -c.c., we simply say that it is mixable.
The easy examples of mixable symmetric systems, which (by sheer coincidence) are those we use in this paper, are such where the chain condition of P is less or equal than the completeness of F . In that case, we can simply intersect all the groups of the names being mixed. Definition 3.2. We say that F is an almost uniform filter if there is some H ∈ F such that for all H 0 , H 1 , there is some π ∈ H 0 such that H ∩ H 0 ⊆ πH 1 π −1 , we say that H is an absolute representative of F if we can replace it by any of its conjugates. If F is an almost uniform filter of subgroups, we say that the symmetric system is almost uniform, and similarly if F admits an absolute representative.
We say thatẊ = {ẋ i | i ∈ I}
• is an injective name when 1 ẋ i =ẋ j whenever i = j, and we say that H ∈ F measuresẊ if for all i ∈ I, H ⊆ sym(ẋ i ) or H ∪ sym(ẋ i ) generates G . If such H exists, we say thatẊ is a measurable name. Finally,Ẋ is universally measurable if for every H ∈ F there is K ⊆ H such that K measuresẊ. Proof. Suppose thatḞ ∈ HS and 1 HS "Ḟ is a function with domainẊ, and for
Finally, fix an absolute representative H which measuresẊ.
For every i, defineȦ i as follows,
where rank denotes the rank of a name.
Proof of Claim. Clearly 1
In the other direction, suppose that p ẋ ∈Ḟ (ẋ i ), then there is some q ≤ p andȧ ∈ HS such that rank(ȧ) < rank(Ḟ ), and q ȧ =ẋ. Therefore q,ȧ ∈Ȧ i , so q ẋ ∈Ȧ i , and therefore 1 Ḟ (ẋ i ) ⊆Ȧ i . Now suppose that π ∈ K, then since πḞ =Ḟ and πẋ i =ẋ j , we get that p ȧ ∈Ḟ (ẋ i ) if and only if πp πȧ ∈Ḟ (ẋ j ). Since rank is preserved under automorphisms, it shows that πȦ i =Ȧ j . In particular, if
Since we also only takeȧ which are in HS in the definition ofȦ i , we have thaṫ A i ∈ HS, and it is a "semi-canonical" name forḞ (ẋ i ).
For every i, letȧ i ∈ HS be a name, obtained using the mixability of the symmetric system, such that 1 ȧ i ∈Ȧ i . We can assume that for all i,
. But since πȦ i =Ȧ i , we have 1 πȧ i ∈Ȧ i , so we can take it instead.
Finally, consider the orbits of theẋ i 's under the group H, and let J ⊆ I be such that {ẋ j | j ∈ J} is a system of representatives from each orbit. And leṫ
To see that it is defined on allẊ, simply note that J is a system of representatives for the orbits under H, and to so thatḟ indeed is a name for a function, suppose that πẋ i =ẋ i , then π ∈ K i ∩ H, but for some j ∈ J and σ ∈ H we have σẋ j =ẋ i and σȧ j =ȧ i . Write π = σ πσ −1 , where π ∈ K j ∩ H, then πȧ j =ȧ j , and therefore πȧ i =ȧ i . This completes the proof thatḟ is a choice function fromḞ . Proof. Note that for any ordinal η,η is injective and measured by G .
Note that this gives us a different proof of DC in the case of a c.c.c. forcing with a σ-complete filter of subgroups, since AC WO implies DC (this is Theorem 8.2 in [6] , originally due to Jensen). However, this does not extend to DC κ for any uncountable κ, since AC WO is not sufficient to prove those over ZF. Question 3.6. What are the exact assumptions we need to make in order to preserve ACẊ in general?
Classical approach to new results
Krivine's results use the method of realizability to create new models of ZF + DC where there are some sets of real numbers with particular properties that reflect pecularities in the cardinal structure below 2 ℵ0 . The intuition behind creating structures in models where AC fails comes from principle "if you want it, preserve it". A plethora of examples arise from just adding countably many Cohen reals-which is the same as adding a single Cohen realand creating different symmetric extensions to preserve different kinds of structures. The question is always how to naturally present the forcing so that we can find a reasonable group of automorphism acting on it, and what filter of subgroups we use to preserve bits and pieces of it.
In the simplest case, we take Add(ω, X), then permutations of X act naturally on the forcing by πp(πx, n) = p(x, n). If we endow X with structure, and take automorphisms of this structure, instead of arbitrary permutations, then the structure will be preserved, even if the set of reals will no longer be well-orderable.
Classically, we are often not interested in the reals themselves, but rather the structure. Which means that we normally take X × ω, rather than X. The reason is simple: the real numbers are linearly ordered. If we want to control the subsets of the copy of X in the symmetric extensions, it helps when there are none added by the linear ordering. So by adding an infinite set of Cohen reals for each x in X, we ensure that those are sufficiently indiscernible to prevent any set theoretic definability issues creeping into the argument. Here, however, we care less about the structure's subsets. So using the real numbers directly is not a matter of concern.
All our systems will satisfy that |X| is a successor cardinal, and the filter of groups are generated by sets of smaller cardinality. Therefore the condition of having an absolute representative will be easy to verify, as well as mixability. Finally, by the definition of the action, it will be clear that ifẊ is the canonical name for the Cohen reals added, then it is certainly injective and universally measurable. 4.1. Model I: a multiplicative sequence of sets. Our first model is that of Krivine in [10] , where the following theorem is proved. We use the symmetric extension given by P = Add(ω, ω 1 ). The group G is the group of all permutations of ω 1 acting naturally on P. The filter F is generated by
Theorem (Krivine [10]). It is consistent with ZF + DC that there is a sequence of sets
<ω1 }, where fix(E) = {π ∈ G | π ↾ E = id}. Denote byẋ α the canonical name for the αth real, { p,ǩ | p(α, k) = 1}, and bẏ X the name of {ẋ α | α < ω 1 }
• . Finally,Ẋ n denotes Proof. If n ≤ m, then restricting each sequence to the first n coordinates is a surjection. In the other direction, suppose that n < m, andḟ ∈ HS such that p HSḟ :Ẋ n →Ẋ m , we will show that p "ḟ is surjective", and therefore by standard density arguments p "ḟ is not surjective".
Let E be a countable set such that supp(p) ⊆ E and fix(E) ≤ sym(ḟ ). Let α be such that the following hold:
( Pick β / ∈ supp(q) which is larger than all the ordinals mentioned so far. Consider the 2-cycle π, switching α and β, then πq is compatible with q and
This can only happen if α ∈ {α 0 , . . . , α n−1 }, since otherwise πα i = α i , which would mean thatḟ is not a name for a function. By extending that argument carefully, it follows that if α 0 , . . . , α n−1 are sufficiently large, and q ≤ p satisfies q ḟ (ẋ α0 , . . . ,ẋ αn−1 ) = ẋ β0 , . . . ,ẋ βm−1 • , then for every i < m there is j < n such that α j = β i .
But surjectivity must therefore fail by finite combinatorics alone, since given {α 0 , . . . , α n−1 }, there are at most n n sequences we can form from them, but n m results we need to cover. Therefore no extension of p can force thatḟ is surjective, which completes the proof of the theorem.
Let G be a V -generic filter for P, and let K 1 denote HS G , we will write X to denoteẊ G . Fix a bijection of the real numbers with the set of finite sequences of real numbers in K 1 , so when we take Cartesian products, we move back to the real numbers through this bijection. Define A 0 = ∅, A 1 = {0} and for n ≥ 2, A n = X n . By Proof. AC WO and AC X follow from Theorem 3.3, as remarked before, and F is a countably complete filter of groups while Add(ω, ω 1 ) satisfies c.c.c.
Remark 4.3.
By replacing ω 1 with κ + , and countable support with ≤κ-support we get DC κ , although it does not follow from AC WO . Instead we need to resort to Lemma 3.3 in [9] .
We therefore conclude by phrasing our result in its full generality. Theorem 4.4. Assume ZFC and let κ be any infinite cardinal. There is a cofinality preserving extension satisfying ZF+ DC κ + AC WO in which R cannot be well-ordered and there is a sequence of sets A n ⊆ R, such that: 
4.2.
Model II: Boolean algebras with products. In [11] two models are presented. The first model is used to prove the following theorem. [11] ). It is consistent with ZF+DC that there is an embedding, i → A i , of the countable atomless Boolean algebra, B, into P(R) satisfying the following properties:
Theorem (Krivine
(1) A 0 = {0} and
For this model we actually make things a bit easier for ourselves, and embed the entire Boolean algebra P(ω) with the above properties of the embedding. This is indeed enough, since the countable atomless Boolean algebra has a very concrete embedding into P(ω). We therefore revert to the set-operations on this Boolean algebra, rather than abstract Boolean notation.
We use the forcing P = Add(ω, ω × ω 1 ) with G the group of permutations, π, of ω × ω 1 for which π(n, ·) is a permutation of {n} × ω 1 . In other words, the group is the full-support product n<ω S ω1 , acting naturally on ω × ω 1 . Our filter of subgroups, as before, is given by countable supports, as before. Therefore, as above, we will have ZF + DC in the symmetric extension, as well as AC WO .
For n, α ∈ ω × ω 1 we denote byẋ n,α the name for
Clearly, eachẊ n is symmetric, and indeed, the sequence Ẋ n | n < ω
• ∈ HS as well.
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We will take A S , for S ⊆ ω, to be R of the model given by n∈S X n . 6 To make this more explicit, we say thatẋ is an open name if it satisfies the property p ǩ ∈ẋ if and only if p,ǩ ∈ẋ. We therefore defineȦ ṅ
ẋ is an open name of a real,
The only exception we make is for S = ∅, by declaring A ∅ = {0} instead of the reals of the ground model. It is immediate why A ω will be the entire set of real numbers.
As before, let G be a V -generic filter, and let K 2 denote the symmetric extension obtained from this symmetric system. Now we defineḞ as
Then 1 "Ḟ :Ȧ T ∪S →Ȧ T ×Ȧ S is a bijection". It is easy to see thatḞ has to be surjective, since givenẏ T andẏ S inȦ T andȦ S respectively, simply takinġ x =ẏ T ∪ẏ S is enough. To see that it is an injection, and indeed a well-defined function, note that if p ẋ =ẋ
Proposition 4.6. The following are equivalent:
Proof. It is easy to see that (3) implies both (1) and (2) . We prove that the failure of (3) implies the failure of (1), the remaining implication is similar.
Suppose that n ∈ T \ S. Let p HSḞ :Ẋ S →Ẋ T , and let E be a countable set such that fix(E) ⊆ sym(Ḟ ) and dom p ⊆ E. Pick some α for which n, α / ∈ E, and let q ≤ p be some condition which forcesḞ (ẋ) =ẋ n,α for someẋ appearing inẊ S .
This seems like we are done, but we are also required |X| = |X × X|, which is blatantly false. In fact, every uncountable partition of X has at most countably many non-singleton parts. So X cannot even be mapped onto X × X, let alone bijectively.
It might be possible to add some structure to be preserved by the automorphisms, e.g. a bijection of X with X × X. Alas, we also need to require that 0, 0 ∈ ω 1 × Q can be mapped arbitrarily high by automorphisms for all the standard arguments to work smoothly, and it is easy to see that finding F : (ω 1 × Q) 2 → ω 1 × Q which is compatible with this is not an easy task.
It might even be possible that we only need to replace X by some other set derived from it, but the usual candidates all end up with cardinality 2 ℵ0 , thus failing to satisfy (2), or without any natural linear ordering which satisfies (3) .
There are two routes in which we should proceed, perhaps even in parallel.
(1) Look at this model, as constructed by Krivine in [11] , more carefully as a source of possible difference between the methods of realizability models and symmetric extensions. (2) Look at the first two models, and understand them more deeply from both angles. If the results are ultimately just about preserving some structure of generically added reals, it is reasonable to conjecture that a smarter choice of structure to preserve will in fact let us produce this model as a symmetric extension as well.
Our result, while not quite that of Krivine, can be phrased as follows. (1) ℵ 1 * |X|, (2) X admits a linear ordering where every proper initial segment is countable, (3) |R| ≤ * |X × ω 1 | ≤ |R|, and (4) AC X holds.
Concluding remarks
It is always exciting to see new techniques for producing results in set theory. even if the results are old and known.
In the topic of the axiom of choice, we have symmetric extensions, relative constructibility, and the lesser-known method of forcing over models with atoms (see [2] for details). These are all tightly related to one another. For example, the method of symmetric extensions can be presented as we did here, or by cleverly choosing a set A and considering HOD (V ∪ A) V [G] , as was shown by Serge Grigorieff in [3] . We hope that this paper will motivate others to investigate the connections between realizability models and symmetric extensions. And we suggest that as a complement to this paper, some of the famous results should be attempted using this method. Since we need to preserve ZF + DC, these results could be Solovay's model-style constructions (e.g., preservation of large cardinal properties at ω 1 ), or others.
7
One last point which might be of interest, especially to those coming form realizability, might be looking at pre-Shoenfield independence results related to the axiom of choice. These were not always presented as a group acting on a forcing, but rather identified a family of names and used them to define a model. 7 There is no shortage of models of ZF + DC, see [4] for details.
