ABSTRACT The transition between the B and Z conformations of double-helical deoxyribonucleic acid (DNA) belongs to the most complex and elusive conformational changes occurring in biomolecules. Since the accidental discovery of the left-handed Z-DNA form in the late 1970s, research on this DNA morphology has been engaged in resolving questions relative to its stability, occurrence, and function in biological processes. While the occurrence of Z-DNA in vivo is now widely recognized and the major factors influencing its thermodynamical stability are largely understood, the intricate conformational changes that take place during the B-to-Z transition are still unknown at the atomic level. In this article, we report simulations of this transition for the 39-(CGCGCG)-59 hexamer duplex using targeted molecular dynamics with the GROMOS96 force field in explicit water under different ionic-strength conditions. The results suggest that for this oligomer length and sequence, the transition mechanism involves: 1), a stretched intermediate conformation, which provides a simple solution to the important sterical constraints involved in this transition; 2), the transient disruption of Watson-Crick hydrogen-bond pairing, partly compensated energetically by an increase in the number of solute-solvent hydrogen bonds; and 3), an asynchronous flipping of the bases compatible with a zipperlike progression mechanism.
INTRODUCTION
The transition between the B and Z conformations of doublehelical deoxyribonucleic acid (DNA) belongs to the most complex and elusive conformational changes occurring in biomolecules. Since the accidental discovery of the left-handed Z-DNA form in the late 1970s (1) , numerous experimental studies have investigated the relative stability of this DNA form, the influence of environmental factors on this stability, and the possible role of Z-DNA conformations in biological processes (2) . As a result of this research, the occurrence of Z-DNA in vivo is now widely recognized, and the major thermodynamic factors influencing its stability are well understood. Yet, the conformational pathway(s) followed during the interconversion between B-and Z-DNA remain experimentally unknown at the atomic level.
Under physiological (low-salt) conditions, DNA preferentially adopts B or A conformations (along with ;20 sequencedependent variations of these two forms (3) (4) (5) ), characterized by Watson-Crick basepairing, anti orientation of the nucleotide bases, and a right-handed helicity (3, 6) . The A-DNA conformation is the one favored under low hydration or moderately high ionic-strength conditions, while the B-DNA conformation is preferred otherwise.
However, already in 1972, Pohl and Jovin (7) were able to observe an almost complete inversion of the ultraviolet circular dichroism (CD) spectrum of poly(GC) double-helical oligonucleotides upon addition of large amounts of salt (e.g., 4 m NaCl). The explanation for this effect was provided by the subsequent determination of the corresponding threedimensional structure through x-ray diffraction (1, 8) , resulting in a left-handed helicity with an alternating anti (pyrimidine) and syn (purine) orientation of the nucleotide bases together with Watson-Crick basepairing (1) . Due to the particular zigzag pattern adopted by the sugar-phosphate backbone, this new DNA form was termed Z-DNA. Apart from the inverted helicity, the Z-DNA structure is more compact along the double-helical axis (compared to the B form), with an average of one additional basepair per turn (3) . As a consequence, the successive negatively-charged phosphate groups along the backbone reside on average closer to each other. At low ionic strengths, the resulting increase in electrostatic repulsion significantly destabilizes the Z form relative to the B form, even if the stacking interactions are expected to be more favorable in the Z-DNA conformation (9) . Upon increasing the ionic strength, however, counterions provide more efficient electrostatic screening, and the relative stabilities of the two forms may be inverted (10) . Indeed, it is now widely accepted that the dominant contribution to the free energy difference between the two forms is due to electrostatic interactions (11) (12) (13) (14) (15) . The structural difference between the B-and Z-DNA conformations also leads to a different stacking pattern of the nucleotide bases. While the B-DNA conformation permits a continuous p-stacking of successive bases, the stacking in Z-DNA involves discontinuous series of four-base clusters along each of the two strands (16) .
Besides the ionic strength, the relative stabilities of the B-and Z-DNA forms are influenced by the nature of the (local) nucleotide sequence and the temperature. The Z-DNA conformation appears to be favored by sequences of repeating AT or CG doublets along one strand or in supercoiled DNA (17) . Furthermore, due to its lower conformational entropy (compared to B-DNA), the relative stability of the Z-DNA conformation generally decreases upon raising the temperature (18) . This property, together with the intrinsic differences in p-stacking patterns between the two DNA forms (9) , has recently been exploited in the design of a nanothermometer (19) . The design of a nanomechanical motor device based on the B-to-Z transition has also been proposed (20, 21) (under the basic assumption that the DNA unwinds during the transition), as well as that of a temperature-dependent reversible biomolecular switch (22) .
Since the discovery of Z-DNA, much attention has been focused on the detection of Z-DNA in vivo and on the possible biological function of this particular DNA morphology (2, (23) (24) (25) (26) . Because Z-DNA is intrinsically unstable under physiological conditions, this research is inherently difficult. However, it is now recognized that Z-DNA is not just a chemical oddity, but does occur in vivo (27) . It is, for instance, formed transiently behind a moving RNA polymerase, stabilized by the negative supercoiling in the wake of the enzyme (28) (29) (30) (31) . In addition, there is growing evidence that Z-DNA segments or junctions may play a role in gene expression (16) , recombination (32) (33) (34) and regulation (35) (36) (37) , or in destructive effects of terminal differentiation (38) , and that Z-DNA stability may be enhanced by etiological factors related with Alzheimer's disease (39, 40) .
Despite all these advances, one of the main unanswered questions remains how the very large conformational change associated with the B-to-Z transition actually takes place at the atomic level (41) . Apart from the inversion of the helicity, the most striking conformational change occurring during the transition is the 180°rotation of the nucleotide bases with respect to their initial positions. The rotational mechanism involved during the transition appears to differ for the purine and pyrimidine bases. In the B-DNA conformation, the nucleotide base x-angle of both nucleotide types, defined as the torsional angle O49-C19-N1-C2 (pyrimidine) or O49-C19-N9-C4 (purine), is in anti orientation, i.e., in the range 180 6 90°. This orientation is required for the formation of canonical Watson-Crick hydrogen bonds, and bases with a syn orientation (0 6 90°) in B-DNA serve as an indicator for a distortion of the double helix due to basepair opening or the presence of mismatched basepairs (3, 42) . However, in Z-DNA, purine bases generally adopt a syn conformation, i.e., they must rotate with respect to their associated deoxyribose unit along the B-to-Z transition pathway. In contrast, pyrimidine bases remain in anti orientation within Z-DNA due to steric constraints (3, 42, 43) . Therefore, to keep the Watson-Crick basepairing intact, the whole pyrimidine nucleotide (including the sugar) needs to rotate, which places the deoxyribose 59-carbon atom before the 39-oxygen in terms of projection along the helix axis (with the 39-end of the strand on the left and the 59-end on the right), introducing a local half-twist in the backbone (44) . This feature is commonly referred to as the chain-sense paradox, because the chain sense (39 / 59 or 59 / 39) becomes locally inverted (44) .
Four main hypotheses have been formulated concerning the mechanism of the B-to-Z transition.
The first hypothesis (known as the Wang model) suggests that the transition involves basepair opening before the rotation of the nucleotide bases and of the backbone dihedral angles (1, 7, 10, 45, 46) .
The second hypothesis (known as the Harvey model) postulates that the transition consists of a series of nondisruptive transfiguration steps (correlated rotations of the base and backbone dihedral angles) permitting a transition without disruption of the Watson-Crick hydrogen bonds (44, (47) (48) (49) .
A third hypothesis assumes a transition through an intermediate (A-type) conformation without disruption of Watson-Crick hydrogen bonds and without sterical interference (50, 51) .
The fourth hypothesis was formulated recently (52) , based on the first crystallographic structure of a B-Z DNA junction (cocrystallized with an enzyme). In this structure, two basepairs are flipped out of the duplex between the two DNA forms (analogous to B-DNA structures cocrystallized with DNA editing enzymes such as methyltransferases (53)). Based on this observation, the authors suggested that the B-to-Z transition may be accomplished by sequentially extruding basepairs from the duplex, permitting their free rotation by 180°, before reentrance at their original positions (in contrast to the Wang model, where base rotation is assumed to occur within the double-helix core).
Since the B-to-Z transition is known to be highly cooperative, it is not unreasonable to assume the involvement of domain formation during the interconversion (54), especially when long sequences are considered (e.g., negative supercoiling effects in plasmids). The transition pathway(s) may therefore also depend on the length and nature of the DNA sequence, as well as on the detailed experimental conditions. This view is in principle contained in the zipper model (55) , where after an initial high-barrier nucleation step resulting in a short Z-DNA segment enclosed between two B-Z junctions, the junctions migrate in opposing directions as the intervening basepairs flip and the backbone winds in the lefthanded direction to form Z-DNA. The zipper model is in principle compatible with any of the four above-mentioned hypotheses for the actual base-flipping mechanism.
To determine or rule out possible mechanisms, it is necessary to acquire time-resolved information at the atomic level, either by experiment or through computer simulations, which is in both cases highly nontrivial. On the one hand, experimental techniques typically used to probe the structure of (bio-)molecular systems at atomic resolution, such as x-ray crystallography or nuclear magnetic resonance (NMR) spectroscopy, offer limited information in the context of dynamical structural changes. On the other hand, computer simulation methods, such as explicit-solvent molecular dynamics (MD) simulations based on empirical force fields, are currently limited to timescales of the order of 10-100 ns for oligonucleotides (56) . This is clearly insufficient to investigate the B-to-Z transition by straightforward MD, since this transition occurs on a timescale of seconds to minutes (either induced by the addition of salt (7, 10) or of a Z-DNA stabilizing protein (57)), with energy barriers up to hundreds of kJ 3 mol ÿ1 (7, 46, 57, 58) . Furthermore, computational methods commonly used to improve the sampling along a transition pathway (e.g., umbrella sampling (59,60)) are not applicable here, because the reaction coordinate for the transition is unknown. Traditional free energy perturbation methods (61) (62) (63) (64) are also out of question due to the large structural dissimilarity between the two conformations, so that only the effect of base modifications on the relative stability of Z-DNA (compared to B-DNA) can be investigated (65, 66) . Given these difficulties together with the inherent structural complexity of the transition, theoretical studies have so far mostly relied on simplified models, which commonly use a coarse-grained representation of the oligomer and model the solvent via a mean-field approach. Examples of such models are the Soumpasis potential-ofmean-force approach (67) and others (12, 14, (68) (69) (70) (71) (72) (73) (74) , which are able to reproduce reasonably well the experimental free energy difference and its dependency on the charge, size, and concentration of the counterions (73) . However, simplified representations of this kind cannot give detailed insight on the transition pathway(s) at the atomic level.
Recently, simulations at atomistic resolution were applied using the approach of the stochastic difference equation with length of Elber et al. (75) to investigate the B-to-Z transition of the 39-(CGCGCG)-59 duplex. The results suggested yet another model for the B-to-Z transition pathway (76, 77) . In these simulations, the transition was observed to occur through an unwinding and overstretching of the oligomer, where the stretched conformation (increased terminal separation) could be viewed as an explicit intermediate structure for the transition (stretched-intermediate model). The main strength of the proposed model is that it provides a simple solution for the need to overcome very large sterical constraints to achieve the rotation of the nucleotide bases (purines) or sugar units (pyrimidines) during the transition. Conceptually, this suggested mechanism is related to the previously postulated mode of longitudinal breathing (44) , which assumes that local backbone (longitudinal) stretching facilitates the flipping mechanism. The authors also proposed an experimental verification of the suggested mechanism by means of a fluorescence resonance energy transfer experiment (78) through the addition of two dyes at the oligomer termini. A decrease in the fluorescence signal during the transition would indicate an increase in the average dye separation and thus, provide evidence for the proposed stretching mechanism. However, three questions remain open with respect to the applied computational methodology and simulation setup. First, despite the conceptual elegance of variational methods based on minimizing the classical action integral, it is not clear whether the observed transition pathway has any physical significance at room temperature (since it corresponds in principle to a zero-temperature pathway). Second, the approach does not treat solvent molecules explicitly, but through a generalized-Born implicit (mean-field) solvation model (79) . While the performance of the generalized Born approach has been excellent for some systems, in particular for studies on peptide folding (80) (with some notable exceptions (81,82)), its validity remains questionable in the context of DNA simulations, due to the key role of specific solute-solvent interactions (83) (84) (85) (86) (87) (88) (89) (90) . Third, the above simulations were undertaken in the absence of explicit counterions, and did not permit the investigation of ionic-strength effects on the transition.
Any computational approach to investigate the B-to-Z transition pathway currently requires the application of special methods for bridging of the timescale gap between simulation and experiment. However, this should be done by imposing as little constraint as possible on the dynamics of the system. A simple approach to this purpose is targeted molecular dynamics (TMD) (91) (92) (93) (94) . This algorithm allows for the description of a progressive conformational change between a starting and a target structure, by linearly decreasing the (mass-weighted) root-mean-square deviation (RMSD) in atomic position between the current structure and the target one (RMSD constraint) along the simulation. By performing the transformation reasonably slowly, the system should ideally remain at equilibrium with respect to all degrees of freedom orthogonal to the RMSD constraint. Thus, the sampled conformational pathway should provide a reasonable first guess to the true transition pathway, under the assumption that this true pathway involves a monotonic decrease of the RMSD to the target structure. In addition, the free energy difference between the initial and final states may be estimated by integrating the constraint force along the forced transition pathway (59), in a way analogous to the slow-growth protocol (59, 61, 95) . Finally, this approach is easily combined with an explicit representation of the solvent molecules and counterions, allowing for a realistic modeling of solvation and ionic-strength effects.
The main goal of the present work is to:
1. Find a plausible transition pathway for the B-to-Z transition using TMD with explicit solvation and counterion representation. 2. Reassess the results of the recent theoretical studies (76, 77) , suggesting a stretched-intermediate model for this transition. 3. Investigate the impact of ionic strength on the stability of the B-and Z-DNA forms and on the transition pathway.
To this purpose, MD and TMD simulations are carried out for the double-helical hexanucleotide 39-(CGCGCG)-59 in water. The self-complementary (CGCGCG) 2 duplex (melting temperature: T m % 320 K (96)) has been investigated previously in a number of experimental and theoretical studies (1, (97) (98) (99) (100) (101) (102) , and is known to show a high propensity to form Z-DNA due to the presence of CG repeats (103) . Six independent MD simulations at room temperature involve the hexamer duplex starting from either the B or the Z conformation, and either without counterions, with a neutralizing amount of sodium counterions, or with an excess amount (4 m) of sodium and chloride counterions. In addition, three independent TMD simulations of the B-to-Z transition (starting from the B conformation) are performed under the same temperature and ionic-strength conditions.
THEORY Computational details
All simulations were performed using a modified version of the GROMOS96 program (104, 105) together with the GROMOS96 45A4 force field for DNA (106) and the SPC water model (107) . For the six MD simulations, a modeled B-DNA or Z-DNA hexamer duplex with sequence 39-(CGCGCG)-59 and net charge ÿ10e was solvated in a cubic box of dimension 5 Á 5 Á 5 nm 3 with explicit water molecules at a density of 1 g 3 cm
ÿ3
, resulting in a total of 4111 (B-DNA) or 4102 (Z-DNA) solvent molecules. For each conformer, one system was simulated in the absence of counterions, one system with a neutralizing amount of 10 sodium ions and one system with an amount of sodium and chloride counterions corresponding to a 4-molal solution (for an overall neutral system). The initial ion locations were selected by successively replacing water molecules with sodium counterions at the positions of lowest electrostatic potential or with chloride ions at the positions of highest electrostatic potential (sodium and chloride ions were inserted in alternation), while obeying an ion-ion exclusion distance of 0.35 nm. Since the modeled B-and Z-DNA structures do not exactly correspond to stable energy minima in the GROMOS96 force field (106), the starting and target structures for the three TMD simulations were chosen as the equilibrated structures of the corresponding MD simulations with a neutralizing amount of counterions after 1 ns. The simulation conditions and codes employed in this article are summarized in Table 1 for the nine simulations.
Electrostatic interactions were evaluated using a twin-range cutoff approach (with short-and long-range cutoff distances of 0.8 and 1.4 nm, respectively), a pair-list update frequency of five timesteps, and a BarkerWatts reaction-field correction (108, 109) for the omitted interactions beyond the long-range cutoff distance (the relative permittivity of the medium outside the cutoff sphere was set to 66.6 (110)). Although lattice-sum methods (e.g., Ewald, P 3 M, or PME) are often quoted as the proper remedy to the numerous problems associated with straight-cutoff truncation of electrostatic interactions (111) (112) (113) (114) (115) (116) (117) (118) , the reaction-field scheme also appears to provide excellent (and often qualitatively similar) results (106, 115, 119) . Furthermore, the application of lattice-sum methods in explicit-solvent simulations of solutions may lead (at least in some cases) to periodicity-induced artifacts (120) (121) (122) (123) (124) (125) (126) .
All simulations were carried out at constant volume and at a constant temperature of 280.15 K (40 K below the melting temperature of the hexamer (96) to avoid any possible denaturation), maintained by weak-coupling to a heat bath (127) using a coupling time of 0.1 ps. For equilibration, the MD simulations were slowly heated up over a period of 0.1 ns while applying a position-restraining potential with a force constant of 2.5 Á 10 4 kJ 3 mol ÿ1 Á nm ÿ2 on all solute atoms, so as to relax the surrounding solvent molecules.
Bond lengths were constrained by application of the SHAKE procedure (128) using a relative geometric tolerance of 10 ÿ4 . A timestep of 2 or 1 fs was used to integrate the equations of motion for the MD and TMD simulations, respectively. The system center-of-mass motion was removed every 5000 time steps to prevent the buildup of center of mass velocity. All MD and TMD simulations were carried out for 2 ns. For the calculation of the RMSD constraint forces (implemented analogously to the SHAKE algorithm (128) via a Lagrange multiplier approach), the same relative geometric tolerance of 10 ÿ4 was used. Since the bondlength (SHAKE) and RMSD (TMD) constraints may interfere with each other during a given integration timestep, the two protocols were iterated sequentially until convergence was reached for both. The atoms considered for the RMSD constraint were the N T ¼ 84 heavy atoms of the 12 nucleotide bases, which should capture the largest conformational change during the B-to-Z transition. At every integration timestep, the target structure was superimposed onto the current structure by means of a (mass-weighted) translational and rotational least-squares fit (129) involving the N T atoms, followed by a calculation of the (mass-weighted) RMSD value (R), as
Here, r i is the Cartesian coordinate vector of atom i in the current structure, r 
The corresponding constraint force F 
where l denotes the common Lagrange multiplier determining the strength of the constraint force at the given timestep. In the case of the leap-frog integrator the coordinates are propagated in time as The codes used in this article to refer to specific simulations are indicated (the letter B or Z denotes the starting conformation; BZ denotes a B-to-Z transition simulation; 0 denotes the absence of counterions; N denotes a neutralizing amount of counterions; and E denotes an excess of counterions). The ionic strength I of the solution is also reported (calculated for the counterions only, in molal units).
Here 
To obtain a quasi-continuous trajectory, the solution of Eq. 8 with the lowest absolute value has to be taken throughout the simulation (92) . The corresponding coordinate shift Dr 
Over the course of the TMD simulation, the RMSD distance R ref (t) to be satisfied is linearly reduced from an initial RMSD difference R BZ ¼ 0.55 nm between the B-and Z-form down to zero, via a constant decrease DR ref ¼ 2.75 Á 10 ÿ7 nm at each timestep Dt ¼ 1 fs, which corresponds to a total simulation time of 2 ns. The (Helmholtz) free-energy profile A(R) along the transition pathway defined by the RMSD reaction coordinate may be determined by application of the thermodynamic integration formula (130) dAðRÞ dR
where AE. . .ae R denotes ensemble averaging at a specified value R of the RMSD and the second equality follows from Eqs. 2 and 3. Using a slow-growth approximation (59), this profile may be evaluated numerically as (94) AðR where the constant C is chosen here to enforce A(R BZ ) ¼ 0, i.e., the zero of the profile is set to the B-DNA conformation. Due to the use of a mass-weighted RMSD as reaction coordinate, the configurational probability distribution is not affected by metric-tensor effects (94, 131, 132) , and Eq. 15 becomes exact in the limit of an infinitesimally slow variation of R ref . However, due to the use of a polar coordinate system, the free energy profile A(R) may appear biased toward high R-values because the Cartesian coordinate volume associated with a given value of R decreases with R (94,133). In particular, A(R) diverges to infinity when R tends toward zero (i.e., by the end of the simulation). This effect can be viewed as arising from an entropic contribution related to the restriction of the accessible Cartesian volume upon decreasing R.
The analysis of the simulations was performed in terms of the following basic properties:
1. The time-series of the all-atom (non-mass-weighted) RMSD value with respect to the starting structure (as well as to the target structure for the TMD simulations). 2. The root-mean-square fluctuations (RMSFs) of atomic positions, excluding a total equilibration time of 0.2 ns. 3. The time evolution of the interstrand and oligomer to water hydrogen bonds, defining the presence of a hydrogen bond D-HÁÁÁA by a HÁÁÁA distance smaller than 0.25 nm and a D-HÁÁÁA angle larger than 135°.
In addition, the rotation of the nucleotide bases during the TMD simulations was monitored through the time-series of the x-dihedral angle around the sugar-base bond, defined by the atoms O4-C19-N1-C2 (cytidine) and O49-C19-N9-C4 (guanosine). Because the cytidine bases do not rotate around the x-dihedral angle during the transition (see Introduction), it is useful to monitor an alternate internal coordinate that is also sensitive to the rotation of the whole nucleotide. This was done by following the time-series of the angle h between the plane of the nucleotide base in the current configuration and the corresponding plane in the starting structure (after an all-atom non-mass-weighted translational and rotational least-squares fit of the two structures).
The ultraviolet (UV) absorbance (and in particular CD spectra in the UV range) are known to serve as a sensitive indicator of DNA conformation (134) . Nucleic acids exhibit a strong p / p* transition in the far UV, due to the aromaticity of the bases, as well as an n / p* transition at longer wavelengths. The CD spectra of B-and Z-DNA show distinct differences, the hallmark for Z-DNA being an intense negative band at ;195 nm (7). It is possible to estimate the rotational-strength R 10 of a 0 / 1 transition based on a specific system configuration from ab initio calculations, as the imaginary part of the scalar product of the corresponding electronic m and magnetic m transition dipole moments R 10 ¼ Imfm 01 Á m 10 g. However, this calculation requires knowledge of the wavefunction for the ground-and excited states, which is computationally intractable for the present system (292 atoms). An alternative approach is to describe the ground and excited states at various wavelengths by monopole sets, and to construct a Hamiltonian matrix from which eigenvalues, eigenfunctions, and ultimately m 01 and m 10 can be estimated (135, 136) . Such monopole sets for the two types of nucleotide bases considered here were derived by fitting to the direction and magnitudes of experimentally obtained transition dipole moments as described earlier (134) . This approach was applied to calculate far-UV CD spectra based on selected configurations sampled during the present TMD simulations. The molar CD signal at a given wavelength l, DE(l), represents the difference in absorption between left-and right-circularly polarized light, reported in units of M ÿ1 3 cm ÿ1 . It may be calculated from the rotationalstrength as DeðlÞ ¼ ð2:278R 10 l=D 10 Þ, where D 10 is the half-bandwidth for the given 0 / 1 transition and R 10 is expressed in the same units as DE(l).
In any monopole approximation, charge transfer effects, which can be of importance in the longer wavelength regions of DNA spectra, cannot be accounted for. In the far-UV region below 200 nm, however, these effects should be negligible.
RESULTS

MD simulations of B-and Z-DNA
The time-series of the all-atom (non-mass-weighted) RMSD values from the starting structure are shown in Fig. 1 , a-f, together with corresponding RMSF values for the MD simulations starting from B-or Z-DNA under different ionicstrength conditions. The RMSD values for all simulations starting from B-DNA exhibit maximum deviations of 0.15-0.20 nm, and reach these plateau values after ;0.5 ns. For the simulations starting from Z-DNA, the system without counterions is clearly unstable and loses its double-helical structure almost immediately, reaching an RMSD value of ;0.50 nm after 2 ns. Due to the large repulsive electrostatic interactions within the Z-DNA backbone, this behavior is not surprising. In contrast, the two Z-DNA systems with explicit counterions are stable, and show maximum deviations of 0.25-0.30 nm.
The RMSF values for the simulations starting from B-DNA are all in the range 0.1-0.2 nm, except for the more mobile nucleotides at the oligomer termini (strand 1: atoms 1-21 (1C) and 120-146 (6G); strand 2: atoms 147-167 (7C) and 266-292 (12G)). In comparison, the simulations starting from Z-DNA show significantly larger fluctuations, the highest RMSF values corresponding again to the terminal nucleotides. Overall, the trajectories for five of the six systems (with the exception of the Z-DNA simulation without counterions) are stable and lead to structures with no dramatic distortions. This suggests that (on the present simulation timescale) the use of a reaction-field corrected cutoff-truncation method for handling the electrostatic interactions should not necessarily be regarded as inferior to the application of lattice-sum methods in the context of DNA simulations (119, 137, 138) .
The analysis of the interstrand hydrogen-bonding patterns during these six MD simulations is reported in Fig. 2 , a-f, and Table 2 . For the sequence considered, a total of 18 canonical Watson-Crick (WC) hydrogen-bond pairs are possible ( Table 2 ). The simulations starting from B-DNA exhibit a high occurrence of canonical hydrogen bonds under all conditions, i.e., these simulations conserve the initial WC basepairing pattern to a high extent. For the central basepairs, these hydrogen bonds are typically present over 85-100% of the simulation time. Their occurrence may be reduced in the strand termini due to increased mobility (see RMSF in Fig. 1 , a-c) and more effective competition with hydrogen bonds to water molecules. Note also that the overall occurrence of canonical hydrogen bonds slightly increases upon increasing Table 1 ) correspond to a, B0; b, BN; c, BE; d, Z0; e, ZN; f, ZE; g, BZ0; h, BZN; and i, BZE.
Simulation of the B-to Z-DNA Transitionthe ionic strength of the solution. For the simulations starting from Z-DNA, the system without counterions is characterized by a progressive disruption of the canonical hydrogenbonding pattern, confirming the result of the RMSD analysis (Fig. 1 d) . The hydrogen-bonding pattern is better preserved for the system with a neutralizing set of counterions, and essentially stable for the simulation with an excess of counterions. The increase in ionic strength leads to a decrease in Table 2 , which also reports the corresponding occurrences in numbers. Panel codes (see Table 1 ) correspond to a, B0; b, BN; c, BE; d, Z0; e, ZN; f, ZE; g, BZ0; h, BZN; and i, BZE. The arrows indicate the donor-to-acceptor direction. The residue number, residue type, atom name, and atom are listed for the donors and acceptors involved in the respective strands. The atom names correspond to the latest GROMOS96 force field for nucleic acids (106) . The simulation codes refer to Table 1. the repulsive electrostatic interactions between backbone phosphate groups, which in turn results in a stabilization of the Z-DNA conformation, in agreement with independent experimental (7,10) and theoretical (73) results. The time-series of the total number of oligomer to solvent hydrogen bonds is shown in Fig. 3, a-f , for the six MD simulations. In all cases, the number of solute-solvent hydrogen bonds expectedly increases during the equilibration period. The total numbers of hydrogen bonds converge to mean values and standard deviations (excluding a total of 0.2 ns equilibration time) of 102.1 6 5.0 (B0), 102.2 6 4.9 (BN), 93.5 6 6.9 (BE), 114.9 6 6.7 (Z0), 105.6 6 5.8 (ZN), and 95.3 6 6.3 (ZE). The disruption of the double-helical structure during the Z-DNA simulation without counterions is accompanied by a significant increase in the number of solute-solvent hydrogen bonds. For both DNA forms, the simulations with an excess amount of counterions show fewer solute-solvent hydrogen bonds compared to those with no or a minimal amount of counterions, an observation compatible with the corresponding higher occurrence of interstrand hydrogen bonds (Fig. 2 , a-f, and Table 2 ).
TMD simulations of the B-to-Z DNA transition
The time-series of the all-atom (non-mass-weighted) RMSD values with respect to both the initial (model) B-DNA and the target (equilibrated) Z-DNA conformations are displayed in Fig. 1 , g-i, together with corresponding RMSF values for the TMD simulations of the B-to-Z transition under different ionic-strength conditions. Along the three simulations, the RMSD value with respect to the target (Z-DNA) structure progressively decreases (with no major differences in the profile between the three simulations) and reaches a common value of 0.003 nm after 2 ns. Note that the decrease in this quantity is not exactly monotonic and linear, because the TMD constraint involves a mass-weighted RMSD calculated for a subset of atoms (atoms of the bases) rather than the allatom non-mass-weighted RMSD value monitored here. The corresponding RMSD values with respect to the starting (B-DNA) structure do not evolve symmetrically with the values calculated with respect to the target structure. The two RMSD curves intersect at ;0.7 ns, i.e., the simulations are progressing more rapidly away from the B-DNA form than they are moving toward the Z-DNA form. Due to the large conformational change involved in these simulations, the corresponding RMSF values averaged over the course of the transition are very high (because they account not only for the structural fluctuations but also for the overall structural change).
The analysis of the interstrand hydrogen-bonding patterns during these three TMD simulations is reported in Fig. 2 , g-i, and Table 2 . A major disruption of WC hydrogen bonds occurs after ;1 ns upon leaving the initial B-DNA conformation. However, after an additional time period of ;0.5 ns, most hydrogen bonds are recovered and maintained up to reaching the target Z-DNA conformation. Note that this transient disruption of WC hydrogen bonds is not accompanied by major distortions of the basepairing geometries (in particular, the flipping-out of bases into solution reported in the crystallographic structure of a B-Z junction (52) , is never observed in the present simulations). There is no obvious difference with regard to the time evolution of the hydrogenbonding pattern under different ionic-strength conditions.
The time-series of the total number of oligomer to solvent hydrogen bonds is shown in Fig. 3, g-i, for the three TMD simulations. These time-series show a significant increase between 1.0 and 1.5 ns, coinciding with the transient disruption of interstrand WC hydrogen bonds (Fig. 2, g-i) . This suggests that the energetic cost involved in the transient breakdown of intrasolute hydrogen bonds is partly compensated by a concomitant increase in solute-solvent hydrogen-bonding. The total number of hydrogen bonds are characterized by mean values and standard deviations (excluding a total of 0.2 ns equilibration time) of 114.7 6 6.6 (B0), 117.2 6 7.5 (BZN), and 120.91 6 6.1 (BZE). These average values are systematically higher than values in the corresponding MD simulations starting from either B-or Z-DNA. However, in contrast to the observations made in the context of these MD simulations, the number of solute-solvent hydrogen bonds is larger at higher ionic strength.
The transition pathway emerging from the TMD simulation with a neutralizing amount of counterions is illustrated in Fig. 4 . Along the transition, the oligomer starts to partially unwind (first 0.25 ns), then undergoes a slight bending Table 1 ) correspond to a, B0; b, BN; c, BE; d, Z0; e, ZN; f, ZE; g, BZ0; h, BZN; and i, BZE.
(0.25-0.5 ns) until reaching an extended or stretched conformation after ;1 ns. The end-to-end distance of this stretched conformation at 1 ns (defined here as the average of the 1C-6G and 7C-12G phosphate atom distances of both strands) is 2.39 nm, to be compared with the corresponding values of 2.09 nm and 2.12 nm for the equilibrated B-and Z-DNA structures, respectively, corresponding to a stretching by ;13.5%. At this time point, the nucleotide bases start to lose their canonical interstrand hydrogen bonds (Fig. 2, g-i) at the benefit of solute-solvent hydrogen bonding (Fig. 3,  g-i) , and begin to flip. After ;1.5 ns, the WC hydrogenbond pairing is entirely restored and the final Z-DNA conformation is progressively reached. The two other simulations (without and with an excess of counterions) follow a very similar pathway (not shown). The passage through a stretched configuration seems natural, because it facilitates the base-flipping process by allowing the nucleotide bases to occupy more space and enables the formation of the (local) chain-sense paradox. The transition pathway observed in the present explicit-solvent TMD simulations is in good qualitative agreement with the recent findings of Lim et al. (76, 77) , based on the simulation of a least-action path using an implicit solvent model.
The CD spectra calculated for the configurations displayed in Fig. 4 are shown in Fig. 5 . It is important to stress that experimental CD spectra characterize an ensemble of conformations rather than an individual structure (139) . Nevertheless, the calculated single-structure spectra can be interpreted in a qualitative way. The individual structures along the pathway followed by the TMD simulation give rise to a spectral evolution, which is in good agreement with the experimentally observed signal inversion at 195 nm (7), i.e., the emergence of the spectral trademark of the Z-DNA configuration. The continuous progression of the band inversion over the course of the transition is also compatible with the experimental evolution observed in time-resolved measurements (7) .
While the observed pathway is qualitatively similar for the three TMD simulations irrespective of the ionic-strength conditions, it is of interest to investigate possible differences in the flipping behavior of the nucleotides and bases. As pointed out previously (see Introduction), the rotational mechanism for the two types of nucleotide bases is formally FIGURE 4 Structure snapshots along the B-to-Z DNA transition pathway observed in the TMD simulation with a neutralizing amount of counterions (duration of 2 ns). The two other simulations (without and with an excess of counterions) follow a very similar pathway (not shown).
FIGURE 5 CD spectra calculated for structure snapshots along the B-to-Z DNA transition pathway observed in the TMD simulation with a neutralizing amount of counterions (duration of 2 ns; illustrated in Fig. 4) . Successive spectra along the transition are indicated by lines of increasing thickness. The calculated molar CD signal De(l) ¼ e L (l) -e R (l) at a given wavelength l, where e L and e R are the extinction coefficients for left-and right-circularly polarized light, is displayed. The two other TMD simulations (without and with an excess of counterions) give rise to a similar spectral evolution (data not shown). different. While guanine rotates around the deoxyribose-base x-angle by 180°, changing orientation from anti to syn, the cytosine bases remain in anti orientation and the flipping is accomplished through a rotation of the whole nucleoside involving the angle h. The corresponding x-and h-angle values of the starting (equilibrated) B-DNA and target (equilibrated) Z-DNA conformations of the TMD simulations are reported in Table 3 .
The time-series of the nucleotide-base x-angles are displayed in Fig. 6 for the three TMD simulations. For all simulations, the x-angle values of the target Z-DNA structure (Table 3) are reached after 2 ns, i.e., all bases adopt the expected syn (guanine) or anti (cytosine) orientations with respect to the deoxyribose sugar moiety. The evolution of the x-angle appears to be very similar in the three TMD simulations. The guanosine bases are distributed into two groups, i.e., those for which the rotation occurs gradually through an increase in x (so-called high-anti path; 2G, 8G) and those for which rotation occurs in a stepwise fashion through a decrease in x (4G, 6G, 10G, 12G). Although the cytosine bases paired with a given guanosine do not flip, all of them show significant variations in their x-angle during the time in which their partner guanosine flips.
The time-series of the angle h between the nucleotide-base plane in the current and starting (B-DNA) structure (after least-squares-fit superimposition) are displayed in Fig. 7 for the three TMD simulations. Due to possible ambiguities related to the fitting procedure, the results may only be interpreted in a qualitative fashion. The flipping of the cytosine bases, mediated by the rotation of the corresponding deoxyribose moiety, is evident here. Here also, the bases are roughly distributed into two groups, i.e., those showing gradual rotation (1C, 2G, 6G, 12G) and those flipping more suddenly at a later stage of the transition (3C, 4G, 5C, 7C, 8G, 9C, 10G, 11C).
Based on the information contained in Figs. 6 and 7, as well as on a visual inspection of the trajectories, it is possible to determine a flipping sequence for the different bases. Rotation begins gradually at the oligonucleotide termini through the basepairs 1C, 12G and 6G, 7C. This is expected since the sterical constraints are less severe for terminal pairs in a free oligonucleotide (note that this observation does not hold for an equivalent oligonucleotide stretch within a longer DNA segment, so that the flipping mechanism may possibly differ in this case). The flipping then progresses over time in direction 6G / 1C in strand 1 and 7C / 12G in strand 2, whereby bases 3C, 2G and 11C rotate the latest. In other words, the flipping process progresses in direction 59 / 39 along strand 1, and 39 / 59 along strand 2. This kind of propagation mechanism may be viewed as a (cooperative) zipperlike transition (55) .
The free energy profiles A(R) calculated from the integral of the constraint force over the sampled pathways, are shown in Fig. 8 for the three TMD simulations under different ionicstrength conditions. The free energy profiles for the three simulations exhibit the same sigmoidal shape, with a transition point at R ; 0.25 nm (i.e., after ;1 ns simulation time), which corresponds to the stretched intermediate conformation in Fig. 4 . Only the simulation with an excess of counterions shows a clear minimum for low values of the reaction coordinate, suggesting again that the Z-DNA conformation is intrinsically unstable under lower ionic-strength conditions. The observation that the A(R) value for Z-DNA is higher compared to B-DNA, even at high salt concentration, can have two origins:
1. A distortion of the profile at low R due to the use of a ''polar'' reaction coordinate (low R values are associated with more restricted regions of configurational space compared to high R values, which can be viewed as an artificial entropy reduction upon decreasing R). 2. An energetical bias in the molecular model employed (force field), which has been refined against experimental data predominantly in the context of the A-and B-DNA forms (106) .
On the other hand, the barrier for the transition is estimated to be ;125-150 kJ 3 mol ÿ1 , which is of the same order of magnitude as reported literature values for the activation energy of this process (159 kJ 3 mol ÿ1 (57)).
CONCLUSIONS
The goal of this study was to investigate the stability of the B-and Z-DNA conformations under different ionic-strength conditions and the mechanism of the B-to-Z DNA transition using MD and TMD simulations with an explicit representation of the solvent and counterions. The impact of the ionic strength on the stability of the Z-DNA conformation was clearly visible in the MD simulations, the latter form being Table 1 for the simulation codes).
FIGURE 7 Time-series of the angle h between the planes of the nucleotide bases in the current and initial (equilibrated) B-DNA structure (after least-squares-fit superimposition) during the TMD simulations of the B-to-Z transition under different ionic-strength conditions (BZ0, solid line; BZN, dashed line; BZE, dotted line; see Table 1 for the simulation codes).
progression mechanism (55) . The stretched intermediate configuration was found to approximately coincide with the maximum of the corresponding free energy curve. The fundamental assumption underlying the realism of the mechanism suggested by the present TMD simulations is that the relaxation of the degrees of freedom orthogonal to the RMSD reaction coordinate (for which the TMD speed-up is of the order of 10 10 compared to experiment) occurs on the subnanosecond timescale. Although there is currently no way to prove the validity of this assumption, the suggested pathway appears physically plausible, because it is compatible with the sterical constraints involved in fully flipping the bases (guanosine) and the deoxyribose-moieties (cytosine) during the transition, and provides a simple solution to the chainsense paradox. This transition pathway also appears to be qualitatively insensitive to the ionic-strength conditions. However, the Z-DNA conformation only corresponds to a (shallow) free-energy minimum (along the profile) for the simulation under high ionic-strength conditions.
