completions, are based on information regarding the number of customers in the system and the time until the next arrival, which is exactly known. A decision is to either postpone service and admit the first arriving customer to the system or to immediately start servicing a waiting customer. The objective is to maximize the average number of serviced customers in the long run. In this model, however, the service time of the next customer is unknown. The present paper focuses on the form of an optimal stationary policy if this service time is also known; we restrict ourselves to the case of zero waiting room. Here it is more natural to take the arrival instants as decision epochs. The case of positive waiting room would have a state space involving all the known service times of waiting customers, which leads to an extremely complex decision problem.
THE DECISION MODEL
Let Tn, n = 1, 2, ... , (T7 = 0) denote the arrival epoch of the nth customer and Pn its service time. The decision epochs coincide with arrival epochs. We assume that at epoch Tn the server knows Pn Tn+1, Pn+1, and the residual service time Yn, if a customer is being served. When the server is idle at time Tn -0 we define the state of the system to be ( 
The objectives to be considered are: i) maximizing the expected total discounted reward, and ii) maximizing the expected average reward in the long run. In particular, we want to find an optimal stationary policy that maximizes for every initial state sI E S 
Remark 1
a. It will be assumed that T2 -T1 < oo and Y1 < 00.
b. The equality in (6) follows from the fact that the transition times are independent of the policy used.
THE DISCOUNTED REWARD CASE
The optimality equations for the discounted reward case are VOP,(b; T p) Since the reward is bounded, (7) and (8) have a unique solution and any policy that prescribes an action that maximizes the right side in (7) is optimal. It is immediately seen from (7) that if a customer arrives when the system is empty, and its service time is smaller than the time elapsed until the next arrival, i.e., if b < r, it is always optimal to admit this customer to the system. This is an obvious result since the next customer is never lost in doing so. Hence, the analysis concentrates on the optimal decisions in case b Tr. So we exclude the trivial case P(b < r) = 1, in which the service times are always smaller than the interarrival times. (8) 1 -a(p) ). For a decision problem in which the information comprises only the service time of an arriving customer, it is readily seen that if a(p) < 1/2 (heavy discounting) it is optimal to accept every customer if possible. For the problem under consideration, equations (7) and (8) admit such a policy only in special cases. Suppose that this policy is optimal and thus it prescribes a maximizing action in (7). Then (19), which will be considered in a moment, holds with equality. Therefore, it follows from (16) and (7) 
To start the analysis, let us first consider equation (8). It is readily verified by averaging

