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Let k be a field of characteristic 2 and let V be a k-vector space of 
dimension 2n. A nondefective quadratic form defined on V is a function 
h: V-t k that satisfies, for U, a in V, c in k, 
h(cv) = 2h(u), 
h(u + u) = h(u) + h(v) + B(u, u), 
where B is a nondegenerate symplectic form. We will let Sp(2n, v) denote 
the group of all automorphisms of V that preserve the symplectic form B. 
Similarly 0(2n, V) will denote the orthogonal group of all automorphisms of 
V that preserve the quadratic form. The aim of this paper is to prove the 
following result. 
THEOREM. Each element of Sp(2n, V) is a product of two symplectic 
involutions and each element of 0(2n, V) is a product of two orthogonal 
involutions. 
In a corresponding result for fields not of characteristic 2, Wonenburger 
showed in [6] that every orthogonal transformation is the product of two 
orthogonal involutions, whereas every symplectic transformation is the 
product of two skew-symplectic involutions (a skew-symplectic transfor- 
mation T satisfies B(Tu, Tu) = -(u, u) for u, v in v). It follows from our 
theorem that if k is a finite field of even characteristic, each element of the 
symplectic group or of the two nonisomorphic orthogonal groups is 
conjugate to its inverse, and thus the complex characters of these three 
families of finite groups are all real-valued. 
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1. ORTHOGONAL DECOMPOSHION OF A SYMPLECTIC SPACE 
Let T be an element of Sp(2n, V). We will say that the space V is 
symplectically indecomposable (with respect to T) if for every decomposition 
V = V, @ V, into orthogonal T-invariant subspaces, we have V, = 0 or 
Vz = 0. Since V can clearly be written as an orthogonal direct sum of 
symplectically indecomposable T-invariant subspaces, the structure of such 
symplectically indecomposable spaces is of interest. In [2], Huppert has 
given a description of symplectically indecomposable spaces over fields of 
characteristic 2. The theorem that follows is an immediate consequence of 
parts 1.7 and 2.1 of Huppert’s paper. Case (a) corresponds to modules of 
type 2, case (b) to modules of type 3 and case (c) to modules of’type 1 (the 
most difficult case to handle). We note that if p is a polynomial in the 
variable X, its adjoint p* is defined by p*(X) = X’p(X-I), where r is the 
degree of p. 
1.1. THEOREM. Let T be an element of Sp(2n, V) where V is symplec- 
tically indecomposable with respect to T. Then one of the following holds: 
(a) T has a single elementary divisor pe on V, where p is an 
irreducible polynomial satisfying p” = p. 
(b) V is a direct sum of two totally isotropic T-invariant subspaces 
U, W. T has a single elementary divisor pe on U and a single elementary 
divisor (p’)* on W, where p is an irreducible polynomial distinct from p”. 
(c) V is a direct sum of two degenerate T-invariant subspaces U, W. T 
has a single elementary divisor (X - 1)’ on both U and W. 
In case (a),~ cannot equal (X- 1)““. In case (c), r can be either even or 
odd, which is the essential difference between this description and those in 
fields of characteristic different from 2 (where r is odd for symplectic 
transformations and even for orthogonal transformations). 
2. SUBSIDIARY LEMMAS 
In this section we collect a number of lemmas concerning linear transfor- 
mations and symplectic forms over fields of characteristic 2. It will 
sometimes be convenient to phrase these results in terms of the matrices 
associated with the linear transformations or symplectic forms. 
2.1. LEMMA. Let T be an invertible matrix that is similar to its inverse. 
Then T is inverted by an involution. 
This was proved by Wonenburger in [6] for fields not of characteristic 2, 
and extended to arbitrary fields by Djokovic [ 1 ]. The next result is due to 
Frobenius in its most general form; a proof appears in [4, Theorem 661. 
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2.2. LEMMA. Let T be a square matrix and let T’ denote the transpose of 
T. There exists a symmetric matrix v satisfying 
v-‘TV = T’. 
If T is indecomposable (or, more generally, cyclic) any matrix w  that satisJies 
Tw = wT’ 
is necessarily symmetric. 
2.3. LEMMA. Let T be an indecomposable unipotent transformation 
acting on a vector space V of dimension 2n. Then T preserves a 
nondegenerate symmetric form. 
Proof: We first prove the result when 2n equals a power of 2, 2” say. Let 
A be the permutation transformation whose action on the underlying basis is 
given by 
Ae, = ei+, . 
coefftcients being taken modulo 2”. It can be established that A is indecom- 
posable and unipotent. Since there is a single similarity class of indecom- 
posable unipotent transformations of V, T is similar to A. A clearly preserves 
a nondegenerate symmetric form as its matrix is orthogonal. Thus, the same 
holds for T. 
Let B denote the T-invariant form. Let u be a nonzero vector fixed by T 
and let W = {v in V: B(u, v) = O}. W is a T-invariant subpace of V. We 
claim that u is contained in W. For if this is not the case, V can be written 
as an orthogonal direct sum with respect to B, 
v= ug w, 
where U is the subspace spanned by u. This contradicts the fact that V is 
indecomposable with respect to T. Thus, U is contained in W. 
The factor space W/U carries a nondegenerate symmetric form and the 
induced action of T on W/U is indecomposable and preserves the form. We 
have thus shown the existence of a suitable invariant form in dimension 
2” - 2 (for the induced action of T on W/U describes the single similarity 
class of unipotent indecomposable transformations in this dimension). By 
repeating the argument, we obtain suitable invariant forms in all even 
dimensions, as required. 
The form constructed in Lemma 2.3 is symmetric but not symplectic. A 
variation of the proof can be used to show the existence of a nondegenerate 
T-invariant symplectic form as well. 
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2.4. COROLLARY. Let T be an indecomposable unipotent matrix of size 
2n and let u be an involution that inverts T. Then there exists a symmetric 
matrix v that satisfies 
v-‘TV = T’, v-‘uv = u’. 
Proof By Lemma 2.3 we know that there exists an invertible symmetric 
matrix S that satisfies 
TST’ = S. 
It follows that 
S - ‘uTuS = T’. 
Since T is indecomposable, Lemma 2.2 implies that v = US is symmetric. 
We have 
v = v’ = us = Su’. 
Thus we obtain 
v - ‘242, = s- ‘us = u’, 
and so v is the required symmetric matrix. 
In [3, Theorem 3.41, Huppert proves that an indecomposable transfor- 
mation in characteristic 2 that is similar to its inverse but not unipotent 
preserves a nondegenerate symplectic form. A proof is also given there of 
our remark following Lemma 2.3. We therefore have the next result. 
2.5. LEMMA. Let T be an indecomposable transformation that is similar 
to its inverse but not unipotent. Let u be any involution that inverts T. Then 
there exists a symmetrix matrix v satisfying 
v-‘TV = T’, v-luv = u’. 
Both Lemma 2.3 and Corollary 2.4 fail for indecomposable unipotent 
transformations in odd dimensions. We will use a result of Wall [5, 
Lemma 2.3.31 to obtain an analogous version of Corollary 2.4. 
2.6. LEMMA. Let T be an indecomposable unipotent matrix of size 
2n + 1. There exists a matrix A that satisfies 
A’A-’ = T. 
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2.1. COROLLARY. Assume the hypothesis of Lemma 2.6. Let u be any 
involution that inverts T. There exists a symmetric matrix v that satisfies 
v-‘TV = T’, v-h = u/T’. 
Proof. Let A be the matrix of Lemma 2.6. We have 
TAT’ = A. 
Following the proof of Corollary 2.4, we see that v = UA is symmetric. We 
have, therefore, 
Thus, 
v-‘TV = T’ = u’v-‘uv 
and the result follows. 
2.8. LEMMA. Let T be an indecomposable transformation acting on a 
space V. Suppose that T is similar to its inverse. There exists an involution u 
that inverts T and preserves any T-invariant quadratic form (not necessarily 
nondefective). 
Proof: Let the minimal polynomial of T be X’ + a,- ,X-l + ... + 
a,X + 1. Since T is similar to its inverse, armi = aI, 1 Q i Q r - 1. We can 
find a basis e r ,..., e, of V with respect to which the matrix of T is the 
companion matrix of the above polynomial. Thus, 
Te, = ei+ 1, l<i<r-1, 
Te,=e,+a,e,+...+a,-,e,. 
Let u be the involution whose action is given by 
Uei=e,-i+,. 
It is easy to check that u inverts T. Let Q be any T-invariant quadratic form 
and let B be its underlying symplectic form. It will be convenient to consider 
T, B, u as matrices. 
Suppose first that r is even. It follows from Corollary 2.4 and Lemma 2.5 
that we can find a symmetric matrix v such that 
v-‘TV = T’, v-‘uv=u’=u. 
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Since TBT’ = B, it follows that B = buv, where b centralizes T. As B is 
symmetric, 
vub’ = buv. 
Now b is a polynomial in T since T is indecomposable., Therefore, we have 
v-‘bv = b’. We obtain 
bu = ub. 
Consequently, 
ubu’ = ubuvu = buv = B. 
and we see that u preserves the symplectic form B. 
The quadratic form Q is T-invariant, so we obtain 
Q<eJ = QV'ei) = Q<ei+ 1h l<i<r-1. 
Thus, Q(e,) = ... = Q(e,). In particular, Q(nei) = Q(ei). It follows that u 
preserves Q, since it preserves B and the values of Q on a basis. 
If r is odd, the proof is essentially the same, except that we must take a 
symmetric matrix v that satisfies 
v-‘TV = T’. v-‘uv = UT’ 
by Corollary 2.7. This completes the proof. 
Note. If T is not unipotent, any involution u that inverts T has the stated 
property. 
2.9. LEMMA. Let T be a linear transformation that preserves a 
nondefective quadratic form h. Let B be the associated symplectic form of h. 
Suppose that T has no eigenvalues equal to 1. Then h is the unique quadratic 
form with symplectic form B preserved by T. 
ProoJ Let e, ,..., e2,, be a symplectic basis of the space, and let the matrix 
of T with respect to this basis be (av). We will show that the values of h on 
the e, are uniquely determined by the numbers aij. From this it will follow 
that h is the unique form with the stated property. 
Since h(e,) = h(Tei), we have 
h(e,) = 1 a: h(ej) +Ai, 
where Ai = ai,ai2 + .+. + ai,2nai,Zn. Thus, 
Ai = 1 (afj - 6,) h(ej). 
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We claim that 1 is not an eigenvalue of the matrix (a;). For since squaring 
is a monomorphism of the field, the eigenvalues of (a;) are the squares of 
those of (ai,). It follows that if I is an eigenvalue of (a:), it is also an eigen- 
value of (a,,), which is not the case. Thus, (aif - 6,) is an invertible matrix 
and there is a unique solution for h(e,) in terms of the coefficients cii, 
implying that h is unique. 
2.10. COROLLARY. Let T be an element of the orthogonal group 
0(2n, V) that has no eigenvalues equal to 1. Then any element of the 
symplectic group that inverts T belongs to the orthogonal group. 
Proof Let h be the T-invariant orthogonal form and let B be the 
associated symplectic form. Let c be an element that preserves B and inverts 
T. Define a quadratic form h, by h,(v) = h(cv) for v in Y. Since c preserves 
B, h, has symplectic form B and is clearly T-invariant. By Lemma 2.9. 
h, = h and so c is in 0(2n, V). 
2.11. LEMMA. Let T be an invertible linear transformation acting on the 
space V and let Q be a T-invariant quadratic form (not necessarily 
nondefective). Let d = C a,T’ be an invertible polynomial in T and let 
d = C a, T-‘. Then we have Q(d-’ d” = Q(v) for all v in V. 
Proof Let B be the underlying symplectic form of Q. It can easily be 
proved that B(T’v, T’v) = B(T-‘v, T-/v). We have 
Q(dv) =x a:Q(T’v) + x a,a,B(T’v, T’v), 
i-c/ 
Q(dv) = 1 a:Q(T-‘v) + 2 a,a,B(T-*v, T-/v). 
ici 
Since Q(T’v) = Q(T-‘v) = Q(v), the result follows. 
3. PROOF OF THE MAIN THEOREM 
To prove the theorem stated in the Introduction, an induction on the 
dimension of V shows that it is sufftcient to assume that V is symplectically 
indecomposable. We must, therefore, show that in each of three cases stated 
in Theorem 1.1, the element T is inverted by a symplectic involution, and, if 
in addition T preserves a quadratic form, that T is inverted by an orthogonal 
involution. 
Case (a). This is handled by Lemma 2.8. 
Case (6). Corresponding to the subspaces U and IV, we can find a basis 
481/71/2-20 
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of V with respect to which the matrix of T is diag(z,z-‘), where z is 
indecomposable, and the matrix of the symplectic form is 
for some matrix A. Since ZA = AZ’, it follows from Lemma 2.2 that A is 
symmetric. The involution 
inverts T and preserves the form. It must also preserve any T-invariant 
quadratic form by Corollary 2.10. This completes the proof in this case. 
Case (c). We consider first the case that r = 2s is even. We can find 
bases e, ,..., ers, f, ,...,fzs of U, W with respect to which T has matrix 
diag(z, z), where z is the companion matrix of (X- 1)“. Let u be the 
involution described in Lemma 2.8; it preserves any z-invariant quadratic 
form. 
Let the matrix of the symplectic form with respect to the above bases be 
As before, we can find a symmetric matrix u that satisfies 
u-lzu = z’, u-h = u’ = u. 
It follows that Ai = diu v, where di centralizes z. Since A,, A, are symmetric, 
we obtain 
d,u = ud,, d,u = ud,. 
From A; = A ), we obtain d,u = ud, . As A, is the matrix of the restriction of 
symplectic form to U, it is singular. Thus, d, is singular, and similarly d, is 
singular. It follows that d = d, is invertible. Let d= d, = u d,u. Then we find 
that the involution 
preserves the symplectic form and inverts T. 
We will now show that w  preserves any T-invariant quadratic form h with 
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the given symplectic form. We need only show that h(we,) = h(eJ and 
h(wf) = hdf,). We have 
/(we,) = h(ue,) = h(ei) 
since the restriction of h to U is a z-invariant quadratic form. Similarly 
h(wf) = h(d- l &j-J. 
But h(d-’ &A) = h(ufi) by Lemma 2.11. Since h(u&) = hdfi), by properties 
of U, the result follows. 
Finally, we consider the case that r = 2s + 1 is odd. The proof proceeds as 
before, except that we choose the symmetric matrix u to satisfy 
u-‘zu = z’, u-‘uu = uz’. 
We now obtain d, 1.4 = zud, , d, u = zud,, d, u = zud,. Again putting d = d,, 




has the required properties. This completes the proof. 
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