The optimal fuel impulsive time-fixed rendezvous problem is reviewed. In a linear setting, it may be reformulated as a non convex polynomial optimization problem for a pre-specified fixed number of velocity increments. Relying on variational results previously published in the literature, an improved mixed iterative algorithm is defined to address the issue of optimization over the number of impulses. Revisiting the primer vector theory, it combines variational tests with sophisticated numerical tools from algebraic geometry to solve polynomial necessary and sufficient conditions of optimality. Numerical examples under circular and elliptic assumptions show that this algorithm is efficient and can be integrated into a rendezvous planning tool.
capable of achieving autonomous far range rendezvous on highly elliptical orbits while preserving optimality in terms of fuel consumption. Strictly speaking, the space far range rendezvous maneuver is an orbital transfer between a passive target and an actuated spacecraft called the chaser, within a fixed or floating time period. In this paper, we mainly focus on the so-called time-fixed fuel optimal rendezvous problem in a linearized gravitational field for which a renewed interest has been witnessed in the literature [1] , [2] , [3] , [4] . Because of the constraints of on-board guidance algorithms, numerical solutions based on linear relative motion are particularly appealing. With respect to the numerical solution, direct methods based on discretizing the original problem and converting it into a linear programming problem may be used as in [2] . Indirect approaches based on the solution of optimality conditions derived from Pontryagin's Maximum Principle, leading to the development of the so-called primer vector theory presented in [5] , have also been an avenue of research in numerous studies [6] , [7] , [8] , [9] . As they only focus on fixed number and location of impulses, these approaches fail to optimize trajectory planning in terms of the number of impulsive maneuvers. Neither can they ensure the global optimality of the result provided for a fixed number of impulses.
To optimize the number of impulses as well as their specific application times, an iterative algorithm based on the calculus of variations originally developed by Lion and Handelsman [10] has been designed [11, 12] . The main drawback however is due to the possible non smoothness and sub-optimality of the resultant trajectory of the primer vector norm due to the local nature of the proposed approach. To overcome this difficulty, a Davidon-Fletcher-Powell penalty minimization step is proposed in order to move the impulses and achieve a smooth trajectory as detailed in [13] or [12] . The paper's contribution is to revisit the iterative algorithm of Lion-Handelsman based on the calculus of variations and to take advantage of the polynomial nature of the underlying necessary conditions to circumvent the necessity to resort to local optimization schemes. In particular, this new iterative algorithm combines the algebraic formulation of Carter's necessary and sufficient conditions, supporting the use of powerful numerical tools from the algebraic geometry field, and improving variational tests as derived in [10] . This results in a mixed different iterative strategy bypassing the local optimal search step and cusp occurrence. Circular and elliptic Keplerian reference orbits may be considered indiferrently.
In the first section of this paper, the framework of the minimum-fuel fixed-time rendezvous problem is presented and necessary and sufficient conditions of optimality are recalled. Relative dynamics motion for rendezvous are the well-known
Tschauner-Hempel equations [14] and the transition matrix of Yamanaka-Ankersen [15] . The results of [10] are recalled and the mixed iterative algorithm is presented. For comparison's sake, the efficiency of the proposed algorithms is illustrated with four different numerical examples. Three academic examples taken from Carter's reference [8] are first studied in details. Also reviewed is one realistic scenario based on PRISMA which is a "technology in-orbit testbed mission" demonstrating formation flight [3] .
The Time-Fixed Optimal Rendezvous Problem

Linear impulsive time-fixed optimal rendezvous problem
This paper focuses on the fixed-time minimum-fuel rendezvous between close orbits of an active (actuated) spacecraft called the chaser with a passive target spacecraft assuming a linear impulsive setting and a Keplerian relative motion as it is defined in the references [8] , [9] . The impulsive approximation for the thrust means that instantaneous velocity increments are applied to the chaser whereas its position is continuous. If the relative equations of motion of the chaser are supposed to be linear and under the previous Keplerian assumptions, it is shown in the references [8] , [17] , [9] that the considered minimum-fuel rendezvous problem may be reformulated as the following optimization problem:
where φ (ν) is the fundamental matrix associated to the linearized relative free motion and Φ(ν, ν 1 ) = φ (ν)φ −1 (ν 1 ) denotes therefore the transition matrix of the linearized relative free motion. Note that the true anomaly ν has been chosen as the independent variable throughout in the paper. ν 0 and ν f denote respectively the initial and final values of the true anomaly during the rendezvous. 
Due to the lack of a priori information about the optimal number of impulses to be considered, problem (1) is very hard to solve from both theoretical and numerical points of view. Therefore, the associated fixed-time minimum-fuel rendezvous problem for a fixed number N of impulses has been considered in the literature mainly via geometric methods near circular [6] , [13] , [18] or elliptic [17] orbits. These results are mainly based on the derivation of optimality conditions for the problem (1) when N is fixed a priori.
Carter's necessary and sufficient conditions for a fixed number of impulses
When the number of impulses is not a part of the optimization process and is fixed a priori to N, problem (1) may be considered as the joint optimal selection of N velocity increments ∆V (ν i ) = ∆ v i β (ν i ) and N times ν i of maneuvers. Applying a Lagrange multiplier rule for the problem (1) as in [17] , one can derive necessary conditions of optimality (2) to (6) in terms of the Lagrange multiplier vector λ ∈ R n as is recalled in theorem 2.1 below. Prussing has first shown in [19] that these conditions are also sufficient in the case of linear relative motion with the strengthening semi-infinite constraint (9) that should be fulfilled on the continuum [ν 0 , ν f ] and is expressed in terms of the transition matrix R(ν).
Theorem 2.1 [9]
is the optimal solution of problem (1) if and only if there exists a non-zero vector λ ∈ R m , m = dim(φ ) that verifies the necessary and sufficient conditions:
λ is the minimum of the set defined as : {λ ∈ R m : (2) − (7) are verified} (8)
where λ v (ν) = R(ν) T λ denotes the so-called primer vector. Note that conditions (7) and (8) may be easily derived from the previous ones. These results derive directly from the seminal work of [5] in the early sixties and form an alternative formulation to the primer vector theory. The primer vector is nothing but the co-state vector associated with the relative velocity and is related to the Lagrange multiplier vector through the preceding relation.
A numerical solution of optimality conditions (2) to (9) 
is still hard to find for a fixed number of impulses N due to the non convex and transcendental nature of these polynomial equalities and inequalities. However, it is shown in [20] that the problem may be tackled by using an adequate dynamic gridding strategy and polynomial optimization. Still, the optimal number of impulses N * for a particular rendezvous problem is in general unknown and only a bound N * ≤ N max is available [21] . N max = 2 for out-of-plane rendezvous, N max = 4 for in-plane rendezvous while N max = 6 for a general three-dimensional rendezvous problem. Apart the gridding step, the necessity to try every case for 2 ≤ N ≤ N max in [20] appears be very time-consuming and a more direct approach to solve problem (1) is now proposed.
Optimizing over the Number of Impulses
Using Lion & Handelsman results on multi-impulse trajectories
In [10] , a method is proposed to take advantage of the primer vector theory developed by Lawden in order to improve non optimal trajectories by adding or shifting impulses. The calculus of variations is used to find conditions on the norm of the primer vector for an additional impulse and on the derivative of this norm for initial and/or final coastings. The method is mainly based on derivation of the so-called variational adjoint equation resulting from the variation of the cost function. Later, Jezewski [11] , [12] developed a numerical algorithm combining Lion-Handelsman's conditions with a modified gradient search approach in a linear model setting. The additional local optimization procedure is used to find the optimal position and modulus of the additional impulse so as to avoid a resulting cusp for the norm of the primer vector as reported in [11] , [12] . In this section, the conditions of Lion and Handelsman are recalled and a different Heuristic iterative procedure avoiding local optimal search step and cusp occurrence is proposed. It is worth noticing that the extension of these conditions for elliptical reference orbit dynamical relative model and Yamanaka-Ankersen transition matrix [15] ) from [16] is used here.
Additional interior impulse condition
Perturbing a reference initial two-impulse trajectory and adding an interior impulse at ν m , the differential cost can be expressed as:
From (10), it is easy to conclude that δ J < 0 when λ v (ν m ) > 1 and that a maximum decrease in cost is obtained when:
Additional coasting period conditions
For an additional initial coasting period of duration dν 1 , the cost variation is given by:
This condition means that adding an initial coasting arc of dν 1 > 0 duration may improve the cost ifλ v (ν 1 ) T λ v (ν 1 ) > 0, i.e., the right derivative of the primer vector norm at ν 1 is positive. Similarly, for a final coasting arc of duration dν f , we get:
A final coast of dν f < 0 duration will improve the cost when the left derivative of the primer vector norm at ν f is negative, i.e.,
A mixed iterative algorithm
These conditions may be used jointly to reduce the cost of a reference non optimal two-impulse trajectory but can also be generalized to multi-impulse trajectories. Consider the four-impulse trajectory of Fig. 1a . Overall cost can be reduced by considering
-Adding a new impulse at ν m ,
-Adding an initial coasting arc by shifting
-Adding a final coasting arc by shifting
. This is equivalent to adding an initial and a final coasting
and an impulse at ν m . As noted in [11] and in [22] , computation of the mid-impulse might nevertheless result in a non optimal trajectory not verifying the optimality conditions of Lawden and condition (9), particularly in the case of occurrence of a cusp at ν m as illustrated in Fig. 1b . A particular strategy combining Lion-Handelsman's conditions and local direct optimization based on the Davidon-Fletcher-Powell penalty method in [12] or based on BFGS method in [22] has been proposed to optimize the resulting three-impulse trajectory. The objective of this section is to propose an alternative to this complicated procedure by developing a mixed iterative algorithm taking advantage of the algebraic formulation of Carter's optimality conditions and of the LionHandelsman's conditions. Starting from a non optimal two-impulse trajectory, successive admissible improved trajectories will be iteratively built by: where ν m is defined by (11) . The logic of the proposed heuristic algorithm is depicted at Figure 2 where
The set T imp denotes the current set impulses and the new impulse ν m is always added to it. 
Fig. 2: Heuristic for the iterative mixed algorithm
This heuristic procedure relies on basic principles that are used to make the successive sequences of maneuvers monotonically converging to an optimal solution.
-The first and final maneuvers time defined respectively at ν 0 and ν f cannot be moved in the process. Therefore, optimal solutions consisting of an initial and/or final coasting period cannot be found by this algorithm.
-A new impulse is always added at ν m . In case 8 for an actual number of impulses N < N max , it increases the number of impulses while when N = N max it reduces the number of impulses in cases 3 and 7 and it does not change this number for cases 1, 2, 4, 5 and 6.
-Every move of an actual maneuver time to ν m is chosen to be the proximal of ν m (in particular for case 4) except in case 7 which is specific since moves of impulses ν i and ν i+1 are not required to improve the trajectory. In this case, the idea is rather to re-initialize the iterative process with a new three-impulse trajectory. In practice, this case has never occurred on all the tested numerical examples.
The systematic convergence of the algorithm for any rendezvous is not analytically proved but no such case has been reported in the different numerical tests performed so far.
The algorithm may now be described in details. It is mainly composed of two stages: one initialization step solving a twoimpulse rendezvous problem and the iterative procedure building the final plan of maneuvers. ε cond and ε λ are respectively precision values on the conditioning number of the transition sub-matrix Φ 12 and on the maximum of the norm of the primer vector. Typically, ε cond = 10 6 while ε λ = 10 −6 .
Initialization step:
a. Solve the two-impulse problem:
2-Compute the transition matrices
Choose the minimum-fuel solution:
Compute impulses:
Else
Compute R(ν) on grid Π and Propagate λ v (ν) via
c. Compute
The two-impulse trajectory is optimal.
Else start iterative procedure.
ε 1λ and ε 2λ are two different precision values used in the iterative procedure to test the maximum value of the norm of the primer vector with respect to 1. ε cost is a parameter used to check the evolution of the cost during the iterative process.
Iterative procedure:
(ii) Else
d. Choose the minimum-fuel solution:
e. Compute impulses:
Repeat Iterative Procedure until λ vm ≤ 1
Initialization stage and step c of iterative procedure require solving a system of polynomial equations ( (17) in the first case if the transition matrix Φ(ν f , ν 1 ) is ill-conditioned and (29) in the iterative procedure) with respect to λ and ∆ v i . The set of solutions to the two first set of equations of this polynomial system is composed of 8 couples of solutions
Among this set of solutions, only those corresponding to a positive magnitude are kept to compute the minimum-fuel solution.
Note that regular algebraic tools for finding all real solutions of multivariate polynomial equations based on formal Gröbner basis computation may fail due to highly complex equations. Here, homotopy continuation methods have been used [23] . In particular, the free software package PHCPack developed by Jan Verschelde [24] is used to solve the system of polynomial equations at each iteration at step c of the iterative procedure and at the initialization step if necessary. The efficiency of this algorithm is now demonstrated on several different examples.
Applications and Numerical Examples
In this section, numerical results obtained from the mixed iterative algorithm are compared with previous ones published in the literature [8] and on a more realistic case borrowed from the PRISMA test bed [3] . When the mixed iterative algorithm converges to an N it solution, then the PRDV algorithm from [20] is used to certify optimality of this solution for this fixed number of impulses. Only coplanar elliptic rendezvous problems based on the Yamanaka-Ankersen transition matrix [15] are considered for numerical illustration of the results proposed. Note also that the algorithm has been successfully applied to the highly elliptic rendezvous mission SIMBOL-X in [16] . In this case and under Keplerian assumptions, the bound of Neustadt [21] on the optimal number of impulses is 4 and therefore N max = 4 in the following. Note that for the first three particular cases in which eccentricity e = 0, the Yamanaka-Ankersen transition matrix reduces to the Hill-Clohessy-Wiltshire transition matrix [25] . Finally, all numerical examples are processed using PHCpack 2.3.52 [23] , [24] under Matlab 2010b c running on an Intel Core(TM) i7 X920 2.0GHz system with 8GB ram.
Case study 1
The first numerical example is defined by the third case first considered in the reference [8] and later in [20] via polynomial optimization. Data given in Table 1 define a circle-to-circle rendezvous problem where the chaser is one unit before the target with the same velocity and has to rendezvous with the target with a positive vertical velocity after one orbital period. The mixed iterative algorithm reaches the optimal four-impulse solution within 16 seconds after 6 iterations with an initial and a final impulse. For comparison's sake, the Table 2 recalls the results given in the references [8] and [20] alongside the ones given by the mixed iterative algorithm and obtained from the application of the procedure given in [18] . Remember that Carter's results are obtained using a priori pre-assigned thrust times. The results of the mixed iterative algorithm may be certified via the comparison with those of [20] and by applying the quadratic-based method proposed in [18] to build 4-impulse optimal solutions for circular rendezvous.
Carter [8] Mixed iterative algorithm PRDV algorithm [20] Table 2 : Results comparison for the third case of [8] Note that the results of PRDV algorithm are rather optimistic in terms of consumption due to numerical approximations in the computation process leading to a solution that does not respect exactly the symmetry requirements of four-impulse optimal solutions [18] . Norm of the primer vector, thrust directions, primer vector locus, cost evolution during the iterative process are depicted on Figure 3 . Figures 4 to 5 show the iterative construction of the optimal solution following the proposed strategy. Note that the norm of the primer vector λ v (ν) is a smooth function of the anomaly at every step of the process, thereby overcoming the main drawback of the usual iterative procedure originally proposed by Lion-Handelsman [10] and developed lately in [12] and [11] .
Red impulses give the localization of the thrusts effectively computed at the preceding step while the green impulse gives the localization of the resulting impulse from either addition of a new impulse or move of a red impulse. The whole process is formed of two separate stages as by is easily deduced from the analysis of these details. The first stage consists mainly in a successive addition of new impulses from the initial two-impulse solution to a non-optimal four-impulse solution. Once the upper-bound of Neustadt is reached, the algorithm moves the interior impulses to find their optimal location. The second numerical illustration is still a coplanar circle-to-circle rendezvous that should be completed within one orbital period and that is borrowed from the reference [8] . The boundary conditions of the rendezvous are modified so that the chaser is one unit above the target with the same initial and final velocities. All characteristics are summarized in Table 3 . The resulting optimal trajectory computed with the mixed iterative algorithm is a three-impulse rendezvous as conjectured by Carter. The primer vector trajectory plot depicted in Fig. 7 confirms the optimality of the solution for a fixed number of impulses equal to N = 3. The optimization process requires 9 iterations during 25 s. These ten steps are detailed in Figures 8 through 10 , where each iteration is associated with one particular T imp update case. As previously, the whole process may be divided into two different stages. The first one is similar to the first example while the second one is made off two alternate operations: Addition of a fourth interior impulse to the previous three-impulse non optimal solution and merging of two interior impulses to get a better three impulse solution. It is important to note that there is no admissible extreme two-impulse solution since the following linear system corresponding to the two-point boundary value problem has no solution. The results presented in [8] are clearly not optimal with respect to the choice of the date of application of the interior velocity increment. In [8] , this location has been chosen a priori and it obviously results in a non optimal consumption as summarized in Table 4 where the results of the mixed iterative algorithm are compared to those presented by Carter in [8] with 12% fuel consumption improvement. Additionally, Table 4 lists the optimality certificate furnished by the PRDV algorithm [20] .
Carter [8] Mixed iterative Algorithm PRDV algorithm [20] Figure 11 shows the in-plane trajectory of the chaser for Carter's solution (green) and mixed iterative algorithm (blue).
Interestingly, the simulation of Carter's maneuver planning as proposed in [8] leads to an error at the final point of the rendezvous even with the Hill-Clohessy-Wiltshire state-transition matrix. The final academic case of Carter is recalled in the Table 5 . As will be seen in the sequel, this simple example is particularly interesting since it exhibits numerical hurdles to find the optimal solution that is quite surprising for so simple an example. 
Analysis of Carter's solution
The solution proposed in [8] is a two-impulse solution with an initial and final thrust in opposite directions along the x axis of the LVLH frame. This solution is analytical in the sense that it is the minimum-fuel solution of the linear system:
and may readily be computed as:
This conjecture appears to be reasonable if the following result from [18] is recalled.
Theorem 4.1 ([18])
For HCW rendezvous problems, there is no optimal four-impulse conditions for boundary conditions defined as
Unfortunately, the solution (37) is suboptimal as may be demonstrated by the associated primer vector that does not satisfy all the necessary conditions of optimality. λ v (ν) is defined by:
where λ is a real solution of the polynomial system (39): 
The norm and the locus of the primer vector associated to Carter's solution λ v (ν) c = R T (ν)λ * are depicted on Figure 12 . We get that it violates the necessary condition of optimality (9) since its maximum is numerically given by:
The sub-optimality of Carter's solution may be formally proved by considering that λ * must be the solution of the following
Hence, λ * may be parametrized as:
If λ * is a solution verifying the optimality condition (9) then
The condition (44) is equivalent to the existence of λ 3 ∈ R such that ∀ ν ∈ (0, 2π):
For ν = π
20
, it is easy to show that the second order polynomial of (45) is always strictly greater than 1, ∀ λ 3 ∈ R. Carter's solution is therefore not optimal.
Analytical two-impulse solution
Let us now consider this problem but without setting the two times of thrusting a priori but by defining (ν 1 , ν 2 ) as decision variables. The two-point boundary value problem reads as:
and is equivalent to the system (47) to be solved:
where 0 ≤ θ = ν 2 − ν 1 ≤ 2π. The function g(θ ) is a strictly positive on (0, 2π) and vanishes for 0 and 2π as may be easily verified [6] . Cases θ = 0 and θ = 2π may be excluded for obvious reasons. We get the vector of thrusts as functions of (ν 1 , ν 2 ).
The L 1 /l 2 minimum-fuel rendezvous problem is nothing but the parametric optimization problem (50) where θ is the only decision variable.
As it is, this problem appears difficult to solve analytically. In fact, (50) is a convex optimization problem for which a minimum may be computed via the computation of the only zero of its derivative (51) on the interval (0, 2π) by a Newton method.
We get the minimizer θ * of (50) as
The first and second derivatives of g(θ ) are shown on Figures 13a and 13b confirming the convexity of the problem on the interval (0, 2π). 
Finally, the optimal cost and the optimal maneuvers for Carter's example are given by:
These results show that the optimal two-impulse solution for this example is non unique. There is an infinity of optimal solutions with the same consumption and a couple of optimal impulse times verifying (ν * 1 , ν * 2 ) ∈ (0, 2π −θ * )×(θ * , 2π) with ν * 2 −ν * 1 = θ * .
The mixed iterative algorithm solution
The results of the mixed iterative algorithm are presented in the Table 6 and clearly show that Carter's solution is indeed not an optimal solution. The mixed algorithm converges after 13 iterations to a four-impulse solution illustrated by the Figure 15a .
Mixed iterative Algorithm ν i (rad) 0 0.0681 6.1837 2π
0.105954 Table 6 : Results of the mixed iterative algorithm for Carter's first example [8] The norm of the primer vector is given on Figure 14 where λ vm (ν) = 1.0000048. The distribution of this solution may be defined as two pairs of almost simultaneous impulses at the beginning and at the end of the rendezvous (as is illustrated on the plot of the trajectory in the orbital plane at Figure 15b ). [8] Keeping in mind that the optimal solution has been computed analytically as a two-impulse solution with one initial and one final coasting period and recalling the result presented by theorem 4.1, the result of the mixed iterative algorithm may be analyzed as a tight approximation of the genuine optimal two-impulse solution.
Case study 4
Following the first three academic numerical examples, a more realistic illustration based on PRISMA [3] is now presented.
PRISMA programme is a cooperative effort between the Swedish National Space Board (SNSB), the French Centre National d'Etudes Spatiales (CNES), the German Deutsche Zentrum für Luft-und Raumfahrt (DLR) and the Danish Danmarks Tekniske Universitet (DTU) [2] . Launched on June 15, 2010 Yasny (Russia), it was intended to test in-orbit new guidance schemes (particularly autonomous orbit control) for formation flying and rendezvous technologies. This mission includes the FFIORD experiment led by CNES which features a rendezvous maneuver (formation acquisition). The orbital elements of the target orbit as well as initial and final rendezvous conditions are listed in Table 7 . To save fuel and allow for in-flight testing throughout the FFIORD experiment, the rendezvous maneuver must last several orbits. Duration of the rendezvous is approximately 12 hours for an expected average cost of 20 cm/s [3] .
The mixed iterative algorithm achieves optimization within 13 seconds and within 3 iterations. Global optimality of this three-impulse solution has been established in [20] by running the PDRV algorithm. Table 8 : Results of the mixed iterative algorithm and PRDV algorithm [20] for the PRISMA case study Figure 16b shows primer vector magnitude during transfer. Note the low magnitude of the second impulse (0.002 m/s) with respect to the initial and final velocity increments (0.0492 m/s and 0.0513 m/s) but these velocity increments play a significant role in the optimality of the result. In particular, they provide the right chaser orientation for the long drift (61400 s) between the second impulse and the final one. Indeed, the designer could be tempted to remove this interior impulse and resort to the suboptimal two-impulse strategy. The latter solution proves to be strongly suboptimal since its L 1 /l 2 cost is 27 % greater than the optimal solution (0.14506 m/s). The long drifting period of 61400 s of the optimal solution is clearly illustrated in Figure   16a where the in-plane trajectory and impulse positions are represented. Finally, it is worth noticing that the optimal cost is half the expected average cost of 20 cm/s [3] . 
PRDV
Conclusion
A new numerical algorithm based on heuristic rules deduced from the work of [10] and tools from algebraic geometry has been proposed to address the issue of time-fixed optimal rendezvous in a linear setting. This algorithm is a mixed iterative algorithm optimizing over the number of impulses with a low numerical complexity mainly consisting in the solution of a small size polynomial system of equations. Even without a formal proof of convergence, this heuristic algorithm appears to be very efficient in practice on very different missions ranging from circular to elliptic rendezvous missions. In particular, it is not necessary to resort to some local optimization scheme as in the references [11] and [12] to eliminate cusp occurrences in the graph of the norm of the primer vector.
Despite the good numerical results presented, some improvement can still be expected if more sophisticated transition matrices including orbital perturbation effects are used such as atmospheric drag or gravity harmonics term J 2 .Another avenue of research deals with the extension of this algorithm for optimal trajectory planning with collision avoidance constraints.
