Abstract-Probe vehicles that measure position and speed have emerged as a promising tool for traffic data collection and performance measurement, but the sampling rates of most probe vehicle sensor data available today are low (ranging from 10 to 60 s per sample), and the data coverage is limited. Therefore, it is challenging to accurately estimate the vehicle dynamic states in both space and time based on these sparse mobile sensor data. In this paper, a stochastic model is proposed to estimate the second-by-second vehicle speed trajectories by examining all possible sequences of modal activities (i.e., acceleration, deceleration, cruising, and idling) between consecutive data points from sparse position and speed measurements. The likelihood of occurrence of each sequential pattern is first quantified by mode-specific a priori distributions. The vehicle dynamic state probability is then formulated as the product of probabilities for multiple independent events. Therefore, a detailed vehicle speed trajectory can be reconstructed using the optimal modal activity sequence, which maximizes the likelihood. The proposed model is calibrated and validated using the Next-Generation SIMulation dataset. The results show the substantial improvements on the accuracy of estimated vehicle trajectories compared with a baseline method based on linear interpolation. The proposed model is applied to a large-scale vehicle activity dataset to demonstrate the estimation of hourly traffic delay variation.
I. INTRODUCTION AND MOTIVATION

W
ITH the significant advancement of wireless communication and the rapid growth in ownership of mobile positioning devices, mobile sensors have emerged as a promising tool for traffic data collection and performance measurement. The most prevalent type is probe vehicles equipped with tracking devices, such as Global Positioning System (GPS)-enabled smartphones and navigation systems. According to a Nielsen survey [1] , 77% of the U.S. mobile phone users reported owning a smartphone that is GPS-enabled by the end of 2014. Among those new cell phone buyers in fourth-quarter 2014, 91 percent chose smartphones. Therefore, it is not overly optimistic to expect a dominant ownership of GPS-enabled smartphones in the near future. Meanwhile, a large number of commercial real-time traffic and navigation applications (e.g., [2] , [3] ) have been developed on smartphone platforms. These applications collect traffic data from travelers in a crowdsourcing manner, and utilize the derived traffic information to guide the travelers to select the best routes to their destinations. For traffic operators and researchers, mobile sensors help evaluate the mobility and sustainability of transportation systems by dynamically estimating some crucial performance measures, such as queue length [4] - [6] , intersection delay [7] , signal timing [8] , and vehicular emissions [9] , [10] .
Mobile sensor data collected by GPS-enabled devices include time, position, and speed. Ideally, the data would be collected every second (or at even higher frequencies) so that high-resolution spatiotemporal vehicle trajectories could be created. However, the majority of GPS data (especially those for commercial use) today are collected at a relatively low sampling frequency due to the high costs of data storage and transmission. The typical observation interval between two consecutive data points may range from 10 to 60 seconds. Therefore, the location, speed, and modal activity of the vehicle (i.e., cruising, acceleration, deceleration, or idling) in between may have changed significantly. Several studies have been conducted to analyze the sampling frequency of probe data to better estimate travel time or delay. For example, Quiroga and Bullock studied highway segment travel time using GPS and geographic information system (GIS) data [11] . They suggested that the GPS sampling rate should be less than half the shortest segment travel time to perform reliable estimation, and even shorter (1-2 seconds) to minimize errors in the computation of segment travel times and speeds. As another example, Liu et al. developed a delay detection and measurement method to improve the performance of average intersection delay estimation using low sampling frequency data [12] .
Previously developed models for utilizing sparse mobile sensor data were mainly focused on aggregate traffic performance measures, such as average travel time and speed [11] - [13] . Recently, some researchers utilized sparse mobile sensor data to estimate travel time distribution, which is more suitable for traffic performance evaluation [14] - [19] . Herring et al. proposed a Hidden Markov Model of the spatial correlation of congestion between neighboring roads from a sparse GPS probe dataset of vehicle travel traces [20] . Hofleitner et al. developed a Bayesian Network based arterial travel time prediction model which assumed a uniform distribution of intersection delay [21] . Both models relied on traffic knowledge (e.g., traffic flow theory) to reconstruct the entire traffic flow of an arterial network from sparse data. The derivation of these models is usually accompanied by some fundamental assumptions, which may restrict their practicality. Yang et al. developed a Modified Gaussian Mixture Model (MGMM), which had a good fit in travel time distribution and a high accuracy rate of vehicle stop versus non-stop movement classification [22] . However, the MGMM requires a large number of data point pairs collected before and after the stop for model training, which is usually a challenge for sparse mobile sensor data.
Mobile sensors have some inherited advantages in travel time estimation since they conveniently allow for matched data points from the same vehicle. However, if intersections are closely spaced, a data pair may contain the intersection delays of two or more intersections when sampling frequencies are low. One example of this circumstance is shown in Fig. 1 , where the solid curve represents the trajectory of a vehicle, and the two circles depict the sampled GPS data points. The slope of the arrow on each circle represents the vehicle speed at that point. The vehicle stops twice, once at each intersection. The delay at the first intersection results from partial deceleration, idling, and acceleration in the first delay region, while the delay at the second intersection includes deceleration and partial idling in the second delay region. This scenario cannot be well explained by most existing models based on sparse probe data as the distribution of delay between the first and second intersections is not apparent. To improve the link travel time estimation, it is necessary to reconstruct or estimate the detailed vehicle trajectory from the time, location and speed measurements at the two GPS data points before determining the overall travel time. The estimated trajectories are also key inputs for many intelligent transportation system (ITS) applications, such as environment sustainability evaluation, GPS based navigation and fleet management.
As sparse mobile sensor data have large gaps between consecutive GPS data points, there are many possible shapes of vehicle trajectories that connects those data points. As shown in Fig. 1 , the dashed curve shows a completely different possible vehicle trajectory corresponding to the same data pair. We can also formulate thousands of other possible vehicle trajectories by adjusting the link travel time and location of each modal activity. Each possible vehicle trajectory corresponds to a vehicle dynamic state which includes a modal activity sequence and the time/distance for each modal activity.
A probabilistic vehicle dynamic state model is proposed in this paper to quantify the likelihood of each possible modal activity sequence. More specifically, we first distribute the travel time and distance between data points for all modal activities, and compute the conditional probabilities given the a priori distributions calibrated by the Next Generation SIMulation (NGSIM) [23] dataset. Then, we reconstruct second-by-second trajectories based on the optimal modal activity sequences. We further apply the MGMM model [22] to the trajectories to derive link travel time distributions, and validate the model using the NGSIM dataset. Lastly, we apply the calibrated model to a large-scale mobile sensor dataset from Los Angeles to estimate hourly traffic conditions.
II. MODAL ACTIVITY BASED VEHICLE DYNAMIC STATE MODEL
We developed a stochastic model to find an optimal vehicle dynamic state with maximum likelihood. First, we create a sampling pool that consists of all possible modal activity sequences and time/distance of each modal activity under basic assumptions of traffic operation. Then, we focus on those valid vehicle dynamic states that satisfy some data-derived conditions and reconstruct the vehicle trajectories from the states with maximum likelihood. This concept is originated from previous studies [24] , [25] , but is applied to the sparse mobile sensor data for the first time, to the best of the authors' knowledge.
A. Modal Activity Sequence
When a vehicle is traveling on an arterial roadway, it experiences stop-and-go behaviors repetitively due to traffic control devices and congestion. It can be safely assumed that modal activities of the vehicle evolve with a certain pattern, e.g., idling ("1")-acceleration ("2")-cruising ("3")-deceleration ("4")-idling ("1") periodically. Here, we use numbers 1-4 to represent the type of modal activities. Let M s (starting mode) and M e (ending mode) be the modal activities at two consecutive data points. M p is defined as the number of full modal activity periods. It is one less than the maximum number of occurrence that any modal activity could appear in a sequence. Therefore, a modal activity sequence between two consecutive data points can be uniquely determined by a tuple (M s , M e , M p ). For example, M s = 2, M e = 4, M p = 0 represents an "acceleration-cruising-deceleration" pattern, and M s = 4, M e = 1, M p = 1 represents a "deceleration-idlingacceleration-cruising-deceleration-idling" pattern. The total number of modal activities (denoted as K) between two data points can be determined by M s , M e and M p , as shown in (1):
In real-world traffic, vehicles do not change their modal activities too frequently. Within certain sampling time intervals, it is assumed that there is an upper bound for the number of modal activities (denoted as K max ). In this paper, we consider the case where the time interval between two consecutive data points is no greater than 30 seconds, so the number of full modal activity period can only be 0 or 1 if we assume that a full modal activity period takes at least 15 seconds. Then, K max is 8. As a result, there are 32 different modal activity sequences when selecting M s and M e from the four modal activities, and M p from either 0 or 1. If the sampling time interval is longer, one can increase K max accordingly to introduce more possible modal activity sequences, but the computational load will also be increased.
The modal activity sequence could also be presented in another form. We use M i (i = 1, 2, 3, . . . , K max ) to represent the ith modal activity between two consecutive data points. By def-
The gathering of all M i 's, denoted as M, is a vector of multiple integers ranged from 0 to 4. For example, if
, it can also have 32 possible values when K max is 8. We define Ω M as the set of those values. Then, Ω M is the sample space of the modal activity vector M. The a priori distribution of M could be converted to a joint probability distribution of M s , M e , and M p . In this paper, we assume that the a priori probabilities of M s and M e are independent of each other and can be determined from the arrival speed and departure speed, respectively. If the arrival speed is zero, the probability is 1 for M s = 1 (idling mode) and 0 for M s > 1. If the arrival speed is around the free flow speed, the probability that M s = 3 (cruising mode) is about 1. If the vehicle arrives with a speed in between, the probability that M s is 2 (acceleration) or 4 (deceleration) is high. For the ending mode, M e is derived in a similar way. We use probability mass function f M (m, u, v) to represent the probability that a vehicle is in mode m if the vehicle speed is v and the free flow speed is u. The detailed expression and parameters of function f M are provided later in Section III.
Note that in this paper the free flow speed u is defined as the average speed when a vehicle is traveling under cruising mode. u is the value of U , the random variable of free flow speed. We do not assume a constant free flow speed for two reasons. First, the speed limits of roadway links may vary, so the free flow speed should not be considered as a constant. Even for the same link, the free flow speeds of different vehicles may not be the same due to variable traffic conditions and driving behaviors.
Then, we have the probability of the starting and ending modes conditional on the free flow speed in (2)
where v 1 and v 2 represent instant speeds of two data points. The number of full modal activity periods, M p , is assumed to be independent of U , M s and M e , and follow an integer uniform distribution. Every possible value of M p has equal probability of 4/K max . Therefore, the probability of the modal activity vector M given the free flow speed is estimated by solving (3):
where K/4 represents the integer part of K/4. Note that P (M p ) is the prior probability of full modal period given no information on time interval or distance, so it is reasonable to assume that it satisfies a uniform distribution that is time and distance independent.
In the following sections, we discuss the possible vehicle dynamic states for each modal activity sequence.
B. Valid Vehicle Dynamic State
In the proposed modal activity based model, the vehicle dynamic states between two consecutive GPS points are determined by the modal activity sequence (i.e., M), free flow speed (i.e., U ), along with the travel time (denoted as T i ) and distance (denoted as X i ) of each mode. We use T, a K maxelement vector, to represent the set of modal travel times. The ith element of T is the travel time of the ith mode. Similarly, we use another K max -vector set, X, to represent the set of modal distances. The values of random vectors T and X (denoted as t, x) correspond to valid vehicle dynamic states if and only if the following rules are satisfied.
(i) Sample Space. As the total number of valid modal activities is K, the first K elements of t and/or x are non-negative, and the other elements of t and/or x are zero. Thus T and X are defined in the sample space Ω T and Ω X , respectively, which are formulated in (4). (4) where t i represents the ith element of t, and x i represents the ith element of x.
(ii) Constraint from Data. The sum of travel times for all modal activities between two consecutive data points is the sampling time interval Δt. The sum of distances for all modal activities between two consecutive data points is the sampling distance, Δx. In other words,
The following equation is then formulated to estimate the conditional probability of vehicle dynamic state {m, t, x, u}, given sample time interval Δt and sample distance Δx:
where the normalization factor α is given as:
For a valid vehicle dynamic state {m, t, x, u} where the data constraint
x i = Δx holds, the conditional probability in (6) is hence reduced to αP (M = m, T = t, X = x, U = u). Otherwise, the probability is 0 as there are two null events in the expression. In the next section, we will estimate the probability of a valid vehicle dynamic state.
C. Vehicle Dynamic State Probability Estimation
For a valid vehicle dynamic state that satisfies the data constraint on time and distance, we aim to estimate αP (M = m, T = t, X = x, U = u), a joint probability of 3K max (e.g., 24 if K max is 8) events. If we want to investigate the correlation between those events solely using machine learning techniques, a large amount of training data and heavy computational loads are required. Therefore, it is necessary to decompose this large problem into several sub-problems based on vehicle kinematics knowledge.
We first take a deeper look at the four types of modal activities. For the idling mode, the vehicle does not move and the idling time is affected by the signal and the queue. To quantify the idling process, we assume that the idling time follows a uniform distribution.
The time and distance of the cruising mode mainly depend on the distance between the intersections and the queue lengths. We consider the cruising time to be uniformly distributed with the average speed equal to the free flow speed. Thus, the modal distance is also uniformly distributed.
The acceleration and deceleration modes are less impacted by signal timing and intersection spacing. Thus, we could use historical data to create time/distance distributions based on the vehicle speeds at the beginning and the end of the modes (details provided in Section III). Here, we assume that the acceleration pace (i.e., the reciprocal of the average acceleration rate) follows a truncated normal distribution. Meanwhile, the distance that the vehicle has traveled during the acceleration mode follows another truncated normal distribution factored bythe modal travel time and speed. We have also tested other distributions, such as log-normal distribution and Gamma distribution, the one with the truncated normal distribution shows the best performance. Similarly, we can formulate and parameterize two other Gaussian distributions to model the travel time and distance of the deceleration mode.
In summary, the modal travel time T i is independent of the time and distance of other modes for a given modal type M i and free flow speed U . The activity distance X i is independent of the time and distance of other modes for given T i , M i , and U . As t and x are continuous variables, the general form of the conditional probability density functions for T i and X i are:
The vehicle dynamic state probability is then reformulated as the product of probabilities of multiple independent events:
In (8), P (U = u) is the a priori probability of the free flow speed which is directly estimated from the test dataset before the vehicle dynamic state estimation. We first use the starting, ending, and average speeds as filters to preliminarily select trips that are under cruising mode. Then, we assume that the free flow pace (i.e., the reciprocal of the free flow speed, denoted as w) follows a truncated normal distribution [22] with lower bound w l and upper bound w u , where the mean value, μ, and standard deviation, σ, can be trained from the observed free flow pace data. More specifically, the probability density function of the free flow speed is formulated as follows:
where ϕ(·) is the probability density function of the standard Gaussian distribution and Φ(·) is its cumulative distribution function. The probability mass or density functions in (3), (7) and (9) are substituted in (8) to derive f M,T,X,U , the joint probability density of a certain vehicle dynamic state {m, t, x, u}.
Note that we only present a descriptive characterization of modal activities in this section. The numerical formula and parameters for f X , f T , and f M are calibrated in Section III.
III. MODEL CALIBRATION
In this section, we calibrate the distribution parameters for the vehicle trajectory estimation model proposed in Section II.
Before the calibration, we first discuss what we can learn from historical data in a traffic model. Unlike many other phenomena, traffic flow is a non-stationary process. The behavior of a vehicle in traffic flow is impacted by the surrounding traffic condition, upcoming traffic signals, road geometry, weather, and many other factors. The use of historical data from one environment to estimate or predict traffic flow in a different environment may result in tangible estimation or prediction errors.
In this paper, we assume acceleration and deceleration to be stationary processes as they are less impacted by the environment, and calibrate them using the NGSIM dataset from Lankershim Blvd. in Los Angeles, California. [23] . We extract the second-by-second vehicle trajectories (during the period from 8:30 a.m. to 8:45 a.m.) from the dataset and identify four types of modes using critical points. The training data are then applied to calibrate the three probability mass functions: f M for modal activity, f T for modal travel time, and f X for modal distance.
A. Modal Activity
As discussed in Section II-A, the probability that a data point under a certain mode is determined by the vehicle speed v and the free flow speed u. We first consider the low speed and high speed cases. If the speed of the vehicle is zero or very low (e.g., less than 1 ft/s), the probability is set to 1 for the idling mode (m = 1) and 0 for the other modes. In Section II-A, we define the free flow speed as the average speed for the cruising mode, so the actual speed of a vehicle in a data point may exceed the free flow speed. For those high-speed cases (i.e., above the free flow speed), the probability is 1 for the cruising mode (m = 3) and 0 for the other modes.
If the vehicle is traveling with a speed right below the free flow speed, the modal activity is not that easy to determine. It could still be in the cruising mode as the speed may be fluctuating below the free flow speed when cruising. It could also be at the beginning of a deceleration process or at the end of an acceleration process. Estimating the probability of any of those three modal activities is non-trivial. When the speed is lower than that, the probability of acceleration or deceleration increases and the probability of cruising drops. If the speed is below a critical value, the probability of cruising becomes zero-the vehicle is either accelerating or decelerating. Here, we assume that this critical speed value is proportional to the free flow speed, i.e., βu, where 0 < β < 1 is the proportional coefficient. Therefore, the probability of cruising increases linearly from 0 to 1 when the speed changes from βu to u. Thus, the probability function of the cruising mode (m = 3) is estimated from (11):
o t h e r w i s e .
The proportional coefficient β is calibrated based on NGSIM data. In the training dataset, we use the second-by-second vehicle trajectories to compute the average free flow speed for each cruising period of each vehicle, and mark each data point with its observed modal activity. The observed frequency table of the cruising mode given the speed and free flow speed is then generated based on the training dataset. On the other hand, we can also estimate the frequency table via (11) for any given proportional coefficient β. As the mean absolute error (MAE) of the frequency estimation is minimized when β is 0.57, we take 0.57 as the calibrated coefficient in (11) .
If the vehicle speed is between βu and u, the probability that the vehicle is in either acceleration or deceleration mode is
If the speed is between 1 ft/s and βu, the total probability of both acceleration and deceleration modes is 1. We assume that the probability of acceleration (m = 4) and deceleration mode (m = 2) are equal, so their probability mass functions are Fig. 2 illustrates the probability of the four modes as a function of vehicle speed. In this figure, each mode covers a specific region, and the vertical length of the region at a certain speed is the probability of that mode at that speed.
B. Modal Travel Time and Distance
According to (7), the conditional probability density functions of modal travel time and distance, f T and f X , are modespecific. We first calibrate these functions for the acceleration and deceleration modes. As stated in Section II-C, we assume that the acceleration pace follows a Gaussian distribution, so the travel time t that a vehicle has spent in the acceleration mode is the product of speed variation v 2 − v 1 and a Gaussiandistributed factor ϕ 1 . Note that the travel time should be positive, so the acceleration pace ϕ 1 exactly follows truncated normal distribution within (0, +∞).
In (13), v 1 and v 2 are vehicle speeds at the beginning and the end of the acceleration mode. If acceleration is the first mode for the data point pair, then v 1 is equal to the speed at the first If acceleration is neither the first nor the last mode, it is a complete acceleration process with speed increasing from 0 to u. Therefore, v 1 and v 2 can be considered as functions of u, v 1 , and v 2 .
In the training dataset, the second-by-second vehicle speed profiles are available. This provides sufficient acceleration data to determine travel time and speed variation. The parameters μ 1 and σ 1 could then be fitted via the Maximum Likelihood Estimation (MLE) method [26] , using sample acceleration paces derived from the time and speed information. Here, we categorize the training dataset into two groups and fit them separately. The low speed group includes sample acceleration paces from zero speed to any other speeds. The high speed group includes sample acceleration paces from any speed to the free flow speed. The mean and standard deviation of each group are listed in Table I . The units of distance, time, and speed are feet, seconds and feet/second, respectively. The acceleration pace is higher at the end of the acceleration process because the acceleration rate is reduced in the adjustment phase when the vehicle is approaching the free flow speed [27] . Similarly, the parameters for deceleration processes are also learned from the training dataset. Table I shows that deceleration is also slowed down in the adjustment phase right before the stop.
The truncated normal distribution based modal travel time function f T is then formulated in (14) .
We then assume that the distance x a vehicle travels in the acceleration mode follows: (15) If the acceleration process follows a constant acceleration motion, we have x = t(v 1 + v 2 )/2. φ 2 is another truncated normal distribution that measures how far the acceleration process is deviated from the constant acceleration motion. As φ 2 is the ratio of the average speed to the total of the starting and ending speed in acceleration or deceleration, it lies within (0, 1). The parameters μ 2 and σ 2 can also be fitted using the MLE approach. Correspondingly, we can estimate the parameters for the deceleration process following the same steps. The last four rows of Table I show the basic statistics of deviation factor distribution of both processes in this model. The mean values for all cases are around 0.5, but the standard deviation is much higher at lower speed as the acceleration/deceleration rate is more heterogeneous at lower speed. The modal distance probability density function f X is then formulated in (16) .
For the idling and cruising modes, the mode times mainly depend on the signal plan, traffic condition, and intersection spacing. In this model, we suppose that the signal plan and map information are not available, so the idling and cruising modal travel times are assumed to be uniformly distributed, ranging from zero to the sampling time interval. As the average speed for the cruising mode equals the free flow speed, the cruising modal distance is also uniformly distributed. The probability density functions for modal travel time and distance are provided in (17) and (18) .
Based on (14), (16), (17), and (18), we could estimate the probability density of the modal travel time f T and modal distance f X for given mode and speed variables. They are substituted in (10) with f M and f U to derive the probability density for any vehicle dynamic state {m, t, x, u}.
IV. VEHICLE TRAJECTORY RECONSTRUCTION
Based on the proposed vehicle dynamic state model in Section II and the calibrated probability functions in Section III, the probability density for a certain modal activity sequence, given modal time/distance and free flow speed, is calculated via (15) . To compute the probability values efficiently, we further discretize the temporal, spatial, and speed domains with appropriate steps, e.g., 1 s, 5 ft, and 1 ft/s, respectively. Fig. 3 illustrates the process to estimate the probability of a certain vehicle dynamic state. The sample time interval is 20 seconds and the distance between two samples is 320 ft. The arrival speed is 33 ft/s and the departure speed is 36 ft/s. For this scenario, the modeled modal activity sequence is decelerationidling-acceleration. Given the free flow speed of 47 ft/s, the probability is 0.34 for deceleration at the first data point, and 0.27 for acceleration at the second point based on (17) . The time of each mode is 9/ 2/ 9 seconds, respectively. The distance of each mode is 145/ 0 /175 ft, respectively. We can compute the conditional probability of mode time and distance via (14) . Notice that we discretize the temporal and spatial domains in this problem, so the probability shown in Fig. 3 is actually the integration of all probability densities around this state. Finally, the probability of this specific vehicle dynamic state is the product of all conditional probabilities.
Based on the probability estimation results of all the vehicle dynamic states, we first find the optimal mode sequence which maximizes the marginal likelihood of M under the condition of the data constraint (5) .
Then we find the best scenario under the optimal mode sequence m * . Here the best scenario is defined as a combination of T, X, and U that maximizes the conditional probability arg max
The vehicle trajectory reconstruction method is then applied to this scenario by computing the location and speed at each second. For the acceleration/deceleration mode, we consider the acceleration rate as a linear function of time such that the time, distance, and start/end speed of each mode would be consistent with each other.
The model above is applicable to a vehicle that has two data points. If there are more than two data points, we have to introduce another condition in (10) to guarantee that the mode at the end of the previous data pair and the mode at the beginning of the next data pair are the same. If a vehicle has N data points, the optimal modal activity sequence is the one that maximize the product of the conditional modal probabilities of all N − 1 data point pairs. As more data point pairs provide more constraints to the problem, the estimation performance could be enhanced. 
V. NUMERICAL EXPERIMENTS
The proposed model is validated using the NGSIM Lankershim Blvd. dataset [23] but for a different time period. We use the data from 8:45 a.m. to 9:00 a.m. as the test dataset. As shown in Fig. 4 , there are 5 links and 4 intersections in the study corridor. The raw data are processed into mobile sensor data form with 20-second sampling interval. There are totally 894 vehicles and 2,744 data point pairs in the test dataset. Fig. 5 shows the estimation results of vehicle trajectories. We plot the observed and estimated time-space trajectories of all vehicles in a signal cycle at one of the intersections. The red solid curves represent the observations, and the blue dotted curves represent the estimates. As shown in this figure, the observed and estimated curves match well with each other for most of the times. For a few vehicles, the mode sequences are correctly estimated but the estimated trajectories slightly deviate from the ground truth.
A. Results of Vehicle Trajectory Estimation
For the entire test dataset, the proposed model is successfully applied to all data point pairs. The Mean Absolute Error (MAE) of the second-by-second location estimation is 9.5 ft. The model is also able to estimate the vehicles' modal activities at each second correctly for 79.7%. As 25.9% of the data point pairs are idling pairs (i.e., the vehicles do not move during the 20 seconds), the estimation performance might be overestimated by including them in the result. If we only consider non-idling data point pairs, the MAE of vehicle location estimation increases to 12.6 ft, and the percentage of correct mode estimation becomes 72.7%.
To put the estimation performance of the proposed method in context, we compare the results above with those from a baseline method which creates vehicle trajectories by linear interpolation. As the MAE of vehicle location estimation for the baseline method is 30.6 ft, the proposed method reduces the error by 69.0%. When considering only non-idling data point pairs, the MAE for the baseline method is 41.2 ft, so the MAE for the proposed method is reduced by 69.4%. These comparisons show that the proposed method significantly improves the vehicle trajectory estimation performance over the baseline method.
We further show the variations of MAE as a function of the time and distance between two data points. In Fig. 6 , the blue solid curve represents the MAE for the proposed method while the red dashed curve represents that for the baseline method. Fig 6(a) shows the MAE fluctuation in each minute. In Fig. 6(b) , we choose 50 ft as the distance increment. The estimation errors are aggregated and plotted from the data pairs whose distance is within each interval. For the proposed method, the MAE curve has its peak at 550 ft. For the baseline method, the MAE is extremely high around 400. The MAE curve for the baseline method approaches that for the proposed method as the distance gets very short or very long. This is because the vehicles are more likely to be mainly in idling or cruising mode where the estimated vehicle trajectories by both methods are just straight lines.
The Mean Absolute Percentage Error (MAPE) is also computed based on the estimated vehicle trajectories. For each second of each vehicle, we calculate the relative errors by dividing the absolute errors by the distance that the vehicle travels between two data points. The MAPE is the mean value of all the relative errors for all non-idling data point pairs. The idling pairs are not included as the distance for the idling mode is or around zero. For the entire test dataset, the MAPE is 4.3% for the proposed method and 20.1% for the baseline method.
These results indicate that the estimation performance of the proposed method is promising, and it outperforms the baseline method significantly. Additionally, the proposed model is applicable to varying traffic conditions without the knowledge of signal plan or map information. This model requires much less training data than a typical machine learning based model as it incorporates well-established knowledge on vehicle kinematics. The entire problem is then divided into several independent sub-models which are easier to solve. 
B. Arterial Travel Time Distribution Estimation
As stated in the introduction, it is a challenge to accurately estimate arterial link travel time based on sparse mobile sensor data. Fig. 1 illustrates the multiple stops and multiple scenarios issues due to the uncertain vehicle dynamic state. The proposed vehicle trajectory estimation method can solve this problem by finding an optimal vehicle trajectory under an optimal modal activity sequence. The link travel time of each vehicle can then be calculated by counting the number of seconds within each link. In [22] , the travel time distribution of the entire traffic was derived based on Modified Gaussian Mixture Model (MGMM). Such model considers the travel time distribution as the weighted sum of multiple Gaussian-distributed components. The first component is for the free flow traffic, and the others are for the delayed vehicles. Then, the Expectation and Maximization (EM) algorithm is applied to search for the parameters for each component iteratively. In [22] , a delay region (see Fig. 4 for northbound traffic) is defined as the arterial segment where queues usually occur, and the method only accepts data point pairs that are collected at both ends of the delay region, i.e., the data collection region in Fig. 4 . The model in [22] also ignores the impact of acceleration and deceleration in delay estimation.
In Fig. 7 , we show the comparison of travel time distributions on Link 3 of the NGSIM Lankershim Blvd. corridor for both directions. The results from the MGMM-based method [22] are plotted with red dotted curves while the results from the proposed method are plotted with blue dashed curves. We also depict the ground truth of travel time distributions using black solid curves. Fig. 7 shows that the proposed method results in much better fits of the travel time distributions for both directions. The major reason is that the number of the "qualified" sample data of delay for the proposed method is more than twice as many as that for the MGMM-based method, as shown in Table II . In [22] , if a data point is too close (within the delay region) or too far (beyond the data collection region) from the study intersection, the corresponding data point pair is not utilized by the MGMM-based model. If there is not a pair of data points from a vehicle that fully covers the delay region of a specific link, then a sample data of delay for that vehicle cannot be obtained.
On the other hand, the proposed method substantially relaxes the requirement on the location of the data points. To obtain a sample data of delay for a vehicle at the study intersection, we only need an upstream data point and a downstream data point, no matter whether the point is within the delay region or on a faraway link. Therefore, more sample data of delay can be obtained and used for the distribution fitting. Note that the penetration rate (the portion of the total number of vehicles from which usable sample data of delay can be obtained) for the new method is still below 60% because the NGSIM Lankershim Blvd. dataset only covers a short corridor. As the sampling interval is 20 s, some vehicles passed through the corridor quickly, leaving only one or two data points in the dataset. Fig. 7 shows that the proposed method overestimates the link travel time slightly as those un-sampled vehicles are usually faster than the sampled ones. The penetration rate will likely be much higher when dealing with larger networks in the real world.
To quantify the goodness-of-fit of both methods, we calculate the Bhattacharyya distance (BD) [28] , a similarity measure, between the ground truth distribution and the fitted distribution. Lower BD usually corresponds to higher similarity. As shown in Table II and Fig. 7 , the fitted distribution based on the proposed method is much more similar to the ground truth than the one based on the MGMM-based method.
C. Application to a Large-scale Network in Los Angeles, CA
The proposed vehicle trajectory estimation model and its application to arterial travel time distribution estimation have been validated by the NGSIM dataset in Parts A and B of this section. Next, we apply the proposed method to a large-scale network in Los Angeles, California. This dataset contains about 5 million GPS data records on more than 177,000 links for a period between June 2011 and August 2013. In this dataset, most vehicles are sampled every 20 seconds, but some of them have smaller or larger sampling intervals. As the GPS data have already been well map-matched, we directly input them into the proposed model to estimate the vehicle trajectories between data points. A dictionary-based method is used to deal with the large-scale dataset efficiently. First, we categorize the data point pairs into 60,886 cases by the sampling interval, distance, and speed. For each case, we estimate the optimal vehicle trajectory using the proposed model that is trained by the NGSIM dataset from Lankershim Blvd., which is also located in Los Angeles, California (see Section III). Thus, we do not need to repeat all the modeling steps for each data point pair. Instead, we just search the dictionary for the applicable case and adopt the optimal vehicle trajectory for that case. The estimated vehicle trajectories can then be used in many traffic analyses. For example, we show the hourly variation of average link delay of three typical links in Fig. 8 . The method for estimating link delay is introduced in Part B of this section. The average delay curve for Link A has a significant increase around 5 p.m. as the link is congested during the PM peak period. Link B, on the contrary, has an AM peak but no PM peak. Link C has both AM and PM peaks as well as a midday peak between 11 a.m. and 1 p.m. Fig. 8 shows that mobile sensor data can help measure or estimate traffic conditions, even under low penetration rate and sampling rate. The dictionarybased approach also provides an efficient way to deal with crowd-sourced big data not only from mobile sensors but also from other tracking techniques such as Bluetooth Mac address matching [29] , wireless magnetic sensors [30] , and Connected Vehicles technology [31] . VI. CONCLUSION This paper described a modal activity based probabilistic model for estimating vehicle trajectories, which used mobile sensor data and vehicle kinematics knowledge. The proposed model investigated all possible sequences of modal activities between consecutive data points from mobile sensors. The likelihood of occurrence of each sequential pattern was firstly quantified by mode-specific a priori distributions. The vehicle dynamic state probability was then formulated as the product of probabilities for multiple events under the assumption of independence. The optimal vehicle dynamic state and vehicle trajectory were estimated to fill in the vacancy between sparse mobile sensor data samples. The proposed model accurately estimated the second-by-second vehicle trajectories, which enhanced the applicability of sparse mobile sensor data in the transportation field. The trajectory estimation and travel time distribution results significantly outperformed those of the baseline method. The proposed model was also proved applicable to crowd-sourced big data from large-scale networks.
The presented work has established a framework for modeling vehicle trajectories stochastically that can be easily modified or extended to incorporate other factors or solve other related traffic problems in the future, for instance:
(1) As stop-and-go driving and the corresponding acceleration/deceleration processes have significant impacts on vehicle fuel consumption and emissions along signalized arterials, the estimated vehicle trajectories can be applied to microscopic energy/emission models (e.g., [32] ) to estimate traffic-related energy use and pollutant emissions. We will also investigate the application of the estimated trajectories to other ITS implementations. (2) A vehicle type variable can be added to the model to differentiate the key parameters of modal activities for different vehicle classes. For example, a Bayes classifier can be developed to distinguish between passenger cars and heavy-duty vehicles based on their differences in acceleration/deceleration behaviors. (3) The proposed model currently works better for urban arterial links than freeway segments, as vehicles on arterials usually follow the assumed modal activity sequences strictly. On congested freeway segments, vehicles may have non-stop speed oscillations, which cannot be well explained in the current model. We will extend the model to capture additional modal activity sequences in order to improve its robustness. (4) Additional real-world datasets should be applied to further validate the proposed model. The NGSIM Lankershim dataset only covers two 15-minute time periods and five intersections. It is necessary to prove that the proposed model is applicable to different locations and diverse traffic conditions. Sensitivity analyses on the model assumptions and parameters will also be conducted.
