A standing light wave appears to a highly detuned two-level atom as a sinusoidal potential. This causes the atoms to be channeled to the minima of the potentials. At the same time, the atom changes the phase of the light field. Detecting this phase shift yields information about the position of the atom. In this paper we show that this information may be used to control the intensity of the light field so as to modify the effective shape of the potential ''seen'' by the atom. Our numerical simulations show that the effectiveness of the channeling may be significantly enhanced by such quantum-limited feedback. We discuss possible applications to atom lithography. ͓S1050-2947͑97͒00502-7͔
I. INTRODUCTION
It is well known that a highly detuned light field acts as a scalar potential for a two-level atom ͓1͔. The force from this potential is known as the dipole force and is proportional to the intensity gradient of the field. A standing wave in an optical cavity thus appears to a first approximation as a series of potential hills and valleys that channel the atoms. Channeling has been shown to occur in the vicinity of the nodes if the laser field is blue detuned (⌬Ͼ0) from the atomic resonance and near the antinodes for red detuning (⌬Ͻ0) ͓2͔. This channeling could be applied in atomic lithography, as the laying down of a series of lines on a substrate has been demonstrated experimentally using chromium atoms ͓3͔. There are many reasons why such atomic deposition is imperfect, but one fundamental limit is that the potential wells created by the standing wave are sinusoidal rather than harmonic ͓4͔.
Although the dominant physical effect of placing an atom in a standing wave is the dipole force on the atom, the field is also affected. That is because there is a small but not necessarily negligible refractive index due to a single atom. This causes the phase of the light to be shifted, and the amount of this shift depends on the position of the atom. The phase shift is zero for the atom at a node and maximal at an antinode. It has been shown theoretically that this phase shift can be used to make a quantum-limited measurement of the position ͑modulo half a wavelength͒ of an atom by passing it through a standing wave for a time sufficiently short for its transverse motion to be negligible ͓5͔. More recently it has also been shown theoretically that one can track the oscillatory motion of an atom in a standing wave by continually monitoring the phase of the field using homodyne detection ͓6͔.
In this paper we draw together these two aspects of the interaction of an atom with a detuned standing wave in a different proposal. On the quantum optics side we take the monitoring of the atom's position one step further by considering the continuous feedback of the homodyne photocurrent to influence the atom's future evolution. On the atom optics side we show that this feedback can be used to improve the degree of channeling in atomic lithography. This is done by modifying the effective potential the atom ''sees'' to be closer to harmonic rather sinusoidal. The basic idea is that whatever position for the atom is indicated by the measurement, the intensity of the field is modified so that the local potential seen by the atom is that of a parabola. The curvature of the parabola is chosen to fit with the sinusoid that the atom sees in the absence of feedback, near the base of the potential wells. This is an interesting application of the quantum theory of feedback because, unlike most previous applications, it produces a substantial change in the system dynamics ͓7͔.
In order to find the ultimate limits to atom channeling by this method we have done a fully quantum-mechanical treatment of the atomic motion. In Sec. II we derive our model of the atom in the standing wave with feedback. To simplify the calculation we adiabatically eliminate the field, but the vacuum fluctuations entering into the cavity ͑necessary in order to extract information from the light͒ still affect the atom and are manifest as back-action noise terms in the Hamiltonian. In addition to this, the feedback also introduces noise into the system, due to the homodyne photocurrent shot noise ͓7,8͔. As expected, the more we modify the potential, the more noise we introduce. The question arises whether modifying the potential ͑and taking into account the noise that we inevitably introduce͒ gives improved localization over the case with no feedback. In order to answer this we present in Sec. III the results of numerical simulations comparing four cases: ͑i͒ no feedback, ͑ii͒ linear feedback ͑LF͒, ͑iii͒ nonlinear feedback ͑NLF͒, and ͑iv͒ linear feedback with an optical nonlinearity ͑LFON͒. Our results show that feedback ͑and particularly nonlinear feedback͒ can potentially improve channeling beyond the standard quantum limit with no feedback. In Sec. IV we discuss experimental practicalities and Sec. V concludes.
II. THEORY

A. Conservative motion
The starting point for our theory is the Hamiltonian describing the coupling between a two-level atom and a singlemode electromagnetic standing wave inside a cavity. We denote the position of the atom ͑along the cavity axis͒ by z and its momentum in this direction by p. The one-photon Rabi frequency is denoted ⍀ and the detuning of the atom ⌬. The ȧ ϭϪ 2 aϪͱb in ͑ t ͒ϪigS͑z͒a.
͑2.12͒
Assuming to be large, we can set the time derivative in Eq. ͑2.12͒ to zero, obtaining
Strictly this expression cannot be true because (t) has white-noise fluctuations so that it is impossible for a to relax fast enough to be slaved to the vacuum noise. However, if we interpret the noise term as vacuum fluctuations restricted to the bandwidth , then they can be thought of as finite, and even small compared to ␣ӷ1. Therefore, it is appropriate to linearize the expression for a † a to get
Now if (g/) 2 Ӷ1, the second term in the denominator may be ignored, making a † a independent of the position of the atom. This allows the expression for a † a to be simply substituted into Eq. ͑2.3͒ to yield the effective Hamiltonian for the atom alone
This does not involve any operators for the cavity mode, but it does involve a noise operator from the external vacuum fluctuations. The effect of that noise is to produce a noisy potential for the atom. This will of course disturb the momentum of the atom, as it gives rise to the term
Consider a short time t 1 Ӷ Ϫ1 . This allows one to use the Raman-Nath approximation ͓13͔ of neglecting the kineticenergy term so that the position of the atom remains constant. Over this short time t 1 the noisy evolution ͑2.16͒ will result in a mean-square disturbance of the atom's momentum of
͑2.18͒
This disturbance can be ascribed to the Heisenberg uncertainty relation as follows. The damping of the cavity gives an output field that may be measured
ӍϪͱ͓͑t ͒/ͱϪi␣/2Ϫ2gS͑z͒␣/͔.
͑2.20͒
As stated above, we wish to measure the phase of the field. This can be done by doing a homodyne measurement of the phase quadrature of the output. The resultant photocurrent, suitably normalized, is
ϭ4gS͑z͒␣Ϫͱ͑t͒.
͑2.22͒
This contains a term proportional to S(z), which gives information about the position of the atom, plus a noise term. Over a time t 1 within the Raman-Nath regime as above, one's best estimate for S(z) is obviously
Note that we are using a circumflex to denote an experimental estimate of a quantity, not an operator. The experimental error in Ŝ , as opposed to intrinsic uncertainty in S(z), is determined by
Thus we can derive the relation
This equality is precisely the minimum expected from Robertson's generalization ͓14͔ of Heisenberg's uncertainty principle, given the commutator
Of course the atom's momentum will be disturbed by the amount ͑2.18͒ regardless of whether the experimenter undertakes a homodyne measurement of the outgoing field in order to obtain information about the atom's positions. Nevertheless, it is the fact that the experimenter can obtain such information, with experimental error ␦Ŝ error , which implies that the momentum must be disturbed by at least the ␦p disturbance of Eq. ͑2.18͒. The more accurately one wishes to know the position ͑in a given time t 1 ) the more noise one will necessarily add to the atom's momentum. This will have important consequences when we consider feeding back the information in I hom (t), in subsequent sections.
C. Linear feedback
In this section we introduce feedback into our system. The motivation behind the feedback is, as explained in the Introduction, to change the effective potential shape the atom sees from sinusoidal to something that is closer to a periodic array of parabolas, as shown in Fig. 1 . Near zϭn, these parabolas match the minima of the sinusoid, but away from the minima the sinusoid falls short of the parabola. In order to make the atom see a more parabolic shape, one would wish to increase the intensity of the light ͑and hence the height of the sinusoid͒ if the atom is away from the potential minima, but leave it unchanged if it is near the minima. This information ͑the displacement of the atom away from the potential minima͒ is encoded in the operator S(z). Furthermore, this operator can be estimated ͑with finite accuracy of course͒ from the homodyne photocurrent I hom (t), as shown in Sec. II B. By feeding back the information in I hom (t) to control the intensity of the light, one could hope to modify the motion of the atom to good effect. To model this quantum-limited feedback we use the quantum Langevin approach rather than the quantum trajectory approach ͓8͔.
To simplify the problem, we assume that the feedback is Markovian. That is to say, we assume that the response function of the feedback loop is approximately flat from zero to a frequency much larger than that of the atomic evolution . Furthermore, in this section, we assume that the intensity of the cavity mode is controlled by varying the amplitude of the driving linearly with the instantaneous photocurrent, as shown in Fig. 2 . This can be achieved using electro-optic polarization modulators and polarization-sensitive beam splitters ͓15͔. This feedback can be modeled simply by changing the input beam from Eq. ͑2.7͒ to
where is a dimensionless quantity whose magnitude is yet to be determined. However, we expect that the best value of will be positive, as this will lead to an increased driving when the atom is estimated to be far from a potential minima ͓when S(z) is large and hence I(t) is expected to be positive͔.
As in Sec. II B, we wish to eliminate the internal field from the problem. It is necessary to include the cavity field to begin with, however, because the feedback acts on this field, not directly on the atom. Once the feedback has been included, we can then proceed to eliminate the field to discover the effect of the feedback on the atom alone. The field obeys the same equation as before ͓Eq. ͑2.12͔͒, but with the modified b in (t). For convenience we introduce the quadratures of the field
In terms of these the homodyne photocurrent is given by
Substituting this into Eq. ͑2.28͒ and that into Eq. ͑2.12͒ and separating into the quadratures yields
͑2.32͒
Ignoring terms of order (g/) 2 , as in Sec. II B, we find the stationary solutions to be
These are the same as the previously derived expression for a ͓Eq. ͑2.13͔͒ apart from the term proportional to in the denominator. This denominator is still of order one if is of order one ͑as will be chosen͒ because S(z) is bounded above FIG. 1. Diagram of the ͑a͒ pseudoharmonic potential as a function of the position along the cavity axis z ͑in units of the laser wavelength͒. Also shown are the ͑b͒ nonlinear feedback ͓see below Eq. ͑3.13͔͒, ͑c͒ linear feedback ͓see Eq. ͑2.43͔͒, and ͑d͒ unmodified sinusoidal potentials.
FIG. 2. Setup used for the feedback scheme. A homodyne detector is used to make a phase measurement of the output b out from the cavity giving information about the transverse position of the atom in the light field. The homodyne current I hom is fed into a signal processor and the output is some function of I hom depending on the sort of feedback under study. This output is used to vary the amplitude of the driving b in of the optical cavity. Although this appears to differ from the description given in the text, which was for a one-sided cavity, this arrangement is equivalent providing the loss rate at the driving ͑left͒ mirror is much less than that at the detection ͑right͒ mirror.
by unity and g/ is small. Thus the total decay rate is still of order as required for the adiabatic elimination. The purpose of the elimination is to find an expression for a † a in terms of external field operators and atom operators. Linearizing the noise terms we find
In this case the expression for a † a does depend on the atom's position. This is as desired for the feedback to work, but it means that we cannot simply substitute it into Eq. ͑2.3͒. As a field operator, a † a should commute with all atomic operators, but the above expression ͑2.36͒ does not. This apparent contradiction is because the atomic operators in Eq. ͑2.36͒ should strictly be evaluated at a slightly earlier time, even under the Markovian approximation for the feedback. The consistent procedure is to use Eq. ͑2.3͒ to generate the force on the atom, treating a † a as a field operator, and then to substitute in the expression for a † a ͓Eq. ͑2.36͔͒ in terms of the atomic operators, that is,
Here we have defined ␤ϭ4g/ ͑2.40͒
and a prime denotes differentiation. Now we define the effective potential for determining the atom's motion to be
͑2.41͒
where we are using 2 ϭ2g͉␣͉ 2 as before. Evidently, the effect of the feedback is to change the shape of the potential the atom sees, as desired. To find out what feedback strength should be chosen we expand the deterministic part of the new potential around zϭ0 to find
Obviously we wish to chose ␤ϭ1/3 in order to make the linear feedback potential closer to harmonic. This implies g/ϭ(12) Ϫ1 . It is also apparent from Eq. ͑2.41͒ that the feedback has introduced extra noise into the potential. In addition to the disturbance of the momentum due to the measurement of position, proportional to (t), there is the noise due to the error in the measurement of position, proportional to (t), being fed back due to the modification of the potential. As noted in Sec. II B, the magnitude of these noises are reciprocally related because an accurate measurement of position implies a large disturbance of the momentum. In Eq. ͑2.41͒ this uncertainty principle is manifest in that the measurement back-action noise scales as 1/, while the fed-back measurement error scales as . Clearly the minimum overall noise is when ϭ1. This implies g/ϭ1/12, so the above approximation of ignoring terms of order (g/) 2 ϭ1/144 seems quite reasonable. The final expression for the atomic Hamiltonian from linear feedback is
͑2.43͒
The shape of the deterministic part of the potential is shown in Fig. 1͑c͒ .
Validity of the linear feedback Hamiltonian
In the above adiabatic elimination of the field we have assumed first that the cavity decay rate is large compared to the rate of change of the atomic position. That is to say, we require
Ӷ. ͑2.44͒
A more subtle requirement is that the linearization of a † a be valid. This requires that we can regard the white-noise terms as small compared to the coherent amplitude ␣. To do this we have to imagine averaging over some time t 2 such that
Now the elimination of the field can only be valid if the atom does not move significantly during this averaging time. This requires
The final condition is therefore ӷӷ 1 6 .
͑2.48͒
This indicates that the linear feedback Hamiltonian is not valid in the very strong quantum regime, where is of order one.
D. Nonlinear feedback
In the preceding subsection we showed how varying the driving field linearly with the photocurrent from the phase quadrature measurement of the field can lead to an effective potential for the atom that is considerably closer to pseudoharmonic than the original sinusoid. By pseudoharmonic we mean a periodic potential consisting of harmonic potentials repeated every half wavelength. In this section we show that by feeding back a nonlinear function of the photocurrent one can in principle produce an effective atomic potential that is arbitrarily close to pseudoharmonic.
As above, we model the feedback as a modulation of the coherent amplitude of the driving field, but this time we set
where h is a function that is to be determined. Now because I hom (t) contains a white-noise term, this expression only makes sense if the photocurrent is interpreted as a timeaveraged photocurrent such that the fluctuations in it are small. For this reason we must use
where ␦x(t) are the rapid fluctuations in the field quadrature due to the vacuum noise inputs and x is the mean value of x. Note, however, that x will still be an operator in that it depends on the assumed slowly varying atomic operator S(z). where we have neglected terms of order r 2 ϵ(g/) 2 as above. Substituting the first of these into the second yields
͑2.55͒
Now say that we wish to use this feedback to create a mean force on the atom that is of the form
where v(z) is a periodic function obeying v͑ z ͒ϭv͑ zϩ ͒ϭϪv͑Ϫz͒.
͑2.57͒
From the procedure used for linear feedback it is apparent that to achieve this we require
where we have defined
Substituting this into Eq. ͑2.55͒ yields
Differentiating both sides with respect to z gives
͑2.64͒
Now from Eq. ͑2.52͒ we have
and the force on the atom is
The effective potential for the atom is again
If the atom's position z is close to a node ͑e.g., zϭ0) then the feedback need not operate in order to make the potential harmonic. In our theory this statement amounts to saying that v(z)Ӎz for zӍ0. In that case we find f (z)ϭ1Ϫz 2 /3ϩO(z 4 ) and so
It is then evident from Eq. ͑2.68͒ that the overall noise is minimized when rϭ1/12, at least near zϭn, as found in Sec. II C. Assuming that this small value for r gives the total expression for the effective Hamiltonian for the atom with nonlinear feedback,
͑2.72͒
Here the three integrals
in general have to be evaluated numerically up to zϭ/2. One case of great interest is for
for which the effective potential will be exactly pseudoharmonic. Then from Eq. ͑2.60͒ we find that as z→/2, f (z) has a simple pole and f Ј(z) a double pole. But Eq. ͑2.62͒
implies that 4rl͑z͓͒SЈ͑z͒ f ͑z͒ϩS͑z͒ f Ј͑z͔͒ϭ f Ј͑z͒.
͑2.77͒
Since SЈ(z)ϳ(zϪ/2) near zϭ/2, we find that 4rl(z)S(z)Ϫ1ϳ(zϪ/2) 2 . That is to say, for any value of r, the integrand in the noise terms V 1 (z),V 2 (z) has a double pole at zϭ/2. The noise terms themselves therefore have a simple pole at this position. This infinite noise is easily understood from the following argument. At zϭϮ/2, S(z) is flat as a function of z. That is to say, the photocurrent ͓which measures S(z)͔ is very insensitive to changes in z. Yet in order for the feedback to change the sinusoidal potential into a pseudoharmonic potential it is necessary to use an estimate for z since V 0 (z)ϭz 2 is not flat as a function of z near the peaks. Thus, for z near (nϩ1/2) the feedback function h(x) must be very sensitive to small changes in the photocurrent. As the signal becomes weak the proportion of noise being fed back increases to the point where the noise is infinite at zϭ(nϩ1/2). At this point the approximations made in the above derivation clearly break down. The denominator in Eq. ͑2.65͒ vanishes and the fluctuations in the field diverges. It can be shown that this will happen for any v(z) that does not go smoothly to zero where SЈ(z) is zero. In order to avoid these divergences, in the simulations that are to be presented in Sec. III, we choose a function v(z) that is close to z but becomes flat at zϭϮ/2.
Validity of the nonlinear feedback Hamiltonian
The same conditions as derived above also apply in this case as for the case of linear feedback, but now we have to consider the extra approximation of using the linearized expression for the nonlinear feedback ͑2.50͒. In order to consider this we need to know just how nonlinear the function h(x) is. Up until now we have used only the implicit definition of this function ͑2.61͒, which for the case v(z)ϭz and rϭ1/12 becomes, for ͉z͉р/2,
In Fig. 3 we have plotted this function for the case ␣ϭ10. Now we can use this implicit expression to get an an approximate explicit expression for h(x) by expanding both sides in powers of z:
Thus, for x small compared to ␣, we find that
This is also shown of Fig. 3 and appears to be quite close to the true function over the range of interest. Using this expression, the linearization of h(x) is the approximation of
This is valid only if we consider averaging the noise over a time t 3 and then ignoring the term FIG. 3 . ͑a͒ Plot of the function h given in Eq. ͑2.78͒ for ␣ϭ10. ͑b͒ Plot of the quadratic approximation to this for small x given in Eq. ͑2.80͒, along with ͑c͒ the form of h for linear feedback. Both h and x are unitless.
It is valid to ignore this term if it is much smaller than the other terms in Eq. ͑2.82͒. Since the signal x need not be different from zero, the leading term is of order
͑2.84͒
Thus we require 1 ͱt 3 ӷ 9 10␣t 3 , ͑2.85͒
which gives 1 t 3 Ӷ 1200 81 2 .
͑2.86͒
Now, as in the preceding case, in order to be able to average over this time and yet treat the atomic evolution as being Markovian, it is necessary to assume that the time t 3 is small compared to the characteristic time of the atomic motion Ϫ1 . This gives
This is to be compared with the previously derived constraint ͑2.48͒ from the linearization of a † a, that ӷӷ1/6. It is therefore apparent that, at least for the atom near the bottom of the well, the linearization of the nonlinearity of the feedback does not impose more of a constraint on the classicality of the problem than that already derived.
E. Linear feedback with optical nonlinearity
It is apparent from Secs. II C and II D that in order to make the effective potential for the atom closer to pseudoharmonic one wishes to increase the driving ͑to increase the potential͒ when the phase of the field shifts ͑due to the presence of the atom away from a node͒. In terms of the field quadratures, one wishes to increase the driving of the amplitude quadrature y in proportion to the displacement of the phase quadrature x from zero. One way to do this is to measure x indirectly and to feed this back onto the driving. However, it would seem reasonable to expect that one could also achieve this directly, without measurement or feedback, by introducing a nonlinear crystal into the cavity. The nonlinearity required is one that makes the driving of y proportional to the x quadrature, namely,
where is a dimensionless parameter. This could in principle be achieved using a process of degenerate parametric down-conversion, with an appropriate detuning of the cavity also. In this section we investigate the effect of this optical nonlinearity on our system.
The total Hamiltonian for the system we now take to be H damped ϩH . It is still necessary to include damping as in Eq. ͑2.11͒ because without it exponential parametric amplification will occur. The equations of motion for the quadratures are
where b in (t)ϭϪiͱ␣/2ϩ(t) as in Eq. ͑2.7͒. Ignoring terms of order r 2 as usual, the stationary solutions of these equations are
This solution is very similar to those resulting from linear feedback ͑2.33͒ and ͑2.34͒, with replaced by . However, there is actually more noise in the y quadrature, with (t) multiplied by 2 rather than . The consequence of this is that the final noise in the atomic Hamiltonian, for the optimal choice of ϭ1/2 and rϭg/ϭ1/6, is larger by a factor ͱ2 than that in the linear feedback Hamiltonian ͑2.43͒. On the basis of this result it would not seem worthwhile pursuing the idea of an optical nonlinearity as an alternative to feedback. Although this is true from considering an optical nonlinearity alone, the combination of an optical nonlinearity and linear feedback turns out to give very interesting results. Adding H to H damped but with
as in Eq. ͑2.28͒ yields
ϪgS͑z͒x.
͑2.95͒
The approximate stationary solutions are
Now the difference between the noise from the optical nonlinearity and the linear feedback is crucial. If we choose the nonlinearity to have the sign opposite to that suggested above, with ϭϪ/2, ͑2.98͒
then we can eliminate the noise due to (t):
Ϫ1 ͓␣Ϫ͑t͒/ ͱ ͔.
͑2.99͒
Now choosing 2gϭ/3 as the optimum for feedback, we find
͑2.101͒
where 2 ϭ2g␣ 2 as usual. Now since the optical nonlinearity has exactly canceled the noise due to the feedback, the only noise present is that which can be attributed to measurement, as in Sec. II B. This noise can be made arbitrarily small by letting g/→0. Stating this more carefully, we let g/→0, ␣→ϱ, ϭϪ2→ϱ
͑2.102͒
such that 2 ϭ2g␣ 2 , ϭ6g ͑2.103͒
are constants. Then the final atomic Hamiltonian resulting from linear feedback and optical nonlinearity
contains no noise, only a modified potential. This is a very interesting example of the interplay of quantum noise and nonlinear dynamics, but it would be very difficult to realize experimentally.
III. RESULTS
A. Method of simulation
Numerical methods are used to simulate the evolution of wave functions in potentials modified by the different feedback schemes discussed above. Due to the periodicity of the optical potential, we need only consider one potential well. We consider an atomic beam that is initially perfectly well collimated with a well-defined velocity. For simplicity, we have ignored effects due to angular and velocity distributions of the initial atomic beam. These effects are covered well, in a classical sense, by McClelland ͓4͔. The motion can be treated classically in a direction perpendicular to the standing wave, but must be treated quantum mechanically parallel to the standing wave. For the cavity field far detuned from the atomic resonance, the probability of an atomic transition between the ground and an excited state is small. We can therefore ignore incoherent effects and simulate only the coherent evolution of the wave packet as is done by Janicke and Wilkens ͓16͔. Since we are studying channeling, we cannot neglect the kinetic-energy term in the Hamiltonian ͑which is done in the Raman-Nath regime ͓13,17͔͒. Instead we use the split operator method to evolve the wave function with time. We begin with the normalized plane-wave wave function ⌿, given by ⌿͑z ͒ϭ ͭ 1/ͱ for Ϫ/2рzϽ/2 0 otherwise.
͑3.1͒
In addition to considering four cases of feedback, we consider two different cross-section profiles for the standing wave. First, a step profile in which the intensity is effectively turned on sharply at tϭ0 and turned off sharply at the focal time. Second, a half-Gaussian profile case in which the light intensity is increased with a Gaussian dependence, reaching its maximum at the deposition ͑focal͒ time. This situation is more physically realistic since a laser beam typically has a Gaussian intensity cross section.
Split operator method
If we write our Hamiltonian as
where V is a position-dependent potential, then the time evolution operator that evolves the wave function by time t is given by
For small t we can write
This equation would be exact if the commutator of p 2 and V were zero, but it is not. This form of the split operator method is thus only accurate to first order in t, since it ignores terms of order t 2 and above, which involve the commutator of p 2 and V. The split operator method is superior to expanding U(t) to first order in t because it evolves the state unitarily, so that the norm of the wave function remains constant to all orders in t. Higher-order split operator methods also exist ͓18͔.
To propagate the wave function numerically by a small time increment ␦t, we multiply the wave function in position space by the factor exp͓ϪiV(z)␦t͔. We then take the Fourier transform of the result giving a wave function in the momentum representation. 
͑3.9͒
So, for the propagation to stay within a given error bound, the time increment for the simulations must scale as ␦tϳ 1 .
͑3.10͒
This means that the number of steps required to fully propagate a wave function up to the focal time ͑approximately /2) is approximately constant with . However, in performing numerical simulations, we need to account for the fact that the number of energy levels in the well varies as . The spatial period of wave functions describing particles in an harmonic oscillator varies inversely with the energy level occupied. So, to maintain the same order of resolution of the wave functions for different values of , the number of bins in z and p space must scale linearly with . This is the case since we can write the wave function for an atom passing through a potential well in the cavity as a linear combination of the wave functions for the different levels in the well. Specifically, we require Ӷ͑number of bins͒.
͑3.11͒
The calculation time for propagating wave functions therefore scales linearly with .
Form of the nonlinear feedback
As was discussed at the end of Sec. II D, we need to choose an approximation to the pseudoharmonic potential that becomes flat at zϭ(nϩ1/2). This is necessary to ensure that the noise terms in the Hamiltonian remain finite. To do this, we use the analysis of Sec. II D 2, in which we derive a quadratic approximation ͑2.80͒ for the nonlinear feedback function h(x) in the case v(z)ϭz. This approximation is useful not only for establishing the range of validity of the nonlinear feedback Hamiltonian in this singular case; it can also be used as the feedback function in its own right as a way of avoiding the singularity in the noise. That is to say, we can assume that h(x) is given by the quadratic ͑2.80͒ and then determine a v(z) from it that will smoothly go to zero at zϭ/2.
We proceed using Eq. ͑2.61͒, which gives the following equation for f (z):
which has the meaningful solution
͑3.13͒
From this, v(z)ϭsinzcosz͓f(z)͔ 2 may be easily found and verified to go smoothly to zero at zϭ/2. The deterministic potential V 0 (z)ϭ͐ 0 z d 2v() of Eq. ͑2.72͒ is then found numerically and is shown in Fig. 1͑b͒. 
Theory for the Gaussian profile
In order to simulate channeling for standing waves with a Gaussian dependence, we need to be able to modify the theory to deal with time-dependent potentials. The Hamiltonians derived in Sec. II are for the step profile case, but can easily be applied to the Gaussian profile situation by making a simple substitution. In the case of no feedback, the light intensity is modified as
where ␤ is a parameter to be determined. In practice, ␤ is calculated numerically to be such that the spread parameter ͑defined below͒ has its minimum value at the peak of the Gaussian ͑where tϭ0). We note that the intensities of the Gaussian and step cases coincide at the Gaussian peak ͑sur-face of the substrate͒. With feedback, the same procedure works. That is to say, everywhere that S(z) appears it is replaced by S(z)e Ϫ␤t 2 . For linear feedback, this may be done directly in the Hamiltonian ͑2.43͒. For nonlinear feedback it must be done in the equation for f (z) ͓Eq. ͑3.13͔͒, which then feeds into the Hamiltonian ͑2.72͒.
B. Measures of localization
It is important to have an appropriate measure to compare the sharpness of peaks. The full width at half maximum ͑FWHM͒ measurement of peak widths is not particularly useful here, due to the presence of fine structures in the atomic distributions. It is only near the focal times that there is clearly one main peak for which the FWHM method can satisfactorily be applied. The use of the FWHM would not allow us to consider how the position distribution evolves as the atoms pass through the standing wave. Standard deviation is not an ideal measure of localization either, as it does not take into account the periodic nature of the atomic distribution.
Instead we develop a scheme motivated by this periodicity of the deposited atom peaks. For a position probability distribution of atoms, deposited on the substrate, given by the function P(z), where P(z) in normalized so that
we define a measure ⌽ spread as
͑3.16͒
This measure of localization has the useful limits ⌽ spread ϭ ͭ 0 for perfect localization 1 for a flat probability disribution.
͑3.17͒
For atomic distributions well localized about the nodes of the standing wave, spread is approximately proportional to the variance of z, var͑z͒, where the mean is zero
This spread measurement gives more weight to the central region of the peak. It allows us to better distinguish between different distributions. Furthermore, in this physical situation, we are not laying down a single line, but a series of parallel lines. This measure of the position distribution has the advantage that it can be applied to a series of parallel lines, separated by ⌬zϭ, equally as well as to a single line. Spread has the additional favorable property that a plot of spread against asymptotes horizontally for large . This property allows us to compare different feedback schemes more easily, as is discussed below in Sec. III C. Spread is recorded at the time at which it is a minimum ͑i.e., the optimum focal time͒.
Optimum focal time
We have shown that near the nodes of the laser standing wave, the Hamiltonian is well approximated by that of an harmonic oscillator Eq. ͑2.6͒. Making this approximation, we would expect the optimum focal time to be equal to onequarter of the natural period of the harmonic oscillator. As discussed in Sec. II A, this is the time at which all atoms of zero initial transverse momentum would be localized at zϭ0, independent of their initial positions. The true optical potential, of course, is only approximately harmonic, and we need to make a correction to the focal time for this anharmonicity. It turns out that this correction is not small.
Typical results are shown in Fig. 4 . We see that, by the spread criterion, the optimum focal time for the case with no feedback is approximately 0.36 oscillator periods ͑for ϭ100 s
Ϫ1
͒. This is a significant correction to the harmonic prediction of 0.25 periods. It is clearly not reasonable to compare results at the harmonic-oscillator focal time, since this would reflect not only the best localization achievable by different feedback schemes but the focal time for each method. Such a comparison would be biased in favor of potentials close to harmonic. Instead we record values of spread at the optimum focal time for the particular potential experienced by an atom. This time is determined numerically.
These results display all the features we would expect. As the potential becomes more closely harmonic, not only does the optimum localization improve, but the focal time approaches one-quarter of a period, the result predicted for a harmonic oscillator. Also evident here is the periodic focusing and defocusing of the atomic wave function, which is characteristic of channeling. Of course, these results depend on how we quantify the localization of the atoms. However, an investigation of different schemes of measurement reveals that all the same qualitative features appear for all reasonable measures such as FWHM, peak height, and standard deviation.
C. Comparison of results
The step and Gaussian profile cases are treated separately. Results for different sorts of feedback are compared by plotting spread against ͑a measure of the well depth͒, as shown in Figs. 5 and 6. All values of spread are recorded at the optimum focal time. In each of the figures the results for nonlinear, linear, and no feedback are plotted, where the noise has been set to zero. These serve as a comparison to the noisy results. The curves shown for linear feedback with no noise are the results arising from linear feedback with an optical nonlinearity Eq. ͑2.104͒. In this case, as discussed in Sec. II E, we achieve a modified potential with no noise. Displayed on the same graphs are the results with noise included. For the noisy potentials, we averaged over the wave functions until the standard deviation in ͐ Ϫ/2 /2 P(z)cos2z dz was less than 1%.
For no feedback, we would expect there to be no noise since we are not modifying the potential. These noise-free results for no feedback can be seen in Figs. 5͑a͒ and 6͑a͒ . Also displayed, for comparison, are noisy results for no feedback. The noise in this case is purely back-action noise in -FIG. 4 . Diagram of the evolution with time of the spread of the atomic wave functions. The time is in units of the natural period of the harmonic approximation to the potential. Results for ϭ100 s Ϫ1 are shown for ͑a͒ no feedback, ͑b͒ linear feedback, and ͑c͒ nonlinear feedback. Better localization is achieved for potentials that are closely harmonic. The optimum focal time tends to onequarter of a period as the feedback is increased.
troduced when we measure the atom's position. The noisy results represent measuring the atom's position but not feeding this information back. For the noise-free results, we are not even monitoring the atom's position as it passes through the standing wave. The only unphysical case shown in these results is that for nonlinear feedback with no noise.
We need to be cautious about making comparisons between the different feedback cases for the following reason. For a given value of , the depth of the potential wells ͑and hence the number of energy levels͒ is not the same for the three cases of feedback. It therefore seems unfair to compare the value of spread for the three cases at the same value of . Fortunately, however, the problem is alleviated for large ͑the region where our theory is valid͒ since spread varies slowly with in this region. This is another advantage of the spread measurement over some of the other measurement schemes. The most notable feature of these results is that, for sufficiently large values of , nonlinear feedback gives better localization than linear feedback which, in turn, gives better localization than no feedback. This is true for both Gaussian and step profile cases.
We see also that the noisy quantum results tend to the noise-free results for large . This is what we would expect. For each time step ␦t, the noise is given by an independent Gaussian distributed random variable with mean ϭ0 and variance 2 ϭ1/␦t. Given that the number of time steps scales as ͑see Sec. III A͒, the signal-to-noise ratio R SN for the potential varies with approximately as
So the noise becomes less important as tends to infinity.
To give an indication of their shape and scale, typical deposition peaks are compared in Fig. 7 .
Comparison of step and Gaussian cases
By comparing Figs. 5 and 6, we see that for nonlinear feedback the step profile gives improved localization over the Gaussian profile, but for no feedback, the Gaussian case gives better localization. This is what we would expect intuitively as is demonstrated by the following argument.
The standing light wave serves the dual purpose of providing the optical potentials, which channel the atoms, and allowing us to monitor the atom's position by making phase measurements. For the Gaussian case, the coupling of the phase measurement to the feedback is set at its ideal value for the intensity at the maximum of the Gaussian. When an atom enters the standing wave, the intensity is low and so the phase shifts are small. In the low-intensity wings, the feed- back for an atom near an antinode would be the same as for an atom much closer to a node, near the Gaussian maximum. As the intensity increases, the feedback improves, reaching its optimum value at the Gaussian maximum. For nonlinear feedback, the step profile is superior since, in this case, an atom experiences the optimum feedback throughout its passage through the cavity. On average, therefore, the potential experienced by an atom in the step case is more closely harmonic than for the Gaussian case.
Of course, if we knew what part of the Gaussian the atom was in at any given time, we could arrange to have a timevarying coupling between the phase shift and the feedback. By matching the coupling with the Gaussian dependence of the standing wave, this would allow atoms in the Gaussian case to experience optimum feedback throughout their passage through the cavity. Knowledge of the atom's whereabouts could be achieved by using a shutter system on the atomic beam combined with knowledge of the longitudinal velocity of the atoms. The calculations for this situation, however, are more complicated and are not considered here.
By comparison, for no feedback, the Gaussian case is superior. This is understood since in the low-intensity wings of the Gaussian, the optical forces are small. The time taken by an atom to move a given small distance ␦z from near an antinode towards a node is longer than for the step case. However, the momentum imparted to the atom in making this translation is less than for the step case. By the time the atom reaches the high-intensity and relatively strong optical forces, it is already partially localized in a region where the potential is more closely harmonic. The momentum given to the atom in achieving this situation is less than that for the step case. In some sense, we can consider the velocity distribution brought about by the anharmonic part of the potential to be less for the Gaussian case than for the step profile case. The anharmonicity of the potential has less of a disruptive effect in the Gaussian case.
Comparison in the classical limit
In considering the results in Figs. 5 and 6 we need to be aware that we cannot give much emphasis to the results for small values of . The Hamiltonians derived in Sec. II do not hold in the strongly quantum regime. In this region, the condition ӷӷ1/6 breaks down. It seems reasonable to consider that Ͼ100 satisfies these two conditions and so the results shown are valid.
Our results for large show that, even when noise is taken into account, the use of feedback systems improves the localization we can achieve. The noisy quantum results tend to the noise-free results for large . A calculation of the classical limits ͑not shown͒ gives about the same value, as expected by the correspondence principle.
IV. EXPERIMENTAL PARAMETERS
Our aim in this paper was to compare the localization able to be achieved by different theoretical schemes. We should, however, consider how well our simulations would describe experimental results. In this section we show to what extent the approximations we have made are valid and also consider other effects such as spontaneous emission and feedback delay times.
We consider the example of rubidium atoms for which the resonant wavelength for the 5S 1/2 →5 P 3/2 transition is ϭ780 nm and the linewidth is ⌫ϭ37.7 MHz. Using the parameters proposed by Treussart et al. ͓19͔ gives a maximum one photon Rabi frequency of ⍀ max ϭ4.4ϫ10 8 Hz.
͑4.1͒
As above, we wish to use atom optics units defined by បϭM ϭkϭ1.
͑4.2͒
The conversion between these units and SI units is found by considering the recoil energy of an atom that has absorbed or emitted a photon (M ϭ85 amu for rubidium͒ 2 .
͑4.8͒
Substituting Eqs. ͑4.6͒ and ͑4.8͒ into Eq. ͑4.5͒ gives the condition 6ͱ2gӷ␣.
͑4.9͒
In all the following, we use ⍀ max for ⍀. In the derivation of the Hamiltonians, the adiabatic elimination of the field variables gives us the additional requirement and so the assumption ␥Ӷ ͑that is, that the rate of spontaneous emission is much less than the frequency of oscillation of an atom in the potential͒ may also be justified. Since atoms need to interact with the light field for a time approximately equal to one-quarter of an oscillation period, this gives an interaction time of Ϸ 2 Ϸ2ϫ10 Ϫ7 s.
͑4.15͒
This interaction time defines the ratio of the cavity width to the atomic beam longitudinal velocity. For a cavity mode width of order 10 Ϫ6 m ͑required for the large coupling ⍀ max ), the beam velocity would have to be of order 10 m/s, which presents no great problems. Finally, for successful feedback, we require a feedback loop delay that is much shorter than the interaction time. This seems reasonable as experimentalists can certainly achieve loop delays smaller than 10 Ϫ8 s ͓15͔.
V. CONCLUSION
Our results show that the use of feedback systems allows better atom localization to be achieved than in a system without feedback. Furthermore, nonlinear feedback is an improvement over linear feedback. Quantitatively, for a light wave with a rectangular profile, the variance ͓20͔ of the final atomic position in the case of nonlinear feedback can be less than half of that in the case of no feedback. An improvement is also evident for a half-Gaussian light profile, but it is less dramatic.
Despite these promising results, it is not clear that this method would be useful for lithographic purposes since, to measure the position of an atom, there can be only one atom in the light field at any time ͑see Ref. ͓5͔͒. This limits us to a typical deposition rate of only 10 6 atoms per second, which may be too slow for practical purposes.
Also, in deriving our theory we have neglected terms that, when one examines realizable experimental parameters, are found to be of only marginal smallness. For example, the neglect of spontaneous emission relies on the approximation that 8Ӷ140. To a first approximation it seems reasonable to ignore these complicating effects. A more accurate simulation, however, would need to take these into account. This would include dropping the assumption of Markovicity, which would probably entail using an alternative quantum theory of feedback, based on quantum trajectories ͓7,8͔. In order to describe experimental results, simulations would need to begin with atoms with some velocity distribution in both the transverse and longitudinal directions and to model accurately the intensity profile of the cavity mode.
In summary, we have demonstrated that, by using a feedback scheme, we can successfully manipulate the motion of a single atom in a standing wave. Although the uses for such a scheme are unclear at this stage, it is nonetheless an interesting application of quantum measurement theory and the quantum theory of feedback to atom optics. There may well be other areas of atom optics besides channeling, such as cooling and trapping, in which similar feedback schemes could prove useful.
