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Abstract
We investigate dc and ac transport in silicene in the presence of a perpendicular electric field
Ez that tunes its band gap, finite temperatures, and level broadening. The interplay of
silicene’s strong spin-orbit interaction and the field Ez gives rise to topological phase
transitions. We show that at a critical value of Ez the dc spin-Hall conductivity undergoes a
transition from a topological insulator phase to a band insulator one. We also show that the
spin- and valley-Hall conductivities exhibit a strong temperature dependence. In addition, the
longitudinal conductivity is examined as a function of the carrier density ne, for screened
Coulomb impurities of density ni , and found to scale linearly with ne/ni . It also exhibits an
upward jump at a critical value of ne that is associated with the opening of a new spin subband.
Furthermore, the contributions of the spin-up and spin-down carriers to the power absorption
spectrum depend sensitively on the topological phase and valley index. Analytical results are
presented for both dc and ac conductivities in the framework of linear response theory.
Keywords: silicene, topological insulators, graphene, transport, spin Hall effect, longitudinal
conductivity
(Some figures may appear in colour only in the online journal)
1. Introduction
A new material, a monolayer honeycomb structure of silicon,
called silicene, has been predicted to be stable [1] and several
attempts have been made to synthesize it [2]. Though there is
some controversy as to whether it has been really synthesized
[3], it has attracted considerable attention [3]. This is due to
the fact that silicene has Dirac cones which are similar to those
of graphene [4]. The similarity between graphene and silicene
results from the fact that carbon and silicon belong to the same
column in the periodic table of elements. However, contrary
to graphene, silicene has a strong spin-orbit interaction (SOI)
which is predicted to open a gap approximately 1.55 meV
wide [5, 6] in the low-energy Dirac-like band structure. This
gap is predicted to be tunable [6, 7] with the application
of an external perpendicular electric field Ez along the z
axis. The tunability of the band gap is a consequence of
the buckled structure, with one of the two sublattices of the
honeycomb lattice shifted vertically with respect to the other.
At a critical value Ec of the electric field electrons experience
a transition from a topological insulator (TI) regime [6–8],
caused by the Kane–Mele SOI [9] mechanism for electrons in
a honeycomb lattice, into a conventional band insulator (BI)
regime. Furthermore, the bands are spin split differently in the
two valleys and a spin-valley coupling develops [10]. Recent
density-functional theory calculations predicted that silicene
should exhibit a quantum spin-Hall effect at an accessible
temperature [5]. These and other properties, reviewed in
[11], together with silicene’s compatibility with silicon-based
nanoelectronic technology, make silicene a promising material
for applications.
Since the SOI in silicene is strong, it is expected that
important effects, such as the spin-Hall effect [12], will likely
be observed. In fact, the spin-Hall effect and an analogous
valley-Hall effect [13] in silicene have been the subject of
strong interest [14–17]. Recently, the quantum anomalous Hall
effect [18] and spin-valley coupling [19] in silicene have also
been investigated. Furthermore, spin and valley polarization in
ferromagnetic silicene junctions [20] and quantum wells [21]
have been examined. However, various important issues were
not treated until now; namely, the effect of temperature on
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the spin- and valley-Hall conductivities, level broadening, and
silicene’s full response to electromagnetic fields, i.e. the power
spectrum.
The purpose of this work is to investigate these important
issues in the framework of linear response theory. First,
we derive analytical expressions for the spin- and valley-
Hall conductivities when the Fermi level is either in the
gap or in the conduction band. Then we examine their
behaviour as functions of the electric field Ez. At the critical
value Ec the topological phase transition predicted previously
[7] is shown to be accompanied by a vanishing spin-Hall
conductivity and a nonvanishing valley-Hall conductivity. The
temperature dependence is also investigated. For temperatures
as low as 20 K the quantization of spin- and valley-Hall
conductivities is destroyed. The finite-frequency spin- and
valley-Hall conductivities are also examined. Furthermore, the
longitudinal conductivity, for scattering by screened Coulomb
impurities, is shown to depend linearly on the carrier density
ne and jump upward at a critical value ncsz . This jump occurs
as soon as the Fermi energy crosses the bottom of the second
spin subband. This should be easily observed experimentally
and could be used to determine the spin–orbit gap in silicene.
Another aim of this work is to analyze the full response
of silicene to electromagnetic fields as a function of frequency,
temperature, external electric field, and finite level broadening.
We show that the responses of the spin-up and spin-down
charge carriers depend sensitively on the valley index and
topological phase. It has been demonstrated previously that
silicene exhibits a strong circular dichroism with respect
to optical absorption obeying a certain spin-valley selection
rule [10]. Circularly polarized light as a possible probe of
spin-valley coupling in silicene was also considered in [19].
However, scattering mechanisms, thermal effects, and level
broadening were neglected. Our work here is different from
that of other references [10, 19] in that carrier scattering from
screened Coulomb impurities, finite temperatures, and level
broadening are fully taken into account.
The work is organized as follows. In section 2 we briefly
present the theory of silicene, one-electron properties, and
the relevant conductivities. In section 3 we investigate the
effects of the electric field and temperature on the dc spin- and
valley-Hall conductivities. The longitudinal conductivity for
elastic scattering by impurities is also examined. The spin- and
valley-Hall conductivities at finite frequency are discussed in
section 4. Following this, in section 5 we present our results for
silicene’s full response to electromagnetic fields and evaluate
the corresponding power absorption spectrum. Finally, we
make concluding remarks in section 6.
2. Theoretical background
2.1. One-electron attributes
The large ionic radius of Si causes the two-dimensional (2D)
lattice of silicene to be buckled [5, 6] such that sites on the
A and B sublattices sit in different planes separated by a
distance  = 0.46 Å. This generates a staggered sublattice
potential ∆z = Ez between Si atoms at A and B sites
when an electric field Ez is applied perpendicular to the
plane. Furthermore, density functional theory calculations [6]
of silicene’s band structure predicted an intrinsic spin–orbit
band gap ∆so ≈ 1.55 meV which is much larger than that
for graphene. Together with a perpendicular electric field
the resulting band gap near the two valleys K and K ′ of the
Brillouin zone provides a ‘mass’ to the Dirac electrons that can
be controlled by the strength ∆z. Much of this behaviour can
be captured by the low-energy Hamiltonian [22]
Hξ = h¯υF
(
ξkxσx + kyσy
)− ξsz∆soσz +∆zσz, (1)
where ξ = ±1 distinguishes between the two valleys, K
and K ′, and υF  5 × 105 m s−1 is the Fermi velocity.
The first term in equation (1) is the familiar graphene-type
Dirac Hamiltonian. The second term is the Kane–Mele term
describing intrinsic SOI in graphene and induces the SOI gap
∆so. The last term is associated with the perpendicular electric
field ∆z = Ez. Furthermore, sz = ±1 represents spin
up and down states (↑,↓). The matrices σi are the Pauli
matrices acting in pseudospin space associated with the A
and B sublattices. We note that the Hamiltonian (1) near a
specific valley ξ is a 4 × 4 matrix which is block diagonal in
2 × 2 matrices labeled by the spin index sz. Therefore, we can
diagonalize the spin-up and the spin-down matrices separately.
2.1.1. Eigenvalues and eigenstates of Hξ . In order to obtain
the eigenvalues of Hξ we first write kx ± iξky = |k|e±iξϕk ,
where tan(ξϕk) = ξky/kx and |k| = k = (k2x + k2y)1/2. We
also set ξsz = [∆2ξsz + h¯2υ2Fk2]1/2, where∆ξsz = ∆z − ξsz∆so,
cos θ = ∆ξsz/ξsz , and sin θ = ξh¯υFk/ξsz . Then equation (1)
takes the form Hξ = ξszhξ (k) with
hξ (k) =

 cos θ sin θ e
−iξϕk
sin θ eiξϕk − cos θ

 . (2)
Since the matrix hξ (k) is hermitian it has real eigenvalues
and its eigenfunctions, corresponding to different eigenvalues,
are orthogonal. It is also unitary, i.e. its eigenvalues are of
unit magnitude. They are λ = ±1, which entails that those of
Hξ are
Eλ,ξ,sz = λξsz = λ
[
∆2ξsz + h¯
2υ2Fk
2
]1/2
. (3)
The eigenvalues as a function ofβ = h¯υFk/∆so are plotted
in figure 1 for the K and K ′ points, for δz = 0.6 where
δz = ∆z/∆so and ∆so = 3.9 meV. It can be seen that all
bands are spin split and those at K ′ are reversed relative to
the ones at the K point; they represent a topological insulator.
Also, the gap δ = 2|∆ξsz | for the spin-up bands is smaller than
that for the spin-down bands at the K valley, while at the K ′
valley the opposite holds. For δz = 1 the gap of one of the
spin-split bands closes to give a Dirac point, while at the K ′
point the corresponding gap remains and it is the other spin
gap that closes. This has been termed a valley-spin-polarized-
metal (VSPM) [23]. For δz > 1 (i.e. in the band insulator
regime) the spectrum becomes gapped again. If the electric
2
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Figure 1. (a) Energy dispersion Eλ,k,ξ,sz as a function of the
dimensionless parameter β = h¯υFk/∆so at the K point, for
δz = ∆z/∆so = 0.6. The solid (dashed) curves are for spin up
(down). We used h¯υF = 3.29 eVÅ and ∆so = 3.9 meV. The
presence of SOI and of the field ∆z = Ez give rise to spin-split
bands near the K point, with two gaps, one of which can be tuned to
zero for ∆z = ∆so. (b) As in (a) but at the K ′ valley; the bands are
reversed relative to those at the K valley.
field is neglected, i.e. ∆z = 0, the bands are spin degenerate
and there is only one gap of 2∆so.
The eigenstates of Hξ are two-component spinors,  =
(φ, χ)T , where T denotes the transpose. They are readily
obtained from those of hξ following a standard diagonalization
procedure. The full normalized eigenfunctions are
λ,k,ξ,sz (r) =
1√
2S


√
1 + λ cos θ
λ
√
1 − λ cos θ eiξϕk

 eik·r, (4)
where S = LxLy is the area of the sample.
2.1.2. Density of states. The energy bands are shown in
figure 1. The corresponding density of states D(E) can be
obtained from D(E) = ∑ζ δ(E − Eζ ), with |ζ 〉 = |λ, k, sz〉.
The evaluation is straightforward and yields
D(E) = |E|
πh¯2υ2F
[
Θ (|E| − |∆z −∆so|)
+ Θ (|E| − |∆z +∆so|)
]
, (5)
whereΘ(x) is the Heaviside function. A plot ofD(E) is shown
in figure 2(a), for two values of the parameter δz. Note that
Figure 2. (a) Density of states for the band structures shown in
figure 1. The red (dashed) curve pertains to the VSPM state. (b) The
evolution of the gap in the spin-down (dashed, red curve) and
spin-up (solid curve) bands at the K valley versus δz = ∆z/∆so. The
band insulator (BI) and topological insulator (TI) regions are
separated by the VSPM state (vertical dotted lines).
there are two jumps in the density of states which reflect the
two gaps that open when silicene is in the topological insulator
regime (solid line). When the electric field increases to its
critical value δz = 1, the density of states grows linearly from
zero energy, jumps vertically at E = ∆z + ∆so, and further
increases linearly with double slope (dashed, red line).
A plot of the energy gaps for the spin-resolved bands is
shown in figure 2(b). The solid curve shows the gap of the
spin-up band and the dashed one that of the spin-down band as
functions of δz at the K point. The gap is δ = 2|∆z − ξsz∆so|
and closes at Ez = Ec = ξsz∆so/. It follows from this
equation that spin-up (sz = +1) electrons are gapless at the
K point (ξ = +1), while spin-down (sz = −1) electrons are
gapless at the K ′ point (ξ = −1). That is, spins are perfectly
up (down) polarized at the K (K ′) point for Ez = Ec. The
critical point at which |∆z| = ∆so is the VSPM state.
2.1.3. Matrix elements of the velocity operator. For the
evaluation of the Hall conductivity we need the matrix elements
〈λ,k,ξ,sz |υν |λ′,k′,ξ,sz〉 = υξszν,αα′ , where ν = x, y and α, α′
stand for (λ, k) and (λ′, k′), respectively. They are readily
evaluated and read
υ
ξsz
x,αα′ = (ξυF/2)V+, υξszy,αα′ = (−iυF/2)V−, (6)
3
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V± =
[
λ′
√
(1 + λδk)(1 − λ′δk) eiξϕk
±λ
√
(1 − λδk)(1 + λ′δk) e−iξϕk
]
δkk′δszs ′z , (7)
where δk = ∆ξsz/k. The factor δszs ′z expresses the fact that
in each block in which Hξ is diagonalized and the basis (4) is
found, the spin sz does not change.
2.2. Linear-response conductivity expressions
In order to calculate the various conductivities we adopt the
formalism of [24]. We consider a many-body system described
by the Hamiltonian H = H0 + HI − R · F(t), where H0 is the
unperturbed part, HI is a binary-type interaction (e.g., between
electrons and impurities or phonons), and −R · F(t) is the
interaction of the system with the external field F(t). For
conductivity problems F(t) = eE(t), where E(t) is the electric
field, e the electron charge, R = ∑ri , and ri is the position
operator ri of electron i. In the representation in which H0
is diagonal the many-body density operator ρ = ρd + ρnd
has a diagonal part ρd and a nondiagonal part ρnd. Further,
for weak electric fields and weak scattering potentials, for
which the first Born approximation applies, the conductivity
tensor has a diagonal part σdµν and a nondiagonal part σ ndµν part,
σµν = σdµν + σ ndµν , where µ, ν = x, y.
Now, in general there are two kinds of currents, diffusive
and hopping, but usually only one of them is present. In this
work, with no magnetic field present, there is only diffusive
current since the hopping contribution vanishes identically, see
equation (2.65) in [24]. Then, for quasi-elastic scattering, σdµν
is given by
σdµν(iω) =
βe2
S
∑
ζ
fζ (1 − fζ )vνζ vµζ τζ1 + iωτζ , (8)
where τζ is the momentum relaxation time, ω the frequency,
and vµζ = 〈ζ |υµ|ζ 〉 the diagonal matrix elements of the
velocity operator with µ = x, y and |ζ 〉 = |λ, kx, ky, sz〉.
Furthermore, fζ = [1+exp β(Eζ − EF)]−1 is the Fermi-Dirac
distribution function with β = 1/kBT , T the temperature, and
EF is the Fermi level.
Regarding the contribution σ ndµν one can use [25] the
identity fζ (1 − fζ ′)
[
1 − exp β(Eζ − Eζ ′)
] = fζ − fζ ′ and
cast the original form [24] in the more familiar one
σ ndµν(iω) =
ih¯e2
S
∑
ζ 	=ζ ′
(fζ − fζ ′) vνζζ ′ vµζ ′ζ
(Eζ − Eζ ′)(Eζ − Eζ ′ + h¯ω + iΓζ ) ,
(9)
where vνζζ ′ = 〈ζ |υν |ζ ′〉 and vµζ ′ζ = 〈ζ ′|υµ|ζ 〉 are the
nondiagonal matrix elements of the velocity operator with
µ, ν = x, y. The sum runs over all quantum numbers |ζ 〉 =
|λ, kx, ky, sz〉 and |ζ ′〉 = |λ′, k′x, k′y, s ′z〉 provided ζ 	= ζ ′. The
infinitesimal quantity  in the original form [24] has been
replaced by Γζ to account for the broadening of the energy
levels.
It is convenient and rather instructive to first present the
results for dc transport (ω = 0) and then those for ac transport
(ω 	= 0).
3. Dc transport
3.1. Spin- and valley-Hall conductivities
As mentioned above, the hopping contribution σdµν vanishes.
Therefore with the help of equations (6), (7), and (9) we get
σ ndyx (ξ, sz) =
h¯e2ξυ2F∆ξsz
2S
∑
k
f−k − f+k
3k
. (10)
The evaluation of σ ndyx (ξ, sz) in equation (10) will allow us to
obtain the spin- and valley-Hall conductivities as
σ syx =
∑
ξ
[
σ ndyx (ξ, sz = +) − σ ndyx (ξ, sz = −)
]
, (11)
and
σvyx =
∑
sz
[
σ ndyx (ξ = +, sz) − σ ndyx (ξ = −, sz)
]
, (12)
3.1.1. Fermi level in the gap. At zero temperature and the
Fermi level inside the gap, we have f−k = 1 and f+k = 0.
Then, transforming the sum in equation (10) into integral
and carrying out the integration in polar coordinates with
0 < k < ∞ we obtain
σ ndyx (ξ, sz) = ξ
e2
2h
∆ξsz
|∆ξsz |
. (13)
In this case the spin- and valley-Hall conductivities are
obtained as
σ s,vyx =
e2
h
[
sgn(∆z −∆so) ∓ sgn(∆z +∆so)
]
, (14)
where the − and + signs correspond to the spin-Hall and
valley-Hall conductivities, respectively. Since a spin current
is defined by Js = (h¯/2e)(J↑ − J↓), we have to multiply σ syx
by h¯/2e and σvyx by 1/2e [9, 26]. The spin- and valley-Hall
conductivities in the topological and band insulator regimes
can be obtained easily from equation (14) as
σ syx =


−e/2π, ∆z < ∆so,
−e/4π, ∆z = ∆so,
0, ∆z > ∆so,
(15)
and
σvyx =


0, ∆z < ∆so,
e/2h, ∆z = ∆so,
e/h, ∆z > ∆so.
(16)
It can be seen that the spin- and valley-Hall effects in silicene
are quantized when the Fermi level is in the gap. We note
also that a simultaneous dc response for both the spin- and
valley-Hall conductivities is only attained in the VSPM state.
Unlike the TI regime, in which a finite dc spin-Hall effect exists
but no dc valley-Hall effect is present, a finite dc valley-Hall
conductivity is obtained in the BI regime while the dc spin-Hall
conductivity vanishes.
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3.1.2. Fermi level in the conduction band. In this case the
sum over k in equation (10) is over all occupied states in the
valence band plus those occupied states in the electron band
that lie below EF. Therefore, at zero temperature f−k = 1 and∑
k f−k/
3
k is over all valence states (i.e. 0 < k < ∞), while
f+k = 1 and
∑
k f+k/
3
k is over those filled states up to EF (or
kF). Then equation (10) becomes
σ ndyx (ξ, sz) =
ξ∆ξsze
2h¯υ2F
2S
[∑
k
1
3k
−
∑
k<kF
1
3k
]
. (17)
Transforming the sums into integrals and evaluating them we
get
σ ndyx (ξ, sz) = ξ
e2
2h
∆ξsz
EF
, (18)
where EF = [∆2ξsz + h¯2υ2Fk2F]1/2. With the help of the defining
equations (11) and (12) we obtain the spin- and valley-Hall
conductivities as
σ s,vyx =
e2
h

 ∆z −∆so√
(∆z −∆so)2 + h¯2υ2Fk2F
∓ ∆z +∆so√
(∆z +∆so)2 + h¯2υ2Fk
2
F

 , (19)
where the − and + signs correspond to the spin-Hall and valley-
Hall conductivities, respectively.
We also find that the charge-Hall conductivity always
vanishes,
σ chargeyx =
∑
ξsz
σ ndyx (ξ, sz) = 0. (20)
3.1.3. Influence of the electric field: transition from a TI to a BI
regime. In figure 3(a) we show the spin-Hall conductivity as a
function of the (dimensionless) Fermi energy F = EF/∆so for
several values of the parameter δz. It can be seen that the energy
gap, where the spin Hall conductivity is finite and quantized,
gradually shrinks with increasing electric field strength. As
δz approaches 1 the gap shrinks to zero. Exactly at δz = 1 it
opens again and further increase of the field (δz > 1) causes the
spin-Hall conductivity to vanish inside the gap. This indicates
a transition from a TI to a BI regime, in agreement with
predictions of [7]. A similar behaviour has also been found
in [14] in the presence of a gate voltage normal to the silicene
plane.
The behaviour of the valley-Hall conductivity with
increasing field strength is shown in figure 3(b) for the same
parameters as in (a). It is similar to that shown in (a), i.e. at
δz = 1 the gap closes and the valley-Hall conductivity jumps
to the value e/4πh¯. Subsequent increase of δz causes another
jump to the value e/2πh¯. Note that this behaviour is the same
as in (a) but in reverse order.
At this point a comment is in order. For the observation of
spin- and valley-polarized transport in silicene, it is necessary
that the contributions of electrons from the two valleys be
different. This occurs, for instance, in ferromagnetic silicene
Figure 3. (a) Spin-Hall conductivity as a function of the
(dimensionless) Fermi energy F = EF/∆so for several values of
the electric field strength δz = ∆z/∆so. We used h¯υF = 3.29 eVÅ
and ∆so = 3.9 meV. (b) As in (a) for the valley-Hall conductivity.
junctions where fully valley- and spin-polarized currents can
be achieved [20] by increasing the electric field. In this case,
the Fermi level lies inside the band gap near the K ′ valley
while it crosses the conduction band at the K valley. As a
result only electrons near the K valley contribute to the current
leading to polarized transport. The increase of the electric
field in [20] is such that there is a topological phase transition,
i.e. a transition from the TI to a BI regime. In our work,
for any value of the electric field, the charge conductance has
equal contributions from the K and K ′ valleys and therefore
there is no polarization. This indicates that a topological phase
transition alone cannot lead to polarized transport. Rather, the
interplay between electric and exchange fields can produce
polarized currents.
3.1.4. Finite temperatures. We consider now the effect of
temperature on the spin- and valley-Hall conductivities as
embodied in the Fermi factors. That is, we do not consider, e.g.,
any electron-phonon interaction because within the first Born
approximation the conductivity σ ndxx (iω, ξ, sz) is independent
of the interaction, see [24]. With the help of equations (10)
and (19) the spin- and valley-Hall conductivities are evaluated
numerically as functions of the (dimensionless) Fermi level
F and plotted in figures 4(a) and (b), respectively, for
three different temperatures. We note a strong temperature
dependence of these conductivities especially in the gap;
5
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Figure 4. Spin-Hall conductivity in (a) and valley-Hall conductivity
in (b) as functions of the (dimensionless) Fermi level F = EF/∆so
for three different temperatures. We used h¯υF = 3.29 eVÅ,
∆so = 3.9 meV, and δz = 1.5.
namely, for temperatures as low as 20 K, the quantized value
has been destroyed. The physical origin of this is the thermal
broadening which occurs as soon as kBT becomes comparable
to the energy gap. For T = 20 K we have kBT  1.7 meV
which is comparable to the gap (≈2 meV for δz = 1.5).
3.2. Longitudinal conductivity
The longitudinal conductivity for the K point is obtained as
the ω → 0 limit of equation (30), see section 4, and reads,
σdxx(K, sz) =
e2
4πh¯
τF
(
E2F −∆2+sz
)
h¯EF
Θ
(
EF − |∆+sz |
)
, (21)
where τF is the relaxation time evaluated at the Fermi
level. The theta function Θ
(
EF − |∆+sz |
)
can be replaced
by Θ
(
ne − ncsz
)
, where ncsz is the critical density at which
a spin subband opens. This occurs as soon as the Fermi energy
crosses its bottom. The value of nc+ is zero, while that of nc−
is found from E2F = ∆2+− which yields
nc− = δz∆2so/πh¯2υ2F. (22)
In figure 5 we plot σdxx(K), which is the sum of equa-
tion (21) over sz, versus ne/ni , with ni the density of Coulomb
impurities. The relevant relaxation time is given by equa-
tion (A.3) in the appendix. We may identify the screening
wave vector ks with the Thomas-Fermi wave vector, ks =(
2πe2/
)
D(EF), where  is the relative dielectric constant
Figure 5. Conductivity σdxx(K) for screened Coulomb scatterers as a
function of the carrier density ne for several values of the electric
field strength δz = ∆z/∆so. Here we used the values
ni = 4 × 1013 cm−2, h¯υF = 3.29 eVÅ and ∆so = 3.9 meV. The
jumps in σ dxx reflect the opening of the spin-down subband at the
critical value of the carrier density nc−.
and D(EF) is the density of states at the Fermi level. We note
that σdxx increases linearly from zero and jumps at the criti-
cal value nc− of ne to a further linear behaviour with double
slope. This jump reflects the opening of the spin-down sub-
band as soon as EF crosses the bottom of this subband. Note
that the jump increases with increasing electric field strength
and it shifts toward higher densities. This is in contrast to the
graphene conductivity where no jump occurs [27].
4. Ac transport
4.1. Spin- and valley-Hall conductivities
In this section we consider the spin- and valley-Hall conduc-
tivities at finite frequency, temperature, and level broadening.
For simplicity we assume that the level broadening is approx-
imately the same for all states, i.e. Γζ  Γ .
4.1.1. Analytical results. We first write equation (9) in terms
of the quantum numbers λ, λ′, k, and k′. Then summing over
k′, λ, and λ′ we can express σ ndyx for a particular spin in a
particular valley as
σ ndyx (iω, ξ, sz) =
ξ∆ξsze
2h¯υ2F
2S
×
∑
k,n=±
f−k − f+k
2k
2k + nh¯ω + niΓ
(2k + nh¯ω)2 + Γ 2
.(23)
For zero temperature and the Fermi level in the gap, we have
f−k = 1 and f+k = 0. Then evaluating the sum over k and
using equations (11) and (12) we obtain the spin- and valley-
Hall conductivities as
σ syx(iω) =
e
8π
( α + iγ
α2 + γ 2
)∑
r=±
r(δz − r) ln
(
U+/U−
)
, (24)
and
σvyx(iω) =
e
4h
( α + iγ
α2 + γ 2
)∑
r=±
(δz − r) ln
(
U+/U−
)
, (25)
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where U± = |δz − r| ± α ∓ iγ , and we have defined
dimensionless frequency α and level broadening γ as α =
h¯ω/2∆so and γ = Γ/2∆so. As in the dc case, see
equation (20), using equation (23) we find that the charge-Hall
conductivity vanishes, i.e. σ chargeyx (iω) = 0.
At finite frequencies the component σ ndxx is obtained from
equation (9) after summing over k′, λ, and λ′,
σ ndxx (iω, ξ, sz) =
ih¯e2υ2F
S
∑
k
f−k − f+k
2k2k
(
k2y + δ
2
k k
2
x
)
× (R+ω − R−ω), (26)
where R±ω = (2k ± h¯ω± iΓ )/[(2k ± h¯ω)2 +Γ 2]. Again for
T = 0 and the Fermi level in the gap, we have f−k = 1 and
f+k = 0. Evaluating the sums we finally get
σ ndxx (iω, ξ, sz) =
ie2
8h
[
|δz − ξsz|
( α + iγ
α2 + γ 2
)
−
[
1 + (δz − ξsz)2
( α + iγ
α2 + γ 2
)2]
ln
(
U¯+/U¯−
)]
, (27)
with U¯± obtained from U± upon replacing r with ξsz. We
note that, in contrast with σ chargeyx (iω) and equation (20), the
component σ chargexx (iω) does not vanish.
4.1.2. Numerical results. We show the real part of the spin-
Hall conductivity as a function of the (dimensionless) fre-
quency α in figures 6(a) and (b) for the TI and BI regimes,
respectively. The solid and dashed (red) curves correspond
to zero and nonzero level broadening γ , respectively. In the
TI regime the spin-Hall conductivity is always negative and
exhibits drastic increase in its magnitude for two values of α,
which are denoted by αmin and αmax. For the case EF = 0 con-
sidered here, these two sharp features represent the onset of
interband transitions which occur at αmin and αmax associated
with the two gaps in the band structure. However, at nonzero
broadening the two sharp features in the conductivity smear
out, i.e. the magnitude of the spin-Hall response is gradually
suppressed.
In the BI regime there is a sign change in the conductivity
for low frequencies. A positive conductivity indicates a
net spin up (down) accumulation in one transverse direction
while a negative conductivity yields a net spin up (down)
accumulation in the opposite direction. In the BI regime, the
first peak indicates that the spin current flows in the direction
opposite to that in the TI regime, while the dip at higher
frequencies indicates that the current returns to the direction
of the TI regime. Note also that in the TI regime there is a
finite dc response (for α = 0) Re{σ syx} equal to e/2π , which
is consistent with equation (15). In the BI regime, however,
σ syx vanishes for α = 0. Note also that with increasing γ the
spin-Hall response becomes weaker.
4.2. Temperature dependence
We consider now the effect of temperature on the spin-Hall con-
ductivity as embodied only in the Fermi factors. The reasoning
is the same as in the dc case . The real part of the spin-Hall
Figure 6. Real part of spin-Hall conductivity as a function of α for
silicene in the TI regime (δz = 0.6) shown in (a) and in the BI
regime (δz = 1.2) shown in (b) with zero and zonzero level
broadening. We used h¯υF = 3.29 eVÅ and ∆so = 3.9 meV.
conductivity was evaluated numerically using equation (23)
and plotted in figure 7 as a function of α, for increasing values
of temperature, in the TI and BI regimes shown in (a) and (b),
respectively. Here the values of the spin-up and spin-down con-
duction band minima are ∆++ = 0.008 eV, ∆+− = 0.018 eV,
while the Fermi level EF = 0.017 eV, i.e. it lies between ∆++
and∆+−. It is seen that the sharp features of the spin Hall con-
ductivity are gradually suppressed with increasing temperature
for both the TI and BI regimes. We also remark that the tem-
perature dependence is controlled by the location of the Fermi
level, which is the relevant energy scale here. If the Fermi
level increases further it is expected that temperature effects
will become progressively weaker. The Fermi level considered
here, 0.017 eV, corresponds to temperature ≈200 K, which is
consistent with the results presented in figure 7.
4.3. Diagonal conductivity σdxx
With the help of equation (8) and the approximation βfζ (1 −
fζ ) ≈ δ(Eζ − EF), valid for very low temperatures, we can
obtain the diagonal conductivity as
σdxx(iω, ξ, sz) =
e2h¯2υ4F
4π
∑
λ=±
∫ ∞
0
k3
τ(Eλk)
1 + iωτ(Eλk)
× δ(Eλk − EF)
Eλk
dk. (28)
7
J. Phys.: Condens. Matter 26 (2014) 345303 V Vargiamidis et al
Figure 7. Real part of spin-Hall conductivity as a function of α for
silicene in the TI regime (δz = 0.7) shown in (a) and in the BI
regime (δz = 1.3) shown in (b) with increasing values of
temperature.
In equation (28) we notice that the contribution of spin-up
and spin-down electrons to the conductivity depends on the
location of the Fermi level. Let us consider the K point and
denote the relevant conductivity by σdxx(iω,K), i.e.
σdxx(iω,K) =
∑
sz=±
σdxx(iω,K, sz). (29)
Carrying out the integration in equation (28) for each spin
direction, using k2 = (E2λk −∆2ξsz )/h¯2υ2F and taking the Fermi
level in the electron band so that δ(E−k − EF) = 0, we can
rewrite both terms in equation (29) in the compact form
σdxx(iω,K, sz) =
e2
4πh¯2
E2F −∆2+sz
EF
τF
1 + iωτF
Θ
(
EF − |∆+sz |
)
.
(30)
Note that the energy of the incident photon, h¯ω, should be
at least equal to the energy gap. Equation (30) represents the
response associated with a particular spin in a particular valley.
The corresponding dc result can be obtained from equation (30)
by setting ω = 0 and is given by equation (21).
In order to account for a finite level broadening, we replace
the delta function in equation (28) by a Lorentzian, i.e. we take
δ(E+k −EF) ≈ (Γ/π)
[
(E+k − EF)2 + Γ 2
]−1
. We then obtain
σdxx(iω,K, sz) =
e2
4πh¯
τF
1 + iωτF
E2F −∆2+sz
πh¯EF
×
[π
2
+ tan−1
(EF −∆+sz
Γ
)]
Θ
(
EF − |∆+sz |
)
. (31)
As can be easily verified, equation (31) reduces to equation (30)
in the limit Γ → 0.
5. Power spectrum
Circularly polarized light has been suggested as a means
for observing valley-spin coupling in silicene [10] and as a
possible way to achieve valley polarization (i.e. populating
states preferentially in one valley [28]). One important issue
therefore, is the frequency dependence of the power absorbed
in silicene. Our calculation and analysis is different from that
presented in other references [10, 19, 29] where emphasis was
given either on the matrix elements for specific frequencies or
in the broadband response. Here we explicitly include σdxx(iω)
in our calculation, not evaluated in these works, and account
for impurity scattering through the relaxation time. We also
take into account finite temperatures and level broadening.
In our discussion below we focus on the right-handed
circularly polarized light. Within linear response theory the
average power absorbed from light of frequency ω and electric
field strength E is given by
P(ω, ξ, sz) = (E2/2) Re{σxx(iω, ξ, sz) + σyy(iω, ξ, sz)
− iσxy(iω, ξ, sz) + iσyx(iω, ξ, sz)}. (32)
We remark that σyy(iω, ξ, sz) = σxx(iω, ξ, sz) and
σdyx(iω, ξ, sz) = −σdxy(iω, ξ, sz) = 0. Also, σ ndxy (iω, ξ, sz) =
−σ ndyx (iω, ξ, sz). Then, equation (32) takes the form
P(ω, ξ, sz) = E2 Re{σdxx(iω, ξ, sz) + σ ndxx (iω, ξ, sz)
+ iσ ndyx (iω, ξ, sz)}. (33)
We will consider the two valleys separately but with
summation over both spin directions, i.e. we will consider
the quantity
P(ω,K) =
∑
sz=±
P(ω,K, sz) (34)
and a similar expression for P(ω,K ′). The three components
have been derived in previous sections. In figures 8 and 9
we show P(ω,K) and P(ω,K ′) as functions of α for three
values of the electric field strength δz = 0.6, 1, and 1.4 in (a)–
(c) respectively. The effect of finite temperatures is also shown
in each case. We also assumed EF = 80 meV, relaxation time
τ = 8 × 10−14 s, and a level broadening γ = 0.02. The two
peaks seen in the frequency dependence are associated with
different spin orientation; namely, the first and second peaks
are associated with spin-up and spin-down charge carriers in
the K valley, while the opposite holds in the K ′ valley.
We consider first the TI regime, i.e. δz = 0.6. For
frequency associated with the minimum gap, αmin = |δz−1| =
0.4, it is quite apparent that the optical response is due to
charge carriers of both spin orientation (i.e. spin up and spin
down charge carriers in the K and K ′ valley, respectively).
However, we note that the contribution of spin down charge
carriers residing in the K ′ valley is greater. For frequency
associated with the maximum gap, αmax = |δz + 1| = 1.6, the
dominant response is to see the spin down charge carriers in
8
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Figure 8. Power spectrum versus α = h¯ω/2∆so in units of
E2e2/2h for three values of the electric field δz and increasing
temperatures. We assumed a relaxation time τ = 8 × 10−14 s, a
Fermi level EF = 80 meV; further, we used γ = 0.02,
h¯υF = 3.29 eVÅ, and ∆so = 3.9 meV.
the K valley. In the VSPM regime and frequency αmin  0
we note that the optical response is dominated equally by spin
up carriers at the K valley and spin down carriers at the K ′
valley. However, for frequency αmax = 2 the contribution of
spin down charge carriers residing in the K valley is much
greater than that of carriers with up spins in the K ′ valley.
In the BI regime, i.e. δz = 1.4 the situation is reversed
compared to the TI regime for the frequency associated with the
minimum gap; namely, the contribution of charge carriers with
up spins in the K valley is dominant. Thus, tuning of the band
gap in silicene with an electric field may be useful to control the
contribution of spin up and spin down charge carriers from a
particular valley to the power spectrum. The analysis presented
here may also prove useful in optical experiment in silicene.
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Figure 9. As in figure 8 but for the K ′ valley.
We also note that temperature can have strong effect. At
T = 300 K the two peaks in the power spectrum have been
degraded significantly by approximately 20%. The effect is
the same for both the TI and BI regimes.
6. Concluding remarks
Summarizing, we performed a systematic analysis of the spin-
and valley-Hall conductivities in silicene, in a perpendicular
electric field, by employing linear-response theory. Particular
emphasis was given to the effects of temperature, level
broadening, and silicene’s full response to electromagnetic
fields that led to more complete results than the existing ones.
In the absence of level broadening and for zero temperature
our analytic expressions agree with those of the literature.
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The analysis we carried out revealed significant features.
The dc spin- and valley-Hall conductivities exhibit strong
temperature dependence when the Fermi level is in the gap.
However, the effect of temperature on the ac conductivities
becomes gradually weaker as the Fermi level is raised in
the conduction band. Furthermore, for finite broadening the
spin-Hall response becomes weaker and the sharp features
smear out. We also demonstrated that the transition from a
TI to a BI regime is accompanied by a vanishing dc spin-
Hall conductivity. In addition, the longitudinal conductivity
for scattering by screened Coulomb impurities was shown to
depend linearly on the carrier density and exhibit an upward
jump to a further linear behaviour with double slope. This
jump occurs when the Fermi level crosses the bottom of the
second spin conduction subband. This should be detectable
experimentally.
Further, we analyzed the full response of silicene to
electromagnetic fields as a function of frequency, temperature,
external electric field, and level broadening. We found that in
the TI regime the response is dominated by spin-down charge
carriers in the K ′ valley while in the BI regime it is mainly
due to spin-up carriers in the K valley. We expect that these
findings will be tested by appropriate experiments.
All our results rest on the assumption that silicene can
indeed exist. Given the controversy about its having been
created and the origin of the linear bands being different
[3] than that due to Dirac cones [2], one may have doubts
and wonder whether situations where the Dirac cone of
silicene is preserved do exist. Fortunately, first-principles
calculations demonstrated that silicene intercalated between
graphene layers is almost identical to the standalone buckled
silicene [30]. In particular, it was shown that the Dirac cones
are preserved and the proposed structure is a suitable template
for the formation of silicene. The Dirac cones of silicene are
also preserved, though a bit shifted with respect to the Fermi
energy, in a superlattice of silicene and hexagonal boron nitride
[31] due to a small interaction (binding energy of 57 meV per
atom). In addition, the authors of [31] found a SOI gap of
1.6 meV which is very close to that of free-standing silicene.
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Appendix A.. Relaxation time
Below we briefly present the results for the relaxation rate 1/τ
assuming elastic scattering by long-range impurities. Within
the first Born approximation the standard formula takes the
form
1/τζ ≡ 1/τλk = (2π/h¯)ni
∑
λ′k′
|〈λk|U(r)|λ′k′〉|2
× δ(Eλk − Eλ′k′)(1 − cos θ), (A.1)
where U(r) is the impurity potential, ni the impurity density,
and θ the angle between the initial and final wave vectors k and
k′, respectively. Since the scattering is elastic we have λ′ = λ.
A direct evaluation then gives the intermediate result
1
τλk
= ni
2h
[∆2ξsz + h¯2v2Fk2]1/2
h¯2v2F
∫ [
1 + cos θ + δ2k (1 − cos θ)
]
× |V (q)|2(1 − cos θ)dθ, (A.2)
where V (q) is the Fourier transform of U(r), evaluated at
q = |k − k′| = 2k sin(θ/2). Notice that, for ∆ξsz ∝ δk → 0
the integrand takes the form (1 − cos2 θ)|V (q)|2 and vanishes
for small- and long-angle scattering as in the case of graphene
without any mass term [32].
We assume a screened Coulomb potential U(r) =
eQ e−ks r/4π0r where ks is the screening wave vector, Q
the charge of the impurity, and  the dielectric constant. In
this case |V (q)|2 = 4π2U 20 /(q2 + k2s ) with q = 2k sin(θ/2)
and U0 = eQ/4π0. Again for∆ξsz ∝ δk → 0 the integrand
vanishes for small- and long-angle scattering. The integral
in equation (A.2) is evaluated by contour integration. With
s = k2s /2k2F the result for 1/τλk is
1
τλk
= ni
2h
2π3U 20
h¯2v2Fk
2
F
[
(1 + δ2k )
(
1 − 1/
√
1 + 2/s
)
+ (1 − δ2k )
[
s − (1 + s)/
√
1 + 2/s
]]
. (A.3)
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