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Combining Numerous Uncorrelated MEMS
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Honglong Chang, Member, IEEE, Liang Xue, Chengyu Jiang, Michael Kraft, and Weizheng Yuan
Abstract—In this paper, an approach to improve the accuracy
of microelectromechanical systems (MEMS) gyroscopes by com-
bining numerous uncorrelated gyroscopes is presented. A Kalman
filter (KF) is used to fuse the output signals of several uncorrelated
sensors. The relationship between the KF bandwidth and the
angular rate input is quantitatively analyzed. A linear model is
developed to choose suitable system parameters for a dynamic
application of the concept. Simulation and experimental tests of a
six-gyroscope array proved that the presented approach was effec-
tive to improve the MEMS gyroscope accuracy. The experimental
results indicate that six identical gyroscopes with a noise density of
0.11◦/s/√Hz and a bias instability of 62◦/h can be combined to
form a virtual gyroscope with a noise density of 0.03◦/s/√Hz and
a bias instability of 16.8◦/h. The accuracy improvement is better
than that of a simple averaging process of the individual sensors.
Index Terms—Array signal processing, filtering, gyroscope, mi-
croelectromechanical devices, random noise.
I. INTRODUCTION
NAVIGATION and guidance systems for small space orunmanned vehicles require compact inertial sensors,
including gyroscopes and accelerometers, to provide posi-
tion, velocity, and angular information about the vehicle [1].
The rapid development of microelectromechanical systems
(MEMS) technology enables sufficiently small inertial sensors.
However, to date, MEMS sensors are not accurate enough for
such applications. Improving the resolution of MEMS inertial
sensors has been a key issue in this field. The common methods
usually focus on the design and fabrication of the sensing
element by, e.g., having a high quality factor [2], ensuring
good mode matching by active resonant frequency tuning [3],
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[4], developing a high-aspect-ratio microfabrication process [5]
to obtain a comparably heavy proof mass and high readout
capacitances [7], and designing high-performance integrated
readout and control electronics [8]–[10] which lower the noise
introduced by the interface circuits, therefore improving the
signal-to-noise ratio of the sensor system. Another fundamen-
tally different but promising approach to improve the accuracy
is to make use of the so-called virtual gyroscope technology
[11]. Here, the term “accuracy improvement” is defined as
the noise reduction for angular rate measurements [11] and
is usually used to label the sensor performance improvement.
This terminology is also adopted for this work. The virtual
gyroscope relies on the fact that, with MEMS technology, the
cost of individual sensors is low and they can be easily fabri-
cated in large numbers on a single wafer. The fusion of several
MEMS gyroscopes combined with signal processing algorithm
made it possible to demonstrate significant improvements in
measuring angular rate. This approach can further reduce noise,
minimize bias instability, and improve overall accuracy be-
yond the accuracy limitations of individual gyroscopes. Bayard
and Ploen first proposed to combine four separate MEMS
gyroscopes to form a virtual gyroscope [11]; in particular,
the relationship between the accuracy improvement and noise
correlation was analyzed. The simulation results showed that
four individual gyroscopes with a drift of 8.66◦/h could be
combined to a virtual gyroscope with a drift of 0.062◦/h
when the component gyroscopes have a correlation factor of
−0.333. In our previous work, a two-level optimal filtering
scheme was designed to reduce the gyroscope bias instability
through fusing a three-gyroscope array [12]. Stubberud and
Stubberud discussed the method of averaging and filtering
of multiple sensors to improve the accuracy [13]. Al-Majed
and Alsuwaidan presented a scheme of a multifilter estimator
where the noise correlation was used to improve the angular
rate estimate, but no simulation or experimental results were
presented [14].
These methods use a gyroscope array to combine multiple
measurements of the same physical angular rate input signal
to produce a virtual sensor. It is actually a multisensor fusion
process of combining, comparing, and interpreting information
between many homogeneous sensors [15]. The accuracy of the
virtual sensor can effectively be improved by using an optimal
estimate technique implemented as a Kalman filter (KF) for
estimating and compensating the random noises of MEMS
gyroscopes.
0018-9456/$31.00 © 2012 IEEE
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The validity of the virtual gyroscope technology has been
proved and illustrated by numerous simulations. A noise
correlation between the individual gyroscopes in the sensor
array is the basis and prerequisite for the virtual gyroscope
to achieve significant accuracy improvements. However, in a
practical implementation, a gyroscope array with a particular
correlation factor is usually not possible to realize. On the con-
trary, the white noise of multiple separate MEMS gyroscopes is
not correlated, as it is caused by thermal noise electronics. For
the gyroscope array used in this work, we have calculated the
correlation factors between the gyroscopes from measurement
data, indicating that the correlation factors are smaller than
0.01. Therefore, for all practical considerations, the sensors
can be regarded as uncorrelated. This is the reason why virtual
gyroscope systems only have been demonstrated in simulations
to date.
For an array consisting of uncorrelated gyroscopes, there is
a general viewpoint that optimal filtering results in an accuracy
improvement equal to that of a simple averaging process; in
other words, filtering of several uncorrelated sensors reduces
the noise by the square root of the number of sensors. However,
it should be pointed out that this is the case only for specific
conditions, i.e., the bandwidth of the KF is much wider than
that of the individual gyroscope in the array, e.g., 1 kHz for
KF and 40 Hz for the individual gyroscope. In this case, the
bandwidth of the virtual gyroscope is nearly equal to that of
the individual gyroscopes in the array. Under other conditions,
as described in this paper, an improvement better than that of
an averaging process can be obtained. We will describe and
experimentally prove that the virtual gyroscope can perform
better than a simple averaging process even if the individual
sensors are uncorrelated.
This paper is organized as follows. In Section II, we explain
the theoretical operation of the virtual gyroscope. In Section III,
we analyze the virtual gyroscope. In Section IV, we describe
the implementation of the virtual gyroscope in hardware. In
Section V, we verify the accuracy improvement of the virtual
gyroscope in detail through various simulations and experi-
ments. In Section VI, we draw some conclusions.
II. THEORETICAL OPERATION OF THE
VIRTUAL GYROSCOPE
The number of individual gyroscopes in the array can be
chosen as any integer; for this work, N = 6 was selected as
a case study to construct a virtual gyroscope.
A. State-Space Model for the Virtual Gyroscope
To construct a virtual gyroscope, a gyroscope error model
must be defined first. The model must correctly express the
relationship between the input angular rates and the gyroscope
outputs. In this paper, the errors considered in the error model
were as in [16], which only includes white noise denoted as
angular random walk (ARW) and bias drift due to rate random
walk (RRW). The ARW and RRW are considered to be the most
significant and dominant error sources even though some more
complex models exist considering other nonideal effects such as
scale factor error variations and misalignment [17], [18]. In the
error model comprising only terms of ARW and RRW, the bias
drift is regarded as the major noise term that will determine the
accuracy of a MEMS gyroscope. To quantify the noise terms
of a gyroscope, the Allan variance method is usually used to
analyze the gyroscope data [19]. Therefore, we take a very
popular model to describe the gyroscope as{
yi = ω + bi + ni, i = 1, 2, . . . , 6
b˙i = wbi
(1)
where yi is the output rate signal of the ith gyroscope, ω is the
true rate signal, bi is a slowly varying random quantity called
the bias drift due to the RRW process wbi, and ni is the white
noise accounting for ARW.
As for the six-gyroscope array, (1) can be expressed in vector
form as {
Y = H1 · ω + b+ v
b˙ = wb
(2)
with
Y=
⎡
⎣
y1
.
.
.
y6
⎤
⎦· v=
⎡
⎣
n1
.
.
.
n6
⎤
⎦· b=
⎡
⎣
b1
.
.
.
b6
⎤
⎦·wb=
⎡
⎣
wb1
.
.
.
wb6
⎤
⎦·H1=
⎡
⎣ 1..
.
1
⎤
⎦
6×1
.
(3)
To design a complete state-space model for the KF, the true
rate signal can be described by a specific model such as random
walk or a first-order Markov process. In this paper, the true rate
signal ω is modeled as random walk [11]; thus
ω˙ = nω. (4)
Here, nω is assumed to be a zero-mean white noise with a
variance qω.
A KF is utilized to obtain estimates of the gyroscope bias
drifts and true rate signal. The seven-element state vector is
defined as
X(t) = [bT ω]
T (5)
where b is the bias drift vector of the gyroscope array and ω
is the true rate signal. Using a KF, based on the gyroscope
error model (1) and the true rate signal model (4), the virtual
gyroscope state-space model can be described as{
X˙(t) = F ·X(t) + w(t)
Z(t) = H ·X(t) + v(t) (6)
where X(t) is the state vector. Z(t) = Y is the vector of the
output measurements of the gyroscope array. The KF coeffi-
cient matrix F = 07×7 and H are given by
H =
⎡
⎢⎢⎣
1 0 · · · 0 1
0 1 · · · 0 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 1 1
⎤
⎥⎥⎦
6×7
. (7)
In (6), both w(t) and v(t) are white noises that represent
process noise and measurement noise, respectively. According
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to the true rate signal and random noise model of the gyro-
scope, they can be expressed as w(t) = [wb, nω]T and v(t) =
[n1, n2, n3, n4, n5, n6]T with
{
E [w(t)] = 0, E
[
w(t)wT (t+ τ)
]
= Qδ(τ)
E [v(t)] = 0, E
[
v(t)vT (t+ τ)
]
= Rδ(τ)
(8)
Q =
[
Qb 0
0 qω
]
(9)
where Q and R are the covariance matrices of the process
noise w(t) and measurement noise v(t), respectively. Qb is
the covariance matrix of the RRW vector wb. E[•] is the
mathematical expectation operator, and δ(τ) is the Kronecker
Dirac delta function. In particular, the matrices Qb and R are
not necessarily diagonal since the RRW and ARW noises of
each gyroscope can be correlated with each other. Supposing
that there are correlations in the gyroscope array, the correlated
covariance matrix Qb can be expressed as
Qb=
⎡
⎢⎢⎢⎣
σ2b1 ρ12 ·
√
σ2b1σ
2
b2 · · · ρ16 ·
√
σ2b1σ
2
b6
ρ21 ·
√
σ2b2σ
2
b1 σ
2
b2 · · · ρ26 ·
√
σ2b2σ
2
b6
.
.
.
.
.
.
.
.
.
.
.
.
ρ61 ·
√
σ2b6σ
2
b1 ρ62 ·
√
σ2b6σ
2
b2 · · · σ2b6
⎤
⎥⎥⎥⎦
6×6(10)
where σ2bi is the RRW noise variance associated with the ith
gyroscope in the array and ρij is the correlation factor between
the ith and jth gyroscopes of the array. If a constant cross-
correlation ρ exists between the identical component gyro-
scopes in the array with RRW noise variance σ2b , the matrix
Qb can be expressed as
Qb = σ
2
b ·
⎡
⎢⎢⎣
1 ρ · · · ρ
ρ 1 · · · ρ
.
.
.
.
.
.
.
.
.
.
.
.
ρ ρ · · · 1
⎤
⎥⎥⎦
6×6
. (11)
B. Optimal KF for Rate Estimation
Based on the aforementioned state-space model (6), the
continuous-time KF can be expressed as [20]
˙ˆ
X(t) =K(t)
[
Z(t)−HXˆ(t)
]
(12)
K(t) =P (t)HTR−1 (13)
P˙ (t) =Q− P (t)HTR−1HP (t). (14)
Equations (12)–(14) describe the relationship between the
state vector X(t), filter gain K(t), and estimated covariance
P (t). It shows that the estimation of the state vector X(t) can
be obtained through solving a covariance differential equation
(14), which is a matrix Riccati differential equation (RDE). To
explain the accuracy improvement and reveal the inherent prop-
erties of a virtual gyroscope, an analytic solution was developed
by Bayard and Ploen to solve the RDE, resulting in a steady-
state filter gain K∞ [11]. Therefore, the optimal estimation of
Fig. 1. Virtual gyroscope implementation using a discrete-time KF.
the true rate signal can be obtained by the following discrete-
time KF:
ζˆk+1 =
[
e−D
1
2 T 0
0 1
]
ζˆk + S
−1KZk (15)
ωˆk = e
T
7 Sζˆk (16)
where T is the sampling period, vector e7 = [0, 0, . . . , 0, 1]T ,
K represents the minimum-variance gain matrix, ζˆ is the
discrete-time filter state vector of dimension N + 1, D is the
diagonal matrix of the nonzero eigenvalues, and ωˆk is the opti-
mal minimum-variance rate estimate, i.e., the virtual gyroscope
output signal. The expressions of matrices S, D, K∞, and K
can be obtained from [11]. Thus, given multiple measurements
of a six-gyroscope array, the output of the virtual gyroscope
can be determined by the discrete-time KF described by (15)
and (16). The implementation of a virtual gyroscope makes use
of a discrete-time KF with a structure as shown in Fig. 1 [11].
The most important advantage with this approach is that it does
not need to update the covariance P (t) in each step, resulting
in a reduced computational load for each sample as there are
fewer calculations required for each iteration.
From the aforementioned description of state model and
optimal KF, (7) holds for constant rate input, and (15) and
(16) can be used to obtain a high-accuracy rate signal for the
case of constant condition. For dynamic conditions, i.e., for
time-varying rate inputs, the variance qω can be used to set an
appropriate bandwidth to satisfy the dynamic requirement.
III. ACCURACY OF THE VIRTUAL GYROSCOPE
The accuracy of the virtual gyroscope signal can be evalu-
ated by the covariance P (t) since it represents the estimated
variance of the state vector. Bayard and Ploen used an analytic
solution to solve the problem of the matrix RDE [11]; in
this way, an expression for the asymptotic covariance P (t)
associated with (14) was obtained. This analytic solution serves
as the key for understanding all theoretical properties of the
optimal filter and provides a complete characterization of the
virtual gyroscope accuracy. From the asymptotic covariance
P (t), the covariance corresponding to the virtual gyroscope rate
estimate can be obtained as pω(t) = eT7 P (t)e7; thus, the drift of
the virtual gyroscope can be obtained from pω(t) and expressed
by [11]
Dvg =
1
HT1 Q
−1
b H1 + 1/qω
(17)
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Fig. 2. Structure of transfer functions of virtual gyroscope system.
where Dvg is the drift of the virtual gyroscope. Given a gy-
roscope array with N sensors, (17) indicates that the accuracy
of the virtual gyroscope mainly depends on the parameter qω
and the noise correlations between the component gyroscopes
which are used to determine the system noise covariance
matrix Qb. Additionally, the true rate signal is modeled as a
random walk with a noise variance qω; hence, the dynamic
properties of the virtual gyroscope (particularly the bandwidth)
are a strong function of the parameter qω .
The transfer function for the virtual gyroscope can be rep-
resented by the block diagram shown in Fig. 2. H1(s) and
H2(s) are the transfer functions of the gyroscope array and
the KF, respectively. It can be seen that a complete virtual
gyroscope system is composed of the gyroscope array and the
KF. The bandwidth of the gyroscope array is equal to that of
any individual gyroscope in the array, which can be regarded
as a fixed value. The bandwidth of the KF is related to the
parameters of KF such as variance qω , number of individual
gyroscopes N , and noise statistical quantities of the individual
gyroscopes. Theoretically, the bandwidth of the virtual gyro-
scope system will be either smaller than or comparable to that of
the individual gyroscope in the array. Therefore, we will discuss
two cases for the accuracy of the virtual gyroscope with respect
to bandwidth.
The first case is that, when setting the value of parameter qω
to a very large value (or infinity), then we get |H2(jω)| ≈ 1;
now, the bandwidth of the KF will become much larger than
that of each gyroscope of the array. Therefore, the bandwidth
of the virtual gyroscope is solely determined by the individual
gyroscope in the array and will be comparable to that of the
individual gyroscopes. For this case, substituting qω → ∞ into
(17) results in
Dvg =
1
HT1 Q
−1
b H1
. (18)
Assuming that a constant cross-correlation exists between the
identical sensors of the array, inserting (11) into (18) yields
Dvg =
1
6
σ2b (1 + 5ρ). (19)
In this case, we can see that the accuracy of the virtual
gyroscope is a function of the correlation factor ρ; (19) shows
that the drift of the virtual gyroscope can be considerably
reduced when the gyroscope array has a negative rather than a
positive correlation factor. Furthermore, the best accuracy of the
virtual gyroscope can be achieved if ρ approaches −1/5. Most
importantly, it is obvious that, in the uncorrelated situation, i.e.,
ρ = 0,
√
σb/Dvg is about
√
6; thus, the accuracy of the virtual
Fig. 3. Prototype of the virtual gyroscope system with six gyroscopes.
gyroscope is nearly equal to that of a simple averaging process.
However, in any practical application, it is not necessary to set
qω to infinity to guarantee the same bandwidth as the individual
gyroscopes.
The second case is that the bandwidth of the KF is compa-
rable to that of the individual gyroscopes in the array. When
setting the value of qω to a specific value, then the bandwidth
of the virtual gyroscope will be smaller than that of the indi-
vidual gyroscopes. In this situation, the accuracy of the virtual
gyroscope is a function of the value of qω . For an uncorrelated
situation, i.e., correlation factor ρ = 0, inserting (11) into (17)
results in
Dvg =
qωσ
2
b
6qω + σ2b
. (20)
Equation (20) indicates that the accuracy of the virtual
gyroscope is related to the parameter qω . Dvg will become
smaller with decreasing qω . Furthermore, the bandwidth of the
virtual gyroscope is heavily determined by the parameter qω .
Therefore, we can obtain an improvement beyond that of a
simple averaging process through decreasing the bandwidth
even though there is no correlation between the individual gyro-
scopes in the array. The relationship between the bandwidth and
parameter qω will be quantitatively determined in the following.
IV. HARDWARE SYSTEM IMPLEMENTATION
The virtual gyroscope is mainly composed of a gyroscope
array consisting of six separate gyroscopes, a central processing
unit, an A/D data acquisition unit, a serial communication unit,
and a Flash memory.
The prototype of the presented virtual gyroscope is shown
in Fig. 3. Its overall size is about 10 cm × 6 cm; however, this
could be reduced easily by a factor of ten if the electronics were
to be implemented as an application-specific integrated circuit.
Six MEMS gyroscopes ADXRS300 [21] are used to form a
planar gyroscope array. Here, a DSP chip TMS320VC5416 [22]
is chosen as the core processor for the virtual gyroscope. The
A/D data acquisition unit uses 16-b ADS7807 to collect the
voltage signals from the gyroscope array. The system operates
in serial mode and connects with the DSP directly through the
16-b data bus. The bandwidth of each gyroscope is about 40 Hz;
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thus, the sampling rate for the gyroscope array signal was set to
200 Hz, which is five times of the bandwidth of the individual
gyroscope. The Flash memory unit uses a 4-Mb Flash chip
AM29LV400 to provide storage space for the system program.
The virtual gyroscope output signal is transferred by a standard
RS-232 interface.
V. RESULTS
The relationship between the accuracy improvements and
correlation factors was analyzed by simulations in [11]. As
mentioned previously, currently, it is very difficult to obtain
a gyroscope array with a negative correlation factor. In the
following, the discussion about the virtual gyroscope is re-
stricted to the case of uncorrelated sensors, i.e., ρ = 0. In this
section, simulation and experimental results will be presented to
evaluate the accuracy of the virtual gyroscope. The major issues
for a virtual gyroscope will be also analyzed and discussed.
A. Simulations
Before the simulations are described, some general rules
are required to be formulated. First, the general unit for the
variance qω is deg2/h3; here, the dimension of deg2/h2 is used
to describe a normalized qω that can be interpreted as the rate
variance in a 1-h period. Second, the standard deviation (1σ) of
the estimated errors is used to evaluate the accuracy improve-
ment of the rate signal before and after Kalman filtering in the
dynamic condition; thus, the improvement factor is defined as
IF =
σSgyro
σVgyro
(21)
where IF is the improvement factor, σSgyro is the 1σ error for
the single gyroscope in the array, and σVgyro is the 1σ value
of the estimated errors for the virtual gyroscope signal. The IF
can be regarded as a normalized improvement factor compared
to the single gyroscope before Kalman filtering.
1) Influence of qω on Accuracy Improvement: Through the
aforementioned analysis, it was established that the accuracy
of the virtual gyroscope mainly depends on the parameter qω
when there is no correlation between the individual sensors.
The parameter qω is difficult to determine and control since it is
determined by the application environment and the dynamics of
the input signal. However, the performance of the KF is strongly
related to qω; thus, in this section, different values of qω will
be chosen to demonstrate the performance of KF and for com-
parison to a simple averaging process. Here, the relationship
between the performance improvement for dynamic condition
and parameter qω will be analyzed in detail by simulations.
The gyroscope array signals are generated by the gyroscope
error model shown in (1) with a sampling rate of 200 Hz, which
is five times of the bandwidth of the individual gyroscope; the
ARW and RRW noises are assumed as 2◦/
√
h and 240◦/h/
√
h,
respectively. The true rate signal is assumed as a sinusoidal
input signal ω = A ∗ sin(2πft), with an amplitude A = 10◦/s.
Three different input frequencies are chosen, i.e., f = 0.1, 0.3,
and 0.5 Hz. By using the discrete-time filter methods, as shown
in Fig. 1, and choosing different values of qω , results of the
Fig. 4. Amplitude of virtual gyroscope signal filtered by different parameters√
qω for the input signals with various frequencies of f = 0.1, 0.3, and 0.5 Hz.
Fig. 5. Improvement factor of virtual gyroscope for different
√
qω values, for
three different input signals with frequencies of f = 0.1, 0.3, and 0.5 Hz.
virtual gyroscope are obtained, as shown in Figs. 4 and 5,
respectively.
From Fig. 4, it can be seen that the signal amplitude varies
with qω . In particular, when qω is small, the amplitude of
the virtual gyroscope is considerably attenuated. For this case,
the virtual gyroscope signal cannot accurately reproduce the
dynamic behavior of the input rate signal. The signal amplitude
increases and then reaches the amplitude of the true rate signal
of 10◦/s when qω is increased, and eventually reaches the
amplitudes of the arithmetic average of 10.56◦/s and 10.72◦/s
for different input frequencies. The relationship between the
improvement factor and qω is also shown in Fig. 5. When qω
is small, the improvement factor is lower than one; this implies
that there are large attenuation and delay. Increasing qω , the
improvement factor becomes bigger and reaches the maximum
value at the specified point corresponding to the optimal qω . Af-
ter the peak, the improvement begins to decline and eventually
reaches the steady-state value, i.e., the averaging value of
√
6.
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TABLE I
DYNAMIC SIMULATION RESULTS OF VIRTUAL GYROSCOPE
The optimal value of qω and the maximum improvement factor
can be found from Table I.
We can see that different values of qω lead to different
virtual gyroscope performances; the solid line, as shown in
Fig. 5, corresponding to f = 0.1 Hz is selected to illustrate the
principle as follows.
1) When 0 < √qω < V 1, the KF results in a considerable
attenuation, and the virtual gyroscope signal cannot accu-
rately reproduce the dynamic behavior of the input signal.
2) When V 1 < √qω < V 2, the virtual gyroscope signal can
reproduce the dynamic behavior of the input signal with-
out attenuation; however, the KF performance is lower
than that of a simple averaging process.
3) When V 2 < √qω < V 3, the virtual gyroscope signal can
reproduce well the dynamic behavior of the input signal
without attenuation. Furthermore, the improvement factor
is higher than
√
6, which means that the KF performance
is higher than that of a simple averaging process. In
particular, the improvement factor has a maximum value
of about 4.93 for
√
qω = 3500
◦/h; at this point, the KF
shows optimum performance.
4) When √qω > V 3, the improvement factor approaches√
6, and the KF degrades to that of a simple averaging
process.
Now, some conclusions about the virtual gyroscope can be
drawn. The virtual gyroscope can effectively work when the
parameter
√
qω is within [V 1,∞], and the best performance
is obtained when the parameter
√
qω is located in the range
[V 2, V 3]. This means that a virtual gyroscope is inherently
different from a simple averaging process even if the individual
sensors are uncorrelated.
2) Influence of Input Frequency on Accuracy Improvement:
From the aforementioned analysis, it can be seen that the
maximum improvement factor and optimum working range will
decrease with an increase in input frequency f . It also can be
concluded that parameter qω corresponding to the maximum
improvement factor should be increased as the input frequency
increases.
The maximum improvement factor versus frequency of a
sinusoidal input signal is plotted in Fig. 6. In this plot, each
frequency corresponds to a specific qω for which the maximum
accuracy improvement factor is determined, i.e., qω varies with
frequency f . The graph indicates that the maximum improve-
ment factor will decrease with increasing the input frequency
and eventually approaches
√
6, i.e., the averaging effect. It also
indicates that the slope of the improvement factor is larger for
a lower input frequency such as 0–4 Hz and it is lower for
higher frequencies. Moreover, in order to correctly reproduce
the dynamic behavior of the input signal, the accuracy of the
Fig. 6. Plot of maximum improvement factor versus the input signal fre-
quency of the gyroscope array; f ranges from 0.1 to 10 Hz.
virtual gyroscope will approximate to that of an averaging
process due to a larger value required for qω.
From the aforementioned discussion, it can be seen that
the parameter qω is crucial to the performance of the virtual
gyroscope. Small qω easily results in attenuation of the gyro-
scope signal for a dynamic condition. A large qω degrades the
performance of the KF to that of a simple averaging process.
Therefore, choosing a proper qω value is a prerequisite for a
successful application of this technique for a virtual gyroscope.
The bandwidth will be used as a criterion to determine an
appropriate value of qω .
3) Relationship Between qω and KF Bandwidth: Due to
the complex matrix computation required to solve the RDE,
it is difficult to obtain an analytical expression for qω as a
function of the bandwidth. Here, we use the KF frequency
response to analyze this relationship and derive a simple linear
expression. Based on the continuous-time KF described by
(12) and steady-state filter gain K∞, the transfer function
from the measurements to the virtual gyroscope signal can be
expressed as
ωˆ(s) = eT7 (sI +K∞H)
−1K∞Z(s). (22)
The −3-dB standard is used to define the bandwidth of the
KF. Using (22), with √qω = 10 000◦/h, the frequency response
of the KF is shown in Fig. 7. From the frequency response
plot, it indicates a bandwidth of about 10.22 Hz. The −3-dB
bandwidths of the KF are presented in Table II for various
values of
√
qω .
These results indicate that the −3-dB bandwidth will in-
crease with increasing qω . It can be found that the −3-dB
bandwidth is linear with
√
qω , as shown in Fig. 8. Taking the
95% confidence bounds, a linear fit model can be obtained as
BW = 0.001024×√qω − 0.005483. (23)
The root-mean-square error (RMSE) is only about 0.06.
Therefore, for applications in which the bandwidth characteris-
tic can be determined, an appropriate value of qω for the virtual
gyroscope can be easily determined from (23).
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Fig. 7. Frequency response of the virtual gyroscope KF for
√
qω =
10 000◦/h.
TABLE II
−3-dB BANDWIDTH RESULTS OF KF
Fig. 8. Results of the −3-dB bandwidth of a virtual gyroscope KF as a
function of parameter
√
qω .
B. Experiments
From the aforementioned analysis, it can be seen that, when
the parameter qω approaches infinity, the accuracy of the virtual
gyroscope can be regarded as that of an averaging process; in
this case, the bandwidth of the virtual gyroscope reaches its
maximum. However, if the bandwidth is reduced, an improve-
ment better than that of the averaging process can be obtained.
In this section, we present experimental results quantifying the
accuracy of the virtual gyroscope.
The scale factor, bias drift, and noise density of the vir-
tual gyroscope system were tested. The noises of the virtual
gyroscope were evaluated using fast Fourier transform (FFT)
Fig. 9. Scale factor of the virtual gyroscope system in BW of 15 Hz.
Fig. 10. FFT plot of the virtual gyroscope and the component gyroscopes.
analysis and root Allan variance of a zero rate output recorded
for 1 h at a sampling rate of 200 Hz. The signals of the virtual
gyroscope were analyzed under different KF bandwidths (5, 10,
15, and 25 Hz), where the corresponding values of qω were
chosen according to the bandwidth fit equation (23).
The relationship between the outputs of the virtual gyroscope
under different input angular rates is shown in Fig. 9. With a
full range of 300◦/s, the virtual gyroscope has a sensitivity of
4.973 mV/◦/s and the nonlinearity is 0.01%, while the specifi-
cation value of an individual gyroscope given by the manufac-
turer is 5.0 mV/◦/s.
From the FFT plot of the rate signal (Fig. 10), the noise
level indicates noise floor values of ∼0.11◦/s/√Hz above
1 Hz for the single gyroscope in the array and 0.03◦/s/
√
Hz for
the virtual gyroscope. Here, qω is fixed for a given bandwidth,
i.e., it does not change with frequency. A comparison of Allan
variance measurement between the best single gyroscope in the
array and the virtual gyroscope is shown in Fig. 11; the detailed
results are illustrated in Table III. From the Allan variance plot,
the ARW of the virtual gyroscope is revealed to be about a
mean value of 1.56◦/
√
h for different bandwidths. The bias
instability is observed to be 16.81◦/h, while the corresponding
values of the best single gyroscope in the array are 6.19◦/
√
h
and 61.99◦/h, respectively.
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Fig. 11. Allan variance test results of the virtual gyroscope and component
gyroscopes.
TABLE III
PERFORMANCE OF DESIGNED VIRTUAL GYROSCOPE SYSTEM
Fig. 12. Plot of Allan variance noise reduction versus the bandwidth of the
virtual gyroscope KF.
From Table III, it can be seen that the noise density is
reduced by a factor of about 3.67 by the presented KF. In
particular, if the Allan variance plot shows that the integration
times with respect to the bias instability are identical under the
different bandwidth tests, then the bias instability is reduced
from 61.99◦/h to 16.81◦/h, indicating an improvement factor
of about 3.7. It is clear that the performance of the presented KF
is better than that of a simple averaging process. Additionally,
the noise reduction factors of the ARW and bias instability
calculated from Table III are shown in Fig. 12; this indicates
Fig. 13. Plot of the relationship between the 1σ error reduction and
KF bandwidth of the virtual gyroscope.
that the reduction factors are increased with decreasing the
bandwidth. The noise reduction for the ARW is greater than
that for bias instability, which is due to the ARW noise being
the dominant noise in the individual gyroscope.
Multiple tests with respect to bandwidth were carried out to
further evaluate the noise performance. The 1σ errors of a zero
rate output recorded for 1 h before and after Kalman filtering
corresponding to the single gyroscope and virtual gyroscope are
analyzed. The relationship between the 1σ error reduction and
KF bandwidth is shown in Fig. 13, where the noise reduction
factor is defined by (21).
From Fig. 13, it can be seen that the 1σ reduction factor
will increase with decreasing bandwidth. Furthermore, a slope
of approximately −1/2 is observed in the log–log plot, which
is characteristic of the white noise on an Allan variance plot.
Therefore, according to the Allan variance results, it is easy
to conclude that the white noise is significantly reduced by
choosing the proper qω to obtain different bandwidths. It also
suggests that the influence of tuning the bandwidth to improve
the bias stability is insignificant. As mentioned before, the rea-
son lies in the noise characteristic of an individual gyroscope.
If the noise characteristic of the gyroscope changes, then the
slope of the fitting line in Fig. 13 will be different.
On the other hand, it is found that the IF follows a power
law with the bandwidth as IF = 17.03×BW−0.4804. The
RMSE is approximately 0.06, and R2 = 0.9998. Therefore,
we can easily use the power equation to simply trade off
bandwidth with accuracy and select an appropriate bandwidth
according to the practical application. It should be noted that
the aforementioned fitting model is only valid for the presented
gyroscope array; if the gyroscope array changes, the model will
be different, although the trend will be the same.
VI. CONCLUSION
In this paper, six identical gyroscopes with a noise density
of 0.11◦/s
√
Hz and a bias instability of 61.99◦/h have been
used to form a virtual gyroscope having a noise density of
0.03◦/s
√
Hz and a bias instability of 16.81◦/h. This proves that
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the accuracy of MEMS gyroscopes can be improved through
combining numerous uncorrelated gyroscopes. With the right
conditions, the accuracy improvement is better than that of a
simple averaging process.
It needs to be pointed out the narrow bandwidth of the virtual
gyroscope will limit the application of the concept, but there
do exist some situations where the angular rate changes very
slowly, for example, for platform stabilization or cruise control
of an airplane. Furthermore, in a dynamic situation requiring a
higher bandwidth, the virtual gyroscope can still be used as a
simple averaging process.
To obtain the parameter qω in real time would be helpful
to improve the virtual gyroscope performance and extend the
application range of the concept as it would allow adjusting the
bandwidth dynamically. Therefore, in future work, an adaptive
Kalman filtering approach will be investigated that will regulate
qω online based on the input signal variance in a specific
measurement period.
Another important issue for practical applications of the
virtual gyroscope technology is its power consumption since
multiple sensors are used. A tradeoff needs to be made between
the number of sensors and the available power supply. It is
likely that the presented approach is not suitable for battery-
operated or self-powered wireless applications but rather for ap-
plications where power consumption is not of primary concern
such as in an aircraft.
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