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Abstract
In this paper, we use the Fritz John necessary optimality conditions to establish some results on
the mixed type converse duality for a class of multiobjective programming problems.
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1. Introduction
Consider the following multiobjective nonlinear programming problem:
(VP) Minimize f (x)
subject to g(x) 0, x ∈ C, (1)
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and Rm, respectively, C is an open subset of Rn.
Denote by X the feasible set of (VP), P = {1,2, . . . , p} and M = {1,2, . . . ,m}. Let
J1 be a subset of M and J2 = M \ J1. Define yTJkgJk =
∑
j∈Jk yj gj for k = 1,2, λ ∈ Rp ,
y ∈Rm, and let e be the vector of Rp whose components are all ones.
In 1996, Xu [7] formulated the following mixed type dual for the problem (VP):
(VD) Maximize f (u) + yTJ1gJ1(u)e
subject to ∇f (u)T λ + ∇g(u)T y = 0, (2)
yTJ2gJ2(u) 0, (3)
λ 0, (4)
y  0, (5)
λT e = 1, u ∈ C. (6)
Xu [7] studied weak and strong duality between (VP) and (VD) under generalized
(F,ρ)-convexity conditions. Recently, Aghezzaf and Hachimi [1,2] obtained results on
the weak and strong duality between (VP) and (VD) under different generalized convex-
ity conditions. However, we note that in these papers, there is no discussion on converse
duality between (VP) and (VD). More specifically, in [1,2], Aghezzaf and Hachimi only
studied converse duality between (VD) and the following dual model, which is a special
case of (VD):
(VD1) Maximize f (u)




λT e = 1, u ∈ C.
In [5], Weir introduced following dual model, which is denoted by (VD2). The converse
duality theorem between (VP) and (VD2) is then established for proper efficient solutions
of a multiple objective programming:
(VD2) Maximize f (u) + yT g(u)e
subject to ∇f (u)T λ + ∇g(u)T y = 0,
λ 0,
y  0,
λT e = 1, u ∈ C.
In this paper, we use the weak duality obtained in [1] to establish a converse duality
theorem between (VP) and (VD) for Pareto efficient solutions, the theorem is also shown
to be valid for proper efficient solutions. Our results cover those obtained in [1,2] and [5]
as special cases.
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In this section, we will give the main results of the paper.
Theorem 1 (Converse duality). Let (x∗, y∗, λ) be an efficient solution of (VD) at which
(A1) the n × n Hessian matrix ∇2[λT f (x∗) + y∗T g(x∗)] is negative definite; and
(A2) ∇yTJ2gJ2(x∗) = 0.
If the conditions of Theorem 4.1 in [1] are satisfied, then x∗ is an efficient solution of (VP).
Proof. Since (x∗, y∗, λ) is an efficient solution of (VD), it follows from the generalized
Fritz John necessary conditions [3] that there exist α ∈Rp , β ∈Rn, θ ∈R, η ∈Rp , ξ ∈Rm
and p ∈ R such that
− αT ∇f (x∗) − (αT e)∇yTJ1gJ1(x∗) + βT
[∇2λT f (x∗) + ∇2(y∗T g(x∗))]
− θ∇yTJ2gJ2(x∗) = 0, (7)
−(αT e)gJ1(x∗) + ∇gJ1(x∗)T β − ξJ1 = 0, (8)
−θgJ2(x∗) + ∇gJ2(x∗)T β − ξJ2 = 0, (9)
∇f (x∗)T β + pe − η = 0, (10)
θyTJ2gJ2(x
∗) = 0, (11)
ξT y∗ = 0, (12)
ηT λ = 0, (13)
p[λT e − 1] = 0,
(α, θ, ξ, η) 0, (14)
(α,β, θ, ξ, η,p) = 0. (15)
Multiplying (10) by λ, it is clear from (13) that
λT
(∇f (x∗)T β + pe)= 0. (16)
Multiplying (9) by yJ2 and using (11) and (12), we have
∇yJ2gJ2(x∗)T β = 0. (17)
Multiplying (7) by β , it follows from (2), (16) and (17) that
−αT [∇f (x∗)T β + pe]+ βT [∇2λT f (x∗) + ∇2(y∗T g(x∗))]β = 0. (18)
By (10), we obtain
−αT [∇f (x∗)T β + pe]= −αT η. (19)
Combining (18) and (19), we have
[ ( )]
αT η = βT ∇2λT f (x∗) + ∇2 y∗T g(x∗) β. (20)
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β = 0.
Now we claim that α = 0. Suppose it was false, then, by (7), we have
θ∇yTJ2gJ2(x∗) = 0. (21)
By (A2), i.e., ∇yTJ2gJ2(x∗) = 0, it is clear from (21) that θ = 0. By (8), ξJ1 = 0, and by (9),
ξJ2 = 0, and by (6) and (13), it is clear from (10) that p = 0. Finally, by β = 0 and p = 0, it
is clear from (10) that η = 0. That is, (α,β, θ, ξ, η,p) = 0, which is a contradiction to (15).
Hence, α = 0. Thus, αT e > 0. Since αT e > 0 and β = 0, it follows from (8) and (9) that
g(x∗) 0.
Thus, x∗ is a feasible solution of (VP). Therefore, by using the weak duality established of
Theorem 4.1 of [1], we conclude that x∗ is an efficient solution of (VP). 
Remark 1. Note that if J1 = ∅, then (VD) becomes Mond–Weir type dual model (VD1).
Thus, it is clear that the converse duality theorems obtained in Aghezzaf and Hachimi [1,2]
are special cases of Theorem 1.
We now move on to study the converse duality for proper efficient solutions of a multi-
objective programming under preinvexity conditions.
Lemma 1. Let x and (u, y,λ) be, respectively, feasible solutions of (VP) and (VD). If f
and g are preinvex (with respect to η) for all feasible solutions (x,u,λ, y), then
λT
[
f (u) + yTJ1gj1(u)e
]




f (x) − (f (u) + yTJ1gJ1(u)e
)}
= λT (f (x) − f (u)) − yTJ1gJ1(u), from (6),
 ηT (x,u)∇λT f (u) − yTJ1gJ1(u), by preinvexity of f ,
= −ηT (x,u)∇yT g(u) − yTJ1gJ1(u), from (2),
 yT g(u) − yT g(x) − yTJ1gJ1(u), by preinvexity of g,
= yTJ2gJ2(u) − yT g(x)
 0, since g(x) 0, y  0 and (3).
Thus, λT [f (u) + yTJ1gj1(u)e] λT f (x). 
Theorem 2 (Converse duality). Let (x∗, y∗, λ) be a proper efficient solution of (VD). As-
sume that the following conditions are satisfied:
(A1) the n × n Hessian matrix ∇2[λT f (x∗) + y∗T g(x∗)] is negative definite;
(A2) ∇yTJ2gJ2(x∗) = 0 and λ > 0.If the conditions of Lemma 1 are satisfied, then x∗ is a proper efficient solution of (VP).
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(VD). By a similar argument given in the proof of Theorem 1, we can show that x∗ is a
feasible solution of (VP). By Lemma 1, we have
λT
[
f (x∗) + y∗TJ1gj1(x∗)e
]
 λT f (x), for any feasible solution x of (VP). (22)
Since αT e > 0, it follows from (8) and (12) that
yTJ1gJ1(x
∗) = 0. (23)
Combing (22) and (23), we obtain
λT f (x∗) λT f (x), for any feasible solution x of (VP).
Thus, by Theorem 1 of [4], x∗ is a properly efficient solution of (VP). 
Remark 2. Note that preinvexity [6] is a generalized convexity. On the basis, if J2 = ∅,
then (VD) reduces to the dual model (VD2). Thus, the results on the converse duality pre-
sented in Theorem 2 represent an improvement and extension of the main result obtained
in Weir [5].
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