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Abstract
We prove that the wired uniform spanning forest exhibits mean-field behaviour on
a very large class of graphs, including every transitive graph of at least quintic volume
growth and every bounded degree nonamenable graph. Several of our results are new
even in the case of Zd, d ≥ 5. In particular, we prove that every tree in the forest
has spectral dimension 4/3 and walk dimension 3 almost surely, and that the critical
exponents governing the intrinsic diameter and volume of the past of a vertex in the
forest are 1 and 1/2 respectively. (The past of a vertex in the uniform spanning forest
is the union of the vertex and the finite components that are disconnected from infinity
when that vertex is deleted from the forest.) We obtain as a corollary that the critical
exponent governing the extrinsic diameter of the past is 2 on any transitive graph of at
least five dimensional polynomial growth, and is 1 on any bounded degree nonamenable
graph. We deduce that the critical exponents describing the diameter and total number
of topplings in an avalanche in the Abelian sandpile model are 2 and 1/2 respectively for
any transitive graph with polynomial growth of dimension at least five, and are 1 and
1/2 respectively for any bounded degree nonamenable graph.
In the case of Zd, d ≥ 5, some of our results regarding critical exponents recover earlier
results of Bhupatiraju, Hanson, and Ja´rai (Electron. J. Probab. Volume 22 (2017), no.
85 ). In this case, we improve upon their results by showing that the tail probabilities
in question are described by the appropriate power laws to within constant-order mul-
tiplicative errors, rather than the polylogarithmic-order multiplicative errors present in
that work.
∗Statslab, DPMMS, University of Cambridge
1
ar
X
iv
:1
80
4.
04
12
0v
2 
 [m
ath
.PR
]  
30
 M
ay
 20
19
Contents
1 Introduction 3
1.1 Relation to other work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Basic definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Intrinsic exponents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Volume growth, spectral dimension, and anomalous diffusion . . . . . . . . . 11
1.5 Extrinsic exponents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.6 Applications to the Abelian sandpile model . . . . . . . . . . . . . . . . . . . 13
2 Background 16
2.1 Loop-erased random walk and Wilson’s algorithm . . . . . . . . . . . . . . . . 16
2.2 The v-wired uniform spanning forest and stochastic domination . . . . . . . . 17
3 Interlacements and the Aldous-Broder algorithm 19
3.1 v-wired variants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Relation to capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3 Evolution of the past under the dynamics . . . . . . . . . . . . . . . . . . . . 23
4 Lower bounds for the diameter 23
4.1 Lower bounds for the intrinsic diameter . . . . . . . . . . . . . . . . . . . . . 24
4.2 Lower bounds for the extrinsic diameter . . . . . . . . . . . . . . . . . . . . . 26
5 The length and capacity of the loop-erased random walk 28
5.1 The number of points erased . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5.2 The capacity of loop-erased random walk . . . . . . . . . . . . . . . . . . . . 30
6 Volume bounds 33
6.1 Upper bounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
6.2 Lower bounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
7 Critical exponents 43
7.1 The intrinsic diameter: upper bounds . . . . . . . . . . . . . . . . . . . . . . 44
7.2 The volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
7.3 The extrinsic diameter: upper bounds . . . . . . . . . . . . . . . . . . . . . . 48
8 Spectral dimension, anomalous diffusion 55
9 Applications to the Abelian sandpile model 57
References 58
2
1 Introduction
The uniform spanning forests (USFs) of an infinite graph G are defined as weak limits of
the uniform spanning trees of finite subgraphs of G. These limits can be taken with respect
to two extremal boundary conditions, yielding the free uniform spanning forest (FUSF)
and wired uniform spanning forest (WUSF). For transitive amenable graphs such as the
hypercubic lattice Zd, the free and wired forests coincide and we speak simply of the USF. In
this paper we shall be concerned exclusively with the wired forest. Uniform spanning forests
have played a central role in the development of probability theory over the last twenty years,
and are closely related to several other topics in probability and statistical mechanics including
electrical networks [20, 23, 44], loop-erased random walk [20, 49, 71], the random cluster model
[25,28], domino tiling [23,42], random interlacements [34,67], conformally invariant scaling limits
[52, 59, 63], and the Abelian sandpile model [24, 39, 40, 56]. Indeed, our results have important
implications for the Abelian sandpile model, which we discuss in Section 1.6.
Following the work of many authors, the basic qualitative features of the WUSF are firmly
understood on a wide variety of graphs. In particular, it is known that every tree in the WUSF
is recurrent almost surely on any graph [60], that the WUSF is connected a.s. if and only if
two independent random walks on G intersect almost surely [20, 61], and that every tree in
the WUSF is one-ended almost surely whenever G is in one of several large classes of graphs
[2, 20, 33, 35, 53, 61] including all transient transitive graphs. (An infinite tree is one-ended if it
does not contain a simple bi-infinite path.)
The goal of this paper is to understand the geometry of trees in the WUSF at a more detailed,
quantitative level, under the assumption that the underlying graph is high-dimensional in a
certain sense. Our results can be summarized informally as follows. Let G be a connected graph
with bounded degrees, and suppose that the n-step return probabilities pn(v, v) for (discrete-
time) random walk on G satisfy
∑
n≥1 n supv∈V pn(v, v) <∞. In particular, this holds for Zd if
and only if d ≥ 5, and more generally for any transitive graph of at least quintic volume growth.
Let F be the WUSF of G, and let v be a vertex of G. The past1 of v in F is the union of v with
the finite connected components of F \ {v}. The following hold:
1. The intrinsic geometry of each tree in F is similar at large scales to that of a critical Galton-
Watson tree with finite variance offspring distribution, conditioned to survive forever. In
particular, every tree has volume growth dimension 2 (with respect to its intrinsic graph
metric), spectral dimension 4/3, and walk dimension 3 almost surely. The latter two state-
ments mean that the n-step return probabilities for simple random walk on the tree decay
like n−2/3+o(1), and that the typical displacement of the walk (as measured by the intrinsic
graph distance in the tree) is n1/3+o(1). These are known as the Alexander-Orbach values of
these dimensions [4, 45].
2. The intrinsic geometry of the past of v in F is similar in law to that of an unconditioned critical
Galton-Watson tree with finite variance offspring distribution. In particular, the probability
that the past contains a path of length at least n is of order n−1, and the probability that the
1This terminology arises from the definition of the past in terms of an oriented version of F, see Section 1.3.
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past contains more than n points is of order n−1/2. That is, the intrinsic diameter exponent
and volume exponent are 1 and 1/2 respectively.
3. The extrinsic geometry of the past of v in F is similar in law to that of an unconditioned
critical branching random walk on G with finite variance offspring distribution. In particular,
the probability that the past of v includes a vertex at extrinsic distance at least n from v
depends on the rate of escape of the random walk on G. For example, it is of order n−2 for
G = Zd for d ≥ 5 and is of order n−1 for G a transitive nonamenable graph. This is related
to the fact that the random walk on the ambient graph G is diffusive in the former case and
ballistic in the latter case.
All of these results apply more generally to networks (a.k.a. weighted graphs); see the re-
mainder of the introduction for details.
In light of the connections between the WUSF and the Abelian sandpile model, these results
imply related results for that model, to the effect that an avalanche in the Abelian sandpile
model has a similar distribution to a critical branching random walk (see Section 1.6). Precise
statements of our results and further background are given in the remainder of the introduction.
The fact that our results apply at such a high level of generality is a strong vindication of
universality for high-dimensional spanning trees and sandpiles, which predicts that the large-
scale behaviour of these models should depend only on the dimension, and in particular should
be insensitive to the microscopic structure of the lattice. In particular, our results apply not
only to Zd for d ≥ 5, but also to non-transitive networks that are similar to Zd such as the
half-space Zd−1 × N or, say, Zd with variable edge conductances bounded between two positive
constants. Many of our results also apply to long-range spanning forest models on Zd such
as those associated with the fractional Laplacian −(−∆)β of Zd for d ≥ 1, β ∈ (0, d/4 ∧ 1).
Long-range models such as these are motivated physically as a route towards understanding low-
dimensional models via the ε-expansion [72], for which it is desirable to think of the dimension
as a continuous parameter. (See the introduction of [66] for an account of the ε-expansion for
mathematicians.)
About the proofs. Our proof relies on the interplay between two different ways of sampling
the WUSF. The first of these is Wilson’s algorithm, a method of sampling the WUSF by joining
together loop-erased random walks which was introduced by David Wilson [71] and extended
to infinite transient graphs by Benjamini, Lyons, Peres, and Schramm [20]. The second is the
interlacement Aldous-Broder algorithm, a method of sampling the WUSF as the set of first-entry
edges of Sznitman’s random interlacement process [67]. This algorithm was introduced in the
author’s recent work [34] and extends the classical Aldous-Broder algorithm [3, 22] to infinite
transient graphs. Generally speaking, it seems that Wilson’s algorithm is the better tool for
estimating the moments of random variables associated with the WUSF, while the interlacement
Aldous-Broder algorithm is the better tool for estimating tail probabilities.
A key feature of the interlacement Aldous-Broder algorithm is that it enables us to think
of the WUSF as the stationary measure of a natural continuous-time Markov chain. Moreover,
the past of the origin evolves in an easily-understood way under these Markovian dynamics. In
particular, as we run time backwards, the past of the origin gets monotonically smaller except
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possibly for those times at which the origin is visited by an interlacement trajectory. Indeed,
the central insight in the proof of our results is that static tail events (on which the past of
the origin is large) can be related to to dynamic tail events (on which the origin is hit by an
interlacement trajectory at a small time). Roughly speaking, we show that these two types of
tail event tend to occur together, and consequently have comparable probabilities. We make this
intuition precise using inductive inequalities similar to those used to analyze one-arm probabilities
in high-dimensional percolation [32,45,46].
Once the critical exponent results are in place, the results concerning the simple random walk
on the trees can be proven rather straightforwardly using the results and techniques of Barlow,
Ja´rai, Kumagai, and Slade [12].
1.1 Relation to other work
• When G is a regular tree of degree k ≥ 3, the components of the WUSF are distributed
exactly as augmented critical binomial Galton-Watson trees conditioned to survive forever,
and in this case all of our results are classical [13, 43,54].
• In the case of Zd for d ≥ 5, Barlow and Ja´rai [11] established that the trees in the WUSF
have quadratic volume growth almost surely. Our proof of quadratic volume growth uses
similar methods to theirs, which were in turn inspired by related methods in percolation
due to Aizenman and Newman [1].
• Also in the case of Zd for d ≥ 5, Bhupatiraju, Hanson, and Ja´rai [21] followed the strategy
of an unpublished proof of Lyons, Morris, and Schramm [53] to prove that the probability
that the past reaches extrinsic distance n is n−2 logO(1) n and that the probability that
the past has volume n is n−1/2 logO(1) n. Our results improve upon theirs in this case by
reducing the error from polylogarithmic to constant order. Moreover, their proof relies
heavily on transitivity and cannot be used to derive universal results of the kind we prove
here.
• Peres and Revelle [62] proved that the USTs of large d-dimensional tori converge under
rescaling (with respect to the Gromov-weak topology) to Aldous’s continuum random tree
when d ≥ 5. They also proved that their result extends to other sequences of finite transitive
graphs satisfying a heat-kernel upper bound similar to the one we assume here. Later,
Schweinsberg [64] established a similar result for four-dimensional tori. Related results
concerning loop-erased random walk on high-dimensional tori had previosuly been proven
by Benjamini and Kozma [19]. While these results are closely related in spirit to those that
we prove here, it does not seem that either can be deduced from the other.
• For planar Euclidean lattices such as Z2, the UST is very well understood thanks in part
to its connections to conformally invariant processes in the continuum [42, 52, 57, 59, 63].
In particular, Barlow and Masson [14, 15] proved that the UST of Z2 has volume growth
dimension 8/5 and spectral dimension 16/13 almost surely. See also [9] for more refined
results.
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• In [35], the author and Nachmias established that the WUSF of any transient proper plane
graph with bounded degrees and codegrees has mean-field critical exponents provided that
measurements are made using the hyperbolic geometry of the graph’s circle packing rather
than its usual combinatorial geometry. Our results recover those of [35] in the case that
the graph in question is also uniformly transient, in which case it is nonamenable and the
graph distances and hyperbolic distances are comparable.
• A consequence of this paper is that several properties of the WUSF are insensitive to the
geometry of the graph once the dimension is sufficiently large. In contrast, the theory
developed in [18, 36] shows that some other properties describing the adjacency structure
of the trees in the forest continue to undergo qualitative changes every time the dimension
increases.
• In forthcoming work with Sousi, we build upon the methods of this paper to analyze related
problems concerning the uniform spanning tree in Z3 and Z4.
1.2 Basic definitions
In this paper, a network will be a connected graph G = (V,E) (possibly containing loops and
multiple edges) together with a function c : E → (0,∞) assigning a positive conductance c(e) to
each edge e ∈ E such that for each vertex v ∈ V , the vertex conductance c(v) := ∑ c(e) <∞,
taken over edges incident to v, is finite. We say that the network G has controlled stationary
measure if there exists a positive constant C such that C−1 ≤ c(v) ≤ C for every vertex v of
G. Locally finite graphs can always be considered as networks by setting c(e) ≡ 1, and in this
case have controlled stationary measure if and only if they have bounded degrees. We write E→
for the set of oriented edges of a network. An oriented edge e is oriented from its tail e− to its
head e+ and has reversal −e.
The random walk on a network G is the process that, at each time step, chooses an edge
emanating from its current position with probability proportional to its conductance, indepen-
dently of everything it has done so far to reach its current position, and then traverses that
edge. We use Pv to denote the law of the random walk started at a vertex v, Ev to denote the
associated expectation operator, and P to denote the Markov operator P : `2(V, c) → `2(V, c),
defined by
(Pf)(v) = Evf(X1) =
∑
e−=v
c(e)
c(v)
f(e+),
where `2(V, c) is the space of functions f : V → R such that ∑v f(v)2c(v) <∞. Finally, for each
two vertices u and v of G and n ≥ 0, we write pn(u, v) = Pu(Xn = v) for the probability that a
random walk started at u is at v at time n.
Given a graph or network G, a spanning tree of G is a connected subgraph of G that
contains every vertex of G and does not contain any cycles. The uniform spanning tree
measure USTG on a finite connected graph G = (V,E) is the probability measure on subgraphs
of G (considered as elements of E{0,1}) that assigns equal mass to each spanning tree of G. If
G is a finite connected network, then the uniform spanning tree measure USTG of G is defined
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so that the mass of each tree is proportional to the product of the conductances of the edges it
contains. That is,
USTG
({ω}) = Z−1G ∏
e∈ω
c(e)1 (ω is a spanning tree of G)
for every ω ∈ {0, 1}E , where ZG is a normalizing constant.
Let G be an infinite network and let 〈Vn〉n≥1 be an exhaustion of G, that is, an increasing
sequence of finite sets Vn ⊂ V such that
⋃
n≥1 Vn = V . For each n ≥ 1, let G∗n be the network
obtained from Gn by contracting every vertex in V \ Vn into a single vertex, denoted ∂n, and
deleting all the resulting self-loops from ∂n. The wired uniform spanning forest measure on
G, denoted WUSFG, is defined to be the weak limit of the uniform spanning tree measures on
the finite networks G∗n. That is,
WUSFG
({ω : S ⊂ ω}) = lim
n→∞USTG
∗
n
({ω : S ⊂ ω})
for every finite set S ⊆ E. It follows from the work of Pemantle [61] that this limit exists and
does not depend on the choice of exhaustion; See also [55, Chapter 10].
In the limiting construction above, one can also orient the uniform spanning tree of G∗n
towards the boundary vertex ∂n, so that every vertex other than ∂n has exactly one oriented
edge emanating from it in the spanning tree. If G is transient, then the sequence of laws of these
random oriented spanning trees converge weakly to the law of a random oriented spanning forest
of G, which is known as the oriented wired uniform spanning forest, and from which we
can recover the usual (unoriented) WUSF by forgetting the orientation. (This assertion follows
from the proof of [20, Theorem 5.1].) It is easily seen that the oriented wired uniform spanning
forest of G is almost surely an oriented essential spanning forest of G, that is, an oriented
spanning forest of G such that every vertex of G has exactly one oriented edge emanating from
it in the forest (from which it follows that every tree is infinite).
1.3 Intrinsic exponents
Let F be an oriented essential spanning forest of an infinite graph G. We define the past of a
vertex v in F, denoted P(v), to be the subgraph of F induced by the set of vertices u of F such
that every edge in the geodesic from u to v in F is oriented in the direction of v, where we also
consider v to be included in this set. (By abuse of notation, we will also use P(v) to mean the
vertex set of this subgraph.) Thus, a component of F is one-ended if and only if the past of each
of its vertices is finite. The future of a vertex v is denoted by Γ(v,∞) and is defined to be the
set of vertices u such that v is in the past of u.
In order to quantify the one-endedness of the WUSF, it is interesting to estimate the prob-
ability that the past of a vertex is large in various senses. Perhaps the three most natural such
measures of largeness are given by the intrinsic diameter, extrinsic diameter, and volume of the
past. Here, given a subgraph K of a graph G, we define the extrinsic diameter of K, denoted
diamext(K), to be the supremal graph distance in G between two points in K, and define the
intrinsic diameter of K, denoted diamint(K), to be the diameter of K. The volume of K,
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denoted |K|, is defined to be the number of vertices in K.
Generally speaking, for critical statistical mechanics models defined on Euclidean lattices
such as Zd, many natural random variables arising geometrically from the model are expected to
have power law tails. The exponents governing these tails are referred to as critical exponents.
For example, if F is the USF of Zd, we expect that for each d ≥ 2 there exists αd such that
P
(
diamext
(
P (0)
) ≥ R) = R−αd+o(1),
in which case we call αd the extrinsic diameter exponent for the USF of Zd. Calculating and
proving the existence of critical exponents is considered a central problem in probability theory
and mathematical statistical mechanics.
It is also expected that each model has an upper-critical dimension, denoted dc, above
which the critical exponents of the model stabilize at their so-called mean-field values. For the
uniform spanning forest, the upper critical dimension is believed to be four. Intuitively, above
the upper critical dimension the lattice is spacious enough that different parts of the model do
not interact with each other very much. This causes the model to behave similarly to how it
behaves on, say, the 3-regular tree or the complete graph, both of which have a rather trivial
geometric structure. Below the upper critical dimension, the geometry of the lattice affects the
model in a non-trivial way, and the critical exponents are expected to differ from their mean-
field values. The upper critical dimension itself (which need not necessarily be an integer) is
often characterised by the mean-field exponents holding up to a polylogarithmic multiplicative
correction, which is not expected to be present in other dimensions.
For example, we expect that there exist constants γ2, γ3, γmf and δ such that
P
(|P(0)| ≥ R) 

R−γ2 d = 2
R−γ3 d = 3
R−γmf log−δ R d = 4
R−γmf d ≥ 5,
where F is the uniform spanning forest of Zd and  denotes an equality that holds up to positive
multiplicative constants. Moreover, the values of the exponents γ2, γ3, γmf , and δ should depend
only on the dimension d, and not on the choice of lattice; this predicted insensitivity to the
microscopic structure of the lattice is an instance of the phenomenon of universality.
Our first main result verifies the high-dimensional part of this picture for the intrinsic expo-
nents. The corresponding results for the extrinsic diameter exponent are given in Section 1.5.
Before stating our results, let us give some further definitions and motivation. For many mod-
els, an important signifier of mean-field behaviour is that certain diagrammatic sums associated
with the model are convergent. Examples include the bubble diagram for self-avoiding walk and
the Ising model, the triangle diagram for percolation, and the square diagram for lattices trees
and animals; see e.g. [65] for an overview. For the WUSF, the relevant signifier of mean-field
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behaviour on a network G is the convergence of the random walk bubble diagram
∑
x
(∑
n≥0
pn(v, x)
)2
,
where pn(·, ·) denotes the n-step transition probabilities for simple random walk on G and v is
a fixed root vertex. Note that the value of the bubble diagram is exactly the expected number
of times that two independent simple random walks started at the origin intersect. Using time-
reversal, the convergence of the bubble diagram of a network with controlled stationary measure
is equivalent to the convergence of the sum∑
n≥0
(n+ 1)pn(v, v).
It is characteristic of the upper-critical dimension dc that the bubble diagram converges for all
d > dc, while at the upper-critical dimension itself we expect that the bubble diagram diverges
logarithmically, as indeed is the case in our setting.
Our condition for mean-field behaviour of the WUSF will be that the bubble diagram con-
verges uniformly in a certain sense. Let G = (V,E) be a network, let P be the Markov operator
of G, and let ‖Pn‖1→∞ be the 1→∞ norm of Pn, defined by
‖Pn‖1→∞ = sup
u,v∈V
pn(u, v).
We define the bubble norm of P to be
‖P‖bub :=
∞∑
n=0
(n+ 1)‖Pn‖1→∞.
Thus, for transitive networks, ‖P‖bub < ∞ is equivalent to convergence of the random walk
bubble diagram. Here, a network is said to be transitive if for every two vertices u, v ∈ V there
exists a conductance-preserving graph automorphism mapping u to v. Throughout the paper,
we use , and  to denote equalities and inequalities that hold to within multiplication by
two positive constants depending only on the choice of network.
Theorem 1.1 (Mean-field intrinsic exponents). Let G be a transitive network such that ‖P‖bub <
∞, and let F be the wired uniform spanning forest of G. Then
P
(
diamint(P(v)) ≥ R
)  R−1 and P (|P(v)| ≥ R)  R−1/2
for every vertex v and every R ≥ 1. In particular, the critical exponents governing the intrinsic
diameter and volume of the past are 1 and 1/2 respectively.
For transitive graphs, it follows from work of Hebisch and Saloff-Coste [30] that ‖P‖bub <∞
if and only if the graph has at least quintic volume growth, i.e., if and only if there exists a
constant c such that the number of points in every graph distance ball of radius n is at least
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cn5 for every n ≥ 1. Thus, by Gromov’s theorem [26], Trofimov’s theorem [69], and the Bass-
Guivarc’h formula [16, 27], the class of graphs treated by Theorem 1.1 includes all transitive
graphs not rough-isometric to Z,Z2,Z3,Z4, or the discrete Heisenberg group. As mentioned
above, the theorem also applies for example to long-ranged transitive networks with vertex set
Zd, a single edge between every two vertices, and with translation-invariant conductances given
up to positive multiplicative constants by
c
({x, y}) = c (x− y)  ‖x− y‖−d−α
provided that either 1 ≤ d ≤ 4 and α ∈ (0, d/2) or d ≥ 5 and α > 0. The canonical example of
such a network is that associated with the fractional Laplacian −(−∆)β of Zd for β ∈ (0, d/4∧1).
(See [66, Section 2].)
The general form of our result is similar, but has an additional technical complication owing
to the need to avoid trivialities that may arise from the local geometry of the network. Let G
be a network, let v be a vertex of G, let X and Y be independent random walks started at v,
and let q(v) be the probability that X and Y never return to v or intersect each other after time
zero.
Theorem 1.2. Let G be a network with controlled stationary measure such that ‖P‖bub < ∞,
and let F be the wired uniform spanning forest of G. Then
q(v)R−1  P
(
diamint
(
P(v)
) ≥ R)  R−1
and
q(v)5/2R−1/2  P
(∣∣P(v)∣∣ ≥ R)  R−1/2
for all v ∈ V and R ≥ 1.
The presence of q(v) in the theorem is required, for example, in the case that we attach a
vertex by a single edge to the origin of Zd, so that the past of this vertex in the USF is necessarily
trivial. (The precise nature of the dependence on q(v) has not been optimized.) However, in
any network G with controlled stationary measure and with ‖P‖bub < ∞, there exist positive
constants ε and r such that for every vertex v in G, there exists a vertex u within distance r of
G such that q(u) > ε (Lemma 4.2). In particular, if G is a transitive network with ‖P‖bub <∞
then q(v) is a positive constant, so that Theorem 1.1 follows from Theorem 1.2.
Let us note that Theorem 1.2 applies in particular to any bounded degree nonamenable graph,
or more generally to any network with controlled stationary measures satisfying a d-dimensional
isoperimetric inequality for some d > 4, see [47, Theorem 3.2.7]. In particular, it applies to Zd,
d ≥ 5, with any specification of edge conductances bounded above and below by two positive
constants (in which case it can also be shown that q(v) is bounded below by a positive constant).
A further example to which our results are applicable is given by taking G = Hd where d ≥ 5
and H is any infinite, bounded degree graph.
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1.4 Volume growth, spectral dimension, and anomalous diffusion
The theorems concerning intrinsic exponents stated in the previous subsection also allow us to
determine exponents describing the almost sure asymptotic geometry of the trees in the WUSF,
and in particular allow us to compute the almost sure spectral dimension and walk dimension
of the trees in the forest. See e.g. [47] for background on these and related concepts. Here,
we always consider the trees of the WUSF as graphs. One could instead consider the trees as
networks with conductances inherited from G, and the same results would apply with minor
modifications to the proofs.
Let G be an infinite, connected network and let v be a vertex of G. We define the volume
growth dimension (a.k.a. fractal dimension) of G to be
df (G) := lim
n→∞
log |B(v, n)|
log n
when this limit exists,
define the spectral dimension of G to be
ds(G) := lim
n→∞
−2 log p2n(v, v)
log n
when this limit exists,
and define the walk dimension of G to be
dw(G) := lim
n→∞
log n
log Ev max1≤m≤n d(v,Xn)
when this limit exists.
In each case, the limit used to define the dimension does not depend on the choice of root vertex
v. Our next theorem establishes the values of df , ds, and dw for the trees in the WUSF under
the assumption that ‖P‖bub < ∞. The results concerning ds and dw are new even in the case
of Zd, d ≥ 5, while the result concerning the volume growth was established for Zd, d ≥ 5, by
Barlow and Ja´rai [11].
Theorem 1.3. Let G be a network with controlled stationary measure and with ‖P‖bub < ∞,
and let F be the wired uniform spanning forest of G. Then almost surely, for every component T
of F, the volume growth dimension, spectral dimension, and walk dimension of T satisfy
df (T ) = 2, ds(T ) =
4
3
, and dw(T ) = 3.
In particular, the limits defining these quantities are well-defined almost surely.
The values df = 2, ds = 4/3, and dw = 3 are known as the Alexander-Orbach values of
these exponents, following the conjecture due to Alexander and Orbach [4] that they held for
high-dimensional incipient infinite percolation clusters. The first rigorous proof of Alexander-
Orbach behaviour was due to Kesten [43], who established it for critical Galton-Watson trees
conditioned to survive (see also [13]). The first proof for a model in Euclidean space was due to
Barlow, Ja´rai, Kumagai, and Slade [12], who established it for high-dimensional incipient infinite
clusters in oriented percolation. Later, Kozma and Nachmias [45] established the Alexander-
Orbach conjecture for high-dimensional unoriented percolation. See [31] for an extension to
11
long-range percolation, [47] for an overview, and [17] for results regarding scaling limits of a
related model.
As previously mentioned, Barlow and Masson [15] have shown that in the two-dimensional
uniform spanning tree, df = 8/5, ds = 16/13, and dw = 13/5.
1.5 Extrinsic exponents
We now describe our results concerning the extrinsic diameter of the past. In comparison to the
intrinsic diameter, our methods to study the extrinsic diameter are more delicate and require
stronger assumptions on the graph in order to derive sharp estimates. Our first result on the
extrinsic diameter concerns Zd, and improves upon the results of Bhupatiraju, Hanson, and Ja´rai
[21] by removing the polylogarithmic errors present in their results.
Theorem 1.4 (Mean-field Euclidean extrinsic diameter). Let d ≥ 5, and let F be the wired
uniform spanning forest of Zd. Then
P
(
diamext(P(0)) ≥ R
)  R−2
for every R ≥ 1.
We expect that it should be possible to generalize the proof of Theorem 1.4 to other similar
graphs, and to long-range models, but we do not pursue this here.
On the other hand, if we are unconcerned about polylogarithmic errors, it is rather straight-
forward to deduce various estimates on the extrinsic diameter from the analogous estimates on
the intrinsic diameter, Theorems 1.1 and 1.2. The following is one such estimate of partic-
ular interest. For notational simplicity we will always work with the graph metric, although
our methods easily adapt to various other metrics. We say that a network G with controlled
stationary measure is d-Ahlfors regular if there exist positive constants c and C such that
cnd ≤ B(v, n) ≤ Cnd for every vertex v and n ≥ 1. We say that G satisfies Gaussian heat
kernel estimates if there exist positive constants c, c′ such that
c
|B(x, n1/2)|e
−d(x,y)2/(cn) ≤ pn(x, y) + pn+1(x, y) ≤ c
′
|B(x, n1/2)|e
−d(x,y)2/(c′n) (1.1)
for every n ≥ 0 and every pair of vertices x, y in G with d(x, y) ≤ n. It follows from the
work of Hebisch and Saloff-Coste [30] that every transitive graph of polynomial volume growth
satisfies Gaussian heat-kernel estimates, as does every bounded degree network with edge con-
ductances bounded between two positive constants that is rough-isometric to a transitive graph
of polynomial growth.
Theorem 1.5. Let G be a network with controlled stationary measure that is d-Ahlfors regular
for some d > 4 and that satisfies Gaussian heat kernel estimates. Then
q2(v)R−2  P (diamext(P(v)) ≥ R)  R−2 logR
for every vertex v and every R ≥ 1.
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Note that the hypotheses of this theorem imply that ‖P‖bub <∞.
Finally, we consider networks in which the random walk is ballistic rather than diffusive. We
say that a network G is uniformly ballistic if there exists a constant C such that
sup
v∈V
Ev
[
sup
{
n ≥ 0 : d(v,Xn) ≤ r
}] ≤ Cr (1.2)
for every r ≥ 1. Every nonamenable network with bounded degrees and edge conductances
bounded above is uniformly ballistic, as can be seen from the proof of [55, Proposition 6.9].
Theorem 1.6 (Extrinsic diameter in the positive speed case). Let G be a uniformly ballistic
network with controlled stationary measure and ‖P‖bub < ∞, and let F be the wired uniform
spanning forest of G. Then
q2(v)R−1  P (diamext(P(v)) ≥ R)  R−1
for every vertex v and every R ≥ 1.
Note that the upper bound of Theorem 1.6 is a trivial consequence of Theorem 1.2.
1.6 Applications to the Abelian sandpile model
The Abelian sandpile model was introduced by Dhar [24] as an analytically tractable example
of a system exhibiting self-organized criticality. This is the phenomenon by which certain ran-
domized dynamical systems tend to exhibit critical-like behaviour at equilibrium despite being
defined without any parameters that can be varied to produce a phase transition in the tradi-
tional sense. The concept of self-organized criticality was first posited in the highly influential
work of Bak, Tang, and Wiesenfeld [7, 8], who proposed (somewhat controversially [70]) that it
may account for the occurrence of complexity, fractals, and power laws in nature. See [38] for a
detailed introduction to the Abelian sandpile model, and [41] for a discussion of self-organized
criticality in applications.
We now define the Abelian sandpile model. Let G = (V,E) be a connected, locally finite
graph and let K ⊆ V be a set of vertices. A sandpile on K is a function η : K → {0, 1, . . .},
which we think of as a collection of indistinguishable particles (grains of sand) located on the
vertices of K. We say that η is stable at a vertex x if η(x) < deg(x), and otherwise that η is
unstable at x. We say that η is stable if it is stable at every x, and that it is unstable otherwise.
If η is unstable at x, we can topple η at x to obtain the sandpile η′ defined by
η′(y) =
η(x)− deg(x) y = xη(y) + #{edges between x and y} y 6= x
for all y ∈ K. That is, when x topples, deg(x) of the grains of sand at x are redistributed to
its neighbours, and grains of sand redistributed to neighbours of x in V \K are lost. Dhar [24]
observed that if K is finite and not equal to V then carrying out successive topplings will
eventually result in a stable configuration and, moreover, that the stable configuration obtained
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in this manner does not depend on the order in which the topplings are carried out. (This
property justifies the model’s description as Abelian.)
We define a Markov chain on the set of stable sandpile configurations on K as follows: At
each time step, a vertex of K is chosen uniformly at random, an additional grain of sand is placed
at that vertex, and the resulting configuration is stabilized. Although this Markov chain is not
irreducible, it can be shown that chain has a unique closed communicating class, consisting of
the recurrent configurations, and that the stationary measure of the Markov chain is simply the
uniform measure on the set of recurrent configurations. In particular, the stationary measure for
the Markov chain is also stationary if we add a grain of sand to a fixed vertex and then stabilize
[38, Exercise 2.17].
The connection between sandpiles and spanning trees was first discovered by Majumdar and
Dhar [56], who described a bijection, known as the burning bijection, between recurrent sandpile
configurations and spanning trees. Using the burning bijection, Athreya and Ja´rai [6] showed
that if d ≥ 2 and 〈Vn〉n≥1 is an exhaustion of Zd by finite sets, then the uniform measure on
recurrent sandpile configurations on Vn converges weakly as n → ∞ to a limiting measure on
sandpile configurations on Zd. Ja´rai and Werning [40] later extended this result to any infinite,
connected, locally finite graph G for which every component of the WUSF of G is one-ended
almost surely. We call a random sandpile configuration on G drawn from this measure a uniform
recurrent sandpile on G, and typically denote such a random variable by H (capital η).
We are particularly interested in what happens during one step of the dynamics at equi-
librium, in which one grain of sand is added to a vertex v in a uniformly random recurrent
configuration H, and then topplings are performed in order to stabilize the resulting configura-
tion. The multi-set of vertices counted according to the number of times they topple is called
the Avalanche, and is denoted Avv(H). The set of vertices that topple at all is called the
Avalanche cluster and is denoted by AvCv(H).
Ja´rai and Redig [39] showed that the burning bijection allows one to relate avalanches to the
past of the WUSF, which allowed them to prove that avalanches in Zd satisfy P(v ∈ AvC0(H)) 
‖v‖−d+2 for d ≥ 5. (The fact that the expected number of times v topples scales this way is an
immediate consequence of Dhar’s formula, see [38, Section 3.3.1].) Bhupatiraju, Hanson, and
Ja´rai [21] built upon these methods to prove that, when d ≥ 5, the probability that the diameter
of the avalanche is at least n scales as n−2 logO(1) n and the probability that the total number
of topplings in the avalanche is at least n is between cn−1/2 and n−2/5+o(1). Using the combi-
natorial tools that they developed, the following theorem, which improves upon theirs, follows
straightforwardly from our results concerning the WUSF. (Strictly speaking, it also requires our
results on the v-WUSF, see Section 2.2.)
Theorem 1.7. Let d ≥ 5 and let H be a uniform recurrent sandpile on Zd. Then
P
(
diamext
(
AvC0(H)
) ≥ n)  n−2 and P(|AvC0(H)| ≥ n)  P(|Av0(H)| ≥ n)  n−1/2
for all n ≥ 1.
As with the WUSF, our methods also yield several variations on this theorem for other
classes of graphs, the following of which are particularly notable. See Section 1.5 for the relevant
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definitions. With a little further work, it should be possible to remove the dependency on v in
the lower bounds of Theorems 1.8 and 1.9. The upper bounds of Theorem 1.8 only require that
G has polynomial growth, see Proposition 7.8.
Theorem 1.8. Let G be a bounded degree graph that is d-Ahlfors regular for some d > 4 and
that satisfies Gaussian heat kernel estimates, and let H be a uniform recurrent sandpile on G.
Then
q(v)2n−2  P
(
diamext
(
AvCv(H)
) ≥ n)  n−2 log n,
q(v)5/2n−1/2  P
(
|AvCv(H)| ≥ n
)
 n−1/2 log1/2 n,
q(v)5/2n−1/2  P
(
|Avv(H)| ≥ n
)
 n−1/2 log1/2 n
for all n ≥ 1.
Similarly, the following theorem concerning uniformly ballistic graphs can be deduced from
Theorems 7.4 and 1.6. Again, we stress that this result applies in particular to any bounded
degree nonamenable graph.
Theorem 1.9. Let G be a bounded degree, uniformly ballistic graph such that ‖P‖bub <∞, and
let H be a uniform recurrent sandpile on G. Then
q(v)2n−1  P
(
diamext
(
AvCv(H)
) ≥ n)  n−1,
q(v)5/2n−1/2  P
(
|AvCv(H)| ≥ n
)
 n−1/2,
q(v)5/2n−1/2  P
(
|Avv(H)| ≥ n
)
 n−1/2
for all n ≥ 1.
Notation
As previously discussed, we use , and  to denote equalities and inequalities that hold
to within multiplication by two positive constants depending only on the choice of network.
Typically, but not always, these constants will only depend on a few important parameters such
as infv∈V c(v), supv∈V c(v), and ‖P‖bub.
For the reader’s convenience, we gather here several pieces of notation that will be used
throughout the paper. Each such piece of notation is also defined whenever it first appears
within the body of the paper. In particular, the v-wired uniform spanning forest is defined in
Section 2.2 and the interlacement and v-wired interlacement processes are defined in Section 3.
F,Fv A sample of the wired uniform spanning forest and v-wired uniform span-
ning forest respectively.
Tv The tree containing v in Fv.
B(u, n),Bv(u, n) The intrinsic ball of radius n around u in F and Fv respectively.
∂B(u, n), ∂Bv(u, n) The set of vertices at distance exactly n from u in F and Fv respectively.
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P(u),Pv(u) The past of u in F and Fv respectively.
pastF (u) The past of u in the oriented forest F (which need not be spanning).
P(u, n),Pv(u, n) The intrinsic ball of radius n around u in the past of u in F and Fv
respectively.
Γ(u,w),Γv(u,w) The path from u to w in F and Fv respectively, should these vertices be
in the same component.
Γ(u,∞),Γv(u,∞) The future of u in F and Fv respectively.
∂P(u, n), ∂Pv(u, n) The set of vertices with intrinsic distance exactly n from u in the past of
u in F and Fv respectively.
I ,Iv The interlacement process and v-wired interlacement process respec-
tively.
I[a,b], Iv,[a,b] The set of vertices visited by the interlacement process and the v-wired
interlacement process in the time interval [a, b] respectively.
2 Background
2.1 Loop-erased random walk and Wilson’s algorithm
Let G be a network. For each −∞ ≤ n ≤ m ≤ ∞ we define L(n,m) to be the line graph with
vertex set {i ∈ Z : n ≤ i ≤ m} and with edge set {{i, i + 1} : n ≤ i ≤ m − 1}. A path in
G is a multigraph homomorphism from L(n,m) to G for some −∞ ≤ n ≤ m ≤ ∞. We can
consider the random walk on G as a path by keeping track of the edges it traverses as well as
the vertices it visits. Given a path w : L(n,m)→ G we will use w(i) and wi interchangeably to
denote the vertex visited by w at time i, and use w(i, i+ 1) and wi,i+1 interchangeably to denote
the oriented edge crossed by w between times i and i+ 1.
Given a path in w : L(0,m) → G for some m ∈ [0,∞] that is transient in the sense that it
visits each vertex at most finitely many times, we define the sequence of times `n(w) by `0(w) = 0
and `n+1(w) = 1 + max{k : wk = w`n}, terminating the sequence when max{k : wk = w`n} = m
in the case that m <∞. The loop-erasure LE(w) of w is the path defined by
LE(w)i = w`i(w) LE(w)i,i+1 = w`i+1−1,`i+1 .
In other words, LE(w) is the path formed by erasing cycles from w chronologically as they are
created. The loop-erasure of simple random walk is known as loop-erased random walk and
was first studied by Lawler [49].
Wilson’s algorithm [71] is a method of sampling the UST of a finite graph by recursively
joining together loop-erased random walk paths. It was extended to sample the WUSF of infinite
transient graphs by Benjamini, Lyons, Peres, and Schramm [20]. See also [55, Chapters 4 and
10] for an overview of the algorithm and its applications.
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Wilson’s algorithm can be described in the infinite transient case as follows. Let G be an
infinite transient network, and let v1, v2, . . . be an enumeration of the vertices of G. Let F
0 be
the empty forest, which has no vertices or edges. Given Fn for some n ≥ 0, start a random walk
at vn+1. Stop the random walk if and when it hits the set of vertices already included in F
n,
running it forever otherwise. Let Fn+1 be the union of Fn with the set of edges traversed by the
loop-erasure of this stopped path. Let F =
⋃
n≥0 F
n. Then the random forest F has the law of
the wired uniform spanning forest of G. If we keep track of direction in which edges are crossed
by the loop-erased random walks when performing Wilson’s algorithm, we obtain the oriented
wired uniform spanning forest. The algorithm works similarly in the finite and recurrent cases,
except that we start by taking F0 to contain one vertex and no edges.
2.2 The v-wired uniform spanning forest and stochastic domination
In this section we introduce the v-wired uniform spanning forest (v-WUSF), which was originally
defined by Ja´rai and Redig [39] in the context of their work on the sandpile model (where it was
called the WSFo). The v-WUSF is a variation of the WUSF of G in which, roughly speaking,
we consider v to be ‘wired to infinity’. The v-WUSF serves two useful purposes in this paper:
its stochastic domination properties allow us to ignore interactions between different parts of
the WUSF, and the control of the v-WUSF that we obtain will be applied to prove our results
concerning the Abelian sandpile model in Section 9.
Let G be an infinite network and let v be a vertex of G. Let 〈Vn〉n≥1 be an exhaustion of G
and, for each n ≥ 1, let G∗vn be the graph obtained by identifying v with ∂n in the graph G∗n.
The measure WUSFv is defined to be the weak limit
WUSFv(S ⊂ F;G) = lim
n→∞UST(S ⊂ T ;G
∗v
n ).
The fact that this limit exists and does not depend on the choice of exhaustion of G is proved
similarly to the corresponding statement for the WUSF, see [53]. As with the WUSF, we can
also define the oriented v-wired uniform spanning forest by orienting the uniform spanning
tree of G∗vn towards ∂n (which is identified with v) at each step of the exhaustion before taking
the weak limit. It is possible to sample the v-WUSF by running Wilson’s algorithm rooted at
infinity, but starting with F0v as the forest that has vertex set {v} and no edges (as we usually
would in the finite and recurrent cases). Moreover, if we orient each edge in the direction in
which it is crossed by the loop-erased random walk when running Wilson’s algorithm, we obtain
a sample of the oriented v-WUSF.
The following lemma makes the v-WUSF extremely useful for studying the usual WUSF,
particularly in the mean-field setting. It will be the primary means by which we ignore the
interactions between different parts of the forest. (Indeed, it plays a role analogous to that
played by the BK inequality in Bernoulli percolation.) We denote by pastF (v) the past of v in
the oriented forest F , which need not be spanning. We write Tv for the tree containing v in
Fv, and write Γ(u,∞) and Γv(u,∞) for the future of u in F and Fv respectively, as defined in
Section 1.3.
Lemma 2.1 (Stochastic Domination). Let G be an infinite network, let F be an oriented wired
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uniform spanning forest of G, and for each vertex v of G let Fv be an oriented v-wired uniform
spanning forest of G. Let K be a finite set of vertices of G, and define F (K) =
⋃
u∈K Γ(u,∞)
and Fv(K) =
⋃
u∈K Γv(u,∞). Then for every u ∈ K and every increasing event A ⊆ {0, 1}E
we have that
P
(
pastF\F (K)(u) ∈ A | F (K)
)
≤ P(Tu ∈ A ), (2.1)
and similarly
P
(
pastFv\Fv(K)(u) ∈ A | Fv(K)
)
≤ P(Tu ∈ A ). (2.2)
Note that when K is a singleton, (2.1) follows implicitly from [53, Lemma 2.3]. The proof in
the general case is also very similar to theirs, but we include it for completeness. Given a network
G and a finite set of vertices K, we write G/K for the network formed from G by identifying all
the vertices of K.
Lemma 2.2. Let G be a finite network, let K1 ⊆ K2 be sets of vertices of G. For each spanning
tree T of G, let S(T,K2) be the smallest subtree of T containing all of K2. Then the uniform
spanning tree of G/K1 stochastically dominates T \S(T,K2), where T is a uniform spanning tree
of G.
Proof. It follows from the spatial Markov property of the UST that, conditional on S(T,K2), the
complement T \S(T,K2) is distributed as the UST of the network G/S(T,K2) constructed from
G by identifying all the vertices in the tree S(T,K2), see [35, Section 2.2.1]. On the other hand,
it follows from the negative association property of the UST [55, Theorem 4.6] that if A ⊆ B
are two sets of vertices, then the UST of G/A stochastically dominates the UST of G/B. This
implies that the claim holds when we condition on S(T,K2), and we conclude by averaging over
the possible choices of S(T,K2).
Proof of Lemma 2.1. The claim (2.1) follows from Lemma 2.2 by considering the finite networks
G∗n used in the definition of the WUSF, taking K1 = {u, ∂n} and K2 = K ∪{∂n}, and taking the
limit as n→∞.
We now prove (2.2). If u = v then the claim follows by applying Lemma 2.2 to the finite
networks G∗vn , taking K1 = ∅ and K2 = K, and taking the limit as n → ∞. Now suppose that
u 6= v. Let G/{u, v} be the network obtained from G by identifying u and v into a single vertex
x, and let F′ be the x-wired uniform spanning forest of G/{u, v}. We consider F′ as a subgraph
of G, and let T′ be the component of u in F′. It follows from the negative association property of
the UST and an obvious limiting argument that F′ is stochastically dominated by Fu, and hence
that T′ is stochastically dominated by Tu. On the other hand, applying Lemma 2.2 to the finite
networks G∗vn , taking K1 = {u, v} and K2 = K ∪ {v}, and taking the limit as n → ∞ yields
that the conditional distribution of pastFv\Fv(K)(u) given Fv(K) is stochastically dominated by
T′ and hence by Tu.
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3 Interlacements and the Aldous-Broder algorithm
The random interlacement process is a Poissonian soup of doubly-infinite random walks that
was introduced by Sznitman [67] and generalized to arbitrary transient graphs by Texeira [68].
Formally, the interlacement process I on the transient graph G is a Poisson point process on
W∗ × R, where W∗ is the space of bi-infinite paths in G modulo time-shift, and R is thought
of as a time coordinate. In [34], we showed that the random interlacement process can be used
to generate the WUSF via a generalization of the Aldous-Broder algorithm. By shifting the
time coordinate of the interlacement process, this sampling algorithm also allows us to view the
WUSF as the stationary measure of a Markov process; this dynamical picture of the WUSF, or
more precisely its generalization to the v-WUSF, is of central importance to the proofs of the
main theorems of this paper.
We now begin to define these notions formally. We must first define the space of trajectories
W∗. Recall that for each −∞ ≤ n ≤ m ≤ ∞ we define L(n,m) to be the line graph with vertex
set {i ∈ Z : n ≤ i ≤ m} and with edge set {{i, i + 1} : n ≤ i ≤ m − 1}. Given a graph G, we
defineW(n,m) to be the set of multigraph homomorphisms from L(n,m) to G that are transient
in the sense that the preimage of each vertex of G is finite. We define the set W to be the union
W :=
⋃{W(n,m) : −∞ ≤ n ≤ m ≤ ∞} .
The set W can be made into a Polish space in such a way that local times at vertices and first
and last hitting times of finite sets are continuous, see [34, Section 3.2]. We define the time
shift θk :W →W by θk :W(n,m) −→W(n− k,m− k),
θk(w)(i) = w(i+ k), θk(w)(i, i+ 1) = w(i+ k, i+ k + 1),
and define the space W∗ to be the quotient
W∗ =W/ ∼ , where w1 ∼ w2 if and only if w1 = θk(w2) for some k.
Let pi : W → W∗ denote the associated quotient function. We equip the set W∗ with the
quotient topology (which is Polish) and associated Borel σ-algebra. An element of W∗ is called
a trajectory.
We now define the intensity measure of the interlacement process. Let G be a transient
network. Given w ∈ W(n,m), let w← ∈ W(−m,−n) be the reversal of w, which is defined by
setting w←(i) = w(−i) for all −m ≤ i ≤ −n and setting w←(i, i + 1) = w(−i,−i − 1) for all
−m ≤ i ≤ −n− 1. For each subset A ⊆ W, let A← denote the set
A← := {w ∈ W : w← ∈ A }.
For each set K ⊆ V , we letWK(n,m) be the set of w ∈ W(n,m) such that there exists n ≤ i ≤ m
such that w(i) ∈ K, and similarly define WK to be the union WK =
⋃{WK(n,m) : −∞ ≤ n ≤
m ≤ ∞}. Let τ+K be the first positive time that the walk visits K, where we set τ+K = ∞ if the
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walk does not visit K at any positive time. We define a measure QK on WK by setting
QK({w ∈ W : w(0) /∈ K}) = 0
and, for each u ∈ K and each two Borel subsets A ,B ⊆ W,
QK
(
{w ∈ W : w|(−∞,0] ∈ A , w(0) = u and w|[0,∞) ∈ B}
)
= c(u)Pu
(
X ∈ A← and τ+K =∞
)
Pu
(
X ∈ B).
For each set K ⊆ V , let W∗K = pi(WK) be the set of trajectories that visit K. It follows from the
work of Sznitman [67] and Teixeira [68] that there exists a unique σ-finite measure Q∗ on W∗
such that for every Borel set A ⊆ W∗ and every finite K ⊂ V ,
Q∗(A ∩W∗K) = QK
(
pi−1(A )
)
. (3.1)
We refer to the unique such measure Q∗ as the interlacement intensity measure, and define
the random interlacement process I to be the Poisson point process on W∗ × R with
intensity measure Q∗ ⊗ Λ, where Λ is the Lebesgue measure on R. For each t ∈ R and A ⊆ R,
we write It for the set of w ∈ W∗ such that (w, t) ∈ I , and write IA for the intersection of I
with W∗ ×A.
See [34, Proposition 3.3] for a limiting construction of the interlacement process from the
random walk on an exhaustion with wired boundary conditions.
In [34], we proved that the WUSF can be generated from the random interlacement process
in the following manner. Let G be a transient network, and let t ∈ R. For each vertex v of G, let
σt(v) be the smallest time greater than t such that there exists a trajectory Wσt(v) ∈ Iσt(v) that
hits v, and note that the trajectory Wσt(v) is unique for every t ∈ R and v ∈ V almost surely. We
define et(v) to be the oriented edge of G that is traversed by the trajectory Wσt(v) as it enters v
for the first time, and define
ABt(I ) :=
{
−et(v) : v ∈ V
}
.
[34, Theorem 1.1] states that ABt(I ) has the law of the oriented wired uniform spanning forest
of G for every t ∈ R. Moreover, [34, Proposition 4.2] states that 〈ABt(I )〉t∈R is a stationary,
ergodic, mixing, stochastically continuous Markov process.
3.1 v-wired variants
In this section, we introduce a variation on the interlacement process in which a vertex v is
wired to infinity, which we call the v-wired interlacement process. We then show how the
v-wired interlacement process can be used to generate the v-WUSF in the same way that the
usual interlacement process generates the usual WUSF.
Let G be a (not necessarily transient) network and let v be a vertex of G. We denote by τv
the first time that the random walk visits v, and denote by τ+K the first positive time that the
random walk visits K. We write XT for the random walk ran up to the (possibly random and/or
infinite) time T , which is considered to be an element of W(0, T ). In particular, if X is started
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at v then Xτv is the path of length zero at v. For each finite set K ⊂ V we define a measure
Qv,K on W by Qv,K({w ∈ W : w(0) /∈ K}) = 0,
Qv,K
(
{w ∈ W : w|(−∞,0] ∈ A , w(0) = u and w|[0,∞) ∈ B}
)
= c(u)Pu
(
Xτv ∈ A← and τ+K > τv
)
Pu
(
Xτv ∈ B)
(with the convention that τ+K > τv in the case that both hitting times are equal to ∞) for every
u ∈ K \ {v} and every two Borel sets A ,B ⊆ W, and
Qv,K
(
{w ∈ W : w|(−∞,0] ∈ A , w(0) = v and w|[0,∞) ∈ B}
)
= c(v)1(w0 ∈ A←)Pv
(
Xτv ∈ B)+ c(v)Pv(Xτv ∈ A← and τ+K =∞)1(w0 ∈ B)
for every two Borel sets A ,B ⊆ W if v ∈ K, where we write w0 ∈ W(0, 0) for the path of length
zero at v.
As with the usual interlacement intensity measure, we wish to define a measure Q∗v on W∗
via the consistency condition
Q∗v(A ∩W∗K) = Qv,K(pi−1(A )) (3.2)
for every finite set K ⊂ V and every Borel set A ⊆ W∗, and define the v-rooted interlacement
process to be the Poisson point process on W∗ × R with intensity measure Q∗v ⊗ Λ, where Λ is
the Lebesgue measure on R.
We will deduce that such a measure exists via the following limiting procedure, which also
gives a direct construction of the v-rooted interlacement process. Let N be a Poisson point
process on R with intensity measure (c(∂n) + c(v))Λ. Conditional on N , for each t ∈ N , let Wt
be a random walk on G∗vn started at ∂n (which is identified with v) and stopped when it first
returns to ∂n, where we consider each Wt to be an element of W∗. We define I nv to be the point
process I nv :=
{
(Wt, t) : t ∈ N
}
.
Proposition 3.1. Let G be an infinite network, let v be a vertex of G, and let 〈Vn〉n≥0 be an
exhaustion of G. Then the Poisson point processes I nv converge in distribution as n → ∞ to a
Poisson point process Iv on W∗ ×R with intensity measure of the form Q∗v ⊗ Λ, where Λ is the
Lebesgue measure on R and Q∗v is a σ-finite measure on W∗ such that (3.2) is satisfied for every
finite set K ⊂ V and every event A ⊆ W∗.
The proof is very similar to that of [34, Proposition 3.3], and is omitted.
Corollary 3.2. Let G be an infinite network and let v be a vertex of G. Then there exists a
unique σ-finite measure Q∗v on W∗ such that (3.2) is satisfied for every finite set K ⊂ V and
every event A ⊆ W∗.
Proof. The existence statement follows immediately from Proposition 3.1. The uniqueness state-
ment is immediate since sets of the form A ∩W∗K are a pi-system generating the Borel σ-algebra
on W∗.
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We call Iv the v-wired interlacement process. Note that it may include trajectories that
are either doubly infinite, singly infinite and ending at v, singly infinite and starting at v, or
finite and both starting and ending at v.
We have the following v-rooted analogue of [34, Theorem 1.1 and Proposition 4.2], whose
proof is identical to those in that paper.
Proposition 3.3. Let G be an infinite network, let v be a vertex of G, and let Iv be the v-rooted
interlacement process on G. Then
ABv,t(Iv) :=
{−et(u) : u ∈ V \ {v}}
has the law of the oriented v-wired uniform spanning forest of G for every t ∈ R. Moreover, the
process 〈ABv,t(Iv)〉t∈R is a stationary, ergodic, stochastically continuous Markov process.
3.2 Relation to capacity
In this section, we record the well-known relationship between the interlacement intensity mea-
sure Q∗ and the capacity of a set, and extend this relationship to the v-rooted interlacement
intensity measure Q∗v. Recall that the capacity (a.k.a. conductance to infinity [55, Chapter 2])
of a finite set of vertices K in a network G is defined to be
Cap(K) := Q∗(W∗K) =
∑
v∈K
c(v)Pv(τ
+
K =∞),
where τ+K is the first positive time that the random walk visits K and the second equality follows
by definition of Q∗. Similarly, we define the v-wired capacity of a finite set K to be
Capv(K) := Q
∗
v(W∗K) =
∑
u∈K\v
c(u)Pu(τ
+
K > τv) + c(v)1(v ∈ K)
[
1 + Pv(τ
+
K =∞)
]
,
with the convention that τ+K > τv in the case that both hitting times are equal to ∞. Note that
if v /∈ K then Capv(K) is the effective conductance between K and {∞, v} (see Section 8 or
[55, Chapter 2] for background on effective conductances). Thus, the number of trajectories in
I[a,b] that hit K is a Poisson random variable with parameter |a− b|Cap(K), while the number
of trajectories in Iv,[a,b] that hit K is a Poisson random variable with parameter |a− b|Capv(K).
In our setting the capacity and v-rooted capacity of a set will always be of the same order:
The inequality Cap(K) ≤ Capv(K) is immediate, while on the other hand we have that
Capv(K) ≤ Cap(K) + 2c(v) +
∑
u∈K\{v}
c(u)Pu(τv < τ
+
K <∞).
By time-reversal we have that
c(u)Pu(τv < τ
+
K <∞) ≤ c(u)Pu
({τv < τ+K <∞} ∪ {τv <∞, τ+K =∞})
= c(v)Pv(τ
+
K <∞, Xτ+K = u)
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for each u ∈ K \ {v}, and summing over u ∈ K \ {v} we obtain that
Capv(K) ≤ Cap(K) + c(v)Pv(τ+K <∞) + 2c(v) ≤ Cap(K) + 3c(v). (3.3)
Thus, in networks with bounded vertex conductances, the capacity and and v-rooted capacity
agree to within an additive constant. Furthermore, the assumption that ‖P‖bub < ∞ implies
that G is uniformly transient and hence that Cap(K) is bounded below by a positive constant
for every non-empty set K.
3.3 Evolution of the past under the dynamics
The reason that the dynamics induced by the interlacement Aldous-Broder algorithm are so
useful for studying the past of the origin in the WUSF is that the past itself evolves in a very
natural way under the dynamics. Indeed, if we run time backwards and compare the pasts P0(v)
and P−t(v) of v in F0 and F−t, we find that the past can become larger only at those times when
a trajectory visits v. At all other times, P−t(v) decreases monotonically in t as it is ‘sliced into
pieces’ by newly arriving trajectories. This behaviour is summarised in the following lemma,
which is adapted from [34, Lemma 5.1]. Given a set A ⊆ R, we write IA for the set of vertices
that are hit by some trajectory in IA, and write Pt(v) for the past of v in the forest Ft.
Lemma 3.4. Let G be a transient network, let I be the interlacement process on G, and let
〈Ft〉t∈R = 〈ABt(I )〉t∈R. Let v be a vertex of G, and let s < t. If v /∈ I[s,t), then Ps(v) is equal
to the component of v in the subgraph of Pt(v) induced by V \ I[s,t).
Proof. Suppose that u is a vertex of V , and let Γs(u,∞) and Γt(u,∞) be the futures of u in
Fs and Ft respectively. Let u = u0,s, u1,s, . . . and u = u0,t, u1,t, . . . be, respectively, the vertices
visited by Γs(u,∞) and Γt(u,∞) in order. Let i0 be the smallest i such that σs(ui,s) < t. Then
it follows from the definitions that Γs(u,∞) and Γt(u,∞) coincide up until step i0, and that
σs(ui,s) < t for every i ≥ i0. (Indeed, σs(ui,s) is decreasing in i.) On the other hand, if v /∈ I[s,t)
then σs(v) > t, and the claim follows readily.
Similarly, we have the following lemma in the v-wired case, whose proof is identical to that
of Lemma 3.4 above. Given A ⊆ R, we write Iv,A for the set of vertices that are hit by some
trajectory in Iv,A, and write Pv,t(u) for the past of u in the forest Fv,t.
Lemma 3.5. Let G be a network, let v be a vertex of G, let Iv be the v-wired interlacement
process on G, and let 〈Fv,t〉t∈R = 〈ABv,t(Iv)〉t∈R. Let u be a vertex of G, and let s < t. If
u /∈ Iv,[s,t), then Pv,s(u) is equal to the component of u in the subgraph of Pv,t(u) induced by
V \ Iv,[s,t).
4 Lower bounds for the diameter
In this section, we use the interlacement Aldous-Broder algorithm to derive the lower bounds on
the tail of the intrinsic and extrinsic diameter of Theorems 1.1–1.4.
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4.1 Lower bounds for the intrinsic diameter
Recall that P(v) denotes the past of v in the WUSF, that Tv denotes the component of v in the
v-WUSF, and that q(v) is the probability that two independent random walks started at v do
not return to v or intersect each other at any positive time.
Proposition 4.1. Let G be a transient network. Then for each vertex v of G we have that
P
(
diamint
(
P(v)
) ≥ r) ≥ ( q(v)Cap(v)
e supu∈V Cap(u)
)
1
r + 1
(4.1)
and similarly
P
(
diamint
(
Tv
) ≥ r) ≥ ( Cap(v)
e supu∈V Cap(u)
)
1
r + 1
(4.2)
for every r ≥ 0.
Note that (4.2) gives a non-trivial lower bound for every transitive network, and can be
thought of as a mean-field lower bound. (For recurrent networks, the tree Tv contains every
vertex of the network almost surely, so that the bound also holds degenerately in that case.)
Proof. We prove (4.1), the proof of (4.2) being similar. Let I be the interlacement process on
G and let F = AB0(I ). Given a path X ∈ W(0,∞) and a vertex u of G visited by the path
after time zero, we define e(X,u) to be the oriented edge pointing into u that is traversed by X
as it enters u for the first time, and define
AB(X) = {−e(X,u) : u is visited by X after time zero}.
Note that, by definition of W(0,∞), X visits infinitely many vertices and AB(X) is an infinite
tree oriented towards X0. In particular, AB(X) contains an infinite path starting at X0, whose
edges are oriented towards X0. (If X is a random walk then this infinite path is unique and can
be interpreted to be the loop-erasure of the time-reversal of X. We will not need to use these
properties here.)
For each ε > 0, let Aε be the event that v is hit by exactly one trajectory in I[0,ε], that this
trajectory hits v exactly once, and that the parts of the trajectory before and after hitting v
do not intersect each other. (In the v-wired case, in the proof of (4.2), one would instead take
Aε to be the event that v is hit by exactly one trajectory in Iv,[0,ε], and that this trajectory is
half-infinite and begins at v.) It follows from the definition of the interlacement intensity measure
that
P(Aε) = εq(v)Cap(v)e−εCap(v). (4.3)
Given Aε, let 〈Wn〉n∈Z be the unique representative of this trajectory that has W0 = v, let
X = W |[0,∞), let Z be an infinite path starting at v in AB(X) (chosen in some measurable way
if there are multiple such paths), and let η be the set of vertices visited by the first r steps of Z,
not including v itself. Let Br,ε ⊆ Aε be the event that Aε occurs and that η is not hit by any
trajectories in I[0,ε] other than W . On the event Br,ε we have by definition of AB0(I ) that the
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reversals of the first r edges traversed by Z are all contained in F and oriented towards v, and it
follows that
P
(
diamint(P(v)) ≥ r
) ≥ P(Br,ε)
for every r ≥ 1 and ε > 0. On the other hand, by the splitting property of Poisson processes, for
every set K ⊂ V , the number of trajectories of I[0,ε] that hit K but not v is independent of the
set of trajectories of I[0,ε] that hit v. We deduce that
P(Br,ε | Aε) ≥ E
[
e−εCap(η) | Aε
]
. (4.4)
Let M = supu∈V Cap(u). We may assume that M <∞, since the claim is trivial otherwise.
By the subadditivity of the capacity we have that Cap(η) ≤ Mr, so that P(Br,ε | Aε) ≥ e−εMr
and hence that
P(Br,ε) ≥ q(v) Cap(v) εe−εCap(v)e−εMr ≥ q(v)Cap(v)εe−εM(r+1). (4.5)
The claimed inequality now follows by taking ε = 1/(M(r + 1)).
The following lemma shows that the lower bound of (4.1) is always meaningful provided that
‖P‖bub <∞. We write G(u, v) = Eu
[∑
n≥0 1(Xn = v)
]
for the Greens function.
Lemma 4.2. Let G be a network with controlled stationary measure and with ‖P‖bub <∞. Then
there exists a positive constant ε such that for every v ∈ V there exists u ∈ V with G(v, u) ≥ ε,
d(v, u) ≤ ε−1, and q(u) > ε. In particular, if G is transitive then q(v) is a positive constant.
Note that the statement concerning the graph distance may hold degenerately on networks
that are not locally finite, but that the Greens function lower bound remains meaningful in this
setting.
Proof. Let X and Y be independent random walks started at v, and observe that
Ev
∣∣{(i, j) : i ≥ n, j ≥ m,Xi = Yj}∣∣ = ∞∑
i=n
∞∑
j=m
∑
w∈V
pi(v, w)pj(v, w)

∞∑
i=n
∞∑
j=m
pi+j(v, v) 
∞∑
`=n+m
(`+ 1)‖P `‖1→∞ (4.6)
for every n,m ≥ 0.
Let I = {(i, j) : i ≥ 0, j ≥ 0, Xi = Yj} be the set of intersection times, which is almost surely
finite by (4.6), and let (τ1, τ2) be the unique element of I that is lexicographically maximal in
the sense that every (i, j) ∈ I either has i < τ1 or i = τ1 and j ≤ τ2. Since ‖P‖bub <∞ the right
hand side of (4.6) tends to zero as n+m→∞, and it follows by Markov’s inequality that there
25
exists k0 <∞ such that Pv(τ1, τ2 ≤ k0) ≥ 1/2 for every v ∈ V . Thus, we deduce that
1
2
≤
∑
u∈V
k0∑
i=0
k0∑
j=0
Pv(τ1 = i, τ2 = j,Xi = Yj = u)
≤
∑
u∈V
k0∑
i=0
k0∑
j=0
Pv(Xi = Yj = u, {X` : ` > i}, {Yr : r > j}, and {u} pairwise disjoint)
=
∑
u∈V
k0∑
i=0
k0∑
j=0
Pv(Xi = Yj = u)q(u) ≤ (k0 + 1)2 sup
u∈V
G(v, u)q(u)1(d(u, v) ≤ k0).
On the other hand, it follows from the definitions that supu,v∈V G(u, v) ≤ ‖P‖bub, and the claim
follows.
4.2 Lower bounds for the extrinsic diameter
In this section we apply a similar method to that used in the previous subsection to prove a lower
bound on the tail of the extrinsic diameter. The method we use is very general and, as well as
being used in the proof of Theorems 1.4–1.6 and 7.3, can also be used to deduce similar lower
bounds for e.g. long-ranged models.
Let G be a network. For each r ≥ 0, we define
L(r) = sup
v∈V
Ev
[
sup
{
n ≥ 0 : Xn ∈ B(v, r)
}]
to be the maximum expected final visit time to a ball of radius r. It is easily seen that every
transitive graph of polynomial growth of dimension d > 2 has L(r)  r2, and the same holds
for any Ahlfors regular network with controlled stationary measure satisfying Gaussian heat
kernel estimates, see Lemma 4.4 below. On the other hand, uniformly ballistic networks have by
definition that L(r)  r.
Proposition 4.3. Let G be a transient network. Then for each vertex v of G we have that
P
(
diamext
(
P(v)
) ≥ r) ≥ ( q(v)2Cap(v)
4e supu∈V Cap(u)
)
1
L(r) + 1
(4.7)
for every r ≥ 1, and similarly
P
(
diamext
(
Tv
) ≥ r) ≥ ( Cap(v)
4e supu∈V Cap(u)
)
1
L(r) + 1
(4.8)
for every r ≥ 1.
Proof of Proposition 4.3. We prove (4.7), the proof of (4.8) being similar. We continue to use
the notation Aε, BR,ε, W , X, Z, η, and M defined in the proof of Proposition 4.1 but with
the variable R replacing the variable r there, so that η is the set of vertices visited by the first
R steps of Z. We also define Cr,R,ε ⊆ Aε to be the event in which Aε occurs and the distance
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in G between v and the endpoint of η is at least r, and define Dr,R,ε = Cr,R,ε ∩ BR,ε. Note
that, since the path Z is oriented towards v in AB(X), it follows from the definition of AB(X)
that the Rth point visited by Z is visited by X at a time greater than or equal to R. Thus,
we have by the definition of the interlacement intensity measure, the union bound (in the form
P(A \ B) ≥ P(A) − P(B)), and Markov’s inequality that, letting Y 1 and Y 2 be independent
random walks started at v,
P(Cr,R,ε)
≥ εCap(v)e−εCap(v)Pv
(
{Y 1i : i > 0}, {Y 2i : i > 0}, and {v} are mutually
disjoint and sup{n ≥ 0 : Y 1n ∈ B(v, r)} < R
∣∣∣∣ v /∈ {Y 2i : i > 0}
)
≥ εCap(v)e−εCap(v)Pv
(
{Y 1i : i > 0}, {Y 2i : i > 0}, and {v} are mutually
disjoint and sup{n ≥ 0 : Y 1n ∈ B(v, r)} < R
)
≥ εCap(v)e−εCap(v)
[
q(v)− L(r)
R
]
.
Thus, it follows by the same reasoning as in the proof of Proposition 4.1 that
P(diamext(P(v)) ≥ r) ≥ P(Dr,R,ε) ≥ e−εMRP(Cr,R,ε) ≥ εCap(v)e−εM(R+1)
[
q(v)− L(r)
R
]
for every R, r ≥ 1 and ε > 0. We conclude by taking ε = 1/M(R+ 1) and R = d2L(r)/q(v)e.
Lemma 4.4. Let G = (V,E) be a network with controlled stationary measure that is d-Ahlfors
regular for some d > 2 and satisfies Gaussian heat kernel estimates. Then L(r)  r2.
Proof. Let v be a vertex of G and let Tr = sup{n ≥ 0 : Xn ∈ B(v, r)}. It follows from the
definitions that
Pv
(
Xn ∈ B(v, r)
)  ∑
u∈B(v,r)
|B(v, n1/2)|−1  n−d/2rd
for every n ≥ 1 and r ≥ 1, and also that there exists a positive constant c such that
Pv
(
Xn ∈ B(v, r)
)  ∑
u∈B(v,r)
e−d(v,u)2/(cn)
|B(v, n1/2)| 
∑
u∈B(v,r∧n1/2)
1
|B(v, n1/2)|  1 ∧ r
dn−d/2
for every n ≥ 1 and r ≥ 1. We deduce that
Pv
(
Xn ∈ B(v, r)
) 
1 n ≤ r2n−d/2rd n > r2. (4.9)
for every n ≥ 1 and r ≥ 1, and hence that, since d > 2,
Ev
∑
m≥n
1
(
Xm ∈ B(v, 2r)
) 
r2 n ≤ r2rdn−d/2+1 n > r2. (4.10)
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On the other hand, it follows by the strong Markov property that
Ev
∑
m≥n
1
(
Xm ∈ B(v, 2r)
) ∣∣∣∣∣ Tr ≥ n
 ≥ inf
u∈V
Eu
∑
m≥0
1
(
Xm ∈ B(u, r)
)  r2,
where the final inequality follows from (4.9), and we deduce that
Pv(Tr ≥ n)  rd−2n−d/2+1
for every n ≥ r2. The claim follows by summing over n.
5 The length and capacity of the loop-erased random walk
In this section, we study the length and capacity of loop-erased random walk. In particular, we
prove that in a network with controlled stationary measure and ‖P‖bub < ∞, an n-step loop-
erased random walk has capacity of order n with high probability. The estimates we derive are
used extensively throughout the remainder of the paper. In the case of Zd, these estimates are
closely related to classical estimates of Lawler, see [51] and references therein.
5.1 The number of points erased
Recall that when X is a path in a network G, the times 〈`n(X) : 0 ≤ n ≤ |LE(X)|〉 are defined
to be the times contributing to the loop-erasure of X, defined recursively by `0(X) = 0 and
`n+1(X) = 1 + max{m : Xm = X`n(X)}. We also define
ρn(X) = max{k : `k ≤ n}
for each 0 ≤ n ≤ |X|, so that ρn(X) is the number of times between 1 and n that contribute to
the loop-erasure of X. The purpose of this section is to study the growth of ` and ρ when X is
a random walk on a network with controlled stationary measure satisfying ‖P‖bub <∞.
Recall that we write XT for the random walk ran up to the (possibly random) time T , and
use similar notation for other paths such as LE(X).
Lemma 5.1. Let G be a transient network, let v be a vertex of G, and let X be a random walk
on G started at v. Then the following hold.
1. The random variables 〈`n+1(X)− `n(X)〉n≥0 are independent conditional on LE(X), and the
estimate
Pv
[
`n+1(X)− `n(X)− 1 = m | LE(X)
] ≤ ‖Pm‖1→∞ (5.1)
holds for every n ≥ 0 and m ≥ 0.
2. If ‖P‖bub <∞, then
Ev
[
`n(X) | LE (X)
] ≤ ‖P‖bub n (5.2)
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and
Pv
[
ρn(X) ≤ λ−1n | LE(X)
]
≤ ‖P‖bub λ−1 (5.3)
for every n ≥ 1 and λ > 0.
Note that, in the other direction, we have the trivial inequalities `n ≥ n and ρn ≤ n.
Proof. We first prove item 1. Observe that the conditional distribution of 〈Xi〉i≥`n given X`n
is equal to the distribution of a random walk started at X`n and conditioned never to return
to the set of vertices visited by LE(X)n−1. (This is the same observation that is used to derive
the Laplacian random walk representation of loop-erased random walk, see [50].) Thus, the
conditional distribution of X given LE(X) = γ can be described as follows. For each finite path
η in G, let w(η) be its random walk weight
w(η) = Px0(X
|η| = η) =
|η|−1∏
i=0
c(ηi,i+1)
c(ηi)
.
For each time n ≥ 0, let Ln = Ln(LE(X)) be the set of finite loops in G that start and end at
LE(X)n and do not hit the trace of LE(X)
n−1 (which we consider to be the empty set if n = 0).
In particular, Ln includes the loop of length zero at LE(X)n for each n ≥ 0. Then the random
walk segments 〈Xi〉`n+1−1i=`n are conditionally independent given LE(X), and have law given by
Pv(〈Xi〉`n+1−1i=`n = η | LE(X)) =
w(η)∑
η′∈Ln w(η
′)
1(η ∈ Ln). (5.4)
The contribution of the loop of length zero ensures that the denominator in (5.4) is at least one,
so that
Pv
(
〈Xi〉`n+1−1i=`n = η | LE(X)
)
≤ w(η)1(η ∈ Ln)
and hence, summing over η ∈ Ln of length m,
Pv
(
`n+1 − `n − 1 = m | LE(X)
) ≤ pm (LE(X)n, LE(X)n) ≤ ‖Pm‖1→∞ (5.5)
for all m ≥ 0, establishing item 1.
For item 2, (5.2) follows immediately from (5.1). Furthermore, ρn ≤ λ−1n if and only if
`bλ−1nc ≥ n, so that (5.3) follows from (5.2) and Markov’s inequality.
We remark that Lemma 5.1 together with the strong law of large numbers for independent,
uniformly integrable random variables [29, Theorem 2.19] has the following easy corollary. Since
we do not require the result for the remainder of the paper, the proof is omitted.
Corollary 5.2. Let G be a transient network, and let X be a random walk on G. If ‖P‖bub <∞,
then
lim sup
n→∞
1
n
`n(X) ≤ lim sup
n→∞
1
n
E`n(X) ≤ ‖P‖bub
almost surely.
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The following variation of Lemma 5.1, applying to the loop-erasure of a random walk stopped
upon hitting a vertex v, is proved similarly.
Lemma 5.3. Let G be a network. Let u and v be distinct vertices of G, let X be a random walk
started at u, and let γ be a simple path connecting u to v. Then the following hold.
1. The random variables 〈`n+1(Xτv) − `n(Xτv)〉|γ|−1n=0 are independent conditional on the event
that τv <∞ and LE(Xτv) = γ, and the estimate
Pu
(
`n+1(X
τv)− `n(Xτv)− 1 = m | τv <∞, LE(Xτv) = γ
) ≤ ‖Pm‖1→∞ (5.6)
holds for every vertex 1 ≤ n ≤ |γ| − 1 and every m ≥ 0.
2. If ‖P‖bub <∞, then
Eu
[
τv | τv <∞, LE(Xτv) = γ
] ≤ ‖P‖bub|γ|. (5.7)
Proof. Write `n = `n(X
τv). Observe that the conditional distribution of 〈Xi〉τvi=`n given the
random variable X`n and the event `n < τv <∞ is equal to the distribution of a simple random
walk started at X`n and conditioned to hit v before hitting the set of vertices visited by LE(X)
n−1.
The rest of the proof is very similar to that of Lemma 5.1.
5.2 The capacity of loop-erased random walk
Given a transient path X in a network, we define ηn(X) = max{`k(X) : k ≥ 0, `k(X) ≤ n}
for each n ≥ 0. The time ηn(X) is defined so that LE(Xηn) = LE(Xn)ρn = LE(X)ρn , and in
particular, every edge traversed by LE(Xηn) is also traversed by both LE(X) and LE(Xn). The
goal of this subsection is to prove the following estimate, which will play a fundamental role in
the remainder of our analysis.
Proposition 5.4. Let G be a network with controlled stationary measure. If ‖P‖bub <∞, then
Pv
(
Cap
(
LE(Xn)
) ≤ λ−1n) ≤ Pv (Cap (LE(Xηn)) ≤ λ−1n)  λ−1/3 (5.8)
and similarly
Pv
(
Cap
(
LE(X`n)
)
≤ λ−1n
)
 λ−1/2 (5.9)
for every vertex v of G, every n ≥ 1, and every λ ≥ 1.
We do not expect these bounds to be optimal.
Our primary means of estimating capacity will be the following lemma. Given a network G,
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we write |A|c =
∑
v∈A c(v) for the total conductance of a set of vertices A, write
G(u, v) = Eu
∑
n≥0
1(Xn = v)

for the Greens function on G, and define for each finite set of vertices A of G the quantity
I(A) =
∑
u,v∈A
c(u)G(u, v) =
∑
u∈A
c(u)Eu
[∑
n≥0
1 (Xn ∈ A)
]
.
Note that for any two sets of vertices A ⊆ B, we have I(A) ≤ I(B). When G has controlled
stationary measure, the ratio I(A)/|A|c is comparable to the expected number of steps a random
walk spends in A when started from a uniform point of A.
Lemma 5.5. Let G be a transient network. Then
Cap(A) ≥ |A|
2
c
I(A)
for every finite set of vertices A in G.
Proof. Recall the following variational formula for the capacity of a finite set A [37, Lemma 2.3]:
Cap(A)−1 = inf
 ∑
u,v∈A
G(u, v)
c(v)
µ(u)µ(v) : µ is a probability measure on A
 .
The claim follows by taking µ to be the measure µ(v) = c(v)/|A|c.
A useful feature of Lemma 5.5 is that once one has an upper bound on I(A) for some set
A, one also obtains lower bounds on the capacity of all subsets of A in terms of their size. In
particular, Lemma 5.5 yields that
Cap
(
LE(Xηn)
) ≥ [ inf
u∈V
c(u)
]2 (ρn + 1)2
I(LE(Xηn))
≥
[
inf
u∈V
c(u)
]2 (ρn + 1)2
I(Xn)
,
so that to lower bound Cap(LE(Xηn)) it will suffice to lower bound ρn and upper bound I(X
n).
Moreover, for our purposes, it will suffice to control the expectation of I(Xn).
Lemma 5.6. Let G be a network. Then
Ev
[
I(Xn)
] ≤ 2(n+ 1)[sup
u∈V
c(u)
]
·
 n∑
m=0
(m+ 1)‖Pm‖1→∞ + (n+ 1)
∞∑
m=n+1
‖Pm‖1→∞

for every v ∈ V and n ≥ 0.
Remark 5.7. Lemmas 5.5 and 5.6 give the correct order of magnitude for the capacity of the
random walk on Zd for all d ≥ 3, which is order √n when d = 3, order n/ log n when d = 4, and
order n when d ≥ 5. See [5] and references therein for more detailed results.
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Lemma 5.6 has the following immediate corollary.
Corollary 5.8. Let G be a network with controlled stationary measure. If ‖P‖bub <∞ then
Ev
[
I(Xn)
]  n
for every vertex v of G and every n ≥ 1.
Before proving Lemma 5.6, let us use it, together with Lemma 5.1, to deduce Proposition 5.4.
Proof of Proposition 5.4 given Corollary 5.8. It follows from Lemma 5.5 and a union bound that
Pv
(
Cap(LE(Xηn)) ≤ λ−1n
)
≤ Pv
(
(ρn + 1) ≤
[
inf
u∈V
c(u)
]−1
λ−1/3n
)
+ Pv
(
I(Xn) ≥ λ1/3n
)
(5.10)
and similarly
Pv
(
Cap(LE(X`n)) ≤ λ−1n
)
≤ Pv
(
`n ≥ λ1/2n
)
+ Pv
(
I
(
Xbλ
1/2nc
)
≥
[
inf
u∈V
c(u)
]−2
λn
)
.
(5.11)
The claim now follows immediately from Lemma 5.1, Corollary 5.8 and Markov’s inequality.
Proof of Lemma 5.6. Conditional on X, let Y i be a random walk started at Xi for each i ≥ 0,
writing P for the joint law of X and the walks 〈Y i〉i≥0. Then we have
Ev
[
I(Xn)
] ≤ n∑
j=0
n∑
i=0
∑
k≥0
E
[
c(Xi)1(Y
i
k = Xj)
]
.
(This is an inequality rather than an equality because the right-hand side counts vertices with
multiplicity according to how often they are visited by X.) We split this sum into two parts
according to whether i ≤ j or i > j. For the first sum, we have that
n∑
i=0
n∑
j=i
∑
k≥0
E
[
c(Xi)1(Y
i
k = Xj)
]
=
n∑
i=0
n∑
j=i
∑
k≥0
∑
u,w∈V
pi(v, u)pk(u,w)c(u)pj−i(u,w).
Reversing time and rearranging yields that
n∑
i=0
n∑
j=i
∑
k≥0
E
[
c(Xi)1(Y
i
k = Xj)
]
=
n∑
i=0
n∑
j=i
∑
k≥0
∑
u,w∈V
pi(v, u)pk(u,w)pj−i(w, u)c(w)
≤
[
sup
u∈V
c(u)
]
n∑
i=0
n∑
j=i
∑
k≥0
‖P k+j−i‖1→∞.
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Similarly, for the second sum, we have that
n∑
i=0
i−1∑
j=0
∑
k≥0
E
[
c(Xi)1(Y
i
k = Xj)
]
≤
[
sup
u∈V
c(u)
]
n∑
i=0
i−1∑
j=0
∑
k≥0
‖P i−j+k‖1→∞,
and summing these two bounds we obtain that
Ev
[
I(Xn)
] ≤ [sup
u∈V
c(u)
]
n∑
i=0
n∑
j=0
∑
k≥0
‖P |i−j|+k‖1→∞.
Using the substitutions ` = |i− j| and m = k+ ` and noting that there at most 2(n+ 1) choices
of i, j and k corresponding to each ` and m with ` ≤ m, we deduce that
1
2
[
sup
u∈V
c(u)
]−1
Ev
[
I(Xn)
] ≤ (n+ 1) ∞∑
m=0
m∧n∑
`=0
‖Pm‖1→∞
= (n+ 1)
n∑
m=0
(m+ 1)‖Pm‖1→∞ + (n+ 1)2
∞∑
m=n+1
‖Pm‖1→∞
as claimed.
6 Volume bounds
In this section, we study the volume of balls in both the WUSF and v-WUSF. In Section 6.1 we
prove upper bounds on the moments of the volumes of balls, while in Section 6.2 we prove lower
bounds on moments and upper bounds on the probability that the volume is atypically small.
Together, these estimates will imply that df (T ) = 2 for every component T of F almost surely.
The estimates in this section will also be important in Sections 7 and 8.
6.1 Upper bounds
The goal of this subsection is to obtain tail bounds on the probability that an intrinsic ball in
the WUSF contains more than n2 vertices. The upper bounds we obtain are summarized by the
following two propositions, which are generalisations of [11, Theorem 4.1].
Recall that B(v, n) denotes the intrinsic ball of radius n around v in the WUSF F, and
Bv(v, n) denotes the intrinsic ball of radius n around v in the v-WUSF Fv. We define the
constant
α = α(G) = 4
supu∈V c(u)
infu∈V c(u)
‖P‖bub. (6.1)
Proposition 6.1. Let G be a network with controlled stationary measure such that ‖P‖bub <∞,
and let F be a wired uniform spanning forest of G. Then the estimates
E
[
|B(v, n)|k
]
≤ e (k + 1)!αk (n+ 1)2k (6.2)
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and
E
[
exp
(
t
α(n+ 1)2
|B(v, n)|
)]
≤ 1
1− t (6.3)
hold for every v ∈ V, n ≥ 0, k ≥ 1 and 0 ≤ t < 1.
We also obtain the following variation of this proposition applying to the v-WUSF.
Proposition 6.2. Let G be a network with controlled stationary measure such that ‖P‖bub <∞,
let v be a vertex of G and let Fv be a v-wired uniform spanning forest of G. Then the estimates
E
[
|Bv(v, n)|k
]
≤ (k − 1)!αk (n+ 1)2k−1 (6.4)
and
E
[
exp
(
t
α(n+ 1)2
|Bv(v, n)|
)]
≤ 1− log(1− t)
n+ 1
(6.5)
hold for every v ∈ V, n ≥ 0, k ≥ 1 and 0 ≤ t < 1.
(To prove our main theorems it suffices to have just the first and second moment bounds
of Propositions 6.1 and 6.2. We include the exponential moment bounds for future application
since they are not much more work to derive.)
Before proving Propositions 6.1 and 6.2, we note the following important corollaries.
Corollary 6.3. Let G be a network with controlled stationary measure and with ‖P‖bub < ∞,
and let F be a wired uniform spanning forest of G. Then
P
(
|B(v, n)| ≥ λα(n+ 1)2
)
≤ λe−λ+1
for all v ∈ V , n ≥ 0, and λ ≥ 1.
Proof. By Markov’s inequality, we have that
P
(
|B(v, n)| ≥ λα(n+ 1)2
)
≤ e−tλE
[
exp
(
t
α(n+ 1)2
|B(v, n)|
)]
≤ e
−tλ
1− t
for every v ∈ V , n ≥ 0, and 0 ≤ t < 1. The claim follows by taking t = 1− λ−1.
Corollary 6.4. Let G be a network with controlled stationary measure and with ‖P‖bub < ∞,
and let F be a wired uniform spanning forest of G. Then
lim sup
n→∞
|B(v, n)|
n2 log logn
≤ α
almost surely for every vertex v of G.
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Proof. Let a > 1 and let nk = dake. Then for every ε > 0, v ∈ V and all k sufficiently large we
have that, by Corollary 6.3,
P
(
|B(v, nk)| ≥ (1 + ε)α(nk + 1)2 log lognk
)
≤ e(1 + ε) log(k log a)
(k log a)1+ε
.
The right hand side is summable in k whenever ε > 0, and it follows by Borel-Cantelli that
lim sup
k→∞
|B(v, nk)|
α(nk + 1)2 log lognk
≤ 1
almost surely. Since |B(v, n)| is increasing and for every n there exists k such that nk ≤ n ≤ ank,
it follows that
lim sup
k→∞
|B(v, n)|
α(n+ 1)2 log log n
≤ a2 lim sup
k→∞
|B(v, nk)|
α(nk + 1)2 log log nk
≤ a2
almost surely, and the claim follows since a > 1 was arbitrary.
Remark 6.5. [13, Proposition 2.8]2 shows that Corollary 6.4 is sharp in the sense that, when G
is a 3-regular tree, log log n cannot be replaced with (log logn)1−ε for any ε > 0.
We now begin working towards the proof of Propositions 6.1 and 6.2. We begin with a first
moment estimate.
Lemma 6.6. Let G be a network with controlled stationary measure and with ‖P‖bub < ∞.
Then
E|Bv(v, n)| ≤ α(n+ 1)
for every v ∈ V and n ≥ 0.
Proof. Let u ∈ V , and consider sampling the v-rooted uniform spanning forest Fv using Wilson’s
algorithm rooted at v, starting with a random walk X with X0 = u. Then u ∈ B(v, n) if and
only if the random walk started at u hits v and the loop-erasure of the random walk path stopped
when it first hits v has length at most n. Denote this event An(u, v), so that
E|Bv(v, n)| =
∑
u∈V
Pu(An(u, v)).
If ‖P‖bub <∞, then for every two vertices u and v in G and every simple path γ from u to
v we have that, by the estimate (5.7) of Lemma 5.3 and Markov’s inequality,
Pu
(
τv ≥ 2‖P‖bub · |γ| | τv <∞, LE(Xτv) = γ
) ≤ 1
2
.
2That work studies the IIC on the 3-regular tree, rather than the WUSF. We recall however that the IIC and
the component of the origin in the WUSF have the same distribution on a k-regular tree, namely that of (the
unimodular version of) a critical Binomial Galton-Watson tree conditioned to survive forever.
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Taking expectations over LE(X) conditional on the event An(u, v) yields that
Pu
(
τv ≤ 2‖P‖bub n | An(u, v)
) ≥ 1/2
and hence, by Bayes’ rule
Pu
(
An(u, v)
) ≤ 2Pu (τv ≤ 2‖P‖bub n) ≤ 2 b2‖P‖bub nc∑
k=0
pk(u, v).
Reversing time we have
Pu(An(u, v)) ≤ 2c(v)
c(u)
b2‖P‖bub nc∑
k=0
pk(v, u),
from which the claim may immediately be derived by summing over u ∈ V .
We next use an inductive argument to control the higher moments of |Bv(v, n)|.
Lemma 6.7. Let G be a network. Then
sup
v∈V
E
[
|Bv(v, n)|k
]
≤ (k − 1)! (n+ 1)k−1 sup
v∈V
E
[
|Bv(v, n)|
]k
for every n ≥ 0 and k ≥ 1.
Proof. By induction, it suffices to prove that the inequality
E
[
|Bv(v, n)|k
]
≤ (k − 1)(n+ 1)E
[
|Bv(v, n)|k−1
]
sup
w∈V
E
[|Bw(w, n)|] (6.6)
holds for every vertex v of G and every k ≥ 1. To this end, let v be a vertex of G and
let u1, . . . , uk−1 be vertices of G such that P(u1, . . . , uk−1 ∈ Bv(v, n)) > 0. It follows from
Wilson’s algorithm that, conditional on the event that u1, . . . , uk−1 ∈ Bv(v, n) and on the paths
Γv(u1, v), . . . ,Γv(uk−1, v) connecting each of the vertices ui to v in Fv, the probability that a
vertex w is contained in Bv(v, n) is at most the probability that a random walk started at w hits
one of the paths Γv(ui, v) and that the loop-erasure of this stopped path has length at most n.
Thus, we obtain
P
(
uk ∈ Bv(v, n) | u1, . . . , uk−1 ∈ Bv(v, n), 〈Γv(ui, v)〉k−1i=1
)
≤
k−1∑
i=1
∑
u∈Γv(ui,v)
Puk(τu <∞, |LE(Xτu)| ≤ n) =
k−1∑
i=1
∑
u∈Γv(ui,v)
P(uk ∈ Bu(u, n))
and hence, summing over uk and taking expectations over 〈Γ(ui, v)〉k−1i=1 we obtain that
E
[|Bv(v, n)| | u1, . . . , uk−1 ∈ Bv(v, n)] ≤ (k − 1)(n+ 1) sup
u∈V
E
[|Bu(u, n)|] .
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(This inequality can also be deduced using Lemma 2.1.) The inequality (6.6) now follows from
this together with the inequality
E
[
|Bv(v, n)|k
]
=
∑
u1,...,uk∈V
P
(
uk ∈ Bv(v, n) | u1, . . . , uk ∈ Bv(v, n)
)
P
(
u1, . . . , uk−1 ∈ Bv(v, n)
)
≤ E
[
|Bv(v, n)|k−1
]
sup
u1,...,uk−1
E
[
|Bv(v, n)| | u1, . . . , uk−1 ∈ Bv(v, n)
]
,
where the supremum is taken over all collections of vertices u1, . . . , uk−1 ∈ V such that the
probability P(u1, . . . , uk−1 ∈ Bv(v, n)) is positive.
Next, we control the moments of the volume of balls in the WUSF in terms of the moments
in the v-WUSF.
Lemma 6.8. Let G be a transient network. Then
sup
v∈V
E
[
|B(v, n)|k
]
≤
∑
k0, ..., kn≥0:
k0+···+kn=k
n∏
i=0
sup
v∈V
E
[
|Bv(v, n)|ki
]
(6.7)
for every n ≥ 0 and k ≥ 1.
Proof. Let v ∈ V and let Γ(v,∞) be the future of v in F. Let v = u0, . . . , un be the first n + 1
vertices in the path Γ(v,∞). For each 0 ≤ i ≤ n, let Wi = {wi,1, . . . , wi,mi} be a finite (possibly
empty) collection of vertices of G, and let Ai be the event that for every vertex w ∈Wi, w is in
B(v, n) and that the path connecting w to v first meets Γ(v,∞) at ui.
Let {Xi,j : 0 ≤ i ≤ n,mi 6= 0, 1 ≤ j ≤ n} be a collection of independent random walks,
independent of Γ(v,∞), such that Xi,j0 = wi,j for each 0 ≤ i ≤ n such that mi 6= 0 and each
1 ≤ j ≤ mi. For each 0 ≤ i ≤ n such that mi 6= 0, letBi be the event that, if we sample Fui using
Wilson’s algorithm, starting with the random walks Xi,1, . . . , Xi,mi , then every vertex in Wi is
connected to ui in Fui by a path of length at most n. Observe that if we sample F conditional
on Γ(v,∞) using Wilson’s algorithm starting with X0,1, . . . , X0,m0 , then X1,1, . . . , X1,m1 , and so
on, then we have the containment Ai ⊆ Bi. We deduce that
P
( ∩ni=0 Ai | Γ(v,∞)) ≤ P( ∩ni=1 Bi | Γ(v,∞)) = n∏
i=0
P(Bi | Γ(v,∞)).
Summing over the possible choices of the sets Wi such that
∑n
i=0 |Wi| = k, we obtain that
E
[
|B(v, n)|k | Γ(v,∞)
]
≤
∑
k0, ..., kn≥0:
k0+···+kn=k
n∏
i=0
E
[
|Bui(ui, n)|ki
]
,
and the claim follows.
We now prove Proposition 6.1.
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Proof of Propositions 6.1 and 6.2. The moment estimate (6.4) follows immediately from Lem-
mas 6.6 and 6.7. In order to prove the moment generating function estimates (6.5) and (6.3),
define
Φ(n, t) =
∞∑
k=0
1
k!
(
t
α(n+ 1)2
)k
sup
v∈V
E
∣∣B(v, n)∣∣k
and
Ψ(n, t) =
∞∑
k=0
1
k!
(
t
α(n+ 1)2
)k
sup
v∈V
E
∣∣Bv(v, n)∣∣k .
The moment estimate (6.4) implies that
Ψ(n, t) ≤ 1 + 1
n+ 1
∞∑
k=1
tk
k
= 1− log(1− t)
n+ 1
for every n ≥ 0 and t ∈ [0, 1). The moment generating function estimate (6.5) follows immedi-
ately. Next, Lemma 6.8 implies that
Φ(n, t) ≤
∞∑
k=0
1
k!
(
t
α(n+ 1)2
)k ∑
k0, ..., kn≥0:
k0+···+kn=k
n∏
i=0
sup
v∈V
E
[
|Bv(v, n)|ki
]
.
On the other hand, we have that
Ψ(n, t)n+1 =
∞∑
k=0
∑
k0,...,kn≥0
k0+···+kn=k
n∏
i=0
1
ki!
(
t
α(n+ 1)2
)ki
sup
v∈V
E
[∣∣Bv(v, n)∣∣ki] ,
and since
∏n
i=0(ki)! ≤ k! whenever k0, . . . , kn are non-negative integers summing to k, we deduce
that
Φ(n, t) ≤ Ψ(n, t)n+1
for every n ≥ 0 and t ≥ 0. Thus, it follows that
Φ(n, t) ≤
(
1− log(1− t)
n+ 1
)n+1
≤ 1
1− t
for every n ≥ 0 and t ∈ [0, 1), where the final inequality follows from the elementary inequality
1− x ≤ e−x. This yields the moment generating function estimate (6.3).
Finally, to deduce (6.2), we use the fact that, since |B(v, n)| is non-negative,
E
[
exp
(
t
α(n+ 1)2
|B(v, n)|
)]
≥ t
k E
[|B(v, n)|k]
αk(n+ 1)2kk!
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and hence
E
[
|B(v, n)|k
]
≤ k!α
k(n+ 1)2k
tk(1− t)
for all k ≥ 1 and t ∈ [0, 1). Optimizing by taking t = k/(k + 1) and using that (1 + x−1)x ≤ e
for every x ≥ 0 yields (6.2).
6.2 Lower bounds
In this section, we give lower bounds on the first moment of the volume of the past, and derive
upper bounds on the probability that the volume of an intrinsic ball is atypically small.
We begin with the following simple lower bounds on the first moments. We write P(v, n) for
the ball of radius n around v in the past of v in F, and write ∂P(v, n) for the set of points that
are in the past of v in F and have intrinsic distance exactly n from v.
Lemma 6.9. Let G be a transient network, and let F be the wired uniform spanning forest of G.
Then
E|∂P(v, n)| ≥ q(v)c(v)
supu∈V c(u)
for every v ∈ V and n ≥ 0. Similarly, if Fv is the v-wired uniform spanning forest of G then
E|∂Bv(v, n)| ≥ c(v)
supu∈V c(u)
.
Remark 6.10. If G is a transitive unimodular graph, the mass-transport principle yields the exact
equality E|∂P(v, n)| = 1 for every n ≥ 1.
Proof. We prove the first claim, the proof of the second being similar. Let u ∈ V , and let X be a
random walk started at u. Consider sampling F using Wilson’s algorithm, starting with the walk
X. Let An(u, v) be the event that X hits v, that the sets {Xm : 0 ≤ m < τv} and {Xm : m ≥ τv}
are disjoint, and that |LE(Xτv)| = n, so that u ∈ ∂P(v, n) on the event An(u, v) and hence
E
[∣∣∂P(v, n)∣∣] ≥∑
u∈V
P
(
An(u, v)
)
.
Let Y be an independent random walk started at v. By time-reversal, we have that
Pu(An(u, v)) ≥ c(v)
c(u)
Ev
[
#{k : Xk = u, |LE(Xk)| = n}1({Xi : i > 0} ∩ {Yi : i ≥ 0} = ∅)
]
and hence, summing over u ∈ V ,
E|∂P(v, n)| ≥ c(v)q(v)
supu∈V c(u)
Ev
[
#{k : |LE(Xk)| = n} | {Xi : i > 0} ∩ {Yi : i ≥ 0} = ∅
]
≥ c(v)q(v)
supu∈V c(u)
as claimed, where the second inequality follows since there must be at least one time k such that
|LE(Xk)| = n, namely the time `n.
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Our next goal is to prove the following lemma.
Lemma 6.11. Let G be a network with controlled stationary measure and ‖P‖bub <∞, and let
F be the wired uniform spanning forest of G. Then
P
(|B(v, n)| ≤ λ−1n2)  λ−1/8
for every vertex v, every n ≥ 0 and every λ ≥ 1.
Lemma 6.11 has the following immediate corollary, which is proved similarly to Corollary 6.4
and which together with Corollary 6.4 establishes that df (T ) = 2 for every component of F
almost surely (as claimed in Theorem 1.3). We remark that Barlow and Ja´rai [11] established
much stronger versions of Lemma 6.11 and Corollary 6.12 in the case of Zd, d ≥ 5.
Corollary 6.12. Let G be a network with controlled stationary measure with ‖P‖bub <∞, and
let F be the wired uniform spanning forest of G. Then
lim inf
n→∞
log8+ε n
n2
|B(v, n)| > 0
almost surely for every v ∈ V and ε > 0.
In order to prove Lemma 6.11, we first show that the volume of the tree can be lower bounded
with high probability in terms of quantities related to the capacity of the spine, and then show
that these quantities are large with high probability.
Given two sets of vertices A ⊆ B in a transient graph and k ∈ [0,∞], we define
Capk(A,B) :=
∑
v∈A
c(v)Pv(τ
+
B ≥ k),
so that Cap(A) = Cap∞(A,A).
Lemma 6.13. Let G be a network with controlled stationary measure. Let v be a vertex of G
and let Γ = Γ(v,∞) be the future of v in F.
1. The estimate
E
[
|B(v, 2n)|
∣∣∣ Γ]  (k + 1) Capk(Γn,Γ) (6.8)
holds for every n ≥ 0 and 0 ≤ k ≤ n.
2. If ‖P‖bub <∞, then
P
(
|B(v, 2n)| ≤ kCapk(Γ
n,Γ)
2 supu∈V c(u)
∣∣∣∣ Γ)  (k + 1)(n+ 1)Capk(Γn,Γ)2 (6.9)
for every 1 ≤ k ≤ n.
Proof. Let v = v0, v1, . . . be the vertices visited by the path Γ. Let Ti(k) be the set of vertices
that are connected to v in F by a path that first meets Γ at vi, and such that the path connecting
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them to Γ has length at most k. Clearly
|B(v, 2n)| ≥
n∑
i=0
|Ti(k)|
for every n ≥ 0 and every 0 ≤ k ≤ n. Let u be a vertex of G, and suppose that we sample F
using Wilson’s algorithm, starting with the vertices v and u. For u to be included in Ti(k), it
suffices for the random walk started at u to hit Γ for the first time at vi, and to do so within
time k. By a time-reversal argument similar to that used in the proof of Lemma 6.6, it follows
that
E
[
n∑
i=0
|Ti(k)|
∣∣∣∣∣ Γ
]
≥
∑n
i=0 c(vi)(k + 1)Pvi(τ
+
Γ ≥ k + 1)
supu∈V c(u)
≥ (k + 1)Capk+1(Γ
n,Γ)
supu∈V c(u)
. (6.10)
The estimate (6.8) follows immediately.
Let u1, u2 ∈ V and 0 ≤ i < j ≤ n. By running Wilson’s algorithm starting first with v and
then with u1, we see that the probability that u1 ∈ Ti(m) given Γ is equal to the probability
that a random walk started at u1 hits Γ for the first time at vi, and that the loop-erasure of
the walk stopped at this time has length at most k. On the other hand, by running Wilson’s
algorithm starting with v, u2, and u1 (in that order), we see that the conditional probability
that u1 ∈ Ti(k) given Γ, Γ(u2,∞), and the event that u2 ∈ Tj(k) is equal to the probability that
a random walk started at u1 hits the union of Γ and Γ(u2,∞) for the first time at vi and that
the loop-erasure of the walk stopped at this time has length at most k. This second conditional
probability is clearly smaller than the first, and we deduce that
P
(
u1 ∈ Ti(k) | Γ, u2 ∈ Tj(k)
) ≤ P (u1 ∈ Ti(k) | Γ) .
It follows that
E
[|Ti(k)| · |Tj(k)| | Γ] ≤ E [|Ti(k)| | Γ]E [|Tj(k)| | Γ]
for every 0 ≤ i < j ≤ n, and hence that
Var
[
n∑
i=0
|Ti(k)|
∣∣∣∣∣ Γ
]
≤
n∑
i=0
E
[
|Ti(k)|2 | Γ
]
≤
∑
u∈V
1(u ∈ {v0, v1, . . . , vn})E
[
|pastF\Γ(u, k)|2 | Γ
]
≤
∑
u∈V
1(u ∈ {v0, v1, . . . , vn}) sup
w∈V
E
[
|Bw(w, k)|2
]
= (n+ 1) · sup
w∈V
E
[
|Bw(w, k)|2
]
,
where we have applied Lemma 2.1 (more specifically, (2.1) with K = {v, u}) in the third inequal-
ity. If ‖P‖bub <∞, we deduce from Proposition 6.2 that
Var
[
n∑
i=0
|Ti(k)|
∣∣∣∣∣ Γ
]
 (k + 1)3(n+ 1),
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and applying Chebyshev’s inequality yields that
P
 n∑
i=0
|Ti(k)| ≤ (k + 1)Capk(Γ
n,Γ)
2 supu∈V c(u)
∣∣∣∣∣ Γ
 ≤ 4 Var
[∑n
i=0 |Ti(k)| | Γ
]
E
[∑n
i=0 |Ti(k)| | Γ
]2  (k + 1)(n+ 1)Capk(Γn,Γ)2 .
for all 1 ≤ k ≤ n as claimed.
Lemma 6.14. Let G be a network with controlled stationary measure and with ‖P‖bub < ∞.
Let v be a vertex of G, let X be a random walk started at v and let Γ = LE(X). Then for every
1 ≤ k ≤ n we have that
E
[
Capk
(
Γn
)− Capk(Γn,Γ)]  k1/2n1/2 (6.11)
and that
P
(
Capk
(
Γn,Γ
) ≤ λ−1n)  λ−1/2 + λk1/2n−1/2. (6.12)
for every 1 ≤ k ≤ n and λ ≥ 1.
Proof. Let m ≤ n, and let A = {Γi : 0 ≤ i ≤ n}, B = {Γi : 0 ≤ i ≤ n − m}, and C = {Γi :
i ≥ n+ 1}. Considering the contribution to Capk
(
Γn
)−Capk(Γn,Γ) of the last m steps and the
first n−m steps of Γn separately, we obtain that
Capk
(
Γn
)− Capk(Γn,Γ) = ∑
u∈A
c(u)Pu(τC < k) ≤
∑
u∈A\B
c(u) +
∑
u∈B
c(u)Pu(τC < k)
 m+
∑
u∈B
∑
w∈C
k∑
`=0
p`(u,w).
Taking expectations over Γ, we obtain that
E
[
Capk(Γ
n)− Capk(Γn,Γ)
]  m+ ∑
u,w∈V
P(u ∈ B,w ∈ C)
k∑
`=0
p`(u,w).
On the event u ∈ B we have that E[ τu | Γ ] ≤ E[ `n | Γ ], and hence by Lemma 5.3 that E[ τu |
Γ ] ≤ ‖P‖bubn on the event that u ∈ B. It follows by Markov’s inequality that τu ≤ 2‖P‖bubn
with probability at least 1/2 conditional on Γ and the event that u ∈ B, and in particular that
τu ≤ 2‖P‖bubn with probability at least 1/2 conditional on the event that u ∈ B and w ∈ C.
Moreover, on this event we must have that w is visited (not necessarily for the first time) by X
42
some time at least m steps after τu. Thus, we obtain that
E
[
Capk(Γ
n)− Capk(Γn,Γ)
]  m+ ∑
u∈V
P
(
τu ≤ 2‖P‖bubn
)∑
w∈V
∑
r≥m
k∑
`=0
pr(u,w)p`(u,w)
= m+
∑
u∈V
P
(
τu ≤ 2‖P‖bubn
)∑
r≥m
k∑
`=0
‖P r+`‖1→∞
 m+ kn
∑
j≥m
‖P j‖1→∞  m+ knm−1.
Taking m = dk1/2n1/2e concludes the proof of (6.11).
To obtain (6.12), simply take a union bound and apply (6.11) and (5.9) to get that, since
Capk(Γ
n) ≥ Cap(Γn),
P
(
Capk
(
Γn,Γ
) ≤ λ−1n) ≤ P(Cap(Γn) ≤ 2λ−1n)+ P(Capk(Γn)− Capk(Γn,Γ) ≥ λ−1n)
 λ−1/2 + λk1/2n−1/2.
Proof of Lemma 6.11. Take k = bλ−3/4nc and
ε =
2n supu∈V c(u)
λk
 λ−1/4, so that kεn
2 supu∈V c(u)
= λ−1n2.
Then it follows from Lemma 6.13 and Lemma 6.14 that if λ is sufficiently large that ε ≤ 1 then
P
(
|B(v, 2n)| ≤ λ−1n2
)
≤ P (Capk(Γn,Γ) ≤ εn)+ P(|B(v, 2n)| ≤ λ−1n2,Capk(Γn,Γ) ≥ εn)
 ε1/2 + ε−1k1/2n−1/2 + ε−2kn−1  λ−1/8,
and the claim follows easily.
7 Critical exponents
In this section we apply the estimates obtained in Sections 5 and 6 to complete the proofs of
Theorems 1.2 and 1.4–1.6.
We will also prove the following extensions of these theorems to the v-wired case.
Theorem 7.1. Let G be a network with controlled stationary measure such that ‖P‖bub < ∞,
let v be a vertex of G and let Fv be the v-wired uniform spanning forest of G. Then
P
(
diamint
(
Tv
) ≥ R)  R−1 and P(∣∣Tv∣∣ ≥ R)  R−1/2
for all v ∈ V and R ≥ 1.
Theorem 7.2. Let d ≥ 5, and let F0 be the 0-wired uniform spanning forest of Zd. Then
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P
(
diamext(T0) ≥ R
)  R−2
for every R ≥ 1.
Theorem 7.3. Let G be a network with controlled stationary measure that is d-Ahlfors regular
for some d > 4 and that satisfies Gaussian heat kernel estimates. Let v ∈ V and let Fv be the
wired uniform spanning forest of G. Then
R−2  P (diamext(Tv) ≥ R)  R−2 logR
for every vertex v and every R ≥ 1.
Theorem 7.4. Let G be a uniformly ballistic network with controlled stationary measure and
‖P‖bub <∞, let v ∈ V and let Fv be the wired uniform spanning forest of G. Then
P
(
diamext(Tv) ≥ R
)  R−1
for every vertex v and every R ≥ 1.
7.1 The intrinsic diameter: upper bounds
The key estimate is provided by the following lemma, which will allow us to prove the upper
bound on the probability of a large intrinsic diameter by an inductive argument. For non-negative
integers n, we define
Q(n) = sup
v∈V
P
(|∂Bv(v, n)| 6= ∅) ,
to be the supremal probability that the component of v in the v-WUSF survives to intrinsic
distance n.
Lemma 7.5. Let G be a network with controlled stationary measure satisfying ‖P‖bub < ∞.
Then there exist positive constants N and C such that
Q(3n) ≤ C
n
+
1
6
Q(n). (7.1)
for all n ≥ N .
Before proving this lemma, let us establish the following corollary of it.
Corollary 7.6. Let G be a network with controlled stationary measure satisfying ‖P‖bub < ∞,
and let Q(n) be as above. Then Q(n)  n−1 for all n ≥ 1.
Proof. Let N = N(G) and C = C(G) be as in Lemma 7.5. We may assume that C,N ≥ 1. Since
Q(n) is a decreasing function of n, it suffices to prove that
Q(3k) ≤ 6CN3−k (7.2)
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for every k ≥ 1. We do this by induction on k. When 3k ≤ N the claim holds trivially. If 3k > N
and the claim holds for all ` < k, then we have by (7.1) and the induction hypothesis that
Q(3k) ≤ C3−k+1 + CN3−k+1 ≤ 6CN3−k,
completing the induction.
We now turn to the proof of Lemma 7.5. We will require the following estimate. Recall that
Γv(u,∞) denotes the future of u in Fv, which is equal to the path from u to v if u ∈ Tv.
Lemma 7.7. Let G be a network with controlled stationary measure such that ‖P‖bub < ∞.
Then
E(n, δ) := sup
v∈V
E
∣∣∣∣{u ∈ Bv(v, 2n) \Bv(v, n) : Cap(Γv(u,∞)) ≤ δn}∣∣∣∣  δn
for every n ≥ 1.
Proof. By Wilson’s algorithm we have that, for each two vertices u and v of G,
P
(
u ∈ Bv(v, 2n) \Bv(v, n) and Cap(Γv(u,∞)) ≤ δn
)
= Pu
(
τv <∞, n ≤ |LE(Xτv)| ≤ 2n, and Cap
(
LE(Xτv)
) ≤ δn) ,
and applying Lemmas 5.3 and 5.5 we deduce that, letting r = d4‖P‖bubne,
P
(
u ∈ Bv(v, 2n) \Bv(v, n) and Cap(Γv(u,∞)) ≤ δn
)
≤ 2Pu
(
τv ≤ r, n ≤ |LE(Xτv)| ≤ 2n, and Cap
(
LE(Xτv)
) ≤ δn) ,
≤ 2Pu
(
τv ≤ r and I(Xτv) ≥
[
inf
w∈V
c(w)
]2 n
δ
)
≤ 2
r∑
`=0
Pu
(
X` = v and I(X
`) ≥
[
inf
w∈V
c(w)
]2 n
δ
)
.
Reversing time then yields that
P
(
u ∈ Bv(v, 2n) \Bv(v, n) and Cap(Γv(u,∞)) ≤ δn
)
≤ 2 c(v)
c(u)
r∑
`=0
Pv
(
X` = u and I(X
`) ≥
[
inf
w∈V
c(w)
]2 n
δ
)
,
and summing over u ∈ V and applying Corollary 5.8 and Markov’s inequality we obtain that
E
∣∣∣∣{u ∈ Bv(v, 2n) \Bv(v, n) : Cap(Γv(u,∞)) ≤ δn}∣∣∣∣

r∑
`=0
Pv
(
I(X`) ≥
[
inf
w∈V
c(w)
]2 n
δ
)

r∑
`=0
δ(`+ 1)
n
 δn
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as claimed.
Proof of Lemma 7.5. Fix v ∈ V . Let Iv be the v-wired interlacement process on G, let Fv,t =
〈ABv,t(Iv)〉t∈R, and let Bv,t(v, n) denote the ball of radius n about v in Fv,t for each t ∈ R and
n ≥ 0. Recall that for each t ∈ R, σt(v) = σt(v,Iv) is the first time greater than or equal to t
such that v is hit by a trajectory of Iv at time σt(v).
For each two vertices u and v of G, every t ∈ R and n ≥ 0, let Bt,n(u, v) be the event that
u ∈ Bv,t(v, 2n) \ Bv,t(v, n), and let Ct,n(u, v) ⊆ Bt,n(u, v) be the event that Bt,n(u, v) occurs
and that v is connected to ∂Bv,t(v, 3n) by a simple path that passes through u.
Let ε, δ > 0. If ∂Bv,0 (v, 3n) 6= ∅ then we must have that C0,n(u, v) occurs for at least n
vertices u, namely those vertices on the middle third of some path connecting v to ∂Bv,0(v, 3n)
in Fv,0. Thus, it follows by the union bound and Markov’s inequality that
Q(3n) ≤ P(σ0(v) ≤ ε) + 1
n
∑
u∈V
P
(
C0,n(u, v) ∩ {σ0(v) > ε}
)
.
Let Γv,0(u,∞) be the future of u in Fv,0. By stationarity and Lemma 3.5, we have that
P
(
C0,n(u, v) ∩ {σ0(v) > ε}
)
≤ P
(
C0,n(u, v) ∩
{
Γv,0(u,∞) ∩ Iv,[−ε,0] = ∅
})
.
(This is an inequality rather than an equality because it is possible for the path connecting u to
∂Bv,0(v, 3n) to be hit without Γv,0(u,∞) being hit.) Next, observe that
P
(
C0,n(u, v) | u ∈ Tv, Γv,0(u,∞) = γ
)
≤ P
(
∂Pv,0 (u, n) 6= ∅ | u ∈ Tv, Γv,0(u,∞) = γ
)
≤ P
(
∂Bu,0(u, n) 6= ∅
)
≤ Q(n)
for every simple path γ from u to v, where we have used Lemma 2.1 (more specifically, (2.2)
with K = {u}) in the second inequality. Since the events C0,n(u, v) and {Γv,0(u,∞) ∩ Iv,[−ε,0] =
∅} are conditionally independent conditional on the event B0,n(u, v) and the random variable
Γv,0(u,∞), we deduce that
P
(
C0,n(u, v) ∩
{
Γv,0(u,∞) ∩ Iv,[−ε,0] = ∅
}
| B0,n(u, v), Γv,0(u,∞)
)
≤ Q(n)P
(
Γv,0(u,∞) ∩ Iv,[−ε,0] = ∅ | B0,n(u, v), Γv,0(u,∞)
)
.
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Taking expectations over Γv,0(u,∞) and applying a union bound, we deduce that
P
(
C0,n(u, v) ∩
{
Γv,0(u,∞) ∩ Iv,[−ε,0] = ∅
})
≤ Q(n)P
(
B0,n(u, v) ∩
{
Cap(Γv,0(u,∞)) ≥ δn
} ∩ {Γv,0(u,∞) ∩ Iv,[−ε,0] = ∅})
+Q(n)P
(
B0,n(u, v) ∩
{
Cap(Γv,0(u,∞)) ≤ δn
})
.
Summing the second term over u ∈ V yields Q(n)E(n, δ), where E(n, δ) is the quantity from
Lemma 7.7. To control the first term, we apply (3.3) to deduce that
P
(
B0,n(u, v) ∩
{
Cap(Γv,0(u,∞)) ≥ δn
} ∩ {Γv,0(u,∞) ∩ Iv,[−ε,0] = ∅})
 e−δεnP
(
B0,n(u, v) ∩ {Cap(Γv,0(u,∞)) ≥ δn)}
)
 e−εδnP
(
B0,n(u, v)
)
.
Thus, summing over u we obtain that
Q(3n) ≤ P(σ0(v) ≤ ε) + 1
n
Q(n)e−εδnE|Bv,0(0, 2n)|+ 1
n
Q(n)E(n, δ)  ε+
[
e−εδn + δ
]
Q(n),
where we have used Lemma 6.6 to bound the second term and Lemma 7.7 to bound the third.
The claim now follows by taking δ to be a small constant and taking ε to be C/n, where C is a
large constant.
7.2 The volume
Proof of Theorems 7.1 and 1.2. Due to the stochastic domination between the v-WUSF and the
past of v in the WUSF (Lemma 2.1), the desired upper and lower bounds on the probability of
a large intrinsic radius follow from Proposition 4.1 and Corollary 7.6. Thus, it remains to prove
only the desired upper and lower bounds on the probability of a large volume. We begin with
the upper bound. Using stochastic domination and taking a union bound, we have that
P
(|P(v)| ≥ n2) ≤ P(|Tv| ≥ n2) ≤ P(∂Bv(v, n) 6= ∅)+ P(∣∣Bv(v, n)∣∣ ≥ n2).
Applying the upper bound on the probability of a large intrinsic diameter from Corollary 7.6 to
control the first term, and Lemma 6.6 together with Markov’s inequality to control the second
term, we obtain that
P
(|P(v)| ≥ n2) ≤ P(|Tv| ≥ n2)  n−1,
for every n ≥ 1, from which the claimed upper bounds follow immediately.
We now turn to the lower bounds. For this, we recall the Paley-Zigmund inequality, which
states that
P(Z ≥ εE[Z]) ≥ (1− ε)2E[Z]
2
E[Z2]
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for every non-negative random variable Z such that P(Z > 0) > 0 and every ε ∈ (0, 1). Applying
the Paley-Zigmund inequality to the conditional distribution of the non-negative random variable
Z on the event that Z > 0 readily yields that
P
(
Z ≥ εE[Z | Z > 0]
)
≥ (1− ε)2E[Z]
2
E[Z2]
(7.3)
for every real-valued random variable Z such that P(Z > 0) > 0 and every ε ∈ (0, 1).
To apply the Paley-Zigmund inequality in our setting, we define random variables
Z(v, n) =
∣∣P(v, 2n) \P(v, n)∣∣ and Zv(v, n) = ∣∣Bv(v, 2n) \Bv(v, n)∣∣
for each v ∈ V and n ≥ 1. Proposition 6.2 and Lemma 6.9 yield the estimates
E
[
Zv(v, n)
]  n, and E [Zv(v, n)2]  n3. (7.4)
Similarly, we have that
q(v)n  E [Z(v, n)]  n, and E [Z(v, n)2]  n3, (7.5)
where the lower bound follows from Lemma 6.9 and the upper bounds follow from Proposition 6.2
and Lemma 2.1. Thus, the Paley-Zygmund inequality (7.3) implies that
P
(
Z(v, n) ≥ cq(v)n2) ≥ 1
4
E[Z(v, n)]2
E[Z(v, n)2]
 q(v)2n−1
and similarly that
P(Zv(v, n) ≥ cn2) ≥ 1
4
E[Zv(v, n)]2
E[Zv(v, n)2]
 n−1.
Since |P(v)| ≥ Z(v, n) and |Tv| ≥ Zv(v, n), it follows easily that
P(|P(v)| ≥ n)  q(v)5/2n−1/2 and P(|Tv| ≥ n)  n−1/2
for all n ≥ 1 as claimed.
7.3 The extrinsic diameter: upper bounds
In this section we prove our results concerning the tail of the extrinsic diameter of the past.
We begin with the proofs of Theorems 1.6 and 7.4, which are straightforward.
Proof of Theorems Theorem 1.6 and 7.4. The lower bounds follow immediately from Proposi-
tion 4.3. Since the extrinsic diameter is bounded from above by the intrinsic diameter, the upper
bounds are immediate from Theorems 7.1 and 1.2.
Next, we deduce the upper bounds of Theorems 1.5 and 7.3 from the following more general
bound.
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Proposition 7.8. Let G be a network with controlled stationary measure and ‖P‖bub <∞, and
suppose that there exist C and d such that |B(v, r)| ≤ Crd for every r ≥ 1 and v ∈ V . Then
P
(
diamext(P(v)) ≥ n
) ≤ P(diamext(Tv) ≥ n)  n−2 log n
for every n ≥ 1.
Proof. The first inequality is immediate from Lemma 2.1, so it suffices to prove the second. By
the union bound we have that
P
(
diamext(Tv) ≥ n
) ≤ P(diamint(Tv) ≥ m)+ P(max{d(v, u) : u ∈ Bv(v,m)} ≥ n)
 m−1 + P
(
max
{
d(v, u) : u ∈ Bv(v,m)
} ≥ n)
≤ m−1 + E|{u ∈ Bv(v,m) : d(v, u) ≥ n}|.
Recall that the Varopoulos-Carne bound [55, Theorem 13.4] states that in any network,
pn(u, v) ≤ 2
√
c(v)
c(u)
e−d(u,v)
2/(2n).
Write An = {u ∈ V : d(u, v) ≥ n} = V \ B(v, n − 1) and m′ = d2‖P‖bubme. Using Lemma 5.3
and the Varopoulos-Carne bound, one can easily derive that, using a time-reversal argument
similar to that of Lemma 6.6,
E|{u ∈ Bv(v,m) : d(v, u) ≥ n}| =
∑
u∈An
Pu(τv <∞, |LE(Xτv)| ≤ m) ≤
∑
u∈An
2Pu(τv ≤ m′)
≤
∑
u∈An
m′∑
i=0
2Pu(Xi = v) 
m′∑
i=0
Pv
(
d(v,Xi) ≥ n
)
≤
m′∑
i=0
∑
k≥n
|∂B(v, k)| sup
u∈∂B(v,k)
pi(v, u)  m
∑
k≥n
kde−k
2/2m,
so that taking m = εn2 log−1 n for a suitably small constant ε > 0 yields that
P
(
diamext(Tv) ≥ n
)  n−2 log n.
Proof of Theorems 7.3 and 1.5. The lower bounds both follow immediately from Proposition 4.3
and Lemma 4.4, while the upper bounds are immediate from Proposition 7.8.
We now wish to improve this argument and remove the logarithmic correction in the case of
Zd, d ≥ 5. To this end, let F0 be the 0-wired uniform spanning forest of Zd, and let T0 be the
component of 0 in F0. (We do not consider any time parameterised forests in this section, so
this notation should not cause confusion.) We write Λm = [−m,m]d and ∂Λm = Λm \Λm−1. We
say that a vertex v ∈ ∂Λm is a pioneer if it is in T0 and the future of v (i.e. the unique path
connecting v to 0 in T0) is contained in Λm.
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Lemma 7.9. Let d ≥ 5, and let F0 be the 0-wired uniform spanning forest of Zd. Then there
exists positive constants cd and Cd such that
E
[
#
{
pioneers in ∂Λm ∩B0(0, n)
}] ≤ Cd exp
[
−cdm
2
n
]
(7.6)
for every m,n ≥ 1.
Note that the expectation of |∂Λm∩B0(0, n)| is of order me−Ω(m2/n). The point of the lemma
is that by considering only pioneers we can reduce the expectation by at least a factor of m.
Before proving Lemma 7.9, let us see how it can be applied to deduce Theorems 7.2 and 1.4.
Proof of Theorems 7.2 and 1.4. The lower bounds follow from Proposition 4.3, and so by stochas-
tic domination (Lemma 2.1) it suffices to prove the upper bound on the probability that Tv has
a large extrinsic diameter. Let Q(n) = P(∂B0(0, n) 6= ∅) and let Q˜(m) = P(T0 ∩ ∂Λm 6= ∅). By
the union bound we have that
Q˜(2m) ≤ Q(n) + P(B0(0, n) ∩ ∂Λ2m 6= ∅).
Suppose that B0(0, n) ∩ ∂Λ2m 6= ∅, and consider a geodesic γ in T0 from 0 to ∂Λ2m. If γ visits
∂Λm for the first time at v, then we necessarily have that v is a pioneer in ∂Λm ∩B0(0, n) and
that there is a path from v to v + ∂Λm that is disjoint from the future of v. Thus, counting the
expected number of such v and applying the stochastic domination property, we have that, by
Markov’s inequality,
P
(
B0(0, n) ∩ ∂Λ2m 6= ∅
) ≤ Q˜(m)E [#{pioneers in ∂Λm ∩B0(0, n)}] .
Thus, if we take n = dεm2e for some sufficiently small constant ε, it follows from Theorem 7.1
and Lemma 7.9 that
Q˜(2m) ≤ C
m2
+
1
8
Q˜(m).
for all sufficiently large m. The proof can now be concluded via an induction similar to that used
in the proof of Corollary 7.6. (The 1/8 here could be replaced with any number strictly smaller
than 1/4.)
The proof of Lemma 7.9 will come down to a few somewhat involved estimates of diagram-
matic sums involving random walks on boxes with Dirichlet boundary conditions. We write  for
upper bounds depending only on the dimension d, and, to simplify notation, use the convention
that 0α = 1 for every α ∈ R. We also use Ω asymptotic notation (f = Ω(g) is equivalent to
f  g), where again the implicit constants depend only on d.
Let us first record some basic estimates concerning the random walk on Zd. Let Gmi (v, u) be
the expected number of times that a walk started at v visits u when it is stopped either at time
i or when it first leaves Λm, whichever is sooner. It follows by Gambler’s ruin applied to each
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coordinate that ∑
u∈∂Λm
Gm+r∞ (v, u) ≤ 2d(r + 1) (7.7)
for every vertex v ∈ Zd and every m, r ≥ 0. Furthermore, the maximal version of Azuma’s
inequality [58, Section 2] implies that there exists a constant C such that
P0(τ∂Λm ≤ n) ≤ C exp
[
−m
2
Cn
]
(7.8)
for every m,n ≥ 1.
We will also use the following estimate.
Lemma 7.10. maxw∈∂Λm Gm∞(v, w) 
(
m+ 1− ‖v‖∞
)−d+1
for every v ∈ Λm.
Proof. Let H(u,w) be the Green’s function of the simple random walk on Zd killed upon exiting
the half-space H− := {x ∈ Zd : xd < 0}. The elliptic Harnack inequality (see e.g. [10, Chapter
7]) implies that there exists a positive constant C such that if u and v are such that ‖u− v‖∞ ≤
min{ud, vd}/2 then
C−1H(v, w) ≤ H(u,w) ≤ CH(v, w) (7.9)
for every w ∈ ∂H− := {x ∈ Zd : xd = 0}. Let k ≥ 0, let ek = (0, 0, . . . , 0, k), and let wk ∈ ∂H− be
such that H(ek, wk) = maxw∈∂H− H(ek, w). Then it follows by (7.9) and translation symmetry
that
H(ek, w) = H(ek + wk − w,wk) ≥ C−1H(ek, wk)
for every w ∈ ∂H− such that ‖w − wk‖∞ ≤ k/2. On the other hand, the expected total time
spent in ∂H− before entering H− is clearly of constant order, and we deduce that
H(ek, wk) ≤ C
∣∣{w ∈ ∂H− : ‖w − wk‖∞ ≤ k/2}∣∣−1 ∑
v∈∂H−
H(ek, v)  (k + 1)−d+1.
This immediately implies the claim by translation symmetry.
Now, since the expected number of times the walk spends in ∂Λm before leaving Λm is order
1, we deduce that∑
w∈∂Λm
Gm∞(v, w)
2 ≤ max
w∈∂Λm
Gm∞(v, w)
∑
w∈∂Λm
Gm∞(v, w) 
(
m+ 1− ‖v‖∞
)−d+1
(7.10)
for every m ≥ 0 and v ∈ Λm, and similarly that∑
w∈∂Λm
Gm∞(v, w)G
m
∞(u,w) 
(
m+ 1− ‖v‖∞ ∧ ‖u‖∞
)−d+1
(7.11)
for every m ≥ 0 and u, v ∈ Λm.
We now turn to the proof of Lemma 7.9.
Proof of Lemma 7.9. We begin with a proof that works only for d > 5, and then show how it can
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be modified to obtain a proof for d ≥ 5. (In fact, the modified proof works for all d > 9/2.) The
variable names we use will be somewhat idiosyncratic; this is to avoid renaming them in the proof
for d = 5. Let v ∈ ∂Λm, let X be a random walk started at v, and consider sampling F0 using
Wilson’s algorithm, starting with the walk X. Write τ5 for the first time that X hits the origin.
In order for v to be a pioneer and be in B0(0, n), X must hit 0, and the loop-erasure LE(X
τ5)
must be contained in Λm. Applying Lemma 5.3, we have furthermore that τ5 ≤ 2‖P‖bubn with
probability at least 1/2 conditional on this event. Let n′ = d2‖P‖bubne, and let An,m(v) be the
event that X hits 0, that LE(Xτ5) is contained in Λm and that τ5 ≤ n′. Thus, we have that∑
v∈∂Λm
P
(
v a pioneer in ∂Λm ∩B0(0, n)
) ≤ 2 ∑
v∈∂Λm
Pv
(
An,m(v)
)
.
Let R2 ≥ 0 be maximal such that X visits ∂Λm+R2 before it first visits the origin, let 0 ≤ τ4 ≤ τ5
be the first time that X visits ∂Λm+R2 , and let τ3 be the first time i such that Xi ∈ Λm and
Xi = Xj for some j ≥ τ4, and let τ˜3 be the first time after τ4 that X visits Xτ3 . Clearly the
times τ3 and τ˜3 must exist and satisfy 0 ≤ τ3 ≤ τ4 ≤ τ˜3 ≤ τ5 on the event An,m(v). (Note that
it is possible that R2 = τ3 = τ4 = τ˜3 = 0.) Considering the possible choices for r2 = R2 and for
the vertices u = Xτ3 and w = Xτ4 yields that
P
(
An,m(v)
) ≤ ∑
u∈Λm
∑
r2≥0
∑
w∈∂Λm+r2
Pv
(
R2 = r2, Xτ3 = w,Xτ4 = v, and |τ3|, |τ4 − τ3|, |τ˜3 − τ4|, |τ5 − τ˜3| ≤ n′
)
≤
m∑
k2=0
∑
u∈∂Λm−k2
∑
r2≥0
∑
w∈∂Λm+r2
Gm+r2n′ (v, u)G
m+r2
n′ (u,w)
2Gm+r2n′ (u, 0).
Applying (7.10) and reversing time yields that
∑
v∈∂Λm
P
(
An,m(v)
)  m∑
k2=0
∑
r2≥0
(r2 + k2 + 1)
−d+1 ∑
u∈∂Λm−k2
Gm+r2n′ (0, u)
∑
v∈∂Λm
Gm+r2n′ (u, v).
Applying (7.7) and (7.8) we have that∑
v∈∂Λm
Gm+r2n′ (u, v) ≤ Pu
(
τ∂Λm ≤ n′
)
max
w∈∂Λm
∑
v∈∂Λm
Gm+r2∞ (w, v)  (r2 + 1) exp
[
−Ω(k22/n)
]
,
for every u ∈ ∂Λm−k2 , and similarly that∑
u∈∂Λm−k2
Gm+r2n′ (0, u) ≤ P0
(
τ∂Λm−k2 ≤ n
′
)
max
w∈∂Λm−k2
∑
u∈∂Λm−k2
Gm+r2∞ (w, u)
 (r2 + k2 + 1) exp
[
−Ω((m− k2)2/n)
]
.
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Figure 1: Schematic illustration of the two types of paths contributing to the sums estimated in
the five dimensional case. In each case, the numbers 1, . . . , 7 indicate the order in which different
segments are traversed by the path. The left figure corresponds to the case τ˜1 ≤ τ3, while the
right figure corresponds to the case τ˜1 ≥ τ3.
Thus, we deduce that
∑
v∈∂Λm
P
(
An,m(v)
)  m∑
k2=0
∑
r2≥0
(r2 + 1)(r2 + k2 + 1)
−d+2 exp
−Ω((m− k2)2 + k22
n
)
 exp
[
−Ω(m2/n)
] m∑
k2=0
(k2 + 1)
−d+4  exp
[
−Ω(m2/n)
]
as claimed. (In five dimensions we would obtain an unwanted logarithmic correction to this
bound since
∑
k2≥0(k2 + 1)
−d+4 diverges.)
To obtain a corresponding bound in d = 5 dimensions, we sum over two loops instead of
one. We will be somewhat brief, as a fully detailed treatment of the calculations involved would
be quite long. Let R2, τ3, τ˜3, τ4, τ5 be as above. Let R1 be maximal such that X visits ∂Λm+R1
before time τ3, let τ2 be the first time that X visits ∂Λm+R1 , and let τ1 be the first time i such
that Xi ∈ Λm and Xi = Xj for some j ≥ τ2. On the event An,m, we must have that τ1 exists
and that 0 ≤ τ1 ≤ τ2. Let τ˜1 be the first time X visits Xτ1 after time τ2. It follows from the
definitions that
0 ≤ τ1 ≤ τ2 ≤ τ˜1, τ3 ≤ τ4 ≤ τ˜3 ≤ τ5
on the event An,m(v), but it is possible for τ˜1 and τ3 to occur in either order. See Figure 1 for
an illustration. We bound the contribution of the two possibilities separately. In the first case,
we have that∑
v∈∂Λm
P
(
An,m(v), τ˜1 ≤ τ3
)

∑
0≤k1,k2≤m
∑
r2≥r1≥0
∑
v∈∂Λm
∑
u∈∂Λm−k1
∑
x∈∂Λm−k2
∑
y∈∂Λm+r2
∑
w∈∂Λm+r1
Gm+r1n′ (v, u)G
m+r1
n′ (u,w)
2Gm+r1n′ (u, x)G
m+r2
n′ (x, y)
2Gm+r2n′ (x, 0),
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where we have written the terms in the same order as the corresponding path segments are
traversed on the left of Figure 1. Performing a similar calculation to that done in the case d > 5,
above, we obtain that∑
v∈∂Λm
P
(
An,m(v), τ˜1 ≤ τ3
) 
e−Ω(m
2/n)
∑
k1≥0
∑
k2≥0
∑
r2≥r1≥0
(k2 + r2 + 1)(k2 + r2 + 1)
−d+1(k1 + r1 + 1)(k1 + r1 + 1)−d+1(r1 + 1).
We may then show that this sum is finite by computing that∑
k1≥0
∑
k2≥0
∑
r2≥r1≥0
(k2 + r2 + 1)
−d+2(k1 + r1 + 1)−d+2(r1 + 1) 
∑
r2≥r1≥0
(r2 + 1)
−d+3(r1 + 1)−d+4

∑
r1≥0
(r1 + 1)
−2d+8  1
as desired. Similarly, in the second case, we have that∑
v∈∂Λm
P
(
An,m(v), τ3 ≤ τ˜1
)  ∑
0≤k1,k2≤m
∑
r2≥r1≥0
∑
v∈∂Λm
∑
u∈∂Λm−k1
∑
x∈∂Λm−k2
∑
y∈∂Λm+r2
∑
w∈∂Λm+r1
Gm+r1n′ (v, u)G
m+r1
n′ (u,w)G
m+r1
n′ (w, x)G
m+r2
n′ (x, u)G
m+r2
n′ (u, y)G
m+r2
n′ (y, x)G
m+r2
n′ (x, 0),
where we have written the terms in the same order as the corresponding path segments are
traversed on the right of Figure 1. A similar calculation to above but using (7.11) instead of
(7.10) yields that∑
v∈∂Λm
P
(
An,m(v), τ3 ≤ τ˜1
) 
e−Ω(m
2/n)
∑
k1≥0
∑
k2≥0
∑
r2≥r1≥0
(k2+r2+1)(k1∨k2+r2+1)−d+1(k1+r2+1)(k1∨k2+r1+1)−d+1(r1+1).
As before, we need to show that this sum is finite. To do this, we rewrite the sum in terms of
a = k1 ∧ k2 and b = k1 ∨ k2 to obtain that∑
k1≥0
∑
k2≥0
∑
r2≥r1≥0
(k2 + r2 + 1)(k1 ∨ k2 + r2 + 1)−d+1(k1 + r2 + 1)(k1 ∨ k2 + r1 + 1)−d+1(r1 + 1)
=
∑
b≥a≥0
∑
r2≥r1≥0
(a+ r2 + 1)(b+ r2 + 1)
−d+2(b+ r1 + 1)−d+1(r1 + 1)

∑
b≥0
∑
r2≥r1≥0
(b+ 1)(b+ r2 + 1)
−d+3(b+ r1 + 1)−d+1(r1 + 1).
Considering the contribution to this sum from the three cases b ≤ r1, r1 < b < r2, and b ≥ r2
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yields that∑
b≥0
∑
r2≥r1≥0
(b+ 1)(b+ r2 + 1)
−d+3(b+ r1 + 1)−d+1(r1 + 1)

∑
r2≥r1≥0
[
r1∑
b=0
(b+ 1)(r2 + 1)
−d+3(r1 + 1)−d+2 +
r2∑
b=r1
(r2 + 1)
−d+3(b+ 1)−d+2(r1 + 1)
+
∑
b≥r2
(b+ 1)−2d+5(r1 + 1)
]

∑
r2≥r1≥0
[
(r2 + 1)
−d+3(r1 + 1)−d+4 + (r2 + 1)−d+3(r1 + 1)−d+4 + (r2 + 1)−2d+6(r1 + 1)
]

∑
r1≥0
(r1 + 1)
−2d+8  1
as desired. This concludes the proof.
8 Spectral dimension, anomalous diffusion
In this section, we apply the estimates of Section 6 together with the intrinsic diameter exponent
Theorem 7.1 to deduce Theorem 1.3. This will be done via an appeal to the following theorem of
Barlow, Ja´rai, Kumagai, and Slade [12], which gives a sufficient condition for Alexander-Orbach
behaviour. See [12] for quantitative versions of the theorem, and [48] for generalizations.
We recall that the effective conductance between two disjoint finite sets A,B in a finite
network G is defined to be
Ceff(A↔ B; G) =
∑
v∈A
c(v)Pv
(
τB < τ
+
A
)
.
The effective resistance Reff(A↔ B; G) := Ceff(A↔ B; G)−1 is defined to be the reciprocal
of the effective conductance. We also define the effective resistance and conductance by the same
formulas when A and B are finite subsets of an infinite network G that are such that every
transient path from A must pass through B. For further background on effective conductances
and resistances see e.g. [55, Chapters 2 and 9].
Theorem 8.1 (Barlow, Ja´rai, Kumagai, and Slade 2008). Let (G, ρ) be a random rooted graph,
and suppose that there exist positive constants C, γ and N such that
P
(
λ−1n2 ≤ |B(ρ, n)| ≤ λn2
)
≥ 1− Cλ−γ (8.1)
and
P
(
Reff
(
v ↔ ∂B(ρ, n); G) ≥ λ−1n) ≥ 1− Cλ−γ (8.2)
for all n ≥ N . Then ds(G) = 4/3 and dw(G) = 3 almost surely. In particular, the limits defining
both dimensions exist almost surely.
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The estimate (8.1) has already been established in Corollary 6.3 and Lemma 6.11. Thus, to
apply Theorem 8.1, it remains only to prove an upper bound on the probability that the effective
conductance is large. The following lemma will suffice.
Lemma 8.2. Let G be a network with controlled stationary measure such that ‖P‖bub < ∞.
Then
E
[
Ceff(v ↔ ∂B(v, n); F)
]
 n−1
for all n ≥ 1.
We begin with the following deterministic lemma. Arguments of the form used to derive this
lemma are well known, and a similar bound has appeared in [13, Lemma 4.5].
Lemma 8.3. Let T be a tree, let v be a vertex of T , and let Nv(n, k) be the number of vertices
u ∈ ∂B(v, k) such that u lies on a geodesic in T from v to ∂B(v, n). Then
Ceff
(
v ↔ ∂B(v, n); T ) ≤ 1
k
Nv(n, k)
for every 1 ≤ k ≤ n.
Proof. We use the extremal length characterisation of the effective resistance [55, Exercise 2.78].
Given a graph G and a function m : E → [0,∞), we define the m-length of a path in G by
summing m over the edges in the path, and define the m-distance dm(A,Z) between two sets of
vertices A and Z to be the minimal m-length of a path connecting A and Z. If G is finite, then
we have that
Ceff(A↔ B) = inf
{∑
e
m(e)2 : dm(A,Z) ≥ 1
}
.
We now apply this bound with G equal to the (subgraph of T induced by the) ball B(v, n) in
T . If we set m(e) = 1/k if e lies on the first k steps of some geodesic from v to ∂B(v, n) and
set m(e) = 0 otherwise, then we clearly have that dm(v, ∂B(v, n)) = 1 and, since Nv(n, k) is
increasing in k, ∑
e
m(e)2 =
1
k2
k∑
r=1
Nv(n, r) ≤ 1
k
Nv(n, k)
as claimed.
Proof of Lemma 8.2. For each 0 ≤ m ≤ n, let K(n,m) be the set of vertices u ∈ ∂B(v,m) such
that u lies on a geodesic in F from v to ∂B(v, n), and let K ′(n,m) be the set of vertices u in
∂B(v,m) such that P(u, n−m) 6= ∅. Note that K(n,m) \K ′(n,m) contains at most one vertex,
namely the unique vertex in ∂B(v,m) that lies in the future of v. Thus, by Lemma 8.3, we have
that
Ceff
(
v ↔ ∂B(v, n);F) ≤ 1
m
|K(n,m)| ≤ 1
m
(|K ′(n,m)|+ 1)
for every 1 ≤ m ≤ n, and hence that
Ceff(v ↔ ∂B(v, 3n);F)  1
n2
2n∑
m=n
(|K ′(3n,m)|+ 1)  1
n
+
1
n2
2n∑
m=n
|K ′(3n,m)| (8.3)
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for each n ≥ 1. Now, for each vertex u of G and 1 ≤ m ≤ n, let An,m(v, u) be the event that
u ∈ K ′(n,m). By Lemma 2.1 (more specifically, (2.1) applied with K = {u, v}) and Theorem 7.1,
we have that
P(An,m(v, u))  1
n+ 1−mP
(
u ∈ ∂B(v,m)) ,
for n ≥ m+ 1. Summing over u, we obtain that
E
[
Ceff(v ↔ ∂B(v, 3n);F)
]
 1
n
+
1
n2
2n∑
m=n
E|K ′(3n,m)|  1
n
+
1
n2
2n∑
m=n
∑
u∈V
P(A3n,m(v, u))
 1
n
+
1
n3
2n∑
m=n
∑
u∈V
P(u ∈ ∂B(v,m)) ≤ 1
n
+
1
n3
E|B(v, 2n)|  1
n
,
where we have used Proposition 6.1 in the final inequality. This establishes the claim.
Proof of Theorem 1.3. The claim that df (T ) = 2 follows from Corollaries 6.4 and 6.12. The
remaining claims follow immediately by applying Theorem 8.1, the hypotheses of which are met
by Corollary 6.3 and Lemmas 8.2 and 6.11.
9 Applications to the Abelian sandpile model
Let G be a transient graph and let H be a uniform infinite recurrent sandpile on G, as defined
in Section 1.6. Let F be the wired uniform spanning forest of G, let Fv be the v-wired uniform
spanning forest of G for each vertex v of G, let Tv be the component of v in Fv, and let G be
the Greens function on G.
Given a recurrent sandpile configuration η and a vertex v of G, we write Avv(η, u) for number
of times u topples if we add a grain of sand to η at v and then stabilize, so that |Avv(η)| =∑
u∈V Avv(η, u). We recall the following relationships between these objects:
1. Dhar’s formula [24] states that the expected number of times u topples when we add a
grain of sand at v is given by the Greens function. That is,
E
[
Avv(H, u)
]
=
G(v, u)
c(u)
. (9.1)
See also [38, Section 2.3]. (Note that the right hand side is also the Green’s function for
continuous time random walk.)
2. The avalanche cluster at v approximately stochastically dominates the past of v in the
WUSF. More precisely, for any increasing Borel set A ⊆ {0, 1}V , we have that
P
(
AvCv(H) ∈ A
) ≥ 1
deg(v)
P
(
P(v) ∈ A ) . (9.2)
This follows from the discussion in [21, Section 2.5], see also equation (3.2) of that paper.
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3. The diameter of the avalanche cluster at v is approximately stochastically dominated by
the diameter of the component of v in the v-WUSF. More precisely, we have that
P
(
diamext
[
AvCv(H)
] ≥ r) ≤ G(v, v)
c(v)
P
(
diamext [Tv] ≥ r
)
. (9.3)
This follows from [21, Lemma 2.6].
See [21,38] for detailed discussions of these properties.
We now apply these relations to deduce Theorems 1.7–1.9 from the analogous results con-
cerning the WUSF and v-WUSF.
Proof. The lower bounds all follow immediately from (9.2) together with the corresponding
statements for the WUSF, which are given in Theorems 1.2 and 1.4–1.6. Similarly, the upper
bounds on the extrinsic radius of the avalanche follow from eq. (9.3) and the corresponding
statements for the v-WUSF. Thus, it remains only to prove the upper bound on the probability
of a large number of topplings. For this, we apply a union bound and Dhar’s formula to obtain
that
P
(
|Avv(H)| ≥ n
)
≤ P
(
diamext
[
AvCv(H)
] ≥ m)+ 1
n
∑
u∈B(v,m)
G(v, u)
c(u)
.
Under the hypotheses of Theorems 1.7 and 1.8, the second term on the right is O(m2) by (4.10),
while under the hypotheses of Theorem 1.9 it is O(m) by definition of uniform ballisticity. Thus,
the claimed upper bounds follow by applying Theorems 7.2–7.4 as appropriate to bound the first
term on the right, taking m = dn1/4e in the case of Zd (where d ≥ 5), taking m = dn1/4 log1/4 ne
in the case of Theorem 1.8, and taking m = dn1/2e in the uniformly ballistic case.
Acknowledgments
We thank Martin Barlow, Antal Ja´rai, and Perla Sousi for helpful discussions, and thank Russ
Lyons for catching some typos. I also thank the two anonymous referees for their close and
careful reading of the paper; their comments and suggestions have greatly improved the paper.
Much of this work took place while the author was a PhD student at the University of British
Columbia, during which time he was supported by a Microsoft Research PhD Fellowship.
References
[1] M. Aizenman and C. M. Newman, Tree graph inequalities and critical behavior in percolation models, J. Statist.
Phys. 36 (1984), no. 1-2, 107–143. MR762034
[2] D. Aldous and R. Lyons, Processes on unimodular random networks, Electron. J. Probab. 12 (2007), no. 54,
1454–1508. MR2354165 (2008m:60012)
[3] D. J. Aldous, The random walk construction of uniform spanning trees and uniform labelled trees, SIAM J.
Discrete Math. 3 (1990), no. 4, 450–465. MR1069105 (91h:60013)
[4] S. Alexander and R. Orbach, Density of states on fractals:‘fractons’, Journal de Physique Lettres 43 (1982),
no. 17, 625–631.
58
[5] A. Asselah, B. Schapira, and P. Sousi, Capacity of the range of random walk on Zd, Trans. Amer. Math. Soc.
370 (2018), no. 11, 7627–7645. MR3852443
[6] S. R. Athreya and A. A. Ja´rai, Infinite volume limit for the stationary distribution of abelian sandpile models,
Comm. Math. Phys. 249 (2004), no. 1, 197–213. MR2077255
[7] P. Bak, C. Tang, and K. Wiesenfeld, Self-organized criticality: An explanation of the 1/f noise, Physical review
letters 59 (1987), no. 4, 381.
[8] P. Bak, C. Tang, and K. Wiesenfeld, Self-organized criticality, Physical review A 38 (1988), no. 1, 364.
[9] M. T. Barlow, D. A. Croydon, and T. Kumagai, Subsequential scaling limits of simple random walk on the
two-dimensional uniform spanning tree, Ann. Probab. 45 (2017), no. 1, 4–55. MR3601644
[10] M. T Barlow, Random walks and heat kernels on graphs, Vol. 438, Cambridge University Press, 2017.
[11] M. T Barlow and A. A Ja´rai, Geometry of the uniform spanning forest components in high dimensions,
Canadian Journal of Mathematics. to appear. Available at arXiv:1602.01505.
[12] M. T. Barlow, A. A. Ja´rai, T. Kumagai, and G. Slade, Random walk on the incipient infinite cluster for oriented
percolation in high dimensions, Comm. Math. Phys. 278 (2008), no. 2, 385–431. MR2372764 (2009b:60291)
[13] M. T. Barlow and T. Kumagai, Random walk on the incipient infinite cluster on trees, Illinois J. Math. 50
(2006), no. 1-4, 33–65 (electronic). MR2247823
[14] M. T. Barlow and R. Masson, Exponential tail bounds for loop-erased random walk in two dimensions, Ann.
Probab. 38 (2010), no. 6, 2379–2417. MR2683633
[15] M. T. Barlow and R. Masson, Spectral dimension and random walks on the two dimensional uniform spanning
tree, Comm. Math. Phys. 305 (2011), no. 1, 23–57. MR2802298
[16] H. Bass, The degree of polynomial growth of finitely generated nilpotent groups, Proc. London Math. Soc. (3)
25 (1972), 603–614. MR0379672
[17] G. Ben Arous, M. Cabezas, and A. Fribergh, Scaling limit for the ant in a simple high-dimensional labyrinth,
Probability Theory and Related Fields (2018Oct).
[18] I. Benjamini, H. Kesten, Y. Peres, and O. Schramm, Geometry of the uniform spanning forest: transitions in
dimensions 4, 8, 12, . . . , Ann. of Math. (2) 160 (2004), no. 2, 465–491. MR2123930 (2005k:60026)
[19] I. Benjamini and G. Kozma, Loop-erased random walk on a torus in dimensions 4 and above, Comm. Math.
Phys. 259 (2005), no. 2, 257–286. MR2172682
[20] I. Benjamini, R. Lyons, Y. Peres, and O. Schramm, Uniform spanning forests, Ann. Probab. 29 (2001), no. 1,
1–65. MR1825141 (2003a:60015)
[21] S. Bhupatiraju, J. Hanson, and A. A. Ja´rai, Inequalities for critical exponents in d-dimensional sandpiles,
Electron. J. Probab. 22 (2017), Paper No. 85, 51. MR3718713
[22] A. Broder, Generating random spanning trees, Foundations of computer science, 1989., 30th annual symposium
on, 1989, pp. 442–447.
[23] R. Burton and R. Pemantle, Local characteristics, entropy and limit theorems for spanning trees and domino
tilings via transfer-impedances, Ann. Probab. 21 (1993), no. 3, 1329–1371. MR1235419 (94m:60019)
[24] D. Dhar, Self-organized critical state of sandpile automaton models, Phys. Rev. Lett. 64 (1990), no. 14, 1613–
1616. MR1044086 (90m:82053)
[25] G. Grimmett, The random-cluster model, Grundlehren der Mathematischen Wissenschaften [Fundamental
Principles of Mathematical Sciences], vol. 333, Springer-Verlag, Berlin, 2006. MR2243761 (2007m:60295)
[26] M. Gromov, Groups of polynomial growth and expanding maps, Inst. Hautes E´tudes Sci. Publ. Math. 53
(1981), 53–73. MR623534
[27] Y. Guivarc’h, Croissance polynomiale et pe´riodes des fonctions harmoniques, Bull. Soc. Math. France 101
(1973), 333–379. MR0369608
[28] O. Ha¨ggstro¨m, Random-cluster measures and uniform spanning trees, Stochastic Process. Appl. 59 (1995),
no. 2, 267–275. MR1357655 (97b:60170)
59
[29] P. Hall and C. C Heyde, Martingale limit theory and its application, Academic press, 2014.
[30] W. Hebisch and L. Saloff-Coste, Gaussian estimates for Markov chains and random walks on groups, Ann.
Probab. 21 (1993), no. 2, 673–709. MR1217561 (94m:60144)
[31] M. Heydenreich, R. van der Hofstad, and T. Hulshof, Random walk on the high-dimensional IIC, Comm.
Math. Phys. 329 (2014), no. 1, 57–115. MR3206998
[32] T. Hulshof, The one-arm exponent for mean-field long-range percolation, Electron. J. Probab. 20 (2015), no.
115, 26. MR3418547
[33] T. Hutchcroft, Wired cycle-breaking dynamics for uniform spanning forests, Ann. Probab. 44 (2016), no. 6,
3879–3892. MR3572326
[34] T. Hutchcroft, Interlacements and the wired uniform spanning forest, Ann. Probab. 46 (2018), no. 2, 1170–
1200. MR3773383
[35] T. Hutchcroft and A. Nachmias, Uniform spanning forests of planar graphs, Forum of Mathematics, Sigma.
To appear.
[36] T. Hutchcroft and Y. Peres, The component graph of the uniform spanning forest: Transitions in dimensions
9, 10, 11, . . ., Probability Theory and Related Fields. To appear.
[37] N. Jain and S. Orey, Some properties of random walk paths, J. Math. Anal. Appl. 43 (1973), 795–815.
[38] A. A. Ja´rai, Sandpile models, Probab. Surv. 15 (2018), 243–306. MR3857602
[39] A. A. Ja´rai and F. Redig, Infinite volume limit of the abelian sandpile model in dimensions d ≥ 3, Probab.
Theory Related Fields 141 (2008), no. 1-2, 181–212. MR2372969 (2009c:60268)
[40] A. A. Ja´rai and N. Werning, Minimal configurations and sandpile measures, J. Theoret. Probab. 27 (2014),
no. 1, 153–167. MR3174221
[41] H. J. Jensen, Self-organized criticality: emergent complex behavior in physical and biological systems, Vol. 10,
Cambridge university press, 1998.
[42] R. Kenyon, The asymptotic determinant of the discrete Laplacian, Acta Math. 185 (2000), no. 2, 239–286.
MR1819995 (2002g:82019)
[43] H. Kesten, Subdiffusive behavior of random walk on a random cluster, Ann. Inst. H. Poincare´ Probab. Statist.
22 (1986), no. 4, 425–487. MR871905 (88b:60232)
[44] G. Kirchhoff, Ueber die auflsung der gleichungen, auf welche man bei der untersuchung der linearen vertheilung
galvanischer strme gefhrt wird, Annalen der Physik 148 (1847), no. 12, 497–508.
[45] G. Kozma and A. Nachmias, The Alexander-Orbach conjecture holds in high dimensions, Invent. Math. 178
(2009), no. 3, 635–654. MR2551766
[46] G. Kozma and A. Nachmias, Arm exponents in high dimensional percolation, J. Amer. Math. Soc. 24 (2011),
no. 2, 375–409. MR2748397
[47] T. Kumagai, Random walks on disordered media and their scaling limits, Lecture Notes in Mathematics,
vol. 2101, Springer, Cham, 2014. Lecture notes from the 40th Probability Summer School held in Saint-Flour,
2010, E´cole d’E´te´ de Probabilite´s de Saint-Flour. [Saint-Flour Probability Summer School]. MR3156983
[48] T. Kumagai and J. Misumi, Heat kernel estimates for strongly recurrent random walk on random media, J.
Theoret. Probab. 21 (2008), no. 4, 910–935.
[49] G. F. Lawler, A self-avoiding random walk, Duke Math. J. 47 (1980), no. 3, 655–693. MR587173 (81j:60081)
[50] G. F. Lawler, Loop-erased self-avoiding random walk and the Laplacian random walk, J. Phys. A 20 (1987),
no. 13, 4565–4568. MR914293 (89a:82007)
[51] G. F. Lawler, Intersections of random walks, Modern Birkha¨user Classics, Birkha¨user/Springer, New York,
2013. Reprint of the 1996 edition. MR2985195
[52] G. F. Lawler, O. Schramm, and W. Werner, Conformal invariance of planar loop-erased random walks and
uniform spanning trees, Ann. Probab. 32 (2004), no. 1B, 939–995. MR2044671 (2005f:82043)
60
[53] R. Lyons, B. J. Morris, and O. Schramm, Ends in uniform spanning forests, Electron. J. Probab. 13 (2008),
no. 58, 1702–1725. MR2448128 (2010a:60031)
[54] R. Lyons, R. Pemantle, and Y. Peres, Conceptual proofs of L logL criteria for mean behavior of branching
processes, Ann. Probab. 23 (1995), no. 3, 1125–1138. MR1349164
[55] R. Lyons and Y. Peres, Probability on trees and networks, Cambridge Series in Statistical and Probabilistic
Mathematics, vol. 42, Cambridge University Press, New York, 2016. Available at http://pages.iu.edu/
~rdlyons/. MR3616205
[56] S. N. Majumdar and D. Dhar, Equivalence between the Abelian sandpile model and the q → 0 limit of the
Potts model, Physica A 185 (1992), 129–145.
[57] R. Masson, The growth exponent for planar loop-erased random walk, Electron. J. Probab. 14 (2009), no. 36,
1012–1073. MR2506124
[58] C. McDiarmid, Concentration, Probabilistic methods for algorithmic discrete mathematics, 1998, pp. 195–248.
[59] J. Miller and S. Sheffield, Imaginary geometry IV: interior rays, whole-plane reversibility, and space-filling
trees, Probab. Theory Related Fields 169 (2017), no. 3-4, 729–869. MR3719057
[60] B. Morris, The components of the wired spanning forest are recurrent, Probab. Theory Related Fields 125
(2003), no. 2, 259–265. MR1961344 (2004a:60024)
[61] R. Pemantle, Choosing a spanning tree for the integer lattice uniformly, Ann. Probab. 19 (1991), no. 4, 1559–
1574. MR1127715 (92g:60014)
[62] Y. Peres and D. Revelle, Scaling limits of the uniform spanning tree and loop-erased random walk on finite
graphs, 2004. Unpublished. Available at arXiv:math/0410430.
[63] O. Schramm, Scaling limits of loop-erased random walks and uniform spanning trees, Israel J. Math. 118
(2000), 221–288. MR1776084 (2001m:60227)
[64] J. Schweinsberg, The loop-erased random walk and the uniform spanning tree on the four-dimensional discrete
torus, Probability Theory and Related Fields 144 (2009), no. 3-4, 319–370.
[65] G. Slade, The lace expansion and its applications, Lecture Notes in Mathematics, vol. 1879, Springer-Verlag,
Berlin, 2006. Lectures from the 34th Summer School on Probability Theory held in Saint-Flour, July 6–24,
2004, Edited and with a foreword by Jean Picard. MR2239599
[66] G. Slade, Critical exponents for long-range O(n) models below the upper critical dimension, Comm. Math.
Phys. 358 (2018), no. 1, 343–436. MR3772040
[67] A.-S. Sznitman, Vacant set of random interlacements and percolation, Ann. of Math. (2) 171 (2010), no. 3,
2039–2087. MR2680403 (2011g:60185)
[68] A. Teixeira, Interlacement percolation on transient weighted graphs, Electron. J. Probab. 14 (2009), no. 54,
1604–1628. MR2525105 (2011b:60393)
[69] V. I. Trofimov, Graphs with polynomial growth, Mat. Sb. (N.S.) 123(165) (1984), no. 3, 407–421. MR735714
[70] N. W. Watkins, G. Pruessner, S. C. Chapman, N. B. Crosby, and H. J. Jensen, 25 years of self-organized
criticality: Concepts and controversies, Space Science Reviews 198 (2016Jan), no. 1, 3–44.
[71] D. B. Wilson, Generating random spanning trees more quickly than the cover time, Proceedings of the Twenty-
eighth Annual ACM Symposium on the Theory of Computing (Philadelphia, PA, 1996), 1996, pp. 296–303.
MR1427525
[72] K. G Wilson and M. E Fisher, Critical exponents in 3.99 dimensions, Physical Review Letters 28 (1972),
no. 4, 240.
61
