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Abstract This work proposes a pose-based vis-
ual servoing control, through using planar 
homography, to estimate the position and orientation 
of a miniature helicopter relative to a known pat-
tern. Once having the current flight information, the 
nonlinear underactuated controller presented in one 
of our previous works, which attends all flight phas-
es, is used to guide the rotorcraft during a 3D-
trajectory tracking task. In the sequel, the simula-
tion framework and the results obtained using it are 
presented and discussed, validating the proposed 
controller when a visual system is used to determine 
the helicopter pose information. 
Keywords Aerial Vehicles, Planar 
Homography, Underactuated Machines, Nonlinear 
Control. 
I. INTRODUCTION 
In the last decades the research effort related to Un-
manned Aerial Vehicles (UAV) has grown substantial-
ly, aiming at either military or civil applications, such as 
inspection of large areas in public safety applications, 
natural risk management, intervention in hostile envi-
ronments, infrastructure maintenance and precision ag-
riculture (Kendoul et al., 2010). In such cases, the use of 
a UAV is extremely advantageous, compared to the use 
of one or even several Unmanned Ground Vehicles 
(UGV), due to its 3D mobility.  
Consider, for instance, a miniature helicopter, simi-
lar to a real helicopter, this UAV is one of the most 
complex flying machines, due to its high maneuverabil-
ity, which allows it to takeoff and land vertically, to 
hover, to rotate, to move aside or ahead while keeping 
the height, to change the direction of its movement very 
quickly, as well as to completely stop (Castillo et al.,
2005). For these capabilities, it is quite useful for many 
tasks as aforementioned. Moreover, the complexity of 
the dynamic model of such rotorcraft makes the use of 
nonlinear flight controllers a good option to take into 
account that such vehicles represent an inherently un-
stable, nonlinear, multi-variable and underactuated sys-
tem, with complex and highly coupled dynamics.  
Actually, a meaningful research effort has been de-
voted to design flight controllers to guide miniature hel-
icopters autonomously. Traditionally, such controllers 
involve inner and outer loops, which are responsible, re-
spectively, for stabilizing the vehicle dynamics and for 
controlling its navigation based on its kinematics model 
(Antunes et al., 2010). However, guaranteeing the sta-
bility and the performance of the two control systems 
when working independently is not enough to guarantee 
the stability and performance of the whole control sys-
tem, due to the highly coupled dynamics. Another re-
search line considers an integrated solution for the dy-
namic and kinematic systems, commonly based on non-
linear control techniques.  
In Dzul et al. (2003), for instance, it is proposed a 
robust controller based on classical and adaptive pole 
placement techniques, to control the yaw angle and the 
height of a mini-helicopter, whose dynamic model was 
obtained using the Euler-Lagrange formulation. In Pal-
omino et al. (2003), it is proposed a system to control 
the pose of a PVTOL (Planar Vertical Takeoff and 
Landing) aircraft, which is based on the linearization of 
the simplified dynamic model (such simplification is as-
sociated to the planar movement). The stability of such 
system is also analyzed, using the theory of Lyapunov 
for linear systems. In Kahn and Foch (2003) and Buskey 
et al. (2003), it is implemented the pose control of a 
mini-helicopter, using an adaptive neural controller and 
a group of nested PID controllers, respectively. In Mar-
coni and Naldi (2006), it is designed a robust controller 
for reference tracking, considering longitudinal, lateral, 
vertical and yaw movements, and considering the para-
metric uncertainties associated to the aircraft model as 
well. In Budiyono and Wibowo (2007), it is discussed a 
trajectory tracking control based on optimal control 
techniques for a UAV, using a linearized complete dy-
namic model for the aircraft. In Martini et al. (2008), 
robust control with state observer is applied to a nonlin-
ear Lagrangian model of a helicopter to control it under 
vertical wind gust. In Antunes et al. (2010), it is pro-
posed a trajectory tracking controller based on gain-
scheduling, applied to the linearized dynamic model of 
a UAV, considering the issues of the multiple time-
rating sensor used during navigation. In Kendoul et al.
(2010), a nonlinear model-based controller is designed 
to a quad-rotor, using inner-outer loop control scheme. 
A multi-variable PD controller is proposed in Lara et al.
(2010) to stabilize the attitude of a quad-rotor, consider-
ing the data transmission delay in the stability analysis. 
It is known that one of the major problems in UAV 
navigation is the difficulty to define its pose and linear 
velocities, i.e, its non-inertial variables. An approach to 
overcome such difficulty is to use vision based sensors, 
due to their ever-growing capability to capture infor-
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mation, which makes them suitable inertial sensors 
(Soria et al., 2008). According to Gonçalves et al.
(2010), pose estimation and automatic landing based on 
vision systems is not new in aircraft control. In this 
case, concepts related to visual servo control should be 
considered, i.e., the problem becomes to use an artificial 
vision system to provide sensorial information to con-
trol the motion of a robot (an autonomous aircraft, in 
this case). Such a problem can be classified as position-
based visual servoing (PBSV) or image-based visual 
servoing (IBSV) (Hutchinson et al., 1996). PBSV in-
volves the reconstruction of the pose of a target from the 
vision data to control the robot. Therefore, it is required 
an excellent geometric model and a well-done calibra-
tion process. By its turn, IBSV uses the vision data di-
rectly in the control loop, aiming at controlling the dy-
namics of the characteristics in the image plane. Many 
recent works have proposed different solutions to these 
control problems. In Hamel and Mahony (2007), for in-
stance, planar homography (a non-singular linear rela-
tionship between points on planes) is applied to estimate 
the position of targets used to control, in a IBSV way, 
an underactuated quad-rotor capable of vertical takeoff 
and landing, and quasi-stationary hover. In the same 
line, in Gonçalves et al. (2010) it is proposed a IBSV 
controller to guide an airplane in automatic approaching 
and landing tasks. A vision-based flight is proposed in 
Kendoul et al. (2010) to execute landing tasks over a 
ground-target, after tracking it autonomously. A self-
positioning system based on SLAM concepts is devel-
oped in Caballero et al. (2009), using homography-
based techniques and natural landmarks to define the 
pose of a helicopter in outdoor applications.  
According to Kendoul et al. (2010), a UAV equip-
ped with an onboard camera can be considered as an eye 
in the sky. Therefore, it can be used as an extra sensor 
for a ground formation or a land station, for example, 
giving to them a 2D½ or 3D visual information, either if 
only the UAV sees downwards or if the UAV sees and 
is seen by the land station, respectively. As an example 
in such context, in Chaimowicz and Kumar (2004) a 
UAV formation composed by blimps takes aerial imag-
es and uses them to monitor and to command a 
heterogenous ground formation during urban area sur-
veillance tasks, such as searching for targets and map-
ping the environment. In Michael et al. (2007), in turn, a 
decentralized control is implemented to guide ground 
robots while they are followed by an aerial vehicle (a 
6DOF cable-controlled robot). Such vehicle delivers 
images used to define the pose and shape of the for-
mation, as well as to aid it during obstacle avoidance. In 
Brandao et al., 2010a), it is proposed a planar 
homography-based system to estimate the pose of the 
helicopter and the shape and position of the UGV for-
mation, during approaching and tracking tasks. 
In such context, the contribution of this work is the 
proposal of an homography-based pose estimation sub-
system for a miniature helicopter during 3D-trajectory 
tracking control. Applying IBSV techniques, a set of 
image characteristics associated to a landmark of known 
size and shape is extracted, which is adopted to estimate 
the rotorcraft pose. The nonlinear controller adopted to 
guide the helicopter, as well as the nonlinear 
underactuated dynamic model from which it is derived, 
have already been presented in our previous work 
(Brandao et al., 2010b).  
To discuss such topics, the paper is hereinafter orga-
nized as following. Section II proposes a high-level 
flight controller to guide the UAV during trajectory 
tracking and presents the reference profile necessary to 
guide the aircraft maneuvers. In the sequel, Section III 
describes the artificial vision system used onboard the 
aircraft and proposes the image-based visual servoing 
system used to determine the pose of the helicopter rela-
tively to the landmark (whose pose and dimensions are 
known). Following, Section IV describes the simulation 
framework used to validate the whole control system, as 
well as presents and discusses the results obtained for a 
simulated flight corresponding to a 3D-trajectory track-
ing. Finally, Section V highlights the main conclusions 
of the work. 
II.  THE HIGH-LEVEL NONLINEAR 
UNDERACTUATED CONTROLLER 
The complete model of a miniature helicopter embeds 
four subsystems: the actuator dynamics, the rotary wing 
dynamics, the force and moment generation, and the rig-
id body dynamics (John and Sastry, 1999; Ahmed et al.,
2010), as shown in Fig. 1. The first three subsystems are 
associated to the low-level controller of the rotorcraft. If 
a small vertical take-off and landing (VTOL) vehicle is 
considered (vehicles weighing less than 20kg), then the 
relationship between the actuator dynamics and genera-
tion of aerodynamic forces and torques can be approxi-
mated by a linear function (Kondak et al., 2007).  Tak-
ing this into account, the controller proposed by 
Brandao et al. (2010b) focuses on the high-level control 
(the last block), allowing to determine the force and 
torque inputs (called abstract system inputs) necessary 
to control the miniature helicopter, i.e., 
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or simply W  qqqCqqM  ),()( .  In such a case, wind 
gusts, ground effect, air resistance, and so on, represent-
ed by the vector of disturbances and friction forces act-
ing at the rotorcraft, are disregarded.  
In the sequel, in order to propose a partial feedback 
linearization controller (Spong, 1994), it is necessary to 
represent (1) in the underactuated format  
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Figure 1: The full model of the helicopter dynamics.  
for which a suitable control signal to guide the rotorcraft 
is
  pppapaapappapaaa EMMEMMMMf 11   K
where aaaaaaada qKKqKKq ~tanh~tanh 2121  K , with 
aada qqq  ~  being the tracking error and KaiR
4 diag-
onal positive gain matrices.  It is important to mention 
that qa =[z I ș ȥ]T and qp =[xy]T are the adopted actuat-
ed/active and unactuated/passive variables, respectively. 
As discussed in Brandao et al. (2010b), while exe-
cuting a trajectory tracking, path following or even posi-
tioning, the aircraft needs a flight reference profile in 
the 3D space. In other words, to reach a position (x,y,z),
the helicopter should change its orientation during the 
navigation, so that an attitude reference profile (Id , șd ,
ȥd) should be defined. In this case, the roll and pitch an-
gles can be obtained through using the underactuated 
system constraints, considering that the longitudinal and 
lateral displacements are decoupled. Thus, one has 
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knowing that aa K q  and pp K q , and assuming that 
pppppppdp qKKqKKq ~tanh~tanh 4321  K , where KpiR
2
are diagonal gain matrices.  
Finally, the yaw angle is commonly obtained by the 
velocity of the reference trajectory in the XY plane, that 
is,
d
d
d x
y


arctan \ . (5) 
Thus, given the reference signals in the 3D work-
space the helicopter is capable of following a trajectory, 
tracking a path or even reaching a pose, using the con-
troller proposed in Brandao et al. (2010).  
III. THE VISION SYSTEM USED TO ESTIMATE 
THE POSE OF THE MINIATURE HELICOPTER
The estimated pose (position and orientation) is im-
portant for autonomous helicopters in applications such 
as surveillance, autonomous navigation and cooperative 
tasks with other UAVs or ground robots. The goal is to 
use visual information to determine the pose of the heli-
copter instead of using heavy and complex navigation 
systems or GPS.  
This section presents a strategy for estimating the 
pose of the helicopter using visual information (from a 
known reference pattern) and flat homography. By a 
planar homography, images of points on a plane in one 
view are related to corresponding image points in an-
other view using a homogeneous representation. In con-
trast to other pose estimation methods (Altug and Tay-
lor, 2004; Amidi et al., 1999; Nordberg et al., 2002), 
this proposal only uses a camera onboard the helicopter. 
The camera is responsible for capturing images from a 
flat pattern or set of known reference marks (the adopt-
ed pattern with known geometric size is shown in Fig. 
2). In order to determine the characteristics of the im-
age, which are the centroids of the squares in the ex-
tremities of the landmark, it is used the color segmenta-
tion algorithm described in Roberti et al. (2009). 
The 2D projective transformation between the points 
of the pattern and the points in the image plane is com-
monly called homography induced by plane (the plane 
pattern) and is used to retrieve information from move-
ment with respect to a camera on the helicopter. As the 
camera is ﬁxed on the vehicle, it is possible to obtain in-
formation of the pose of the UAV through just a con-
stant Euclidean transformation. According to Ma et al.
(2003), the minimum number of points to determine the 
homography is four. However, more than four points 
could be used to reduce the effect of noise on the fea-
tures detection.  
In this paper, four points were taken to define the 
homography which are the centers of mass of the four 
squares located at the ends of the mark in the shape of 
H. Note that the center of the pattern H represents the 
origin of the coordinate system associated with the iner-
tial frame <G>. The camera frame <C> has a fixed po-
sition relative to the helicopter frame <h>, which pose 
at time t with respect to <G> is given by g=(K(t),[(t)), 
where K and [ represent the orientation and position 
vector of the UAV, and g is the Euclidean transfor-
mation that takes the coordinates of the points in <h> to
points in <G>.
According to Ma et al. (2003), the model of the imag-
ing camera can be written as 
00 XKȆx g O , (6) 
where Ȝ is the unknown depth or distance to the camera 
of the X0 point expressed in the frame <G>, x are the 
coordinates of the image, K is the matrix of intrinsic pa-
rameters (assumed known by prior calibration), 30 is the 
canonical projection matrix and g is the Euclidean trans-
formation that takes the coordinates of the points in 
<G> to points in <C>.
Let us call xv to a virtual image captured at an initial 
time and x to the image taken at time t from pose
(K(t),[(t)) of the UAV, both images of the same point 
X0 in <G> of the pattern H. And let us call Xv and X to 
the homogeneous coordinates in <C> of point X0 corre-
sponding to the virtual pose of the camera and its pose 
at time t. These image coordinates are related by x~Hxv
or X = HXv, where H is the homography matrix and the 
Figure 2: The landmark H with its dimensions. 
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symbol ~ expresses a proportional relationship. If we 
call N to the normal vector expressed in <C> of the pat-
tern plane H at initial time (virtual image) and d to the 
distance from this plane to the optical center of the first 
image, then by the decomposition algorithm presented 
in Faugeras and Lustman (1988) and Zhang and Hanson 
(1995), H takes the form  
T
d
tNRH 1 , (7) 
where R and t are rotation matrix and translation vector, 
with g=(R, t) being the transformation of coordinates of 
the pattern points in the virtual camera frame to the co-
ordinates in the camera frame at time t. The matrix H
can be estimated from the four points of the pattern H
and from this estimate break it down to retrieve R and t
that contain the information of movement of the camera, 
using a four-point algorithm for flat scene. The decom-
position of the homography matrix H using the algo-
rithm of four points (Ma et al., 2003), returns four pos-
sible solutions of the form (Ri, ti/di , Ni) : i = 1,..., 4, from 
which two of them can be eliminated by using the posi-
tive depth constraint, i.e. NTi e3>0 ී i=1,.., 4 (i.e., the 
points of the pattern H should be facing the camera) 
where e3 =[0, 0, 1]
T .
From the two remaining solutions, it is selected that 
one whose normal vector N to the plane of the pattern H
is closer to e3 in the Euclidean norm. Since this vector is 
expressed in the frame associated with the camera that 
takes the virtual image, the solution is immediate. Final-
ly, it should be emphasized that from the breakdown of 
H only the ratio t/d can be obtained due to the inherent 
ambiguity of (7). To solve the scaling factor the 
knowledge of the physical dimension of the pattern H is 
used. Then, the pose of the helicopter at time t is given 
by  
T
cctt )()()( 0 RRRRR KK  , (8) 
tttt TcRRRȟȟ )()()( 00 K , (9) 
where g=(RȘ(t),[(t)) is the Euclidean transformation of 
<h> to <G> and is equivalent to g=(K(t),[(t)), t0 repre-
sents the time instant of the virtual image, and g=(Rc, tc)
is constant Euclidean transformation of <C> to <h>;
without loss of generality tc =0 in (8). 
Once computed the pose of the helicopter through 
the homografy-based PSVB system, such variables are 
used in the control loop of the vehicle.
III. THE SIMULATION FRAMEWORK, 
RESULTS AND DISCUSSION 
This section presents a simulation framework developed 
to validate the servo visual system here proposed. Fig-
ure 3 illustrates its interface, composed by three win-
dows. Figure 3(a), labeled External Vision, shows the 
whole scene seen by a viewer located at a pose defined 
by the four sliding bars. Figure 3(b), labeled Internal 
Vision, illustrates the camera view, whereas Figure 3(c) 
presents the segmentation of the image correspondent to 
the Internal Vision.  
The dynamic model of the helicopter and the nonlin-
ear underactuated controller proposed by Brandao et al. 
(2010b) are adopted to guide the UAV during a 3D tra-
jectory-tracking flight simulation. The reference profile 
is a sloped one, given by {xd=cos t/4, yd=sin t/4, zd=3-
cos t/4}.  To reach a desired pose, the attitude references 
are given by (3), (4) and (5), for the roll, pitch and yaw 
angles, respectively. It is worthy to mention that before 
starting the tracking task itself, the helicopter should 
take-off vertically, till reaching 2.0m of altitude. Then, 
after tracking the sloped trajectory, the UAV should 
reach (0.0, 0.0, 1.5)m (in a positioning task), and then it 
should accomplish a landing task, thus concluding its 
mission.  
Figure 4(a) and 4(b) illustrate the time evolution of 
the position and attitude of the aircraft, while Fig. 4(c) 
illustrates the path traveled by the aircraft during the 
simulation. Indeed, one can notice that the reference tra-
jectory is effectively tracked by the aircraft, using the 
controller proposed in our previous work, without any 
oscillation around the reference values or steady-state 
delay. Thus, one can perceive that such controller is ef-
fective in guiding the autonomous navigation of the 
miniature helicopter when tracking a reference trajecto-
ry. Actually, it is important to highlight that the control-
ler proposed in Brandao et al. (2010b) is capable to 
guide the helicopter in positioning and tracking tasks, 
not demanding any gain-scheduling or control law 
switching for specific parts of the planned flight (take- 
Figure 3: The simulation framework developed. (a) An external view of the system. (b) The image captured by the camera 
onboard the helicopter. (c) The segmentation of the camera frame detecting the corners and the centroids of the four colored ex-
tremities of the landmark.  
(a) (b) 
(c) 
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(a) Time evolution of the position.  
(b) Time evolution of the attitude.  
(c) 3D-trajectory tracked.  
Figure 4: Simulation: sloped-plane trajectory reference.  
Figure 5: Time evolution of the characteristics (centroids of 
the corner squares) in the image plane a) Takeoff task, 0dtd5
sec., b) Starting the trajectory tracking task 5dtd10 sec. 
off, hovering, trajectory tracking, positioning before 
landing, hovering and landing itself). In other words, the 
proposed controller attends all the phases of a UAV 
flight. Then, the controller here proposed is suitable to 
guide the UAV during any mission involving position-
ing, trajectory tracking or path following (a sequence of 
positioning, without time constrains). 
Figure 5 shows the evolution of the characteristics 
(the centroids of the squares in the extremities of the 
landmark) in the image plane, with 320x240 pixel reso-
lution. The takeoff task, which occurs during the first 
five seconds, is shown in Fig. 5(a), while Fig. 5(b) illus-
trates the following five seconds, which represents the 
beginning of the trajectory tracking task. In both figures 
the starting point corresponds to the square marks, 
whereas the ending point corresponds to circles. The 
black-solid line is used to connect the centroids at the 
start and end instants.  
To conclude the comments about the simulation pre-
sented, it is important to stress that when defining the 
gains of the high level controller, it is given a higher 
priority (a bigger value) to the altitude control, followed 
by the control of the yaw angle, with the lower priority 
for the other two active state variables (identical priori-
ties). This is done to guarantee that the helicopter should 
reach a safe altitude before moving ahead or aside. 
V. CONCLUDING REMARKS 
A pose-based visual servoing control is here imple-
mented to allow a 3D pose estimation using the naviga-
tion system of the helicopter, through a planar 
homography algorithm. The results here presented show 
that using visual information the controller proposed in 
Brandao et al. (2010b) is able to attend all flight phases 
when the UAV has to accomplish a planned mission. 
This includes take-off, hovering and landing tasks, con-
sidering positioning or trajectory/path tracking missions, 
as illustrated through the simulation discussed in this 
paper. 
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