Many distributed multimedia applications exhibit exibility to uctuations in the network conditions. By trading o temporal and spatial quality to available bandwidth, or manipulating the playout time of continuous media in response to variations in delay, multimedia ows can keep an acceptable QoS level at the end systems. In this study, we present a new scalable scheme for adapting the transmission rate of multimedia applications to the congestion level of the network. The scheme is based on the end to end real time transport protocol (RTP). Using the proposed scheme, we investigate the e ciency of applying adaptation in utilizing network resources, reducing losses and the scalability of the scheme as well as that of the RTP protocol. The results obtained through simulations suggest the e ciency of the scheme in utilizing the network resources and decreasing the loss rates.
INTRODUCTION
The vast majority of multimedia applications used currently in the Internet, such as vic (McCanne & Jacobson 1995) , vat (Kouvelas, Hardman & Watson 1996) and NeVoT (Baker 1994) are based on the UDP and RTP transport protocols. However, these protocols o er no means of quality of service control and can not thereby guarantee any level of QoS. Due to the (IWQOS '97) uctuations in the network conditions, the inability of UDP or RTP to support QoS control renders multimedia applications, often, useless. Two main approaches were introduced in the past to overcome this problem: resource reservation (Braden, Zhang & Berson 1995) and application control (Diot, Huitema & Turletti 1995) . Reserving enough resources for supporting a certain QoS level in advance guarantees this quality level and would be the most straight forward approach for handling the problem. However, as it is usually impossible to know the exact characteristics of a certain stream in advance one would tend to over reserve resources to guarantee the requested QoS level. This would, however, lead to under utilizing the network and would get costly if one has to pay for the reserved but unused resources. Also, reservation can only be used if all the network nodes support this scheme, which currently is not the case.
Many distributed multimedia applications exhibit exibility to uctuations in the network conditions (Campbell, Hutchinson & Aurrecoechea 1995) . By trading o temporal and spatial quality to available bandwidth or manipulating the playout time of continuous media in response to variations in delay, multimedia ows can keep an acceptable QoS level at the end systems without necessarily requiring any changes in the network. However, such an approach requires the exchange of state information between the source end system and the network as it is the case for the available bit rate service of ATM (Shirish 1995) or the receivers as its is the case for TCP. As these state information have to traverse at least a part of the network, the source will not be able to change its sending rate immediately after a change in the congestion state of the network. So, as a source keeps on sending data with an outdated rate until a reduction request arrives data losses can not be ruled out. However, depending on the importance of the data, the context in which the applications are used and the used codecs losing a small percentage of the data is often a small price to pay in exchange for simple network architectures and low price communication.
In this paper, we present a new adaptation scheme based on the RTP protocol. The scheme is in part similar to other schemes proposed for adapting applications to the network state, see (Busse, De ner & Schulzrinne 1996) . In our scheme, however, we take the scalability issue into consideration and test the scheme in multicast environments.
In Section 2, we present a new scheme called the direct adjustment algorithm for adapting the transmission rate of multimedia applications to the congestion level of the network. In Section 3, we test the performance of the scheme in terms of bandwidth utilization, losses and scalability.
THE DIRECT ADJUSTMENT ALGORITHM
The direct adjustment algorithm is based upon the Real Time Transport Protocol (RTP) (Schulzrinne, Casner, Frederick & Jacobson 1996) designed The Direct Adjustment Algorithm 3 within the Internet Engineering Task Force (IETF). Note that RTP is not a transport protocol in the common sense. That is, it o ers no reliability mechanisms, has no notion of a connection and is usually implemented as part of the application and not the operating system kernel. Instead, RTP o ers the application the capability of distinguishing between di erent media streams and keeping track of various statistics describing the quality of the session as seen by other members of the session.
RTP sessions consist of two lower-layer data streams, namely a data stream for, say, audio or video and a stream of control packets (using the sub-protocol called RTCP).
RTP data headers allow to distinguish dynamically between di erent audio and video encodings and have a marker to delineate video frames and audio talk spurts.
Using the control protocol (RTCP), each session member periodically multicasts control packets to all other session members. The control packets contain information about the received and transmitted data rates, delay jitter and packet losses. The desire for up-to-date control information has to be balanced against the desire to limit control tra c to a small percentage of data tra c even with sessions consisting of several hundred members. Therefore, the control tra c is scaled with the data tra c so that it makes up a certain percentage of the data rate (usually 5% with a minimum of 5 seconds between two RTCP packets).
During a conferencing session each receiver reports in its control packets the percentage of lost data noticed since sending the last control packet. At the sender site, the RTCP packets are processed and depending on the loss values reported within the RTCP packets, the sender can increase, decrease or keep its current sending rate, see Figure 1 . The decision of how to change the sending rate is taken according to the following rules: a source starts sending data with a pre-de ned rate initially, the sender is the non-congested state. The sender remains in this state until a control message is received indicating loss values higher than a pre-de ned threshold. During this state the sender increases its transmission rate additively with a pre-de ned additive increase factor divided by the number of members participating in the session for each received control message. The number of members is determined through the RTCP protocol. rate = sending rate + Additive Increase Factor number of members (1) when receiving a control message reporting a loss ratio higher than a sender de ned loss threshold, the sending rate is reduced as follows: rate = sending rate (1 ? loss ratio + loss threshold) (2) the identity of the member reporting this loss is noted as the losing member and the reported loss value is saved as highest loss. The loss threshold is the loss value the sender is willing to accept. control messages received from members other than the losing member with loss values lower than the highest loss are ignored control messages received from members other than the losing member with loss values higher than the highest loss lead to an additional rate reduction as follows: rate = rate (1 ? loss ratio + highest loss)
highest loss is then set to this new loss value and the losing member is set to the identity of the member reporting this new loss control messages received from the losing member with a loss value higher than the loss threshold lead to a further rate reduction rate = rate (1 ? loss ratio + loss threshold)
after receiving a control message from the losing member with a loss value lower than the loss threshold the sender goes into the non-congested state.
Additionally, the user can specify a minimum and a maximum rate thresholds. During congestion periods the sending rate should not be decreased below the minimum threshold. During network underload periods the sending rate should not be increased above the maximum limit.
PERFORMANCE OF ADAPTIVE APPLICATIONS
Through simulations we describe in this section di erent test cases investigating the e ciency of the direct adjustment algorithm in controlling the sending rate of an adaptive application for the case of unicast and multicast environments. The link is shared between a bursty source and an adaptive one. The bursty source is a three state Active-Idle source as was described in (Wojnaroski 1994) , see Figure 3 . The number of packets generated during an active state is geometrically distributed with mean N p . The pause between two packets during the active state is drawn from a negative exponential distribution with mean T off . The idle states can have any general distribution with mean T idle .
Based on the tra c characteristics described in (Wojnaroski 1994) we tested two cases with the bursty tra c having the parameter set in Table 1 . Case 1 represents typical parameters we would expect for image retrieval applications and case 2 is a representation of a distributed computing application. The bursty source was additionally turned on and o during the simulation to demonstrate the e ects of large load changes on the algorithm.
The router is a random early drop (RED) gateway as was proposed by Floyd and Jacobson (Floyd & Jacobson 1993) . A RED gateway detects incipient congestion by computing the average queue size. When the average queue size Table 1 Parameters of the bursty tra c exceeds a preset minimum threshold the router drops each incoming packet with some probability. Exceeding a second maximum threshold leads to the dropping of all arriving packets. This approach not only keeps the average queue length low but ensures fairness and avoids synchronization e ects. The output link of the bottleneck router has a bandwidth of 1.5 Mb/s and the end-to-end propagation delay was set to 10 msec. For the direct adjustment algorithm the initial sending bandwidth was set to 2 Mb/s, the acceptable loss threshold was set to 5% and the additive increase factor to 50 Kbits. The minimum bandwidth threshold was set to 50 Kbits/s and the maximum one to 15 Mb/s. Figure 5 show that under changing tra c conditions the sender adapts its transmission rate in accordance with the available resources in the network. During the periods without background tra c the adaptive source increases its rate up to the link rate. The addition of the background tra c introduces losses and results in a rate reduction down to a stable level with a loss ratio of around 7% which is slightly higher than the allowed threshold of 5%. Note also, that even in the presence of the very bursty tra c the overall utilization of the link remains around 80% with low loss values.
Scalability of the Direct Adjust Algorithm
One of the main issues when considering a QoS control approach based on feedback messages is its scalability in multicast sessions with various numbers of participants. In this section, we consider the behavior of the direct adjustment algorithm for multicast sessions with the number of participant ranging from 4 to 644 members.
The direct adjustment algorithm is based on the RTCP protocol which was designed as a scalable protocol consuming at the most 5% of the bandwidth available for a multicast session. To keep this limit the interval between two consecutive RTCP messages is set as a function of the number of the participating members. This is additionally restricted by setting the minimum interval between two messages to 5 seconds. This design implies that the number of RTCP packets sent by all members of a session should stay constant for sessions of di erent sizes. However, this is not completely true. As the minimum interval between two RTCP packets is limited to 5 seconds it is possible that a certain number of members does not consume all the bandwidth available for RTCP. Hence, increasing the number of members results in an increase in the number of sent RTCP packets. As an example, consider the case of a session having a session bandwidth of 1 Mb/s. The RTCP share in this case would be 50 Kbits/s. With only two members and an average RTCP packet length of 1 Kbits, the members would only consume 2 Kbits each 5 seconds and each member would only receive 1 packet every 5 seconds. With 100 members and the average packet size of 1 Kbits, the share of each member would be 500 bits/s. That is, each member would be allowed to send a packet each 2 seconds, which is still below the minimum interval of 5 seconds. Hence, as each member can at the most consume 1 Kbits each 5 seconds, the consumed RTCP bandwidth in this case is still only 20 Kbits/s and the members receive 100 packets every 5 seconds. With something like 250 members each member would get an RTCP bandwidth share of around 200 bits/s and would be allowed to send a packet each 5 seconds. Thereby, the available RTCP bandwidth would be fully consumed and the scaling mechanisms show e ect with the number of members above this limit. In this case, each receiver would be getting something like 250 RTCP packets each 5 seconds. Note that the calculation presented here is only a rough approximation. The RTCP bandwidth is not distributed equally between senders and receivers. That is, senders receive a larger part of the bandwidth share dedicated to the RTCP stream. Also, with the addition of new senders the RTCP packet length increases as well. However, for the case of only one sender this calculation is acceptable. Equation 5 shows the number of members up to which the number of RTCP packets in a session increases linearly with the addition of new members and before the scaling algorithms take e ect:
Number of Members = min. Interval RTCP Bandwidth RTCP Packet size
Algorithms reacting to every received RTCP packet such as (Busse et al. 1996) show a decreased performance when increasing the number of session members (Emanuel 1997) . To account for this problem, the additive increase factor was scaled in accordance with the number of session members. This prevents the algorithm from reacting di erently when increasing the number of members. Another possible problem with the scalability of RTCP is that for large numbers of members the interval between two RTCP packets increases. As the sender can only increase its rate after receiving an RTCP packet with a loss value lower than the loss threshold, the sender will stay longer in the congested state. However, as during the congestion periods the sender does not increase its transmission rate and the sender still reacts to control messages with loss values higher than the one the sender already reacted to, no additional congestion is caused by the sender. However, the reaction to underload situations becomes slower.
As a test con guration we used one sender multicasting data through a RED-router to a di erent number of receivers. All receivers were connected through similar links resulting thereby in a homogeneous environment. To Performance of Adaptive Applications 9 simplify the simulation we only considered the case of lossless RTCP transmission. That is, all RTCP messages were correctly delivered to all receivers.
As background tra c we used an Active-Idle source with N p set to 50, T off set to 0.002 seconds and T idle set to 5 seconds. The direct adjustment algorithm had the same parameters used in Section 3.1. That is, the acceptable loss threshold was set to 5% and the additive increase factor to 50 Kbits. The minimum bandwidth threshold was set to 50 Kbits/s and the maximum one to 15 Mb/s. The link bandwidth was set to 1 Mb/s and the bu er length of the router to 10 KBytes. Those values were actually arbitrarily chosen and tests done with di erent parameters produced similar results. The results depicted in Figure 6 reveal that increasing the number of receivers reduces the average transmission rate of the sender from 1 Mb/s for the session of 4 receivers down to 700 Kbits/s for the case of 644 receivers. The performance loss is caused by the way losses are calculated and reported with RTCP. Losses are calculated as the percentage of packets that were lost divided by the number of packets that should have arrived during the time period between sending two RTCP packets. Now, consider the case of a loss peak lasting for 4 seconds, that is during 4 seconds the receivers had a loss rate of 100%. If the interval between two RTCP packets was 5 seconds, starting at the beginning of the loss peak, the receiver would measure a loss rate of 80% during this measurement period. However, if the measurement period started in the middle of the loss peak, the receiver would only measure a loss rate of 40%. Increasing the number of receivers, increases the probability that this situation might just happen. This results then in a rate reduction of 80% whereas the prior case would have resulted in a reduction of only 40%.
Such a situation could be improved by averaging the loss values each receiver reports at the sender. This would, however, substantially increase the complexity of the scheme, as in this case the sender would have to maintain some data for each receiver, instead of just maintaining the value of the worst loss.
We have modi ed the algorithm by using smoothed loss rates instead of the actual loss rates reported in the RTCP packets to determine the congestion state of the network. The smoothed loss is determined using a low pass lter as follows: smoothedLoss i = (1 ? smoothing factor) smoothedLoss i +smoothing factor loss i (6) with smoothedLoss i as the smoothed loss rate for member i and loss i as the loss value reported in the last received RTCP message from member i. Figure 7 depicts the results obtained by running the same simulations again using the modi ed algorithm and a smoothing factor of 0.5. It is obvious that in this case increasing the number of members has no e ects on the performance, as the sender keeps the same transmission level for all considered cases. Another approach would be to change the way the end systems calculate and report loss values using RTCP. Instead of just reporting the loss as the average loss noticed between the sending of two consecutive RTCP messages the end systems might just report a smoothed loss rate based on the calculation we described above, see Equation 6. This would shift the calculation complexity from the sending entities to the receiving ones, whereas each receiver would only need to calculate its own smoothed loss. This would maintain the original simplicity of the direct adjustment scheme and keep the same performance level for any number of receivers. In this paper, we presented a new approach for dynamically adjusting the sending rate of applications to the congestion level observed in the network. The senders can increase their sending rate during underload situations and then reduce it during overload periods. We have run various simulations handling multicast and di erent background tra c patterns. The obtained results suggest the e ciency of the direct adjustment algorithm in utilizing any free bandwidth in the network while maintaining a low loss level.
However, while the adaptation scheme presented here achieves a high utilization and low loss there were some minor scalability problems that could be solved by using smoothed loss values.
In the work presented here, we did not yet address the issues of fairness and interaction with other adaptive tra c such as TCP. Some preliminary investigations that we have run suggest that adaptive schemes in general show severe fairness problems and might cause the starvation of adaptive tra c based on less tolerant reactive schemes such as TCP. These issues need to be further investigated.
Finally, investigation made on various adaptive schemes such as TCP and early ABR proposals (Sisalem & Schulzrinne 1996) reveal that without active support from the network nodes adaptive schemes tend to be in general unfair towards long distance connections. Therefore, proposals for network services supporting adaptive end systems need to be further tested.
