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Introduction
A large variety of exotic phenomena in solid-state systems can take place when their
constituent electrons are coupled to an external gauge field, or in the presence of strong
spin-orbit coupling. For example, magnetic fields influencing the motion of the electrons
are at the base of the well-known quantum Hall effect [1], whereas spin-orbit coupling, i.
e. the coupling between an electron’s spin and its momentum, is crucial for topological
insulators [2, 3], Majorana fermions [4], spintronic devices [5], etc.
Ultracold atomic gases are good candidates to investigate these interesting quantum
phenomena. Since the first realization of Bose-Einstein condensation in a dilute atomic
gas [6, 7, 8], the experimental techniques aiming at creating and manipulating these sys-
tems have undergone remarkable improvements. Nowadays one is able to work with both
bosonic and fermionic gases, and to realize mixtures of different species [9]. The inter-
particle interactions can be tailored practically at will through Feshbach resonances [10].
By using laser light it is possible to achieve a large variety of energy landscapes, including
harmonic, periodic, quasiperiodic, and disordered potentials. The dimensionality of the
system can also be controlled by using a tight optical confinement of the atomic cloud
along one or two directions. This has paved the way to the study of the one-dimensional
Tonks-Girardeau gas [11, 12] and the two-dimensional Berezinskii-Kosterlitz-Thouless
transition [13].
The main difficulty in employing ultracold gases to simulate condensed-matter phe-
nomena like those listed above stems from the fact that atoms are neutral particles, and
consequently they cannot be coupled to a gauge field. In addition, they do not exhibit
any coupling between their spin and their center-of-mass motion.
In the last few years there have been several proposal to realize artificial gauge fields
for quantum gases, thus overcoming the problem of their neutrality [14]. In particular,
approaches based on the analogy between the Coriolis and Lorentz forces have been suc-
cessfully implemented to realize synthetic gauge fields in rotating neutral fluids, proving
to be very efficient for the observation of quantized vortices [15, 16, 17]. An alternative
scheme relies on the notion of geometric phase [18], which emerges when the motion of
a particle with some internal level structure is slow enough, so that the particle follows
adiabatically one of these levels. In such conditions, the particle experiences an effective
vector potential. In ultracold atomic gases, several methods to implement these ideas
exploit the space-dependent coupling of the atoms with a properly designed configura-
tion of laser beams; the synthetic gauge field arises when the system follows adiabatically
one of the local eigenstates of the light-atom interaction Hamiltonian (dressed states)
[19, 20, 21, 22]. Other approaches are also possible, such as the periodic shaking of an
optical lattice with special frequencies, which couples different Bloch bands [23].
Since 2009, several experiments have been successful in realizing ultracold atomic gases
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coupled to artificial gauge fields [24, 25, 26, 27, 28]. For instance, in the experiment of
Ref. [25] a space-dependent atom-light coupling was employed to simulate an effective
magnetic field exerting a Lorentz-like force on neutral bosons; this procedure has been
used to generate quantized vortices in Bose-Einstein condensates.
Another interesting situation occurs when the local dressed states are degenerate,
giving rise to spin-orbit-coupled configurations. In particular, by using a suitable ar-
rangement of Raman lasers, the authors of [29] managed to engineer a one-dimensional
spin-orbit coupling, characterized by equal Rashba [30] and Dresselhaus [31] strengths,
on a neutral atomic BEC. The same scheme has been subsequently extended to realize
spin-orbit-coupled Fermi gases [32, 33].
These first experimental achievements have stimulated a growing interest in this field
of research, resulting in a wide number of papers devoted to artificial gauge fields and,
more specifically, to spin-orbit-coupled quantum gases, both from the theoretical and
the experimental side. In this thesis we will focus on the properties of Bose-Einstein con-
densates with the kind of spin-orbit coupling first realized by the NIST team [29], which
at present is the only one available experimentally. However, it must be pointed out that
several other kinds of configurations have been considered theoretically, including pure
Rashba and spin-orbit-coupled spin-1 systems. Readers who are interested in a broader
overview about spin-orbit-coupled quantum gases and, more generally, about artificial
gauge fields on neutral atoms, are referred to some recent reviews [14, 34, 35, 36] and
references therein.
Outline. This thesis is organized as follows:
• in Chapter 1 we review some of the main theoretical tools for the investigation of
the static and dynamic properties of Bose-Einstein condensed gases. In particular,
we first consider the mean-field approach yielding the Gross-Pitaevskii equation,
and then we describe the Bogoliubov theory and the hydrodynamic approach for
the study of the collective modes. We also give a brief overview on the formalism
of linear response functions, which will be widely employed throughout all this
thesis;
• in Chapter 2 we illustrate the zero-temperature phase diagram of a spin-orbit-
coupled Bose-Einstein condensate. This phase diagram turns out to be very rich,
and includes novel quantum phases, such as a spin-polarized plane-wave phase
and a stripe phase exhibiting periodic modulations in the density profile. We also
study the properties of the various kinds of phase transition that can take place in
the system as one varies the spin-orbit and the interaction parameters;
• in Chapter 3 we study the dynamic behavior of the gas in the two phases with
a uniform ground-state density. In particular, we calculate the density response
function of the system, which in turn allows to evaluate the excitation spectrum
and the contributions of each excited state to the various sum rules. The exci-
tation spectrum is found to exhibit interesting features both in the phonon (sup-
pression of the sound velocity at the transition between the plane-wave and the
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single-minimum phases) and in the large-momenta regime (appearance of a roton
minimum in the plane-wave phase);
• in Chapter 4 we deal with the collective excitations of the system in the presence
of harmonic trapping. A special emphasis is put on the center-of-mass oscillation,
whose properties are studied with a sum-rule approach. Its frequency turns out to
be deeply affected by the coupling with the spin degree of freedom, and experiences
a strong reduction close to the transition between the plane-wave and the single-
minimum phases. By resorting to the hydrodynamic formalism we prove that an
analogous behavior is shared by all the modes involving a motion of the gas along
the direction of the spin-orbit coupling;
• in Chapter 5 we investigate in detail the properties of the stripe phase. Due to
the simultaneous presence of superfluidity and crystalline order, this phase shares
interesting analogies with supersolids. This is also confirmed by the calculation
of the excitation spectrum, which exhibits a double gapless band structure. In
the last part of the chapter we present a procedure to enhance the visibility of the
fringes and the stability of the striped configurations, thus making the experimental
detection of the modulations in the density profile a realistic perspective.
Notations and conventions. In all this thesis, with the exception of Chapter 1, the
Planck constant h¯ and the atomic mass m will be set equal to 1.
Vectors will be typeset in bold math characters: r, p, . . .
The unit vector along the x direction will be denoted by eˆx.
The subscripts x and ⊥ will be used to denote the components of a vector along the x
direction and in the y-z plane, respectively.
When necessary, we will use hats on top of the operators to distinguish them from the
numerical quantities: nˆ(r), jˆ(r), . . .
Abbreviations. The following abbreviations will sometimes be used:
BEC: Bose-Einstein condensation;
GP: Gross-Pitaevskii;
1D, 2D and 3D: one, two and three dimensions.
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1. Theory of standard
weakly-interacting Bose gases
The theory of Bose-Einstein condensation has been the subject of a huge literature since
much time before its experimental achievement. This chapter is devoted to the presen-
tation of some of the main theoretical tools used to study the properties of standard
atomic Bose gases. The same tools will be employed in the next chapters to study the
physics of spin-orbit-coupled Bose-Einstein condensates. In particular, we review the
Gross-Pitaevskii mean-field approach and its conditions of applicability (Section 1.1),
and we discuss several methods to investigate the elementary excitations of these sys-
tems (Section 1.2). A special emphasis is put on the illustration of the formalism of
the linear response theory (Section 1.3). An exhaustive treatment of these concepts is
however out of the aims of this thesis; readers interested in more extended discussions
can see Refs. [37, 38, 9, 39], on which this chapter is based.
1.1. Order parameter. Gross-Pitaevskii theory
1.1.1. Diluteness criterion
Let us consider an atomic Bose gas of N particles enclosed in a volume V . The position
and momentum of each particle will be denoted by rj and pj, respectively, with j ∈
{1, 2, . . . , N} being the particle index. Each couple of atoms interacts through some
interatomic potential V (rj − rk) depending on their relative position. For neutral atoms,
any realistic interatomic potential is typically isotropic and short-range. Isotropic means
that V only depends on the relative distance rjk = |rj − rk| of the atoms and not on
their orientation in space, while short-range implies that there exists a distance r0, also
called the range of the potential, beyond which the interaction is negligible.
In a rarefied atomic gas the mean interparticle distance d = n¯−1/3, fixed by the average
density n¯ = N/V , is much larger than the range of the potential r0, i.e. the inequality
n¯r30  1 (1.1)
holds. Condition (1.1) implies that the probability of finding three or more particles
simultaneously within a sphere of radius r0 is much smaller than the probability of finding
only two atoms within this distance. As a consequence, one is allowed to consider only
configurations involving pairs of interacting particles, i.e. to take only binary collisions
into account.
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Another consequence of inequality (1.1) is that the distance between two particles
is always large enough to allow for the use of the asymptotic expression for the wave
function of their relative motion, which is fixed by the scattering amplitude. Therefore
all the properties of the system will depend solely on this latter quantity, while the
specific details of the two-body potential will not matter. In addition, in the case of
a Bose gas at a temperature smaller than the critical temperature for Bose-Einstein
condensation, the relevant values of momenta are those satisfying the inequality
pr0
h¯
 1 . (1.2)
At such small values of p the scattering amplitude becomes independent of energy as
well as of the scattering angle, and can be safely replaced with its low-energy value. The
latter, according to standard scattering theory, is determined by the so-called s-wave
scattering length a (see, for example, [38, Sect. 9.2]). In conclusion, one expects that
all the effects of the interactions on the physical properties of the gas are determined
by one single parameters, which is exactly the s-wave scattering length a. In particular,
the diluteness condition, which has to be fulfilled in order to apply the theory of dilute
gases, can be written as |a|  n¯−1/3, that is,
n¯|a|3  1 . (1.3)
The quantity n¯|a|3 is usually called the gas parameter. Before going on, we notice that,
near a Feshbach resonance, the inequality (1.2) is still satisfied, while the diluteness
condition (1.3) does not generally hold [38, Sect. 9.2].
1.1.2. Gross-Pitaevskii equation
The many-body Hamiltonian of an atomic Bose gas of N particles can be written as
Hˆ =
N∑
j=1
(
pˆ2j
2m
+ Vext(rˆj)
)
+
1
2
N∑
j, k=1
j 6=k
V(rˆj − rˆk) . (1.4)
where pˆj = −ih¯∇j denotes the momentum operator of the j-th particle, m is the atomic
mass, and we have introduced an external field Vext(rˆ). Let us now rewrite Hˆ in the
formalism of second quantization, introducing the atomic field operator ψˆ; one has
Hˆ =
∫
dr ψˆ†(r)
(
− h¯
2∇2
2m
+ Vext(r)
)
ψˆ(r)
+
1
2
∫
dr′ dr ψˆ†(r) ψˆ†(r′)V(r′ − r) ψˆ(r) ψˆ(r′) .
(1.5)
The field operator can be conveniently written in the form
ψˆ(r) =
∑
J
ϕJ(r) aˆJ , (1.6)
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where the summation runs over the possible values of a complete set of quantum numbers
J , ϕJ represent a convenient basis of single-particle wave functions, while aˆJ (aˆ
†
J) are
the annihilation (creation) operators of a particle in the state ϕJ . The latter obey the
bosonic commutation relations
[aˆJ , aˆ
†
J ′ ] = δJJ ′ , [aˆJ , aˆJ ′ ] = [aˆ
†
J , aˆ
†
J ′ ] = 0 . (1.7)
For example, for a homogeneous system of spinless bosons in a box (Vext = 0), the
quantum numbers J can be taken to be the quantized values of the momentum p along
the three directions in space, and the corresponding wave functions ϕp would just be
plane waves.
Bose-Einstein condensation occurs when one of the single-particle states (hereafter
called the condensate, J = 0) is occupied in a macroscopic way, i.e. its occupation
number N0 is of the order of N , while the other single-particle states have a microscopic
occupation of order 1. In this case, it is useful to rewrite Eq. (1.6) separating the
contribution of the condensate term from the other components:
ψˆ(r) = ϕ0(r) aˆ0 +
∑
J 6=0
ϕJ(r) aˆJ . (1.8)
The advantage of the representation (1.8) is that it allows to naturally introduce the
so-called Bogoliubov approximation, which consists in replacing the operators aˆ0 and
aˆ†0 with the c-number
√
N0. This is equivalent to neglecting the non-commutativity of
aˆ0 and aˆ
†
0, which is reasonable when dealing with phenomena related to Bose-Einstein
condensation, where the occupation number N0 = 〈aˆ†0aˆ0〉  1. Indeed, the commutator
between aˆ0 and aˆ
†
0 is equal to 1, while the operators themselves are of the order of
√
N0.
Equation (1.8) then becomes
ψˆ(r) = ψ0(r) + δψˆ(r) , (1.9)
where we have defined ψ0 =
√
N0ϕ0 and δψˆ =
∑
J 6=0 ϕJ aˆJ . In the case of a dilute Bose
gas at very low temperatures the noncondensate component δψˆ is negligible, and the
system can be described by means of the classical field ψ0 only, which hereafter will be
referred to as the condensate wave function or the order parameter. The density n(r)
of the gas then corresponds to the condensate density,
n(r) = |ψ0(r)|2 , (1.10)
and one has the normalization condition
∫
dr |ψ0(r)|2 = N0 = N for the condensate
wave function ψ0.
The order parameter ψ0 characterizes the Bose-Einstein condensed phase, and vanishes
above the critical temperature needed for the condensation to occur.
The Bogoliubov ansatz (1.9) for the field operator can be interpreted by saying that
the expectation value 〈ψˆ〉 of the field operator is different from zero. Of course, this
statement is not correct if the states on the left and on the right had exactly the same
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number of particles. Its exact meaning can be explained as follows: since the occupation
number N0  1, adding one single particle to the condensate does not affect the physical
properties of the system. Therefore, a state |N〉 containing N particles is in practice
physically equivalent to the states |N + 1〉 ∝ a†0 |N〉 and |N − 1〉 ∝ a0 |N〉. Thus, it
makes sense to write ψ0 = 〈ψˆ〉, provided that the states on the left have one less particle
in the condensate than the states on the right. This allows to consider the replacement
of ψˆ by ψ0 as a kind of mean-field approximation, which is essentially the analogue of
the classical limit of quantum electrodynamics, where the classical electromagnetic field
entirely replaces the microscopic description in terms of photons.
One should also recall that the field operator ψˆ is defined only up to a constant phase
factor. From its definition (1.8), one can see that the order parameter ψ0 =
√
N0ϕ0 shares
the same property. One can always multiply this function by the numerical factor eiα
leaving all the physical observables unaffected. Making an explicit choice for the value of
the order parameter, and hence for its phase, corresponds to a formal breaking of gauge
symmetry. The phase of the order parameter, being related to the superfluid velocity
(see Eq. (1.36) below), plays a major role in characterizing the superfluid phenomena (for
a more in-depth discussion of the relationship between superfluidity and Bose-Einstein
condensation see, for example, [38, Sect. 6.2]).
In order to derive the equation governing the field ψ0, which can also describe time-
dependent configurations, one first has to switch to the Heisenberg picture for the time
evolution of a quantum system. In this representation the quantities ψˆ, ψ0 and δψˆ have
an explicit time dependence. The quantum field ψˆ(r, t) fulfills the exact equation
ih¯
∂
∂t
ψˆ(r, t) = [ψˆ(r, t), Hˆ]
=
[
− h¯
2∇2
2m
+ Vext(r) +
∫
dr′ ψˆ†(r′, t)V(r′ − r) ψˆ(r′, t)
]
ψˆ(r, t) .
(1.11)
One could be tempted to say that, in the conditions where the noncondensate component
is negligible, we can directly replace ψˆ by ψ0 in the previous equation. However, for a
realistic interatomic potential V , such a replacement is not generally correct. Indeed, a
realistic potential always contains a short-range term which varies rapidly at distances
of the order of r0, thus making quantum correlations important. However, in virtue
of the above discussion on the diluteness criteria, we know that the actual form of the
two-body potential is not important for describing the macroscopic properties of the gas,
the only relevant parameter being the s-wave scattering length. As a consequence, one
can replace the bare potential by an effective potential
Veff(r′ − r) = gδ(r′ − r) , (1.12)
where the coupling constant g is related to the s-wave scattering length a through [38,
Sect. 4.1]
g =
4pih¯2a
m
. (1.13)
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Hence, we can legitimately make the simultaneous replacement of ψˆ by ψ0 and of V by
Veff , and Eq. (1.11) becomes
ih¯
∂
∂t
ψ0(r, t) =
(
− h¯
2∇2
2m
+ Vext(r) + g |ψ0(r, t)|2
)
ψ0(r, t) . (1.14)
Equation (1.14) corresponds to the well-known time-dependent Gross-Pitaevskii equa-
tion for the order parameter of the condensate. It was derived independently by Gross
[40] and Pitaevskii [41], and is the main theoretical tool for investigating nonuniform
dilute Bose gases at low temperatures. The Gross-Pitaevskii equation has the typi-
cal form of a mean-field equation, where the order parameter must be calculated in a
self-consistent way.
It is worth mentioning that the GP equation (1.14) can also be obtained using a
variational procedure. In fact, by imposing the stationarity condition
δ
[∫
dt dr
(
−ih¯ψ∗0
∂
∂t
ψ0
)
+
∫
dt E
]
= 0 (1.15)
to the action, one has the equation
ih¯
∂ψ0
∂t
=
δE
δψ∗0
, (1.16)
for the order parameter, where the energy functional E is given by
E [ψ0] =
∫
dr
[
h¯2
2m
|∇ψ0|2 + Vext(r) |ψ0|2 + g
2
|ψ0|4
]
. (1.17)
The ground state of the system can be easily obtained within the formalism of the
Gross-Pitaevskii mean-field theory. For this, one should recall that, for stationary states
evolving in time according to the law e−iEt/h¯, the relation ψ0 = 〈ψˆ〉 yields the law
ψ0(r, t) = ψ0(r)e
−iµt/h¯ (1.18)
for the time evolution of the order parameter, with µ = E(N) − E(N − 1) ∼ ∂E/∂N
being the chemical potential. From (1.14) one finds that ψ0 obeys the so-called time-
independent Gross-Pitaevskii equation(
− h¯
2∇2
2m
+ Vext(r) + g |ψ0(r)|2
)
ψ0(r) = µψ0(r) . (1.19)
This equality has the form of a nonlinear Schro¨dinger equation, with the nonlinearity
coming from the mean-field term, proportional to the particle density (1.10). In the
absence of interactions (g = 0), this equation reduces to the usual Schro¨dinger equation
for the single-particle Hamiltonian −h¯2∇2/(2m) + Vext(r), and the condensate wave
function becomes equal, up to a factor
√
N , to the corresponding ground-state wave
function.
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Before concluding the present section, it is useful to briefly discuss some relevant
properties of homogeneous systems, where Vext = 0. In this case the solution of the
stationary GP equation (1.19) describing the ground state is independent of r and can
be chosen to be real; then one has ψ0(r) =
√
n¯, where n¯ = N/V is the average density.
This wave function corresponds to a plane-wave state with momentum p = 0. From
(1.17) one finds the value
E =
gN2
2V
(1.20)
for the ground-state energy. A straightforward calculation yields the results
µ =
(
∂E
∂N
)
V
= gn¯ , P = −
(
∂E
∂V
)
N
=
gn¯2
2
(1.21)
for the chemical potential1 µ and the pressure P . Another useful quantity to calculate
is the thermodynamic compressibility
κT =
(
∂P
∂n¯
)−1
=
1
gn¯
, (1.22)
which, as expected, tends to infinity in the ideal gas limit g → 0. Using the hydrody-
namic relation
κT =
1
mc2
(1.23)
for the compressibility one obtains the important result
c =
√
gn¯
m
(1.24)
for the sound velocity. We will see in Par. 1.2.1 that this result coincides with the
value obtained considering the long-wavelength limit of the dispersion relation of the
elementary excitations.
The condition of thermodynamic stability implies that the compressibility κT must be
positive, i.e. a > 0. Hence, we conclude that a dilute uniform Bose-Einstein condensed
gas can exist only if the value of the s-wave scattering length is positive. However one can
prove that, in the presence of external fields, Bose-Einstein condensed gases can exist,
in a metastable configuration, also if the scattering length is negative [38, Chap. 11].
1.2. Dynamic properties of Bose-Einstein condensates
1.2.1. Bogoliubov theory and elementary excitations
Elementary excitations play an important role in the description of the dynamic behavior
of a many-body quantum system. In the case of Bose fluids, one of the most relevant
1The chemical potential could also be inferred by inserting ψ0(r) =
√
n¯ into the stationary GP equation
(1.19).
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historical examples has been the study of the excitation spectrum of superfluid 4He.
This was the subject of several pioneering works by Landau, Bogoliubov and Feynman
(for a more detailed discussion on the dynamic behavior of interacting Bose superfluids
see, for example, [42]).
For weakly interacting Bose gases at very low temperatures, Bogoliubov theory rep-
resents the main tool for the theoretical investigation of the spectrum of elementary
excitations. The starting point of this approach is the time-dependent GP equation
(1.14) for the order parameter. We have already seen that the ground state of the sys-
tem is characterized by a stationary solution of the form (1.18). In the low-temperature
limit, where the elementary excitations do not interact with each other, the excited
states can be found by linearizing the GP equation and calculating the corresponding
eigenfrequencies ω. This can be done by looking at solutions of the form
ψ0(r, t) = e
−iµt/h¯ [ψ0(r) + u(r)e−iωt + v∗(r)eiωt] , (1.25)
corresponding to small oscillations of the order parameter around the ground-state value.
Inserting (1.25) into (1.14), keeping only the terms linear in the complex functions u and
v, and collecting all the terms evolving in time like e−iωt and eiωt, one finds the coupled
differential equations
h¯ωu(r) =
[
Hˆ0 − µ+ 2g |ψ0(r)|2
]
u(r) + g (ψ0(r))
2 v(r) , (1.26a)
−h¯ωv(r) =
[
Hˆ0 − µ+ 2g |ψ0(r)|2
]
v(r) + g (ψ∗0(r))
2 u(r) , (1.26b)
where Hˆ0 = −h¯2∇2/(2m) + Vext(r). The solutions of Eqs. (1.26) provide the eigenfre-
quencies and the amplitudes u and v of the normal modes of the system.
The formalism we have just discussed was developed by Pitaevskii [41] to investigate
the excitations of vortex lines in a uniform Bose gas. It is worth mentioning that
this procedure is equivalent to the diagonalization of the Hamiltonian in Bogoliubov
approximation, in which one expresses the noncondensate component δψˆ of the field
operator (1.9) in terms of quasiparticle annihilation (bˆJ) and creation (bˆ
†
J) operators
through [43, 44]
δψˆ(r, t) =
∑
J 6=0
[
uJ(r) bˆJ(t) + v
∗
J(r) bˆ
†
J(t)
]
. (1.27)
By imposing the Bose commutation rules to bˆJ and bˆ
†
J , one finds that the quasiparticle
amplitudes u and v must obey the normalization condition∫
dr [uJ(r)u
∗
J ′(r)− vJ(r)v∗J ′(r)] = δJJ ′ . (1.28)
Equations (1.26) must in general be solved numerically. However, an analytic solution
can be found for uniform gases (Vext = 0), where µ = gn¯ (see Eq. (1.21)) and ψ0(r) =
√
n¯.
In this case the amplitudes are plane waves, uq(r) = uq e
iq·r and vq(r) = vq eiq·r, and
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Eqs. (1.26) reduce to
h¯ωuq =
(
h¯2q2
2m
+ gn¯
)
uq + gn¯vq , (1.29a)
−h¯ωvq =
(
h¯2q2
2m
+ gn¯
)
vq + gn¯uq . (1.29b)
This eigensystem yields the famous Bogoliubov form [45]
(h¯ωB)
2 =
(
h¯2q2
2m
)(
h¯2q2
2m
+ 2gn¯
)
(1.30)
for the excitation spectrum of a uniform Bose gas. Equation (1.30) coincides with the
free-particle energy h¯2q2/2m at large momenta; at low momenta it instead reduces to
the phonon-like dispersion ωB = cq, where the sound velocity c exactly coincides with
the value (1.24) given by hydrodynamic theory. The transition between the two regimes
takes place when h¯2q2/2m ∼ gn¯. By setting h¯2q2/2m = gn¯ with q = ξ−1 one can define
the characteristic length ξ = h¯/
√
2mgn¯; the physical meaning of ξ will be discussed in
Par. 1.2.2.
The oscillation amplitudes relative to the spectrum (1.30), which obey the normaliza-
tion condition |uq|2 − |vq|2 = 1 (see Eq. (1.28)), are
uq, vq = ±
(
h¯2q2/2m+ gn¯
2εB(q)
± 1
2
)1/2
, (1.31)
where εB(q) = h¯ωB(q) is given by the positive solution of (1.30).
A relevant quantity that can be evaluated within Bogoliubov theory is the depletion
of the condensate due to quantum and thermal fluctuations. For homogeneous system
this can be done by introducing the q component
δψˆq =
∫
dre−iq·rδψˆ(r) = uq bˆq + v∗−q bˆ
†
−q (1.32)
of the noncondensate term (1.27) of the field operator, which is related to the occupation
number nq of particle states with momentum h¯q 6= 0 through the relation
nq = 〈δψˆ†q δψˆq〉 = |v−q|2 + |uq|2 〈bˆ†q bˆq〉+ |v−q|2 〈bˆ†−q bˆ−q〉 . (1.33)
In deriving the previous equation, we made use of the bosonic commutation rules for
the operators bˆq and bˆ
†
q, as well as of the fact that the averages 〈bˆ−q bˆq〉 and 〈bˆ†q bˆ†−q〉
vanish identically. The average occupation number 〈bˆ†q bˆq〉 of quasiparticles is given by a
Bose distribution with zero chemical potential, and vanishes at zero temperature. The
first term on the right-hand side of Eq. (1.33) accounts for the presence of quantum
fluctuations, causing the presence of particles with nonzero momentum even at T = 0.
12
1.2. Dynamic properties of Bose-Einstein condensates
Starting from Eq. (1.33), the number of atoms in the condensate at a given temperature
T can be calculated through the relation
N0 = N −
∑
q 6=0
nq = N − V
(2pi)3
∫
dq
[
|vq|2 + |uq|
2 + |v−q|2
exp [εB(q)/kBT ]− 1
]
. (1.34)
The integral of Eq. (1.34) can be evaluated explicitly at T = 0, yielding the following
result for the condensate density:
n¯0 ≡ N0
V
= n¯
[
1− 8
3
√
pi
(
n¯a3
)1/2]
. (1.35)
Hence, the fraction of atoms out of the condensate turns out to be proportional to the
square root of the gas parameter n¯a3. This quantity is small because we have assumed
that the diluteness condition (1.3) holds. Therefore, result (1.35) represent a justification
a posteriori of the use of the Bogoliubov prescription for the Bose field operators and
the perturbative treatment of the noncondensate component at zero temperature.
The measurement of the excitation spectrum of an ultracold atomic gas represents
a direct test of the validity of Bogoliubov theory. In particular, in the experiments of
Refs. [46, 47, 48] the authors employed two-photon Bragg spectroscopy to probe the
excitations in a BEC, and they found a quite good agreement between their data and
the theoretical predictions based on the Bogoliubov dispersion law (1.30) (see [49] for a
review on the experimental measurement of Bogoliubov excitations in BECs).
1.2.2. Hydrodynamic formalism and Thomas-Fermi limit
Hydrodynamic theory of superfluids provides an elegant and powerful approach to the
study of the low-lying collective modes of Bose-Einstein condensed gases. In order to
develop the hydrodynamic formalism, one needs to represent the complex order pa-
rameter in terms of two real variables, namely its modulus and phase. We then write
ψ0(r, t) =
√
n(r, t) eiφ(r,t), where n represents the superfluid density, while the phase φ
is related to the superfluid velocity vs through the relation [38, Sect. 6.2]
vs =
h¯
m
∇φ . (1.36)
The equations governing the dynamics of n and φ can be obtained by rewriting the
stationarity condition of the action (1.15) in terms of these two variables,
δ
[∫
dt dr h¯n
∂φ
∂t
+
∫
dt E
]
= 0 , (1.37)
with the energy functional given by (see Eq. (1.17))
E [n, φ] =
∫
dr
[
h¯2
2m
∣∣∇√n∣∣2 + h¯2
2m
n |∇φ|2 + Vext(r)n+ g
2
n2
]
. (1.38)
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Condition (1.37) yields the continuity equation
∂n
∂t
+∇ · j = 0 , (1.39)
where we have defined the current density
j = n
h¯
m
∇φ , (1.40)
and the equation for the phase
h¯
∂φ
∂t
+
(
h¯2
2m
|∇φ|2 + Vext + gn− h¯
2
2m
√
n
∇2√n
)
= 0 . (1.41)
When written in terms of the superfluid velocity vs, the second term on the left-hand
side of Eq. (1.41) reads mv2s/2, which does not explicitly depend on the Planck constant
h¯. The last term on the left-hand side of Eq. (1.41) is instead proportional to h¯2,
and corresponds to the so-called “quantum pressure” term. Its presence is a direct
consequence of the Heisenberg uncertainty principle, and reveals that the importance of
quantum effects is emphasized in nonuniform gases. However, the quantum pressure can
be neglected if the density of the gas changes slowly in space. To make this argument
more quantitative, let us indicate by R the typical distance characterizing the density
variations taking place in the system. This can be the size of the condensate if we
are interested in the ground state, or the wavelength of the density oscillations if we
consider time-dependent configurations. Then the quantum pressure term scales as
∇2√n/√n ∼ R−2, and becomes negligible if R is much larger than the characteristic
length
ξ =
h¯√
2mgn
, (1.42)
also called the “healing length” of the condensate (recall that this quantity was already
introduced in Par. 1.2.1 to discuss the transition between the phonon and single-particle
regimes in the Bogoliubov excitation spectrum). Under such conditions, to which we
will refer as the Thomas-Fermi limit, Eq. (1.41) reduces to the simplified form
h¯
∂φ
∂t
+
(
h¯2
2m
|∇φ|2 + Vext + gn
)
= 0 , (1.43)
which could also be derived from the stationarity condition (1.37) neglecting the quan-
tum pressure contribution (first term) in the energy functional (1.38).
Equations (1.39) and (1.43) are the two hydrodynamic equations describing a Bose-
Einstein condensed gas in the presence of an external potential Vext. They play an
important role in the study of the ground state as well as of the collective modes of such
systems.
The ground-state configuration in the Thomas-Fermi limit takes a particularly simple
form. In the hydrodynamic formalism it corresponds to a solution of Eqs. (1.39) and
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(1.43) characterized by a time-independent density n = n0(r) and a phase of the form
φ = −µt/h¯, with µ the ground-state chemical potential. From Eq. (1.43) one finds
gn0(r) + Vext(r) = µ . (1.44)
Equation (1.44) expresses the condition of local equilibrium for a system whose chemical
potential, in the absence of the external field, would be given by the Bogoliubov relation
µ = gn¯. It also allows to estimate the density profile in the presence of an external
potential; for example, if Vext is of harmonic type, the predicted density profile has the
characteristic shape of an inverted parabola.
The collective modes can be studied in a similar fashion. To this aim, we consider
small fluctuations of the density and the phase above the ground-state configuration, i.e.
we write n = n0 +δn and φ = −µt/h¯+δφ, and we linearize the hydrodynamic equations
(1.39) and (1.43). This yields
∂
∂t
δn+
h¯
m
∇ · (n0∇δφ) = 0 , (1.45a)
h¯
∂
∂t
δφ+ gδn = 0 . (1.45b)
By taking the derivative of Eq. (1.45a) with respect to t and using Eq. (1.45b), one finds
the useful relation
∂2
∂t2
δn = ∇ · [c2(r)∇δn] (1.46)
for the density fluctuations of the superfluid, where c(r) =
√
gn0(r)/m has the meaning
of a local sound velocity (see Eq. (1.24)).
As we mentioned above, the hydrodynamic theory is expected to correctly describe
density oscillations whose wavelength is much larger than the healing length (1.42).
In particular, in a uniform system (Vext = 0) the solutions of (1.46) are sound waves
propagating with the Bogoliubov velocity (1.24). The main advantage of the hydrody-
namic formulation is that it allows to simplify the study of collective oscillations also
in trapped configurations, where analytic results for the frequencies of the low-lying
discretized modes can be obtained [50, 51, 52].
1.3. Linear response functions
1.3.1. Dynamic structure factor and sum rules
Linear response theory is a powerful tool for investigating the dynamic behavior of an
interacting many-body quantum system. It basically consists in analyzing how the sys-
tem reacts when an external perturbation is applied; in the linear regime, which applies
when the perturbation is weak enough, the response only depends on the properties of
the system in the absence of the external probe. This in turn allows to extrapolate
useful information, for example, on its collective modes. In this paragraph we will il-
lustrate some general features of the linear response formalism, while in the next one
15
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we will focus on density excitations, and we will show how to calculate the response in
the case of a weakly-interacting Bose gas. For simplicity, we will focus only on systems
at zero temperature; however, the results we are going to show can be extended also to
finite temperatures, by including the proper Boltzmann factors in all the formulas [38,
Chap. 7].
Let us consider a many-body system described by the Hamiltonian H, and let F
and G be two linear operators of physical interest2. Without loss of generality one can
take these operator as having vanishing ground-state expectation values. The system is
assumed to be coupled to an external field through the time-dependent Hamiltonian
Hpert(t) = −λGe−iωteηt − λ∗G†eiωteηt . (1.47)
In Eq. (1.47) λ represents the strength of the external field, which, following the above
considerations, will be taken small enough in order to apply linear response theory. The
presence of the factor eηt, with η positive and small, ensures that at t = −∞ the system
is governed by the unperturbed Hamiltonian H. The adiabatic condition implied by this
factor is crucial in order to work in the linear regime.
Let us now calculate the fluctuation δ〈F †〉 induced by the presence of the external
field. This fluctuation oscillates in time with the same frequency ω as the external
perturbation (1.47), and can be written as
δ〈F †〉 = λe−iωteηtχF †,G(ω) + λ∗eiωteηtχF †,G†(−ω) . (1.48)
The quantity χF †,G(ω) is called the “linear response function” or the “dynamic polariz-
ability” of the system. It satisfies the property χ∗
F †,G(ω) = χF,G†(−ω). As we mentioned
before, the response function gives information about the properties of the system in
the absence of the external perturbation, and can be straightforwardly calculated using
perturbation theory. If the system is in its ground state |0〉 at t = −∞, then one finds
the result [53, 54]
χF †,G(ω) = −
1
h¯
∑
n
[〈0|F †|n〉〈n|G|0〉
ω − ωn0 + iη −
〈0|G|n〉〈n|F †|0〉
ω + ωn0 + iη
]
, (1.49)
where |n〉 and ωn0 = (En − E0)/h¯ are, respectively, the eigenstates and the excitation
frequencies relative to the unperturbed Hamiltonian (H |n〉 = En |n〉).
A useful quantity is the dynamic structure factor relative to the operator F :
SF (ω) =
∑
n
|〈n|F |0〉|2 δ(h¯ω − h¯ωn0) . (1.50)
The quantity |〈n|F |0〉|2 is called the strength of the operator F relative to the state |n〉.
Notice that SF vanishes at ω < 0, since the excitation energies h¯ωn0 are always positive.
2 Since now on, in this thesis we will omit the “hats” above the symbols for the operators whenever
possible. Hats will be kept when necessary to avoid confusion; for example, we will write the density
operator as nˆ(r) to distinguish it from its expectation value n(r) = 〈nˆ(r)〉.
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In the simplest case F = G, the response function χF ≡ χF †,F can be written in terms
of the corresponding dynamic structure factor SF as
χF (ω) = −
∫ ∞
−∞
dω′
[
SF (ω
′)
ω − ω′ + iη −
SF †(ω
′)
ω + ω′ + iη
]
. (1.51)
Using the Dirac relation
lim
η→0
1
x− a+ iη = P
1
x− a − ipiδ(x− a) , (1.52)
where P is the principal part, the function χF can be naturally separated into its real
and imaginary parts, which are given by
ReχF (ω) = −
∫ +∞
−∞
dω′
[
SF (ω
′)P
1
ω − ω′ − SF †(ω
′)P
1
ω + ω′
]
(1.53)
and
ImχF (ω) = pi (SF (ω)− SF †(−ω)) , (1.54)
respectively. Notice that ReχF is symmetric with respect to ω, while ImχF is antisym-
metric. Furthermore, for positive ω one finds that ImχF and SF are equal, up to a factor
pi. The latter property actually holds only at zero temperature, while at finite tempera-
ture the two functions can significantly differ; in particular, the dynamic structure factor
exhibits a much stronger dependence on T with respect to ImχF , which consequently
represents a more fundamental quantity from the point of view of many-body theory
[38, Chap. 7].
In order to determine explicitly the response function or, equivalently, the dynamic
structure factor, one generally needs to solve the Schro¨dinger equation and find the
eigenstates and the eigenfrequencies of the system. However, one can obtain useful
information on the behavior of the dynamic structure factor by resorting to the method
of sum rules, which provides an algebraic way to evaluate the moments of the dynamic
structure factor
mp(F ) = h¯
p+1
∫ +∞
−∞
dω ωpSF (ω) =
∑
n
(En − E0)p |〈n|F |0〉|2 . (1.55)
A major advantage of this method is that it can reduce the calculation of the dynamical
properties of the many-body system to the knowledge of a few key parameters relative
to the ground state. Indeed, using the completeness relation
∑
n |n〉〈n| = 1 and the
definition (1.50) for the dynamic structure factor, one easily obtains the following sum
rules:
m0(F ) +m0(F
†) = 〈{F †, F}〉 , (1.56)
m0(F )−m0(F †) = 〈[F †, F ]〉 , (1.57)
m1(F ) +m1(F
†) = 〈[F †, [H,F ]]〉 , (1.58)
m1(F )−m1(F †) = 〈{F †, [H,F ]}〉 , (1.59)
17
1. Theory of standard weakly-interacting Bose gases
where the average is taken on the ground state, and we have considered only the lowest
moments. In general, SF 6= SF † so that the sum rules (1.57) and (1.59) may also differ
from zero. The sum rules (1.57) and (1.58) are related to the high-frequency expansion
of the dynamic response function (1.51), which is given by
χF (ω)ω→∞ = − 1
h¯ω
〈[F †, F ]〉 − 1
(h¯ω)2
〈[F †, [H,F ]]〉 . (1.60)
Notice that the leading term in the expansion, which behaves like 1/ω, vanishes if F
commutes with its adjoint, as in the case of the density operator (see next paragraph).
Another interesting property is that the sum rules (1.56) and (1.59) containing the
anticommutators do not enter the above expansion. In the opposite limit of small ω, the
dynamic polarizability approaches its static limit (static polarizability) according to the
law
χF (0) ≡ χF (ω)ω→0 = m−1(F ) +m−1(F †) , (1.61)
where m−1 is the inverse energy-weighted moment of the dynamic structure factor. In
contrast to the moments with p ≥ 0, the inverse energy-weighted moments cannot be
reduced in terms of commutators, and they are usually evaluated through the direct
calculation of the static response.
One of the advantages of the formalism of linear response function is that, in the
T = 0 limit we are considering, where the dynamic structure factor vanishes for ω < 0,
it allows to derive rigorous upper bounds for the energy h¯ωmin of the lowest state excited
by the operator F . In particular, for any value of p, the following inequalities hold:
h¯ωmin ≤ mp+1(F )
mp(F )
(1.62)
and
h¯ωmin ≤
√
mp+1(F )
mp−1(F )
. (1.63)
Analogously, one can prove that the moments of F satisfy
mp+1(F )
mp(F )
≥ mp(F )
mp−1(F )
, (1.64)
which for p = 0 provides an upper bound to the non-energy-weighted moment m0:
m0(F ) ≤
√
m1(F )m−1(F ) . (1.65)
All the previous inequalities become identities only if a single excited state of the system
exhausts the strength of the operator F or, in other words, if the dynamic structure factor
has a delta structure of the form SF (ω) ∝ δ(h¯ω − h¯ω¯). In this case ωmin = ω¯, and the
quantities on the right-hand side of Eqs. (1.62) and (1.63) coincide with h¯ω¯ for any value
of p. Other useful inequalities involving sum rules will be presented in Sect. 5.1.
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1.3.2. Density response function
In this paragraph we will apply the formalism of linear response theory to the most
important problem of the density response function.
Let us consider the q component
ρˆq =
N∑
j=1
e−iq·rj =
∫
dr e−iq·rnˆ(r) (1.66)
of the density operator
nˆ(r) =
N∑
j=1
δ(r − rj) , (1.67)
where rj is the coordinate operator of the jth particle. The density response function,
hereafter called χ(q, ω), is obtained by making the choice F = G = δρˆ†q, with δρˆ
†
q =
ρˆ†q−〈ρˆ†q〉, in Eq. (1.49). Notice that the ground-state expectation value 〈ρˆ†q〉 vanishes in
uniform systems if q 6= 0. One can write
χ(q, ω) = −1
h¯
∑
n
[ ∣∣〈0|δρˆq|n〉∣∣2
ω − ωn0 + iη −
∣∣〈0|δρˆ†q|n〉∣∣2
ω + ωn0 + iη
]
. (1.68)
Analogously, the dynamic structure factor takes the form (see Eq. (1.50) with F = δρˆ†q)
S(q, ω) =
∑
n
∣∣〈0|δρˆq|n〉∣∣2δ(h¯ω − h¯ωn0) . (1.69)
The relevance of the dynamic structure factor resides in the fact that it characterizes the
scattering cross-section of inelastic reactions where the scattering probe transfers mo-
mentum h¯q and energy h¯ω to the system, as happens, for example, in neutron scattering
from liquid helium.
Let us now discuss the behavior of the moments
mp(q) = h¯
p+1
∫ +∞
−∞
dω ωpS(q, ω) (1.70)
of the dynamic structure factor. In many cases these can be evaluated explicitly through
the method of sum rules. The derivation of sum rules for the density operator can be
greatly simplified if the unperturbed configuration is invariant with respect to either
parity or time reversal, in which case the following identity holds:
S(q, ω) = S(−q, ω) . (1.71)
An example of configuration which violates equality (1.71) is represented by the plane-
wave phase of a spin-orbit-coupled Bose-Einstein condensate, which will be discussed
later on in this thesis.
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The non-energy-weighted (p = 0) moment can be expressed as
m0(q) = h¯
∫ +∞
−∞
dω S(q, ω) = NS(q) , (1.72)
where the quantity
S(q) =
1
N
(〈ρˆqρˆ−q〉 − |〈ρˆq〉|2) (1.73)
is the so-called static structure factor, which is determined by the fluctuations of the
density. Equation (1.73) was derived using Eq. (1.69) and the completeness relation∑
n |n〉〈n| = 1. At small q the static structure factor is sensitive to dynamical cor-
relations. However, at high q only incoherent processes are important, and the sum
ρˆ†qρˆq =
∑
j,k exp [iq · (rj − rk)] is exhausted by the j = k term; as a consequence, one
finds the model-independent asymptotic behavior S(q)q→∞ = 1. It is worth pointing out
that the static structure factor is always symmetric under inversion of q into −q, even
in the cases where the identity (1.71) does not hold; this general feature follows from
the expression (1.73) and the commutation relation involving the density operators:
S(q)− S(−q) = 1
N
〈[ρˆq, ρˆ−q]〉 = 0 . (1.74)
Another very relevant sum rule is given by the energy-weighted moment
m1(q) = h¯
2
∫ +∞
−∞
dω ω S(q, ω) =
1
2
〈[δρˆ†q, [H, δρˆq]]〉 , (1.75)
where we have used the completeness relation and the identity (1.71). To calculate
the double commutator of Eq. (1.75), we first notice that, for velocity-independent po-
tentials, only the kinetic energy contributes to the inner commutator [H, δρˆq], which
becomes
[H, δρˆq] = −h¯q · jˆq , (1.76)
where
jˆq =
1
2m
N∑
j=1
(
pje
−iq·rj + e−iq·rjpj
)
=
∫
dre−iq·rjˆ(r) (1.77)
is the q component of the current density operator
jˆ(r) =
1
2m
N∑
j=1
[pjδ(r − rj) + δ(r − rj)pj] . (1.78)
The double commutator can now be evaluated explicitly, yielding [δρˆq, [H, δρˆ−q]] =
Nh¯2q2/m. Then, one finds the model-independent result
m1(q) = h¯
2
∫ +∞
−∞
dω ω S(q, ω) = N
h¯2q2
2m
, (1.79)
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also known as the f -sum rule [55, 56]. This is the analogue of the well-known dipole
Thomas-Reich-Kuhn sum rule for atomic spectra, and represents a remarkable result in
many respects. First, it holds for a wide class of many-body systems, independent of
statistics and temperature. Second, as we shall see later, it can be used, together with
other moments, to estimate the frequency of the collective excitations. In addition, the
f -sum rule is also deeply connected to the equation of continuity. This can be seen
by taking the inverse Fourier transform of Eq. (1.76) and switching to the Heisenberg
representation, which yields
∂
∂t
nˆ(r, t) +∇ · jˆ(r, t) = 0 . (1.80)
By taking the average of the previous equation over an arbitrary configuration out of
equilibrium, one recovers the usual conservation law of the particle number.
The double commutator appearing in Eq. (1.75) also fixes the high-ω behavior of the
dynamic response function (recall that the term 1/ω identically vanishes in this case):
χ(q, ω)ω→∞ = − 1
(h¯ω)2
〈[δρˆq, [H, δρˆ−q]]〉 = −Nq
2
mω2
. (1.81)
Hence, for systems where the inversion property (1.71) holds, one finds the relation
χ(q, ω)ω→∞ = −2m1(q)/(h¯ω)2 between the density response function and the energy-
weighted moment of δρˆq. However, the validity of Eq. (1.81) is not restricted to this
hypothesis.
Finally, let us consider the inverse energy-weighted moment
m−1(q) =
∫ +∞
−∞
dω
S(q, ω)
ω
. (1.82)
From Eq. (1.61) one finds that this moment is related to the static response of the
system,
Nχ(q) ≡ χ(q, 0) = 2m−1(q) , (1.83)
where we have again made use of Eq. (1.71). In uniform systems the low-q limit of the
static response can be related to the thermodynamic compressibility κT . In fact, in this
case the deformations induced by the external force can be exactly expressed in terms
of the local changes of the pressure, and a simple calculation gives the results
lim
q→0
∫ +∞
−∞
dω
S(q, ω)
ω
=
NκT
2
=
N
2mc2
, (1.84)
where we made use of Eq. (1.23) relating the compressibility to the sound velocity c.
Equation (1.84) is known as the compressibility sum rule.
The results we have just illustrated can be used to apply the inequalities (1.62)–(1.65)
with p = 0 to the case of the density operator. Equation (1.62) provides an upper bound
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for the energy of the elementary excitations in terms of the static structure factor, which
corresponds to the so-called Feynman energy [57]
h¯ωF (q) =
m1(q)
m0(q)
=
h¯2q2
2mS(q)
, (1.85)
where we have used the sum rules (1.72) and (1.79). The Feynman estimate has been
extensively used to discuss the excitation spectrum of superfluid helium as a function of
q. Inequality (1.65), in combination with the f -sum rule (1.79) and the relation (1.61),
instead connects the static structure factor to the static response function:
S(q) ≤
√
h¯2q2
4m
χ(q) . (1.86)
In the small-q limit, where χ(q) approaches the compressibility κT = 1/mc
2, one finds
the useful result that the static structure factor vanishes linearly as q → 0,
S(q) ≤ h¯q
2mc
. (1.87)
Still in the same limit, using Eq. (1.63), one finds that the lowest excitation frequency
vanishes like
ωmin(q) ≤ cq . (1.88)
The above results have been derive on a very general basis. No assumption on the exact
nature of the system has been made, except for the validity of the f -sum rule and the
fact that the compressibility is finite. With this simple assumptions, we proved that
the excitation spectrum is gapless (Eq. (1.88)) and that the density fluctuations, given
by S(q), are vanishingly small in the long-wavelength limit (Eq. (1.87)). In the next
paragraph we will prove that, in the special case of a standard weakly-interacting Bose
gas, the bounds (1.87) and (1.88) become identities, since all the moments are exhausted
by a single excited state. Actually, in the dilute Bose gas this is true for all values of
q. It is also remarkable that in superfluid helium, a system characterized by strong
correlations, the bounds (1.87) and (1.88) become identities in the small-q limit.
1.3.3. Response function of a weakly-interacting Bose gas
In this paragraph we present a method to calculate the density response function of a
weakly-interacting Bose gas. This approach is based on the formalism of the Bogoliubov
theory, which has already been exploited in Par. 1.2.1 to find the excitation spectrum
of this system. An equivalent procedure, which relies on the formalism of quasiparticle
operators, is illustrated in [38, Sect. 7.6].
Let us assume that a time-dependent perturbation of the form (1.47), with G = δρˆ†q,
is added to the Hamiltonian of the system. The condensate wave function ψλ(r, t) de-
scribing this configuration can be found by solving the time-dependent Gross-Pitaevskii
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equation (1.14) with an additional term accounting for the presence of the perturbation,
ih¯
∂
∂t
ψλ(r, t) =
[
H0 + Vλ(r, t) + g |ψλ(r, t)|2
]
ψλ(r, t) , (1.89)
with H0 = −h¯2∇2/2m + Vext(r) and Vλ(r, t) = −λei(q·r−ωt)eηt + H.c. To simplify the
notation, in the next steps of the calculation we will omit the small imaginary part η of
the oscillation frequency; it will be restored at the end, once the full expression of the
density response function will be available.
In the limit of small λ one can look for solutions of Eq. (1.89) corresponding to small-
amplitude oscillations around the unperturbed ground-state configuration, namely
ψλ(r, t) = e
−iµt/h¯ [ψ0(r) + uλ(r)e−iωt + v∗λ(r)eiωt] . (1.90)
This ansatz is formally equal to the one of Eq. (1.25), but now the small amplitudes
uλ and vλ are proportional to the perturbation strength λ, and depend on both its
wave vector q and frequency ω. In order to calculate these amplitudes, one must insert
Eq. (1.90) into (1.89), keep only the linear terms in λ, uλ and vλ, and collect separately
the terms evolving in time like eiωt and e−iωt. This procedure yields the following coupled
differential equations:[
Hˆ0 − µ+ 2g |ψ0(r)|2 − h¯ω
]
uλ(r) + g (ψ0(r))
2 vλ(r) = λe
iq·r , (1.91a)[
Hˆ0 − µ+ 2g |ψ0(r)|2 + h¯ω
]
vλ(r) + g (ψ
∗
0(r))
2 uλ(r) = λe
iq·r . (1.91b)
Once the previous equations have been solved, it is straightforward to calculate, up to
linear order in λ, the fluctuation of the density
δnλ(r, t) = |ψλ(r, t)|2 − |ψ0(r)|2 = [ψ∗0(r)uλ(r) + ψ0(r)vλ(r)] e−iωt + c.c. (1.92)
The q component of δnλ is then found to exhibit the typical structure, already shown
in Eq. (1.48), for the fluctuation of an operator caused by an external perturbation,
δρq,λ(t) =
∫
dr e−iq·r δnλ(r, t) = λχ(q, ω)e−iωt + λ∗ χ˜(q,−ω)eiωt , (1.93)
where the density response function, corresponding to the coefficient of the term oscil-
lating in time like e−iωt, is given by
χ(q, ω) = λ−1
∫
dr e−iq·r [ψ∗0(r)uλ(r) + ψ0(r)vλ(r)] . (1.94)
Equation (1.94) allows to express the density response function in terms of the ground-
state wave function and of the small amplitudes uλ(r) and vλ(r) entering the ansatz
(1.90). The latter have to be determined by solving Eqs. (1.91), which in general can
be done only numerically, similarly to the case of Eqs. (1.26). However, for homoge-
neous configurations (Vext = 0) an analytical solution of Eqs. (1.91) can be found of the
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form uλ(r) = uλe
iq·r and vλ(r) = vλeiq·r, with uλ and vλ satisfying the inhomogeneous
equations (
h¯2q2
2m
+ gn¯− h¯ω
)
uλ + gn¯vλ = λ , (1.95a)(
h¯2q2
2m
+ gn¯+ h¯ω
)
vλ + gn¯uλ = λ , (1.95b)
where we have used the results ψ0(r) =
√
n¯ and µ = gn¯ for the uniform Bose gas.
Solving Eqs. (1.95) one finds that the amplitudes are given by
uλ, vλ = ∓1
h¯
ω ± h¯q2/2m
ω2 − ω2B(q)
√
n¯ λ , (1.96)
where ωB(q) is the Bogoliubov dispersion law (1.30). After inserting these results into
Eq. (1.94) and carrying out the integration over r, we finally obtain the expression of
the density response function for a weakly-interacting Bose gas,
χ(q, ω) = −
[
1
ω − ωB(q) + iη −
1
ω + ωB(q) + iη
]
Nh¯2q2
2mεB(q)
, (1.97)
where εB = h¯ωB, and we have restored the small imaginary part of the frequency by re-
placing ω with ω+iη close to the poles. Comparing Eq. (1.97) with the general structure
of the density response function given in Eq. (1.68), one finds that in weakly-interacting
Bose gases only a single state is excited by a density perturbation, its frequency being
given by the Bogoliubov expression (1.30).
The dynamic structure factor can be easily obtained by applying the Dirac relation
(1.52) to the response function (1.97) and taking its imaginary part. One finds
S(q, ω) = pi−1Imχ(q, ω) = N
h¯2q2
2mεB(q)
δ (h¯ω − εB(q)) (1.98)
for ω ≥ 0, while S(q, ω) = 0 for ω < 0. Using this expression for the dynamic structure
factor, one can immediately see that the f -sum rule (1.79) is satisfied, while the inverse
energy-weighted moment reads
m−1(q) = N
h¯2q2
2mε2B(q)
. (1.99)
In the small-q limit one has εB(q) = h¯cq, and therefore Eq. (1.99) approaches the con-
stant value N/2mc2, in agreement with the general result (1.84) for the compressibility
sum rule.
The static structure factor is also easily evaluated and takes the nontrivial form
S(q) =
h¯2q2
2mεB(q)
. (1.100)
Notice that it vanishes like h¯q/2mc as q → 0. As already pointed out, this behavior is
not peculiar to the dilute Bose gas, but holds in general for interacting superfluids (see
the discussion above Eq. (1.87)).
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Bose-Einstein condensate
A key feature of spin-orbit-coupled Bose-Einstein condensates is their rich phase dia-
gram. The aim of this chapter is to illustrate some relevant ground-state properties of
the quantum phases exhibited by these systems. We first discuss the situation at the
single-particle level (Section 2.1), showing how the spin-orbit Hamiltonian is realized
experimentally, and highlighting the peculiar features of the single-particle energy spec-
trum. Then we consider the many-body ground state (Section 2.2), whose properties
are investigated within the mean-field Gross-Pitaevskii theory through a variational ap-
proach. We point out the occurrence of novel configurations, including a striped and a
spin-polarized phase, and we study the properties of the various phase transitions that
can take place in the system. Finally, we calculate two important quantities character-
izing the system in all its quantum phases, namely the magnetic polarizability and the
compressibility (Section 2.3). This chapter is based on Refs. [58, 59, 60].
2.1. Single-particle picture
The experimental setup employed in Ref. [29] to realize spin-orbit coupling consists of a
87Rb Bose-Einstein condensate in the F = 1 hyperfine manifold, with a bias magnetic
field providing a nonlinear Zeeman splitting between the three levels of the manifold.
The BEC is coupled to the field of two Raman lasers having orthogonal linear polariza-
tions, frequencies ωL and ωL + ∆ωL, and wave vector difference k0 = k0eˆx, with eˆx the
unit vector along the x direction. The laser field induces transitions between the three
states characterized by a Rabi frequency Ω fixed by the intensity of the lasers. This
Raman process is illustrated schematically in Fig. 2.1. The frequency splitting ωZ be-
tween the states |F = 1,mF = 0〉 and |F = 1,mF = −1〉 is chosen to be very close to the
frequency difference ∆ωL between the two lasers, while the separation ωZ − ωq between
|F = 1,mF = 0〉 and |F = 1,mF = +1〉 contains a large additional shift from Raman
resonance due to the quadratic Zeeman effect. This implies that the state |mF = +1〉
can be neglected, and we are left with an effective spin-1/2 system, with the two spin
states given by |↑〉 = |mF = 0〉 and |↓〉 = |mF = −1〉. The single-particle Hamiltonian
of this system takes the form (we set h¯ = m = 1)
h0 =
p2
2
+
Ω
2
σx cos(2k0x−∆ωLt) + Ω
2
σy sin(2k0x−∆ωLt)− ωZ
2
σz , (2.1)
where σk with k = x, y, z denotes the usual 2×2 Pauli matrices. The Hamiltonian (2.1)
is not translationally invariant but exhibits a screwlike symmetry, being invariant with
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|−1〉 = |↓〉
|0〉 = |↑〉
|+1〉
δ/2
δ/2
ωq + 3δ/2
ωZ
BEC
Figure 2.1. Level diagram. Two Raman lasers with orthogonal linear polarizations couple the
two states |↑〉 = |mF = 0〉 and |↓〉 = |mF = −1〉 of the F = 1 hyperfine manifold of 87Rb, which
differ in energy by a Zeeman splitting ωZ . The lasers have frequency difference ∆ωL = ωZ + δ,
where δ is a small detuning from the Raman resonance. The state |mF = +1〉 can be neglected
since it has a much larger detuning, due to the quadratic Zeeman shift ωq.
respect to helicoidal translations of the form eid(px−k0σz), consisting of a combination of
a rigid translation by distance d and a spin rotation by angle −dk0 around the z axis.
Let us now apply the unitary transformation eiΘσz/2, corresponding to a position and
time-dependent rotation in spin space by the angle Θ = 2k0x − ∆ωLt, to the wave
function obeying the Schro¨dinger equation. As a consequence of the transformation, the
single-particle Hamiltonian (2.1) is transformed into the translationally invariant and
time-independent form
hSO0 =
1
2
[
(px − k0σz)2 + p2⊥
]
+
Ω
2
σx +
δ
2
σz . (2.2)
The spin-orbit nature acquired by the Hamiltonian results from the noncommutation of
the kinetic energy and the position-dependent rotation, while the renormalization of the
effective magnetic field δ = ∆ωL−ωZ results from the additional time dependence exhib-
ited by the wave function in the rotating frame. The new Hamiltonian is characterized
by equal contributions of Rashba [30] and Dresselhaus [31] couplings. It has the peculiar
property of violating both parity and time-reversal symmetry. It is worth pointing out
that the operator p entering (2.2) is the canonical momentum −i∇, with the physical
velocity being given by v± = p∓ k0eˆx for the spin-up and spin-down particles. In terms
of p the eigenvalues of (2.2) are given by
ε±(p) =
p2x + p
2
⊥
2
+ Er ±
√(
k0px − δ
2
)2
+
Ω2
4
(2.3)
where Er = k
2
0/2 is the recoil energy. The double-branch structure exhibited by the
dispersion (2.3) reflects the spinor nature of the system.
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Figure 2.2. Single-particle dispersion (2.3) at δ = 0. Eigenergies calculated for Raman coupling
ranging from Ω = 0 (grey) to Ω = 2.4 k20 (blue). The two minima in the lower branch disappear
at Ω = 2k20.
We now focus on the case δ = 0 and Ω ≥ 0. In Fig. 2.2 we plot the dispersion
(2.3) as a function of px, for different values of Ω. The lower branch ε−(p) exhibits, for
Ω < 2k20, two degenerate minima at momenta p = ±k0
√
1− Ω2/4k40 eˆx, both capable
to host Bose-Einstein condensation. At larger values of Ω the spectrum has instead a
single minimum at p = 0. The effective mass of particles moving along x, fixed by the
relation m/m∗ = d2ε/dp2x, also shows a nontrivial Ω dependence. Near the minimum
one finds [61]
m
m∗
=

1−
(
Ω
2k20
)2
for Ω < 2k20
1− 2k
2
0
Ω
for Ω > 2k20
(2.4)
Thus, the effective mass exhibits a divergent behavior at Ω = 2k20, where the double-well
structure disappears and the spectrum has a p4x dispersion near the minimum.
Before concluding the present section, it is worth mentioning that a single-particle
dispersion similar to (2.3) can also be achieved by trapping the atoms in a shaken optical
lattice, as has been recently realized experimentally [28]. In such systems, different Bloch
bands coupled through lattice shaking bear several analogies with the spin states involved
in the Raman process described above [62].
2.2. Many-body ground state
We shall now illustrate how the peculiar features of the single-particle dispersion (2.3)
are at the origin of new interesting phases in the many-body ground state of the BEC.
For a gas N particles enclosed in a volume V , in the presence of two-body interactions,
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the many-body Hamiltonian takes the form
H =
∑
j
hSO0 (j) +
1
2
∑
σ, σ′
∫
dr gσσ′ nˆσ(r)nˆσ′(r), (2.5)
where hSO0 is given by (2.2), j = 1, . . . , N is the particle index, and σ, σ
′ are the spin
indices (↑, ↓= ±) characterizing the two spin states. The spin-up and spin-down density
operators entering (2.5) are defined by nˆ±(r) =
∑
j P±,j δ(r−rj), where P± = (1± σz) /2
denotes the two spin projection operators. The relevant coupling constants gσσ′ = 4piaσσ′
in the different spin channels are fixed by the corresponding s-wave scattering lengths
aσσ′ . Notice that the two-body interaction terms are not affected by the spin rotation
discussed in Sect. 2.1.
2.2.1. Mean-field phase diagram: a variational approach
To investigate the ground state of the system we resort to the Gross-Pitaevskii mean-
field approach, which has been discussed in Sect. 1.1. For this, we introduce the two-
component wave function Ψ = (ψ↑ ψ↓)
T describing our spin-1/2 condensate, and we
write the energy functional associated to Hamiltonian (2.5) as
E[Ψ] =
∫
dr
[
Ψ†hSO0 Ψ +
1
2
∑
σ, σ′
gσσ′
(
Ψ†PσΨ
) (
Ψ†Pσ′Ψ
)]
. (2.6)
When written in terms of ψ↑,↓, Eq. (2.6) reads
E[ψ↑, ψ↓] =
∫
dr
[
ψ∗↑(r)
(px − k0)2 + p2⊥
2
ψ↑(r) + ψ∗↓(r)
(px + k0)
2 + p2⊥
2
ψ↓(r)
]
+
∫
dr
{
Ω
2
[
ψ∗↑(r)ψ↓(r) + ψ
∗
↓(r)ψ↑(r)
]
+
δ
2
[|ψ↑(r)|2 − |ψ↓(r)|2]}
+
∫
dr
[g↑↑
2
|ψ↑(r)|4 + g↓↓
2
|ψ↓(r)|4 + g↑↓ |ψ↑(r)|2 |ψ↓(r)|2
]
. (2.7)
The use of the mean-field description for a spin-orbit-coupled Bose gas can be justified a
posteriori by estimating the quantum depletion of the system and proving that it remains
small for reasonable values of the spin-orbit coupling parameters; this calculation is
postponed to Sect. 3.1.
Since now on, in this thesis we will assume δ = 0 and equal intraspecies interactions
g↑↑ = g↓↓ ≡ g, unless otherwise specified; the effects of the presence of a non-vanishing
magnetic detuning and of spin-asymmetric interactions on the ground state will be briefly
discussed in Par. 2.2.2.
The Gross-Pitaevskii equation for the spinor order parameter can be deduced in the
same way as in Sect. 1.1 and reads
i
∂Ψ
∂t
=
[
hSO0 + +
1
2
(g + g↑↓)
(
Ψ†Ψ
)
+
1
2
(g − g↑↓)
(
Ψ†σzΨ
)
σz
]
Ψ , (2.8)
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where the right-hand side corresponds to the functional derivative δE[Ψ]/δΨ† of the
energy (2.6).
The ground-state wave function in uniform matter can in principle be determined by
looking for a stationary solution of Eq. (2.8) of the form Ψ(r, t) = e−iµtΨ(r). However,
here we will use a different approach, consisting in a variational procedure based on the
following ansatz [58]:
Ψ (r) =
√
n¯
[
C+
(
cos θ
− sin θ
)
eik1x + C−
(
sin θ
− cos θ
)
e−ik1x
]
, (2.9)
where n¯ = N/V is the average density, and k1 represents the canonical momentum
where Bose-Einstein condensation takes place. For a given value of n¯, k0, Ω and of the
coupling constants g and g↑↓, the variational parameters are C+, C−, k1 and θ. Their
values are determined by minimizing the energy (2.7) with the normalization constraint∫
drΨ†Ψ = N , i. e. |C+|2 + |C−|2 = 1. Minimization with respect to θ yields the general
relation
θ =
1
2
arccos
k1
k0
(0 ≤ θ ≤ pi/4) (2.10)
fixed by the single-particle Hamiltonian (2.2). Once the other variational parameters
are determined, it is possible to calculate key physical quantities like, for example, the
momentum distribution accounted for by the parameter k1, the total density
n(r) = Ψ†Ψ = n¯
[
1 + 2|C+C−|
√
k20 − k21
k0
cos (2k1x+ φ)
]
, (2.11)
the longitudinal (sz(r)) and transverse (sx(r), sy(r)) spin densities
sz(r) = Ψ
†σzΨ = n¯
(|C+|2 − |C−|2) k1
k0
, (2.12)
sx(r) = Ψ
†σxΨ = −n¯
[√
k20 − k21
k0
+ 2|C+C−| cos (2k1x+ φ)
]
, (2.13)
sy(r) = Ψ
†σyΨ = n¯ |C+C−|2k1
k0
sin (2k1x+ φ) , (2.14)
with φ the relative phase between C+ and C−, and the corresponding spin polarizations
〈σk〉 =
∫
dr sk(r)/N with k = x, y, z. Before going on, we notice that results (2.13) and
(2.14) hold in the spin-rotated frame where the Hamiltonian takes the form (2.5). Since
the operators σx and σy do not commute with σz, the transverse spin density along x
calculated in the original laboratory frame exhibits an additional oscillatory behavior
sx(r) cos (2k0x−∆ωLt)− sy(r) sin (2k0x−∆ωLt), with sx(r) and sy(r) given by (2.13)
and (2.14), characterizing the laser potential of Eq. (2.1) (an analogous result holds for
the transverse spin density along y).
The ansatz (2.9) exactly describes the ground state of the single-particle Hamiltonian
hSO0 (ideal Bose gas), reproducing all the features presented in Sect. 2.1, including the
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values of the canonical momentum k1. In this case the energy is independent of C±,
reflecting the degeneracy of the ground state.
The same ansatz is well suited also for discussing the role of interactions, which cru-
cially affect the explicit values of C+, C− and k1. By inserting (2.9) into (2.7), one finds
that the energy per particle ε = E/N takes the form
ε =
k20
2
− Ω
2k0
√
k20 − k21 − F (β)
k21
2k20
+G1 (1 + 2β) , (2.15)
where we have defined the dimensionless parameter β = |C+|2|C−|2 ∈ [0, 1/4] and the
function
F (β) =
(
k20 − 2G2
)
+ 4 (G1 + 2G2) β , (2.16)
with the interaction parameters G1 = n¯(g+g↑↓)/4 and G2 = n¯(g−g↑↓)/4 (here we assume
G1 > 0 to ensure the stability of the system in the absence of external potentials). By
minimizing (2.15) with respect to β and k1 we obtain the mean-field ground state of the
system.
Let us first consider minimization with respect to k1. If Ω > 2F (β) the energy (2.28)
is an increasing function of k1, and the minimum takes place at k1 = 0. If instead
Ω < 2F (β) one finds that ε is minimized by the choice
k1(β) = k0
√
1− Ω
2
4 [F (β)]2
, (2.17)
which generalizes the ideal gas result discussed in Sect. 2.1, where one has F = k20.
Equations (2.16) and (2.17) explicitly show that the momentum distribution is modified
by the interaction. Plugging Eq. (2.17) into (2.15) we find the following result for the
energy per particle:
ε = − Ω
2
8F (β)
+G1 +G2 (1− 4β) . (2.18)
The ground state of the system can be found by looking for the minimum of (2.18) with
respect to β. One can easily prove that the second-order derivative of (2.18) with respect
to β is negative. This means that the minimum is achieved at one of the limiting values
of β, i.e. 0 or 1/4. The ground state is then compatible with three distinct quantum
phases, which will be called “stripe phase”, “plane-wave phase” and “single-minimum
phase” (sometimes in this thesis we will refer to them simply as “phase I”, “phase II”
and “phase III”, respectively). The corresponding phase diagram is shown in Fig. 2.3.
(I) Stripe phase. For small values of the Raman coupling Ω the ground state is a
linear combination of the two plane-wave states e±ik1x with equal weights (|C+| = |C−| =
1/
√
2), yielding a vanishing longitudinal spin polarization (see Eq. (2.12)). The most
striking feature of this phase is the appearance of density modulations in the form of
stripes according to the law
n(r) = n¯
[
1 +
Ω
2 (k20 +G1)
cos (2k1x+ φ)
]
. (2.19)
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The periodicity of the fringes pi/k1 is determined by the wave vector
k1 = k0
√
1− Ω
2
4 (k20 +G1)
2 (2.20)
and differs from the one of the laser potential, equal to pi/k0 (see Eq. (2.1)). These
modulations have a deeply different nature with respect to those exhibited by the density
profile in the presence of usual optical lattices. Indeed, they appear as the result of a
spontaneous breaking mechanism of translational invariance, with the actual position
of the fringes being given by the value of the phase φ. Because of the coexistence of
BEC and crystalline order, the stripe phase shares important analogies with supersolids
[63]. It also shares similarities with the spatial structure of smectic liquid crystals. The
contrast in n(r) is given by
nmax − nmin
nmax + nmin
=
Ω
2(k20 +G1)
(2.21)
and vanishes as Ω → 0 as a consequence of the orthogonality of the two spin states
entering Eq. (2.9) (in this limit θ → 0 and k1 → k0). One must notice that the stripe
phase is energetically favorable only provided that G2 > 0, i.e. g > g↑↓, a condition which
ensures miscibility of the two spin components in the absence of spin-orbit coupling. In
the opposite case G2 < 0 the first-order derivative ∂ε/∂β is always positive and only the
plane-wave and the single-minimum phases are available. Finally, it is worth mentioning
that the ansatz, Eq. (2.9), for the stripe phase provides only a first approximation,
which ignores higher-order harmonics caused by the nonlinear interaction terms in the
Hamiltonian. The properties of the stripe phase will be the subject of Chap. 5 of this
thesis.
(II) Plane-wave phase. For larger values of the Raman coupling, the system enters
a new phase, the so-called plane-wave phase (also called the spin-polarized or demixed
phase), where Bose-Einstein condensation takes place in a single plane-wave state with
momentum p = k1eˆx (C− = 0), lying on the x direction (in the following we choose
k1 > 0). In this phase, the density is uniform and the spin polarization is given by
〈σz〉 = k1
k0
(2.22)
with
k1 = k0
√
1− Ω
2
4 (k20 − 2G2)2
. (2.23)
An energetically equivalent configuration is obtained by considering the BEC in the
single-particle state with p = −k1eˆx (C+ = 0). The choice between the two config-
urations is determined by a mechanism of spontaneous symmetry breaking, typical of
ferromagnetic configurations.
(III) Single-minimum phase. At even larger values of Ω, the system enters the
single-minimum phase (also called zero momentum phase), where the condensate has
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Figure 2.3. Phase diagram of a spin-orbit-coupled BEC. The color represents the value of
k1/k0. The white solid lines identify the phase transitions (I-II), (II-III) and (I-III). The
diagram corresponds to a configuration with γ = (g − g↑↓)/(g + g↑↓) = 0.0012 consistent with
the value of [29].
zero momentum (k1 = 0), the density is uniform, and the average spin polarization 〈σz〉
identically vanishes, while 〈σx〉 = −1. Contrary to what one would naively expect, also
the single-minimum phase exhibits nontrivial properties, as we will see in Chapts. 3 and
4.
The chemical potential as a function of the average density in the three phases can be
calculated from the energy per particle (2.15) through the relation µ(n¯) = ∂ (n¯ε) /∂n¯,
and takes the form
µ(I)(n¯I) = 2g¯n¯I − k
2
0Ω
2
8 (k20 + g¯n¯I)
2 , (2.24a)
µ(II)(n¯II) = 2 (1 + γ) g¯n¯II − k
2
0Ω
2
8 (k20 − 2γg¯n¯II)2
, (2.24b)
µ(III)(n¯III) = 2g¯n¯III +
k20 − Ω
2
. (2.24c)
where we have introduced g¯ = (g + g↑↓) /4 and γ = G2/G1 = (g − g↑↓) / (g + g↑↓).
Analogously, the pressure P (n¯) = n¯2∂ε/∂n¯ in the three phases is given by
P (I)(n¯I) = g¯n¯
2
I
[
1 +
Ω2
8 (k20 + g¯n¯I)
2
]
, (2.25a)
P (II)(n¯II) = g¯n¯
2
II
[
1 + γ − γΩ
2
4 (k20 − 2γg¯n¯II)2
]
, (2.25b)
P (III)(n¯III) = g¯n¯
2
III . (2.25c)
The critical values of the Rabi frequency Ω characterizing the phase transitions can be
identified by imposing that the chemical potential (2.24) and the pressure (2.25) be equal
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in the two phases at equilibrium. The transition between the stripe and the plane-wave
phases has a first-order nature and is characterized by different values of the densities
of the two phases. The density differences are, however, extremely small and are not
visible in Fig. 2.3. However, in the low density (or weak coupling) limit, i.e. gσσ′n¯ k20,
the critical value of the Raman coupling Ω(I−II) characterizing the transition between
phases I and II becomes density-independent and is given by the expression [64, 58]
Ω(I−II) = 2k20
√
2γ
1 + 2γ
. (2.26)
The (I-II) phase transition is accompanied by a jump in both the parameters k1 and
|〈σz〉|.
The transition between the plane-wave and the single-minimum phases has instead a
second-order nature and is characterized by a jump in the compressibility (∂P/∂n¯)−1 if
G2 6= 0 and by a divergent behavior of the magnetic polarizability (see Sect. 2.3). It
takes place at a value of the Raman coupling higher than Ω(I−II), namely [58]
Ω(II−III) = 2
(
k20 − 2G2
)
, (2.27)
provided that the condition n¯ < n¯(c) is satisfied, where n¯(c) is a critical density whose
meaning will be explained in a while. For densities higher than n¯(c) one has instead a
first-order transition directly between phases I and III, characterized by a jump in the
momentum k1.
If we plotted the phase diagram in the P -Ω plane, we would find that the three phases
connect each other at a tricritical point identified by a well-defined value of the pressure
P and of the Raman coupling Ω. The tricriticality cannot, in principle, show up in the
n¯-Ω plane of Fig. 2.3, due to the discontinuities in the density at the first-order phase
transitions. However, the differences in the densities of the two phases at the (I-II) and
the (I-III) phase transitions are always found to be very small for reasonable values of
the spin-orbit and the interaction parameters. Neglecting such differences, one finds that
also in the n¯-Ω all the transition lines intersect at a single point. The corresponding
value of the density n¯(c) can be calculated by imposing the energies per particle ε in the
three phases to be all equal. This procedure yields the result n¯(c) = k20/(2γg).
2.2.2. Effects of non-zero detuning and spin-asymmetric
interactions
The results discussed in the previous paragraph can be easily generalized to account for
the presence of a non-vanishing magnetic detuning δ and of spin-asymmetric interactions
g↑↑ 6= g↓↓. In general one can introduce three interaction parameters: G1 = n¯(g↑↑+g↓↓+
2g↑↓)/8, G2 = n¯(g↑↑ + g↓↓ − 2g↑↓)/8 and G3 = n¯(g↑↑ − g↓↓)/4. In the case of the states
|↑〉 = |F = 1,mF = 0〉 and |↓〉 = |F = 1,mF = −1〉 of 87Rb employed in [29] the values
of the scattering lengths are a↑↑ = 101.41 aB and a↓↓ = a↑↓ = 100.94 aB, where aB is the
Bohr radius. This corresponds to 0 < G2 = G3/2 G1. However, since the differences
among the scattering lengths are very small, by properly choosing the detuning δ, this
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effect can be well compensated. For example, using first order perturbation theory, one
finds that the correction to the energy per particle (2.15) is given, in the low density
(weak coupling) limit, by [58]
ε(1) =
(
δ
2
+G3
)
k1
k0
(|C+|2 − |C−|2) . (2.28)
By choosing δ = −2G3 the correction (2.28) vanishes, thus ensuring that the properties
of the ground state of the system and the transition frequencies are not affected by the
inclusion of the new terms in the Hamiltonian.
In the most general case of arbitrarily large δ and G3, the ground state wave function
can be still worked out by resorting to an ansatz similar to (2.9), namely [59, 61, 60]
Ψ (r) =
√
n¯
[
C+
(
cos θ+
− sin θ+
)
eik+x + C−
(
sin θ−
− cos θ−
)
e−ik−x
]
, (2.29)
where now the two momentum components have different wave vectors k+ and k−. The
relation between θ± and k±, being fixed by the single-particle Hamiltonian (2.2), is again
given by Eq. (2.10), namely 2θ± = arccos (k±/k0). The energy per particle takes a more
involved form,
ε =
k20
2
−
(
1 + S
2
k2+
2
+
1− S
2
k2−
2
)
− Ω
2k0
(
1 + S
2
√
k20 − k2+ +
1− S
2
√
k20 − k2−
)
+
δ
2
(
1 + S
2
k+
k0
− 1− S
2
k−
k0
)
+G1
{
1 +
1− S2
4k20
[(
k20 − k+k−
)
+
√
(k20 − k2+) (k20 − k2−)
]}
+G2
{(
1 + S
2
k+
k0
− 1− S
2
k−
k0
)2
+
1− S2
4k20
[(
k20 − k+k−
)−√(k20 − k2+) (k20 − k2−)]
}
+G3
[(
1 + S
2
k+
k0
− 1− S
2
k−
k0
)
+
1− S2
2k0
(k+ − k−)
]
,
(2.30)
where we have introduced the variable S = |C+|2 − |C−|2 ∈ [−1, 1]. By minimizing
numerically the previous expression one can determine the values of the variational
parameters S, k+ and k−. The ground state is found to be compatible with a stripe
phase and three different kinds of plane-wave states, as shown in Fig. 2.4.
The stripe phase is energetically favorable provided the miscibility condition g↑↑g↓↓ >
g2↑↓ is satisfied. It is characterized by the presence of both momentum components of
Eq. (2.29), although with different weights |C+| and |C−|, giving rise to fringes with
wavelength 2pi/(k+ + k−). The presence of spin-asymmetric coupling constants can
result in different values for the contrasts (2.21) of fringes in the density profile of each
spin component. According to Eq. (2.28), for small values of G3 this effect can be
compensated with a proper choice of the magnetic detuning δ; however, for larger values
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Figure 2.4. Detuning versus Rabi coupling phase diagram in the experimental conditions of
[29]. The blue solid lines identify the transition from the stripe to the PW1 and PW2 phases,
while the transition from PW1 to PW2 is indicated by the black solid line. The dashed
red lines denote instead the transition from PW1 and PW2 to PW3. The parameters are
k20 = 2pi × 3.54 kHz, density in the center of the trap n0 = 1.9× 1014 cm−3 and the scattering
lengths given in the main text.
of G3, higher-order corrections to the energy per particle have to be taken into account,
and an exact compensation is no longer possible.
The plane-wave phases appearing in Fig. 2.4 correspond to the case where only one of
the two momentum components of the wave function (2.9) is present. For definiteness,
let us assume C+ = 1 and C− = 0; the energy per particle corresponding to this
configuration takes the form
εPW =
k20
2
− Ω
2k0
√
k20 − k2+ −
(
k20 − 2G2
) k2+
2k20
+G1 +
(
δ
2
+G3
)
k+
k0
, (2.31)
with the canonical momentum k+ being the sole variational parameter to be determined.
Minimization of (2.31) with respect to k+ is straightforward, and yields three different
plane-wave regimes, differing by the value of the momentum and, hence, of the magne-
tization [61]. The difference can be better understood in terms of the properties of the
single-particle dispersion (2.3). For low values of Ω and δ the lower branch of (2.3) as
a function of px has two minima, which are nondegenerate if δ 6= 0; if δ > 0 the global
minimum occurs at negative values of the momentum (PW1 regime), while if δ < 0 it
takes place at positive momenta (PW2 regime). At higher values of Ω or δ the disper-
sion (2.3) has instead a single minimum, and one enters the PW3 regime. The critical
values of the parameters Ω and δ at which the transitions between the various regimes
take place are actually modified by the presence of the spin-dependent terms G2 and
G3 in the interaction Hamiltonian; for instance, the transition between the PW1 and
the PW2 states occurs at δ = −2G3 (another example of this effect is provided by the
interaction-dependent shift of the critical Raman coupling Ω(II−III) with respect to the
single-particle result 2k20, see Eq. (2.27)).
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One should also notice that the expression (2.31) actually corresponds to the en-
ergy per particle (2.15) for the symmetric case, with an additional term equal to the
correction (2.28), which accounts for the presence of the magnetic detuning δ and of
spin-asymmetric coupling constants. However, different from the calculation yielding
Eq. (2.28), the validity of Eq. (2.31) is not limited to the perturbative regime. As a
consequence, in the plane-wave and the single-minimum phases exact compensation of
spin-asymmetric interactions through the choice δ = −2G3 is possible also for arbitrarily
large values of G3 [60].
A major feature of the phase diagram of Fig. 2.4 is that the stripe phase occupies a
very small region in the Ω–δ plane. This is typical in systems where the values of the
coupling constants gσσ′ are very close to each other, such as in the case of the states
of 87Rb considered above. Indeed, both the critical Raman coupling and the critical
magnetic detuning needed for the transition to the plane-wave phase depend crucially
on the difference between the intraspecies and the interspecies coupling constants. For
example, using the above values of the scattering lengths, and taking δ = −2G3 to
compensate for the small asymmetry in the intraspecies couplings, the value of the
critical Raman coupling is given by Eq. (2.26) and corresponds to Ω(I−II) = 0.095 k20.
This value is further reduced if δ is not equal to the compensation value.
For later purposes it is also useful to calculate, for a fixed value of Ω, the values of
the magnetic detuning at which the transitions from the stripe to the PW1 and PW2
phases occur. These quantities are essentially proportional to the difference ∆µ between
the chemical potentials in the two phases. An analytic estimate can be obtained in
the Ω → 0 limit, where the variational procedure based on the ansatz (2.29) is able to
provide the exact condensate wave function in all the phases. In particular, in this limit
one has k± → k0, and the energy per particle (2.30) reduces to
εΩ→0 = G1 +
(
δ
2
+G3
)
S +G2S
2 . (2.32)
The previous expression must be minimized with respect to S taking the constraint
|S| ≤ 1 into account. After a straightforward calculation one finds the result
Smin =

−1 for δ + 2G3 > 4G2
−δ + 2G3
4G2
for |δ + 2G3| ≤ 4G2
1 for δ + 2G3 < −4G2
(2.33)
for the value of S minimizing (2.32). The first and the third value of Smin given in
Eq. (2.33) correspond to a fully polarized PW1 and PW2 state, respectively, while the
middle one yields a spin-mixed configuration. The latter turns into the stripe phase
when one considers finite values of the Raman coupling Ω. The critical values of the
magnetic detuning δ at which the system leaves the spin-mixed phase are identified by
the condition
|δcr + 2G3| = 4G2 . (2.34)
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A procedure analogous to the one described above allows to determine numerically the
critical magnetic detunings also at finite values of the Raman coupling Ω. In general, one
finds that the range of values of δ compatible with the stripe phase is reduced with respect
to the Ω→ 0 case. The blue curves in Fig. 2.4 show the results of this calculation in the
experimental conditions of [29]. In this case, the stripe phase is energetically favored
only in a very narrow range of values of δ around the compensation value δ = −2G3, the
width of the range being of the order of 10−3 k20 at Ω→ 0, and even smaller for larger Ω.
As a consequence, a tiny magnetic field (arising, for instance, from external fluctuations)
can easily bring the system from the stripe phase into one of the plane-wave phases. The
stability of the stripe phase can be strongly enhanced if one increases significantly the
value of G2, as we will discuss in Sect. 5.2.
2.2.3. Experimental results for the ground state
The emergence of a double minimum in the single-particle spectrum and the Ω depen-
dence of the value of k1 was experimentally observed by Lin et al. by measuring the
velocity of the expanding cloud after the release of the trap [29] (see Fig. 2.5). The
double-minimum structure vanishes at the predicted value (2.27) of the Raman coupling
giving the transition between the plane-wave and the single-minimum phases. In the
same experiment, at a lower value of Ω, they identified another transition between a
mixed phase, characterized by two different canonical momentum components overlap-
ping in space, and a de-mixed phase, where the two components coexist but are spatially
separated. The critical Raman coupling at which the latter transition has been observed
is in good agreement with the prediction Ω(I−II) = 0.19Er = 0.095 k20 for the transi-
tion frequency between the stripe and the plane-wave phases, obtained from Eq. (2.26)
with the 87Rb value γ = 0.0012. However, it has not been possible to observe directly
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the density modulations because of the smallness of their contrast and periodicity (see
Chap. 5).
Finally, we mention that the critical density n¯(c) is very large in the experimental
conditions of [29], thus preventing the access to the regime where the first-order transition
between the stripe and the single-minimum phases takes place. A strong reduction of
the value of n¯(c) could be achieved, for example, by considering configurations where the
interspecies coupling strength g↑↓ is significantly smaller than the intraspecies ones g↑↑,
g↓↓, as discussed in Sect. 5.2.
2.3. Magnetic polarizability and compressibility
2.3.1. Calculation and properties of the magnetic polarizability
As we already pointed out in Par. 2.2.1, the transition between the plane-wave and
the single-minimum phases is characterized by a divergent behavior of the magnetic
polarizability χM . This quantity is defined as the linear response
χM = lim
h→0
〈σz〉h − 〈σz〉h=0
h
(2.35)
to a static perturbation of the form −hσz, where 〈σz〉h and 〈σz〉h=0 denote the ground
state expectation value of σz in the presence and in the absence of the perturbation,
respectively. The calculation of χM can be carried out by resorting to the generalized
ansatz (2.29), which, as we saw in Par. 2.2.2, is able to account for the effects of a
Zeeman field on the ground state wave function. The energy per particle is given again
by Eq. (2.30) with G3 = 0 and the replacement δ/2 → −h; it is convenient to separate
the contribution of the perturbation from the other terms and write ε = ε0 − h〈σz〉h,
with
〈σz〉h =
1 + S
2
k+
k0
− 1− S
2
k−
k0
. (2.36)
Let xh = (Sh, k+,h, k−,h) be the vector of the values of the variational parameters mini-
mizing ε for a fixed value of h, which satisfies the set of conditions
∂
∂xi
(ε0 − h〈σz〉h)
∣∣∣∣
xh
= 0 , i = 1, 2, 3 .
By taking the total derivative of the previous expression with respect to h, and evaluating
it at h = 0, one finds the relation
3∑
j=1
∂2ε0
∂xi∂xj
∣∣∣∣
x0
dxj
dh
∣∣∣∣
h=0
=
∂〈σz〉h
∂xi
∣∣∣∣
x0
, i = 1, 2, 3 , (2.37)
where x0 = (S0, k1, k1) is the h = 0 value of xh. The magnetic polarizability can then
be calculated through the formula
χM =
d〈σz〉h
dh
∣∣∣∣
h=0
=
3∑
i=1
∂〈σz〉h
∂xi
∣∣∣∣
x0
dxi
dh
∣∣∣∣
h=0
=
3∑
i,j=1
∂〈σz〉h
∂xi
∣∣∣∣
x0
(H−1)
ij
∂〈σz〉h
∂xj
∣∣∣∣
x0
, (2.38)
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where Hij = ∂2ε0/ (∂xi∂xj)|x0 denotes the elements of the Hessian matrix of ε0 calcu-
lated at x0, and we made use of result (2.37). Equation (2.38) allows to express the
magnetic polarizability in terms of the derivatives of ε0 and 〈σz〉h with respect to the
variational parameters, evaluated in their h = 0 value. After some algebra, the value of
χM can be determined in each phase in a straightforward way.
In the stripe phase one has S0 = 0 and k1 given by Eq. (2.20). From Eq. (2.38) one
finds a rather involved expression for the magnetic polarizability as a function of the
Raman coupling Ω,
χ
(I)
M (Ω) =
k20Ω
4 − 4 (k20 +G1)2 (2k20 +G1 +G2) Ω2 + 16 (k20 +G1)4 (k20 +G2)
a4Ω4 − a2Ω2 + a0 , (2.39)
with the coefficients a0, a2 and a4 in the denominator given by
a0 = 32G2
(
k20 +G1
)4 (
k20 +G2
)
,
a2 = 4
(
k20 +G1
)2 [
(G1 + 2G2) (G1 +G2) + k
2
0 (G1 + 4G2)
]
,
a4 = k
2
0 (G1 + 2G2) .
In the weak coupling limit G1, G2  k20 Eq. (2.39) reduces to the simplified form
χ
(I)
M (Ω) ≈
Ω2 − 4k40
(G1 + 2G2) Ω2 − 8G2k40
, (2.40)
which diverges at the critical frequency (2.26) providing the transition to the plane-
wave phase. However, this divergence only appears due to the weak coupling assump-
tion; using the full expression (2.39), which includes higher-order terms in the coupling
constants, one finds that the value of χ
(I)
M remains finite at the transition.
In the plane-wave and the single-minimum phases, the magnetic polarizability takes
the simple form [59]
χ
(II)
M (Ω) =
Ω2
(k20 − 2G2)
[
4 (k20 − 2G2)2 − Ω2
] , (2.41a)
χ
(III)
M (Ω) =
2
Ω− 2 (k20 − 2G2)
, (2.41b)
and exhibits a divergent behavior at the transition between the two phases. Indeed,
when approaching the transition (2.27) from above or below, the values of χM differ by
a factor 2, revealing the second-order nature of the phase transition [65, §144]. It is
worth pointing out that, if G2 = 0, the calculation of χM reduces to the ideal gas value,
which is found to be related to the effective mass (2.4) by the simple relation
m∗
m
= 1 + k20 χM . (2.42)
The divergent behavior of the magnetic polarizability near the second-order phase tran-
sition was experimentally confirmed by Zhang et al. through the study of the center-of-
mass oscillation [66] (see also the discussion in Chap. 4).
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2.3.2. Thermodynamic compressibility
The thermodynamic compressibility κT = (∂P/∂n¯)
−1 in all the phases can be calculated
from the expressions (2.25) of the pressure,
1/κ
(I)
T = 2G1 +
G1k
2
0Ω
2
4 (k20 +G1)
3 , (2.43a)
1/κ
(II)
T = 2 (G1 +G2)−
G2k
2
0Ω
2
2 (k20 − 2G2)3
, (2.43b)
1/κ
(III)
T = 2G1 . (2.43c)
For an interacting Bose gas, the compressibility (2.43) has always a finite value. It is
discontinuous at the first-order transition between the stripe and the plane-wave phases;
furthermore, if G2 6= 0, it exhibits a jump also at the second-order transition between
the plane-wave and the single-minimum phases. However, as we will show in Sect. 3.3,
the sound velocity is continuous across the latter transition.
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phases
In the previous chapter we have seen that the ground-state properties of a Bose-Einstein
condensate are significantly affected by the presence of spin-orbit coupling. It is reason-
able to expect that also the dynamic behavior of these systems is deeply modified. In
this chapter, following [67], we calculate the dynamic density response function in the
plane-wave and in the single-minimum phases, characterized by a uniform ground-state
density (Section 3.1). The poles of the response function yield the excitation spectrum,
which is found to exhibit exotic features, such as the emergence of a rotonic structure
when one approaches the transition from the plane-wave to the stripe phase. The knowl-
edge of the density response function also allows to study other quantities of interest,
like the contribution of each excited state to the static response and the static structure
factor (Section 3.2). We also point out novel features occurring in the phonon regime,
including the presence of two different sound velocities in the plane-wave phase, and the
suppression of the sound velocity near the transition between the plane-wave and the
single-minimum phases (Section 3.3).
3.1. Dynamic density response and excitation spectrum
3.1.1. Calculation of the dynamic density response function
The calculation of the dynamic density response function of a spin-orbit-coupled BEC
can be carried out by a proper extension of the method presented in Par. 1.3.3. Let us add
the time-dependent perturbation Vλ = −λei(q·r−ωt)eηt+H.c. to the single-particle Hamil-
tonian (2.2). The condensate wave function Ψλ describing the system in the presence of
this external field is found by solving the time-dependent Gross-Pitaevskii equation
i
∂Ψλ
∂t
=
[
hSO0 + Vλ +
1
2
(g + g↑↓)
(
Ψ†λΨλ
)
+
1
2
(g − g↑↓)
(
Ψ†λσzΨλ
)
σz
]
Ψλ , (3.1)
where hSO0 is the single-particle Hamiltonian (2.2) with δ = 0. In the small-λ limit the
solution of Eq. 3.1 can be written as1
Ψλ(r, t) = e
−iµt
[
Ψ0(r) +
(
uλ,↑(r)
uλ,↓(r)
)
e−iωt +
(
v∗λ,↑(r)
v∗λ,↓(r)
)
eiωt
]
. (3.2)
1As in Par. 1.3.3, hereafter we do not include explicitly the contributions of the eηt factors until the
end of the calculation.
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The first term in the right-hand side of Eq. (3.2) represents the ground-state wave
function Ψ0 = (ψ0↑ ψ0↓)T of the system, with µ the corresponding chemical potential,
which have different expressions in each phase. The terms proportional to the am-
plitudes uλ,σ(r) and vλ,σ(r), with σ =↑, ↓, correspond to the small oscillations of the
order parameter with respect to the ground state configuration, caused by the external
perturbation.
The procedure to evaluate the small amplitudes is analogous to the one we used in
Par. 1.3.3 in the case of the standard Bose gas. We insert the ansatz (3.2) into the
Gross-Pitaevskii equation (3.1), keeping only the linear terms in λ, uλ,σ(r) and vλ,σ(r),
and we collect the terms with the same oscillatory behavior e−iωt and eiωt in time. This
yields the following four coupled differential equations:[
h˜0↑ − µ+ 2g |ψ0↑(r)|2 + g↑↓ |ψ0↓(r)|2 − ω
]
uλ,↑(r) + g[ψ0↑(r)]2vλ,↑(r)
+
[
Ω
2
+ g↑↓ψ∗0↓(r)ψ0↑(r)
]
uλ,↓(r) + g↑↓ψ0↑(r)ψ0↓(r)vλ,↓(r) = λψ0↑(r)eiq·r ,
(3.3a)[
h˜0↓ − µ+ 2g |ψ0↓(r)|2 + g↑↓ |ψ0↑(r)|2 − ω
]
uλ,↓(r) + g[ψ0↓(r)]2vλ,↓(r)
+
[
Ω
2
+ g↑↓ψ∗0↑(r)ψ0↓(r)
]
uλ,↑(r) + g↑↓ψ0↑(r)ψ0↓(r)vλ,↑(r) = λψ0↓(r)eiq·r ,
(3.3b)[
h˜0↑ − µ+ 2g |ψ0↑(r)|2 + g↑↓ |ψ0↓(r)|2 + ω
]
v∗λ,↑(r) + g[ψ0↑(r)]
2u∗λ,↑(r)
+
[
Ω
2
+ g↑↓ψ∗0↓(r)ψ0↑(r)
]
v∗λ,↓(r) + g↑↓ψ0↑(r)ψ0↓(r)u
∗
λ,↓(r) = λ
∗ψ0↑(r)e−iq·r ,
(3.3c)[
h˜0↓ − µ+ 2g |ψ0↓(r)|2 + g↑↓ |ψ0↑(r)|2 + ω
]
v∗λ,↓(r) + g[ψ0↓(r)]
2u∗λ,↓(r)
+
[
Ω
2
+ g↑↓ψ∗0↑(r)ψ0↓(r)
]
v∗λ,↑(r) + g↑↓ψ0↑(r)ψ0↓(r)u
∗
λ,↑(r) = λ
∗ψ0↓(r)e−iq·r ,
(3.3d)
where we have defined the operators h˜0↑,↓ =
[
(−i∇x ∓ k0)2 −∇2⊥
]
/2. After solving
Eqs. (3.3), the density response function can be deduced in a straightforward way
through Eq. (1.94), which for a system with two spin states becomes
χ(q, ω) = λ−1
∑
σ=↑,↓
∫
dre−iq·r [ψ∗0σ(r)uλ,σ(r) + ψ0σ(r)vλ,σ(r)] . (3.4)
Before going on with the evaluation of χ(q, ω), we mention that the procedure we have
just shown is well suited to investigate also the spin-density response function; for this
it suffices to use σzVλ instead of Vλ as the external perturbation to be added to the
single-particle Hamiltonian (2.2).
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3.1.2. Dynamic density response in the uniform phases
The derivation of Eqs. (3.3) in the previous paragraph was carried out without the need
to assume any specific form for the ground-state wave functions ψ0↑,↓ of the spin-orbit-
coupled BEC. However, the solutions of Eqs. (3.3) depend on the phase in which they
are evaluated. In this chapter we will focus on the plane-wave and the single-minimum
phases, characterized by a uniform ground-state density; the investigation of the dynamic
properties of the stripe phase will be postponed to Chap. 5.
As we have seen in Chap. 2, the ground-state wave function in the plane-wave and
the single-minimum phases can be generally written as
Ψ0(r) =
√
n¯
(
cos θ
− sin θ
)
eik1x , (3.5)
where the momentum k1 is given by Eq. (2.23) in the plane-wave phase (we choose to
work in the plane-wave state having positive momentum) and by k1 = 0 in the single-
minimum phase, and θ is related to k1 through Eq. (2.10). The corresponding chemical
potential µ is given by Eq. (2.24b) in phase II and by Eq. (2.24c) in phase III.
The solutions of Eqs. (3.3), with ψ0↑,↓ given by the two spin components of Eq. (3.5),
are of the form uλ,σ(r) = uλ,σe
ik1xeiq·r and vλ,σ(r) = vλ,σe−ik1xeiq·r (σ =↑, ↓). The
coefficients uλ,σ and vλ,σ are found by solving the following system of inhomogeneous
equations:
(L − J ω)

uλ,↑
vλ,↑
uλ,↓
vλ,↓
 = λ√n¯

cos θ
cos θ
− sin θ
− sin θ
 , (3.6)
where we have introduced the matrices J = diag(1,−1, 1,−1) and
L = 1
2

2ε↑u gn¯(1 + cos 2θ) Ω− g↑↓n¯ sin 2θ −g↑↓n¯ sin 2θ
gn¯(1 + cos 2θ) 2ε↑v −g↑↓n¯ sin 2θ Ω− g↑↓n¯ sin 2θ
Ω− g↑↓n¯ sin 2θ −g↑↓n¯ sin 2θ 2ε↓u gn¯(1− cos 2θ)
−g↑↓n¯ sin 2θ Ω− g↑↓n¯ sin 2θ gn¯(1− cos 2θ) 2ε↓v
 . (3.7)
The diagonal entries of the matrix L are given by
2ε↑u = (qx + k1 − k0)2 + q2⊥ + 2gn¯(1 + cos 2θ) + g↑↓n¯(1− cos 2θ)− µ , (3.8a)
2ε↑v = (qx − k1 + k0)2 + q2⊥ + 2gn¯(1 + cos 2θ) + g↑↓n¯(1− cos 2θ)− µ , (3.8b)
2ε↓u = (qx + k1 + k0)2 + q2⊥ + 2gn¯(1− cos 2θ) + g↑↓n¯(1 + cos 2θ)− µ , (3.8c)
2ε↓v = (qx − k1 − k0)2 + q2⊥ + 2gn¯(1− cos 2θ) + g↑↓n¯(1 + cos 2θ)− µ . (3.8d)
The expressions for uλ,σ and vλ,σ can be obtained straightforwardly from Eq. (3.6)
after some algebra. By inserting them in Eq. (3.4) one finally finds the following result
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for the dynamic density response (recall that near the poles one should replace ω with
ω + iη, with η → 0+):
χ(q, ω) =
−Nq2 [ω2 − 4k1q cosαω + a(q, α)]
ω4 − 4k1q cosαω3 + b2(q, α)ω2 + k1q cosα b1(q, α)ω + b0(q, α) . (3.9)
Here q ≡ |q| denotes the modulus of the wave vector q, while α ∈ [0, pi] is the polar
angle characterizing its direction with respect to the x axis. The coefficients a and bi in
(3.9) are even functions of q and cosα, implying that bi(q, α) = bi(q, pi ± α) (the same
for a), and their actual values depend on whether one is in phase II or III (see App. A).
In the plane-wave phase, the odd terms in ω entering the response function reflect the
lack of parity and time-reversal symmetry of the ground state wave function; in the
single-minimum phase, however, one has k1 = 0 and thus the symmetry is restored.
It is also worth pointing out that, since Vλ commutes with the unitary transformation
yielding the Hamiltonian in the spin-rotated frame (see Sect. 2.1), the expression for
χ(q, ω) is the same as in the original laboratory frame, and thus all the results based on
the calculation in the spin-rotated frame are relevant for actual experiments.
The response function (3.9) reduces to a simplified form in two limiting cases. A first
case is when G2 = 0 and Ω = 0. In this limit the denominator can be rewritten in a
factorized form, and χ reduces to the usual Bogoliubov form χ(q, ω) = −Nq2/[ω2 −
q2(2G1 + q
2/4)], characterizing the response of a BEC gas in the absence of spin-orbit
coupling (see Eq. (1.97)). A second case is the ideal Bose gas (G1 = G2 = 0), where the
Hamiltonian of the system reduces to the single-particle term (2.2), and the excitation
frequencies, given by the poles of the response function, take the simple form
ω±(q) = ε±(p1 + q)− ε−(p1) , (3.10)
where p1 = k1eˆx is the momentum where Bose-Einstein condensation takes place, and
ε± are the two branches of the single-particle spectrum (2.3) with δ = 0.
3.1.3. Excitation spectrum in the uniform phases
The frequencies of the elementary excitations in the plane-wave and the single-minimum
phases are given by the poles of the response function (3.9), i.e., by the zeros of
ω4 − 4k1q cosαω3 + b2 ω2 + k1q cosα b1 ω + b0 = 0 . (3.11)
The solutions of this equation provide two separated branches, as shown in Fig. 3.1(a)
and (b) for phase II and phase III, respectively. The lower branch is gapless and exhibits
a phonon dispersion at small q, whose properties will be discussed in detail in Sect. 3.3.
The upper branch is instead gapped as a consequence of the presence of the Raman
coupling. For example, in phase III the gap between the two branches is given, at q = 0,
by ∆ =
√
Ω(Ω + 4G2). Differently from the single-minimum phase, the excitation spec-
trum in the plane-wave phase is not symmetric under inversion of qx into −qx, as a
consequence of the symmetry-breaking terms appearing in (3.9). For negative values of
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Figure 3.1. Excitation spectrum (a) in phase II (Ω/k20 = 0.85) and (b) in phase III (Ω/k
2
0 =
2.25) as a function of qx (qy = qz = 0), calculated in the experimental condition of [66].
The blue and red lines represent the lower and upper branches, respectively. In phase II
the spectrum is not symmetric and exhibits a roton minimum for negative qx, whose energy
becomes smaller and smaller as one approaches the transition to the stripe phase at Ω/k20 =
0.095. The other parameters: G1/k
2
0 = 0.12, γ = G2/G1 = 10
−3.
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qx, the lower branch in phase II exhibits a very peculiar feature, resulting in the emer-
gence of a roton minimum, which becomes more and more pronounced as one approaches
the transition to the stripe phase [68, 67]. The occurrence of the rotonic structure in
spin-orbit-coupled BECs shares interesting analogies with the case of dipolar gases in
quasi-2D configurations [69] and of condensates with soft-core, finite-range interactions
[70, 71]. The physical origin of the roton minimum is quite clear: in phase II the ground
state is twofold degenerate, and it is very favorable for atoms to be transferred from the
BEC state with momentum p = k1eˆx to the empty state at p = −k1eˆx. The excitation
spectrum has been recently measured using Bragg spectroscopy techniques, confirming
the occurrence of a characteristic rotonic structure [72, 73] (see also [74] for the case of
shaken optical lattices)2.
3.1.4. Quantum depletion
Before going on with the study of the dynamic properties in the uniform phases, it is
worth taking one step backward and investigating the effects of spin-orbit coupling on
the quantum depletion of the condensate. One can expect that, especially close to the
second-order phase transition, the spin-orbit terms in the single-particle Hamiltonian
(2.2) emphasize the role of quantum fluctuations. This effect must be small in order
to be able to apply the mean-field approach for the description of the quantum phases
of the system. As we saw in Par. 1.2.1, the quantum depletion of a Bose gas can be
evaluated starting from the Bogoliubov amplitudes. The steps of the calculation of
such amplitudes in our spin-orbit-coupled system actually resemble those reported in
the previous paragraphs for the density response function. We express the condensate
wave function as in Eq. (3.2) and we solve the linearized GP equations (3.3) dropping
the terms proportional to the perturbation strength λ. In the plane-wave and the single-
minimum phases the amplitudes can be written as u↑,↓(r) = uq ↑,↓eik1xeiq·r and v↑,↓(r) =
vq ↑,↓e−ik1xeiq·r, where uq ↑,↓ and vq ↑,↓ can be found by solving the equation
(L − J ω)

uq ↑
vq ↑
uq ↓
vq ↓
 = 0 , (3.12)
with L and J given as in Par. 3.1.2. The eigenfrequencies ω can be found by imposing
the condition det (L − J ω) = 0, which yields again Eq. (3.11). For each one of the two
branches of the excitation spectrum there is a different set of amplitudes, which we label
with a superscript ` = 1, 2; the normalization condition reads∑
σ=↑,↓
(∣∣u`qσ∣∣2 − ∣∣v`qσ∣∣2) = 1 . (3.13)
2In the experiments of Refs. [74, 72, 73] the excitation spectrum has been measured on top of the BEC
state with momentum p = −k1eˆx, for which the roton minimum, differently from the case discussed
above, appears at positive values of qx.
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Figure 3.2. Enhancement of the quantum depletion of a Bose-Einstein condensate due to spin-
orbit coupling as a function of the Raman coupling Ω, evaluated in the plane-wave and the
single-minimum phases. The vertical dash-dotted lines indicate the critical values of Ω at
which the I-II and II-III phase transitions take place. The parameters are G1/k
2
0 = 0.12 and
γ = G2/G1 = 10
−3.
Once the values of the amplitudes are available, one can calculate the number of atoms
∆N = N −N0 out of the condensate through the relation
∆N =
V
(2pi)3
∑
`=1,2
∑
σ=↑,↓
∫
dq
∣∣v`qσ∣∣2 , (3.14)
which generalizes Eq. (1.34) to the case of a spin-1/2 Bose gas. This integral has a
simple analytic expression in the Ω → 0 limit, i.e. for a standard two-component BEC
without spin-orbit coupling:
∆NSTD =
V
3pi2
[
(2G1)
3/2 + (2G2)
3/2
]
. (3.15)
At finite Ω the quantum depletion ∆N can be conveniently computed numerically.
In Fig. 3.2 we report the results in the experimental conditions of [29]. One can notice
that, although quantum fluctuations are enhanced by spin-orbit coupling, the effect is
small for the current values of the spin-orbit parameters, even close to the second-order
phase transition between the plane-wave and the single-minimum phases. This justifies
our mean-field description of spin-orbit-coupled Bose gases.
3.2. Static response function and static structure factor
The static response function χ(q) ≡ χ(q, ω = 0)/N can be derived directly from (3.9).
Its q = 0 value K ≡ χ(q = 0) is given by
K−1II = 2G1 +
2G2k
2
1
(
k21 cos
2 α + k20 sin
2 α− 2G2
)
k21 (k
2
0 cos
2 α− 2G2) + k40 sin2 α
, (3.16)
K−1III = 2G1 (3.17)
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Figure 3.3. Static response in phase II as a function of qx (qy = qz = 0). The curve is symmetric
and exhibits a typical peak near the roton momentum. The parameters are Ω/k20 = 0.85,
G1/k
2
0 = 0.12 and γ = G2/G1 = 10
−3.
in the plane-wave and the single-minimum phases, respectively. The anisotropy of K in
phase II caused by the spin interaction term G2 is revealed by the last term of Eq. (3.16)
which depends on the polar angle α. It is also worth pointing out that KII coincides with
the thermodynamic compressibility κ
(II)
T (2.43b) only along the x direction, i.e. when
sinα = 0. In this case, K also exhibits a jump at the transition between phases II
and III. This marks a difference with respect to the behavior of the frequencies of the
elementary excitation, fixed by Eq. (3.11), which are always continuous functions of Ω
at the transition for all values of q.
Far from the phonon regime, the occurrence of the roton minimum is reflected in an
enhancement in the static response function χ(qx) close to the roton momentum, as
shown in Fig. 3.3, representing a typical tendency of the system towards crystallization.
When the roton frequency vanishes, χ(qx) exhibits a divergent behavior. A simple
analytic expression for the corresponding value of the Raman coupling Ω is obtained
in the weak coupling limit G1, G2  k20, where we find that the critical value exactly
coincides with the value (2.26) characterizing the transition between the plane-wave and
the stripe phases. For larger values of the coupling constants G1 andG2, the critical value
takes place for values of the Raman coupling smaller than the value at the transition,
exhibiting the typical spinoidal behavior of first-order liquid-crystal phase transitions.
In Sect. 1.3 we saw that the dynamic structure factor at T = 0 can be calcu-
lated from the response function (3.9) through the relation S(q, ω) = pi−1Imχ(q, ω)
for ω ≥ 0, and S(q, ω) = 0 for negative ω. In the plane-wave phase, the condition
Imχ(q, ω) = −Imχ(−q,−ω), characterizing the imaginary part of the response func-
tion, is still satisfied, but the symmetry relation Imχ(q, ω) = Imχ(−q, ω) is not ensured,
and consequently one finds S(q, ω) 6= S(−q, ω). This means that several equalities in-
volving sum rules, which we derived in Sect. 1.3 assuming the invariance of the ground
state under either parity or time reversal symmetry (see Eq. (1.71) and the discussion
below), do no longer hold in that form in the plane-wave phase. However, they can be
reformulated to be valid in more general situations starting from the relations (1.56)–
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Figure 3.4. Contribution of the lower branch to the static structure factor in phase II as a
function of qx (blue solid line), compared with the total S(qx) (red dashed line). The parameters
are Ω/k20 = 0.85, G1/k
2
0 = 0.12 and γ = G2/G1 = 10
−3.
(1.59) and (1.61). An example is the f -sum rule
∫
dω ω[S(q, ω) + S(−q, ω)] = Nq2,
which is exactly satisfied, as one can deduce from the correct large-ω behavior of the
density response function: χ(q, ω)ω→∞ = −Nq2/ω2 (see Eq. (1.81)). On the other hand,
one should recall that the inversion invariance of the static structure factor S(q) is
an intrinsic feature, which is always ensured regardless the symmetry properties of the
underlying configuration (see the discussion above Eq. (1.74)).
It is worth pointing out that, despite the strong enhancement exhibited by the static
response function χ(qx), the static structure factor S(qx) does not exhibit any peaked
structure near the roton point. This is different from what happens, for example, in
superfluid helium3. In Fig. 3.4 we show the static structure factor S(qx) together with
the contribution to the integral S(qx) =
∫
dω S(qx, ω)/N arising from the lower branch
of the elementary excitations. The figure shows that the lower-branch contribution is not
symmetric for exchange of qx into −qx, even if the total S(qx) is symmetric, as we have
shown previously. Remarkably, the strength carried by the lower branch is significantly
peaked for intermediate values of qx between the phonon and the roton regimes, in the
so-called maxon region, where the lower branch of the excitation spectrum exhibits a
maximum.
3.3. Velocity and density vs spin nature of the sound
mode
The low frequency excitations at small q, i.e. the sound waves, can be easily obtained by
setting ω = cq, where c is the sound velocity, and keeping the leading terms proportional
3At finite temperature T one instead expects the static structure factor to be significantly peaked near
the roton minimum, provided the roton energy is small compared to T , as a consequence of the
thermal excitations of rotons, similarly to what is predicted for quasi-2D dipolar gases [75].
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Figure 3.5. Sound velocity as a function of the Raman coupling for the following choice of
parameters: G1/k
2
0 = 0.2, G2/k
2
0 = 0.05. The two sound velocities in phase II correspond to
phonons propagating in the direction parallel (c+II) and antiparallel (c
−
II) to k1. The horizontal
dashed line corresponds to the value
√
2G1 = 0.63 k0 of the sound velocity in the absence of
spin-orbit and Raman coupling. The vertical dash-dotted lines indicate the critical values of
Ω at which the I-II and II-III phase transitions take place.
to q2 in Eq. (3.11). This allows us to obtain the sound velocity in the plane-wave and
the single-minimum phases,
cII =
1
k40 − 2G2k21
{
G2k1
(
k20 − k21
)
cosα
+
√
2 [G1k40 +G2k
2
1 (k
2
0 − 2G1 − 2G2)] [k40 − 2G2k21 − k20 (k20 − k21) cos2 α]
}
,
(3.18)
cIII =
√
2G1
(
1− 2k
2
0 cos
2 α
Ω + 4G2
)
. (3.19)
Approaching the transition between the two phases, both sound velocities exhibit a
strong reduction along the x direction (cosα = ±1), caused by the spin-orbit coupling.
This suppression can be understood in terms of the increase of the effective mass (2.4)
associated with the single-particle dispersion (2.3). At the transition, where the velocity
of sound modes propagating along the x direction vanishes, the elementary excitations
exhibit a different q2 dependence. On the other hand, the sound velocities along the
other directions (α 6= 0, α 6= pi) remain finite at the transition. The sound velocity
in phase II shows a further interesting feature, caused by the lack of parity symmetry.
The asymmetry effect in cII is due to the presence of the first term in the numerator of
(3.18), therefore the symmetry will be recovered if G2 = 0 or α = pi/2 (corresponding
to phonons propagating along the directions orthogonal to the x axis).
The role played by the spin degree of freedom in the propagation of the sound can
be better understood by relating the sound velocity to the magnetic polarizability χM
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(2.41a)–(2.41b) and the q = 0 static response K (3.16)–(3.17). One finds the result
c(α)c(α + pi) =
1 + k20 χM sin
2 α
K (1 + k20 χM)
, (3.20)
holding in both phases II and III. The above equation generalizes the relation c2 =
1/κT = ∂P/∂n¯ between the sound velocity and the compressibility holding in usual
superfluids (see Eqs. (1.22)–(1.23)). It explicitly shows that, along the x direction,
where sinα = 0, the sound velocity c vanishes at the transition because of the divergent
behavior of the magnetic polarizability. The sound velocity along the x axis as a function
of Ω is shown in Fig. 3.5 for a configuration with relatively large G2, emphasizing the
difference between c+II = cII(α = 0) and c
−
II = cII(α = pi), i.e., between the velocities of
sound waves propagating in opposite directions along the x axis. Notice that the sound
velocity, in the absence of spin-orbit and Raman coupling, would correspond to the value
c =
√
2G1 (horizontal) dashed line. This value is asymptotically reached only for very
large values of Ω. The suppression effect exhibited by the sound velocity near the II-
III phase transition is particularly remarkable in the single-minimum phase III, where
Bose-Einstein condensation takes place in the p = 0 state and the compressibility of the
gas is unaffected by spin-orbit coupling. It explicitly reveals the mixed density and spin
nature of the sound waves, with the spin nature becoming more and more important as
one approaches the phase transition where χM diverges.
The combined density and spin nature of sound waves is also nicely revealed by the
relative amplitudes of the density δn = δn↑ + δn↓ and spin density δsz = δn↑ − δn↓
oscillations in the q → 0 limit, characterizing the propagation of sound. This quantities
can be easily evaluated within the hydrodynamic approach, which will be discussed in
Sect. 4.2. Here we anticipate that, in terms of the magnetic polarizability χM , one finds(
δsz
δn
)
II
=
√
1 + (k20 − 2G2)χM
1 + k20 χM
+
k0 χM cosα
1 + k20 χM
√
2 [G2 +G1 (1 + k20 χM)]
1 + k20 χM sin
2 α
, (3.21)(
δsz
δn
)
III
=
2k0 χM cosα
√
G1√
2 (1 + k20 χM)
(
1 + k20 χM sin
2 α
) (3.22)
in the plane-wave and the single-minimum phases, respectively. The above equations
show that, near the transition between phases II and III, the amplitude of the spin-
density fluctuations δsz of the sound waves propagating along the x direction (sinα = 0)
is strongly enhanced with respect to the density fluctuations δn, as a consequence of the
divergent behavior of the magnetic polarizability. In particular, very close to the phase
transition the relative amplitude is given by
δsz
δn
∼
√
2G1χM (3.23)
in both phases II and III. This suggests that an effective way to excite these phonon
modes near the transition is through a coupling with the spin degree of freedom, as
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recently achieved in two-photon Bragg experiments on Fermi gases [76]. For sound
waves propagating in the direction orthogonal to x the situation is instead different. In
particular in phase III sound waves are purely density oscillations (δsz = 0).
It is finally interesting to understand the role played by the sound waves in terms
of sum rules. The phonon mode exhausts the compressibility sum rule
∫
dω [S(q, ω) +
S(−q, ω)]/ω at small q, as one can easily prove from (3.9). However, different from or-
dinary superfluid, it gives only a small contribution to the f -sum rule
∫
dω ω[S(q, ω) +
S(−q, ω)] = Nq2 as one approaches the second-order transition. This contribution
becomes vanishingly small at the transition for wave vectors q oriented along the x di-
rection. Also, the static structure factor S(q) is strongly quenched compared to usual
BECs. This results in an enhancement of the quantum fluctuations of the order param-
eter, as predicted by the uncertainty principle inequality [77, 78]. However, as we have
already seen in Par. 3.1.4, this effect is small because the sound velocity vanishes only
along the x direction [58].
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In this chapter we discuss the collective excitations for a harmonically trapped BEC with
spin-orbit coupling. First one should notice that, in typical experimental conditions, the
spin-orbit coupling strength, usually quantified by the recoil energy Er = k
2
0/2, is much
larger than the trapping frequencies. As a consequence, one expects that the three phases
occurring in uniform matter due to the spin-orbit coupling survive also in the presence
of harmonic trapping. This can be verified by solving numerically the Gross-Pitaevskii
equation
i
∂Ψ
∂t
=
[
hSO0 + Vext(r) +
1
2
(g + g↑↓)
(
Ψ†Ψ
)
+
1
2
(g − g↑↓)
(
Ψ†σzΨ
)
σz
]
Ψ (4.1)
for the condensate wave function, with Vext(r) = (ω
2
xx
2 +ω2yy
2 +ω2zz
2)/2 representing the
external trapping potential. Fig. 4.1 gives an example of the momentum distribution
and the spin polarization of a trapped spin-orbit-coupled BEC as a function of the
Raman coupling. For simplicity, we have considered harmonic trapping only along the
x direction. One can see that the three phases discussed in the bulk case show up also
here. It is worth mentioning that in the low density limit, where the interaction energy
is much smaller than the recoil energy, the value of Ω/k20 at the transitions (2.26) and
(2.27) is almost density-independent, therefore even in the presence of a trap they can
be well identified using the results obtained in the bulk.
The first part of this chapter, following [59], is devoted to the study of the dipole
mode. By resorting to a sum-rule approach, we derive an expression for the frequency
of the center-of-mass oscillation (Section 4.1), which turns out to be deeply affected by
the coupling with the spin degree of freedom, and can deviate significantly from the
harmonic oscillator value. A crucial role in this coupling is played by the magnetic
polarizability. Further information on the nature of the lowest dipole mode can be ob-
tained by calculating the oscillation amplitudes of the most relevant physical quantities.
In the second part of the chapter, which is based on part of [67], the frequencies of the
collective modes of a spin-orbit-coupled Bose gas are investigated through the hydrody-
namic formalism (Section 4.2). In particular, we show that simple analytic estimations
for these frequencies can be obtained in the special case of spin-independent coupling
constants.
4.1. Dipole mode: a sum-rule approach
Among the various excitations exhibited by a trapped spin-orbit-coupled gas, the dipole
mode deserves a special attention. It corresponds to the oscillation of the center-of-mass
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Figure 4.1. (a)–(b). Momentum distribution for the two spin components as a function of
Ω. The white dashed lines indicate the transition frequencies calculated using (2.26) and
(2.27). (c). Spin polarization |〈σz〉| = |N↑ − N↓|/N as a function of Ω in the trapped case
(red solid line) and in the uniform case using the density in the center of the trap (blue
dashed line). The parameters are chosen as follows: ωx = 2pi × 40 Hz, ωx/k20 = 0.01, δ = 0,
g↑↑ = g↓↓ = 4pi × 101.20 aB, g↑↓ = 4pi × 100.94 aB, where aB is the Bohr radius. The density
in the center of the trap corresponds to n ' 1.9× 1013 cm−3.
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of the system, and can be easily excited experimentally [79]. For a conventional trapped
gas without spin-orbit coupling, the oscillation along a certain direction, for example
the x axis, is excited by the dipole operator X =
∑
j xj, and its frequency is equal to
the frequency ωx of the harmonic trap (Kohn’s theorem). In the presence of spin-orbit-
coupling, the behavior of the dipole oscillation can be studied using the formalism of
sum rules [59], which has already been presented in Sect. 1.3.
4.1.1. Sum rules and excitation frequency of the dipole operator
The starting point of our analysis is represented by the k-th moment of the dynamic
structure factor for the dipole operator X which, according to the general definition
(1.55), is given at zero temperature by
mk(X) =
∑
n
(En − E0)k |〈n|X|0〉|2 . (4.2)
Here |0〉 and |n〉 are, respectively, the ground state and the n-th excited state of the
many-body Hamiltonian (2.5), now including the external trapping potential in the
single-particle contributions
hSO0 (j) =
1
2
[
(px,j − k0σz,j)2 + p2⊥,j
]
+
Ω
2
σx,j +
δ
2
σz,j + Vext(rj) . (4.3)
The energies corresponding to |0〉 and |n〉 are denoted by E0 and En, respectively.
We already learned from Eqs. (1.56)–(1.59) that some moments can be easily calcu-
lated by employing the completeness relation and the commutation rules involving the
Hamiltonian of the system. In the case of the dipole operator one finds, for example,
that the energy-weighted moment takes the model-independent value
m1(X) =
1
2
〈0|[X, [H,X]]|0〉 = N
2
, (4.4)
with N the total number of atoms. Equation (4.4) is usually referred to as the f -sum
rule for the dipole operator. Notice that this sum rule is not affected by the spin terms in
the Hamiltonian, despite the fact that the commutator of H with X explicitly depends
on the spin-orbit coupling:
[H,X] = −i (Px − k0Σz) , (4.5)
where Px =
∑
j px,j is the total momentum of the gas along the x direction, and Σz =∑
j σz,j is the total spin operator along z. Equation (4.5) actually reflects the fact
that the equation of continuity (and hence, in our case, the dynamic behavior of the
center-of-mass coordinate) is deeply influenced by the coupling with the spin variable.
Another important sum rule is the inverse energy-weighted sum rule (also called dipole
polarizability). In the presence of harmonic trapping, this sum rule can be calculated in
a straightforward way using the commutation relation
[H,Px] = iω
2
xX (4.6)
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and the completeness relation. One finds
m−1(X) =
m1(Px)
ω4x
=
N
2ω2x
. (4.7)
Both sum rules (4.4) and (4.7) are insensitive to the presence of the spin terms in the
single-particle Hamiltonian (4.3), as well as to the two-body interaction. This does not
mean, however, that the dipole dynamics is not affected by the spin-orbit coupling. This
effect is accounted for by another sum rule, particularly sensitive to the low energy region
of the excitation spectrum: the inverse cubic energy-weighted sum rule, for which we
find the exact result
m−3(X) =
m−1(Px)
ω4x
=
N
2ω2x
(
1 + k20 χM
)
. (4.8)
In order to derive the previous equation we made use of both the commutation relations
(4.6) and (4.5). The quantity χM corresponds to the magnetic polarizability already
defined in Sect. 2.3, and given in terms of sum rules by χM = 2m−1(Σz)/N . It is
worth mentioning that the above results for the sum rules m1(X), m−1(X) and m−3(X)
hold exactly for the Hamiltonian (2.5), including the interaction terms. Their validity
is not restricted to the mean-field approximation and is ensured for both Bose and
Fermi statistics, at zero as well as at finite temperature. In particular the sum rule
m−3(X), being sensitive to the magnetic polarizability, is expected to exhibit a nontrivial
temperature dependence across the BEC transition.
Equation (4.8) exploits the crucial role played by the spin-orbit coupling proportional
to k0. The effect is particularly important when the magnetic polarizability takes a large
value. A large increase of χM is associated with the occurrence of a dipole soft mode, as
can be inferred by taking the ratio between the inverse and cubic inverse energy-weighted
sum rules m−1(X) and m−3(X), yielding the rigorous upper bound
ω2D =
m−1(X)
m−3(X)
=
ω2x
1 + k20 χM
(4.9)
to the lowest dipole excitation energy (see Eq. (1.63) with p = −2). The calculation of
the magnetic polarizability χM for a trapped gas can be carried out in the same way as
in uniform matter (see Sect. 2.3), with the difference that the condensate wave function
is now provided by the solution of (4.1) rather than by the ansatz (2.9).
4.1.2. Optimized excitation operator approach
The estimate (4.9) for the frequency of the dipole oscillation can be improved by as-
suming that the operator exciting this mode is given by a combination of the kind
F = Px+ηk0Σz. Here η is a real variational parameter, to be determined by minimizing
the collective frequency fixed by the ratio m1(F )/m−1(F ), corresponding to the estimate
provided by Eq. (1.63) with p = 0. The energy-weighted and inverse energy-weighted
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moments of the operator F can be calculated in a straightforward way, and are given by
m1(F ) =
1
2
〈0|[F, [H,F ]]|0〉 = N
2
(−2η2k20Ω〈σx〉+ ω2x) (4.10)
and
m−1(F ) =
N
2
[1 + (1 + η)2k20χM ] , (4.11)
respectively. In deriving the Eq. (4.10) we have explicitly used the sum-rule result for
the energy-weighted moment relative to the spin operator Σz,
m1(Σz) =
1
2
〈0|[Σz, [H,Σz]]|0〉 = −NΩ〈σx〉 . (4.12)
In the previous expressions 〈σx〉 = N−1
∫
drsx(r) represents the spin polarization along
x, which can be evaluated directly from Eq. (2.13). Using the results of Chap. 2 one
easily finds 〈σx〉 = −(Ω/2)/(k20 +G1) and 〈σx〉 = −(Ω/2)/(k20−2G2) in the stripe and the
plane-wave phase, respectively, while in the single-minimum phase one has 〈σx〉 = −1.
As we mentioned before, an upper bound to the frequency of the lowest mode excited
by the operator F is provided by the expression
ω2D =
m1(F )
m−1(F )
=
−2η2k20Ω〈σx〉+ ω2x
1 + (1 + η)2k20χM
. (4.13)
Notice that the choice η = 0 in Eq. (4.13) reproduces the previous estimate (4.9). In
the opposite η  1 limit Eq. (4.13) yields instead
ω2D =
m1(Σz)
m−1(Σz)
= −2Ω〈σx〉/χM . (4.14)
We are now in a position to estimate the dipole frequency by minimizing Eq. (4.13)
with respect to the parameter η. The variational procedure actually provides two solu-
tions. However, the upper solution is physically meaningful only for very small values
of Ω, where it approaches the frequency ωx of the center-of-mass sloshing mode. For
higher Ω the upper solution takes large values and the coupling with other modes, not
accounted for by our ansatz for the excitation operator F , becomes important.
In Fig. 4.2 we report the results for the lowest dipole solution, together with those for
the magnetic polarizability. In particular, Fig. 4.2(a) shows the behavior of the magnetic
polarizability as a function of the Raman coupling Ω, calculated by solving numerically
(4.1) in the presence of harmonic trapping along the x direction (red dashed lines), and
by the relations (2.41a) and (2.41b) in uniform matter using the density in the center
of the trap (blue solid lines). Figure 4.2(b) shows the frequency of the dipole oscillation
predicted from Eq. (4.9) using the same values of χM presented in (a). This frequency
reveals important deviations from the oscillation frequency ωx caused by the spin-orbit
and Raman couplings for all values of Ω. In the same figure we also show the prediction
(4.9) for the dipole frequency, obtained by setting η = 0 in (4.13). This turns out to
be an excellent estimate except for very small values of the Raman coupling. Actually,
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Figure 4.2. (a). Magnetic polarizability χM as a function of Ω calculated in a trap (red solid
lines) and in uniform matter using the density in the center of trap (blue dashed lines). (b).
The corresponding lowest mode frequency ωD with 〈σx〉 and χM calculated in the harmonic trap
(red solid lines) and in uniform matter (blue dashed lines). The black dotted line corresponds
to the prediction (4.9). The parameters are k20 = 2pi× 320 Hz, ωx = 2pi× 20 Hz, the density in
the center of the trap n ' 2.6× 1013 cm−3, the atomic mass of 87Rb, and the scattering lengths
a↑↑ = a↓↓ = 100 aB, a↑↓ = 60 aB, where aB is the Bohr radius, corresponding to G1/k20 ' 0.257
and G2/k
2
0 ' 0.064.
in the Ω  ωx limit the value of η minimizing Eq. (4.13) is no longer small, and the
mode turns out to be a pure spin oscillation, its frequency vanishing linearly with Ω
(see Eq. (4.14)). In this limit the mode does not exhibit any significant coupling with
the center-of-mass oscillation. At the transition between the phases I and II the lowest
dipole frequency exhibits a sudden jump and then starts decreasing for larger values of
Ω. In the thermodynamic limit, it vanishes at the transition between the phases II and
III as a consequence of the divergent behavior of χ and, above the transition, it increases
to reach asymptotically the oscillator value ωx at large Ω.
In Fig. 4.3 we show the magnetic polarizability and the frequency of the lowest dipole
mode in the plane-wave and the single-minimum phases in the experimental conditions
of [66]. The theoretical curves for the dipole frequency correspond to the estimate (4.9)
which, as we mentioned above, is very accurate in the wide range of Raman coupling
Ω  ωx. The black squares in (a) and the circles in (b) are the experimental results
of [66]. In this experiment, the magnetic polarizability has been extracted from the
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Figure 4.3. (a). Magnetic polarizability χM as a function of Ω calculated in a trap (red solid
lines) and in uniform matter using the density in the center of trap (blue dashed lines). (b).
Dipole frequency predicted by (4.9), using the values of χM shown above, represented by the
red solid lines and the blue dashed lines respectively. The parameters are k20 = 2pi × 4.42 kHz,
ωx = 2pi × 45 Hz, the scattering lengths a↑↑ = a↓↓ = 101.20 aB, a↑↓ = 100.94 aB, where aB
is the Bohr radius, and the atomic mass of 87Rb. The density in the center of the trap is
n ' 1.37 × 1014 cm−3. The black squares and circles in the figures are the experimental data
of [66]. The black arrows indicates the transition between phases I and II.
measurement of the oscillation amplitudes of some relevant quantities (see the discussion
in Par. 4.1.3). Due to the very small value of G2, one can combine Eqs. (4.9) and (2.4),
the latter holding for G2 = 0, to relate the dipole frequency to the effective mass in
phases II and III:
ωD =
√
m
m∗
ωx . (4.15)
Figure 4.3(a) shows in a clear way the divergent behavior of the magnetic polarizability
at the transition between phases II and III, which is responsible for the strong reduction
of the dipole frequency. The GP simulations are practically indistinguishable from the
calculations of χM (and hence of ωD) based on uniform matter ingredients. In Fig. 4.3(b)
one can see that, far from the transition point at Ω ' 2k20, the theoretical curves for the
dipole frequency agree very well with the experimental data, while near the transition
nonlinear effects play a major role, as discussed in [66] (see also the discussion in the
next paragraph). The lack of data points in the region below the transition is due to the
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occurrence of a dynamic instability, which makes the observation of the dipole oscillation
very difficult [80].
It is worth mentioning that, despite its strong spin nature, the lowest frequency mode
exhausts almost completely the dipole polarizability sum rule m−1(X), except in the
Ω  ωx region. As a consequence, it can be easily excited by displacing the trapping
potential.
4.1.3. Dipole mode and oscillation amplitudes
The combined spin-orbit nature of the lowest dipole mode is also nicely revealed by
the relative amplitudes of the oscillating values of the center-of-mass position (AX), the
momentum(APx) and the spin polarization (AΣz). These amplitudes can be calculated
in the present approach by writing the many-body oscillating wave function as
|Ψ(t)〉 = eiα(t)δF eβ(t)G |0〉 , (4.16)
where δF = F −〈F 〉0 plays the role of the excitation operator (in this paragraph we use
〈 〉0 and 〈 〉t to denote the expectation values on the states |0〉 and |Ψ(t)〉, respectively),
while G represents the restoring force defined by the commutation relation [H, G] = δF ,
and α, β are time-dependent parameters. The equations governing the time evolution
of these parameters can be obtained through a variational Lagrange procedure, which
consists in imposing the condition of stationarity to the action functional:
δ
[∫
dt
(
〈Ψ(t)|H|Ψ(t)〉 − i 〈Ψ(t)| ∂
∂t
|Ψ(t)〉
)]
= 0 . (4.17)
Since we are interested in small amplitude oscillations, we can expand the quantities
appearing in the previous equation up to second order in α and β, which after a bit of
algebra yields
δ
{∫
dt
[
2m1(G)α˙β +m1(F )α
2 +m1(G)β
2
]}
= 0 . (4.18)
The Euler-Lagrange equation for α and β then read
α˙(t) = −β(t) , (4.19a)
β˙(t) = ω2Dα(t) , (4.19b)
where ωD is given by Eq. (4.13), and we have used the relation m1(G) = m−1(F ).
By solving Eqs. (4.19) one finds that α and β oscillate with frequency ωD, and their
oscillation amplitudes are related through Aβ = ωDAα.
The time dependence of the relevant quantities 〈X〉t, 〈Px〉 and 〈Σz〉 can be expressed
at linear order in α and β as
〈X〉t = −Nα , (4.20a)
〈Px〉t = 〈Px〉0 +N
[
1 + (1 + η)k20χM
]
β , (4.20b)
k0〈Σz〉t = k0〈Σz〉0 +N(1 + η)k20χMβ , (4.20c)
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from which one finds the following relationships between the spin, the center-of-mass
and the momentum oscillation amplitudes:
AΣz = AXωD(1 + η)k0χM , (4.21a)
APx
k0
= AΣz
1 + (1 + η)k20χM
(1 + η)k20χM
. (4.21b)
For Ω ωx, as discussed above, the lowest frequency mode is mainly a spin oscillation
(large η), and one finds that the center-of-mass position is basically at rest (AX ∼
0), while APx/k0 ∼ AΣz . For larger values of Ω the lowest frequency is instead well
approximated by the choice η = 0, and the relations (4.21) take the useful form
AΣz = AX
ωx k0 χM√
1 + k20 χM
, (4.22a)
APx
k0
= AΣz
1 + k20 χM
k20 χM
. (4.22b)
The connection between the momentum and spin amplitudes has been already pointed
out in [66] (see Fig. 4 therein). It provides a practical way to determine experimentally
the magnetic polarizability χM . Near the transition point between the plane-wave and
the single-minimum phase the ratio AΣz/AX between the spin and the center-of-mass
amplitudes diverges like
√
χM , in analogy with the behavior exhibited by the ratio
between the spin and the density amplitudes in the propagation of sound (see Eq. (3.23)).
These divergent behavior emphasizes the role of nonlinear effects, which is likely at the
origin of the finite values of the dipole frequencies observed at the transition (see Fig. 4.3
and the discussion in [66]).
4.2. Hydrodynamic formalism for spin-orbit-coupled
Bose gases
4.2.1. Hydrodynamic equations and current operator
In Par. 1.2.2 we have seen that hydrodynamic theory provides a useful approach to de-
scribe the phonon regime in the excitation spectrum of a superfluid. To implement this
formalism for a spinor BEC one has to write both the spin-up and the spin-down compo-
nents of the order parameter in terms of their modulus and phase, i.e. ψ↑ =
√
n↑eiφ↑ and
ψ↓ = −√n↓eiφ↓ (the minus sign in the latter expression is for later convenience) [68, 67].
In the following we will choose to work with a different set of variables, namely the total
density n = n↑+n↓, the spin density sz = n↑−n↓, the global phase φ = (φ↑+φ↓)/2 and
the relative phase ξ = (φ↑−φ↓)/2. The hydrodynamic energy functional can be obtained
by rewriting Eq. (2.7) in terms of these variables and neglecting the quantum pressure
terms (we also include an external potential Vext to study trapped configurations). After
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a bit of algebra one finds
Ehd [n, sz, φ, ξ] =
∫
dr
{
n
2
(|∇φ|2 + |∇ξ|2)+ sz (∇φ) · (∇ξ)− k0 (n∇xξ + sz∇xφ)
+
k20
2
n− Ω
2
√
n2 − s2z cos 2ξ + Vextn+ g1n2 + g2s2z
}
,
(4.23)
with g1 = (g + g↑↓)/4 and g2 = (g − g↑↓)/4. The four hydrodynamic equations de-
scribing our system can be obtained by imposing the condition of stationarity to the
hydrodynamic action,
δ
[∫
dt dr
(
n
∂φ
∂t
+ sz
∂ξ
∂t
)
+
∫
dt Ehd
]
= 0 , (4.24)
which yields
∂φ
∂t
+
1
2
(|∇φ|2 + |∇ξ|2)− k0∇xξ − Ω
2
n√
n2 − s2z
cos 2ξ +
k20
2
+ Vext + 2g1n = 0 , (4.25a)
∂ξ
∂t
+ (∇φ) · (∇ξ)− k0∇xφ+ Ω
2
sz√
n2 − s2z
cos 2ξ + 2g2sz = 0 , (4.25b)
∂n
∂t
+∇ · (n∇φ+ sz∇ξ)− k0∇xsz = 0 , (4.25c)
∂sz
∂t
+∇ · (n∇ξ + sz∇φ)− k0∇xn− Ω
√
n2 − s2z sin 2ξ = 0 . (4.25d)
Remarkably, the equation of continuity (4.25c) is crucially affected by spin-orbit coupling
(cfr. Eq. (1.45a)). This follows from the fact that the current is not simply given by
the canonical momentum operator, as happens in usual superfluids, but contains an
additional spin contribution. In Par. 1.3.2 we saw that the current density operator
satisfies the continuity equation [H, nˆ(r)] = i∇ · jˆ, where nˆ(r) = ∑j δ(r − rj) is the
total density operator. By explicitly carrying out the commutator one identifies the
current as
jˆ(r) = pˆ(r)− k0σˆz(r)eˆx , (4.26)
where pˆ(r) =
∑
j[pjδ(r−rj)+H.c.]/2 and σˆz(r) =
∑
j σz,j δ(r−rj) are the momentum
and spin density operators, respectively. The expression (4.26) for the current explicitly
reveals the presence of a gauge field associated to the vector potential A = k0σzeˆx. The
spin term appearing in the current also reflects the violation of Galilean invariance in
the spin-orbit Hamiltonian [80].
4.2.2. Equilibrium configuration and collective modes
The hydrodynamic equations (4.25) can be used to study both the equilibrium configu-
ration and the collective modes of a spin-orbit-coupled BEC. In this paragraph we will
limit the discussion to the plane-wave and the single-minimum phases (the investigation
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of the stripe phase requires more sophisticated calculations, see Chap. 5), and we will
focus on the study of the phonon regime of the excitation spectrum, characterized by
long wavelengths and low frequencies. In such conditions Eqs. (4.25) take a strongly
simplified form. Indeed, from Eq. (4.25d) one can see that, for oscillations whose fre-
quency ω is much smaller than the Raman coupling Ω, the relative phase is locked1,
2ξ = φ↑−φ↓ = 0. As a consequence, the relevant hydrodynamic equations reduce to the
first three (4.25) with ξ = 0.
In order to study the frequencies of the collective modes, we first need to find the
equilibrium values of the relevant physical quantities predicted by Eqs. (4.25a)–(4.25c).
We recall that the equilibrium configuration of the system is characterized by a time-
independent density n = n0(r) and spin density s = sz0(r), and by a phase φ =
−µt+φ0(r), with µ the chemical potential. Inserting these expression into Eqs. (4.25a)–
(4.25c), in uniform matter (Vext = 0) one finds the solutions n0 = n¯, sz0 = n¯k1/k0 and
φ0 = k1x, with k1 given by Eq. (2.23) in the plane-wave phase and k1 = 0 in the single-
minimum phase (see Chap. 2); the corresponding chemical potentials µ coincide with
(2.24b) and (2.24c), respectively. For trapped configurations, the equilibrium values of
the phase and of the densities can be easily determined in the case g2 = 0, corresponding
to g1 = g/2. From Eqs. (4.25b) and (4.25c) one finds that the gradient of the phase φ0,
which is related to the spin polarization sz0/n0 through
∇φ0 = k0 sz0
n0
eˆx , (4.27)
is independent of density in both phases II and III, its expression coinciding with that
of the wave vector k1eˆx mentioned above. Then, Eq. (4.25a) yields the characteristic
Thomas-Fermi form for the density profile,
n0(r) =
1
g
[µ− κ0 − Vext(r)] , (4.28)
where the constant quantity κ0 is given by −Ω2/8k20 in phase II and by (k20 − Ω)/2 in
phase III. As usual, the chemical potential µ is fixed by the normalization condition.
Similarly to what we did in Par. 1.2.2, we now look for solutions of the hydrodynamic
equations representing small oscillations of the variables with respect their equilibrium
values, and thus we write n = n0+δn, sz = sz0+δsz and φ = −µt+φ0+δφ. Linearization
of Eq. (4.25b) yields the important relation
k0∇xδφ− k20Z
(
−sz0
n0
δn
n0
+
δsz
n0
)
− 2g2δsz = 0 (4.29)
between the phase gradient, the density, and the spin fluctuations, where we have defined
the dimensionless quantity
Z =
Ω
2k20(1− s2z0/n20)3/2
. (4.30)
1The oscillation of the relative phase plays a crucial role in the excitation of the upper branch, whose
frequency is of the order of Ω.
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Analogously, from (4.25a) and (4.25c) one can derive the equations for the phase and
the density oscillations,
∂
∂t
δφ+ (∇φ0) · (∇δφ)− k20Z
sz0
n0
(
−sz0
n0
δn
n0
+
δsz
n0
)
+ 2g1δn = 0 (4.31)
and
∂
∂t
δn+∇ · (n0∇δφ)− k0∇x
[
n0
(
−sz0
n0
δn
n0
+
δsz
n0
)]
= 0 . (4.32)
The solutions of the hydrodynamic equations (4.29), (4.31) and (4.32) in uniform
matter (Vext = 0) are able to reproduce the results (3.18) and (3.19) for the sound
velocity in phase II and phase III, respectively. This can be verified by looking for
solutions of the form  δn(r)δsz(r)
δφ(r)
 = ei(q·r−ωt)
 δnqδszq
δφq
 (4.33)
in the q → 0 limit, where the eigenfrequencies exhibit the usual phonon dispersion
ω = cq. Within the same procedure one can also derive the expressions for the ratio
δszq/δnq, which in the q → 0 limit reduce to the results (3.21) and (3.22) that we
anticipated in Sect. 3.3.
Let us now consider again the case g2 = 0, where the ratio s0z/n0 = k1/k0 is inde-
pendent of density and the quantity Z defined in (4.30) is related to the effective mass
(2.4) by 1−Z−1 = m/m∗. By using the equalities (4.27) and (4.29) one can reformulate
Eqs. (4.31) and (4.32) in terms of the fluctuations of the total density and of the global
phase only. These equations are then reduced to the simple form
∂
∂t
δn+∇⊥ · (n0∇⊥δφ) + m
m∗
∇x (n0∇xδφ) = 0 , (4.34a)
∂
∂t
δφ+ gδn = 0 , (4.34b)
which bear a strong resemblance with the corresponding equalities (1.45) holding for
usual BECs. Combining (4.34a) and (4.34b) one finds the following equation for the
density:
∂2
∂t2
δn = g
[
∇⊥ · (n0∇⊥δn) + m
m∗
∇x (n0∇xδn)
]
. (4.35)
In uniform matter, where the equilibrium density n0 = n¯ is constant, Eq. (4.35) yields
the relation c2 = gn¯/m∗ for the sound velocity along the x direction, consistent with the
results (3.18) and (3.19) for g↑↓ = g. In the presence of a harmonic trapping potential
Vext(r) = (ωxx
2+ωyy
2+ωzz
2)/2, where the equilibrium density profile (4.28) corresponds
to an inverted parabola, the solutions of the hydrodynamic equations (4.35) coincide with
those one finds for usual BECs, with the simple replacement of the trap frequency ωx
with ωx
√
m/m∗. This gives the result ωD = ωx
√
m/m∗ for the dipole frequency, which
reproduces the estimate (4.15) obtained with a sum-rule approach and holding if G2 = 0.
Equation (4.35) also shows that, for any other hydrodynamic mode involving a motion
64
4.2. Hydrodynamic formalism for spin-orbit-coupled Bose gases
of the gas along the x axis, a similar effect of strong reduction of the frequency close
to the second-order transition should be expected. This is the case, for example, of the
scissors mode for deformed traps in the x-y or x-z plane, where the collective frequency
takes the form
√
(m/m∗)ω2x + ω2y and
√
(m/m∗)ω2x + ω2z respectively.
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5. The stripe phase
The stripe phase is doubtlessly the most intriguing configuration appearing in the phase
diagram of Chapter 2. It has been the object of several recent theoretical investigations
[81, 64, 82, 83, 84, 85, 86, 87, 88, 89, 90]. As we already pointed out, the stripe phase is
characterized by the spontaneous breaking of two continuous symmetries. The breaking
of gauge symmetry yields superfluidity, while the breaking of translational invariance is
responsible for the occurrence of a crystalline structure. The simultaneous presence of
these two broken symmetries is typical of supersolids [63, 91, 92, 93]. As we shall see, it
is at the origin of the appearance of two gapless excitations as well as of a band structure
in the excitation spectrum [85].
This chapter is divided into two parts. The first part (Section 5.1) is devoted to a
discussion of some important properties of the ground state and of the dynamics of
the stripe phase in uniform matter, which have been reported in [85]. Many relevant
quantities that we will consider, such as the contrast of the density modulations (2.21),
will turn out to depend crucially on the value of the Raman coupling Ω. Therefore, in
order to enhance the effects of the presence of the stripes one needs to use relatively
large values of Ω. On the other hand, the stripe phase is favored only in a range of
low values of the Raman coupling lying below the transition frequency Ω(I−II). In the
following we will consider configurations with relatively large values of the parameter G2
which, as can be seen from Equation (2.26), allows to obtain a significant increase of the
critical value of Ω. This is not, however, the situation in current experiments with 87Rb
atoms [29, 66], where G2 is instead extremely small. In the second part of the chapter
(Section 5.2) we will illustrate a procedure to increase the value of G2 with available
experimental techniques, which has been proposed by us in [94].
5.1. Static and dynamic properties of the stripe phase
5.1.1. Ground state and excitation spectrum
In Sect. 2.2 the ground state in the stripe phase has been described by means of an
approximated wave function, based on the ansatz (2.9), which takes into account only
first-order harmonic terms. The exact wave function also includes higher-order harmon-
ics, whose appearance is a consequence of the nonlinearity of the Gross-Pitaevskii theory,
and can be written as
Ψ0(r) =
√
n¯
∑
K¯
(
a−k1+K¯
−b−k1+K¯
)
ei(K¯−k1)x . (5.1)
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Figure 5.1. Density profile in the stripe phase along the x direction, calculated within the first-
order harmonic approximation (2.9) (red dashed line) and from (5.1) including the higher-order
harmonics (blue solid line). The parameters are Ω/k20 = 1.0, G1/k
2
0 = 0.3, and G2/k
2
0 = 0.08,
yielding the transition frequency Ω(I−II)/k20 ' 1.3.
This expression has the characteristic form of the wave function of a system exhibiting
a periodic lattice structure along the x direction only [95]. The wave vector k1 = pi/d is
related to the period d of the stripes, while K¯ = 2nk1, with n = 0, ±1, . . . , correspond
to the reciprocal lattice vectors. The expansion coefficients a−k1+K¯ and b−k1+K¯ can be
determined, together with the value of k1, by a procedure of minimization of the mean-
field energy functional (2.7). The energy minimization gives rise to the presence of
terms with opposite phase (e±ik1x, e±3ik1x, . . . ), responsible for the density modulations
and characterized by the symmetry condition a−k1+K¯ = b
∗
k1−K¯ , causing the vanishing of
the spin polarization 〈σz〉. Figure 5.1 shows an example of density profile in the stripe
phase, calculated for a configuration with relatively large values of G2 and Ω/k
2
0 in order
to emphasize the contrast in the density modulations.
To evaluate the elementary excitations in the stripe phase we resort to the standard
Bogoliubov approach described in Par. 1.2.1. Thus, we write the deviations of the order
parameter with respect to equilibrium as
Ψ(r, t) = e−iµt
[
Ψ0(r) +
(
u↑(r)
u↓(r)
)
e−iωt +
(
v∗↑(r)
v∗↓(r)
)
eiωt
]
(5.2)
and we solve the corresponding linearized time-dependent Gross-Pitaevskii equations.
We recall that these equations are formally the same as Eqs. (3.3) with λ = 0. They
can be conveniently solved by expanding u↑,↓(r) and v↑,↓(r) in the Bloch form in terms
of the reciprocal lattice vectors:
uq ↑,↓(r) = e−ik1x
∑
K¯
Uq ↑,↓ K¯ e
iq·r+iK¯x , (5.3)
vq ↑,↓(r) = eik1x
∑
K¯
Vq ↑,↓ K¯ e
iq·r−iK¯x , (5.4)
where q is the wave vector of the excitation. This ansatz is also well suited to calculate
the density and spin-density dynamic response function, similarly to what we did in
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Figure 5.2. (a): Lowest four excitation bands (solid lines) along the x direction (q⊥ = 0). The
dashed line corresponds to the Feynman relation ω = q2x/2S(qx). (b): Lowest two excitation
bands in the transverse direction (qx = 0). The parameters are the same as in Fig. 5.1.
Sect. 3.1, by adding to the Hamiltonian a perturbation proportional to ei(q·r−ωt)+ηt and
σze
i(q·r−ωt)+ηt with η → 0+, respectively.
The spectrum of the elementary excitations in the stripe phase is reported in Fig. 5.2
for the same parameters used in Fig. 5.1. We have considered both excitations propa-
gating in the x direction orthogonal to the stripes (labelled with the wave vector qx) and
in the transverse directions parallel to the stripes (identified by the wave vector q⊥). A
peculiar feature, distinguishing the stripe phase from the other uniform phases, is the
occurrence of two gapless bands. The excitation energies along the x direction vanish
at the Brillouin wave vector qB = 2k1, which is a usual situation in crystals. A similar
double gapless band structure has been predicted recently in condensates with soft-core,
finite-range interactions [71, 70, 96].
In Fig. 5.3 we compare the sound velocities of the two gapless branches in the longi-
tudinal (cx) and transverse (c⊥) directions. We find that cx is always smaller than c⊥,
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Figure 5.3. Sound velocities in the first (red) and second (black) bands along the x (cx, solid
lines) and transverse (c⊥, dashed lines) directions as a function of Ω. The blue dash-dotted
line represents the transition from the stripe phase to the plane-wave phase. The values of the
parameters G1/k
2
0 and G2/k
2
0 are the same as in Fig. 5.1.
reflecting the inertia of the flow caused by the presence of the stripes. The value of c⊥ in
the second band (second sound) is well reproduced by the Bogoliubov expression
√
2G1
(equal to 0.78 k0 in our case) for the sound velocity. Notice that the sound velocity in
the first band (first sound) becomes lower and lower as the Rabi frequency increases,
approaching the transition to the plane-wave phase. The Bogoliubov solutions in the
stripe phase exist also for values of Ω larger than the critical value Ω(I−II) = 1.3 k20, due
to the first-order nature of the transition (effect of metastability).
The quantum depletion of the condensate in the stripe phase can be evaluated with a
procedure analogous to the one illustrated in Par. 3.1.4 for the uniform phases. We have
checked that the increase due to spin-orbit coupling is always small, thereby confirming
the validity of the mean-field approach also for the description of the stripe phase.
5.1.2. Static structure factor and static response function
The nature of the excitation bands can be understood by calculating the static structure
factors for the density and the spin density operators, which can be written as
S(q) = N−1
∑
`
|〈0|ρˆq|`〉|2 (5.5)
and
Sσ(q) = N
−1∑
`
|〈0|σˆz,q|`〉|2 (5.6)
respectively. In these equations ρˆq =
∑
j e
iq·rj and σˆz,q =
∑
j σz,je
iq·rj are the q-
components of the above-mentioned operators, while ` is the band index. A possi-
ble strategy to calculate these quantities consists in evaluating the dynamic response
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functions for the density and the spin-density operators with the procedure we men-
tioned in the previous paragraph. By considering the imaginary parts of these func-
tions one gets the corresponding dynamic structure factors (see Eq. (1.54)), S(q, ω) =∑
` |〈0|ρˆq|`〉|2 δ(ω − ω`0) and Sσ(q, ω) =
∑
` |〈0|σˆz,q|`〉|2 δ(ω − ω`0), where ω`0 is the ex-
citation frequency of the `-th state. Integrating the latter quantities with respect to ω
ranging from 0 to +∞ one finally obtains the static structure factors; the contribution
of the single `-th mode can be found by restricting the integration over a sufficiently
narrow range of frequencies around ω`0.
In Fig. 5.4 we show the static structure factors for wave vectors along the x axis,
as well as the contributions to the total sum coming from the two gapless branches
(` = 1, 2). The figure clearly shows that, at small qx, the lower branch is basically a
spin excitation, while the upper branch is a density mode. The density nature of the
upper branch, at small qx, is further confirmed by the comparison with the Feynman
relation ω = q2x/2S(qx) (see Fig. 5.2a). A two-photon Bragg scattering experiment
with laser frequencies far from resonance, being sensitive to the density response, will
consequently excite only the upper branch at small qx. We recall that Bragg scattering
experiments actually measure the imaginary part of the response function of the system
at a certain finite temperature; if this temperature is low enough, the imaginary part of
the response function can be identified with the T = 0 value of the dynamic structure
factor S(qx, ω) [38, Chap. 7]. Notice that, differently from S(qx), the spin structure
factor Sσ(qx) does not vanish as qx → 0, being affected by the higher energy bands as a
consequence of the Raman term in Hamiltonian (2.2). As qx increases, the lower branch
actually reveals a hybrid character and, when approaching the Brillouin wave vector
qB = 2k1, it is responsible for the divergent behavior of the density static structure
factor (see Fig. 5.4a), which is again a typical feature exhibited by crystals.
It is worth pointing out that the occurrence of two gapless excitations is not by
itself a signature of supersolidity and is exhibited also by uniform mixtures of BECs
without spin-orbit and Raman couplings [9], as well as by the plane-wave phase of the
Rashba Hamiltonian with SU(2) invariant interactions (G2 = 0) [97, 98, 99]. Only the
occurrence of a band structure, characterized by the vanishing of the excitation energy
and by the divergent behavior of the structure factor at the Brillouin wave vector, can
be considered an unambiguous evidence of the density modulations characterizing the
stripe phase. The divergent behavior near the Brillouin zone is even more pronounced
(see Fig. 5.5) if one investigates the static response function
χ(qx) = 2N
−1∑
`
|〈0|ρˆqx|`〉|2
ω`0
, (5.7)
proportional to the inverse energy-weighted moment of the dynamic structure factor.
The divergent behaviors of S(qx) and χ(qx) can be rigorously proven using the Bo-
goliubov [100] and the uncertainty principle [77, 78] inequalities applied to systems with
spontaneously broken continuous symmetries. These inequalities are based, respectively,
on the relations
m˜−1(F ) m˜1(G) ≥ |〈[F,G]〉|2 (5.8)
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Figure 5.4. Density (a) and spin density (b) static structure factor as a function of qx (blue
solid line). The contributions of the first (red dashed line) and second (black dash-dotted line)
bands are also shown. The parameters are the same as in Fig. 5.1.
and
m˜0(F ) m˜0(G) ≥ |〈[F,G]〉|2 , (5.9)
where, for a general operator O, the quantities m˜k(O) are defined in terms of its k-th
moments mk(O) as
m˜k(O) = mk(O) +mk(O†) =
∑
`
(|〈0|O|`〉|2 + |〈0|O†|`〉|2)ωk`0 . (5.10)
By making the following choice for the operators entering Eqs. (5.8) and (5.9):
F = ρˆqx =
∑
j
eiqxxj , G =
1
2
∑
j
[
px,j e
−i(qx−qB)xj + H. c.
]
, (5.11)
with qB = 2k1 the Brillouin wave vector defined above, one finds that the commutator
〈[F,G]〉 = qxN〈eiqBx〉, appearing on the right-hand side of the inequalities, coincides with
the relevant crystalline order parameter and is proportional to the contrast of the density
modulations. The “symmetrized” moments m˜−1(F ) and m˜0(F ) are instead proportional
to the static response χ(qx) and to the static structure factor S(qx), respectively (see
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Figure 5.5. Static response as a function of qx (blue solid line). The contributions of the first
(red dashed line) and second (black dash-dotted line) bands are also shown. The parameters
are the same as in Fig. 5.1.
Eqs. (1.83) and (1.72)). It is not difficult to show that m˜1(G) and m˜0(G) are propor-
tional, respectively, to (qx − qB)2 and to |qx − qB| as qx → qB due to the translational
invariance of the Hamiltonian. This causes the divergent behaviors S(qx) ∝ 1/|qx − qB|
and χ(qx) ∝ 1/(qx − qB)2, with a weight factor proportional to the square of the order
parameter. The value of the crystalline order parameter 〈eiqBx〉 is larger for larger values
of Ω. For this reason it is useful to work with large values of the spin interaction parame-
ter G2, allowing for large values of the Raman coupling
1. The experimental achievement
of configurations with relatively large G2 will be the subject of the next section.
5.2. Experimental perspectives for the stripe phase
In the discussion of Par. 2.2.3, where we dealt with the experimental exploration of
the phase diagram of spin-orbit-coupled BECs, we mentioned that the relevant range
of parameters for the investigation of the stripe phase is already within experimental
reach. In particular, in the experiments of [29] and [72], a phase transition has been
detected close to the theoretical prediction Ω(I−II) = 0.19Er (see Eq. (2.26)) for the
critical Raman coupling below which the occurrence of the stripe phase is expected.
However, there is still no direct experimental evidence of the periodic modulations in
the density profile characterizing the stripe phase. The main reason is that, in the
conditions of current experiments with spin-orbit-coupled 87Rb BECs [29, 66, 73], the
contrast and the wavelength of the fringes are too small to be revealed. Another issue is
represented by the fragility of the stripe phase against fluctuations of external magnetic
fields, which has already been discussed in Par. 2.2.2.
In Ref. [94] we have proposed a procedure to make the experimental detection of
1For 87Rb the value of G2 is small and the divergency effect in S(qx) is weak. In this case, the sound
velocity of the lowest band is small, and the dispersion practically exhibits a q2-like behavior at
small q.
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the fringes a realistic perspective, improving their contrast and their wavelength, and
increasing the stability of the stripe phase against magnetic fluctuations.
In order to achieve a larger value of the contrast (2.21), one needs to enlarge the range
of values of Ω compatible with the existence of the stripe phase. As can be seen from
Eq. (2.26), an efficient way to increase the critical Raman coupling Ω(I−II) is to reduce the
value of the interspecies coupling constant g↑↓. A possibility is to look for hyperfine states
characterized by a small (or tunable) interspecies scattering length. Here we discuss a
different strategy, based on the idea of reducing the effective interspecies coupling by
means of suitable trapping conditions. In particular, one can trap the atomic gas in
a 2D configuration, with tight confinement of the spin-up and spin-down components
around two different positions, displaced by a distance d along the z direction. This
configuration can be realized with a spin-dependent trapping potential of the form
Vext(z) =
ω2z
2
(
z − d
2
σz
)2
, (5.12)
produced either through magnetic gradient techniques or via spin-dependent optical
potentials. In the absence of Raman coupling one can assume a Gaussian profile
ψ↑,↓ ∝ (1/ 4
√
pia2z) e
−(z∓d/2)2/2a2z for the z dependence of the spin-up and spin-down wave
functions, with az = 1/
√
ωz the oscillator length along z. The integration over z of
the interaction terms in the energy functional (2.7) gives rise to effective 2D coupling
constants g˜αβ given by
2
g˜↑↑,↓↓ =
1√
2piaz
g↑↑,↓↓ , g˜↑↓ =
1√
2piaz
g↑↓e−d
2/2a2z . (5.13)
Equation (5.13) explicitly shows that the effect of the relative displacement of the two
densities causes a quenching of the interspecies coupling constant with respect to the
intraspecies ones, and hence an enhancement of the ratio
γ =
G˜2
G˜1
=
g↑↑ + g↓↓ − 2g↑↓e−d2/2a2z
g↑↑ + g↓↓ + 2g↑↓e−d
2/2a2z
. (5.14)
In an analogous way one finds that also the effective Raman coupling, to be used in 2D,
is lowered with respect to the physical coupling Ω according to the law Ω˜ = e−d
2/4a2zΩ,
reflecting the reduction of the overlap between the two wave functions.
In conclusion, in the presence of a spin-dependent displacement caused by a tight axial
trapping potential, the new configuration can be described formulating the Hamiltonian
in 2D, with the effective Raman coupling given by Ω˜, and the interaction term obtained
from the last row of the functional (2.7), with the replacement of the 3D densities with
their 2D counterparts
∫
dz n and of the coupling constants with the renormalized values
(5.13). The main difference with respect to the original 3D problem is the increase
of the ratio (5.14) fixed by the value of d, with the consequent increase of the critical
2In the present section we consider realistic spin-asymmetric coupling constants g↑↑ 6= g↓↓, and we as-
sume that their difference is small enough to be compensated by choosing δ = −2G3 (see Par. 2.2.2).
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Figure 5.6. Integrated density profiles
∫
dz n (a) and
∫
dy dz n (b) in the stripe phase, eval-
uated in the conditions described in the text, and without separation of the traps for the two
spin components (d = 0).
value of the Raman coupling and of the reachable contrast of fringes in the stripe phase.
For example, choosing the value d = az and the
87Rb hyperfine states mentioned in
Par. 2.2.2, one finds the value γ = 0.25 for the ratio (5.14), to be compared with the
value γ = 0.0012 for the d = 0 case. This yields much larger values for the maximum
reachable contrast. Another important consequence of the new spin bilayer configuration
concerns the value of the critical density n(c) = 2Er/[γ(g˜↑↑ + g˜↓↓)], needed to reach the
tricritical point where the striped, the plane-wave, and the single-minimum phases meet.
The value of n(c) is actually significantly reduced with respect to the one in the d = 0
case, due to the much larger value of γ.
In order to check the validity of the 2D picture described above, and to provide quan-
titative predictions in real configurations, we have solved numerically the 3D Gross-
Pitaevskii equation for a gas of N = 4 × 104 87Rb atoms trapped by a 3D harmonic
potential. The parameters k0 = 5.54µm
−1 and Er = 2pi × 1.77 kHz are chosen con-
sistently with Ref. [29]. The results are shown in Figs. 5.6 and 5.7 for the trapping
frequencies (ωx, ωy, ωz) = 2pi× (25, 100, 2500) Hz. Figure 5.6 corresponds to d = 0, while
Fig. 5.7 corresponds to d = az = 0.22µm. In both Figs. 5.6 and Fig. 5.7 we have chosen
values of the Raman coupling equal to one-half the critical value needed to enter the
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Figure 5.7. Integrated density profiles
∫
dz n (a) and
∫
dy dz n (b) in the stripe phase, eval-
uated in the conditions described in the text, and with traps separated along z by a distance
d = az, which helps increasing the visibility of the fringes with respect to Fig. 5.6.
plane-wave phase, in order to ensure a larger stability to the stripe phase. In Fig. 5.6
this corresponds to Ω = (1/2)Ω(I−II)(γ) = 0.095Er (γ = 0.0012), while in Fig. 5.7 to
Ω = (1/2)ed
2/4a2zΩ(I−II)(γ) = 1.47Er (γ = 0.25). The density plotted in the top panels
corresponds to the 2D density, obtained by integrating the full 3D density along the z
direction; in the bottom panels we show the double integrated density
∫
dy dz n as a
function of the most relevant x variable. The figures clearly show that in the conditions
of almost equal coupling constants (Fig. 5.6) the density modulations are very small,
while their effect is strongly amplified in Fig. 5.7, where the interspecies coupling is re-
duced with respect to the intraspecies values by the factor ∼ 0.61. We have also verified
that, with the above choice of the parameters, the solution of the 2D Gross-Pitaevskii
equations, with the same radial trapping conditions and the renormalized values g˜↑↓ and
Ω˜, is not only in qualitative, but also quantitative agreement with the results of the full
3D Gross-Pitaevskii calculation reported in Fig. 5.7.
It is also worth noticing that, since the suggested procedure reduces significantly the
value of the interspecies coupling constant and at the same time increases the value of
the local 3D density, it also has the positive effect of significantly increasing the energy
difference between the stripe and the plane-wave phase, thereby making the former much
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Figure 5.8. Detuning versus effective Rabi coupling phase diagram in the conditions of Fig. 5.7.
The definitions of the various phases and of the transition lines is the same as in Fig. 2.4 (notice
that here we are expressing the quantities in units of the recoil energy Er instead of k
2
0).
more robust against magnetic perturbations. For example, in the case considered in the
above 3D Gross-Pitaevskii simulation with d = az (Fig. 5.7), a magnetic detuning of the
order of 0.37Er is needed to bring the system into the spin-polarized phase, while in the
absence of displacement (Fig. 5.6) the critical value is much smaller (∼ 0.001Er). This
effect is clearly visible by comparing the detuning versus effective Rabi coupling phase
diagram for the d = az case, shown Fig. 5.8, with the one of Fig. 2.4 corresponding to
the conditions of current experiments.
We have also checked that the quality of stripes is not significantly affected using a
relatively softer confinement along z. For example, reducing the frequency by a factor
4, i.e. using ωz = 2pi × 625 Hz, while keeping d = az and the same value of Ω, we find
that the contrast is still significant (0.14 instead of 0.16). The critical magnetic detuning
needed to destabilize the stripe phase is reduced because of the smaller value of the local
3D density (0.23Er instead of 0.37Er).
Let us finally address the problem of the small spatial separation of the fringes, given
by pi/k1, which turns out to be of the order of a fraction of a micron in standard
conditions. One possibility to increase the wavelength of the stripes is to lower the
value of k0 by using lasers with a smaller relative incident angle. In the following we
discuss a more drastic procedure which consists of producing, after the realization of
the stripe phase, a pi/2 Bragg pulse with a short time duration (smaller than the time
1/Er fixed by the recoil energy), followed by the sudden release of the trap. This
pulse can transfer to the condensate a momentum kB or −kB along the x direction,
where kB is chosen equal to 2k1 −  with  small compared to k1. The pi/2 pulse has
the effect of splitting the condensate into various pieces, with different momenta. The
situation is schematically shown in Fig. 5.9 for the spin-down component, where the
initial condensate wave function, which in the stripe phase is a linear combination with
canonical momenta ±k1, corresponding to momenta k0−k1 and k0 +k1 in the laboratory
frame, after the Bragg pulse will be decomposed into six pieces. Two of them, those
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∼ 0 ∼ +2k0
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Figure 5.9. Schematical description of the splitting of the spin-down component of the stripe
wave function into different momentum component caused by a pi/2 Bragg pulse transferring
momentum 2k1 − .
labeled in the lower part of the figure with momentum ∼ 0, will be practically at rest
after the pulse and are able to interfere with fringes of wavelength 2pi/, which can
easily become large and visible in situ. It is worth noticing that these two latter pieces
originate from the two different momentum components of the order parameter (2.9)
in the stripe phase and involve 1/3 of the total number of atoms. The corresponding
interference effect would be consequently absent in the plane-wave phase, where only one
momentum component characterizes the order parameter. The other pieces produced
by the Bragg pulse carry much higher momenta and will fly away rapidly after the
release of the trap and of the laser fields. In Fig. 5.10 we show a typical behavior of the
density profile obtained by modifying the condensate wave function in momentum space
according to the prescription discussed above.
The coherent nature characterizing the two momentum components of the order pa-
rameter (2.9) could be revealed by the application of a fast pi/2 rf pulse described by the
unitary transformation Uˆ = eiθrfσx/2, with θrf = pi/2. The rf pulse mixes the two spin
components of the order parameter and gives rise to interference fringes of wavelength
pi/(k0 − k1) in the spin density distribution n↑ − n↓, as a consequence of the trans-
formation law Uˆ−1σzUˆ = cos θrf σz − sin θrf σy and of the resulting interference effect
associated with the spin average of the transverse operator σy in the striped phase. The
spin density, after the pi/2 rf pulse, takes the form
n↑ − n↓
n¯
=
k0 + k1
2k0
sin[2(k0 − k1)x] (5.15)
apart from an unimportant phase factor, plus additional rapidly oscillating terms associ-
ated with higher momentum components. The total density is instead unaffected by the
rf pulse. In Fig. 5.11 we show the results of our 3D Gross-Pitaevskii simulation, where
n0 is the 1D total density calculated in the center of the trap in the absence of spin-orbit
coupling. In the figure we have included only the long wavelength modulations in the
calculation of the spin density n↑ − n↓.
78
5.2. Experimental perspectives for the stripe phase
−20 −10 0 10 20
−5
0
5
(a)
x [µm]
y
[µ
m
]
−20 −10 0 10 200
2
4
6(b)
x [µm]
∫ dy
d
z
n
[1
0
6
cm
−
1
]
Figure 5.10. Integrated density profiles
∫
dz n (a) and
∫
dy dz n (b) in the stripe phase, in
the same conditions as Fig. 5.7, after the application of a pi/2 Bragg pulse with transferred
momentum kB = 1.8 k1.
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Figure 5.11. Results of 3D Gross-Pitaevskii simulation for the integrated spin-density profile∫
dy dz (n↑ − n↓) in the stripe phase, in the same conditions as Fig. 5.7, after the application
of a fast pi/2 rf pulse.
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In this thesis we have studied theoretically some relevant properties of spin-orbit-coupled
Bose-Einstein condensates in the simplest realization of a spin-1/2 configuration, char-
acterized by equal Rashba and Dresselhaus coupling strengths. We have pointed out the
occurrence of novel features both in the ground state and in the dynamic behavior of
these systems, some of which have been confirmed in recent experiments.
The energy spectrum of the single-particle Hamiltonian of a spin-orbit-coupled Bose-
Einstein condensate exhibits, for enough low values of the Raman coupling and of the
magnetic detuning, a typical double-minimum structure. This structure gives rise to
new exotic configurations at the many-body level. The phase diagram of the system
is characterized by the existence of three phases: the stripe, the plane-wave and the
single-minimum phase. These phases merge in a characteristic tricritical point. The
phase transition between the stripe and the plane-wave phase has a first-order nature,
while the transition between the plane-wave and the single-minimum phase is of second
order and is characterized by a divergent behavior of the magnetic polarizability.
The quantum phases of the system also exhibit interesting dynamical features. The
calculation of the excitation spectrum in the two phases with a uniform ground-state
density shows, at small momenta, a strong reduction of the sound velocity close to the
second-order phase transition, as well as an asymmetry effect in the sound velocity in the
plane-wave phase. At finite momenta, the appearance of a roton minimum in the plane-
wave phase, whose gap becomes smaller and smaller as one approaches the transition to
the stripe phase, reveals the tendency of the system towards crystallization.
Important changes in the dynamical behavior of the system due to spin-orbit coupling
can also be observed in harmonically trapped configurations. In particular, the dipole
oscillation frequency is strongly suppressed close to the second-order transition between
the plane-wave and the single-minimum phase, in analogy with the case of the sound ve-
locity mentioned above. By resorting to the hydrodynamic formalism one can prove that,
due to the divergent behavior of the effective mass, a similar effect of strong reduction
of the frequency close to the second-order transition takes place for any hydrodynamic
mode involving a motion of the gas along the direction of spin-orbit coupling.
Among the three phases exhibited by the ground state of a spin-orbit-coupled Bose
gas, the stripe phase deserves a special attention. This phase exhibits typical density
modulations, which are the consequence of a mechanism of spontaneous breaking of
translational invariance. This is at the origin of a double gapless band structure in its
excitation spectrum. Due to the simultaneous presence of both superfluid and crystalline
order, the stripe phase shares important analogies with supersolids.
The detection of the density modulations characterizing the stripe phase is difficult
because the contrast and the wavelength of the fringes are too small in current experi-
81
Conclusions and outlook
mental conditions. Moreover, fluctuations of external magnetic field can easily drive the
system into a different phase. In the final part of this thesis we have discussed a proce-
dure, based on the space separation of the two spin components into a two-dimensional
bilayer configuration and on the application of a pi/2 Bragg pulse, which allows to realize
striped configurations characterized by high-contrast and long-wavelength fringes. The
same procedure also yields an increase of the stability of the stripe phase against mag-
netic fluctuations. The results of our numerical simulations show that the experimental
detection of this intriguing configuration in atomic gases is a realistic perspective.
Outlook. A very relevant prospect related to the present work is represented by the
possibility of investigating experimentally the fascinating physics of the stripe phase,
which would open new perspectives for the identification of supersolid phenomena in
ultracold atomic gases. Apart from the procedure discussed in the last part of the the-
sis, one can consider other schemes that can be used to reduce the effective interspecies
coupling constants and, hence, to increase the contrast of the fringes and their stability.
One possibility is represented by the application of a one-dimensional spin-dependent
optical lattice along a direction perpendicular to the one where spin-orbit coupling oc-
curs. Another interesting option consists in simulating spin-orbit coupling with a single-
component condensate in a double-well potential; for this, one can use laser-assisted
tunneling techniques to couple the two lowest-energy states localized around the two
minima of the potential. A better theoretical understanding of the above schemes could
provide alternative experimentally feasible strategies to realize visible and stable striped
configurations.
Another possible theoretical extension of this work concerns the 2D geometry proposed
to detect the stripes. This configuration would allow to study how the presence of the
stripes affects the physics of the Berezinskii-Kosterlitz-Thouless phase transition in a
Bose superfluid.
Finally, considering the case of a gas at finite temperature in the plane-wave phase, it
would be interesting to study the effects of the thermal excitations of rotons, which result
in a significant peak in the static structure factor when one approaches the transition
to the stripe phase.
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A. Coefficients in the density response
function
The coefficients in the response function (3.9) can be expressed as follows. In phase II:
a = − q
4
4
+
[(
k20 + 3k
2
1
)
cos2 α− 2 (k20 −G2)+ 2G2k21k20
]
q2
+ 4
(
k20 − 2G2
) [(
k20 − k21
)
cos2 α− k20 +
2G2k
2
1
k20
]
,
b0 =
q8
16
− [(k20 + k21) cos2 α− k20 −G1 +G2] q62
+
{(
k20 − k21
)2
cos4 α− 2 [k20 (k20 − k21)+G1 (k20 + 3k21)−G2 (k20 − 5k21)] cos2 α
+ k20
(
k20 − 2G2
)
+ 4G1
(
k20 −G2
)
+ 2
(
k20 − 2G1 − 2G2
) G2k21
k20
}
q4
− 8 (k20 − 2G2) [ (k20 − k21)(G1 + G2k21k20
)
cos2 α
−G1k20 −
(
k20 − 2G1 − 2G2
) G2k21
k20
]
q2 ,
b1 = q
4 + 4
[(
k20 − k21
)
cos2 α + 2 (G1 +G2)
]
q2 + 16
(
k20 − 2G2
) (
k20 − k21
) G2
k20
,
b2 = −q
4
2
− 2 [(k20 − 3k21) cos2 α + k20 +G1 −G2] q2 − 4 (k20 − 2G2)(k20 − 2G2k21k20
)
,
with k1 given by (2.23). In phase III:
a = −q
4
4
− (Ω− k20 cos2 α + 2G2) q2 − Ω [Ω− 2 (k20 cos2 α− 2G2)] ,
b0 =
q8
16
+
[
Ω− 2 (k20 cos2 α−G1 −G2)] q64
+
[
Ω2 − 4 (k20 cos2 α− 2G1 −G2)Ω + 4 (k20 cos2 α− 2G1) (k20 cos2 α− 2G2)] q44
+ 2G1Ω
[
Ω− 2 (k20 cos2 α− 2G2)] q2 ,
b1 = 0 ,
b2 = −q
4
2
− [Ω + 2 (k20 cos2 α +G1 +G2)] q2 − Ω (Ω + 4G2) .
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