We prove that under mild assumptions a hidden Markov chain varies analytically, in a strong sense, as a function of the underlying Markov chain parameters. In particular, we show that, under these assumptions, the entropy rate of a hidden Markov chain is an analytic function of the parameters.
I. INTRODUCTION
For n ≥ 0, we denote a sequence of symbols y −n . . . , y 0 by y 0 −n . Consider a stationary stochastic process Y with a finite set of states {1, 2, · · · , B} and distribution p(y 0 −n ), Denote the conditional distributions by p(y 0 |y −1 −n ). The entropy rate of Y is defined as
where E p denotes expectation with respect to the distribution p.
When Y is a stationary first order Markov chain with ∆(i, j) = p(y 1 = j|y 0 = i).
It is well known that
A hidden Markov Chain Z (or function of a Markov chain) is a process of the form Z = Φ(Y ), where Φ is a function defined on {1, 2, · · · , B} with values {1, 2, · · · , A}. In this case, H(Z) turns out (see equation (1) below) to be the integral of a certain function defined on a simplex with respect to a measure due to Blackwell [3] . However Blackwell's measure is somewhat complicated and the integral formula appears to be difficult to evaluate in most cases.
Recently there has been a rebirth of interest in the entropy rate of a hidden Markov chain, and many approaches have been adopted to tackle this problem. For instance, researchers have used Blackwell's measure to bound the entropy rate [11] and introduced a variation [4] on bounds due to [2] .
In a new direction, [11] and [7] have considered computing the asymptotics of a family of hidden Markov chains, as a parameter of the underlying Markov chain approaches zero.
This work motivated us to consider the general question of whether the entropy rate of a hidden Markov chain is smooth, or even analytic, as a function of the underlying parameters. Indeed, this is true under mild assumptions: Theorem 1.1: If ∆ is strictly positive and analytically parameterized by a real variable vector ε, then H(Z) is a real analytic function of ε.
Several authors have observed that the entropy rate of a hidden Markov chain can be viewed as the top Lyapunov exponent of a random matrix product [6] , [7] , [5] . The proof of Theorem 1.1 uses arguments similar to those employed in establishing analyticity of the top Lyapunov exponent of random matrix products in various scenarios [1] , [13] , [14] , [16] , in particular to [14] . We sketch the proof of Theorem 1.1 in Section III, after discussing background in Section II. At the end of the paper, in Section VI, we prove a stronger result (Theorem 6.1) which gives a sense in which the hidden Markov chain itself varies analytically with ε. This result implies in principle that many other statistical properties in addition to entropy rate vary analytically. We originally derived Theorem 1.1 as a consequence of Theorem 6.1; later we found the more direct proof which is given in this paper.
It turns out that when some entries of ∆ are zero, H(Z) is more complicated and can fail to be analytic. In Sections IV and V, we characterize analyticity on the boundary in two special cases.
Section IV deals with binary hidden Markov chains with an unambiguous symbol, i.e., a symbol which can be produced by only one symbol of the Markov chain.
Section V deals with binary Markov chains corrupted by binary symmetric noise. For this class, we obtain results on the support of Blackwell's measure, and we express the first derivative of the entropy rate as the sum of terms which have meaningful interpretations. We also show how this expression relates to earlier examples, given in [12] , of non-smoothness on the boundary for this class of hidden Markov chains, and we compute the second derivative in an important special case.
II. BLACKWELL'S MEASURE AND BIRKHOFF'S METRIC
Let W be the simplex, comprising the vectors
and define r a , a mapping on W as
Let W a be all w ∈ W with w i = 0 for Φ(i) = a. Define f a as a mapping from W into W a with the jth coordinate of f a (w) given by
, then from Blackwell [3] , {x n i } satisfies the random dynamical iteration
where Q, known as Blackwell's measure, is the limiting probability distribution, as n → ∞, of {x n 0 } on W ; in fact, it is the limiting distribution of {x n i } for any fixed i. Moreover, Q satisfies
(this equation means that Q is a stationary measure for a continuous-valued Markov chain defined on the simplex W defined by r a and f a ). We consider two metrics on a compact subsetŴ a of the interior W • a ⊂ W . Without loss of generality, we assume that W a consists of all points from W with the last B − k coordinates equal to 0. The Euclidean metric d E onŴ a is defined as usual. For any two points inŴ a ,
onŴ a , meaning there exist two positive constants C 1 ≤ C 2 such that for any two points u, v inŴ a ,
Assume that ∆ is strictly positive and analytically parameterized by a variable vector ε. It follows thatŴ a = f a (W ) is a compact subset of W • a . Since each f a is a contraction mapping onŴ a under the Birkhoff metric [18] , we conclude that the mapping f a n • f a n−1 • · · · • f a 1 is a contraction mapping under the Euclidean metric for large enough n. Without loss of generality, we can assume that the mapping f a is a contraction mapping under Euclidean metric (otherwise compose the mappings enough times to ensure contraction). So we can assume that the norm of the derivative of each f a is strictly less than 1. It follows from Theorem 2 in [3] that Blackwell's measure Q is the unique measure on the simplex that satisfies (2). This fact was established earlier in [6] , using the Birkhoff metric together with a probabilistic approach; see also [19] for an approach using symbolic dynamics.
III. SKETCH OF PROOF OF THEOREM 1.1
Rewrite f a (x) and p(z 0 |z −1 −n ) with parameter vector ε as f ε a (x) and p ε (z 0 |z −1 −n ). For fixed y 0 and z 0 −n , p ε (y 0 |z 0 −n ) is a rational function of a real variable vector ε in a neighbourhood Ω of ε. We prove analyticity of H(Z) as follows.
1) We first prove that for any sufficiently small neighborhood Ω C and small neighbourhood N C of ∪ a W a , for each a and ε ∈ Ω C , f ε a is uniformly contracting on N C . It follows that for a smaller neighbourhood Ω C , all n, and all choices of a 1 , . . . , a n , f ε a n • · · · • f ε a 1 (W ) ⊆ N C . 2) We then prove that for all n and fixed z 0 −n , log p ε (z 0 |z −1 −n ) can be extended to a complex analytic function of ε in the complex neighbourhood Ω C of the domain Ω. We obtain the complex functions by simply replacing the real variable vector ε by a complex variable vector ε and extending Ω to the neighborhood Ω C of ε in the complexified parameter space.
We then prove that the extended analytic function E p (log p (z 0 |z −1 −n )) uniformly converges to a limiting analytic function on Ω C , which implies the analyticity of H(Z). Thus we prove Theorem 1.1.
IV. HIDDEN MARKOV CHAINS WITH UNAMBIGUOUS SYMBOL
When an unambiguous symbol is present, the entropy rate can be expressed in a simple way: letting a 1 be an unambiguous symbol,
p(a i n a i n · · · a i 2 a 1 )H(z|a i n a i n · · · a i 2 a 1 ).
(3) In this section, we focus on the case of a binary hidden Markov chain, in which 0 is unambiguous. Then, we can rewrite (3) as
where 1 (n) denotes the sequence of n 1's and
The following theorem gives sufficient and necessary conditions for analyticity of the entropy rate of a binary hidden Markov chain with unambiguous symbol. 
where a is a scalar and B is a (d−1)×(d−1) matrix. Let Φ be the function defined by Φ(1) = 0, and Φ(2) = · · · Φ(n) = 1.
For any analytic parametrization ∆(ε) such that ∆(ε 0 ) = ∆, letting Z ε denote the hidden Markov chain defined by ∆(ε) and Φ, H(Z ε ) is analytic at ε 0 if and only if 1) a > 0, and rB j c > 0 for j = 0, 1, · · ·.
2) The maximum eigenvalue of B is simple and strictly greater in absolute value than the other eigenvalues. Remark 4.3: Note that condition 2) implies 1) for sufficiently large j.
V. BINARY MARKOV CHAINS CORRUPTED BY BINARY SYMMETRIC NOISE
Consider a binary symmetric channel with crossover probability ε. Let {Y n } be the input Markov chain with transition matrix ∆ = π 00 π 01 π 10 π 11 .
At time n the channel can be characterized by the following equation
where ⊕ denotes binary addition, E n denotes the i.i.d. binary noise with p E (0) = 1 − ε and p E (1) = ε, and Z n denotes the corrupted output. Then (Y n , E n ) is jointly Markov, so {Z n } is a hidden Markov chain. By Theorem 1.1, when ε and π ij 's are strictly positive, the entropy rate H(Z) is analytic jointly with respect to ε and π ij 's. In this section, we take a more concrete approach to study H(Z), and we will "compute" H (Z) in terms of Blackwell's measure. From now through the end of Section V-B, we assume:
The integral formula (1) expresses H(Z) in terms of the measure Q on the 4-dimensional simplex; namely Q is the distribution of p((y 0 , e 0 )|z 0 −∞ ). However, in the case under consideration, H(Z) can be expressed as an integral on the real line [11] , which we review as follows.
Let a i = p(z i 1 , y i = 0) and b i = p(z i 1 , y i = 1). The pair (a i , b i ) satisfies the following dynamical system:
Let x i = a i /b i , we have a dynamical system with just one variable:
x
π 00 x + π 10 π 01 x + π 11 , with z = 0, 1.
Abusing notation, we let Q denote the limiting distribution of x i on the real line, and thus (1) becomes
where r 0 (x) = ((1 − ε)π 00 + επ 01 )x + ((1 − ε)π 10 + επ 11 )
x + 1 ,
and r 1 (x) = ((επ 00 + (1 − ε)π 01 )x + (επ 10 + (1 − ε)π 11 ) x + 1 .
A. Support of Q For simplicity, we assume det(∆) > 0. Then f 0 and f 1 are increasing functions, and they each have a unique positive fixed point, p 0 and p 1 . Let
The support of a probability measure Q, denoted supp(Q), is defined as the smallest closed subset with measure one.
Theorem 5.1: supp(Q) =L. Theorem 5.2: supp(Q) is either a Cantor set or a closed interval. Specifically:
From the fact that f 0 and f 1 are both monotone functions, it follows that case 1 is equivalent to the condition f 0 (I) ∩ f 1 (I) = φ, and so we call case 1 the non-overlapping case.
We now focus on the non-overlapping case. This is the case whenever ε is sufficiently small; also, for some values of the π ij 's, the non-overlapping case holds for all ε.
Theorem 5.3: For the non-overlapping case, let
where p i1i2···in = p(z 1 = i 1 , z 2 = i 2 , · · · , z n = i n ).
From this, as in [11] we can derive bounds for the entropy rate. Let r(x) = −(r 0 (x) log r 0 (x) + r 1 (x) log r 1 (x)).
Using (6) and Theorem 5.3, we obtain:
Theorem 5.4: In the non-overlapping case,
where r 0 i 1 i 2 ···i n = min x∈I i 1 i 2 ···i n r(x) and r 1
B. Computation of H (Z) in non-overlapping case
Starting with x 0 = π 10 /π 01 , and iterating according to x n = f z n (ε, x n−1 ), each word z = z 1 , z 2 , · · · , z n determines a point x n = x n (z) with probability p(z 1 , z 2 , · · · , z n ). In the nonoverlapping case, the map z → x n turns out to be one-to-one. We order the distinct points {x n } from left to right as x n,1 , x n,2 , · · · , x n,2 n with the associated probabilities p n,1 , p n,2 , · · · , p n,2 n . This defines a distribution Q n which approximates Q.
To emphasize the dependence on ε, we write p n,i (ε) = p n,i , x n,i (ε) = x n,i , p 0 (ε) = p 0 , p 1 (ε) = p 1 , and Q n (ε) = Q n . Let F (ε, x) denote the cumulative distribution function of the limiting distribution Q(ε), and let F n (ε, x) denote the cumulative distribution function of Q n (ε). Define:
Rewriting this using the Riemann-Stieltjes integral and applying integration by parts, we obtain
∂x . From now on denotes the derivative with respect to ε.
Using this one can show:
We then show that H ε n (Z) converges uniformly to H ε (Z) and H ε n (Z) converges uniformly to some function; it follows that this function is H ε (Z) . This requires showing that the integrands in the second and third terms of the previous expression converge to well-defined functions. 1) 2nd term, Instantaneous Location Change: For x ∈ supp(Q(ε)) and any sequence of points x n 1 ,i 1 (ε), x n 2 ,i 2 (ε), · · · approaching x, K 1 (ε, x) = lim j→∞ x n j ,i j (ε) is a well-defined continuous function. 2) 3rd term, Instantaneous Probability Change: Recall that supp(Q(ε)) is a Cantor set defined by a collection of "deleted" intervals: namely, I d ≡ (f 0 (p 1 ), f 1 (p 0 )), and all intervals of the form
(called deleted intervals on level n). For x belonging to a deleted interval on level n, define K 2 (ε, x) = F n (ε, x).
Since the union of deleted intervals is dense in I, we can extend K 2 (ε, x) to a function on all x ∈ I, and we show that K 2 (ε, x) is a well-defined continuous function. It can be shown that K 1 and K 2 are well-defined. Using boundedness arguments and the Arzela-Ascoli Theorem, we obtain uniform convergence of H n (ε) to H (Z) which gives the result:
Theorem 5.5: In the non-overlapping case, H (Z) = (r(ε, p 0 (ε))) +
Remark 5.6: Using the same technique, we can compute the derivative of H ε (Z) with respect to π ij 's when ε > 0. We can also compute higher derivatives in a similar way.
C. Derivatives in Other Cases
1. The techniques in Section V-B can be applied in the special overlapping case where f 0 (p 1 ) = f 1 (p 0 ).
2. If any two of π ij 's are equal to 0, explicitly we have
is not differentiable with respect to ε at ε = 0. 3. Of more interest, it was shown in [12] that H ε (Z) is not differentiable with respect to ε at ε = 0 when exactly one of π ij 's is equal to 0. We briefly indicate how this is related to (6) . Consider the case with π 00 = 0, π 01 = 1, 0 < π 10 < 1. Then for ε > 0,
When ε → 0, the lengths of I 0 and I 1 shrink to zero with I 0 approaching 0 and I 1 approaching ∞. So, of the four terms above, as ε → 0, the dominating term will be I0 r 0 (x) log r 0 (x)dQ ∼ ε log ε, and all the other three terms are bounded by O(ε) (see (7) and (8)). This indicates that H ε (Z) is not differentiable with respect to ε at ε = 0. 4. In [7] , an explicit formula was given for H (Z) at ε = 0, when the π ij 's are positive. We briefly indicate how this is related to our results in Section V-B.
Instead of considering the dynamics of x n on the real line, we consider those of (a n , b n ) on the 1 dimensional simplex
Let Q denote the limiting distribution of (a n , b n ) on W . The entropy H(Z) can be computed as follows
where r 0 (w) = ((1 − ε)π 00 + επ 01 )w 1 + ((1 − ε)π 10 + επ 11 )w 2 , r 1 (w) = ((επ 00 + (1 − ε)π 01 )w 1 + (επ 10 + (1 − ε)π 11 )w 2 .
In order to calculate the derivative, we split the region of integration into two disjoint parts W = W 0 ∪ W 1 with
Let r(w) = −(r 0 (w) log r 0 (w) + r 1 (w) log r 1 (w)), and H i (Z) = W i r(w)dQ, then
For W 0 , we represent every point (w 1 , w 2 ) using the coordinate w 1 /w 2 . For W 1 , we represent every point (w 1 , w 2 ) using the coordinate w 2 /w 1 . Using expressions similar to Theorem 5.5 in each of these regions, we can recover the formula given in [7] . 5. (Low SNR regime, ε = 1/2) In Corollary 6 of [11] , it was shown that in the symmetric case (i.e., π 01 = π 10 ), the entropy rate approaches zero at rate (1/2−ε) 4 as ε approaches 1/2. It can be shown that the entropy rates at ε and 1 − ε are the same, and so all odd order derivatives vanish at ε = 1/2. It follows that this result of [11] is equivalent to the statement that in the symmetric case H (Z)| ε=1/2 = 0. We generalize this result to the non-symmetric case as follows:
H (Z)| ε=1/2 = −4 π 10 − π 01 π 10 + π 01 2 .
VI. ANALYTICITY IN A STRONG SENSE
Let X denote the set of left infinite sequences with finite alphabet. For any two elements ξ and η in X , define d(ξ, η) = 2 −k where k = inf{|i| : ξ i = η i }. The metric space (X , d) is compact. Let C(X ) be the space of real-valued continuous functions of X . In the spirit of symbolic dynamics [9] , we shall establish analyticity of the hidden Markov chain itself.
Consider the measure ν on X defined by:
ν({x 0 −∞ : x 0 = z 0 , · · · , x −n = z −n }) = p(z 0 −n );
then H(Z) can be rewritten as
For θ with 0 < θ < 1, we denote by F θ the subset of f ∈ C(X ) such that f θ ≡ sup n≥0 (θ −n var n (f )) < +∞.
F θ is a Banach space with the norm f = max(|f | ∞ , f θ ).
Using the theory of equilibrium states [15] , we prove the analyticity of a hidden Markov chain in a strong sense. Theorem 6.1: If ∆ > 0, there exists θ with 0 < θ < 1 such that the mapping ε → log p ε (z 0 |z −1 −∞ ) is analytic from the real parameter space to F θ . Moreover the mapping ε → ν ε is analytic from the real parameter space to (F θ ) * , the dual space (i.e., bounded linear functionals) on F θ . Remark 6.2: Theorem 1.1 is an immediate corollary of Theorem 6.1 and (10).
