We study the concept and the calculus of Non-convex self-dual (Nc-SD) Lagrangians and their derived vector fields which are associated to many partial differential equations and evolution systems. They indeed provide new representations and formulations for the superposition of convex functions and symmetric operators. They yield new variational resolutions for large class of Hamiltonian partial differential equations with variety of linear and nonlinear boundary conditions including many of the standard ones. This approach seems to offer several useful advantages: It associates to a boundary value problem several potential functions which can often be used with relative ease compared to other methods such as the use of EulerLagrange functions. These potential functions are quite flexible, and can be adapted to easily deal with both nonlinear and homogeneous boundary value problems. Additionally, in most cases the solutions generated using this new method have greater regularity than the solutions obtained using the standard Euler-Lagrange function. Perhaps most remarkable, however, are the permanence properties of Nc-SD Lagrangians; their calculus is relatively manageable, and their applications are quite broad.
Introduction
The aim of this paper is to develop the concept of self-duality for non-convex functions well adapted to the study of certain partial differential equations that the standard Euler-Lagrange functions may not be quite manageable. Starting with an equation of the form
it is well known that it can be formulated -and sometimes solved -whenever Λ : Dom(Λ) ⊂ V → V * is a linear self-adjoint operator. Indeed, in this case it can be reduced to the inclusion 0 ∈ ∂F (u) where F is the standard Euler-Lagrange functional corresponding to this inclusion, i.e.,
F (u)
= 1 2
Λu, u − ϕ(u).
In the case where ϕ is convex and the linear operator Λ is positive, the functional F can be written as difference of two convex functions,
F (u) = ψ(Λu) − ϕ(u)
where the quadratic convex function ψ on V * is defined by ψ(p) = 1 2 Λ −1 p, p . Such problems where the objective is the difference of two convex functions has received a lot of attentions in the literature starting the works of J.F. Toland [29] and I. Singer [26] . Indeed, Toland introduced the notion of critical points of ψ • Λ − ϕ that generalizes the classical definition in the case where ψ • Λ and ϕ are not necessarily differentiable functions. He also established an interesting oneto-one correspondence between the critical points of ψ • Λ − ϕ and ϕ * • Λ − ψ * on V * , where ϕ * and ψ * are Fenchel-Legendre dual of ϕ and ψ respectively. There was also established by F. Clarke and I. Ekeland [9, 8, 11] an interesting dual variational formulation for the case where the operator Λ is not necessarily positive and may have an infinite sequence of eigenvalues going from −∞ to ∞. In fact, similar to Toland duality they established a one-to-one correspondence between critical points of the functional F and the functional
Note that even though the Clarke-Ekeland least action principle may have a somewhat related idea with Toland duality, it cannot be deduced directly from Toland's dual principle. As seen, one can associate to an inclusion of the form (1) at least two functionals in such a way that their critical points may generate solutions for the corresponding inclusion. The question of whether these functions are all possible choices associated to a given inclusion (1) and also finding a unified source for all functions with such a property are addressed in this work. In fact, while analyzing these principles we were led to an abstract scheme that provides a unified way to obtain many more of such functions. To explain this scheme, let us start with Toland's principle [28] [29] [30] , with a minor modification, for a class of optimization problems. Indeed, let V and V * be two Banach spaces in duality and with ., . : V × V * → R the corresponding bilinear form compatible with the topologies on V and V * . Denote by (P ) the problem of evaluating
where J : V → R is possibly a non-convex function. By embedding this problem in a family of perturbed problems a dual problem was established. In fact, by considering the perturbation Φ : V × V * → R for which p → Φ(u, p) is convex and lower semi-continuous for each u ∈ V and Φ(u, 0) = −J (u), one can generate a dual problem as follows: Let LF 2 (Φ) be the Fenchel-Legendre dual of Φ with respect to the second variable, that is a function on V × V given by:
p, v − Φ(u, p) .
Denote by Φ # the Fenchel-Legendre dual of LF 2 (Φ)(., v) with respect to the first variable. Therefore Φ # is a function on phase space V × V * given by (u, v) .
It was established that the problem
is a dual problem for (P ) in such a way that inf u∈V J (u) = inf v∈V Φ # (v, 0) provided p → Φ(u, p) is bounded in a neighborhood of p = 0. There is also a one-to-one relation between minimizers of (P ) and (P * ). Following this idea of obtaining a dual problem, we are led to the following notion. Definition 1.1. Say that the Lagrangian Φ on V × V * is Non-convex self-dual if the following property hold.
Some basic examples of Nc-SD Lagrangians are of the form:
where ϕ : V → R is convex and lower semi-continuous and ϕ * its Fenchel-Legendre dual defined on V * . The class of Non-convex self-dual Lagrangians is much richer though and goes well beyond saddle functions stated above, since they are naturally compatible with symmetric operators. Indeed, if Λ : V → V * is self-adjoint and Φ is any Nc-SD Lagrangian on V × V * then the Lagrangian
Ψ (u, p) = Φ(u, Λu + p)
is also Non-convex self-dual. There are also situations where the operator Λ is not purely selfadjoint provided one takes into account certain boundary terms. In fact, the operator Λ modulo the boundary operator B := (β 1 is also a Non-convex self-dual Lagrangian.
To connect this notion to the solutions of inclusion (1) , note that u is a solution of inclusion (1) if and only if the pair (Λu, u) is a solution of one the following inclusions on the phase space V × V * :
Now taking into account Non-convex self-dual Lagrangians Φ 1 , Φ 2 and Φ 3 the above inclusions can be rewritten as follows,
respectively. Note that Φ i , i = 1, 2, 3 are saddle functions and ∂Φ i stands for subdifferential of saddle functions introduced by Rockafellar. As it turns out there is a close correspondence between solutions of inclusions of type (1) and critical points of Non-convex self-dual Lagrangians generated by the pair (Λ, ϕ). We shall state and summarize some particular cases of our main results in two cases: Homogeneous boundary conditions and nonlinear boundary conditions.
Homogeneous boundary conditions
In this case we assume the linear operator Λ is purely self-adjoint. Here is a useful result of the variational principle we establish for homogeneous boundary conditions in Section 4. 
Then for every critical point u of Φ(u, Λu) there exists v ∈ V with Λu = Λv and
As a straightforward application of the above theorem the functionals Φ 1 (u, Λu) := ϕ * (Λu) − ϕ(u) and Φ 2 (u, Λu) := 2ϕ * (Λu) − Λu, u can be seen as new potentials for the inclusion (1) as follows. 
is a solution of the equation
This corollary was first established in [24] by the author via a direct computation (see also [22, 21] for more applications). It was then understood that all variational principles of this type fall under a unified principle as discussed in this paper. We shall use this corollary to provide an existence result for system of super-linear transport equations with a small parameter ,
by finding critical points of 
Note that the above corollary is nothing but the well-known Clarke-Ekeland least action principle. It is also remarkable that Φ 1 and Φ 2 are just two typical examples of Nc-SD Lagrangians that have already provided two different variational principles for the inclusion (1). By characterizing the class of Nc-SD Lagrangians in Section 3, we shall see one can actually obtain many more principles that fit within this theory.
Nonlinear boundary conditions
Here is another useful result of the variational principle we establish for nonlinear boundary conditions in Section 4. Theorem 1.5. Let Λ : Dom(Λ) ⊂ V → V * be an operator correspond to the above "Green formula" modulo the boundary operator B : 
Suppose u is a critical point of
To get a better understanding and see concrete applications of this theorem we shall discuss some particular cases. 
is a solution of the inclusion
The following result can be seen as a generalization of Clarke-Ekeland duality when the operator Λ is not purely self-adjoint and one deals with boundary terms as well.
lower-semi continuous and also Gâteaux differentiable. If u is a critical point of
2 is a solution of (2).
As an application of this corollary we provide a new variational principle for convex Hamiltonian systems with nonlinear boundary conditions of the form:
The above results are actually particular cases of a much more general Non-convex self-dual variational principle that will be stated and established in full generality in the following sections. As applications, we shall also provide many more concrete examples of this principle throughout the paper.
The interested reader is referred to [10, 6, 7, 5, 2, 3, 25, 20] for more applications of the related results to PDE's and monotone operators. We also refer to [16] [17] [18] 15] for results in convex selfduality.
The paper is organized as follows. We start by reviewing in Section 2, some important definitions and results in Convex Analysis, theory of saddle functions and symmetric linear operators. In Section 3, we start by establishing some basic permanence properties of Non-convex selfdual Lagrangians and their calculus and we conclude this section by a characterization of Nc-SD Lagrangians. In Section 4, we first establish a variational principle for homogeneous boundary value problems then we deal with boundary value problems where compatible boundary Lagrangians are appropriately added to the "interior Lagrangian", in order to solve problems with prescribed nonlinear boundary terms. In Section 5, by making use of a minimax principle for lower semi-continuous functionals we proceed with the proof of existence theorems stated in previous sections.
Preliminaries
In this section we recall some important definitions and results in Convex Analysis, theory of saddle functions and linear symmetric operators used in this work. We also introduce the terminology used consistently throughout the paper for the convenience of the reader. For the proof of these results the interested reader is referred to [14, 13, 15, 29] .
Separating duality and convex analysis
Let V and V * be two real Banach spaces and let , be a bilinear form on the phase space V × V * . The following definition is due to J.F. Toland [29] . Definition 2.1. We say that the bilinear form puts V and V * in duality. This duality is said to be separating if,
The weak topology on V induced by , is denoted by σ (V , V * ) and analogously σ (V * , V ) is the weak topology on V * . It is known that σ (V , V * ) and σ (V * , V ) are Hausdorff topologies if and only if the duality between V and V * is separating. Throughout this paper we shall assume the spaces V and V * are in separating duality. A function Φ : V → R is said to be lower semicontinuous if
for each u ∈ V and any sequence u n approaching u in the weak topology σ (V , V * ). Let Φ : V → R ∪ {∞} be a proper convex function. The subdifferential ∂Φ of Φ is defined to be the following set-valued operator: if u ∈ Dom(Φ), set
The Fenchel-Legendre dual of an arbitrary function Φ is denoted by Φ * that is a function on V * and is defined by
Clearly Φ * : V * → R ∪ {∞} is convex and lower semi-continuous. Consequently Φ * * : V → R ∪ {∞} is always convex and lower semi-continuous. The following observation is crucial in the subsequent analysis. 
If Φ is convex and lower-semi continuous then Φ * * = Φ and the following are equivalent
The following is a crucial property of convex functions. 
Proof. It follows from p ∈ ∂Φ(u) and q ∈ ∂Φ(v) that
Adding up this equalities, we obtain p, u
It also follows from (3) that p, u + q, v = p, v + q, u , which together with the above equation imply that
This together with the fact that
imply that both terms are indeed zero,
from which we have p ∈ ∂Φ(v) and q ∈ ∂Φ(u). 2
As an important and straightforward consequence of the above proposition we have the following. 
Saddle functions on phase spaces
Here we summarize some of the results in the theory of saddle functions on the product space X × Y for some Banach spaces X and Y . We start with the definition of saddle functions: Thus, denoting the subdifferential with respect to the first variable by ∂ 1 and subdifferential with respect to the second variable by
For a saddle function H, the function on X * × Y obtained by taking the Fenchel-Legendre dual of −H (., y) when the second argument is fixed, i.e., F (., y) = (−H (., y)) * or
The following is rather standard.
Proposition 2.3. If H is a saddle function on X × Y then the following hold:
(1) The first convex parent F and the second convex parent G are convex and lower semi continuous with respect to both variable and indeed
and
where F * and G * are Fenchel-Legendre dual of F and G with respect to both variables. (2) The following are equivalent:
Linear self-adjoint operators modulo boundary operators
For the proof of the main theorem regarding nonlinear boundary conditions and also in various applications, we are often faced with an unbounded operator Λ : Dom(Λ) ⊂ V → V * which may still satisfy various aspects of symmetry. For the convenience, we now recall some standard notions on this subject. We shall also deal with situations where the operator Λ is not purely symmetric provided one takes into account certain boundary terms. In fact, the operator Λ modulo the boundary operator
Banach spaces Y and Y * that are in duality) corresponds to the "Green formula"
We introduce the following notion. 
Our definition of non-negative symmetric operators modulo the boundary operator B := (β 1 , β 2 ) : V → Y × Y * will change accordingly. Indeed, Definition 2.6. We say that an operator Λ is non-negative modulo the boundary operator B = (β 1 , β 2 ) if the following property is satisfied: 
Consider the Laplace operator
where ∂u ∂ν is the normal derivative on ∂Ω. We shall show that
is symmetric and non-negative modulo the boundary (3) of Definition 2.5 is nothing but the integration by parts in H 1 (Ω). In fact, for u, v ∈ Dom(− ) we have
.
The above computation also shows that − is non-negative modulo the boundary operator B :
We shall use the following result in Section 4. 
Proof. For the proof of part (1), note that since Λ is symmetric and non-negative, the function Φ defined on V by Φ(u) = 1 2 Λu, u is convex and Gâteaux differentiable on Dom(Λ). In fact
from which together with Theorem 2.2 one obtains ∇Φ(u) = ∇Φ(v).
We now prove part (2) . As in part (1) since Λ is symmetric and non-negative modulo the linear boundary operator
convex and Gâteaux differentiable on Dom(Λ).
A straightforward computation shows that for η ∈ Dom(Λ) we have
It now follows from part (3) 
By assumption we have
This together with (4) imply that
By Theorem 2.2 we obtain ∇Φ(u) = ∇Φ(v) from which together with (4) one has
It follows from part (1) of Definition 2.5 that Ker(β 1 ) is dense in V . This and the above equation yield that Λu − Λv, η = 0 for all η ∈ Ker(β 1 ) and therefore Λu = Λv. It then follows from (5) that
from which together with density of range β 1 in Y, due to part (2) of Definition 2.5, we obtain
Non-convex self-dual Lagrangians
Let V be a Banach space that is in separating duality with the Banach space V * . Functions Φ : V × V * → R ∪ {∞} on phase space V × V * will be called Lagrangians. We shall consider the class of Lagrangians that are convex and lower semi-continuous on the second variable. The Fenchel-Legendre dual of Φ with respect to the second variable will be denoted by LF 2 (Φ) and is a function on V × V given by:
We define the Non-convex dual, Φ # , of Φ by computing the Fenchel-Legendre dual of LF 2 (Φ)(., v) with respect to the first variable. Therefore Φ # is a Lagrangian on the phase space V × V * given by
Definition 3.1. Suppose Φ is a Lagrangian on phase space V × V * . Say that the Lagrangian Φ on V × V * is Non-convex self-dual if the following property hold.
We now list some permanence properties of Nc-SD Lagrangians. 
and Φ is any Nc-SD Lagrangian then the Lagrangian
is also Nc-SD. 
This implies that
thereby giving that Φ 2 is Nc-SD.
For the Lagrangian Φ 3 we have
from which we obtain
and therefore
This completes the proof of part (1) . For the proof of part (2), we first compute LF 2 (Ψ ) (u, v) ,
It follows that
This proves part (2). For part (3), we have
This completes the proof of part (3). 2
It follows from Proposition 3.1 that, if Λ : X → X * is a linear symmetric operator then the following Lagrangians are Nc-SD:
They will be called basic Non-convex self-dual Lagrangians.
Unbounded operators
We shall see that in practice and in various applications, we are often faced with an unbounded symmetric operator Λ. As seen, in Proposition 3.1 the iteration, in an appropriate way, of Nc-SD Lagrangians with bounded symmetric operators are still Nc-SD. Here we extend this result to unbounded operators as well. Indeed, let Λ : Dom(Λ) ⊂ V → V * be a possibly unbounded symmetric operator. If Λ is closed, consider V Λ to be the Banach space Dom(Λ) equipped with the norm:
Since V Λ is dense in V , it is easily seen that V Λ and V * are still in separating duality with the same bilinear form that puts V and V * in separating duality.
is also a Non-convex self-dual Lagrangian.
Proof. Let us first compute LF
2 (Ψ )(u, v), for u, v ∈ V Λ , LF 2 (Ψ )(u, v) = sup p∈V * p, v − Φ(u, p + Λu) = sup p∈V * p + Λu, v − Φ(u, p + Λu) − Λu, v = LF 2 (Φ)(u, v) − Λu, v .
It follows that
Since V Λ is dense in V and LF 2 (Φ) is continuous on V × V we have
from which we have
Example 2. Let Ω be a smooth domain in R N and ∂Ω its boundary. Consider the Laplace operator with Dirichlet boundary condition − :
is a Banach space when equipped with the norm:
Consider also the convex function ϕ :
Symmetric operators modulo boundary operators
For problems involving nonlinear boundary terms, we may start with an Nc-SD Lagrangian Φ, but the operator Λ : Dom(Λ) ⊂ V → V * may be symmetric modulo a term involving a boundary We now state our result. 
Proof. Let us first compute LF
2 (Ψ )(u, v), for u, v ∈ V Λ , LF 2 (Ψ )(u, v) = sup (p,e)∈V * ×Y * p, v V ×V * + β 1 v, e Y ×Y * − Φ(u, Λu + p) − (β 1 u, β 2 u + e) = sup (p,e)∈V * ×Y * p + Λu, v V ×V * + β 1 v, e + β 2 u Y ×Y * − Φ(u, p + Λu) − (β 1 u, β 2 u + e) − Λu, v V ×V * − β 1 v, β 2 u Y ×Y * = LF 2 (Φ)(u, v) + LF 2 ( )(β 1 u, β 1 v) − Λu, v V ×V * − β 1 v, β 2 u Y ×Y * .
It follows that
. Setting w = u + u 0 we have u = w − u 0 and therefore
Also taking into account that 
This implies that
is an Nc-SD Lagrangian.
Characterization of non-convex self-dual Lagrangians
We first introduce the notion of symmetric Hamiltonians as follows. 
) F (., v) is convex and lower semi-continuous for each v ∈ V . (3) For all u, v ∈ V we have F (u, v) = F (v, u).
We shall establish a one-to-one correspondence between Non-convex self-dual Lagrangians on V × V * and symmetric Hamiltonians on V × V : 
Φ(u, p) = sup p, v − F (u, v); v ∈ V , is a Non-convex self-dual Lagrangian.
Proof. Let Φ : V × V * → R be a Non-convex self-dual Lagrangian. We prove LF 2 (Φ) satisfies part (3) of Definition 3.3. Parts (1) and (2) are a direct consequence of part (3). Let u, v ∈ V . By the definition of LF 2 (Φ) we have
On the other hand since Φ is Nc-SD, we have
This implies that Φ(u, .) is Fenchel-Legendre dual of LF 2 (Φ)(., u). From Fenchel duality we have
This together with (6) imply that
Since u is an arbitrary element in V , the above inequality implies that
and in fact the equality holds. Converse, obviously the function Φ obtained by computing the Fenchel-Legendre dual of F with respect to the second variable, Φ(u, .) = [F (u, .)] * , is convex and lower semi-continuous with respect to the second variable. We shall show that LF 2 
It follows from Φ(u, .) = [F (u, .)] * together with F being convex and lower semi-continuous with respect to the second variable that
It follows that
and therefore Φ is a Non-convex self-dual Lagrangian. 2
Applications to calculus of variations
As mentioned in the Introduction, there is a large class of symmetric differential equations that can be written as
where Λ : Dom(Λ) ⊂ V → V * is a symmetric linear operator and Φ : V × V * → R ∪ {∞} is a Non-convex self-dual Lagrangian. In this section, we shall state and establish in full generality the relationship between solutions of such inclusions with the corresponding Non-convex self-dual Lagrangians in both homogeneous and nonlinear boundary conditions.
Homogeneous boundary conditions
Here is our main result regarding homogeneous boundary conditions. Λu) ). This implies that
Then for every critical point u of Φ(u, Λu) there exists v ∈ V with Λu = Λv and (−Λv, v) ∈ ∂Φ(u, Λu).

Proof. Suppose u is a critical point of Φ(u, Λu). It follows that there exists
Now we show that if either of conditions (i), (ii) or (iii) is satisfied then Λv = Λu. Proof with condition (i): By part (2) of Proposition 2.3 we have that (Λv, Λu) ∈ ∂LF 2 (Φ) (u, v) . It then follows from Theorem 3.4 that (Λu, Λv) ∈ ∂LF 2 (Φ) (v, u) . Thus (u, v) is a solution of the following system
Since Φ is a saddle function, we have LF 2 (Φ) is convex in both variables by virtue of Proposition 2.3. However, subdifferential of convex functions are monotone and therefore
By plugging (Λv, Λu) ∈ ∂LF 2 (Φ) (u, v) and (Λu, Λv) ∈ ∂LF 2 (Φ) (v, u) in the above inequality we have
On the other hand Λ : Dom(Λ) ⊂ V → V * is a non-negative operator and therefore Λu − Λv, u − v V ×V * 0 from which we have the latter is indeed zero, i.e., 
is a solution of the equation 
Proof. Define the saddle function
Φ : V × V * → R by Φ(u, p) = ϕ * (p) − ϕ(u).
Also note that ∂Φ(u, p) = (−∂ϕ(u), ∂ϕ * (p)), from which we obtain
This implies −Λv ∈ −∂ϕ(u) for which together with the fact that Λu = Λv we have 
Example 4 (System of transport equations). Let
We can use Corollary 4.2 to establish the following existence result. 
is indeed a solution of the system (9).
We shall prove this theorem in Section 5. Here is another application of Theorem 4.1 We have ∂Φ(u, p) = (−p, 2∂ϕ * (p) − u), from which we obtain
This implies v ∈ −2∂ϕ * (Λu) − u and therefore v+u 2 ∈ ∂ϕ * (Λu), from which we have Λu ∈ ∂ϕ( v+u 2 ). Taking into account that Λu = Λv we get
Remark 4.5. Note that the above corollary is indeed the well-known Clarke-Ekeland duality. In fact, Clarke and Ekeland introduced an interesting dual variational formulation for Hamiltonian systems associated with a convex Hamiltonian (see [9, 8, 11, 12] ). Such a duality principle has turned out to be extremely useful for various purposes such as existence of periodic solutions and solutions with minimum period. Their duality principle in abstract links the critical points of the functionals
Λu, u in such a way that ifũ is a critical point ofF , then there exists u 0 ∈ Ker(Λ) such thatũ + u 0 is a critical point of F. (1) We have ∂Φ(u, p) = (p − 2∂ϕ(u), u), from which we obtain
Proof. Define the function
Φ : V × V * → R by Φ(u, p) = u, p − 2ϕ(u), which is a Non- convex self-dual Lagrangian on V × V * by view of part(−Λv, v) ∈ Λu − 2∂ϕ(u), u .
This implies v = u and Λu ∈ ∂ϕ(u). 2
This is nothing but the classical Euler-Lagrange functional associated to the inclusion Λu ∈ ∂ϕ(u). As seen, this theory allows us to have various functionals associated to certain inclusions that gives us the flexibility to choose the most appropriate one to study the corresponding inclusion.
Nonlinear boundary conditions
Here is our main result when one considers certain boundary terms. 
Suppose u is a critical point of I (u) = Ψ (u, 0) where
Then there exists v ∈ V with Λu = Λv and
Proof. Since u is a critical point of I, there exist v ∈ ∂ 2 Φ(u, Λu) and w ∈ ∂ 2 (β 1 u, β 2 u) such that
This together with (10) imply that
Now we show that x = v and w = β 1 (v). Indeed, it follows from (12) and part (3) of Definition 2.5 that
This together with the fact that (Λ,
Now we show that if either of conditions (i), (ii) or (iii) is satisfied then Λv = Λu and β 2 v = β 2 u. Proof with condition (i): In this step we first show that the following inequality holds:
Indeed, it follows from (13) 
Since is a saddle function, by Proposition 2.3 we have that LF 2 ( ) is convex in both variables. It is also standard that the subdifferential of convex functions are monotone. It follows that
This proves the desired claim. By the same argument, one can deduce from
Taking the sum of inequalities (14) and (15), we have
This inequality is equivalent to
On the other hand the operator Λ is non-negative modulo the boundary operator B = (β 1 , β 2 ), from which together with (17) we have that the latter is indeed zero and we have Λv = Λu and β 2 v = β 2 u due to Proposition 2.4.
Proof with condition (ii): Since Φ(., p) and (., e) are Gâteaux differentiable and ∇ 1 Φ(u, p) = − p and ∇ 1 (l, e) = −e, it follows from (13) 
It follows that
This implies −Λv = −∇ϕ(u) and −β 2 v = −∇ψ(β 1 u) from which together with the fact that Λu = Λv and β 2 u = β 2 v we have 
We have the following result. 
is a solution of (19) .
Proof. It follows from Example 3 that the operator Λu = 2 u + u is a symmetric and nonnegative operator modulo the boundary operators
is an Nc-SD Lagrangian. Therefore, taking into account that I (u) = Φ(u, 0), the result follows from Corollary 4.8. 2 
Remark 4.11. The above corollary can be seen as a generalization of Clarke-Ekeland duality when the operator Λ is not purely symmetric and one deals with boundary terms as well.
Example 6 (Finite dimensional Hamiltonian systems with nonlinear boundary conditions). Let T > 0 and J
and consider the following finite dimensional Hamiltonian systems in R 2N ,
Hamiltonian systems with this type of boundary conditions are also treated in [4, 16] .
Here is an application of Corollary 4.10. 
is a solution of (20) .
Example 7 (A Hamiltonian system of PDE's with nonlinear Neumann boundary conditions).
Let N > 2 and Ω be a smooth domain in R N and ∂Ω its boundary. Consider the following infinite dimensional Hamiltonian system,
then u is a solution of (18).
Critical points of lower semi-continuous functionals
In this section we shall provide a minimax principle for lower semi-continuous functionals applicable for the proof of existence theorems stated in previous sections. We first recall the following minimax principle for lower semi-continuous functionals due to Szulkin [27] .
Let X be a real Banach space and I : X → R ∪ {+∞} a functional on X such that I = Φ + ψ with Φ ∈ C 1 (X, R) and ψ : X → R ∪ {+∞} convex and lower semi-continuous. A point u ∈ X is said to be a critical point of I if u ∈ Dom(ψ) and if it satisfies the inequality
We shall say that I satisfies the compactness condition of Palais-Smale type provided:
(PS) If u n is a sequence such that I (u n ) → c ∈ R and
where n → 0 then u n possesses a subsequent that converges strongly.
The following is established by Szulkin [27] . Then I has a critical value c α which may be characterized by
where
By some minor changes in the proof of the above theorem one can replace (PS) condition by the following condition (PS * ) If u n is a sequence such that I (u n ) → c ∈ R and
where n → 0 then there exists u ∈ X such that, up to a subsequence, (i) u n converges weakly to u ∈ X,
We shall use the above theorem with (PS * ) to deal with the existence theorems stated in previous sections. To be more precise, let X and X * be two real Banach spaces in separating duality and Λ : Dom(Λ) ⊂ X → X * be a closed linear operator. As in Section 3 set X Λ = {u ∈ X; Λu ∈ X * } that is Banach space when equipped with the norm:
We shall assume u X c Λu X * for some constant c and all u ∈ X. It then follows that u = Λu X * is an equivalent norm for X Λ . We shall also assume that the embedding X Λ → X is compact. We establish the following result as a consequence of Theorem 5.1.
and since v ∈ X Λ is arbitrary, it follows that u is a critical point of I. Now we show that I (u n ) → I (u). Since G : X Λ → R is weakly continuous we just need to show that lim n→∞ F (Λu n ) = F (Λu). Note first that since F is lower semi-continuous we have
On the other hand by taking v = u in (22) we have
By taking lim sup from both sides we get
Thus lim n→∞ F (Λu n ) = F (Λu) and therefore lim n→∞ I (u n ) = I (u). 2
System of transport equations
We now proceed with the proof of Theorem 4.3. We shall make frequent use of the following theorem while proving our existence results (see [1] for the proof). 
We need the following lemma to prove Theorem 4.3. Note that Λ is a symmetric operator and for each (u, v) ∈ Dom(Λ) we have
where λ 1 is the first eigenvalue of − with Dirichlet boundary condition. The above estimate indeed shows that Λ is non-negative provided 
that
is an equivalent norm for V Λ (Lemma 9.17 of [19] ). The functional I can be rewritten as
and by Corollary 4.2 each critical point of I is a solution of Λ(u, v) = ∇G(u, v) that is indeed the system (9). We shall make use of Theorem 5.2 in Section 6 to prove this functional has at least one non-trivial critical point. Set F (u, v) = G * (u, v) = (Ω) . . The second condition of the mountain pass geometry holds for any (ru, rv) ∈ V Λ where (u, v) = (0, 0) and r ∈ R is large enough. 2
Claim. Let
Hamiltonian systems of PDE's with Neumann boundary conditions
Here a proof to Theorem 4.13 is provided. The following lemma is a direct consequence of Theorem 5.3. spectively. An easy computation shows that Λ is symmetric, but not necessary non-negative, modulo the boundary operator (β 1 , β 2 ) . Note also that due to the inequality , v)) − G(u, v) , and F, G andΛ satisfy all conditions of Theorem 5.2. Therefore, to show that I has a non-trivial critical point, we just need to verify the mountain pass geometry. To do this, note that
Proof of
