In this paper, we have proposed and analyzed a simple model of Influenza spread with an asymptotic transmission rate. Existence and uniqueness of solutions are established and shown to be uniformly bounded for all non-negative initial values. We have also found a sufficient condition which ensures the persistence of the model system. This implies that both susceptible and infected will always coexist at any location of the inhabited domain. This coexistence is independent of values of the diffusivity constants for two subpopulations. The global stability of the endemic equilibrium is established by constructing a Lyapunov function. By linearizing the system at the positive constant steady-state solution and analyzing the associated characteristic equation, conditions for Hopf and Turing bifurcations are obtained. We have also studied the criteria for diffusion-driven instability caused by local random movements of both susceptible and infective subpopulations. Turing patterns selected by the reaction-diffusion system under zero flux boundary conditions have been explored.
Introduction
Recently, the world has experienced the emergence and an international outbreak caused by a new strain of influenza virus 2009 A (H1N1). This novel influenza 2009 A/H1N1 virus contains a combination of swine, avian and human influenza virus genes. Influenza virus is a member of the Orthomyxoviridae family, which consists of four genera: Influenza A virus, Influenza B virus, Influenza C virus, and Thogotovirus. Influenza B and C viruses infect humans, while influenza A viruses, infect humans, avian species, swine, and other mammalian species [Gillim-Ross & Subbarao, 2006] . Many important infectious diseases persist on a knife-edge: rapid rates of transmission coupled with brief infectious periods generate boomand-bust epidemic that court extinction [Breban et al., 2009] . Such violent epidemic behavior has been observed in measles [Conlan & Grenfell, 2007] , cholera [King et al., 2008] , meningitis [Greenwood, 2006; Teyssou & Rouzic, 2007] and pertussis [Rohani et al., 2000] , among others. Bowong et al. [2013] studied the spread of Tuberculosis (TB) in heterogeneous complex metapopulation and considered the migration and transmission processes occur simultaneously. Several distinct mechanisms have been proposed to explain the spread and outbreak dynamics of influenza virus. These examples illustrate the need for understanding alternative spread and re-invasion mechanisms of infectious diseases for effective management and control. For a global outbreak of influenza to occur, three conditions must be met: a new virus subtype must arise, this subtype must be able to cause serious illness in the human, and it must spread easily from person to person and continue to do so. The first two conditions have been met with H5N1 human infections. Scientists are working for better understanding of different influenza A strains with the hope of preventing the spread of this virus. One of the reasons for the difficulty in predicting outbreaks is that migratory wild birds, not virus-infected human carry the H5N1 virus long distance [Webster & Hulse, 2005] (one cannot totally rule out the chance of human carrying bird flu for long distances).
The threat of disease is ever present. Diseases can be divided into micro-parasites and macroparasites. May [1979a, 1979b] classified diseases that are caused by a virus or by bacteria as micro-parasitic and those caused by helminthes or arthropods as macro-parasitic diseases. In modeling the disease/epidemic dynamics of micro-parasitic, possible reinfection of an already infected individual plays no role while in macroparasitic, the number of reinfection, or the number of parasites per host, has to be taken into account [Diekmann & Kretzschmar, 1991] . Ma et al. [2009] determined the key factors of the spread of infectious disease and sought the optimum strategies of controlling and preventing the spread. We considered the spread of Influenza, a micro-parasitic disease caused by virus.
Influenza is typically transmitted through the air by coughs or sneezes, creating aerosols containing the virus. It can also be transmitted by direct contact with bird droppings or nasal secretions, or through contact with contaminated surfaces. Airborne aerosols have been thought to cause most infections, although which means of transmission is most important is not clear [Brankston et al., 2007] . The mode of transmission is important for two reasons: (i) it determines the probable response of the disease to control, and (ii) to predict what will happen when pathogen is introduced into a system in which it does not currently exist [Pech & Hone, 1988; Anderson et al., 1981] . McCallum et al. [2001] and Stiefsa et al. [2009] suggested some forms of transmission functions. The transmission coefficient is the most difficult parameter to estimate in any epidemic model. Some attempts have been made to establish it from a priori knowledge of host and disease behavior, to predict probable disease dynamics and control in a host in which it has not become established [Pech & Hone, 1988] . De Leo and Dobson [1996] have suggested a method that might provide order of magnitude estimates of the transmission rate in the absence of other data. In classical epidemic models, the incidence rates are bilinear, i.e. proportional to the number of infective individuals and the number of susceptible individuals [Liu et al., 1987] . However, actual data evidences observed for many diseases show that the dynamics of disease transmission are not always as simple as suggested by these models. Bouma et al. [1995] designed a series of experiments in which domestic pigs were exposed to pseudorabies virus. They found that the transmission rate was approximately the same in all cases, and suggested that pseudomass-action (βSI) model should be rejected. Barlow [2000] showed that simple mass action failed to generate disease behavior that matched observations for bovine TB in brushtail possums, Trichosurus vulpecula, suggesting a negative binomial alternative. Therefore, the simple mass action is not an appropriate model choice in many situations. We are looking for a clear alternative suitable for most of the situations. Many researchers [Capasso & Serio, 1978; van den Driessche & Watmough, 2000 , 2003 Ruan & Wang, 2003; Zhang & Ma, 2003; Wang & Xue, 2011; Hu et al., 2011; Ujjainkar et al., 2012; Ma et al., 2009; Glendinning & Perry, 1997; Moghadas, 2004] have taken into account oscillations in incidence rates and the proposed different epidemic models with nonlinear incidence rates showing the complicated transmission dynamics such as multiple equilibria, periodic orbits and bifurcations phenomena. In this paper, we have used transmission rate which was proposed by Diekmann and Ketzschmar [1991] for microparasitic diseases.
Apart from considering a different transmission function, we have also included the spatial aspect while constructing the model. Spatial component of ecological interactions has been identified as an important factor for how ecological communities are shaped. Understanding the role of space is a challenge both theoretically and empirically [Okubo & Levin, 2001; Neuhauser, 2001; Cantrell & Cosner, 2003; Murray, 2003; Holmes et al., 1994] . Wang et al. [ , 2012 considered both original and the modified model proposed by Bereszovsky et al. [2005] and presented the Turing patterns under zero-flux boundary conditions. They established the amplitude equations for the excited modes, which determine the stability of amplitudes towards uniform and inhomogeneous perturbations. Sun [2012] considered spatial epidemic model with nonlinear incidence rates and obtained the conditions for Hopf and Turing bifurcations. They also established that the force of infection plays an important role in pattern formation. Liu and Jin [2007] investigated the formation of spatial patterns in the spatial SIR model with constant removal rate of the infectives. Cai et al. [2013] investigated the dynamics of a diffusive epidemic model with strong Allee effect in the susceptible population. Authors showed that there exists a separatrix curve that separates the behavior of trajectories of the system, implying that the model is highly sensitive to the initial conditions. Despite relatively effective vaccine and antiviral therapy, influenza epidemics occur annually. Interruption of transmission requires major efforts; e.g. closing all schools, colleges, day-care, workplaces and vaccination on a large scale. The intricacies associated with influenza are the unpredictable nature of surface antigens, intrinsic virulence and transmissibility. The control of influenza generally requires well-coordinated and rapid action.
We begin by introducing a simple spatial epidemic model for Influenza virus. We investigate the wave of chaos phenomena and spatiotemporal pattern formation in a spatial SI model on the spread of influenza virus with asymptotic transmission rate. We also show how the reproduction rate R 0 has influence on the distribution of the infected population. As our aim is to study the dynamics of spatial spread of the epidemics, we do not consider the third category of the subpopulation; removed class.
The organization of the paper is as follows: Sec. 2 describes the development of the mathematical model and its boundedness. Section 3 presents the existence, uniqueness and persistence property of the solutions. Section 4 is dedicated to stability analysis of the model system without and with diffusion. In Sec. 5, the existence of Hopf bifurcations and the Turing instability analysis are discussed. Numerical results are presented in Sec. 6. Section 7 concludes the paper.
Development of the Model
System and Its Boundedness May [1979a, 1979b] in their review article suggested that the intrinsic growth rate of the disease-free population (i.e. susceptible population) can be used for modeling the micro-parasitic infection as regulator of natural population. Gao and Hethcote [1992] considered infectious disease transmission models with density-dependent demography and described it by a modified logistic differential equation. Eifert et al. [2009] also used a variant of the logistic equation (as intrinsic growth) to describe a one-parameter discrete dynamical model for the spread of Avian Influenza. This model utilizes the Lindblad dissipation dynamics [Gorini et al., 1978; Lindblad, 1976] for biological rate equation. Dhar et al. [2011] proposed a mathematical model for the analysis of viral disease outbreak with no vertical transmission of the disease and susceptible population logistically grows with intrinsic growth rate r and carrying capacity K. There are many functional forms that can be used for birth and death rates. The choices should depend on the dynamics of the particular population being modeled. For example, in animal diseases (e.g. rabies in canine populations [Murray et al., 1986; Suppo et al., 2000] and hantavirus in rodent population [Abramson & Kenkre, 2002; Abramson et al., 2003; Allen et al., 2003; Sauvage et al., 2003] K respectively and have logistic form [Brauer et al., 2008] .
(ii) Then the total population size satisfies the logistic differential equation
where K > 0 is the carrying capacity. (iii) It is assumed that all susceptible population is equally susceptible and all infected are equally infectious. It is also assumed that the disease is transmitted by contact between an infected and a susceptible population. (iv) The Influenza virus is spread among the population only and the disease is not genetically inherited. The infected population does not recover or become immune. (v) The infection rate, βI S+I+c , is a function of the number of infective present at a given point of time. β is the maximum that this function can reach. This signifies the fact that the number of contacts an individual carrying the virus can have with other individuals reaches some finite maximum value due to the spatial or social distribution of the population and/or limitation of time [Diekmann & Kretzschmar, 1991] . Based on the above assumptions, the deterministic SI epidemic model has the form
where r is the intrinsic growth rate and K the carrying capacity, β denotes the contact rate between infectives and susceptibles, c represents half saturation constant (see the derivation of a Holling type II functional response in prey-predator models). Biologically this constant lowers the infection rate due to spatial or social distribution and limitation of time and a denotes the disease-induced mortality. For the model (1), the basic reproduction is defined as R 0 = β/a. The basic reproduction number R 0 (also called basic reproductive ratio) is the number of new infections produced in the lifetime of an infected host when introduced to a wholly susceptible population of specified density. This is useful because it helps to determine whether or not an infectious disease will become endemic in the susceptible population. The disease will successfully invade when R 0 > 1 but will die out if R 0 < 1. R 0 = 1 is usually a threshold whether the disease becomes endemic or goes to extinction. Large values of R 0 may indicate the possibility of major epidemics [Ma et al., 2009; Wang et al., 2012] . Assume that the susceptible (S) and infectious (I) population move randomly, described as Brownian random motion, which is referred to as the irregular and unceasing movement of individuals. It has been shown recently that the motion of humans can be very well approximated with random walks if considered on a relevant spatiotemporal scale. Human travel, for example, is responsible for the geographical spread of human infectious disease. In the light of increasing international trade, intensive human mobility and the imminent threat of an influenza A epidemic, the knowledge of dynamical and statistical properties of human travel are of fundamental importance [Brockmann et al., 2006] . A simple spatial model corresponding to Eq. (1) will by CITY UNIVERSITY OF HONG KONG on 05/29/14. For personal use only.
Deciphering Dynamics of Epidemic Spread be described as follows:
where the non-negative constants D S and D I are the diffusion coefficients of S and I, respectively.
∂y 2 , the usual Laplacian operator in two-dimensional space and ∇ 2 = ∂ 2 ∂x 2 in onedimensional case. The model is to be analyzed under the following nonzero initial condition:
and zero-flux boundary conditions:
L denotes the size of the system in the direction of x and y; n is the outward unit normal vector on the boundary ∂Ω. Proof. We define a function
The time derivative of (3) along the solutions of (1) is
For each η > 0, the following inequalities hold:
Take η < min(a, r), then the right-hand side of the above inequality is bounded. That is,
Applying the comparison lemma for t ≥T ≥ 0. Then
Then forT = 0 we have
For large value of t, we have
, and then all species are uniformly bounded for any initial value in R 3 + . Note that, for a biologically realistic model, system (1) has to be dissipative (i.e. all population are uniformly limited in time by their environments). Therefore, according to the above theorem we assume that there exists (
where Ω(S 0 , I 0 ) is the omega limit set of the orbit initiating at (S 0 , I 0 ). Thus, the model system (1) is dissipative.
Persistent Spatial Model System
In this section, we will show that any non-negative solution (S(x, y, t), I(x, y, t)) of (2) lies in a certain bounded region as t → ∞, for all p ∈ Ω.
Theorem 2. Assume that βK > a(c + K), then all solutions of the system are non-negative and defined for all t > 0. Furthermore, the non-negative solution (S(x, y, t), I(x, y, t) 
Proof. From the non-negativity of the solutions of (2), it is clear that the initial value is nonnegative. We only consider the latter of the theorem.
From the first equation of system (2), we have
then from the comparison principle of parabolic equations [Ye & Li, 1990] , for an arbitrary > 0, there exists t 1 (> 0) such that for any t > t 1
where
Now, from the second equation of system (2) and (6), we have
for t > t 1 . Hence there exists t 2 > t 1 such that for any t > t 2 ,
This completes the proof of theorem.
Definition [Yang, 2013] . The model system (2) is said to be persistent if for any non-negative initial data (S 0 (x, y), I 0 (x, y)) with (S 0 (x, y) = 0, I 0 (x, y)) = 0 there exists positive constants
Now, we establish the conditions under which the model system (2) is persistent. Biologically, this implies that both susceptible and infected will always coexist at any time and at any location of the inhabited domain, no matter what their diffusion coefficients are. 
then the model system (2) is persistent.
Proof. From the first equation (2a) of the model system and (8), we have
for t > t 2 . Since Eq. (9) holds, then for small enough > 0 chosen as in Theorem 2 c + aβcK
Hence there exist t 3 > t 2 such that for any t > t 3 ,
Finally, we apply the lower bound of S to the second equation (2b), and we have
for t > t 3 . Then there exists t 4 > t 3 such that for any t > t 4 ,
From Eqs. (12) and (14), we can easily obtain that lim inf
Thus, the model system (2) is persistent.
Remark. The above theorem is a sufficient condition for the persistence of the model system (2). It is also true for the following conditions
Stability Analysis of the Model System
We perform the local stability analysis of both the systems without and with diffusion. This elucidates how the dynamics of epidemic spread emerges from an interaction between local random movements of individuals of subpopulations and the dynamics of local kinetics.
Stability analysis of the nonspatial model system
First, we will establish the local stability for the nondiffusive system (1). The model system (1) has the following equilibrium points:
exists on the boundary of the first octant. (iii) The nontrivial equilibrium E * (S * , I * ) exists if and only if there is a positive solution to the following set of equations:
Straight forward computation shows that
Thus, there is no endemic equilibrium point.
The existence criterion of the steady state population (i.e. non-negativity) demands that
Now, in order to investigate the local behavior of the model system (1) around each of the equilibrium points, the variational matrix V of the point (S, I) is computed as
Thus, we have (i) For E 0 , the eigenvalues are r and −a. There is an unstable manifold along S-direction and a stable manifold along I-direction. Therefore, the equilibrium point E 0 is a saddle point. (ii) For E 1 , the eigenvalues are −r and (βK − a)/(K + c). Therefore the equilibrium point E 1 is locally asymptotically stable provided βK < a. Also E 1 is a saddle point if βK > a. (iii) The Jacobian of model around the endemic E * (S * , I * ) is given by
By Routh-Hurwitz criterion, we can obtain the following:
hold, the endemic equilibrium E * (S * , I * ) is always locally asymptotically stable.
In Fig. 1 , we show the phase portrait of model system (1) with r = 2.19, β = 5.1, K = 400, a = 0.86, c = 10. We have plotted the susceptible population S, on the horizontal axis and the infected population I on the vertical axis. The blue curve is susceptible nullcline and red curve is infected nullcline. In this figure (i) the equilibrium E 0 = (0, 0) is a saddle point, (ii) the equilibrium E 1 = (400, 0) is also saddle point, (iii) the equilibrium E * = (3.9721, 9.8945) is locally asymptotically stable. Now, we will establish the nonlinear stability analysis of the nonspatial model system (1). In the 
where k 1 is positive constant to be chosen suitably later on. Now differentiating V with respect to time t along the solutions of the model system yields
Little algebraic manipulations yield,
The above equation can be written as sum of the quadratics
Sufficient conditions for dV dt to be negative definite are that the following inequalities hold: 
Stability analysis of the spatial model system
In this section, we study the effect of diffusion on the model system about the endemic equilibrium point. Instability will occur due to diffusion when a parameter varies slowly in such a way that a stability condition is suddenly violated and it can bring about a situation wherein perturbation of a nonzero (finite) wavelength starts growing. Perturbations of zero wave number are stable when diffusive instability sets in [Segal & Jackson, 1972; Upadhyay et al., 2011] . In the two-dimensional case the model system can be written as
To see the effect of diffusion we have considered the linearization of (18) at the positive equilibrium E * and following the standard linear analysis of reaction-diffusion system, we consider that (s, i) are small perturbation of (S, I) about the equilibrium point (S * , I * ),
The linearized system is given by
where,
Write the solution of Eq. (19) in the form
(21) (19) . The homogeneous equations in u and v have solutions if the determinant of the coefficient matrix is zero, i.e.
where 
Therefore, the solution of Eq. (23) is
By Routh-Hurwitz criterion, the roots of Eq. (23) For example, for the parameter values r = 2.19, β = 6, K = 400, a = 0.86, c = 10, D S = 0.065, D I = 2.5, the system is stable and the system becomes unstable when we reduce the contact rate to β = 5.1 and the other parameter values are the same. Now, we establish the global stability of a spatial model system (2). Next, we select the Lyapunov function for model system (2) as
where V (S, I) is given in Eq. (17a). Then 
We now consider I 2 and determine the sign of each term. We utilize the formula known as Green's first identity in the plane
Hence,
Similarly
From the above analysis we note that if I 1 ≤ 0, then
dt < 0. This implies that if in the absence of diffusion E * is globally asymptotically stable, then in the presence of diffusion E * will remain globally asymptotically stable.
We note that if (2) is globally asymptotically stable.
The Existence of Hopf Bifurcation
As we know, Hopf bifurcation is an instability induced by the transformation of the stability of a focus. In fact, the space-independent Hopf bifurcation breaks temporal symmetry of a system and gives rise to oscillations that are periodic in time and uniform in space. Following the approach discussed by Zhang et al. [2011] we have shown the existence of Hopf bifurcation for our model system (2). Mathematically speaking, the Hopf bifurcation occurs when Im(λ(k)) = 0, Re(λ(k)) = 0 at k = 0.
Let S = S − S * , I = I − I * and drop the bar for the simplicity of notations. Then the model system (2) can be transformed into the following system
Thus, the positive constant steady-state solution E * of model system (2) is transformed into the zero equilibrium of model system (24). Using the Taylor expansion of
at (S, I) = (0, 0), model system (24) can be expressed as the following system
In the following, we use h as the control parameter (in fact, β is the control parameter representing disease transmission rate). In determining the stability of positive constant steady-state solution and the existence of Hopf bifurcation, the variance of h plays an important role. Now, we introduce new variables U 1 (t), U 2 (t) and U (t) by
Let 
Deciphering Dynamics of Epidemic Spread
which is positive if
Now linearizing system (26) at the origin (0, 0), one can obtain thatU
The characteristic equation of system (27) is 
has eigenvalues 0 = λ 0 < λ 1 < · · · < λ k < · · · , and corresponding eigenfunctions are
construct a basis of the phase space of Eq. (26) and
Thus, the characteristic Eq. (28) is equivalent to
Thus, the characteristic Eq. (30) can be denoted as
According to Eq. (31) and det K M > 0, it is easy to know that under the condition that I * > 2S * , 0 < c ≤ 
Separating the real and imaginary parts of the above equation, one can get
Then, the only value of h at which the homogeneous Hopf bifurcation occurs is h = h 0 . Near h 0 , substituting λ = p 1 + iq 1 into Eq. (31) and separating the real and imaginary parts, one can obtain that
Differentiating two sides of Eq. (34) with respect to h, we obtain sgn dp
Therefore, the transversality condition holds. According to the Hopf bifurcation theorem for differential equations [Chow & Hale, 1982] , we have the following result. 
Turing instability
Turing instability means that a steady state is asymptotically stable for the nonspatial model system (1) but is unstable with respect to solutions of spatial model system (2). Turing instability (or Turing bifurcation) is a phenomenon that causes certain reaction-diffusion system to lead to spontaneous stationary configuration. That is why Turing instability is often called diffusion-driven instability. The Turing instability is not dependent on the geometry of the system but only on the reaction rates and diffusion term [Baek et al., 2013] . Turing instability occurs when Im(λ(k)) = 0, Re(λ(k)) = 0 at k = k T = 0. In fact, the Turing instability sets in when at least one of the solutions of Eq. (23) crosses the imaginary axis. In other words, the spatially homogeneous steady state will become unstable due to heterogeneous perturbation when at least one solution of Eq. (23) is positive. For this reason, at least one out of the following two inequalities is violated
Since perturbation of zero wave number is stable when diffusive instability by definition (due to the stability for nonspatial steady state), tr(A) = b 11 + b 22 < 0 and det(A) = b 11 b 22 − b 12 b 21 > 0 is satisfied. It is seen from these facts that the first condition (35a) always holds. Hence, we are left with only one instability condition, i.e. H(k 2 ) = det(A k ) < 0 for some k.
For H(k 2 ) negative for some nonvanishing k, the minimum of H(k 2 ) denoted by H min must be negative. The function H(k 2 ) is quadratic in k 2 and it represents a parabola opening upwards. The function H(k 2 ) has minimum H min for some value k 2 T of k 2 at the vertex of the parabola where
Thus H(k 2 T ) will be negative when (36) is satisfied. This implies that the diffusive instability to small perturbation of the form (19) will take place. Let us now determine the threshold value of the parameter β which corresponds to the onset of diffusive instability. It is very difficult to find the parametric restriction for the occurrence of Turing instability for parameter β against other parameters. Therefore, we discuss the issue for a certain set of parameter values r = 2.19, K = 400, a = 0.86, c = 10 and consider β as bifurcation parameter. The onset of diffusive instability occurs at a bifurcation value β = β i (say). The expression for β i is obtained for which H(k 2 T ) = 0, i.e.
From Eq. (37), we obtain two bifurcation values as
At these values β 1 = 2.506299, β 2 = 5.535282, Re(λ) cuts the x-axis which gives the critical value for Turing instability. If β < β 1 = 2.506299 and β > β 2 = 5.535282, then we find Re(λ) to be negative. These results have sensitivity of order 10 −6 . Thus, we see that under the influence of diffusion the original (nondiffusive) stable system becomes unstable for β 1 < β < β 2 . From the above analysis, we conclude that diffusion destabilizes the system under consideration. We show the above analysis by plotting the above Fig. 2 giving the relation between Re(λ) and β. From Fig. 2(a) , the model (1) with parameters r = 2.19, K = 400, a = 0.86, c = 10, one can see that the real part of λ is always negative so the solutions of Eq. (1) are stable. While in Fig. 2(b) , for model (2) with r = 2.19, K = 400, a = 0.86, c = 10, D S = 0.065, D I = 2.5, it is easy to see that the real part of λ is positive when 2.506299 = β 1 < β < β 2 = 5.535282. That is to say, with the fixed parameter values, if β 1 < β < β 2 , the solutions of model system (2) are unstable. In this region, despite that the solutions are unstable, the diffusion can further destabilize the symmetric solutions so that the system with added diffusion can have symmetry-breaking capabilities, i.e. form the Turing patterns. Now we, plot Fig. 3 , the dispersion relation corresponding to several values of bifurcation parameter β. In Fig. 3 , when β = 3.1 (line (a)) that lies between 2.506299 < β < 5.535282, the Turing instability occurs, lines (b) and (c) correspond to the critical Turing values β 1 = 2.506299 and β 2 = 5.535282 respectively. When β = 6.2 (line (d) in Fig. 3) , the Turing instability decays and hence only stable steady-state solution is obtained in the model system (2).
Simulations Results
The dynamics of the model system (2) is studied with the help of numerical simulation, both in one and two dimensions. To investigate the spatiotemporal dynamics of the model system, we perform extensive numerical simulations of spatially extended model (2) in two-dimensional spaces. All our numerical simulations employ the nonzero initial condition and zero-flux boundary conditions with the system size of L × L, with L = 100 discretized through x → (x 0 , x 1 , x 2 , . . . , x N ) and y → (y 0 , y 1 , y 2 , . . . , y N ), with N = 300. In practice, the continuous problem defined by two-dimensional reaction-diffusion system is solved in a discrete domain with L×L lattice sites. The spacing between the lattice points is defined by the lattice constant ∆h. For ∆h → 0, the differences approach the derivatives. The time evolution can be solved by using Euler's methods. In the present study, we set ∆h = 
with the Laplacian defined by
) and G(S, I) are defined in Eq. (1).
In this case, we see that the small random perturbation of the stationary solution S * and I * leads to the formation of a strongly irregular transient pattern in the domain when the parameter values are in the domain of Turing space. In this subsection, the plots (space versus population densities) are obtained to study the spatial dynamics of the model systems. In one-dimensional case, we assume domain size 7000. From a realistic biological point of view, we consider a nonmonotonic form of initial condition which determines the initial spatial distribution of the species in the real community as
where (S * , I * ) is the nontrivial state for coexistence of susceptible and infective and = 10 −8 , x 1 = 1200, x 2 = 2800 is the parameter affecting the system dynamics. The dynamics of the susceptible and infective is observed at the parameter values r = 2.25, K = 400, β = 5.1, a = 0.86, c = 10, D I = 5, and at time level t = 200, 600 and 1000 for different diffusivity constant, i.e. D S = 0.025, 0.045 and 1 as shown in Fig. 4 . Figure 4 shows the onset of chaotic phase for D S = 0.025. But when we increase the value of diffusivity constant for the susceptible population, the dynamics becomes cyclic. As we increase the time level from t = 200 to t = 1000, it is observed that the jagged pattern representing chaotic behavior of the system grows steadily with time. The size of the domain occupied by the irregular chaotic patterns slowly grows with time in both directions displacing the regular pattern (characterized by a stable limit cycle in the phase plane of the system) with chaotic dynamics. This phenomenon has been termed as Wave of Chaos (WoC) [Petrovskii & Malchow, 2001; Rai, 2013; Upadhyay & Iyengar, 2013] . Wave of Chaos propagates in both forward as well as backward directions. We predict that the spread of influenza pandemic will be bidirectional. Presence of WoC in influenza dynamics signifies that at any given time of the pandemic, it would be intense in certain locations while in others normal incidence is detected. To the best of our knowledge this is the first example of this phenomenon observed in the disease dynamics.
The dynamics of the system (2a) and (2b) leads to the formation of regular spatiotemporal pattern or, through the propagation of the "wave of chaos", to the formation of a chaotic pattern. This scenario is essentially spatiotemporal: the chaos prevails as a result of displacement of regular regime by chaotic regime. Our numerical results show that system dynamics at each moment of time have separate regions of chaotic and regular patterns. We observe that chaos arises as a result of propagation of the wave of chaos, i.e. the moving interface between the two regions. The result obtained in this paper shows that a nonstationary irregular pattern appears as the result of the interaction between the populations (susceptible and infected). The formation of patterns due to this scenario corresponds to chaotic dynamics and it leads to the conclusion that spatiotemporal chaos is not a strange or exotic phenomenon but an intrinsic property of disease dynamics. Since chaos means sensitivity to the initial condition, it means that a long term forecast of the spread of the disease will never be possible.
The dynamics of the model system in onedimensional case is also observed at the same time level t = 200, 600 and 1000 and for the same the value of β, the irregular chaotic patterns are replaced by regular cyclic patterns.
The evolutionary process of Turing pattern formation
In Turing pattern formation, there are three categories of patterns: holes, stripes and spots patterns. Next, we show the evolutionary process of Turing pattern formation. System parameters were fixed at r = 2.19, K = 400, a = 0.86, c = 10, and D I = 2.5. Different spatial patterns emerge for different values of the contact rate of infective with susceptibles.
In Fig. 7 , β = 4.7 ⇒ R 0 = 5.4651, starting with a homogeneous state E * = (4.8802, 12.0849), random perturbation leads to the formation of stripes and spots. In this case, one can see that disease spreads in the entire domain in about 50 days while it is observed that the disease is eliminated in about 100 days except at the corner of the domain.
In Fig. 8 , β = 4.9 ⇒ R 0 = 5.6977, starting with a homogeneous state E * = (4.5124, 10.9820), random perturbation leads to formation of stripes and spots which give way to holes in the long run. It can be noted that Influenza spreads to the whole domain in 50 days and then it is localized towards the bottom right corner boundary of the domain. This means that influenza epidemics generally peak at around second months and burn out after third months: the decision to intervene in an influenza epidemic therefore has to be taken early. In Fig. 9 , β = 5.1 ⇒ R 0 = 5.9302, starting with a homogeneous state E * = (3.9721, 9.8945), random perturbation leads to spatiotemporal patterns which have evolved in such a way that evolution favors movement of infectives towards the lower right corner and upper left corner.
Disease spread with varying D S and fixed D I
In this case, we consider spatiotemporal dynamics of model (2) Fig. 10 . Clusters of higher densities of infectives which are distributed over the whole domain are discernible in Fig. 10(b) . When D S reaction-diffusion system can help us understand the distribution of disease in both time and space. We investigated the dynamics of disease spread by varying the contact rate, β, and diffusion coefficients D S and D I . It was found that the disease dispersal gets more pronounced with increase in the value of parameter R 0 . We also presented Turing patterns which the system selects for different values of contact rates. Local random movements of subpopulations are modeled by Fickian diffusion [Okubo & Levin, 2001; Cantrell & Cosner, 2003 ]. Fick's law of diffusion assumes that under steady state conditions, the diffusive flux is proportional to the concentration gradient and it increases in a direction opposite to that of the gradient. In our case, the concentration gradient is the gradient of the subpopulation. The special feature of the present model is that the infection rate βI/(c + S + I), is assumed to be a function of the ratio of number of infectives to the number of susceptibles present in the population at any instant of time. This is a valid assumption as the previous wave of occurrence develops immunity in the population against the influenza virus [Mathews et al., 2007] . It should be noted that immunity is not permanent for influenza. After recovering from one antigenic variant of the virus, a person is at least partially susceptible to new variants within a few years. Our objective is to examine how the transmission influences pattern formation in the epidemic system. We observe that community epidemics can last three to four months, but the peak is usually at second month and it burns out after third month. A spatiotemporal dynamics which consists of wave of chaos is characterized by chaotic and nonchaotic waves, which have been predicted by the present model and observed in 2009 H1N1 pandemic in the United States [Mummert et al., 2013] . Waves of H1N1 influenza pandemic were also detected in laboratory tests carried out simultaneously in several cities of the South African country, Madagascar, in 2009 [Rajatonirina et al., 2012 . These waves were the result of an interaction between interpersonal contacts and human movements. The shift in the time of occurrence between dominant H1N1 waves in different cities confirms the spatiotemporal nature of these waves. Influenza incidence exhibits strong seasonal fluctuations. The proposed model does not include time varying contact rate, which is influenced by factors such as opening and closing of school terms and weather conditions. Many experts [Bauch & Earn, 2003; Chao et al., 2010; Chowell et al., 2011; Cauchemez et al., 2009; Mummert et al., 2013] believe that contacts between school-going children play a significant role in influenza transmission. To capture the seasonality of school contacts, the transmission rate β(t) can be set to be the periodic function (with period one year) as β(t) = β 0 + β 1 cos(2πt/365). In any case, multiple waves in influenza dynamics [Mummert et al., 2013, Figure 1 ] cannot be explained solely on the basis of school terms. One has to consider several other factors, e.g. H1N1 virus is a RNA virus which mutates rapidly through random mutation. Subsequent selection put it into a form which is better adapted for human to human transmission. The first wave is nonchaotic and the other wave is chaotic as the influenza cases are distributed in non-Maxewellian way from 33rd week onwards. There are many other factors such as temperature, waning immunity and vaccination which affect the spatial spread of influenza that have not been considered in the present work. The question which we ask in our forthcoming work is: Can nonlinear dynamics help us to understand sudden emergence of influenza virus. We will design and analyze a minimal model to answer this question.
