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Abstract. In this paper, some new results on the the regularity of Kol-
mogorov equations associated to the infinite dimensional OU-process are ob-
tained. As an application, the average L2-error on [0, T ] of exponential integra-
tor scheme for a range of semi-linear stochastic partial differential equations is
derived, where the drift term is assumed to be Ho¨lder continuous with respect
to the Sobolev norm ‖ · ‖β for some appropriate β > 0. In addition, under a
stronger condition on the drift, the strong convergence estimate is obtained,
which covers the result of the SDEs with Ho¨lder continuous drift.
1. Introduction. Recently, the regularity of the Kolmogorov equation with sin-
gular coefficients is applied to study the pathwise uniqueness of stochastic (par-
tial) differential equations (S(P)DEs) with singular drifts, which are, for instance,
Ho¨lder continuous, Dini continuous or integrable etc. The main idea is to construct
Zvonkin’s transform ([33]) which is a homeomorphism map depending on the solu-
tion of the Kolmogorov equation to transform the original S(P)DEs to a new one,
where the singular drift is killed with the aid of the Kolmogorov equation and the
pathwise uniqueness can be obtained. There are many results on this topic, see
[4, 7, 8, 9, 10, 13, 20, 28, 29, 30, 31, 32], and references therein. Encouraged by
this idea, some researchers have adopted Zvonkin’s transform to study the strong
convergence rate of the Euler Maruyama (EM) method for SDEs with singular
drift, for instance, [14, 24, 25, 26] and the SDEs with Jumps [17]. However, so
far, there are no results on the numerical method for the semi-linear SPDEs with
singular drift. The main difficulty lies in the following. After Zvonkin’s transform,
compared to the exact solution, the SPDE for the numerical solution contains two
additional items produced by the temporal discretization, one of which depends on
the trace of the second-ordered gradient operator of the solution to the associated
Kolmogorov equation, see (46) and (40) below for more details. In Rd, the trace of
a linear operator can be controlled by the operator norm, while this is generally not
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true in infinite dimension case, for instance, the identical operator. Thus, in the
SPDEs, the previous results in [28] on the regularity of the Kolmogorov equation,
i.e. the estimate for the operator norm of the second-ordered gradient operator
of the solution is not available. In other words, to obtain the convergence rate
of the numerical method for the semi-linear SPDEs with singular drift, some new
regularity, i.e. the trace of the second-ordered gradient operator of the solution
to the associated Kolmogorov equation is required. The trace strictly depends on
the spectrum of A and the regularity of the drift term b, which will be showed in
Theorem 2.7 below by the gradient estimate of the semigroup. This is a new result
in related fields.
Through out this paper, let (H, 〈·, ·〉H, ‖ · ‖H) be a real separable Hilbert space.
Denote by L (H) (resp. L2(H)) the space of all bounded linear operators (resp.
Hilbert-Schmidt operators) on H. Let ‖ · ‖ (resp. ‖ · ‖L2) stand for the opera-
tor norm (resp. the Hilbert-Schmidt norm). Let (Wt)t≥0 be an H-valued cylin-
drical Wiener process defined on a complete probability space (Ω,F , (Ft)t≥0,P),
i.e., Wt =
∑∞
k=1 β
(k)
t ek, where (β
(k))k≥1 is a sequence of independent real-valued
Brownian motions on the probability space (Ω,F , (Ft)t≥0,P) and (ek)k≥1 is an
orthonormal basis of H. Fix T > 0 and set ‖f‖T,∞ := supt∈[0,T ],x∈H ‖f(t, x)‖ for an
operator-valued map f on [0, T ]×H. Let Bb(H;H) be the collection of all bounded
measurable functions from H to H.
Let (−A,D(−A)) be a positive definite self-adjoint operator on H satisfying
(−A)ei = λiei, i ≥ 1, where (0 <)λ1 ≤ λ2 ≤ · · · are all eigenvalues with counting
multiplicities. For any r ∈ R, Let Hr = {x ∈ H, |(−A)rx| < ∞} equipped the
Sobolev norm ‖x‖r := |(−A)rx|, x ∈ Hr. Then (Hr, ‖ · ‖r) is a Banach space and
H0 = H.
Convention: The letter c or C with or without subscripts will denote an unim-
portant constant, whose values may change in different places. Moreover, we use
the shorthand notation a . b to mean a ≤ c b. If the constant c depends on a
parameter p, we shall also write cp and a .p b.
The remainder of this paper is organized as follows: In Section 2, we investigate
the new regularity of the Kolmogrov equation associated to the OU-process. In
Section 4, as an application of Section 2, we give a result on the average L2-error
on [0, T ] of exponential integrator scheme for a range of semi-linear SPDEs with
Ho¨lder continuous drift. Moreover, under a stronger condition on the drift, the
strong convergence rate is obtained.
2. New regularity of Kolmogorov equation associated to OU-process. In
this section, we consider the Kolmogorov Equation with singular coefficients:
uλt (x) =
∫ T
t
e−λ(s−t)P 0s−t(∇bsuλs + bs)(x)ds, x ∈ H, t ∈ [0, T ], (1)
where λ > 0, b : [0, T ]×H→ H, (P 0t )t≥0 is the Markov semigroup associated to the
following O-U process:
dZxt = AZ
x
t dt+ dWt, t ≥ 0, Zx0 = x. (2)
To characterize the regularity of the solution to (1), we need some assumptions:
(A1) There exists a constant α ∈ (0, 1) such that
∞∑
i=1
1
λ1−αi
<∞. (3)
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(A2) b is bounded, i.e.,
‖b‖T,∞ <∞, (4)
and there exist c > 0, ε ∈ (0, 1) and β ≥ 0 such that
‖bt(x)− bt(y)‖H ≤ c‖x− y‖ε−β , t ∈ [0, T ], x, y ∈ H. (5)
Remark 2.1. Under (A1), it is well known that (2) has an up to modifications
unique mild solution (Zxt )t≥0 (see, e.g., [6]) with the associated Markov semigroup
(P 0t )t≥0.
Remark 2.2. The condition (5) means that the continuity of bt has weaker depen-
dence on the higher dimensional components. More precisely, for any i ≥ 1,
‖bt(x)− bt(x+ 〈y − x, ei〉ei)‖H ≤ c
λβi
|〈y − x, ei〉|ε, t ∈ [0, T ], x, y ∈ H. (6)
On the other hand, (5) implies
‖bt(x)− bt(y)‖H ≤ c0‖x− y‖εH, t ∈ [0, T ], x, y ∈ H (7)
for some c0 > 0. Let b
0
t satisfy (7), then bt = b
0
t ◦ (−A)−β satisfy (5).
Before moving on, we introduce the results on the regularity of (1) in [28, Lemma
2.3].
Lemma 2.3. Assume (A1), (4). Then there exists a constant λT > 0 such that
for any λ ≥ λT , (1) has a unique solution uλ ∈ C([0, T ];C1b (H;H)) satisfying
lim
λ→∞
{‖uλ‖T,∞ + ‖∇uλ‖T,∞} = 0. (8)
If moreover (7) holds, then for any λ ≥ λT , ‖∇2uλ‖T,∞ <∞ and
lim
λ→∞
‖∇2uλ‖T,∞ = 0. (9)
Remark 2.4. We should remark that [28, Lemma 2.3] gives the above result under
(A1), (4) and
‖bt(x)− bt(y)‖H ≤ φ(‖x− y‖H), t ∈ [0, T ], x, y ∈ H, (10)
where φ ∈ D with
D =
{
φ : [0,∞)→ [0,∞) is increasing, φ2 is concave,
∫ 1
0
φ(s)
s
ds <∞
}
.
In fact, when ε ∈ (0, 1/2], take φ(x) = xε, then φ ∈ D and (7) implies (10). As for
the case ε ∈ (1/2, 1), it is easy to obtain Lemma 2.3 by repeating the proof of [28,
Lemma 2.3].
The main results in this section are the following:
Theorem 2.5. Assume (A1), (4). For any λ ≥ λT , let uλ be the unique solution
to (1). Then the following assertions hold.
(1) For any κ ∈ [0, 1/2),
lim
λ→∞
‖∇uλ(−A)κ‖T,∞ = 0. (11)
(2) For any θ ∈ [0, α),
∞∑
i=1
λθi ‖∇eiuλ‖2T,∞ <∞. (12)
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(3) If in addition, there exists γ > 0 such that
‖(−A)γb‖T,∞ <∞, (13)
then there exists λ′T ≥ λT such that, for any λ ≥ λ′T , ‖(−A)γ∇uλ‖T,∞ < ∞
and
lim
λ→∞
‖(−A)γ∇uλ‖T,∞ = 0. (14)
Proof. (1) Note that the following Bismut formula
∇ηP 0t f(x) = E
(f(Zxt )
t
∫ t
0
〈∇ηZxs ,dWs〉
)
, t > 0, x, η ∈ H, f ∈ Bb(H;H) (15)
holds; see, e.g., [28, (2.8)]. By Ho¨lder’s inequality and Itoˆ’s isometry, together with
∇ηZxt = etAη, we deduce that
‖∇(−A)κηP 0t f(x)‖2H ≤
E‖f(Zxt )‖2H
t2
∫ t
0
‖esA(−A)κη‖2Hds
. P
0
t ‖f(x)‖2H
t2
∞∑
j=1
(1− e−2λjt)〈η, ej〉2
λ1−2κj
, κ ∈ [0, 1/2),
(16)
which, combining uλ ∈ C([0, T ];C1b (H;H)) with λ2κ−1j (1 − e−2λjt) . t1−2κ and
‖b‖T,∞ <∞, yields that
‖∇(−A)κηuλt ‖H ≤
∫ T
t
e−λ(s−t)‖∇(−A)κηP 0s−t(∇bsuλs + bs)‖Hds
. ‖η‖H
∫ T
0
e−λss−(κ+
1
2 )ds
. ‖η‖Hλκ− 12 .
(17)
Thereby, (11) follows immediately.
(2) Next, in (16), taking κ = 0 and η = ei, we have
‖∇eiP 0t f(x)‖2H .
(1− e−2λit)P 0t ‖f(x)‖2H
λit2
. (18)
This, again together with uλ ∈ C([0, T ];C1b (H;H)) and ‖b‖T,∞ <∞, leads to
‖∇eiuλt ‖H ≤
∫ T
t
e−λ(s−t)‖∇eiP 0s−t(∇bsuλs + bs)‖Hds
.
∫ T
0
e−λs(1− e−2λis) 12
λ
1
2
i s
ds
. 1
λ
1−θ
2
i
∫ T
0
e−λss
θ
2−1ds
. 1
λ
1−θ
2
i
, θ ∈ (0, 1),
(19)
where we have used the elementary inequality
|e−x − e−y| ≤ cθ|x− y|θ, x, y ≥ 0, θ ∈ [0, 1] (20)
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for some constant cθ > 0. Hence, we deduce from (3) and (19) that
∞∑
i=1
λα−θi ‖∇eiuλ‖2T,∞ ≤ c0
∞∑
i=1
1
λ1−αi
≤ c, θ ∈ (0, α]
for some constants c0, c > 0. As a result, (12) holds.
(3) Let H = C([0, T ];C1b (H;Hγ)), which is a Banach space under the norm
‖u‖H : = ‖(−A)γu‖T,∞ + ‖(−A)γ∇u‖T,∞, u ∈H .
For any u ∈H , define
(Γu)s(x) =
∫ T
s
e−λ(t−s)P 0t−s(∇btut + bt)(x)dt, s ∈ [0, T ].
Then we have ΓH ⊂H . In fact, for any u ∈H , by (4) and (13), it holds that
‖(−A)γΓu‖T,∞ = sup
s∈[0,T ],x∈H
∥∥∥∥∥
∫ T
s
e−λ(t−s)P 0t−s ((−A)γ∇btut + (−A)γbt) (x)dt
∥∥∥∥∥
H
≤ sup
s∈[0,T ]
∫ T
s
e−λ(t−s)(‖b‖T,∞‖(−A)γ∇u‖T,∞ + ‖(−A)γb‖T,∞)dt
≤ (‖b‖T,∞‖(−A)γ∇u‖T,∞ + ‖(−A)γb‖T,∞)
∫ T
0
e−λtdt
≤ ‖b‖T,∞‖(−A)
γ∇u‖T,∞ + ‖(−A)γb‖T,∞
λ
<∞.
Again by (4), (13) and (16) with κ = 0, we have
‖(−A)γ∇Γu‖T,∞
= sup
s∈[0,T ],x∈H,|η|≤1
∥∥∥∥∥
∫ T
s
e−λ(t−s)∇ηP 0t−s((−A)γ∇btut + (−A)γbt)(x)dt
∥∥∥∥∥
H
≤C sup
s∈[0,T ]
∫ T
s
e−λ(t−s)√
t− s (‖b‖T,∞‖(−A)
γ∇u‖T,∞ + ‖(−A)γb‖T,∞)dt
≤C(‖b‖T,∞‖(−A)γ∇u‖T,∞ + ‖(−A)γb‖T,∞)
∫ T
0
e−λt√
t
dt
≤C ‖b‖T,∞‖(−A)
γ∇u‖T,∞ + ‖(−A)γb‖T,∞√
λ
<∞.
So, ΓH ⊂ H . Next, by the fixed-point theorem, it suffices to show that for large
enough λ > 0, Γ is contractive on H . To do this, for any u, u˜ ∈ H , similarly to
the estimates of ‖(−A)γΓu‖T,∞ and ‖(−A)γ∇Γu‖T,∞, we obtain that
‖(−A)γΓu− (−A)γΓu˜‖T,∞ ≤ ‖b‖T,∞
λ
‖(−A)γ∇u− (−A)γ∇u˜‖T,∞,
‖(−A)γ∇Γu− (−A)γ∇Γu˜‖T,∞ ≤ C ‖b‖T,∞√
λ
‖(−A)γ∇u− (−A)γ∇u˜‖T,∞.
(21)
So we can find λ′T ≥ λT such that Γ is contractive onH with λ ≥ λ′T , by fixed-point
theorem, (1) has a unique solution uλ ∈ C([0, T ];C1b (H;Hγ)). Finally, substituting
Γuλ = uλ into (21) and letting u = uλ, u˜ = 0, we obtain (14).
346 JIANHAI BAO, XING HUANG AND CHENGGUI YUAN
Remark 2.6. In the multiplicative noise case, i.e.
dZxt = AZ
x
t dt+ σt(Z
x
t )dWt
there is also Bismut derivative formula if the diffusion coefficient is non-degenerate,
see [28, (2.8)]. Differently, in this case, ∇ηZxt is no longer equal to etAη. Instead,
∇ηZxt satisfies an SPDE:
d∇ηZxt = A∇ηZxt dt+∇∇ηZxt σt(Zxt )dWt.
Thus it is very hard to obtain (17). We will leave the multiplicative noise case in
the future research.
The next theorem gives an estimate for the trace of ∇2uλ we explained in the
introduction, which plays a crucial role in analyzing error of numerical schemes.
Theorem 2.7. Let (A1) and (A2) hold and assume further ν := ε+2β∧αε
2
2 +α−1 >
0. Then, for any λ ≥ λT ,
∞∑
i=1
λνi ‖∇ei∇eiuλ‖T,∞ <∞. (22)
Proof. From (15) and ∇ηZxt = etAη, we have
1
2
(∇ei∇ηP 0t f)(x) =
e−
λit
2
t
E
(
(∇eiP 0t/2f)(Zxt/2)
∫ t/2
0
〈esAη,dWs〉
)
. (23)
By Ho¨lder’s inequality and Itoˆ’s isometry, it then follows from (18), (20) with θ = 1,
contractive property of etA and semigroup property of P 0t that
‖(∇ei∇ηP 0t f)(x)‖2H .
e−λit‖η‖2H
t
E‖(∇eiP 0t/2f)(Zxt/2)‖2H
. e
−λit‖η‖2H
t2
P 0t ‖f(x)‖2H.
(24)
Furthermore, Itoˆ’s isometry, (3) as well as (20) with θ = α yield that
E‖Zxt − etAx‖2H =
∫ t
0
‖e(t−s)A‖2HSds =
∞∑
i=1
1− e−2λit
2λi
. tα. (25)
For a mapping f : H → H such that ‖f(x) − f(y)‖H . ‖x − y‖εH, let f˜t(y) =
f(y)−f(etAx). Taking (24) and (25) into account and employing Jensen’s inequality,
we derive that
‖(∇ei∇ηP 0t f)(x)‖2H = ‖(∇ei∇ηP 0t f˜)(x)‖2H
. e
−λit‖η‖2HE‖Zxt − etAx‖2εH
t2
. e
−λit‖η‖2H
t2−αε
.
(26)
For notational simplicity, set
fˆλt (x) := (∇btuλt + bt)(x). (27)
It is easy to see from (7) and (11) that
‖fˆλt (x)− fˆλt (y)‖H . ‖x− y‖εH, x, y ∈ H.
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Thus, combining (1) with (26) yields that
‖∇ei∇ηuλs‖H ≤
∫ T
s
e−λ(t−s)‖∇ei∇ηP 0t−sfˆλt ‖Hdt
. ‖η‖H
∫ T
0
e−λit/2
t1−αε/2
dt
. ‖η‖H
λ
αε/2
i
.
(28)
For a mapping f : H→ H satisfying
‖f(x)− f(y)‖H ≤ ‖x− y‖ε0−β0 , x, y ∈ H (29)
for some β0 > 0 and ε0 ∈ (0, 1). Fixing x ∈ H, let
f˜ it (y) := f(y)− f(y + 〈etAx− y, ei〉ei), y ∈ H.
Now, (29), Jensen’s inequality and Itoˆ’s isometry imply that
P 0t ‖f˜ it‖2H(x) ≤ λ−2β0i E|Λit|2ε0 .
(1− e−2λit)ε0
λε0+2β0i
, (30)
where
Λit :=
∫ t
0
〈e(t−s)AdWs, ei〉 =
∫ t
0
e−λi(t−s)dβ(i)s .
In terms of (24) with η = ei and (30), together with the notion of f˜
i
t , it follows
from (20) that
‖(∇ei∇eiP 0t f)(x)‖2H = ‖(∇ei∇eiP 0t f˜ it )(x)‖2H
. e
−λitP 0t ‖f˜ it‖2H(x)
t2
. e
−λit
t2−ε0θλε0(1−θ)+2β0i
, θ ∈ (0, 1].
(31)
Next, thanks to (6), ‖b‖T,∞ <∞ and (28), we obtain
‖fˆλt (x)− fˆλt (x+ 〈y − x, ei〉ei)‖H . λ−(β∧
αε2
2 )
i |xi − yi|ε, (32)
where fˆλt : H → H is defined in (27), Hence, in light of (31) with ε0 = ε and
β0 = β ∧ αε22 and (32), one infers that
‖∇ei∇eiuλs‖H .
1
λ
ε(1−θ)+2β∧αε2
2
i
∫ T
0
e−
λit
2
t1−
εθ
2
dt
. 1
λ
ε+2β∧αε2
2
i
.
This, along with (3), implies (22).
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3. Approximation of semi-linear SPDEs with Ho¨lder continuous drifts.
The numerical approximation of SPDEs has been a very active field of research.
Due to the infinite dimensional nature of state space, in order to be able to sim-
ulate a numerical approximation on a computer, both temporal discretization and
spatial discretization are implemented. The temporal discretization is achieved gen-
erally by Euler type approximations, Milstein type approximations, and splitting-up
method (see, e.g., [2, 5, 12, 16, 21, 27]), and the spatial discretization is in general
done by finite element, finite difference and spectral Galerkin methods (see, e.g.,
[19]). In contrast to substantial literature on approximations of semi-linear SPDEs
with regular coefficients, the counterpart with irregular terms (e.g., Ho¨lder contin-
uous drifts) is scarce. Whereas, our goal in this section is to make an attempt to
discuss strong convergence of an exponential integrator (EI) scheme, coupled with a
Galerkin scheme for the spatial discretization (see (35) and (36) below), for a class
of semi-linear SPDEs with Ho¨lder continuous drifts. With regard to convergence of
EI scheme for SPDEs with smooth drift coefficients, we refer to [18, 22, 23] for fur-
ther details, to name a few. Also, there is a number of literature on approximation
of SPDEs with non-globally Lipschitz continuous nonlinearities; see, for instance,
[15].
Consider the following semi-linear SPDE on H
dXt = {AXt + bt(Xt)}dt+ dWt, t ∈ [0, T ], X0 = x ∈ H, (33)
where A, b,W are introduced in Section 2.
Thus, according to [28, Theorem 1.1], under (A1) and (A2), (33) has a unique
mild solution, i.e., there exists a unique continuous adapted process (Xt)t≥0 such
that P-a.s.,
Xt = e
tAx+
∫ t
0
e(t−s)Abs(Xs)ds+
∫ t
0
e(t−s)AdWs, t > 0.
For any n ∈ N, let pin : H 7→ Hn := span{e1, · · · , en} be the orthogonal pro-
jection, An = pinA, b
(n)
t = pinbt and W
(n)
t = pinWt. With the notation above,
we consider the following finite-dimensional approximation associated with (33) on
Hn ' Rn
dX
(n)
t = {AnXnt + b(n)t (X(n)t )}dt+ dW (n)t , t > 0, X(n)0 = xn := pinx, (34)
which is the Galerkin projection of (33) onto Hn. Since Anx = Ax for any x ∈ Hn
and bn is Ho¨lder continuous in terms of (6), by virtue of [28, Theorem 1.1], (34)
has a unique strong solution.
Now we define a numerical scheme to approximate X
(n)
t in time, which is called
discrete-time EI scheme: for a stepsize δ ∈ (0, 1) and each integer k ≥ 0,
Y¯
(n),δ
(k+1)δ = e
δAn{Y¯ (n),δkδ + b(n)kδ (Y¯ (n),δkδ )δ + ∆W (n)k }, Y¯ (n),δ0 = xn, (35)
which is also named as Lord-Rougemont scheme (see, e.g., [14, (3.2)]), where
∆W
(n)
k := W
(n)
(k+1)δ −W (n)kδ , and continuous-time EI scheme
Y
(n),δ
t = e
tAnxn +
∫ t
0
e(t−sδ)Anb(n)sδ (Y
(n),δ
sδ
)ds+
∫ t
0
e(t−sδ)AndW (n)s , t ≥ 0, (36)
where tδ := bt/δcδ with bt/δc being the integer part of t/δ. It is easy to see that
Y
(n),δ
kδ = Y¯
(n),δ
kδ for any k ≥ 0.
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To obtain the convergence rate of the EI scheme, we need the continuity of bt
with respect to t, i.e.
(A3) For c > 0 and ε ∈ (0, 1) in (5),
‖bs(x)− bt(x)‖H ≤ c|s− t|ε, s, t ∈ [0, T ], x ∈ H. (37)
The main result of this section is stated as follows.
Theorem 3.1. Assume (A1)-(A3). Suppose ε+2β∧αε
2
2 + α − 1 =: ν ∈ (0, 12 ) and
x ∈ D(A). Then, there exists some C = C(ν, T ) > 0 such that the following
assertions hold.
(1) The average L2-error on [0, T ] satisfies
1
T
∫ T
0
E‖Xt − Y (n),δt ‖2Hdt ≤ C
{
δ2ν +
1
λ2νn
}
. (38)
(2) If in addition, there exists an γ ∈ ( 12 , 1] such that ‖(−A)γb‖T,∞ < ∞, then
one has the strong convergence estimate:
sup
t∈[0,T ]
E‖Xt − Y (n),δt ‖2H ≤ C
{
δ2ν +
1
λ2νn
}
. (39)
Remark 3.2. If 1 − α < ε2 , then we can take β = 0 and (5) reduces to (7).
Otherwise, to ensure ν > 0, we have to take β > 0. See the example in Section 4
for more details.
Remark 3.3. For each n, the EI scheme (3.3) is an explicit one in finite dimensional,
this means we can compute Y¯
(n),δ
kδ , k = 1, 2, . . . explicitly given Y¯
(n),δ
0 . Moreover,
Theorem 3.1 (2) covers the result of the finite dimensional case, see [14]. In fact,
when H is finite dimensional, (−A)γ is a bounded linear operator, and the second
term on the right side of (39) disappears. In this case, we can take α = 1, β = 0
and then ν = ε2 . Thus
sup
t∈[0,T ]
E‖Xt − Y (n),δt ‖2H ≤ Cδε.
Remark 3.4. To obtain the strong convergence estimate, as in the proof of Theo-
rem 3.1 (2), we need to deal with
E
∥∥∥∫ t
0
e(t−s)A(−A){uλs (Xs)− uλs (Y (n),δs )}ds
∥∥∥2
H
.
Noting that
∫ t
0
‖eA(t−s)(−A)‖ds =∞, if ‖(−A)γ∇u‖T,∞ <∞ for some γ ∈ (1/2, 1],
then this term can be treated as in (57) below. On the other hand, by Theorem 2.5
(3), ‖(−A)γb‖T,∞ implies ‖(−A)γ∇u‖T,∞ < ∞. For more details, see the proof of
the Theorem 3.1. In fact, the above trick is used to prove the pathwise uniqueness
of the neutral functional SPDE, see [11], where the condition [11, (H3)] is something
like ‖(−A)δ∇u‖T,∞ <∞ for some δ > 0.
Remark 3.5. To avoid complicated computation, in the present setup we work
only on the case that the drift is uniformly bounded. Nevertheless, employing the
standard cut-off approach (see, e.g., [1]), we of course can extend our framework to
the setting that the drift coefficient is unbounded.
The following lemma provides us with a regular representation of the continuous-
time EI scheme (36).
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Lemma 3.6. For any t ∈ [0, T ] and λ ≥ λT , it holds that
Y
(n),δ
t + u
λ
t (Y
(n),δ
t )
= etA{xn + uλ0 (xn)}+
∫ t
0
e(t−s)A(λI−A)uλs (Y (n),δs )ds
+
∫ t
0
e(t−s)A{e(s−sδ)Ab(n)sδ (Y (n),δsδ )− bs(Y (n),δs )}ds
+
∫ t
0
e(t−s)A∇uλs (Y (n),δs )
(
e(s−sδ)Ab(n)sδ (Y
(n),δ
sδ
)− bs(Y (n),δs )
)
ds
+
1
2
n∑
i=1
∫ t
0
e(t−s)A(∇2
e(s−sδ)Aei
uλs −∇2eiuλs )(Y (n),δs )ds
− 1
2
∞∑
i=n+1
∫ t
0
e(t−s)A(∇2eiuλs )(Y (n),δs )ds
+
∫ t
0
e(t−sδ)AdW (n)s +
∫ t
0
e(t−s)A(∇
e(s−sδ)AdW (n)s
uλs )(Y
(n),δ
s ),
(40)
in which I is the identity operator on H.
Proof. Since Anx = Ax for any x ∈ Hn, (36) can be reformulated as
dY
(n),δ
t = {AY (n),δt + e(t−tδ)Ab(n)tδ (Y
(n),δ
tδ
)}dt+ e(t−tδ)AdW (n)t , t > 0, Y (n),δ0 = xn.
For any λ ≥ λT , let uλt be the solution to (1), then by Theorem 2.7, for any
x ∈ ∪∞n=1Hn,(
∂tu
λ
t +∇btuλt + bt +
1
2
∞∑
i=1
∇2eiuλt +∇A·uλt
)
(x) = λuλt (x), t ∈ [0, T ], uλT = 0, (41)
where ∇2ei := ∇ei∇ei , the second order gradient operator along the direction ei.
Applying Itoˆ’s formula, for λ ≥ λT we deduce from (41) that
d{Y (n),δt + uλt (Y (n),δt )}
=
{
AY
(n),δ
t + e
(t−tδ)Ab(n)tδ (Y
(n),δ
tδ
) + (∂tu
λ
t )(Y
(n),δ
t ) + (∇A·uλt )(Y (n),δt )
+
(
∇
e(t−tδ)Ab(n)tδ (Y
(n),δ
tδ
)
uλt
)
(Y
(n),δ
t ) +
1
2
n∑
k=1
(
∇2
e(t−tδ)Aek
uλt
)
(Y
(n),δ
t )
}
dt
+ e(t−tδ)AdW (n)t +
(
∇
e(t−tδ)AdW (n)t
uλt
)
(Y
(n),δ
t )
=
{
AY
(n),δ
t + λu
λ
t (Y
(n),δ
t ) + e
(t−tδ)Ab(n)tδ (Y
(n),δ
tδ
)− bt(Y (n),δt )
+∇uλt (Y (n),δt )
(
e(t−tδ)Ab(n)tδ (Y
(n),δ
tδ
)− bt(Y (n),δt )
)
+
1
2
n∑
k=1
(
∇2
e(t−tδ)Aek
uλt
)
(Y
(n),δ
t )−
1
2
∞∑
k=1
(∇2ekuλt )(Y
(n),δ
t )
}
dt
+ e(t−tδ)AdW (n)t +
(
∇
e(t−tδ)AdW (n)t
uλt
)
(Y
(n),δ
t ).
This, in addition to integration by parts, further implies that∫ t
0
Ae(t−s)A{Y (n),δs + uλs (Y (n),δs )}ds
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= −e(t−s)A{Y (n),δs + uλs (Y (n),δs )}
∣∣∣t
0
+
∫ t
0
e(t−s)Ad{Y (n),δs + uλs (Y (n),δs )}
= −{Y (n),δt + uλt (Y (n),δt )}+ etA{xn + uλ0 (xn)}+
∫ t
0
Ae(t−r)AY (n),δr dr
+ λ
∫ t
0
e(t−r)Auλr (Y
(n),δ
r )dr +
∫ t
0
e(t−r)A{e(r−rδ)Ab(n)rδ (Y (n),δrδ )− br(Y (n),δr )}dr
+
∫ t
0
e(t−r)A∇uλr (Y (n),δr )
(
e(r−rδ)Ab(n)rδ (Y
(n),δ
rδ
)− br(Y (n),δr )
)
dr
+
1
2
n∑
k=1
∫ t
0
e(t−r)A
(
∇2
e(r−rδ)Aek
uλr
)
(Y (n),δr )dr
− 1
2
∞∑
k=1
∫ t
0
e(t−r)A(∇2ekuλr )(Y (n),δr )dr
+
∫ t
0
e(t−rδ)AdW (n)r +
∫ t
0
e(t−r)A
(
∇
e(r−rδ)AdW (n)r
uλr
)
(Y (n),δr ).
As a consequence, the desired assertion (40) is now available.
The following lemma concerns the continuity in the mean L2-norm sense for the
displacement of (Y
(n),δ
t )t∈[0,T ].
Lemma 3.7. Let (A1) and (A2) hold and assume that the inial value x ∈ D(A).
Then,
sup
t∈[0,T ]
E‖Y (n),δt − Y (n),δtδ ‖2H .T δα. (42)
Proof. To make the content self-contained, we here give a sketch although the cor-
responding argument of (42) is quite standard. By virtue of (36), it follows imme-
diately that
Y
(n),δ
t − Y (n),δtδ = (e(t−tδ)A − I)etδAxn
+
∫ tδ
0
(e(t−tδ)A − I)e(tδ−sδ)Ab(n)sδ (Y (n),δsδ )ds
+
∫ tδ
0
(e(t−tδ)A − I)e(tδ−sδ)AdW (n)s
+
∫ t
tδ
e(t−sδ)Ab(n)sδ (Y
(n),δ
sδ
)ds+
∫ t
tδ
e(t−sδ)AdW (n)s .
Recall the elementary inequalities: for any η ∈ (0, 1],
‖(−A)ηetA‖ ≤ t−η and ‖(−A)−η(etA − I)‖ ≤ tη. (43)
Next, according to Ho¨lder’s inequality and Itoˆ’s isometry and by taking contractive
property of etA and ‖b‖T,∞ <∞ into account, we derive from (43) that
E‖Y (n),δt − Y (n),δtδ ‖2H
.T ‖(e(t−tδ)A − I)etδAxn‖2H
+
∫ tδ
0
E‖(e(t−tδ)A − I)e(tδ−sδ)Ab(n)sδ (Y (n),δsδ )‖2Hds
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+
∫ tδ
0
‖(e(t−tδ)A − I)e(tδ−sδ)A‖2L2ds
+ δ
∫ t
tδ
E‖e(t−sδ)Ab(n)sδ (Y (n),δsδ )‖2Hds+
∫ t
tδ
‖e(t−sδ)A‖2L2ds
.T ‖(e(t−tδ)A − I)(−A)−1‖2‖Ax‖2H
+
∫ tδ
0
‖(e(t−tδ)A − I)(−A)−α/2‖2‖(−A)α/2e(tδ−sδ)A‖2E‖b(n)sδ (Y (n),δsδ )‖2Hds
+
∫ tδ
0
‖(e(t−tδ)A − I)(−A)−α/2‖2‖(−A)α/2e(tδ−sδ)A‖2L2ds
+ δ
∫ t
tδ
E‖b(n)sδ (Y (n),δsδ )‖2Hds+
∫ t
tδ
‖e(t−sδ)A‖2L2ds
.T δ2 + δα
∫ tδ
0
(tδ − sδ)−αds+ δα
∞∑
i=1
λαi
∫ tδ
0
e−2λi(tδ−sδ)ds
+
∞∑
i=1
∫ t−tδ
0
e−2λisds
.T δ2 + δα
∫ tδ
0
s−αds+ δα
∞∑
i=1
λαi
∫ tδ
0
e−2λisds+
∞∑
i=1
∫ t−tδ
0
e−2λisds
.T δα + δα
∞∑
i=1
1
λ1−αi
+
∞∑
i=1
1− e−2λi(t−tδ)
λi
.T δα + δα
∞∑
i=1
1
λ1−αi
.T δα,
where in the penultimate display we used (20) with θ = α and in the last step
utilized (3).
4. Proof of Theorem 3.1. With Theorem 2.5, Lemma 3.6, and Lemma 3.7 in
hand, we now in a position to complete the proof of Theorem 3.1. In view of (11),
we deduce that there exists λˆT ≥ λT such that for any λ ≥ λˆT
‖∇uλ‖2T,∞ + ‖∇uλ(−A)κ‖2T,∞ + 3
∫ T
0
‖esA‖2L2ds‖∇2uλ‖2T,∞ ≤
1
38
. (44)
In what follows, we shall fix λ ≥ λˆT so that (44) holds. Since
‖Xt − Y (n),δt ‖2H ≤ 2‖Xt + uλt (Xt)− Y (n),δt − uλt (Y (n),δt )‖2H
+ 2‖uλt (Xt)− uλt (Y (n),δt )‖2H
≤ 2‖Xt + uλt (Xt)− Y (n),δt − uλt (Y (n),δt )‖2H +
1
19
‖Xt − Y (n),δt ‖2H,
we have
Γ
(n),δ
t := E‖Xt − Y (n),δt ‖2H ≤
19
9
E‖Xt + uλt (Xt)− Y (n),δt − uλt (Y (n),δt )‖2H. (45)
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According to [28, Proposition 2.5], one has
Xt + u
λ
t (Xt) = e
tA(x+ uλ0 (x)) +
∫ t
0
{(λI−A)e(t−s)Auλs (Xs)}ds
+
∫ t
0
e(t−s)A{dWs + (∇dWsuλs )(Xs)}.
(46)
In view of (40) and (46), we find that
Γ
(n),δ
t ≤ 19
{
‖etA(x− xn)‖2H
+ ‖etA(uλ0 (x)− uλ0 (xn))‖2H
+ E
∥∥∥ ∫ t
0
e(t−s)A(λI−A){uλs (Xs)− uλs (Y (n),δs )}ds
∥∥∥2
H
+ E
∥∥∥ ∫ t
0
e(t−s)A{e(s−sδ)Ab(n)sδ (Y (n),δsδ )− bs(Y (n),δs )}ds
∥∥∥2
H
+ E
∥∥∥ ∫ t
0
e(t−s)A∇uλs (Y (n),δs )
(
e(s−sδ)Ab(n)sδ (Y
(n),δ
sδ
)− bs(Y (n),δs )
)
ds
∥∥∥2
H
+ E
∥∥∥ n∑
i=1
∫ t
0
e(t−s)A
(
∇2
e(s−sδ)Aei
uλs −∇2eiuλs
)
(Y (n),δs )ds
∥∥∥2
H
+ E
∥∥∥ ∞∑
i=n+1
∫ t
0
e(t−s)A
(
∇2eiuλs
)
(Y (n),δs )ds
∥∥∥2
H
+ E
∥∥∥ ∫ t
0
e(t−s)AdWs −
∫ t
0
e(t−sδ)AdW (n)s
∥∥∥2
H
+ E
∥∥∥ ∫ t
0
e(t−s)A
(
∇dWsuλs
)
(Xs)
−
∫ t
0
e(t−s)A
(
∇
e(s−sδ)AdW (n)s
uλs
)
(Y (n),δs )
∥∥∥2
H
}
=: 19(Λ
(1)
t + Λ
(2)
t + · · ·+ Λ(9)t ).
(47)
To achieve the desired assertion (38), in the sequel, we aim to estimate the terms
Λ
(i)
t , i ≥ 1, one-by-one. By the contraction property of etA and thanks to (44) and
x ∈ D(A),
Λ
(1)
t + Λ
(2)
t . ‖x− xn‖2H .
1
λ2n
∞∑
i=n+1
λ2i 〈x, ei〉2 .
‖Ax‖2H
λ2n
. 1
λ2n
. (48)
Taking Ho¨lder’s inequality and (43) with η = αε/2 into consideration and taking
advantage of contractive property of etA and ‖b‖T,∞ < ∞ as well as (A3), we
deduce from αε ∈ (0, 1) that
Λ
(4)
t .T
∫ t
0
E‖bsδ(Y (n),δsδ )− bs(Y (n),δsδ )‖2Hds
+
∫ t
0
E‖bs(Y (n),δsδ )− bs(Y (n),δs )‖2Hds
+
∫ t
0
E‖e(t−sδ)A{pin − I}bs(Y (n),δs )‖2Hds
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+
∫ t
0
E‖e(t−s)A{e(s−sδ)A − I}bs(Y (n),δs )‖2Hds
.T δαε +
∞∑
i=n+1
∫ t
0
e−2λi(t−sδ)E〈bs(Y (n),δs ), ei〉2ds (49)
+
∫ t
0
‖e(t−s)A(−A)αε/2‖2‖(−A)−αε/2{e(s−sδ)A − I}
× ‖2E‖bs(Y (n),δs )‖2Hds
.T δαε +
∫ t
0
e−2λn(t−sδ)E‖bs(Y (n),δs )‖2Hds
+ δαε
∫ t
0
(t− s)−αεE‖bs(Y (n),δs )‖2Hds
.T δαε +
1
λn
.
By the aid of Jensen’s inequality, in addition to (7), (11), (42), (43), (44), contractive
property of etA and ‖b‖T,∞ <∞ along with (A3) yield that
Λ
(5)
t .
∫ t
0
E‖bsδ(Y (n),δsδ )− bsδ(Y (n),δs )‖2Hds
+
∫ t
0
E‖bsδ(Y (n),δs )− bs(Y (n),δs )‖2Hds
+
∫ t
0
E‖∇uλs (Y (n),δs )(−A)αε/2‖2‖(−A)−αε/2(e(s−sδ)A − I)‖2ds
+
∫ t
0
E‖∇uλs (Y (n),δs )(−A)ν‖2‖(−A)−ν(pin − I)‖2ds
. δαε + 1
λ2νn
,
(50)
where we have also used 12 > ν =
ε+2β∧αε2
2 + α− 1 > 0. We thus obtain from (22)
that
Λ
(6)
t .
∫ t
0
E
( n∑
i=1
(1− e−λi(s−sδ))2‖(∇2eiuλs )(Y (n),δs )‖H
)2
ds
. δ2ν
∫ t
0
E
( n∑
i=1
λνi ‖(∇2eiuλs )(Y (n),δs )‖H
)2
ds
. δ2ν ,
(51)
where we have used supx>0{(1− e−x)x−ν} <∞ for ν ∈ (0, 1). Also, with the help
of (22),
Λ
(7)
t .
∫ t
0
E
( ∞∑
i=n+1
‖(∇2eiuλs )(Y (n),δs )‖H
)2
ds
. 1
λ2νn
∫ t
0
E
( ∞∑
i=n+1
λνi ‖(∇2eiuλs )(Y (n),δs )‖H
)2
ds
. 1
λ2νn
.
(52)
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Employing Itoˆ’s isometry, (3) and (20) with θ = α/2, we get that
Λ
(8)
t .
∞∑
i=n+1
∫ t
0
e−2λi(t−s)ds+
n∑
i=1
∫ t
0
e−2λi(t−s)(1− e−λi(s−sδ))2ds
.
∞∑
i=n+1
∫ t
0
e−2λisds+ δα
n∑
i=1
λαi
∫ t
0
e−2λisds
.
∞∑
i=n+1
1
λi
+ δα
n∑
i=1
1
λ1−αi
. 1
λαn
+ δα.
(53)
Let
Θt = E
∫ t
0
‖e(t−r)A[(∇uλr )(Xr)− (∇uλr )(Y (n),δr )]‖2L2dr.
Again, an application of Itoˆ’s isometry implies that for any θ ∈ [0, α),
Λ
(9)
t ≤ 3
{
Θt +
∞∑
i=1
∫ t
0
(1− e−λi(r−rδ))2E‖(∇eiuλr )(Y (n),δr )‖2Hdr
+
∞∑
i=n+1
∫ t
0
E‖(∇eiuλr )(Y (n),δr )‖2Hdr
}
≤ 3Θt + c1
{
δθ
∞∑
i=1
λθi
∫ t
0
E‖(∇eiuλr )(Y (n),δr )‖2Hdr
+ λ−θn
∞∑
i=n+1
λθi
∫ t
0
E‖(∇eiuλr )(Y (n),δr )‖2Hdr
}
≤ 3Θt + c2{δθ + λ−θn },
(54)
for some constants c1, c2 > 0, where we have used (12) in the last procedure.
Next, we will use different techniques to estimate Λ
(3)
t and Λ
(9)
t under the condi-
tions of assertion (1) and (2) respectively.
(1) By Fubini’s theorem, we deduce that
3
∫ t
0
e−2λsΘsds = 3
∫ t
0
e−2λrE‖(∇uλr )(Xr)− (∇uλr )(Y (n),δr )‖2
×
(∫ t−r
0
e−2λs‖esA‖2L2ds
)
dr
≤ 3
(∫ T
0
‖esA‖2L2ds‖∇2uλ‖2T,∞
)∫ t
0
e−2λsΓ(n),δs ds.
Thus, it follows from (54) that∫ t
0
e−2λsΛ(9)s ds ≤ C{δθ + λ−θn }
+ 3
(∫ T
0
‖esA‖2L2ds‖∇2uλ‖2T,∞
)∫ t
0
e−2λsΓ(n),δs ds.
(55)
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Using Ho¨lder’s inequality and Fubini’s theorem, we deduce from (44) that∫ t
0
e−2λsΛ(3)s ds
=
∞∑
i=1
E
∫ t
0
e−2λs
(∫ s
0
〈e(s−r)A(λI−A){uλr (Xr)− uλr (Y (n),δr )}, ei〉dr
)2
ds
=
∞∑
i=1
E
∫ t
0
(∫ s
0
e−λi(s−r)−λs(λ+ λi)〈uλr (Xr)− uλr (Y (n),δr ), ei〉dr
)2
ds
≤
∞∑
i=1
∫ t
0
(∫ s
0
e−(λi+λ)(s−r)(λ+ λi)dr
×
∫ s
0
e−(λ+λi)(s−r)−2λr(λ+ λi)E〈uλr (Xr)− uλr (Y (n),δr ), ei〉2dr
)
ds
≤
∞∑
i=1
∫ t
0
∫ s
0
e−(λ+λi)(s−r)−2λr(λ+ λi)E〈uλr (Xr)− uλr (Y (n),δr ), ei〉2drds
=
∞∑
i=1
∫ t
0
(∫ t
r
e−(λ+λi)(s−r)(λ+ λi)ds
)
e−2λrE〈uλr (Xr)− uλr (Y (n),δr ), ei〉2dr
≤
∞∑
i=1
∫ t
0
e−2λsE〈uλs (Xs)− uλs (Y (n),δs ), ei〉2ds
=
∫ t
0
e−2λsE‖uλs (Xs)− uλs (Y (n),δs )‖2Hds
≤ ‖∇uλ‖2T,∞
∫ t
0
e−2λsΓ(n),δs ds,
which, combining with (47), (44) and (55), further leads to∫ t
0
e−2λsΓ(n),δs ds ≤
1
2
∫ t
0
e−2λsΓ(n),δs ds+ C{δθ + λ−θn }+ 19
8∑
i=1,i6=3
∫ t
0
e−2λsΛ(i)s ds.
We therefore obtain that∫ t
0
e−2λsΓ(n),δs ds ≤ 38
8∑
i=1,i6=3
∫ t
0
e−2λsΛ(i)s ds+ C{δθ + λ−θn }. (56)
Finally, taking θ = αε, combining (48)-(53) with (56), noticing 2ν ∈ (0, αε), we
arrive at ∫ t
0
e−2λsΓ(n),δs ds .T δ2ν +
1
λ2νn
.
Thus, (38) holds.
(2) If ‖(−A)γb‖T,∞ <∞, then by Theorem 2.5 (3), taking λ = max(λˆT , λ′T ) and
noting that γ ∈ (1/2, 1], we derive from Ho¨lder inequality that
E
∥∥∥∫ t
0
e(t−s)A(−A){uλs (Xs)− uλs (Y (n),δs )}ds
∥∥∥2
H
≤
∫ t
0
∥∥∥e(t−s)A(−A)1−γ∥∥∥2 dsE∫ t
0
‖(−A)γ{uλs (Xs)− uλs (Y (n),δs )}‖2Hds (57)
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≤
∫ t
0
s−2(1−γ)ds‖(−A)γ∇uλ‖2T,∞
∫ t
0
E‖Xs − Y (n),δs ‖2Hds
≤ C
∫ t
0
E‖Xs − Y (n),δs ‖2Hds.
So we have
Λ
(3)
t ≤ C0
∫ t
0
E‖Xs − Y (n),δs ‖2Hds
+ C0E
∥∥∥∫ t
0
e(t−s)A(−A){uλs (Xs)− uλs (Y (n),δs )}ds
∥∥∥2
H
≤ C
∫ t
0
E‖Xs − Y (n),δs ‖2Hds.
(58)
On the other hand,
Θt ≤ E
∫ t
0
‖e(t−r)A‖2L2‖∇2uλ‖2T,∞‖Xr − Y (n),δr ‖2Hdr
≤ sup
r∈[0,t]
E‖Xr − Y (n),δr ‖2H
(∫ T
0
‖erA‖2L2dr‖∇2uλ‖2T,∞
)
Combining this with (54) and (44), we obtain
Λ
(9)
t ≤ C{δθ + λ−θn }
+ 3
(∫ T
0
‖esA‖2L2ds‖∇2uλ‖2T,∞
)
sup
r∈[0,t]
E‖Xr − Y (n),δr ‖2H
≤ 1
38
sup
r∈[0,t]
E‖Xr − Y (n),δr ‖2H + C{δθ + λ−θn }.
(59)
Then (47), (58) and (59) yield that
sup
r∈[0,t]
Γ(n),δr ≤
1
2
sup
r∈[0,t]
Γ(n),δr + C{δθ + λ−θn }
+ C
∫ t
0
sup
r∈[0,s]
Γ(n),δr ds+ 19
8∑
i=1,i6=3
sup
r∈[0,t]
Λ(i)r .
We therefore obtain that
sup
r∈[0,t]
Γ(n),δr ≤ 38
8∑
i=1,i6=3
sup
r∈[0,t]
Λ(i)r + C{δθ + λ−θn }+ C
∫ t
0
sup
r∈[0,s]
Γ(n),δr ds. (60)
Again, taking θ = αε, combining (48)-(53) with (60), noting 2ν ∈ (0, αε), we arrive
from Gronwall’s inequality that at
sup
r∈[0,t]
Γ(n),δr .T δ2ν +
1
λ2νn
.
Thus, (39) holds. This therefore implies the desired assertion.
Finally, we give an example.
Example 4.1. (Stochastic reaction-diffusion equations) Let (∆,D(∆)) be the
Dirichlet Laplacian on a bounded domain D ⊂ Rd, and let  > d2 be a constant. Let
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H = L2(m) for m be normalized Lebesgue measure on D. Let −A = (−∆) has a
discrete spectrum with eigenvalues {λn}n≥1 satisfying
C−1n
2
d ≤ λn ≤ Cn 2d , n ≥ 1,
for some constant C > 1. Consider the following semi-linear SPDE:
dXt = {AXt + bt(Xt)}dt+ dWt, t ∈ [0, T ], X0 = x ∈ H. (61)
Since  > d2 , then we can take α ∈ (0, 1) with 1− α > d2 such that (A1) holds.
(1) If  > d, then we can take α ∈ (0, 1) with d2 < 1−α < 12 such that (A1) holds.
By Remark 3.2, we can take β = 0. In this case, we can choose ε ∈ (0, 1) such
that ε2 + α− 1 > 0. We assume that there exists c > 0 such that
‖bt(x)− bt(y)‖H ≤ c‖x− y‖εH, t ∈ [0, T ], x, y ∈ H. (62)
Let δ = Tn−
2
d . Then the following assertions hold.
(i) If ‖b‖T,∞ <∞, the average L2-error on [0, T ] satisfies
1
T
∫ T
0
E‖Xt − Y (n),δt ‖2Hdt ≤ Cn−
2
d (ε+2α−2).
(ii) If there exists an γ ∈ ( 12 , 1] such that ‖(−A)γb‖T,∞ <∞, then the strong
convergence rate has the following estimate:
sup
t∈[0,T ]
E‖Xt − Y (n),δt ‖2H ≤ Cn−
2
d (ε+2α−2).
(2) If  ∈ (d2 , d], then 1 − α > d2 means 1 − α > 12 . By Remark 3.2, β has to be
strictly positive such that ε+2β∧αε
2
2 + α − 1 > 0 (the inequality: ε+2β∧αε
2
2 +
α−1 < 12 is always true). In this case, we assume that there exists c > 0 such
that
‖bt(x)− bt(y)‖H ≤ c‖x− y‖ε−β , t ∈ [0, T ], x, y ∈ H. (63)
Let δ = Tn−
2
d . Then the following assertions hold.
(i) If ‖b‖T,∞ <∞, the average L2-error on [0, T ] satisfies
1
T
∫ T
0
E‖Xt − Y (n),δt ‖2Hdt ≤ Cn−
2
d (ε+2α−2+2β∧αε2).
(ii) If there exists an γ ∈ ( 12 , 1] such that ‖(−A)γb‖T,∞ <∞, then the strong
convergence rate has the following estimate:
sup
t∈[0,T ]
E‖Xt − Y (n),δt ‖2H ≤ Cn−
2
d (ε+2α−2+2β∧αε2).
Remark 4.2. In this paper, we have only studied the average L2−error and strong
convergence for the EI scheme. In the future, on the one hand, we may extend the
EI scheme to some other equations with singular drift, for example: the stochastic
Hamiltonian system in infinite dimension with singular drift; on the other hand, we
may develop other schemes to SPDEs with singular drift, for instance: multilevel
Monte Carlo method (see [3]).
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