Generalizations of M-matrices are studied, including the new class of GM-matrices. The matrices studied are of the form sI − B with B having the Perron-Frobenius property, but not necessarily being nonnegative. Results for these classes of matrices are shown, which are analogous to those known for M-matrices. Also, various splittings of a GM-matrix are studied along with conditions for their convergence.
Introduction
Nonnegative square matrices possess the Perron-Frobenius property, i.e., each nonnegative square matrix has a dominant positive eigenvalue that corresponds to a nonnegative eigenvector. In a recent paper, we studied matrices that are not necessarily nonnegative yet possess the PerronFrobenius property [5] . Closely related to this subject is the subject of M-matrices. A matrix A ∈ R n×n is called an M-matrix if it can be expressed as A = sI − B, where B is nonnegative and has a spectral radius ρ(B) s; see, e.g., [22] .
In this paper, we study generalizations of M-matrices of the form A = sI − B where B and B T possess the Perron-Frobenius property and ρ(B) s. We call such matrices GM-matrices. We also study other generalizations of this type and present some of their properties which are counterparts to those of M-matrices.
Recall that a matrix B is said to be eventually nonnegative (eventually positive) if B k 0 (B k > 0, respectively) for all k p for some positive integer p.
Among the generalizations of M-matrices we study are matrices of the form A = sI − B with ρ(B) s and B being an eventually nonnegative or an eventually positive matrix. Johnson and Tarazaga [14] termed the latter class, pseudo-M-matrices. Le and McDonald [15] studied the case where B is an irreducible eventually nonnegative matrix. We mention also other generalizations of M-matrices not considered in this paper; namely, where B leaves a cone invariant (see, e.g., [21, 23] ) or for rectangular matrices; see, e.g., [19] .
It is well-known that the inverse of a nonsingular M-matrix is nonnegative [1, 22] (and we prove an analogous result for GM-matrices in Section 3). This property leads to the natural question: for which nonnegative matrices is the inverse an M-matrix? This question and related topics were extensively studied; see, e.g., [3, 4, [6] [7] [8] [9] [11] [12] [13] 16] . In Section 3, we study analogous questions, such as: for which matrices having the Perron-Frobenius property is the inverse a
GM-matrix?
Another aspect we address (in Section 4) is the study of splittings A = M − N of a GM-matrix A and of conditions for their convergence.
Notation and preliminaries
We say that a real or complex matrix A is nonnegative (positive, nonpositive, negative, respectively) if it is entry-wise nonnegative (positive, nonpositive, negative, respectively) and we write A 0 (A > 0, A 0, A < 0, respectively). This notation and nomenclature is also used for vectors. If v is a nonzero and nonnegative column or row vector then we say v is semipositive. The spectral radius of a matrix A is denoted by ρ(A). The spectrum of a matrix A is denoted by σ (A). We call an eigenvalue of A a simple eigenvalue if its algebraic multiplicity in the characteristic polynomial is 1. We call an eigenvalue λ ∈ σ (A) dominant if |λ| = ρ(A). We call an eigenvalue λ ∈ σ (A) strictly dominant if |λ| > |μ| for all μ ∈ σ (A), μ / = λ. The ordinary eigenspace of A for the eigenvalue λ is denoted by E λ (A). By definition, E λ (A) = N(A − λI ), the null space of A − λI . The nonzero vectors in E λ (A) are called ordinary eigenvectors of A corresponding to λ.
We say that a matrix A ∈ R n×n has the Perron-Frobenius property if the spectral radius is an eigenvalue that has an entry-wise nonnegative eigenvector. Also, we say that a matrix A ∈ R n×n has the strong Perron-Frobenius property if the spectral radius ρ(A) is a simple positive eigenvalue that is strictly larger in modulus than any other eigenvalue and there is an entry-wise positive eigenvector corresponding to ρ(A). By PFn we denote the collection of n × n matrices that are eventually positive. It turns out that A ∈ PFn if and only if A and A T possess the strong PerronFrobenius property; see, e.g., [14, 17] . By WPFn we denote the collection of n × n matrices A for which both A and A T possess the Perron-Frobenius property. The containments in the following statement are proper; see [5, Section 5] .
PFn ⊂ {nonnilpotent eventually nonnegative matrices} ⊂ WPFn. If A ∈ R n×n can be expressed as A = sI − B where B ∈ WPFn, then we call A
• a GZ-matrix.
• a GM-matrix if 0 < ρ(B) s.
• an EM-matrix if 0 < ρ(B) s and B is eventually nonnegative.
• a pseudo-M-matrix if 0 < ρ(B) < s and B ∈ PFn [14] .
When the inverse of a matrix C is a GM-matrix then we call C an inverse GM-matrix. It follows directly from the definitions that every M-matrix is an EM-matrix, that every EMmatrix is a GM-matrix, and that every pseudo-M-matrix is an EM-matrix. We show by examples below that the converses do not hold.
Furthermore, an M-matrix may not be a pseudo-M-matrix. Consider, for example, a reducible M-matrix. We illustrate the relations among the different sets of matrices in Fig. 2.1 . 
Note that for any positive integer k, the lower 2 × 2 block of (δI − A) k is the matrix C k which is, using an induction argument, the matrix 1 2
It is easy to see that for any choice of a positive scalar δ the matrix δI − A is not eventually nonnegative because the (2,1)-entry of C k is always negative for odd powers k.
Properties of GM-matrices
In this section, we generalize some results known for M-matrices to GM-matrices. For example, if A is a nonsingular M-matrix, then A −1 is nonnegative; see, e.g., [1, 22] . We show analogous results for GM-and pseudo-M-matrices. However, we show by an example that no analogous results for EM-matrices hold. 
ρ(B)w T . This implies that
Thus, v and w are eigenvectors of A −1 and furthermore
which is a contradiction because s − λ i is an eigenvalue of B. On the other hand, if Re(
which is again a contradiction because s − λ i is an eigenvalue of B. Therefore, λ n < Re(λ i ) for all λ i / = λ n . Conversely, suppose that A −1 ∈ WPFn and that 0 < λ n < Re(λ i ) for all λ i / = λ n . Then, there are semipositive vectors v and w such that
n w. Note that for every λ i such that |λ i | = λ n we have λ i = λ n (otherwise, 0 < λ n < Re(λ i ) |λ i | = λ n , which is a contradiction). Moreover, the set of complex numbers
\{λ n } lies completely in the set defined by the intersection of the following two sets:
• The annulus {z : λ n |z| |λ 1 |}, and
It is easy to see that there is a real number s large enough so that the circle centered at s of radius s − λ n surrounds all the complex numbers λ i ∈ σ (A), λ i / = λ n lying in ; see 
And therefore, A = sI − B s is a nonsingular GM-matrix.
Corollary 3.2. A matrix C ∈ R n×n is an inverse GM-matrix if and only if C ∈ WPFn and
Re(λ −1 ) > ρ(C) −1 for all λ ∈ σ (C), λ / = ρ(C).
Corollary 3.3. Every real eigenvalue of a nonsingular GM-matrix is positive.
In [14, Theorem 8], Johnson and Tarazaga proved that if A is a pseudo-M-matrix, then A −1 ∈ PFn. We extend this theorem by giving necessary and sufficient conditions for a matrix A to be a pseudo-M-matrix. The proof is very similar to that of Theorem 3.1, and thus, it is omitted. 
Remark 3.5. Since every M-matrix is a GM-matrix, it follows that condition (ii) in Theorem 3.1 can be used to check if a matrix is not an inverse M-matrix. In particular, if the real part of any eigenvalue is less than the minimum of all moduli of all eigenvalues then the given matrix is not an inverse M-matrix. 
Note that
and ρ(B) = 8. Hence, C −1 is a nonsingular GM-matrix. However, C −1 is not an M-matrix since it has some positive off-diagonal entries.
Example 3.7. In this example, we show a nonsingular EM-matrix whose inverse is not eventually nonnegative. This implies that no result analogous to Theorems 3.1 and 3.4 holds for this case.
Then, ρ(B) = 2 and, using an induction argument, Note that EF = F E = 3F and F 2 = 0. Therefore, using an induction argument, it is easy to check that
is not eventually nonnegative because the (1, 4) and (2, 3) entries are always negative.
It is well-known that a Z-matrix A ∈ R n×n is a nonsingular M-matrix if and only if A is positive stable; see, e.g., [1, p. 137 ]. In the following proposition, we prove an analogous result between GZ-matrices and GM-matrices. Proof. Suppose A = sI − B is a nonsingular GM-matrix and let x be a left Perron-Frobenius eigenvector of B. Then, by Lemma 3.12, there is an orthogonal matrix Q such that Qx is positive.
Moreover, QA T x = Q(sI − B T )x = (s − ρ(B))Qx is positive since A is nonsingular having ρ(B) < s. Hence, (i) ⇒ (ii). Conversely, suppose (ii) is true. Then, QA T x = Q(sI − B T )x = (s − ρ(B))Qx is positive, and thus, ρ(B) < s.
We end this section with a result on the classes of an EM-matrix. 
Proposition 3.14. Let A = sI − B be an EM-matrix (B eventually nonnegative and 0 < ρ(B) s). If A is singular, then for every class α of B the following holds:

A[α] is a singular irreducible EM-matrix if α is basic.
A[α] is a nonsingular irreducible EM-matrix if α is not basic.
Proof. If A is a singular EM-matrix and α is a class of B, then A[α] = sI − B[α], where I is the identity matrix having the appropriate dimensions. If α is a basic class of B, then B[α] is an irreducible submatrix of B and ρ(B[α]) = ρ(B) > 0. Since the eigenvalues of A are of the form s − μ where μ ∈ σ (B) and since A is singular, it follows that ρ(B) = s. Hence, ρ(B[α]) = s and A[α] = sI − B[α] must be singular, as well. Moreover, since B[α] is irreducible, it follows that the graph G(B[α]) is strongly connected. Note that the graph G(A[α]) = G(sI − B[α])
Splittings and GM-matrices
In this section, we define various splittings of a GM-matrix, give sufficient conditions for convergence, and give several examples. Recall that a splitting of a matrix A is an expression of the form A = M − N where M is nonsingular. We begin by listing some preliminary definitions. • regular if M −1 0 and N 0 [22] .
• M-splitting if M is an M-matrix and N 0 [20] .
• Perron-Frobenius splitting if M −1 N is a nonnilpotent matrix having the Perron-Frobenius property [17] .
We note here that the Perron-Frobenius property as defined in [17] requires the matrix to be nonnilpotent by requiring its dominant eigenvalue to be positive.
In our definition of the Perron-Frobenius property, we allow the dominant eigenvalue to be zero and this is why we require M −1 N in the definition of the Perron-Frobenius splitting to be nonnilpotent.
We list now the new splittings introduced in this paper. We begin first by defining the splitting having the Perron singular property, which is a splitting for an arbitrary nonsingular matrix. Then we proceed to define the splittings specific to nonsingular GM-matrices. Note that a splitting with the Perron singular property is, in particular, a Perron-Frobenius splitting. 
Proof. We prove first the equivalence of (i) and (ii). Let P = M −1 NA −1 M. Thus, P and NA −1 are similar matrices, and therefore, they have the same eigenvalues with the same multiplicities. Moreover, the following relation between P and M −1 N holds:
Hence, the eigenvalues of NA 
Proof. Let
2 for all λ ∈ σ (P ), which is equivalent to condition (ii) of Lemma 4.5 if P = NA −1 , or equivalent to condition (iii) of Lemma 4.5 if P = A −1 N . Hence, the given splitting is convergent.
The following lemma is part of Theorem 3.1 of [17] . Then, the following are equivalent: 
Hence, M −1 N satisfies the Perron-Frobenius property, which implies that the splitting A = M − N is a Perron-Frobenius splitting and the equivalence of the statements in the corollary follows from Lemma 4.7.
The following lemma is Theorem 2.3 of [17] and Lemma 5.1 of [5] . Proof. We prove first (A2) ⇒ (A3) ⇒ convergence of the given splitting. Suppose that A −1 N is eventually nonnegative. Since A = M − N is a splitting having the Perron singular property, it follows that there is a nonzero complex scalar γ such that
In other words, −γ is a nonzero eigenvalue of A −1 N, i.e., A −1 N is not nilpotent. By Lemma 4.9, A −1 N and its transpose possess the Perron-Frobenius property, i.e., A −1 N ∈ WPFn. And thus, the given splitting converges by Lemma 4.7. As for the rest of the sufficient conditions, we outline the proof using the following diagram:
The equivalency and implications in the above diagram follow from the results in [5] on eventually positive matrices, eventually nonnegative matrices, and matrices in WPFn.
Remark 4.11. Recall that a regular splitting A = M − N of a monotone matrix (i.e., when A −1 0) is convergent [22] . Thus, Theorem 4.10 is a generalization of this situation since we do not require that A −1 nor N, nor their product A −1 N be nonnegative. The splitting converges by Lemma 4.7 All the above implications and equivalences follow from the results in [5] on eventually nonnegative matrices, eventually positive matrices, and matrices in WPFn. 
