Abstract. We consider the boundary value problem -= AF (t,y,y...... (n > 2, t E (0,1))
Introduction
In this paper we shall consider the n-th order differential equation (-1)'"y" = )F(t, y, y', , y) (t E (0,1)) (1.1) together with the focal boundary conditions y'(0)=0 (0<ip_1) (1. 2) y(1)=0
(p<i<n_l)J where n > 2, \ > 0 and p is a fixed integer satisfying 1 p n -1. Throughout, it is assumed that there exist continuous functions f : [0 ,00 )P+ I -* (0,) and u,v (0, 1) -. R such that the following conditions are fulfilled:
(Al) f(xo,... , x 3 _ 1 , , x3 ,. . . ,x,,) is non-decreasing, for each fixed (x 0 ,. .. x1+1,...,x),0<j P.
(A2) For (x0 ,. . . ,x,,) E [0,)P1,
U(t) < F(t, x 0 ,... , x) <v(t). -f(xo,. .. ,x) -
(A3) u = u(t) is non-negative and is not identically zero on any non-degenerate subinterval of (0, 1).
(A4) I t'v(t)dt <.
Jo -By a positive solution y of problem (1.1)-(1.2) we mean a function y e C () (0, I) satisfying equation (1.1) on (0, 1) and fulfilling conditions (1.2), and which is non-negative and not identically zero on [0, 1). If, for a particular A, the boundary value problem (1.1).-(1.2) has a positive solution y, then A is called an eigenvalue and y a corresponding eigenfunction of problem (1.1)-(1.2). We let First, we shall characterize the values of A for which the boundary value problem (1.1)-(1.2) has a positive solution. To be specific, we shall show that the set E is an interval and establish conditions under which E is a bounded or unbounded interval. Next, on relaxing the monotonicity condition (Al), explicit eigenvalue intervals are obtained in terms of Jo and f.
The motivation for the present work stems from many recent investigations. In fact, when n = 2, the boundary value problem (1.1)-(1.2) models a wide spectrum of nonlinear phenomena such as gas diffusion through porous media, nonlinear diffusion generated by nonlinear sources, thermal self-ignition of a chemically active mixture of gases in a vessel, catalysis theory, chemically reacting systems, adiabatic tubular reactor processes, as well as concentration in chemical or biological problems, where only positive solutions are meaningful (see, e.g., [4, 7, 9, 10, 16, 19, 24] ). For the special case A = 1, problem (1.1)-(1.2) and its particular and related cases have been the subject matter of many recent publications on singular boundary value problems, for this we refer to [2, 3 , 8, 18, 20, 21, 23, 29] . Further, in the case of second order boundary value problems, (1.1)-(1.2) occurs in applications involving nonlinear elliptic problems in annular regions (see, e.g., [5, 6, 17, 26] ). Once again, in all these applications, it is frequent that only solutions that are positive are useful.
Recently, several eigenvalue problems related to problem (1.1)-(1.2) have been tackled. To .cite a few examples, Fink, Gatica and Hernandez [15] have dealt with the boundary value problem
A more general problem, namely
has been studied by Chyan and Henderson [8] . Further, Eloe and Henderson [11, 121 have considered the n-th order differential equation
(t e (0,1)) subject to the two types of boundary conditions
It is noted that in all these eigenvalue problems, the nonlinear term that appears in the differential equation concerned is always a function of y only, whereas in equation (1.1) the nonlinear term is a function of y (0 < j p). Hence, the differential equation under consideration is more general. As such our results not only extend the work done on the above eigenvalue problems, but also complement those in [3, 13, 14, 25, 27, 28, 30 -331, as well as include several other known criteria offered in [1.
The outline of the paper is as follows. In Section 2 we shall state a fixed point theorem due to Krasnosel'skii [22] , and develop some properties of certain Green function which are needed later. By defining an appropriate Banach space and cone, the characterization of the set E is carried out in Section 3. Finally, in Section 4 we shall establish explicit eigenvalue intervals in terms of fo and f,,.
Preliminaries
In this section, we shall state a fixed point theorem due to Krasnosel'skii [22) and present some inequalities of certain Green function which are vital in later sections. Theorem 2.1 (see [22] Then S has a fixed point in C fl (2 \ cli).
To obtain a solution for problem (1.1)-(1.2), we require a mapping whose kernel
G(i,$) is the Green function of the boundary value problem
where 1 p n -1 is fixed. The Green function G(t, s) can be explicitly expressed as (see [ 
Further, the signs of the derivatives of G(t, s) with respect to I are known (see Coupling (2.5) and (2.6), we take kj to be the right side of (2.6).
Next, we shall prove for the case j = p. For t < s, in view of Remark 2.1, it is obvious that inequality (2.3) holds for k=1.
-
Further, from (2.1) we find
Hence, for .s < t, inequality (2.3) is actually 0 > k . 0, which is of course true for any constant k'. In view of (2.7), we take k = 1 U
Lemma 2.2. For each 0 j p and (t, s)
where
Proof. First, we shall prove for the case 0 j p-1. On differentiating expression (2.1) with respect to i, j-times, we get
Subsequently, in view of Remark 2.1 and (2.11), we find
Next, for the case j = p, it is clear from Remark 2.1 and (2.8) that
The proof of the lemma is complete I Let y E c()[0, 1] be such function that () is non-negative on [0, 1] for each 0 j <p. We shall denote, for each 0 <j 5 p,
In view of Lemma 2.2 and conditions (A2) and (A3), it is clear that M ^! N > 0 (0 j p). Further, we define the constants
where k (0 j 5 p) are given in (2.4). It is noted that 0<0 <1 (0 < j <p).
Characterization of eigenvalues
Let the Banach space B = C (P) [O, 1] be equipped with the norm
We define the operator S: C6 -B by
Sy(t) = I (-l)'-P G(t, s) F(s, y(s), y'(s),... , y () (s))ds
(t E [0, 1 1) .
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To obtain a positive solution of problem (1.1)-(1.2), we shall seek a fixed point of the operator AS in the cone C5 . It is clear that, for each 0
Thus, on using condition (A2) and the fact that
2)), we find (Uy)"(t) (Sy)(t) (Vy)'(t)
(t E [0, 11, 0 j p) (3.2) where I -
and We shall now show that the operator S is compact on the cone C5 . Let us consider the case when u is unbounded in a deleted right neighborhood of 0 and also in a deleted left neighborhood of 1. Clearly, v is also unbounded near 0 and 1. For rn E N, define um,vm:
and the operators Urn, Vrn : C5 -, B by It follows from inequality (3.2) that the operator S is compact on C61 Theorem 3.1. There exists a constant c > 0 such that (0,c] 
we shall show that ASy E C6 . From (3.2) and condition (A3) it is clear that, for each 0 j <p,
(ASy)(t) ^! A f(_I)n -P G lil (t, s)u(s) f(y(s), y'(s) .
(s))ds > 0 (3. iE [6,1 -6] Inequalities (3.10) and (3.12) imply that ASy E C6.
Next, we shall show that II ASy II L. For this, on using (3.2), Lemma 2.2, condition (Al) and (3.9) successively we get, for each 0 < j < p and t E [0, 11,
Hence,
We have shown that 
The following corollary is immediate from Theorem 3.2.
Corollary 3.1. E is an interval.
We shall establish conditions under which E is a bounded or unbounded interval. For this, we need the following results. (3.14) . 
^ ArnUm(t)fm(ym(t),y n (i),... ,,')(t)) (n-i)
we have !Jrn 
Applying the above inequality and continuing integrating, we find n-p-i ti
Y(t)
^
q+1-j-(t E [0,1]).

1=0
Next, using the relation (n--1)! 1=0
In order to have y(1) = 0 ( p £ n -1) (see (3.16)), from inequality (3.26) it is necessary that al(l) <0 and b(1) > 0 ( p £ n -1) or, equivalently, (n-t-1
Coupling (3.27) and (3.28), we find max a t <Am < min fl. (1)
Using initial conditions (3.18) and repeated integrations we find that {ym }m>1 (0 < i <n -2) is a uniformly bounded sequence. Thus, there exists a subsequence, which can be relabeled as {ym}m>i that converges uniformly (in fact, in C("-')-norm) to some y on [0, 1]. We note that each yr,, can be expressed as (3.30) for t E [0, 1]. Since { Am } m^ is a bounded sequence (from (3.29)), there is a subsequence, whichcan be relabeled as {Am}m>i that converges to some A. Then, letting m -' in (3.30) yields 
Ym(t) = Am f (-I)"-PG(t,$) Fm (s,ym(s),ym(s) ... ,y(s))ds
y(t) = A f (-1)"-PG(t,d = = (ASy)(t0) < A I ( _, ) n -P G (j) (to, s)v(s) f(y(s), y'(s),.
.. , y(s))ds
A J (s)v(s) f(y(s), y'(s),. . . , y(s))ds
<AJJ(s)v(s)f(d,... ,d)ds <Af(d,...,d) max Jj(s)v(s)ds
0 ^j p 0 from which (3.32) is immediate.
Next, using (3.2) and the fact that mintE[6,1_5) y(i) (t) 2 9,d (0 j p) we get for any 0 <j <p (y(s), y'(s),.. . , y(s) )ds 0 1-6 (y(s), y'(s),. . . , y(s))ds 6 1-6
• A f (-1)G (, s) u(s) f(90 d,. .. , 9d) ds.
6
The above inequality readily leads to 
(b)If E F0 , then E = (0,c] for some c E (0, 00).
(c) If E F, then E = (0, ).
Proof. Case (a) is immediate from (3.33). where ,\ >O and a>0. Here, n = 4 and p = 2. Taking f(y,y',y")=(y+y'+y"+7)°, we find
Hence, we may take
All the hypotheses (Al) -(A4) are satisfied.
Case 1: 0<a<1. We have
Since I E F, by Theorem 3.51(c), E = (0,). For instance, when A = 24, the boundary value problem has a positive solution given by y(t) = t2 (t 2 -4t + 6).
Case 2: a = 1. Since I E FB, by Theorem 3.5/(a) the set E is an open or half-closed interval. Further, from Case 1 and Theorem 3.2 we note that E contains the interval (0,24).
Case 3: a > 1. Since I E F0 , by Theorem 3.5/(b) the set E is a half-closed interval. Again, as in Case 2 it is noted that (0,24) 9 E.
Intervals of eigenvalues
For the rest of the paper, we shall not require conditions (Al) and (A4). However, we need the functions u and v to be continuous on the closed interval [0, lj. For a given 5 e (0, ) and 0 j p, we shall define the number t E [0, 1) as 
which in view of (4.6) leads to f(y(t), y'(t),... , y(P)(t)) 2 (f. e) Y(') (t) (t E [5,1 -6] Proof. Let A satisfy condition (4.9). Again, in view of the inequality 9 k (0 j <p) let c > 0 be such that Let iD > 0 be such that f(xo,..., XP) > ( f -e )
x (O<x_<tD,O_<j<p). (4.11) Further, let y E C6 be such that IIlI = tD. Then, on using (3.2), (4.11) and (4.10) successively we get, for each 0 j
yI(\ (P)(s))ds ,...
Ot I lyll ds
6=0
>A(f0 c)p
Therefore, inequality (4.8) follows immediately. If we set Q, = {y E BI lIM < D}, then (4.8) holds for Y C6 fl3l1.
Next, we may choose T > 0 such that f(xo,..., XP) <(f+E)x (x2,0<j<p). (4.12) There are two cases to consider, namely, I is bounded and f is unbounded. Hypotheses (A2) and (A3) are satisfied.
Case 1: a < 1. It is clear that jr is sublinear. Hence, in view of Remark 4.1, for any A> 0 the boundary value problem has a positive solution. In fact, we note that when A = 6, the corresponding eigenfunction is given by y(t) = t(t 2 -3t + 3). As an example, when A = 6 E (0, 7.37), the corresponding eigenfunction is given by y(t) = t(t2 -3t + 3).
