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Abstract
This article deals with Coulomb gases at an intermediate temperature
regime, in which no structure is observed at the microscopic level, but the
mass in confined to a compact set. Our main result is a concentration in-
equality around the thermal equilibrium measure, stating that with prob-
ability exponentially close to 1, the empirical measure is O( 1
N
1
d
) close to
the thermal equilibrium measure. We also prove that this concentration
inequality is optimal in some sense. The main new tool are functional
inequalities that allow us to compare the bounded Lipschitz norm of a
measure to its H−1 norm in some cases when the measure does not have
compact support.
1 Introduction
1.1 Introduction to Coulomb gases
Coulomb gases are a system of particles that interact via a repulsive kernel, and
are confined by an external potential. Let XN = (x1, x2, ...xN ) with xi ∈R
d and
let HN (XN) = ∑i≠j g (xi − xj) +N ∑i V (xi) , where
⎧⎪⎪
⎨
⎪⎪⎩
g(x) = 1∣x∣d−2 if d ≥ 3
g(x) = − log(∣x∣) if d = 1,2
(1)
is the Coulomb kernel, i.e. g satisfies
∆g = cdδ0, (2)
where cd is a constant that depends only on d. Consider the Gibbs measure
dPN =
1
ZN,β
exp (−βHN )dXN , (3)
where
ZN,β = ∫(Rd)N exp (−βHN) dXN . (4)
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In this notation, XN = (x1, x2, ...xN ) and β is the usual inverse temperature
(which we assume to depend on N).
An important equation is the splitting formula for the energy. We will not
use it in this paper, but we include it due to its relevance in the field.
HN (XN) =N
2IV (µV ) + 2N
N
∑
i=1
ζ (xi) +N
2FµV (empN) . (5)
In the last equation,
IV (µ) =∬
Rd×Rd g(x − y)dµ(x)dµ(y) +∫Rd V (x)dx (6)
is the mean-field limit of HN , and µV is the unique minimizer in the space
of probability measures. The function ζ(x) is the effective confinement term,
which satisfies
ζ(x) = 0 (7)
in supp(µV ) and
ζ(x) > 0 (8)
outside of supp(µV ). The function F
µV is defined as
FµV (µ) =∬
Rd×Rd∖∆ g(x − y)d (µ − µV ) (x)d (µ − µV ) (y), (9)
and empN is defined as
empN =
1
N
N
∑
i=1
δxi . (10)
Throughout the paper, we will use the notation
E(ν) =∬
Rd×Rd∖∆ g(x − y)dν(x)dν(y). (11)
1.2 Applications and motivation
The study of Coulomb gases has applications in physics, and pure and applied
mathematics. The following discussion is taken from [8] (see also [31] for the
chapter on this topic). Let us remark that despite the wide attention that
Coulomb gases have received, the regime 1
N
≪ β ≪ 1 remains largely unexplored.
The ensemble given by (3) in the two dimensional case is called in physics a
two-dimensional Coulomb gas or one-component plasma (see e.g. [1],[20],[19],[30]
for a physical treatment). Two-dimensional Coulomb interactions arise in quan-
tum mechanics: the density of the many-body wave function of free fermions
in a harmonic trap is the same as the Gibbs measure of the gas with d = 1 and
β = 2 [11], and the fractional quantum Hall effect is also described via a two-
dimensional Coulomb gas [16],[33]. Ginzburg-Landau vortices [29] and vortices
in superfluids and Bose-Einstein condensates also interact like two-dimensional
Coulomb particles. The case with d = 3 can be seen as a toy (classical) model
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for matter (see e.g. [27],[20],[23],[24]). The general Riesz case can be seen
as a generalization of the Coulomb case, but it is also motivated by applica-
tions in physics: in solid state physics, ferrofluids, elasticity, see for instance
[25],[6],[9],[34]. Riesz gases also model Coulomb gases constrained to a lower
dimensional subspace.
A common question in statistical mechanics is to understand the phase tran-
sitions that occur for particular values of the inverse temperature β ([18]). For
systems described by (3), it is possible that a liquid is observed for small β and
a crystal is observed for a large β. The study of these phase transitions is hard
since the interaction is both singular and truly long-range, and also because the
particles are not assumed to be constrained to a lattice.
The Gibbs measure (3) is relevant due to its connection to random matrix
theory, which was originally motivated at least in part by applications to the
spectrum of heavy atoms ([26], [35],[13]). A central question in random matrix
theory is: what are the eigenvalues of a random matrix? For a wide range
of ensembles, the law of the eigenvalues is given by a Gibbs measure with a
particular choice of V and β. These ensembles correspond to the entries being
gaussian random variables, with entries either in the real numbers, complex
numbers, or quaternions. Sometimes, the eigenvalues of the symmetric part of
such matrices is also distributed according to (3) with a particular choice of
V and β. We refer to [14] for a study of a wide range of topics in RMT, to
[2],[12],[14] for a more mathematical treatment.
1.3 Comparison with literature and discussion of the tem-
perature regime
This chapter deals with the case 1
N
≪ β ≪ 1. The cases β = ct have been studied
extensively (see for example [3], [17], [22], [7], [21], [28], [5]). The regime β = c
N
has also been studied in the literature (see for example [15]).
In the regime β = ct, at a macroscopic level there is weak convergence of the
empirical measure to the equilibrium measure, a.s. under the Gibbs measure.
At a microscopic level, there is the competition of the electric energy, which is
conjectured to favor the arrangement of particles in a triangular lattice, and the
effect of entropy. In other words, we define
ι
◻R(x0)
N (XN) =
1
∣ ◻R ∣
∫◻R(N 1d x0) δ(x,θxX′N ∣
◻R(N
1
d x0)
) dx. (12)
In the last equation,
◻R (x0) = [x0 −R,x0 +R]d, (13)
θy denotes the translation by y, and
X ′N = N 1dXN . (14)
Then the pushforward of PN,β by ι
◻R(x0)
N converges to a minimizer of
Fmβ (P ) = β
2
W̃(P ) + ent[P ∣Πm], (15)
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where W̃(P ) is a renormalized energy for point processes, and ent[P ∣Πm] is
the entropy with respect to a Poisson process of intensity m. Furthermore, the
pushforward of PN,β by ι
◻R(x0)
N satisfies a LDP with rate function
Fmβ −minF
m
β . (16)
The regime β = β0
N
has been studied, for example, in [15]. In this case the
effect of temperature is so big that particles do not converge to the equilibrium
measure. More precisely, empN converges a.s. under the Gibbs measure to µβ ,
defined as
µβ = argminµF (µ), (17)
where
F (µ) ∶= E(µ) + 1
β0
ent[µ]. (18)
In equation (18), ent[µ] is defined as
ent[µ] = ∫
Rd
µ logµdx. (19)
Moreover, empN satisfies a LDP with rate function F −minF.
1
The regime studied in the present chapter stands in the middle of the two
regimes studied before. This is a regime in which, unlike the one where β is
constant, the effect of the temperature is large enough to destroy any structure
at the microscopic scale. In other words, the pushforward of PN,β by ι
◻R(x0)
N
converges to a Poisson process [3]. But unlike the case β = 1
N
the effect of
temperature is weak enough that the particles remain confined to a compact
subset, in other words, empN converges weakly to µV a.s. under the Gibbs
measure.
Our main result is a lower bound on the probability that the empirical mea-
sure is close to the thermal equilibrium measure. Similar results were obtained
in [10] for the equilibrium measure. There is notable difference in the techniques
used: this chapter relies heavily on a splitting formula developed in [3], as well
as on a dual representation of the electrostatic energy, none of these are present
in [10]. This chapter also proves that the concentration inequality derived is
optimal, in the sense that no other sequence of measures with reasonable reg-
ularity can provide an approximation of the empirical measure which is better
in terms of order of magnitude. In [10], unlike the present chapter, the authors
deal mainly with the case of fixed β. Finally, unlike [10], we deal only with the
bounded-Lipschitz metric, and don’t analyze the Wasserstein distance.
2 Statement of main results
The main purpose of this chapter is to prove a rate of convergence of the em-
pirical measure to the thermal equilibrium measure, defined as
µβ = argminµIV (µ) + 1Nβ ∫Rd µ log (µ) . (20)
1This result as such was not proved in [15], but it is only a slight extension of their results.
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We will need the following hypotheses on µV :
1. µV has compact support Σ.
2. µV has L
∞ regularity.
We also need the following hypotheses on β ∶
1. β → 0
2. Nβ →∞
3. There exists a compact set K such that
⎧⎪⎪⎨⎪⎪⎩
∫KC exp (−cNβV (x)) dx≪ 1
N
1
d
if d ≥ 3,
∫KC exp (−cNβ[V (x) − log(∣x∣)]) dx≪ 1
N
1
2
if d = 2. (21)
for all c > 0.
4. There exists a compact set K such that
⎧⎪⎪⎨⎪⎪⎩
E (exp (−cNβV )1K)≪ 1
N
1
d
, if d ≥ 3,
E (exp (−cNβ[V − log(∣x∣)])1K)≪ 1
N
1
2
, if d = 2. (22)
for all c > 0.
Note that conditions 3 and 4 are not a consequence of conditions 1 and 2.
As a counterexample take β = log(log(N))
N
. However, they are not very restrictive
hypotheses. For example, they are satisfied if
β = 1
Nα
α ∈ (0,1) (23)
and there exists some compact set K ⊂Rd and β > 0 such that
V (x) ≥ c∣x∣β (24)
for x ∉K.
Lastly, we need the following hypotheses on the potential V ∶
1. V has C2 regularity
2. V has growth at infinity
lim∣x∣→∞V (x) =∞ if d ≥ 3
lim inf∣x∣→∞ V (x) − log(∣x∣) =∞ if d = 2. (25)
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3.
∫∣x∣≥1 exp (−NβV ) dx <∞ (26)
if d ≥ 3, and
∫∣x∣≥1 exp (−NβV − log(∣x∣)) dx <∞ (27)
if d = 2.
We need a brief definition before stating the main theorem
Definition 2.1. For any real valued function f which is measurable and weakly
differentiable, define the W 1,∞ norm as
∥f∥W 1,∞ =max{∥f∥L∞, ∥∇f∥L∞}. (28)
Define the space W 1,∞(Rd) as W 1,∞(Rd) = {f ∣∥f∥W 1,∞ < ∞}. For a measure
µ on Rd, define the bounded Lipschitz norm as
∥µ∥BL = sup
f∈W 1,∞
∫ f dµ∥f∥W 1∞ . (29)
Our reason for working with this norm is that the topology it induces is
equivalent to the topology of weak convergence, as we state in the following
remark.
Remark 2.1. Let µN be a sequence of measures on R
d. Then µN → µ weakly
in the sense of measures, i.e.
µN(A) → µ(A) (30)
for any measurable A ⊂Rd if and only if ∥µN − µ∥BL → 0.
The main result in this section is this theorem:
Theorem 2.1. Let d ≥ 2 and assume that 1
N
≪ β ≪ 1, let
empN = 1
N
N
∑
i=1
δxi , (31)
then there exists a constant k∗ > 0 such that
lim
N→∞PN,β (∥ emp − µβ ∥BL≤ k∗N 1d ) = 1. (32)
More specifically, there exist constants c1, c2, c3 > 0 such that for any k > 0, we
have
PN,β (∥ emp − µβ ∥BL≤ k
N
1
d
) ≥ 1 − exp(N2− 2dβ (c1(k − c2)2+ − c3)) , (33)
where
x+ = 1
2
(x + ∣x∣) . (34)
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It is natural to ask if it is possible to approximate the empirical measure to
better accuracy that O ( 1
N
1
d
) . The next proposition shows this is not possible,
at least with a family of measures that has reasonable regularity.
Proposition 2.1. Let µN be a sequence of absolutely continuous probability
measures, with density dµN . Assume that
∥dµN∥ ∈ L∞ (35)
and that
supN{∥dµN∥L∞} ≤M. (36)
Then there exists k > 0 such that
∥ empN − µN ∥BL≥ k
N
1
d
. (37)
Proof. Let
empN = 1
N
N
∑
i=1
δxN
i
, (38)
and
XN =
N
⋃
i=1
{xNi }. (39)
For each λ > 0, define the function ϕλ ∶Rd →R+ as
ϕλ(x) = ( λ
N
1
d
− d(x,XN))+ . (40)
Note that, for every λ > 0, the function ϕλ satisfies
∥ϕλ∥L∞ = λ
N
1
d
, ∥∇ϕλ∥L∞ = 1. (41)
Also note that
supp(ϕλ) = N⋃
i=1
B (xNi , λ
N
1
d
) . (42)
We will now show that for some value of λ to be determined later, we have
∣∫
Rd
ϕλ d(empN − µN)∣ ≥ k
N
1
d
, (43)
for k to be determined later (independent of λ).
In order to do this, we introduce the function
µ̃N =M
N
∑
i=1
1
B(xN
i
, λ
N
1
d
). (44)
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We now compute
∫
Rd
ϕλ d(empN − µ̃N) = λ
N
1
d
− ∫
Rd
ϕλ dµ̃N
= λ
N
1
d
−M
⎛⎜⎝
N
∑
i=1∫B(xNi , λ
N
1
d
)
λ
N
1
d
− d(x,XN)dx⎞⎟⎠
≥ λ
N
1
d
−M
⎛⎜⎝
N
∑
i=1∫B(xNi , λ
N
1
d
)
λ
N
1
d
dx
⎞⎟⎠
= λ
N
1
d
−M
λ
N
1
d
(Ncd ( λ
N
1
d
)d)
= λ
N
1
d
−
Mλd+1cd
N
1
d
= λ
N
1
d
(1 −Mcdλd) ,
(45)
where cd is the volume of the d−dimensional unit sphere. By taking
λ = 1(2Mcd) 1d , (46)
we get that
∫
Rd
ϕλ d(empN − µ̃N) ≥ λ
N
1
d
(1 −Mcdλd)
= 1
N
1
d
⎛⎝ 1(2Mcd) d+1d
⎞⎠ .
(47)
We will now show that
∣∫
Rd
ϕλ d(empN − µN)∣ ≥ ∫
Rd
ϕλ d(empN − µ̃N). (48)
In order to show this, note that
∣∫
Rd
ϕλdµN ∣ ≤ λ
N
1
d
, (49)
and therefore
∣∫
Rd
ϕλ d(empN − µN)∣ = ∫
Rd
ϕλ d(empN − µN). (50)
Since ϕλ is positive, and ∣dµN ∣ ≤M, we have that
∫
Rd
ϕλdµN ≤M ∫
Rd
ϕλdx
≤M
N
∑
i=1∫Rd
1
B(xN
i
, λ
N
1
d
)ϕλdx
= ∫
Rd
ϕλdµ̃N .
(51)
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We can now conclude by taking λ as in (46):
∥empN − µN∥BL ≥ ∣∫
Rd
ϕλ d(empN − µN)∣
≥ ∫
Rd
ϕλ d(empN − µ̃N)
= 1
N
1
d
⎛⎝ 1(2Mcd) d+1d
⎞⎠ .
(52)
3 Preliminaries
3.1 On the H−1 norm
This work will make extensive use of the H−1 norm. We begin with an intro-
duction about its basic properties, and relation to the Coulomb energy.
Definition 3.1. The H−1 norm is defined for a measure µ on Rd as
∥ µ ∥H−1= sup
f∈H1
0
(Rd)
∫ f dµ
∥ ∇f ∥L2 . (53)
In the last equation, the space H10 is defined as
H10 = {f ∣∇f ∈ L2, lim
x→∞f(x) = 0}. (54)
Definition 3.2. Given a region Ω ⊂Rd, we also define the H−1 norm restricted
to Ω, which we define, for any measure µ on Ω as
∥ µ ∥H−1(Ω)= sup
f∈H1(Ω)
∫ f dµ
∥ f ∥H1 . (55)
In the last equation ∥f∥2H1 = ∥f∥2L2 + ∥∇f∥2L2 (56)
Note that this is different from another definition of the H−1 norm, in which
the supremum is taken over f ∈ H10(Ω). Our reasons for working with this
quantity are
1. Unlike the above mentioned definition of the H−1 norm, we can compare
this quantity to the BL norm. This comparison is actually a very easy
consequence of duality and Holder’s inequality.
2. This quantity is equivalent to E(µ) in many cases.
3. Proposition 4.3 is essential to the proof of the main result, it is not clear
how to obtain a similar statement directly for E(µ∣K) (that is, without
using the equivalence of the two quantities).
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Note that, in general, ∥ µ∣Ω ∥H−1≠∥ µ∣Ω ∥H−1(Ω) for a measure µ defined on Rd,
however, the two quantities are related.
Proposition 3.1. Let K be a compact set in Rd with d ≥ 3, and let µ be a
measure defined on K, then there exist constants c,C which depends on K such
that
cE(µ) ≤ ∥µ∥H−1(K) ≤ CE(µ). (57)
Proof. Since µ ∈H−1(K), we know that
∣∫
K
dµ∣ ≤∞. (58)
Then, hµ decays like 1∣x∣d−2 at infinity, and ∇hµ decays like 1∣x∣d−1 at infinity.
Therefore there exist c1,R which depend only on K such that
∫
B(0,R) ∣∇hµ∣2 dx ≥ c1 ∫Rd ∣∇hµ∣2 dx, (59)
where hµ = g ∗ µ.
Consider now
N (µ) = sup
f∈H1
0
B(0,R+1)
∫ f dµ∥∇f∥L2 . (60)
We claim that there exist constants c,C such that
cN (µ) ≤ ∥µ∥H−1(K) ≤ CN (µ). (61)
To see this, note that for any f ∈ H10(B(0,R + 1)), we have∥f ∣K∥L2 ≤ c2∥∇f∥L2∥∇f ∣K∥L2 ≤ ∥∇f∥L2. (62)
Similarly, for any f ∈ H1(K), there exists an extension f of f to Rd such that
supp(f) ⊂ B(0,R + 1), and
∥∇f∥L2 ≤ c3∥ f∥H1 , (63)
where c3 depends only on K.
We now claim that there exist constants c,C such that
cN (µ) ≤ E(µ) ≤ CN (µ). (64)
To see this, note that for any f ∈ H10(B(0,R + 1)) we have
∫
B(0,R+1) fµ = ∫B(0,R+1)∇f∇
−1µ
≤ ∥∇f∥L2 (∫
B(0,R+1) ∣∇−1µ∣2)
1
2
≤ ∥∇f∥L2 (∫
Rd
∣∇−1µ∣2) 12 ,
(65)
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where
∇−1µ = ∇hµ. (66)
And therefore
N (µ) ≤ E(µ). (67)
Now consider
ϕ = hµ∣B(0,R+1), (68)
and consider an extension ϕ of ϕ such that
supp(ϕ) ⊂ B(0,R + 1). (69)
Since hµ is of order 1∣x∣d−2 , we can choose ϕ such that
∣∇ϕ(x)∣ ≤ 1
Rd−2 (70)
when ∣x∣ ∈ (R,R + 1). We then have that
∫
B(0,R+1)ϕµ = ∫B(0,R+1)∇ϕ∇
−1µ
= ∫
B(0,R)∇ϕ∇
−1µ + ∫
B(0,R+1)∖B(0,R)∇ϕ∇
−1µ
= ∫
B(0,R) ∣∇hµ∣2 +∫B(0,R+1)∖B(0,R)∇ϕ∇−1µ
≥ c∫
Rd
∣∇hµ ∣2 +∫
B(0,R+1)∖B(0,R)∇ϕ∇
−1µ.
(71)
Note that
∣∫
B(0,R+1)∖B(0,R)∇ϕ∇
−1µ∣ ≤
CL(B(0,R + 1) ∖B(0,R)) max
x∈B(0,R+1)∖B(0,R) ∣∇ϕ∣ maxx∈B(0,R+1)∖B(0,R) ∣∇hµ∣ =
O ( 1
Rd−2) .
(72)
We also have that
∥∇ϕ∥L2 ≤ C∥∇ϕ∥L2
≤ C∥∇hµ∥L2 . (73)
2 Therefore
N (µ) ≥ CE(µ). (74)
2This is immediate for d ≥ 4, in d = 3 we simply have to note that the mass of a measure
is bounded by its H−1 norm, modulo a constant that depends only on the domain.
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A useful inequality relates the H−1 norm to the bounded Lipshcitz norm,
which we will use in the statement of the theorem.
Proposition 3.2. Let µ be a measure with compact support K. Let
∥ µ ∥
W
1,∞
∗
= sup
∥f∥
W1,∞=1∫
f dµ (75)
be the the bounded Lipschitz norm, where
∥ f ∥W 1,∞=max{∥ f ∥L∞,∥ Df ∥L∞}, (76)
and
∥Df ∥L∞=max
i
∥ ∂xif ∥L∞ . (77)
Then
∥ µ ∥W 1,∞∗ ≤
1(d + 1)∣K ∣ d2 ∥ µ ∥H−1(K) . (78)
Proof. Using Holder’s inequality, we obtain
∥ f ∥L2≤ ∣K ∣ d2 ∥ f ∥L∞ and ∥Df ∥L2≤ d∣K ∣ d2 ∥Df ∥L∞ . (79)
Then
∥ f ∥H1(K)≤ (d + 1)∣K ∣ d2 ∥ f ∥W 1,∞ , (80)
hence, using the fact that W 1,∞(Rd) is dense in H1(Rd) we get by duality that
∥ µ ∥H−1(K) = sup
f∈H1
∫Rd fdµ
∥ f ∥H1
= sup
f∈W 1,∞
∫Rd fdµ
∥ f ∥H1
≥ 1
d∣K ∣ d2 supf∈W 1,∞ ∫Rd fdµ∥ f ∥W 1,∞
=∥ µ ∥
W
1,∞
∗
.
(81)
From now on, we write
∥ µ ∥W 1,∞∗ =∥ µ ∥BL . (82)
A simple but useful property relates the electrostatic energy of a measure to
its H−1 norm:
Proposition 3.3. Let µ ∈ TV (Rd) be a signed measure on R2 such that
∫
Rd
dµ = 0, (83)
or an arbitrary signed measure on Rd for d ≥ 3. Let g(x) be the Coulomb kernel,
then
∥ µ ∥2H−1=∬ g(x − y)dµxdµy. (84)
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Proof. Let f ∈ H1(Rd). Without loss of generality, we may assume that µ is
absolutely continuous with a C∞0 density. Let hµ = g ∗ µ. Using integration by
parts and Cauchy-Schwartz we have that
∫
Rd
fµdx = ∫
Rd
f∆hµ dx
= ∫
Rd
(∇f) ⋅ (∇−1µ)dx + lim
R→∞∫∂B(0,R)
∂hµ
∂ν
fdHd−1
≤
√
∫
Rd
(∇f)2 dx∫
Rd
(∇−1µ)2 dx + lim
R→∞∫∂B(0,R)
∂hµ
∂ν
fdHd−1,
(85)
where ∇−1µ is defined as
∇
−1µ = ∇(µ ∗ g). (86)
In dimension 3 or higher, we have that
∥hµ∥ ≤ C∥µ∥TV 1
xd−2 , (87)
and ∥∇hµ∥ ≤ C∥µ∥TV 1
xd−1 , (88)
therefore, since Hd−1(∂B(0,R)) = CRd−1, we have
lim sup
R→∞ ∣∫∂B(0,R) ∂h
µ
∂ν
fdHd−1∣ ≤ c max
x∈∂B(0,R) ∣f(x)∣
→ 0,
(89)
since f tends to 0 at infinity.
In dimension d = 2, we have
∣∇hµ∣ ≤ c 1∣x∣µ (B(0,R)) . (90)
and we can conclude
lim sup
R→∞ ∣∫∂B(0,R) ∂h
µ
∂ν
fdHd−1∣ = 0, (91)
since µ has mean 0.
Therefore for any f ∈ H1(Rd) we have that
∫Rd fµdx∥∇f∥L2 ≤ ∥∇−1µ∥L2 . (92)
Let f∗ = µ ∗ g, then
∫
Rd
f∗µdx = ∫
Rd
(g ∗ µ)µdx
= ∫
Rd
∇(g ∗ µ) ⋅ (∇−1µ)dx
= ∫
Rd
∥∇−1µ∥2 dx.
(93)
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Therefore
sup
f∈H1(Rd)
∫Rd fµdx∥∇f∥L2 = ∫Rd f
∗µdx∥∇f∗∥L2
= ∥∇−1µ∥L2
= ∫
Rd
(g ∗ µ)µdx.
(94)
Using a density argument, we can conclude for any measure µ such that
∫
Rd
dµ = 0 (95)
or d ≥ 3.
A notable challenge in this chapter is that the H−1 norm is not local, as this
simple example shows.
Example 3.1. Let d ≥ 3, then there exists µ ∈ H−1(Rd) and a compact set
K ∈Rd such that
∥ µ∣K ∥H−1>∥ µ ∥H−1 . (96)
Proof. Let µ be a bump function, i.e. µ is smooth, positive, has integral 1, and
is supported in B(0,1). Let
fλ(x) = µ(x) − λµ(x − 101d), (97)
where
1d = (1,1, ...1) ∈Rd. (98)
Let
ν(x) = µ(x − 101d), (99)
then
∥ fλ ∥H−1=∬ g(x − y)dµxdµy−
λ∬ g(x − y)dµxdνy+
λ2∬ g(x − y)dνxdνy.
(100)
On the other hand, for K = B(0,5) for example,
∥ fλ∣K ∥H−1=∬ g(x − y)dµxdµy. (101)
Therefore for λ small enough, we have that
∥ fλ∣K ∥H−1>∥ fλ ∥H−1 . (102)
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3.2 On the thermal equilibrium measure
Before writing the proofs, we need a few properties of the measure µβ.
Proposition 3.4. The measure µβ has support in the whole of R
d.
Proof. See [4]
Proposition 3.5. The measure µβ is uniformly bounded in L
∞ if µV is bounded
in L∞. Moreover, we have the bound
sup
β
∥ µβ ∥L∞≤∥ µV ∥L∞ (103)
Proof. See [4]
Next, we state a splitting formula expanding around µβ ∶
Proposition 3.6. The Hamiltonian HN can be split into:
HN (XN) = N2Eβ (µβ) +N N∑
i=1
ζβ (xi)
+
N2
2
∬
∆C
g(x − y)d (empN − µβ) (x)d (empN − µβ) (y),
(104)
where
Eβ (µ) = IV (µ) + 1
Nβ
∫
Rd
µ log (µ) (105)
and
ζβ = − 1
Nβ
log (µβ) . (106)
Proof. See [3].
In analogy with previous work in this field ([3], [22], [7], [21]), we define a
next order partition function Kβ, as
Kβ = ZN,β exp (N2βEβ (µβ)) . (107)
Using (107), we may rewrite the Gibbs measure as
dPN,β(x1...xN ) = 1
KN,β
exp(−1
2
N2βE(empN − µβ))ΠNi=1dµβ(xi). (108)
We need an elementary bound on Kβ , which can be easily deduced from [3].
Proposition 3.7. In dimension d ≥ 3, the thermal next order partition function
is greater than 1, in other words,
log (Kβ) ≥ 0. (109)
In dimension 2, we have the bound
log(KN,β) ≥ −1
4
Nβ log(N). (110)
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Proof. We begin by using the splitting formula to rewrite the thermal next order
partition function. Using Jensen’s inequality, we have
log (Kβ)
= log⎛⎝∬(Rd)N exp⎛⎝ − βN
N
∑
i=1
ζβ (xi)−
βN2
2
∬
∆C
g(x − y)d (empN − µβ) (x)d (empN − µβ) (y)⎞⎠dXN⎞⎠
= log⎛⎝∬(Rd)N exp⎛⎝ − βN
2
2
∬
∆C
g(x − y)d (empN − µβ) (x)d (empN − µβ) (y)⎞⎠
dµ⊗Nβ
⎛⎝XN⎞⎠⎞⎠
≥ −∬(Rd)N (βN22 ∬∆C g(x − y)d (empN − µβ) (x)d (empN − µβ) (y))dµ⊗Nβ (XN)
(111)
We then expand the last term in order to conclude:
log (Kβ)
≥ −βN
2
2
∬(Rd)N
⎛⎝∬Rd×Rd g(x − y)dµβ(x)dµβ(y) − 2
N
∑
i=1∫Rd
g (xi − y) dµβ(y)
+∑
i≠j
g (xi − xj)⎞⎠dµ⊗Nβ (XN)
= −βN
2
2
(N(N − 1) − 2N2 +N2)∬
Rd×Rd g(x − y)dµβ(x)dµβ(y)
= β
2
N3∬
Rd×Rd g(x − y)dµβ(x)dµβ(y)
≥ 0.
(112)
In order to deduce the bound when d = 2, we introduce the re-scaled thermal
equilibrium measure µNβ , defined as
µNβ (x) = µβ (N− 12x) . (113)
Proceeding as before, we have that
log(KN,β) ≥ β
2
∬
Rd×Rd g(x − y)dµNβ (x)dµNβ (y). (114)
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Lastly, note that
∬
Rd×Rd g(x − y)dµNβ (x)dµNβ (y) =
N2 (∬
Rd×Rd −
1
2
log(N)dµβ(x)dµβ(y) +∬
Rd×Rd g(x − y)dµβ(x)dµβ(y)) ≥
−
1
2
N2 log(N).
(115)
From this we can conclude
log(KN,β) ≥ −1
4
βN log(N). (116)
Next we derive an elementary concentration inequality, which will be the
foundation of the theorem. We will use the notation
PN = {µ ∈ P (Rn) µ = 1
N
N
∑
i=1
δxi} . (117)
In other words, PN is the set of probability measures that consist of N equally
weighted point masses.
Lemma 3.1. Let A be an open set in the space of probability measures. Then
1
βN2
log (PN,β (empN ∈ A)) ≤ − 1
KN,β
inf
µ∈A∩PN G(µ − µβ, µ − µβ), (118)
where
G(µ, ν) =∬
Rd×Rd∖∆ g(x − y)dµxdνy. (119)
Proof. Using Proposition 3.6, we start by writing
PN,β (empN ∈ A) =
1
KN,β
∫
empN ∈A
exp(−β [N N∑
i=1
ζβ (xi) + N2
2
G (empN − µβ , empN − µβ)])dXN .
(120)
Using the definition of ζβ , we have
PN,β (empN ∈ A) ≤ 1
KN,β
∫
empN∈A
exp (−G (empN − µβ, empN − µβ))ΠNi=i dµβ(xi)
≤ 1
KN,β
µ⊗Nβ (empN ∈ A) ⋅ exp(−N2β inf
µ∈A∩PN G (µ − µβ , µ − µβ))
≤ 1
KN,β
exp(−N2β inf
µ∈A∩PN G (µ − µβ , µ − µβ)) .
(121)
The proposition follows by taking log on both sides.
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We need one more technical proposition. It will be based on the following
result:
Lemma 3.2. There exists a constant C such that, in dimension 3 and bigger
µβ(x) ≤ C exp (−CNβV (x)) , (122)
and in dimension 2,
µβ(x) ≤ C exp (−CNβ[V (x) − log(∣x∣)]) . (123)
Proof. See [4].
4 Proofs
In this section we prove the results stated at the beginning. The strategy is to
use the elementary concentration inequality in proposition 3.1 as a foundation.
The challenge is to estimate
inf
µ∈A∩PN G (µ − µβ , µ − µβ) (124)
when
A = (B (µβ , k
N
1
d
))C . (125)
The way to do this will be to pass from PN to absolutely continuous probability
measures (this will make an additive error of order 1
N
2
d
in the energy if d ≥ 3 or
an error of size C
N
+
logN
2N
if d = 2, plus an error of order 1
N
1
d
in the distance to µβ),
then from absolutely continuous probability measures to absolutely continuous
probability measures with compact support, and then use Proposition 3.2 (this
will make a multiplicative error of a constant).
Next, we show that we can reduce to absolutely continuous probability mea-
sures. The next lemma is proved in the appendix.
Proposition 4.1. Let λ = 1
d
, and let AN = P(Rd) ∖B (µβ, k1Nλ ) , where P(Rd)
is the set of probability measures on Rd, with d ≥ 3. Let S denote the set of
absolutely continuous probability measures, then there exists a constant C such
that, if d ≥ 3 then
inf
µ∈AN∩PN G (µ − µβ , µ − µβ) ≥ infµ∈BN∩SG (µ − µβ , µ − µβ) − CN 2d , (126)
where
BN = P(Rd) ∖B (µβ , (k1 − k2)+
Nλ
) , (127)
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for some absolute constant k2, where
(x)+ = ⎧⎪⎪⎨⎪⎪⎩
x if x ≥ 0
0 o.w.
(128)
If d = 2 then
inf
µ∈AN∩PN G (µ − µβ , µ − µβ) ≥ infµ∈BN∩SG (µ − µβ, µ − µβ)−CN + 12N log(N). (129)
We will need the following proposition in order to reduce ourselves to prob-
ability measures with compact support.
Proposition 4.2. Let νN be a sequence of probability measures such that
∥ νN − µβ ∥BL≥ ǫ
N
1
d
, (130)
then there exists a compact set K∗ such that
∥ (νN − µβ)1K∗ ∥BL≥ ǫ
4N
1
d
. (131)
Furthermore, 131 also holds for any compact set K which contains K∗.
Proof. Let K∗ be a compact set as in lemma 3.2 and such that property 3 of
β holds. We define, for any compact set K which contains K∗, the probability
measure
µKβ = µβ ∣K∫K µβ dX . (132)
We claim that
∥ µβ − µKβ ∥BL≤ 2∥µβ − µK∗β ∥BL, (133)
for any K that contains K∗.
To see this, note that
∥µβ − µKβ ∥BL ≤ ∥µβ − µβ ∣K∥BL + ∥µβ ∣K − µKβ ∥BL. (134)
Then, we have that ∥µβ − µβ ∣K∥BL = ∫
Rd∖K µβdx, (135)
and therefore ∥µβ − µβ ∣K∥BL ≤ ∥µβ − µβ ∣K∗∥BL. (136)
We also have that
∥µβ ∣K − µKβ ∥BL = (1 − 1∫K µβdx)∥µβ ∣K∥BL
= ∫
Rd∖K µβdx
≤ ∥µβ − µβ ∣K∗∥BL.
(137)
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Hence, we have that
∥ µβ − µKβ ∥BL≤ 2 ∥ µβ − µK
∗
β ∥BL, (138)
Note that
∥ µβ − µK∗β ∥BL≪ 1
N
1
d
(139)
by property 3 of β. Hence, there exists an N0 such that, for any compact set K
which contains K∗ we have
∥ νN − µKβ ∥BL ≥∥ νN − µβ ∥BL − ∥ µKβ − µβ ∥BL
≥ 2
3
ǫ
N
1
d
.
(140)
We now claim that
∥ νKN − µKβ ∥BL≥ 13
ǫ
N
1
d
, (141)
where
νKN = 1KνN . (142)
To see this, note that
νN − µ
K
β = νKN − µKβ + νK
C
N , (143)
where
νK
C
N = νN1Rd∖K . (144)
Therefore by triangle inequality,
∥ νN − µKβ ∥BL≤∥ νKN − µKβ ∥BL + ∥ νK
C
N ∥BL . (145)
Therefore either
∥ νKN − µKβ ∥BL≥ 1
3
ǫ
N
1
d
(146)
or
∥ νKCN ∥BL≥ 1
3
ǫ
N
1
d
. (147)
We proceed by contradiction and assume that
∥ νKN − µKβ ∥BL< 1
3
ǫ
N
1
d
. (148)
Then
∥ νKCN ∥BL> 13
ǫ
N
1
d
. (149)
Since νK
C
N is positive, we have
∥ νKCN ∥BL = ∫
Rd∖K νN dX
> 1
3
ǫ
N
1
d
.
(150)
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Since
∫
Rd
νN = 1, (151)
we have that
∫
K
νN < 1 − 1
3
ǫ
N
1
d
. (152)
But this means
∥ νKN − µKβ ∥BL ≥ ∫
Rd
(νN − µKβ )1K
≥ 1
3
ǫ
N
1
d
.
(153)
This is a contradiction and therefore
∥ νKN − µKβ ∥BL≥ 1
3
ǫ
N
1
d
. (154)
Proceeding as before, and using property 3 of β there exists an N1 such that,
for any compact set K which contains K∗ and N > N1 we have
∥ µKβ − µβ1K ∥BL≤ 1
12
ǫ
N
1
d
. (155)
Therefore for N ≥max{N0,N1} we have
∥ (νN − µβ)1K ∥BL ≥∥ νKN − µKβ ∥BL − ∥ µKβ − µβ1K ∥BL
≥ 1
4
ǫ
N
1
d
.
(156)
We need one more result, proposition 4.3. After we prove it, the main
theorem of this section will be a corollary. Proposition 4.3 is itself based on the
following lemma, which is a refinement of the extension lemma for H1 functions
and will be proved in the appendix.
Lemma 4.1. Let Ω ⊂ Rd be a region with a C2 boundary, and let f ∈ H1(Ω).
For every ǫ > 0 there exists fǫ ∈ H1(Rd) such that
● The restriction satisfies fǫ∣Ω = f.
● The support satisfies supp(fǫ) ⊂ Ωǫ, where
Ωǫ = {x ∈Rd∣d(x,Ω) < ǫ}. (157)
● We have control of the norms:
∥ ∇fǫ ∥L2 ≤ C√
ǫ
∥ f ∥H1
∥ fǫ ∥L2 ≤ (1 + k√ǫ) ∥ f ∥L2 , (158)
where C and k are constants that depend only on Ω.
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In addition, if tr(f) ≥ 0, then fǫ is non negative in Ωǫ ∖Ω.
With the the help of the last lemma, we can prove a proposition, which will
be needed in the proof of the concentration inequality.
Proposition 4.3. Let ν ∈ H−1(Rd) assume that there exists a compact set K
such that ν is nonpositive or nonnegative outside of K, and the boundary of K
has C2 regularity. Then there exists a compact set K1 which contains K, and a
constant c such that
∥ ν ∥H−1≥ c ∥ ν∣K1 ∥H−1(K1) . (159)
Furthermore, c and K1 depend only on K.
With the last propositions, we can prove theorem 2.1:
Proof. (Of theorem 2.1). Let k > 0, we have that
PN,β (∥ empN − µβ ∥BL≤ k
N
1
d
) =
1 −PN,β (∥ empN − µβ ∥BL> k
N
1
d
) ≥
1 −
1
KN,β
exp
⎛⎜⎜⎜⎝−
N2β
2
inf
µ∈(B(µβ , k
N
1
d
))C∩PN
G (µβ − µ,µβ − µ)⎞⎟⎟⎟⎠ .
(160)
Using previous propositions, we have that in dimension 3 or higher,
inf
µ∈(B(µβ , k
N
1
d
))C∩PN
G (µβ − µ,µβ − µ) ≥
inf
µ∈(B(µβ , (k−c1)+
N
1
d
))C∩S
G (µβ − µ,µβ − µ) − C
N
2
d
=
inf
µ∈(B(µβ , (k−c1)+
N
1
d
))C∩S
∥ µ − µβ ∥2H−1 − C
N
2
d
,
(161)
by Proposition 4.1.
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In dimension 2, we have that
− log(KN,β) − N2β
2
inf
µ∈(B(µβ , k
N
1
d
))C∩PN
G (µβ − µ,µβ − µ)
≤ − log(KN,β) − N2β
2
⎛⎜⎜⎜⎝ infµ∈(B(µβ , (k−c1)+
N
1
d
))C∩S
G (µ − µβ , µ − µβ) − C
N
+
1
2N
log(N)⎞⎟⎟⎟⎠
= 1
2
inf
µ∈(B(µβ , (k−c1)+
N
1
d
))C∩S
∥ µ − µβ ∥2H−1 −CN .
(162)
Now we use previous results to get a lower bound on the expression on the
last line. Let νN be a sequence of absolutely continuous probability measures
such that
∥ νN − µβ ∥BL≥ (k − c1)+
N
1
d
. (163)
Then we claim that there exists c2 > 0 such that
∥ νN − µβ ∥H−1≥ c2 (k − c1)+
N
1
d
. (164)
In order to show this, note that using properties 3 and 4 of V and β there
exists a compact set K1 such that
µK1
β
= 1∫K1 µβ dx
µβ ∣K1 (165)
satisfies that
∥ µK1
β
− µβ ∥BL ≪ 1
N
1
d
E (µβ − µKβ )≪ 1
N
1
d
.
(166)
Furthermore, 166 also holds for any compact set that containsK1. By propo-
sition (131), we also know that there exists a compact set K2 such that
∥ (µK2
β
− νN)1K2 ∥BL≥ 1
4
∥ (µβ − νN) ∥BL, (167)
furthermore, (167) also holds for any compact set that contains K2. Also by
hypothesis
∥ (µβ − νN) ∥BL≥ (k − c1)+
N
1
d
. (168)
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Let K3 = K1⋃K2, then νN − µK3β is non negative outside of K3, and there-
fore by Proposition 4.3 there exists a compact set K which contains K3 and a
constant c4 such that
∥ (µKβ − νN)∣K ∥H−1(K)≤ c4 ∥ (µKβ − νN) ∥H−1 . (169)
Putting everything together, we get that
∥ (µKβ − νN) ∥H−1 ≥ c ∥ (µKβ − νN)∣K ∥H−1(K)
≥ c ∥ (µKβ − νN)1K ∥BL
≥ c ∥ (µβ − νN) ∥BL
≥ c∗2 (k − c1)+
N
1
d
.
(170)
Lastly, we have that
E(νN − µβ) ≥ E(νN − µKβ ) − E(µβ − µKβ )
= ∥νN − µKβ ∥H−1 − E(µβ − µKβ )
≥ c∗2 (k − c5)+
N
1
d
− E(µβ − µKβ ).
(171)
for c2 = c
∗
2
2
and for N big enough. Therefore for N big enough (depending on
K), we have that
PN,β (∥ emp − µβ ∥BL≤ k
N
1
d
) ≥ 1 − exp(−1
2
N2− 2d β (c1(k − c2)2+ − c3))
→ 1,
(172)
where convergence happens for all k >
√
c3
c1
+ c2.
As a consequence of our methods, we obtain the following theorems relating
the bounded Lipschitz norm to the H−1 norm (electrostatic energy).
Remark 4.1. Let µ be a measure on Rd with mean 0 or d ≥ 3, and assume that
there exists a compact set K such that µ has a definite sign outside of K. Then
there exists a constant k, and a compact set K2 which depend only on K such
that
∥ µ∣K2 ∥BL≤ kE(µ). (173)
Proof. By Proposition 6.1, we have that
∥µ∥H−1 ≥ ∥µ∣K1∥H−1(K1). (174)
Together with Proposition 3.2, this implies
∥µ∥H−1 ≥ ∥µ∣K1∥H−1(K1)
≥ ∥µ∣K1∥BL. (175)
Using proposition 3.3 we can conclude.
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Remark 4.2. Let µ be a measure on Rd with mean 0 or d ≥ 3, and assume that
there exist a compact sets K1,K2 such that µ∣K2∖K1 a density which is in L2.
Then there exists a constant k, which depends on K1,K2, and ∥ µ∣K2∖K1 ∥L2
such that
∥ µ∣K1 ∥BL≤ kE(µ). (176)
Proof. By Proposition 4.3, we have that there exists a compact set K2 such that
∥µ∥H−1 ≥ ∥µ∣K2∥H−1(K2). (177)
Together with Proposition 3.2, this implies
∥µ∥H−1 ≥ ∥µ∣K2∥H−1(K2)
≥ ∥µ∣K2∥BL. (178)
Using proposition 3.3 we can conclude.
Remark 4.3. It’s clearly not true that
∥ µ ∥BL≤ k ∥ µ ∥H−1 . (179)
for any positive constant k.
5 Addendum 1
This appendix is devoted to proving the following proposition:
Proposition 5.1. Let λ = 1
d
, and let AN = P(Rd) ∖B (µβ, k1Nλ ) , where P(Rd)
is the set of probability measures on Rd, with d ≥ 3. Let S denote the set of
absolutely continuous probability measures, then there exists a constant C such
that, if d ≥ 3 then
inf
µ∈AN∩PN G (µ − µβ , µ − µβ) ≥ infµ∈BN∩SG (µ − µβ , µ − µβ) − CN 2d , (180)
where
BN = P(Rd) ∖B (µβ , (k1 − k2)+
Nλ
) , (181)
for some absolute constant k2, where
(x)+ = ⎧⎪⎪⎨⎪⎪⎩
x if x ≥ 0
0 o.w.
(182)
If d = 2 then
inf
µ∈AN∩PN G (µ − µβ , µ − µβ) ≥ infµ∈BN∩SG (µ − µβ, µ − µβ)−CN + 12N log(N). (183)
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This section uses ideas very similar to ones found in [28] and [17]. We begin
by recalling a few facts about the Coulomb Kernel. These can be found in [10],
or deduced using superharmonicity.
Lemma 5.1. Let λR be the uniform probability measure on a ball of radius R,
then for every x ∈Rd, we have that
∫
Rd
g(x + u)λR(u)du ≤ g(x) (184)
and also that
∬
Rd×Rd g(x + u − v)λR(u)λR(v)dudv ≤ g(x). (185)
Furthermore, eqs 184 and 185 become an equality if ∣x∣ > R.
The next lemma can also be found in [10] (or verified by direct computation).
Lemma 5.2. Let λR be the uniform measure on the ball of radius R, then for
d ≥ 3
G(λR, λR) = g(R)G(λ1, λ1). (186)
For d = 2 we have that
G(λR, λR) = g(R) +G(λ1, λ1). (187)
We need one more lemma before embarking on the proof of 4.1.
Lemma 5.3. Let {xi}Ni=1 ∈Rd, let φ = 1N ∑i δxi and φǫ = φ ∗ λǫ. Then
1
N2
∑
i≠i
g(xi − xj) ≥ G (φǫ, φǫ) − 1
N
g(ǫ)G(λ1, λ1). (188)
Furthermore, eq. 188 is an equality if ǫ ≤min {∣xi − xj ∣} .
Proof. The proof is found in [32] and in [10].
We now give the proof of Proposition 4.1:
Proof. (Of Proposition 4.1)Let P = 1
N ∑i δxi for {xi}Ni=1 ∈ Rd. Let Pǫ = P ∗ λǫ
for ǫ to be determined later. Our goal is to prove that
G (Pǫ − µβ , Pǫ − µβ) ≥ G (P − µβ, P − µβ) − C
N
2
d
(189)
for some constant C.
Expanding, we get
G (Pǫ − µβ , Pǫ − µβ) = G (Pǫ, Pǫ) − 2G (Pǫ, µβ) +G (µβ , µβ) . (190)
Using equation 188 we immediately get that, if d ≥ 3 then
G (Pǫ, Pǫ) ≥ G (P,P ) + C
Ng(ǫ) . (191)
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Our goal is now to get an upper bound for G (Pǫ, µβ) in terms of G (P,µβ) ,
which we do using superharmonicity. For any ǫ > 0, we begin by writing:
G(P,µβ) =
∑
i
∫
Rd
g(y − xi)µβ(y)dy =
∑
i
∫
Rd∖B(xi,ǫ) g(y − xi)µβ(y)dy +∫B(xi,ǫ) g(y − xi)µβ(y)dy =
∑
i
∬
y∈Rd∖B(xi,ǫ) ,s∈Rd g(y − xi + s, )λǫ(s)µβ(y)dsdy+
∫
B(xi,ǫ) g(y − xi)µβ(y)dy =
∑
i
∬
y∈Rd∖B(xi,ǫ) ,s∈Rd g(y − xi + s, )λǫ(s)µβ(y)dsdy+
∫
y∈B(xi,ǫ), s∈Rd g(y − xi + s)µβ(y)dy d(δ0 + λǫ − λǫ)(s) =
∑
i
∬
Rd×Rd g(y − xi + s, )λǫ(s)µβ(y)dsdy+
∫
y∈B(xi,ǫ), s∈Rd g(y − xi + s)µβ(y)dy d(δ0 − λǫ)(s) =
G(Pǫ, µβ) +∫
y∈B(xi,ǫ) [−∫s∈Rd g(y − xi + s)λǫ(s)ds + g(xi − y)]µβ(y)dy ≤
G(Pǫ, µβ) +∫
y∈B(xi,ǫ) g(xi − y)µβ(y)dy.
(192)
We then have that µβ is uniformly bounded in L
∞ by proposition 3.5 and
therefore,
G(Pǫ, µβ) ≥ G(P,µβ) −max
β
{∥ µβ ∥L∞}∫
y∈B(0,ǫ) g(y)dy
= G(P,µβ) −Cǫ2. (193)
In the last equation, we have used that, if d ≥ 3 then
∫
y∈B(0,ǫ) g(y)dy = cd ∫ ǫ0 rd−1rd−2
= Cdǫ2
(194)
In conclusion, we have, for d ≥ 3,
G (P − µβ , P − µβ) ≥ G (Pǫ − µβ , Pǫ − µβ) −C 1
Ng(ǫ) −Cdǫ2. (195)
Taking ǫ = 1
N
1
d
, we have that
∥ P −Pǫ ∥BL≤ C
N
1
d
(196)
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for any d ≥ 2 (we will show this at the end), and therefore
G (P − µβ , P − µβ) ≥ G(P 1
N
1
d
− µβ , P 1
N
1
d
− µβ) −C 1
Ng ( 1
N
1
d
) −Cd ( 1N 1d )
2
.
(197)
Therefore
G (P − µβ , P − µβ) ≥ inf
µ∈BN∩SG (µ − µβ , µ − µβ) − CN 2d . (198)
To deal with the case d = 2, we start from the penultimate line of equation
(192) and proceed as in lemma 3.5 of [28]:
∣∫
y∈B(xi,ǫ) [−∫s∈Rd g(y − xi + s)λǫ(s)ds + g(xi − y)]µβ(y)dy∣
≤ ∥µβ∥L∞ ∫
y∈B(xi,ǫ) ∣−∫s∈Rd log ∣y − xi + s∣λǫ(s)ds − log ∣xi − y∣∣ dy
= ∥µβ∥L∞ǫ2∫
y∈B(0,1) ∣−∫s∈Rd log ∣y + s∣λ1(s)ds − log ∣y∣∣ dy
≤ C∥µβ∥L∞ǫ2.
(199)
In conclusion, we have, for d = 2,
G (P − µβ , P − µβ) ≥ G (Pǫ − µβ , Pǫ − µβ) − g(ǫ) 1
N
−C1ǫ
2
− c2N. (200)
Taking ǫ = 1
N
1
2
, we have that
G (P − µβ , P − µβ) ≥ inf
µ∈BN∩SG (µ − µβ , µ − µβ) − CN + 12N logN. (201)
We now only need to show that
∥ P −Pǫ ∥BL≤ C
N
1
d
(202)
for any d ≥ 2. The reason is elementary. Let ϕ ∈W 1,∞ be such that∥ϕ∥W 1,∞ = 1. (203)
Then ∣∫ ϕd(P −Pǫ)∣ ≤ 1
N
∑
i
∣⨏
B(xi,ǫ)ϕ(x)dx −ϕ(xi)∣ . (204)
Since ∥ϕ∥W 1,∞ = 1, we have, for x ∈ B(xi, ǫ) that∥ϕ(x) −ϕ(xi)∥ ≤ ǫ, (205)
therefore ∣⨏
B(xi,ǫ)ϕ(x)dx −ϕ(xi)∣ ≤ ǫ, (206)
and ∣∫ ϕd(P − Pǫ)∣ ≤ ǫ. (207)
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6 Addendum 2
This appendix is devoted to proving results the related to H1 and H−1 norms
that we used in the chapter. The first result we need is
Lemma 6.1. Let Ω ⊂ Rd be a region with a C2 boundary, and let f ∈ H1(Ω).
Let
ǫ∗ = sup{ǫ > 0∣x↦ x + ǫν(x) is a diffeomorphism for all ∣δ∣ < ǫ}, (208)
where ν(x) is the unit normal to ∂Ω at x. Then for every 0 < ǫ < ǫ∗ there exists
fǫ ∈H1(Rd) such that
● The restriction satisfies fǫ∣Ω = f.
● The support satisfies supp(fǫ) ⊂ Ωǫ, where
Ωǫ = {x ∈Rd∣d(x,Ω) < ǫ}. (209)
● We have control of the norms:
∥ ∇fǫ ∥L2 ≤ C√
ǫ
∥ f ∥H1
∥ fǫ ∥L2 ≤ (1 + k√ǫ) ∥ f ∥L2 , (210)
where C and k are constants that depend only on Ω.
In addition, if tr(f) ≥ 0, then fǫ is non negative in Ωǫ ∖Ω.
Proof. Step 1. Let x ∈ ∂Ω. We will use the notation
x = (x,xd), (211)
where x ∈ Rd−1 and xd ∈ R. Assume for now that ∂Ω is flat near x. In other
words, that there exists some δ > 0 such that
B(x, δ)⋂∂Ω = {y∣yd = 1}⋂B(x, δ). (212)
Let
B(x, δ) = {y∣yd = 1}⋂B(x, δ). (213)
Let α > 0 be such that
B(x, δ) × (−α,0) ⊂ Ω. (214)
Note that α exists since by hypothesis ∂Ω is C2. Define a function ϕ ∶ B(x, δ)×(0, α)→R as
ϕ(y, yd) = f(y,−yd). (215)
Let µ ∈ C∞([0, α],R+) be such that µ(0) = 1, µ(α) = 0, and µ is decreasing.
Consider now ϕ̂ ∶ B(x, δ) × (0, α) →R defined as
ϕ̂(y, yd) = ϕ(y, yd)µ(yd). (216)
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Lastly, define the function ϕǫ ∶ B(x, δ) × (0, ǫ)→R as
ϕǫ(y, yd) = ϕ̂(y, α
ǫ
yd) . (217)
We immediately get the estimates
∥ ϕǫ ∥L2 =
√
ǫ
α
∥ ϕ̂ ∥L2
≤
√
ǫ
α
∥ ϕ ∥L2
≤
√
ǫ
α
∥ f ∥L2 .
(218)
We also have the estimates
∥ ∇ϕǫ ∥L2 ≤ Cmax(√α√
ǫ
,1) ∥ ∇ϕ̂ ∥L2
≤ Cmax(√α√
ǫ
,1) ∥ ∇(ϕ)µ +ϕ d
dx
µ ⋅ ed ∥L2
≤ Cmax(√α√
ǫ
,1) ∥ f ∥H1 ,
(219)
where C depends only on Ω.
Lastly, if tr(f) ≥ 0, consider the function
Mϕǫ =max (ϕǫ,0) . (220)
Then Mϕǫ is positive, and
Mϕǫ(y,0) = ϕǫ(y,0) (221)
for any y ∈ B(x, δ). Using the identity
Mϕǫ = 1
2
(∣ϕǫ∣ +ϕǫ) , (222)
we get that
∥ ∇Mϕǫ ∥L2 ≤∥ ∇ϕǫ ∥L2
∥Mϕǫ ∥L2 ≤∥ ϕǫ ∥L2 . (223)
Step 2. Now we turn to the general case, where ∂Ω is not necessarily locally
flat. Since by assumption ∂Ω is C2, there exist finitely many balls B(xi, ǫi) and
C2 diffeomorphisms gi ∶ Ui ⊂Rd−1 →Rd such that
gi (Ui) = B(xi, ǫi)⋂∂Ω. (224)
For any δ ≤ ǫ∗, we can extend gi to a C1 diffeomorphism gi ∶ Ui × (−δ, δ) → P δi ,
where
P δi = {x + sνx∣x ∈ B(xi, ǫi)⋂∂Ω, s ∈ (−δ, δ)}, (225)
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where νx is the unit normal to the point x. We define gi as
gi(x, s) = gi(x) + sνgi(x). (226)
Now define for any ǫ < ǫ∗ the function ϕiǫ ∶ Ui × (−ǫ, ǫ) as in step 1, with
α = ǫ∗. If tr(f) ≥ 0, define Mϕiǫ as in step 1.
Define the functions φiǫ as
φiǫ = gi ○ϕiǫ ○ g−1i . (227)
If tr(f) ≥ 0, define the functions Mφiǫ as
Mφiǫ = gi ○Mϕiǫ ○ g−1i . (228)
Lastly, take a partition of unity αi associated to P
ǫ∗
i . Define the extension
fǫ as
fǫ(x) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f(x) if x ∈ Ω
∑(αiφǫi) if x ∈ ⋃P δi
0 o.w.
(229)
If tr(f) ≥ 0, define the extension Mfι as
Mfǫ(x) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f(x) if x ∈ Ω
∑(αiMφǫi) if x ∈ ⋃P δi
0 o.w.
(230)
Next is a proposition which is not directly related to the concentration in-
equality, but we include since it is needed to prove remark 4.2.
Proposition 6.1. Let ν ∈ H−1(Rd). Assume that there exist compact sets
K1,K2 with K1 properly contained in K2 such that ν∣K2∖K1 ∈ L2, and the bound-
ary of K1 is C
2. Then there exists a constant c, which depends only on K1,K2,
and ∥ ν∣K2∖K1 ∥L2 such that
∥ ν ∥H−1≥ c ∥ ν∣K1 ∥H−1 . (231)
Proof. First, assume that
∥ ν∣K1 ∥H−1(K1)= 1. (232)
For the general case, we can apply this result to
ν̃ = 1∥ ν∣K1 ∥H−1(K1) ν. (233)
Let ǫ∗ be as in lema 6.1 for K1, and let ǫ̂ < ǫ∗ be such that
K ǫ̂1 ⊂K2, (234)
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where
K ǫ̂1 = {x ∈Rd∣d(x,K1) < ǫ̂}. (235)
We know that ǫ̂ exists since K1 is properly contained in K2.
Let ϕ ∈H1(K1) be such that
∫
K1
νϕ ≥ 1
2
∥ ν∣K1 ∥H−1(K1)
= 1
2
.
(236)
and
∥ ϕ ∥H1= 1. (237)
For any ǫ < ǫ̂, consider an extension ϕǫ of ϕ as in lemma 6.1. Note that
∣∫
Kǫ
1
∖K1 νϕǫ∣ ≤∥ ν∣Kǫ1∖K1 ∥L2∥ ϕǫ∣Kǫ1∖K1 ∥L2
≤ N ∥ ϕǫ∣Kǫ
1
∖K1 ∥L2
≤ c1√ǫN,
(238)
where
N =∥ ν∣K2∖K1 ∥L2 . (239)
We have used that
∥ ϕ ∥H1= 1. (240)
We then have that
∣∫
Rd
νϕǫ∣ = ∣∫
Kǫ
1
νϕǫ∣
= ∣∫
K1
νϕ +∫
Kǫ
1
∖K1 νϕǫ∣
≥ 1
2
− c1N
√
ǫ.
(241)
And hence, we have
∥ ν ∥H−1 ≥ 1∥ ϕǫ ∥H1 ∫Rd νϕǫ
≥ c2√ǫ(1
2
− c1N
√
ǫ) . (242)
Letting ǫ be small enough (for example
√
ǫ = 1
4Nc1
), we obtain the conclusion.
We now prove the main proposition used in the proof of the concentration
inequality:
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Proposition 6.2. Let ν ∈H−1(Rd) and assume that there exists a compact set
K such that ν is nonpositive or nonnegative outside of K, and the boundary of
K has C2 regularity. Then there exists a compact set K1 which contains K, and
a constant c such that
∥ ν ∥H−1≥ c ∥ ν∣K1 ∥H−1 . (243)
Furthermore, c and K1 depend only on K.
The proof of proposition 6.2 depends on the following claim
Claim 6.1. Let ν ∈ H−1(Rd) assume that there exists a compact set K such
that ν is nonpositive or nonnegative outside of K. Let
Kǫ = {x ∈Rd∣d(x,K) ≤ ǫ}. (244)
and assume that
∥ ν∣Kǫ ∥H1<∞ (245)
for some ǫ. Then there exists a compact set K2 which contains K, a constant
c2, and a function φ ∈H1(K2) such that
∫
K2
νφ ≥ c2 ∥ ν∣K2 ∥H−1(K2), (246)
∥ φ ∥H1(K2)= 1, and tr(φ) ≥ 0. Furthermore, c2 depends only on K and ǫ.
Proof. Since
∥ ν ∥H−1=∥ −ν ∥H−1 , (247)
we assume without loss of generality that ν is positive outside of K. Since
∥ ν∣Kǫ ∥H1<∞, (248)
there exists some ϕ ∈H1(Kǫ) such that
∥ ϕ ∥H1(Kǫ)= 1 (249)
and
∫
Kǫ
νϕ ≥ 1
2
∥ ν∣Kǫ ∥H−1(Kǫ) . (250)
Consider now ϕ = ϕ∣K . By the extension lemma, there exists an extension ϕ̃ of
ϕ such that
supp (ϕ̃) ⊂Kǫ (251)
and
∥ ϕ̃ ∥H1≤ Cǫ, (252)
since
∥ ϕ ∥H1(Kǫ)= 1. (253)
Note that tr (ϕ̃∣Kǫ) = 0. Consider now
φ =max{ϕ, ϕ̃}. (254)
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Then since φ ≥ ϕ̃, we know that tr (φ) ≥ 0. We also know that
ϕ(x) = φ(x) for x ∈K
ϕ(x) ≥ φ(x) for x ∈Kǫ ∖K (255)
which implies
∫
Kǫ
νϕ ≤ ∫
Kǫ
νφ, (256)
since ν is positive outside of K. Using the pointwise identity
max{ϕ, ϕ̃} = 1
2
(ϕ + ϕ̃ + ∣ϕ − ϕ̃∣) , (257)
along with triangle inequality, we get
∥ φ ∥H1(Kǫ) ≤∥ ϕ ∥H1(Kǫ) + ∥ ϕ̃ ∥H1(Kǫ)
≤ 1 +Cǫ. (258)
Taking φ̂ = φ
∥φ∥
H1(Kǫ)
, c2 = 12(1+Cǫ) and K2 =Kǫ we obtain the result.
We now turn to the proof of proposition 6.2
Proof. (Of Proposition 6.2) Again, since
∥ ν ∥H−1=∥ −ν ∥H−1 , (259)
we assume without loss of generality that ν is positive outside of K. Let ǫ be
such that ν∣Kǫ has finite Coulomb energy (finite H−1 norm) then by lemma 6.1
there exists a ϕ ∈ H1(Kǫ) such that
● The function ϕ has norm 1, i.e.
∥ ϕ ∥H1(Kǫ)= 1. (260)
● The trace of ϕ is positive, i.e.
tr(ϕ) ≥ 0. (261)
● We have that
∫
Kǫ
νϕ ≥ c ∥ ν∣Kǫ ∥H−1(Kǫ), (262)
where c depends only on K and ǫ.
By the extension lemma (lemma 6.1), there exists an extension ϕ̂ of ϕ such
that
● The support of ϕ̂ is contained in K1+ǫ
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● The norm of ϕ̂ is controlled by
∥ ϕ̂ ∥H1(Rd)≤ k, (263)
where k depends only on K and ǫ.
● We have that ϕ̂ is nonnegative in K1+ǫ ∖Kǫ.
Since ν is positive outside of K and ϕ̂ is positive outside of Kǫ, we have that
∫
Kǫ
νϕ ≤ ∫
Rd
νϕ̂. (264)
Finally, we have that
∥ ν ∥H−1(Rd) ≥ 1∥ ϕ̂ ∥H1(Rd) ∫Rd νϕ̂
≥ 1∥ ϕ̂ ∥H1(Rd) ∫Kǫ νϕ
≥ 1
k
∥ ν∣Kǫ ∥H1(Kǫ),
(265)
where k depends only on K and ǫ.
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