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Résumé
Les Systèmes de Contrôle Embarqués Distribués (SCED) utilisent les réseaux de com-
munication dans les boucles de rétroaction. Étant donné que les systèmes SCED ont
une puissance de batterie, une bande passante de communication et une puissance de
calcul limitée, les débits des données ou des informations transmises sont bornées et
ils peuvent affecter leur stabilité. Ceci nous amène à élargir le spectre de notre étude
et y intégrer une étude sur la relation entre la théorie du contrôle d’un coté et celle de
l’information de l’autre.
La contrainte de débit de données induit la quantification des signaux tandis que les
aspects de calcul temps réel et de communication induit des événements asynchrones
qui ne sont plus réguliers ou périodiques. Ces deux phénomènes donnent au SCED une
double nature, continue et discrète, et en font des cas d’étude spécifiques.
Dans cette thèse, nous analysons la stabilité et la performance de SCED du point de
vue de la théorie de l’information et du contrôle.
Pour les systèmes linéaires, nous montrons l’importance du compromis entre la
quantité d’information communiquée et les objectifs de contrôle, telles que la stabilité,
la contrôlabilité/observabilité et les performances. Une approche de conception con-
jointe de contrôle et de communication (en termes de débit d’information au sens de
Shannon) des SCED est étudiée.
Les principaux résultats de ces travaux sont les suivants :
• Nous avons prouvé que la réduction d’entropie (ce qui correspond à la réduction
d’incertitude) dépend du Grammien de contrôlabilité. Cette réduction est égale-
ment liée à l’information mutuelle de Shannon.
• Nous avons démontré que le Grammien de contrôlabilité constitue une métrique
de l’entropie théorique de l’information en ce qui concerne les bruits induits par
la quantification. La réduction de l’influence de ces bruits est équivalente à la ré-
duction de la norme du Grammien de contrôlabilité.
• Nous avons établi une nouvelle relation entre la matrice d’information de Fisher
(FIM) et le Grammien de Contrôlabilité (CG) basé sur la théorie de l’estimation et
la théorie de l’information.
• Nous proposons un algorithme qui distribue de manière optimale les capacités de
communication du réseau entre un nombre "n" d’actionneurs et/ou systèmes con-
currents se basant sur la réduction de la norme du Grammien de Contrôlabilité.
Mots-clés: Commande sous les Contraintes de Communication, FIM, Information Ré-
ciproque, Entropie, Contrôlabilité Gramian, Théorie de l’Information, Systèmes de Con-
trôle Embarqués et Distribués (SCED).
Abstract
The Networked Embedded Control System (NECS) uses communication networks
in the feedback loops. Since the embedded systems have the limited battery power
along with limited bandwidth and computing power, the feedback data rates are lim-
ited. The rate of communications can drastically affect system stability. Hence, there is
a strong need for understanding and merging the Control Theory with Communication
or Information Theory.
The data rate constraint introduces quantization into the feedback loop whereas the
communication or computational model induces discrete events which are no more pe-
riodic. These two phenomena give the NECS a twofold nature : continuous and discrete,
and render them specific.
In this thesis we analyze the stability and performance of NECS from Information-
theoretic point of view. For linear systems, we show how fundamental are the trade-
offs between the communication-rate and control goals, such as stability, controllability
/ observability and performances. An integrated approach of control and communica-
tion (in terms of Shannon Information Rate) of NECS or distributed embedded control
systems is studied. The main results are as follows :
• We showed that the entropy reduction which is same as uncertainty reduction is
dependent on Controllability Gramian only. It is also related to Shannon Mutual-
Information.
• We demonstrated that the gramian of controllability constitutes a metric of infor-
mation theoretic entropy with respect to the noises induced by quantization. Re-
duction of these noises is equivalent to the design methods proposing a reduction
of the controllability gramian norm.
• We established a new relation of Fisher Information Matrix (FIM) and Controlla-
bility Gramian (CG) based on estimation-theoretic and information-theoretic ex-
planations.
• We propose an algorithm which optimally distributes the network capacity be-
tween a number "n" of competing actuators. The metric of this distribution is the
Controllability Gramian.
Keywords: Control under Communication Constraints, FIM, Mutual Information, En-
tropy, Controllability Gramian, Information Theory, Networked Embedded Control Sys-
tem (NECS).
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1
Introduction
In recent years, there has been an increased interest for the fundamental limitations in
feedback control. A dynamical system is a system whose behaviour changes over time,
often in response to the external stimulation or excitation. The term feedback refers to the
situation when two or more dynamical systems are connected together such that each
system influences the other and their dynamics are strongly coupled. At its core, control
theory is an Information Science and includes the use of information in both analog and
digital representations. According to researchers, control is an encoding problem and
decoding is an estimation problem as well. In the words of Kalman, "Our ultimate objec-
tive is to answer question : What kind and how much information is needed to achieve a desired
type of control?"
Traditional feedback control systems pay less attention to issues related to the flow of
information through the feedback loop. Whereas the quality and reliability of informa-
tion transmitted in a communication network is typically the primary focus, feedback
control systems study the performance of manipulating a dynamical system with in-
formation that is generally assumed to be communicated through ideal channels (Loss-
free, error-free and delay-free). Conventional control engineers generally assume per-
fect transmission of information within the closed loop and that data processing is done
with zero time delay. On the other hand, in communication networks, data packets that
carry the information can be dropped, delayed, or even reordered due to the network
traffic conditions and limited bandwidth. As new technologies and applications emerge,
the fields are coming closer, and we are indeed witnessing that the "next phase of the
information technology revolution is the convergence of communication, computing,
and control" [Murray et al., 2003].
With this convergence of the fields, feedback loops are now being implemented with in-
formation passing through communication networks. New applications utilizing these
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types of feedback loops include future battlefield systems, urban search and rescue,
internet-based control, "smart homes", sensor networks, unmanned air vehicles, multi-
vehicle systems, and many more [Murray et al., 2003]. Introducing communication net-
works in the feedback loops gives several advantages, including modularity and recon-
figurability of system components, simple and fast implementations, powerful system
diagnosis tools, etc. Of course, a main advantage of Networked Control Systems (NCS)
is that they allow for the use of control systems with spatially distributed components,
i.e., actuators, sensors, processing units and plants that do not need to be physically
collocated. In the case of these components being embedded systems we can call the
system as Networked Embedded Control System (NECS). There are, of course, potential
issues that arise when closing the loop around imperfect communication links, includ-
ing data dropout, delays, and quantization effects. Researchers [Antsaklis and Baillieul,
2007] [Hespanha et al., 2007] have addressed many of these issues indicating that the
information flow management through the loop becoming equally important as the de-
sign of the controller. Quality of information (relevance to the context and time) directly
affects the performance of the system and specially when the information carrying chan-
nel has limited bandwidth. Hence, we must focus on the informational aspects related
to control. We can exploit the information flow management to reduce the uncertainty
of the system by increasing the degree of controllability /observability.
It has been known that control theory and information theory share a common back-
ground as both theories study signals and dynamical systems in general. One way to
describe their difference is that the focal point of information theory is the signals in-
volved in systems while control theory focuses more on systems which represent the
relation between the input and output signals. Thus, in a certain sense, we may expect
that they have a complementary relation. For this reason, many researchers have stud-
ied the interactions of the two theories : Control Theory and Information Theory.
In networked control systems, there are issues related to both control and communi-
cation since communication channels with data losses, time delays, and quantization
errors are employed between the plants and controllers [Antsaklis and Baillieul, 2007].
To guarantee the overall control performance in such systems, it is important to eval-
uate the quantity of information that the channels can transfer. Thus, for the analysis
of networked control systems, information theoretic approaches are especially useful,
and notions/results from this theory can be applied. The results in [Nair and Evans,
2004] and [Tatikonda and Mitter, 2004] show the limitation in the communication rate
for the existence of controllers, encoders, and decoders to stabilize discrete-time linear
feedback systems.
The focus of information theory is more on the signals and not on their input-output re-
lation. Thus, based on information theoretic approaches, we may expect to extend prior
results in control theory. One such result can be found in [Martins et al., 2007], where a
sensitivity property is analyzed and Bode’s integral formula [Bode, 1945] is extended to
a more general class of systems. A fundamental limitation of sensitivity functions is pre-
sented in relation to the unstable poles of the plants. In fact the unstable poles contribute
to the sensitivity and not the stable ones. Unstable systems carry more information than
3the stable ones which normally carry no information with respect to the stabilization
objectives.
Recent emerging applications, such as sensor networks, micro-electromechanical sys-
tems (MEMS), mobile telephony, distributed networked embedded systems and indus-
trial control networks, have posed a challenge to the validity of the modular approach.
In these applications, the aim is to control one or more dynamical systems, using multi-
ple sensors and actuators transmitting and receiving information over a digital commu-
nication network. Although the total communication capacity in bits per second may be
large, each component is effectively allocated only a small portion. This can introduce
large quantization errors affecting the control performance, due to the low resolution
(quantization accuracy) of the transmitted data. Quantization errors are not new in con-
trol theory, and there exists a significant amount of work in which quantization is mod-
eled as extra additive white noise, thereby allowing the standard solutions of stochastic
control to be applied [Curry, 1970]. Though this approach is reasonable if the quantizer
resolution is high, it is invalid if the resolution is coarse and the open-loop dynamics are
unstable. There exists a critical positive data rate below which there does not exist any
quantization and control scheme able to stabilize an unstable plant [Nair et al., 2007].
Quantization converts regions of real numbers (analog signals) into discrete points
(digital signals) via a finite set of integers. Some of the information of the signal is lost
due to this quantization process, and it affects the closed loop system. Low communica-
tion capacity coupled with quantization errors severely affect the attainable control per-
formance. Hence, there is a strong need for analyzing the control and communication
aspects jointly rather separately. There are many issues related to the network effects
(delay, packet-loss, bit errors, jitter, quantization noises, channel induced noises etc.) of
NCS but we focus here mainly on the limitations caused by constrained communication
rate. There is a minimum communication rate
R ≥
∑
λ(A)
max {0, log2 |λ(A)|} in bits/sec (1.1)
for a linear discrete-time system [Tatikonda and Mitter, 2004] above which the sys-
tem may be stabilized like Shannon Source Coding Theorem [Haykin, 2001] [Cover and
Thomas, 2006] [Shannon, 1948] of communication which states that there is a minimum
data rate above which a given random process can be reliably (within small tolerable
limit of bit error probability, say, 10−6 to 10−10) communicated. Here, λ(A) is any eigen-
value of the discrete model plant matrix A in a state-space representation. The basic
difference between communication and control is that the information is merely trans-
mitted from sender to receiver in the former but it is also used (apart from just trans-
mitting) in the feedback loop in the latter. Shannon’s Rate Distortion Theorem in simple
words "one can reduce the communication rate but below the threshold limit which
is the minimum communication rate, the probability of the distortion of the message
to be communicated is higher and if the rate is still lowered (below the term Shannon
Entropy) then the distortion in the communicated message is increased". Shannon En-
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tropy (uncertainty or randomness) puts the lower limit on such lowering of the com-
munication rate to have an acceptable quality of communication. Applying the same
principle in control (which the researchers have already proved) there is a trade-off be-
tween communication rate and the control performance which needs to be measured
and characterized mathematically. Basic aim of this research work is to analyze the rela-
tion between control performance (in terms of stability, controllability, state norms etc.)
and information-theoretic parameters like Shannon information rate, Shannon entropy
and even Estimation-theoretic parameter Fisher Information Matrix (FIM). However,
before we proceed for main work in details we would like to provide a brief overview
of the related work in the literature.
1.1 Literature Overview
In modern control theory, the data rate theorem refers to the smallest feedback data rate
above which an unstable dynamical system can be stabilized. In paper [Minero et al.,
2009] a data rate theorem for stabilization of a linear, discrete-time, dynamical system
with arbitrarily large disturbances, over a rate-limited, time-varying communication
channel was presented. Necessary conditions were derived employing information-
theoretic techniques, while a stabilization scheme based on an adaptive successively
refinable quantizer was constructed. The survey paper [Nair et al., 2007] gives a histori-
cal and technical account of various formulations. In [Delchamps, 1990] stability studies
were made when closing the feedback loop with quantized measurement signals. First
results on minimum data rates for stabilizability appeared in [Baillieul, 1999], [Wong
and Brockett, 1999], where it was shown that a noiseless scalar plant with parameter
|A| ≥ 1 can be kept bounded by memoryless quantized control if and only if the avail-
able data rate exceeds log2A bits per sample. These results were the first instances of the
Data Rate Theorem. The work in [Nair and Evans, 2000], [Nair and Evans, 2003], [Nair
and Evans, 2004] studied the stochastic stability of feedback control systems with lim-
ited data rate and show the relation to quantization theory. In addition to the limited
data rate effect, they introduced system process and measurement noise into their mo-
del. Taking an information-theoretic point of view, the thesis [Sahai, 2001] derived sta-
bility conditions based on anytime information which quantifies the "time value" of
data bits. Ph.D. thesis [Tatikonda, 2000] analyzed the necessary data rate and coding
schemes to stabilize a plant across a noisy channel. A general extension of Bode’s in-
tegral inequality is provided in [Martins and Daleh, 2008] to assess the performance
limitations of feedback control over finite capacity memory-less channels. Researchers
also consider issues such as nonlinear systems [Nair et al., 2004], robustness to plant
uncertainties [Phat et al., 2004] and disturbance attenuation [Martins and Daleh, 2005].
Due to the nature of transmitting signals across networks, the information passed through
the feedback loop can be delayed. In [Branicky et al., 2000], the authors analyzed the in-
fluence of the sampling rate and network delay on system stability. In [Nilsson, 1998]
the author analyzed delays that are either fixed or random according to a Markov chain.
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The LQG optimal control problem was solved for the different delay models. Authors
in [Luck and Ray, 1990] compensated for delays by placing observers throughout the
loop. In [Liou and Ray, 1991a], [Liou and Ray, 1991b], the authors used a stochastic ap-
proach to study time-varying delays. Authors in [Montestruque and Antsaklis, 2004]
studied the stability in the presence of time varying delays that could be driven by
an underlying Markov chain. In [Montestruque and Antsaklis, 2002a], [Montestruque
and Antsaklis, 2002b], [Montestruque and Antsaklis, 2003], the maximum time between
samples was determined to ensure stability for periodic sampling.
The improvement from boundedness to asymptotic stability became possible by per-
mitting the quantizer or encoder to possess memory, and follow an adaptive zooming-
in/zooming-out strategy as in [Brockett and Liberzon, 2000], [Liberzon, 2003], [Petersen
and Savkin, 2001]. This is based on dynamically adjusting the range of the quantizer so
that it increases as the plant state approaches the target (zooming-in phase), and de-
creases if the state diverges from the target (zooming-out phase). The underlying intu-
ition is that, in order to drive the state to the target, the quantizer resolution (Quantization-
Accuracy) should be high close to the target but coarse far from it [Nair et al., 2007].
Trade-off between sampling-rate and quantization precision in NCS to optimize the
information of the system is given in [Ben Gaid and Çela, 2006]. These techniques
can be adapted to design controllers yielding guaranteed rate of state convergence.
The concept of topological entropy in limited data-rate control has been used in [Savkin,
2006] [Nair et al., 2004]. Topological entropy, in some sense, measures the fastest rate at
which the uncertainty about the initial state can be reduced, or equivalently the least
rate at which the initial state information can be generated.
All the above-mentioned results concern plants that are deterministic apart from a pos-
sibly random initial condition. For stochastic plants, the major contributions are in [Mar-
tins and Daleh, 2005], [Borkar and Mitter, 1997], [Matveev and Savkin, 2004], [Nair
et al., ], [Nair and Evans, 2004], [Tatikonda et al., 2004], [Tsumura and Maciejowski,
2003]. In [Borkar and Mitter, 1997], data rate-limited control of partially observed lin-
ear Gaussian systems is considered under a quadratic cost. It is shown there that if
the measurements are passed through a minimum variance filter, and the input to the
quantizer is chosen to be the innovations of the filter process, then the design of the
coding and control laws can be performed separately. Separation and certainty equiv-
alence for linear Gaussian plants are addressed in a more general way in [Tatikonda
et al., 2004], which also presents rate-distortion-theoretic lower bounds on performance
over additive white Gaussian noise channels and high rate noiseless digital channels.
In the paper [Nair and Evans, 2004], the mean square stabilizability of linear plants
with possibly non-Gaussian noise is considered. By exploiting the properties of differ-
ential entropy power, a universal lower bound is obtained on the time-asymptotic mean
square state norm. In particular, this bound implies that as the data rate approaches the
intrinsic entropy rate
H˙ := log2 |detA|
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of the plant, the mean square state becomes arbitrarily large, regardless of the cod-
ing and control scheme. Here, coding refers to the translation of processes into alpha-
bet of binary strings. [Martins and Daleh, 2005] also shows that the Shannon Channel
Capacity C (which is the maximum possible data rate the channel can support with
tolerable level of error) of the feedback channel decreases towards H , in other words
the ability of the controller to produce a stabilizing signal diminishes.The possibility
of getting tight bounds on the data rate needed to stabilize a system is based on the
use of dynamic encoders and controllers with unlimited memory. Under memoryless,
finite-level quantization, the set of reachable points is discrete or at most dense [An-
zai, 1974], [Delchamps, 1989], [Bicchi et al., 2002], and only practical stability can be
achieved, namely states in some initial set can be driven to a smaller target set, and not
asymptotically to the origin [Baillieul, 2001], [Nair et al., 2007], [Fagnani and Zampieri,
2003], [Picasso et al., 2002], [Wong and Brockett, 1999]. The main difficulty in such case
is due to the fact that the performance should be evaluated depending on the indices:
(1) the steady-state properties of the closed-loop system, and (2) the quality of the tran-
sient [Fagnani and Zampieri, 2004] [Fagnani and Zampieri, 2005]. This prevents the ex-
istence of a unique optimal controller, since it would generally depend on the weights
associated with the two indices. According to the relative weights assigned to the steady
state and to the transient, there are three different optimal strategies: the first based
on the uniform quantizer, widely used in applications, the second on the logarithmic
quantizer [Elia and Mitter, 2001], similar to the µ- and A-law companders of commu-
nications [Haykin, 2001], and the third on the chaotic quantizer as in [Fagnani and
Zampieri, 2003] and [Fagnani, 2004]. Memoryless quantization has been discussed [Del-
venne, 2006] in a new perspective making the problem much more treatable.
1.2 Overview of Thesis
The aim of the work is to present the information-theoretic explanation of analysis
and design of control for distributed embedded systems (DES) under communication
constraints. Our main contribution in this research work is to establish a relation be-
tween information-theoretic parameters such as Shannon Entropy, Shannon Informa-
tion and the concept of degree of controllability/observability via Controllability / Ob-
servability Gramian. We have established a relation between estimation-theoretic pa-
rameter like Fisher Information Matrix (FIM) and the concept of degree of controlla-
bility/observability via control-theoretic Controllability / Observability Gramian. Con-
trollability is binary in nature as defined by Kalman, that is, by observing the rank of
controllability gramian matrix one can conclude that a system is controllable or not.
But, degree of controllability is more informative than just concluding a system is con-
trollable or not. We have also presented the Degree of Controllability/Observability as
metrics for optimal integrated control and scheduling of NCS and analyzed some inter-
esting results related to scheduling based on the Reachability/Observability Gramians
and their Eigenvalues.
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1.3 Outline and Publications
1.3.1 Outline
The thesis is having the following remaining chapters as organized below :
In Chapter 2, we discuss the basic concepts of Information Theory, Communications
Theory, Estimation Theory and Control Theory which we have used in our work.
In Chapter 3, we analyze the problem of Control under Communication Constraints
and discuss quantized control systems.
In Chapter 4, we analyze and discuss the Quantized Control from Information-theoretic
viewpoint.
In Chapter 5, we discuss the convergence of fundamental limits of Information Theory,
Communications Theory, Estimation Theory and Control Theory.
In Chapter 6, we formulate and analyze the Information-theoretic view of Control.
In Chapter 7, we analyze and establish the relationship between the FIM and Controlla-
bility Gramian.
In Chapter 8, we analyze and discuss the Degree of Reachability / Observability as a
Metric for Optimal Integrated Control and Scheduling of NCS.
In Chapter 9, we provide the conclusion and future work.
1.3.2 Publications
The chapters 3, 5, 6, 7, 8 of this thesis are based on our following publications :
• Prateep Roy and Arben Çela, A Survey on Control under Communication Con-
straints, 6th International RoEduNet Conference, University of Craiova, Romania,
November 2007. (Chapters - 3 & 5)
• Prateep Roy, Arben Çela and Yskandar Hamam, Information-Theoretic View of
Control, 6th International Conference on Informatics in Control, Automation and Robotics
(ICINCO 2009), Milan, Italy, July 2009. (Chapter - 6)
• Prateep Roy, Arben Çela and Yskandar Hamam, On the Relation of FIM and Con-
trollability Gramian, IEEE International Symposium on Industrial Embedded Systems
(SIES 2009), EPFL, Lausanne, Switzerland, July 2009. (Chapter - 7)
• Arben Çela, Abdel Reama, Silviu Niculescu, and Prateep Roy, Degree of Reacha-
bility / Observability as a Metric for Optimal Integrated Control and Scheduling
of Networked Control Systems, submitted to IFAC Symposium on System, Structure
and Control, Ancona, Italy, 2010. (Chapter - 8)

2
Basic Concepts Used
2.1 Introduction
Information is a central component of most decision processes. Intuitively, information
is needed to conduct a decision task in the same way that directions are needed to find
our way to a precise location in an unknown place. Each bit of information gathered di-
rectly from a dynamical system by a controller can serve to decrease the entropy of the
controlled system by at most one bit additional to the reduction of entropy attainable
without such information (i.e., in open-loop control). The notion of Maxwell’s demons
(demons are nothing but the concept of getting the information to reduce the entropy of
the system) generalizes to controllers and extends the scope of the second law of ther-
modynamics to control problems.
Channel capacity is the maximum data transmission rate across a communication chan-
nel with the probability of error approaching zero, and the rate distortion function is
the minimum information transfer rate needed to describe a source under a distortion
constraint. Here, distortion constraint refers to the minimum distortion (in terms of er-
ror) because with the reduced information transfer rate there is a high probability that
there would be errors. Limit to the maximum information transfer rate is the channel
capacity and limit to the minimum information transfer rate (i.e. data compression) is
the entropy. The two fundamental limits of data communication and data compression
are dual.
Sensors are first used to gather information about the state of the system to be con-
trolled (observation step); this information is processed according to a determined con-
trol strategy (decision step), and then fed back to actuators which try to update or redi-
rect the state of the system. Such control systems paired with information-processing
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devices are found in many modern control systems, ranging from sophisticated auto-
matic flight guidance systems to very simple servomechanisms such as thermostats.
In the former example, the sensors are the various measurement devices (e.g., altime-
ter, speedometer) which provide the navigation unit with the necessary data to steer
a plane, whereas in the latter the sensor is just a thermometer. Information is required
in control by demonstrating that it is possible to quantify exactly the amount of infor-
mation gathered by a controller, and that there exists a direct relationship between the
amount of information gathered and the performance of the controller.
According to the paper [Saridis, 1988] the cost (resource utilization in terms of com-
plexity of computation and communication, bandwidth usage, delay incurred etc.) of
control with inaccessible states is given by the cost of control with estimated states plus
the cost of state estimation minus the equivocation for details) of active transmission
of information (Chapter - 5). Here, conditional entropy or equivocation is the residual
entropy (or uncertainty) of a random variable given that the other random variable is
known.
2.2 Information Theory
Information is measured as
Ik = log2
1
pk
where Ik and pk are the information associated with the k-th symbol of the message-
word and the probability of occurring the k-th symbol of message-word respectively
(Note : A message consists of words, a word consists of symbols and a symbol is repre-
sented by bits). Evidently, higher the probability of occurrence, smaller is the informa-
tion associated with and vice-versa. We code more frequently used symbols with fewer
number of bits and vice-versa.
Shannon proposed a measure of uncertainty in a discrete distribution based on the
Boltzmann entropy of classical statistical mechanics. He called it the entropy and de-
fined as follows.
We have to take into account the statistics of the alternatives by replacing our original
measure of the number of alternatives by the more general expression defining the en-
tropy as follows :
H = −∑
i
pi log2 (pi)
where pi is the probability of the alternative i. This measure of uncertainty has many
important properties which agree with our intuitive notion of randomness. We mention
three :
1. It is always positive.
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2. It vanishes if and only if it is a certain event.
3. Entropy is increased by the addition of an independent component, and decreased
by conditioning. Conditioning means a priori information as precondition which
helps in reducing the entropy or the uncertainty.
The above quantity is known as the binary entropy as we use logarithmic base of 2, and
was shown by Shannon to correspond to the minimum average number of bits needed
to encode a probabilistic source of N states distributed with probability pi.
Intuitively, H can also be considered as a measure of uncertainty : it is minimum, and is
equal to zero, when one of the alternatives appears with probability one, whereas it is
maximum and equals to log2N when all the alternatives are equiprobable so that pi =
1
N
for all i.
This interpretation of entropy is of foremost importance here. The term entropy is asso-
ciated with the uncertainty or randomness whereas information is used to reduce this
uncertainty. Thus information and entropy (i.e. uncertainty) are complementary aspects
of control. At the lowest level of description, controllers can arguably be thought of as
devices aimed at reducing the uncertainty associated with a system. Control reduces
uncertainty, reduced uncertainty means higher degree of controllability. Uncertainty is
nothing but entropy and control uses information to reduce entropy. We cannot con-
trol anything unless we measure that. Hence, to measure or to quantify ’information’ in
terms of mutual information we use entropy (Shannon) and probability associated with
the information. How much information is required in control? How much information
is required for observing and controlling the system based on observed informations?
Mutual-Information, the term coined by Shannon, is the information carried by one
random variable about the other.
Mutual-Information I(X;Y ) = H(X) +H(Y )−H(X, Y )
where H(X) is the uncertainty that X has about Y , H(Y ) is the uncertainty that Y has
about X , and H(X, Y ) is the uncertainty that X and Y hold in common. Information-
theoretically, H(X), H(Y ) are called the respective entropies associated with X and Y
and H(X, Y ) is the joint entropy between X and Y .
Mutual Information I(X;Y ), between X as the input variable and Y as the output vari-
able, has the lower and upper bounds given by the following:
Lower Bound of Mutual Information :
R(D) = Rate Distortion = Min I(X;Y )
where D is the distortion which happens when information is compressed (i.e. fewer
bits are used to represent or code more frequent or redundant informations) and en-
tropy is the limit to this compression i.e. if one compresses the information beyond the
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entropy limit there is a high probability that the information will be distorted or erro-
neous. This is as per Shannon’s Source Coding Theorem.
Upper bound of Mutual Information :
C = Communication Channel Capacity = Max I(X;Y )
Mutual information is also the difference of entropies (as explained below), where en-
tropy is nothing but the measure of uncertainty. The conditional version of the chain
rule [Cover and Thomas, 2006] is written as :
I(X;Y ) = H(X)−H(X|Y ) = H(Y )−H(Y |X) ;
valid for any random variables X and Y .
Mutual information I(X;Y ) is the amount of uncertainty in X , minus "the amount of
uncertainty in X which remains after Y is known", which is also "the amount of un-
certainty in X which is removed by knowing Y ". Thus, mutual-information is the dif-
ference between two entropies and helps in reducing the uncertainty (entropy). This
corroborates the intuitive meaning of mutual information as the amount of information
(that is, reduction in uncertainty) that each variable is having about the other.
The Conditional Entropy H(X|Y ) or read as conditional entropy of X knowing Y or
conditioned on Y , is often interpreted in communication theory as representing an
information-loss (the so-called equivocation of Shannon [Shannon, 1948]), which results
from subtracting the maximum noiseless capacity I(X;X) = H(X) of a communication
channel with input X and output Y from the actual capacity of that channel as mea-
sured by I(X;Y ).
Just as entropy [Middleton, 1960] in physical systems tends to increase in the course of
time, the reverse is true for information about an information source : as information
about the source is processed, it tends to decrease with time, becoming more corrupt
or noisy until it is evidently destroyed unless additional information is made available.
Here, information refers to the case of desired messages. Information value degrades
over time and entropy value increases over time in general. We can use the timely in-
formation (information as and when it is generated) through feedback-loop to reduce
the uncertainty and thus achieving better controllability because uncertainty in terms
of information-theoretic entropy is the obstruction in the path of controllability. Lack of
information (of appropriate quality and time-value) is the degradation in control per-
formance in terms of controllability, stability etc.
In Ph.D. thesis [Lloyd, 1988], entropy reduction has been described as equivalent to
state reduction in line with Maxwell’s demon and thermodynamic concept of micro-
scopic states of gas and thermal entropy. Because entropy is nothing but state uncer-
tainty and reducing entropy is thus reducing the states which are not really relevant or
uncertain to a great extent. Entropy can also be interpreted as a measure of our lack of
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knowledge of the actual state of the system because of the uncertainty associated with
the term entropy and we reduce the entropy (uncertainty) by gaining information.
Hence, ∆I = −∆H .
Here, ∆ refers to the change and the positive and negative signs indicate gain (increase)
and loss (decrease) respectively. Thus, increase in information is accompanied with de-
crease in entropy and vice-versa. Hence, there is a trade-off between information and
entropy.
It has shown via a physical analogy that a law of non-decrease of entropy (i.e.H ≥ 0)
need not apply to such systems in the presence of observations that continue to supply
new information. Because new informations gained by observations lead to reduce the
uncertainties in the system and hence leads to reduction in entropy.
Since mutual information is not dependent on any underlying reference measure
(such as Lebesgue measure) [Mitter and Newton, 2005] i.e. it can be thought of as be-
ing the observation-derived information on state Xt stored by the system at time t. It
therefore has absolute meaning, unlike quantities such as the signal entropy which only
has meaning relative to the reference measure used in its definition. So, for example,
if mutual information were zero, it would imply that the observations up to time t , at
which the mutual information is measured, were completely useless for estimating the
signal value at time t. Mutual information is shown [Mitter and Newton, 2005] to be the
difference between the information supply and the information dissipation. Here, the
dissipation process represents observation-derived information that was useful for esti-
mating the past of X , but is of no use in estimating its future. We can take the view that
entropy is simply unobservable information because entropy or uncertainty is caused
by unobservability. However, this is reduced in the presence of the partial observations.
Mutual information is increased by the supply of new information, and reduced by the
dissipation of historical information.
Mutual Information gain can be used as a control metric and is an a priori measure
of average information gain following observation.
It is given by :
I(x(t); z(t)) = E
[
log
{
P (x(t)|z(t)
P (x(t)
}]
which basically measures the compression of information. Choosing the sequence of
observations z(t) which maximizes mutual information gain over a horizon. Observa-
tions depend on platform state x(t) and state is governed by some control input u(t).
Therefore, by choosing u(t) suitably we can maximize the information gain.
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2.3 Estimation Theory
When we cannot get the exact information or the information gets distorted / corrupted
/ lost due to communication induced noises and the channel properties, we need to
have the estimation of the information and hence we need the Estimation Theory. Fun-
damental limit of Estimation Theory is the Fisher Information Matrix (FIM) and the re-
lated parameter called Fisher Information is of paramount importance.
Fisher information is the amount of information that an observable random variable Y
carries about an unobservable parameter X upon which the likelihood function of X
represented by L(X) = p(Y ;X) depends. It is a measure of accuracy in estimating a
parameter. Fisher Information Matrix is given by
FIMx := −E(∂ log p(x,y)∂x )2
is the (Bayesian) FIM , where x is the input state, y is the observation at the output
and E is the expectation operator .
Also, FIM = −E
[{
∂ ln ρ(f)
∂x
}{
∂ ln ρ(f)
∂x
}T]
ρ(f) being the Gaussian Probability Density Function of random variable f . Thus Fisher
information is the negative of the expectation of the second derivative of the log of
probability p function with respect to x. Information may thus be seen to be a mea-
sure of the "sharpness" of the support curve near the maximum likelihood estimate of
x. A "blunt" support curve (one with a shallow maximum) would have a low expected
second derivative, and thus low information; while a sharp one would have a high
expected second derivative and thus high information. Second derivative signifies the
curvature which is defined as
Curvature or bending of a trajectory κ = y¨
(1+(y˙)2)3/2
where, y, y¨ and y˙ denote the function y = f(x), its second derivative and first derivative
(slope) respectively. If the slope is small compared with unity, so that the approximation
of the curvature results in the second derivative. Mathematically,
y˙ < 1⇒ (y˙)2 << 1⇒ κ ≈ y¨.
Cramer-Rao Bound (CRB) gives the lower bound of variance σ2 as
σ2 ≥ 1
FIM
Idea behind CRB : There is a "Gain Factor" that describes how much a change in the
parameter (to be estimated) changes the probability distribution of the quantities being
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observed. Quality of any estimate is limited both by variance of the noise and by the
magnitude of the change in the probability distribution caused by a change in quantity
being estimated.
Fisher Information (FI) as defined in [Stam, 1959]
FI = − ∫ p(x1, x2, . . . , xn, θ) ∂2∂θ2 ln p(x1, x2, . . . , xn, θ)dx1, dx2, . . . , dxn
where, x1, x2, . . . , xn being the observable variables and θ being the parameter getting
estimated.
2.4 Control Theory
Kalman in his pioneering paper [Kalman, 1960] has given a nice definition of the state
of a dynamical system. The state space is the smallest collection of state variables which
must be specified at time t = t0 in order to be able to predict the behaviour of the system
for any time t ≥ t0. In other words, the state is the minimal "record" of the past history
needed to predict the future behaviour.
Physically a stable system needs no information on its internal state or the environment
to assure its stability. So, if we consider a well designed stable feedback control system
with disturbances or/and noises as inputs and performance signals as outputs then it
is not needed to have extra feedback loop to assure its stability. We may say the same
thing for systems which are open-loop stable. For example, a pendulum with non-zero
friction coefficient subject to a perturbation will return back to the equilibrium position
after a transient period without any need of extra information. For unstable systems the
mutual information between the initial state and the output of the system is related to
its unstable poles.
Bode Sensitivity is the fundamental limitation of control theory which bears a correla-
tion with information-theoretic entropy. It is established by researchers [Wu and Jon-
ckheere, 1992], [Mehta et al., 2006], [Iglesias, 2001], [Iglesias, 2002], [Okano et al., 2008]
that unstable poles do contribute to Bode sensitivity integral and stable poles do not.
The simplest (and perhaps the best known) result is that, for an open-loop stable plant,
the integral of the logarithm of the sensitivity is zero; i.e.∫ ∞
0
ln |S0 (jω)| dω = 0
Where, S0 and ω being the sensitivity function and frequency respectively.
Now, we know that the logarithm function has the property that it is negative if |S0| < 1
and it is positive if |S0| > 1. The above result implies that set of frequencies over which
sensitivity reduction occurs (i.e. where |S0| < 1) must be matched by a set of frequencies
over which sensitivity magnification occurs (i.e. where |S0| > 1). Referring to Fig. (2.1)
for SISO system with a stable rational transfer function L (jω) = P (jω)C (jω), sensitiv-
ity is defined as
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S (jω) = 1
1+L(jω)
.
This has been given a nice interpretation as thinking of sensitivity as a pile of dirt. If we
remove dirt from one set of frequencies, then it piles up at other frequencies. Hence, if
one designs a controller to have low sensitivity in a particular frequency range, then the
sensitivity will necessarily increase at other frequencies – a consequence of the weighted
integral always being a constant; this phenomenon has also been called the Water-Bed
Effect (pushing down on the water bed in one area, raises it somewhere else).
For linear systems Bode Integral is the difference in the entropy rates (entropy per unit
time) between the input and output of the systems which is an information-theoretic
interpretation. Entropy of the signals in the feedback loop help provide another inter-
Figure 2.1: Feedback Loop
pretation of the Bode integral formula [Zang and Iglesias, 2003] [Mehta et al., 2006] as
follows. Shannon Entropy - Bode Integral Relation (for derivation refer Chapter 5 of this
thesis) can be rewritten as : For an LTI discrete-time system —-
Hc (x)−Hc (d) = 1
2pi
∫ pi
−pi
ln
∣∣S (ejω)∣∣ dω = ∑
k
log (pk) (2.1)
Where S (ejω) is the transfer function of the feedback loop from the disturbance d to
output x and pui ’s are unstable poles (|pk| > 1) of the open-loop plant; S is referred
to as the sensitivity function for an open-loop plant gain P and a stabilizing feedback
controller gain C, S is given by S = 1
1+PC
. Sensitivity shows how much sensitive is the
observable output state to input Gaussian disturbance. Here, Hc (x) and Hc (d) denote
the conditional entropy of the random processes associated with the output x and dis-
turbance d respectively as per Fig. (2.1) [Mehta et al., 2006].
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The problem of associating the degree of controllability or the degree of observability
was considered in an early study by Kalman et al. in paper [Kalman et al., 1963] where
the trace of W−1c and the determinant of W
−1
c were proposed as two possible options for a
quantitative measure of complete controllability of the linear dynamical systems. Here,
Wc being the controllability gramian matrix. These are measures of information which
we are discussing in later chapters of this thesis. Controllability, observability, control-
lability gramian and observability gramian are given in Annexure - A of the thesis.
2.5 Conclusion
This chapter introduced the basic concepts of Information / Communication Theory,
Estimation Theory and Control Theory used in our research work.
The Internet, wireless networks, and the like are making it possible to have many re-
mote plants linked together via communication channels. Thus a substantive theory of
distributed control is increasingly becoming important in today’s control systems. An
important aspect of distributed control is the role of communication between the dif-
ferent components in the system. Since control problems have strict delay constraints
therefore it is important to find the smallest possible rate or find the minimum rate
required on the channel to achieve the desired control objectives or find the largest tol-
erable state estimation error such that the control objectives can still be met.

3
Control under Communication
Constraints
3.1 Introduction
In this chapter, we present our abstract view of a distributed embedded control system
operating under communication constraints. This abstract view is described by the class
of computer-controlled systems, which was introduced in [Hristu, 1999]. This class allows
to model, in a finely-grained and abstract way, the impact of the resource limitations
on the behavior of the controlled system. In Distributed Embedded Systems (DES) the
plant (P) or the process being controlled, the sensor (S), the actuator (A), the controller
(C) — each of these may be one or many in number, are distributed in space and use
shared communication network(s) — wired or wireless with limited use of power sup-
ply (Battery!), even computational/processing power and communication bandwidth.
Limited power and bandwidth are the communication constraints which cause packet-
drop or information loss, delay (latency), delay-variation (jitter), quantization noise etc.
More communication means more frequent transfer of information which implies more
consumption of limited power supply (e.g. battery power), this is in addition to the
computational overhead in the context of the power supply. Refer to the Fig. (3.1) for
Networked Embedded Control System ( NECS ). 1
A unified view of control and communication clarifies many of the conceptual is-
sues underlying the distributed control problem. We discussed in [Roy and Çela, 2007]
1Actuators(A),Sensors(S), Controller(C) are distributed in space, connected by Communication Net-
work for Information sharing, powered on their own and using Embedded System Technology (having
controller, processor, memory and power source embedded in SoC(System-on-Chip) form)
19
20 Chapter 3. Control under Communication Constraints
Figure 3.1: Networked Embedded Control System ( NECS )
our survey result on control under communication constraints in the light of the in-
teraction between information and control. Our main goal is to understand the funda-
mental limits of control performance in distributed systems when there are communi-
cation constraints. Main emphasis is on the practically achievable control performance
issues rather than just stability issues wherein many work have already been done. We
are eager to find the satisfactory controllability and observability of the system with
achievable optimality of information exchange among the various subsystems with the
emphasis on performance of the system under communication constraints.
3.2 Control over Networks
There are two complimentary approaches to control over networks (whether wired or
wireless) :
1. Control-aware Network
2. Network-aware Control
3.2.1 Control-aware Network
By Control-aware networking we mean layered communication models and control of
communication resources capable of communicating / networking taking into account
the hard / soft real-time constraints of control. We need to modify the network proto-
cols and communication links for better real-time performance, for example, using CAN
(Controller Area Network) from Bosch and IWLAN (Industrial Wireless Local Area Net-
work) from Siemens. We have to investigate the suitability of the type of communication
network protocols needed at various layers suitable for our control applications.
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Figure 3.2: Network-Aware Control Architecture
3.2.2 Network-aware Control
By Network-aware control we mean that the control system will take measures to opti-
mize the utilization of resources for control information exchange among sensors, con-
trollers and actuators via shared communication network which has the constraints
like Delay, Jitter, Packet Loss, Out-of-Sequence packet etc. Modify control algorithms
to cope with communication imperfections — e.g., control with time-stamped sensor
data. Communication imperfections in single control loop include — Delay and jitter,
Bandwidth limitations, Data loss and bit errors, Outages and disconnection. To realize
a network-aware controller we need to modify the conventional controller to cope with
communication imperfections in the following ways :
1. Control under varying network delay
2. Control under data loss
3. Control under bandwidth limitation
4. Control under topology constraints
Network-aware control architecture is needed to be designed and analyzed which will
look like Fig.(3.2) which is basically an architecture for control over communication
networks. Here, we have to estimate network state in presence of network delay, data
loss probability and bandwidth.
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3.3 Quantized Control Systems
The literal definition of quantization is the division of a quantity into a discrete num-
ber of small parts, often assumed to be integral multiples of a common quantity. The
oldest example of quantization is rounding off. Any real number x can be rounded off
to the nearest integer q(x), say, with a resulting quantization error e = q(x) − x so that
q(x) = x+ e. More generally, we can define a quantizer as consisting of a set of intervals
or cells S = {Si; i ∈ I}, where the index set I is ordinarily a collection of consecutive
integers beginning with 0 or 1, together with a set of reproduction values or points or
levels C = {yi; i ∈ I}, so that the overall quantizer is defined by q(x) = yi for x ∈ Si,
which can be expressed [Gray and Neuhoff, 1998] concisely as
q(x) =
∑
i
yilSi(x).
where the indicator function lS(x) is 1 if x ∈ S and zero otherwise.
Due to quantization technique used in the communication channel used for networked
control system there exists quantization errors which lead to control performance degra-
dation. A quantized measurement q(x) of a real number x as input can be treated like
a partial observation of x or as an entity containing a limited quantity of information
about x [Delchamps, 1990]. Thus this explanation seems to be more qualitative than
quantitative. Due to finite bandwidth we have to restrict the number of bits assigned to
the quantization which has got a direct bearing on the quantization accuracy.
Information-theoretic source coding technique reduces the number of bits to represent x
based on entropy. Entropy puts the lowest limit on the number of bits assigned to repre-
sent x so as to successfully reconstruct the original value of x within specified tolerable
error probability or bit-error rate which is called the fidelity. The quality of a quantizer
can be measured by the goodness (fidelity) of the resulting reproduction in comparison to
the original. One way of accomplishing this is to define a distortion measure d(x, xˆ) that
quantifies cost (performance cost) or distortion resulting from reproducing x as xˆ and
to consider the average distortion as a measure of the quality of a system, with smaller
average distortion meaning higher quality. The most common distortion measure is the
squared error d(x, xˆ) = ‖x− xˆ‖2. In practice, the average will be a sample average when
the quantizer is applied to a sequence of real data, but the theory views the data as
sharing a common probability density function (pdf) f(x) corresponding to a generic
random variable X and the average distortion D(q) [Gray and Neuhoff, 1998] becomes
an expectation as follows:
D(q) = E [d {X, q(X)}] = ∑
i
∫
Si
d(x, yi)f(x)dx.
If the distortion is measured by squared error, D(q) becomes the mean squared error
(MSE).
It is desirable to have the average distortion as small as possible, and, in fact, negligi-
ble average distortion is achievable by letting the cells become numerous and tiny (i.e.
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denser quantization). There is a cost in terms of the number of bits required to describe
the quantizer output to a decoder, however, and arbitrarily reliable reproduction will
not be possible for digital storage and communication media with finite capacity. A
simple method for quantifying the cost for communications or storage is to assume that
the quantizer "codes" an input x into a binary representation or channel codeword of
the quantizer index i specifying which reproduction level should be used in the recon-
struction. If there are N possible levels and all of the binary representations or binary
codewords have equal length (i.e. uniform quantization), the binary vectors will need
logN (or the next larger integer, dlogNe, if logN is not an integer) bits. Thus one defini-
tion of the rate of the code in bits per input sample is R(q) = logN . Here, the base of the
logarithm is 2 as we are concerned here with bits or binary representations.
A quantizer with fixed-length binary codewords is said to have fixed rate because all
quantizer levels are assumed to have binary codewords of equal length.
In summary, the goal of quantization is to encode the data from a source, character-
ized by its probability density function, into as few bits as possible (i.e., with low rate)
in such a way that a reproduction may be recovered from the bits with as high quality
as possible (i.e., with small average distortion). Clearly, there is a trade-off between the
two primary performance measures: average distortion (or simply distortion, as we will
often abbreviate) and rate. This trade-off may be quantified as the operational Distortion-
Rate function δ(R), which is defined to be the least distortion of any scalar quantizer with
rate R or less. Mathematically,
δ(R) ≡ inf
q:R(q)≤R
D(q)
Alternatively, one can define the operational Rate-Distortion function R(D) as the least
rate of any fixed-rate scalar quantizer with distortion D or less, which is the inverse of
δ(R).
The measurements of the plant and/or control inputs have to go through finite-
capacity digitalized communication channels and hence are quantized to finite preci-
sion; in addition, in many situations, these signals are transmitted and processed only
intermittently (namely, they are transmitted and processed only if a change occurs).
Therefore, quantized controller usually generates piecewise constant control inputs and
are event-driven systems. In [Brockett, 1997] the author proposed the minimum atten-
tion control which uses piecewise constant control and takes into account of the "atten-
tion cost" measuring the overhead for information transmitting and processing.
Coarser quantization implies that less information flows between the controller and the
plant. Therefore, the minimum quantization density that stabilizes an unstable plant is
of interest. It can be used to measure the minimum information needed for stabilization,
and it codifies how difficult a system can be controlled. In [Elia and Mitter, 2001] the au-
thors devised the quantizer with minimum density for stabilizing a discrete-time linear
time-invariant (LTI) single-input plant that is open-loop unstable. The quantizer design
was shown to be an Minimum Energy Control (MEC) problem, and the minimum den-
sity of the quantizer ρ is given by
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ρ = DI−1
DI+1
,
depending only on the Degree of Instability
DI :=
m∏
i
|λu,i|
where λu,i are the unstable poles of the system. This implies that if the plant is more un-
stable, then more information is needed for accomplishing the stabilization task. Later,
the minimum density quantizer design was obtained for multi-input plants [Elia, 2002],
for nonlinear plants [Liu and Elia, 2004], and for control with performance require-
ments [Elia, 2000].
In [Tatikonda, 2000] and [Nair and Evans, 2000] is provided the minimum bit-rate for
stabilizing an unstable linear plant. The minimum bit-rate R depends only on the de-
gree of instability, namely,
R = logDI
Similar results hold for state estimation. Since the bit-rate is directly linked to mutual
information and entropy, one may attempt to link this result to the (generalized Kol-
mogorov) entropy generated by the plant. Researchers showed that such an unstable
plant generates entropy at a rate equal to logDI , and hence apparently a channel which
can sustain communication rate of at least logDI is needed [Nair et al., 2004].
Information quantization makes a dynamical system hybrid in many cases. Such a
hybrid nature may cause technical difficulties (such as the discontinuity in the vector
fields for continuous-time dynamical systems, refer [Brockett and Liberzon, 2000]). De-
spite this, sometimes people intensionally introduce information quantization to a sys-
tem to reduce the communication/computation costs and to address the design prob-
lems of hybrid systems or hierarchical systems [Brockett, 1997], [Elia, 2000], [Elia and
Mitter, 2001], [Egerstedt and Hu, 2002].
Trade-off between quantization accuracy and sampling frequency are illustrated with
examples and simulation results in papers [Ben Gaid and Çela, 2006] and [Zhang and
Liu, 2008].
3.4 Conclusion
In this chapter, we have briefly discussed the control system (e.g. NECS) operating un-
der communication constraints. We have discussed the two major approaches (Network-
aware Control and Control-Aware Networking) of solving the constrained control prob-
lems. We have reviewed the theoretical results established in the literatures in the con-
text of quantized control under communication constraints. To summarize, quantized
control systems become an interesting device that integrates dynamical systems and
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control, information theory and communication and hybrid systems.

4
Information-theoretic Analysis of
Quantized Control
4.1 Introduction
In this chapter, we present an information-theoretic view and analysis of Quantized Con-
trol frequently encountered in a distributed embedded control system especially under
communication constraints.
Because of the feedback nature of control and the importance of the information pattern
it is important to distinguish sharply between two aspects of the word "control".
The first aspect is the control law which maps available data into values of control in-
puts to the system. The control law is a function which is selected from a set of functions
(infinite dimensional!), and there is nothing stochastic or uncertain about this function.
The problem is to make an optimal selection. This is to be done by the designer before
the system is put together.
The second aspect is the realization of the control variables actually applied to the sys-
tem in operation.
4.2 Information and Entropy
Ideally, what we would like is for the message to have low entropy by having prior
information so that there is less information for the decoder to try and extract from the
signal. The intuition involved is that low entropy implies better predictability. Better
predictability means that our prior knowledge is quite strong.
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However, to get the message across intact, we would like the messenger to have high-
energy so that the signal-to-noise ratio is favourable (high mutual information = infor-
mative likelihoods). The intuition for the case of signaling is that we want to reduce
the effect of the noise. We do this by having a large mutual information between the
input and output of the channel. Unfortunately, when we restrict ourselves to affine
controllers for this problem, these two objectives are in direct opposition. An affine con-
troller implies Gaussian state and for a Gaussian random variable, high energy implies
high entropy and low entropy implies low energy.
There is one important difference between the continuous and discrete entropies. In the
discrete case, the entropy measures in an absolute way the randomness of the random
variable. In the continuous case, the measurement is relative to the coordinate system.
If we change coordinates the entropy will in general change. Since the mutual infor-
mation is the difference between the two entropies, it is co-ordinate independent due
to common terms getting canceled by subtraction; whereas the entropy is co-ordinate
dependent.
In spite of this dependence on the coordinate system the entropy concept is as impor-
tant in the continuous case as the discrete case. This is due to the fact that the derived
concepts of information rate and communication channel capacity depend on the dif-
ference of two entropies and this difference does not depend on the coordinate frame,
each of the two terms being changed by the same amount. Hence, we would like to
use mutual information related to entropy in defining and correlating some important
control parameters of the system.
4.2.1 Relation between Differential Entropy and Discrete Entropy
Due to quantization the quantized output are discrete in nature (because quantization
results in discretization) and hence we need to investigate how these quantized values
are related to entropy. Here, we analyze the quantization in the context of information-
theoretic entropy.
Based on [Cover and Thomas, 2006] the relation is established as follows :
Consider a random variable X with density f(x). Suppose that we divide the range of
X into bins of length ∆. Here, bin is the interval between two consecutive values of f(x)
corresponding to the two consecutive values of x.
Now, for multidimensional continuous case, entropy (precisely differential entropy) of a
continuous random variable X with probability density function f(x)
( if
∫∞
−∞ f(x)dx = 1 ) is defined as
Differential Entropy h(X) = − ∫
S
f(x) ln f(x)dx;
where the set S for which f(x) > 0 is called the support set of X .
As in discrete case, the differential entropy depends only on the probability density
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of the random variable and therefore the differential entropy is sometimes written as
h(f) rather than h(X).
Let us assume that the density is continuous within the bins. Then by mean value theo-
rem, there exists a value xi within each bin such that
f(xi)∆ =
∫ (i+1)∆
i∆
f(x)dx.
Now, quantized random variable X∆ is defined as
X∆ = xi, if i∆ ≤ X < (i+ 1)∆.
Then the probability that X∆ = xi is given by
pi =
∫ (i+1)∆
i∆
f(x)dx = f(xi)∆.
Therefore, the Entropy of the Quantized Random Variable is
H(X∆) = −
∞∑
−∞
pi log pi
= −
∞∑
−∞
f(xi)∆ log(f(xi)∆)
= −∑∆f(xi) log f(xi)−∑ f(xi)∆ log ∆
= −∑∆f(xi) log f(xi)− log ∆. (since,∑ f(xi)∆ = ∫ f(x)dx = 1.)
∴ H(X∆) = −∑∆f(xi) log f(xi)− log ∆.
If f(x) log f(x) is Riemann integrable (to ensure that the limit is well defined), the first
term in the above equation approaches the integral of−f(x) log f(x) as ∆→ 0 by defini-
tion of Riemann Integrability. Using these facts and arguments as mentioned following
theorem can be written :
Theorem 4.1. [Cover and Thomas, 2006] If the density f(x) of the random variable X is Rie-
mann integrable, then
H(X∆) + log ∆→ h(f) = h(X), as ∆→ 0.
Thus, the entropy of an n-bit quantization of a continuous random variable X is approximately
h(X) + n.
Generally, h(X) + n is the number of bits required on an average to describe X to
n-bit accuracy.
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We note the following points [Cover and Thomas, 2006]:
• Given n bits to describe a random variable X with differential entropy h(X), the
error can have differential entropy no less than h(X)− n.
• Given a random variable X with differential entropy h(X), the lowest possible
variance of X is 1
2pie
22h(X).
• The Entropy-Power Inequality : Given two independent random variables X and Y
with differential entropy h(X) and h(Y ) respectively,
22h(X+Y ) ≥ 22h(X) + 22h(Y ).
• Entropy of a random variable X is no less than the entropy of X given additional
information about another random variable Y . i.e. h(X) ≥ h(X|Y ).
Proof: Variance-Entropy Relation
Let X be the random variable with density function f(x) = 1√
2piσ2
e
−x2
2σ2 with normal
distribution. Then, differential entropy can be calculated as follows :
h(f) = − ∫ f ln f
= − ∫ f(x) [−x2
2σ2
− ln√2piσ2
]
= EX
2
2σ2
+ 1
2
ln {2piσ2}
= 1
2
+ 1
2
ln {2piσ2}
= 1
2
ln e+ 1
2
ln {2piσ2}
= 1
2
ln {2pieσ2}
Therefore, h(f) = 1
2
ln {2pieσ2}
⇒ The Variance σ2 = 1
2pie
e2h(X)nats
Changing the base of the logarithm from natural to binary we have
The Variance σ2 = 1
2pie
22h(X)bits
Hence, the variance-entropy relation is established.
Using Asymptotic Equipartition Property (AEP) [Cover and Thomas, 2006] of Informa-
tion Theory we can proceed as follows :
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Let X1, X2, . . . , Xn be a sequence of random variables drawn i.i.d according to the den-
sity f(x). Then
− 1
n
log f(X1, X2, . . . , Xn)→ E [− log f(x)] = h(X) in probability.
Definition 4.1. For  > 0 and any n, we define the typical set A(n) w.r.t. f(x) as follows :
A
(n)
 =
{
(x1, x2, . . . , xn) ∈ Sn :
∣∣− 1
n
log f(x1, x2, . . . , xn)− h(X)
∣∣ ≤ }
where f(x1, x2, . . . , xn) =
∏n
i=1 f(xi).
The analog of cardinality of the typical set for the discrete case is the volume of the
typical set for continuous random variables.
Definition 4.2. The volume V ol(A) of a setA ⊂ <n is defined as V ol(A) = ∫
A
dx1dx2 · · · dxn.
The typical set A(n) has the following property :
V ol
(
A
(n)

)
≤ 2−n(h(X)+) for all n.
Proof. Now, 1 =
∫
Sn
f(x1, x2, . . . , xn)dx1dx2 · · · dxn.
≥ ∫
A
(n)

f(x1, x2, . . . , xn)dx1dx2 · · · dxn.
≥ ∫
A
(n)

2−n(h(X)+)dx1dx2 · · · dxn.
= 2−n(h(X)+)
∫
A
(n)

dx1dx2 · · · dxn.
= 2−n(h(X)+)V ol
(
A
(n)

)
.
Therefore, 2−n(h(X)+)V ol
(
A
(n)

)
= 1.
⇒ V ol
(
A
(n)

)
= 1
2−n(h(X)+)
Hence, Volume of the smallest set with → 0 would be given by
V ol
(
A
(n)

)
= 1
2−n(h(X)+) = 2
nh(X).
Volume of the smallest set that contains most of the probability is approximately 2nh(X),
where n refers to the n-dimensional volume.
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Hence, Side length l =
(
2nh(X)
) 1
n = 2h(X)
⇒ h(X) = log2 l
Therefore, the differential entropy h(X) is the logarithmic value of the equivalent side
length of the smallest set that contains most of the probability. Hence, low entropy im-
plies that the random variable (r.v.) is confined to a small effective volume and high
entropy indicates that the r.v. is widely dispersed. Changing the size of the quantization
blocks, one can extract more information about the behaviour of the system.
4.2.2 Entropy and Estimation Error Relation
Referring to the paper [Gupta et al., 2006], for an LTI Discrete system represented by
xk+1 = axk + uk + wk, uk = f(xˆk)
where uk is the control input, xk being the state, xˆk being the estimated state, wk be-
ing the white noise.
At time step k = 0, the entropy is simply h(x0), thus the entropy of ∆0 is at least h(x0)−n.
At time step k = 1, we have
h(x1) ≥ h(x1|xˆ0) = h(ax0 + w0|xˆ0).
Now x0 and w0 are independent (even when xˆ0 is given). Denoting the entropy of the
noise by h(w) we can write
22h(x1) ≥ 22h(ax0|xˆ0) + 22h(w|xˆ0)
= 22log(a)+2h(x0|xˆ0) + 22h(w)
≥ 22log(a)22h(x0)−2n + 22h(w).
Putting α = a22−2n we get
h(x1) ≥ 12 log
[
α22h(x0) + 22h(w)
]
h(∆1) ≥ 12 log
[
α22h(x0) + 22h(w)
]− n.
Similarly we can get
h(∆k) ≥ 12 log
[
αk22h(x0) +
k−1∑
j=0
αj22h(w)
]
− n
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Finally the error variance at time step k is : E [∆2k] ≥ 12pie2−2n
[
αk22h(x0) +
k−1∑
j=0
αj22h(w)
]
Thus, we can conclude that the Minimum Mean Square Error (MMSE) or error variance
is lower bounded by two terms — (1) the term containing Initial State, (2) the term con-
taining the Noise alone. Here, we correlate the estimation-theoretic parameter MMSE
with information-theoretic entropy-powers of control-theoretic initial state and scalar a.
Given the quantized output Yq as side information (side information means the in-
formation indirectly used for finding the state) and estimator Xˆ(Yq), the Mean-square-
error is given by
E
(
X − Xˆ(Yq)
)2
≥ 1
2pie
e2h(X|Yq).
Shannon’s lossless source coding theorem implies that given a source and a quantizer
partition, one can always find an assignment of binary codewords (indeed, a prefix set)
with average length not more than H(q(X)) + 1, and that no uniquely decodable set of
binary codewords can have average length less than H(q(X)), where
H(q(X)) = −∑
i
pi log2 pi
is the Shannon Entropy of the quantizer output, pi being the probability that the source
sample X ∈ Si lies in the i-th cell Si.
[Renyi, 1959] shows that a uniform scalar quantizer with infinite number of levels and
small cell width ∆ has output entropy given approximately by
H(q(X)) ≈ h(X)− log2 ∆
where h(X) is the differential entropy of the source variable X as defined earlier.
⇒ log2 ∆ = h(X)−H(q(X))
Therefore,
∆ = 2h(X)−H(q(X)) (4.1)
We can define an operational distortion-rate function as the minimum average distor-
tion over all variable-rate quantizers with output entropyH(q(X)) ≤ R. Since the quan-
tizer output entropy is a lower bound to actual rate, this operational distortion-rate
function may be optimistic; i.e., it falls below δ(R) defined using average length as rate.
A quantizer designed to provide the smallest average distortion subject to an entropy
constraint is called an entropy-constrained scalar quantizer. Based on [Zador, 1966] op-
erational distortion-rate function (i.e., the least distortion of such codes with a given
rate) is
δ(R) ≈ ∆
2
12
(4.2)
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Using (4.1) in (4.2) results in δ(R) ≈ 1
12
22h(X)−2H(q(X)) ≈ 1
12
22h(X)−2R
Therefore, δ(R) ≈ 1
12
22{h(X)−R}
Hence, we conclude that higher the code rate in terms of R in bits/sample, lower the
distortion i.e. lower the quantization noise which implies better quantization precision
or accuracy. Also, more uncertainty leads to more distortion.
4.3 On the Value of Information
Referring to paper [Witsenhausen, 1971] : "the minimum (or infimum) expected cost
achievable in a problem depends upon the prevailing information pattern. Changes in
information produce changes in optimal cost. This suggests the idea of measuring in-
formation by its effect upon the optimal cost, as has been proposed many times".
Such a measure of information is entirely dependent upon the problem at hand and is
clearly not additive. The only general property that it is known to possess is that ad-
ditional information, if available free of charge, can never do harm though it may well
be useless. This simple monotonicity property is in sharp contrast with the elaborate
results of information transmission theory. The latter deals with an essentially simpler
problem, because the transmission of the information is considered independently of its
use, long periods of use of a transmission channel are assumed, and delays are ignored.
Refer to the Fig. (4.1) as follows :
Figure 4.1: Information Gathering
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Consider a discrete-time dynamic system :
xk+1 = fk(xk, uk, wk) for k = 0, 1, . . . , N − 1;
where k is the time-instant, the state xk ∈ X , the control uk ∈ U and the random distur-
bance wk ∈ Wk.
The distinction between open-loop minimization of the cost, where we select all con-
trols u0, u1, . . . , uN−1 at once at time 0, and closed-loop minimization, where we select
a policy {µ0, µ1, . . . , µN−1} that applies the control µk(xk) at time k with the knowledge
of the current state xk. With closed-loop policies, it is possible to achieve lower cost,
essentially by taking advantage of the extra information (the value of the current state).
The reduction in cost may be called the value of the information and can be significant
indeed. If the information is not available, the controller cannot adapt appropriately to
unexpected values of the state, and as a result the cost can be adversely affected. As
suggested by Bertsekas [Bertsekas, 2000] no open-loop strategy can give a chess player
a greater than 50-50 chance of winning the match, whereas with closed-loop strategy the
player has more than 50% chance of winning. It is further emphasized [Bertsekas, 2000]
that the value of information (the outcome of an event) is the difference of the optimal
closed-loop and open-loop probability (of favourable outcome) values.
4.4 Extracting State Information from Quantized Output
Quantized measurements [Delchamps, 1989] of real numbers are in fact partial infor-
mations rather than mere approximations (as perceived by many researchers). Here,
partial informations mean not the full information we are getting due to quantization
as some informations are lost in the process of quantization. Our aim should be to ex-
tract valuable or useful information from these partially observed information using
the concepts of entropy from information theory. Conventionally, the quantized infor-
mations are treated as approximations when the quantization losses are ignored but
these quantization losses are used here as useful information in extracting state infor-
mations. Quantized measurement q(x) is not just an approximation but an entity that
provides us a limited amount of information about state x. Considering a system :
x(k + 1) = ax(k) + bu(k), k ≥ 0 ;
y(k) = q(x(k)),
where a and b are real numbers and q is a mapping from< into a finite set Y = {yi, i ∈ Z}.
An admissible feedback control strategy may be therefore modeled as a family of map-
pings
{
f (k) : Yk → <}which satisfies
u(k) = f (k) {y(0), . . . , y(k)} , k ≥ 0.
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Let us now define the uniform quantizer q with sensitivity ∆ as follows (with ∆ > 0) :
q∆(x) =

i if x ≥ 0,
and x ∈ [(i− 1
2
)
∆,
(
i+ 1
2
)
∆
]
,
−q∆(−x) when x < 0 .
We model the uncertainty about x(k) given the observation set {y(m) : 0 ≤ m ≤ k} as
the differential entropy of x(k) given {h(m) : 0 ≤ m ≤ k}. We denote this quantity (un-
certainty) by h(x(k)|yk0) and defined as follows :
h(x(k)|yk0) = −
∑
(y0,...,yk)∈Yk
Probab {y(0) = y0, . . . , y(k) = yk}
=
[∫
f(x(k)|yk0) log(f(x(k)|yk0))dx(k)
]
where, f(x(k)|yk0) is the conditional density of x(k) given y(0) = y0, . . . , y(k) = yk.
The lower the value of h(x(k)|yk0), the more information about x(k) is contained on an
average in the output set till time k. Observing
h(x(0)|y(0)) = log ∆;
In general, h(x(k)|y(k)) = log ∆.
Therefore, ∆ = 2h(x(k)|y(k)).
4.5 Information-Theoretic Rate Requirement under Asymp-
totic Quantization
Consider an autonomous scalar linear system
xt+1 = axt ,
where xt is the state at time t = 0, 1, . . . , T and the pdf of initial state has finite support.
Here we assume the distribution to be Gaussian as it gives the maximum entropy (worst-
case) with unbiasness. Then the following hold [Yüksel and Bas¸ar, 2006]:
1. The bit-rate required for bounding the state estimator error variance as the termi-
nal time T →∞, is max {0, log2 |a|} per time-stage.
2. This rate is achievable by quantization. Also, the uniform quantization is optimal.
Proof :
As per the theorem [Cover and Thomas, 2006] :
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H(aX) = H(X) + log |a|
∴ H(ax0) = H(x0) + log2 |a|
Similarly, H(a2x0) = H(x0) + log2 |a2| = H(x0) + 2 log2 |a|
...
∴ H(atx0) = H(x0) + t log2 |a|.
Hence, we note the following :
1. The entropy at time t is
H(xt) = H(a
tx0) = H(x0) + t log2 |a|.
and mutual information between the transmitted state xt and the received estimated
state xˆt is
I(xt; xˆt) = H(xt)−H(xt|xˆt) = H(xt)−H(xt − xˆt|xˆt) (4.3)
4.5.1 Justification for the Equation (4.3) of Mutual Information
Intuitively, it says that the uncertainty in the state does not change as a result of a deter-
ministic shift in the random variable, since xˆ is a deterministic function of itself.
P (x|xˆ) is a distribution, with some mean.
P (x− xˆ|xˆ) is another probability distribution, with a shifted mean.
They both have the same entropy, since in the definition of differential entropy (assum-
ing there exists a density which is Gaussian, without any loss here) there is no change
with translation :
H(x|xˆ) = − ∫ P (x = z|xˆ)log(P (x = z|xˆ))dz
= − ∫ P (x− xˆ = z − xˆ|xˆ)log(P (x− xˆ = z − xˆ|xˆ))dz
= − ∫ P (x− xˆ = z′|xˆ)log(P (x− xˆ = z′|xˆ))dz′
where in the last equality, we shift the integral boundaries.
∴ H(x|xˆ) = H(x− xˆ|xˆ)
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i.e. H(xt|xˆt) = H(xt − xˆt|xˆt)
Hence, the equation (4.3) is justified.
Let, PD be the set of all probabilistic maps that achieve a given distortion level D.
Then, for corresponding rate R we have R ≥ inf
PD
I(xt; xˆt). Thus,
R ≥ inf
PD
{H(xt)−H(xt − xˆt|xˆt)}
= inf
PD
{H(x0) + t log2 |a| −H(xt − xˆt|xˆt)}
≥ inf
PD
{H(x0) + t log2 |a| −H(xt − xˆt)}; because conditioning reduces entropy.
R ≥ H(x0) + t log2 |a| −
1
2
log(2pieD) (4.4)
because maximum differential entropy for Gaussian distribution being 1
2
log(2pieD) [Cover
and Thomas, 2006]. Here, the random variable is having finite variance D.
It may be noted that we are interested in quantizers, the quantization error conditioned
on the quantized values will, in fact, have a compact support set for its distribution.
Gaussian density entropy provides here the lower bound on the bit-rate.
On dividing both sides of (4.4) by time t and taking limits as t→∞we get the necessary
condition on the time-average rate Rav = Rt which is lower bounded by log2 |a|.
2. Although the rate per stage of time is finite, as the terminal time goes to ∞, we can
regard this problem as the quantization where the number of quantization levels goes
to∞. Paper [Gish and Pierce, 1968] showed that the uniform quantizer followed by en-
tropy coder is at most 0.255 bit worse than the optimal quantizer. Since, 0.255
T
→ 0, as
T → ∞ where T being the terminal time, we can conclude that uniform quantizer is
optimal.
4.6 Certainty Equivalence Principle
The basic idea of this is to define a decision policy by putting the uncertainty equal
to its expected value given the observations. If the optimal policy is unaffected when
the disturbances are replaced by their means, we say that certainty equivalence principle
holds. The certainty equivalence controller [Bertsekas, 2000] is a suboptimal control scheme
that is inspired by linear-quadratic control theory. It applies at each stage of the control
that would be optimal if some or all of the uncertain quantities were fixed at some
typical values; i.e. it acts as if a form of the certainty equivalence principle were holding.
According to [Åström and Wittenmark, 1997] optimal control strategy can be separated
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into two parts
1. State Estimator : gives the best estimate of the states from the observed outputs.
2. Linear Feedback Law from the estimated states : linear controller used is same as
the one used if there are no disturbances acting on the system.
Definition : Certainty Equivalence Control Law [Water and Willems, 1981]:
Assume that we face the decision of choosing a control u ∈ U so as to minimize the cost
function J(u,w), where w, u, y being the uncertainty, control input and observed output
respectively. In the case of perfect information, i.e., if w ∈ Ω (where Ω is the Uncertainty
Space) is known, this leads to the decision u∗(w) chosen, such that J(u∗(w), w) ≤ J(u,w)
for all u ∈ U . However, if we only know w only through the observations y(w) and we
cannot solve the problem of finding the corresponding optimal feedback control law
u∗(y), it is not totally without merit to use the control law given by
uˆ(y) := E {u∗(w)|y(w) = y}.
Here we have assumed that this conditional expectation is well defined. This idea is
called certainty equivalence and can be formalized in a dynamic framework as well.
4.7 Quantization and Mean Square Error
Let us consider a uniform scalar quantizer with step size ∆. An N -level uniform quan-
tizer q whose levels are y1, . . . , yN with yi = yi−1 + ∆. If this quantizer is applied to a r.v.
X with pdf f(x) when ∆ is small and overload distortion (Overload distortion is a result
of too small step size of quantization, to avoid it one needs to increase the step size) is
ignored, the Mean Square Error (MSE) distortion can be approximated as follows :
D(q) = E
[
(X − q(X))2] ∼= ∆212
4.8 Conclusion
In this chapter, we have presented the informational aspect of quantized control which
is pertinent in a distributed embedded control system operating under communication
constraints. We have analyzed the various theoretical results in the context of quantized
control in the light of information theory. Relations between entropy and estimation
error, entropy and variance are discussed. Also, the extraction of state information from
quantized output is presented in this chapter.

5
Convergence of Information Theory,
Communications Theory, Estimation
Theory and Control Theory
5.1 Introduction
This chapter is based on our survey work vide our paper [Roy and Çela, 2007].
It has been suggested [Mitter, 2000] many times that a unified view of Control and Com-
munication is badly needed if progress has to be made towards a science of distributed
systems, where subsystems are linked via Communication channel. Control engineers
must master computer and software technologies to be able to build the systems of
the future, and software engineers need to use control concepts to master the ever-
increasing complexity of real-time computing systems. The results surveyed address
the real-time information exchange limitations in terms of packet rates, sampling, net-
work delay and packet dropouts along with the problems faced by control community
and also the possible solutions in the light of convergence of Control Theory, Informa-
tion Theory and Communications Theory along with Estimation Theory.
Unlike regular control systems, in networked control systems the synchronization
between different sensors, actuators and control units is not guaranteed. Furthermore,
there is no guarantee for zero delay or even constant delay in sending information from
sensors to the control units and control signals from the control units to the actuators.
The paper [Årzén et al., 2006], highlights how the complexity of the closed-loop system
is increased, due to additional disturbances introduced by the communication system :
additional delays, jitter, data rate limitations, packet losses etc.
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Communication is an important component of distributed and networked control sys-
tems. Hence, there is a need to understand the interactions between the control compo-
nents and the communication components of the distributed system. A control problem
is formulated with a communication channel connecting the sensor to the controller and
designed the channel encoder and channel decoder along with the controller to achieve
different control objectives. Specifically it is shown by researchers that a necessary con-
dition on the rate for asymptotic observability and asymptotic stabilizability in a linear,
discrete-time system is (recalling Eq. (1.1) of Chapter - 1)
R ≥ ∑
λ(A)
max {0, log |λ(A)|}
where λ(A) denotes the eigenvalue of the system matrix A and R denotes the bit rate
without error.
This result relates the speed of the dynamics of the plant to the information rate of the
channel. Thus, control theoretic parameter are connected to communication parameters.
Paper [Liu and Elia, 2006] showed integration of Information, Estimation and Control,
and unified fundamental limitations of information, estimation and control. It is shown
that the achievable information rate in the feedback communication problem can be
alternatively given by the decay rate of the Cramer-Rao Bound (CRB) in the associated
estimation problem, or by the Bode sensitivity integral in the associated control prob-
lem. Here, we may recall the CRB as the lower limit of variance σ2 ≥ 1
FIM
from Chapter
- 2 of the thesis.
Therefore, it is concluded that the three fundamental limitations namingly : Achiev-
able Information Rate in information transmission (Communication), CRB in information
processing (Estimation), and Bode Sensitivity Integral in information utilization (Con-
trol), seemingly different and usually separately treated, are in fact three sides of the
same entity.
There is a general equivalence among a feedback communication system over a
Gaussian channel, an estimation system over the same channel, and a control system
over the same channel. Roughly speaking, in steady state, the communication system
achieves reliable communication if and only if the estimation system has bounded esti-
mation error and if and only if the control system is stabilized in closed-loop.
5.2 Convergence of Information, Communication, Estima-
tion and Control
Referring to [Liu and Elia, 2006] we find the convergence as follows :
For a SISO AWGN Channel with ISI (Inter-Symbol Interference, a common communica-
tion problem caused by improper sampling interval and bandwidth resulting in signal
distortion and hence errors generated in reception), denoted asF and described in state-
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space as
F :
{
st+1 = Fst +Gut, s0 = 0,
yt = Hst + ut +Nt;
Where F ∈ <m, m being the order of F , ut is the channel input, st is the channel state,
Nt is the AWGN and yt is the channel output. We assume that (F,G) is controllable and
(F,H) is observable. Then using the results of [Liu and Elia, 2006] and CRB concept we
may conclude that
Mutual InformationI(u; y) =
1
2
log(
1
MMSE
) = −1
2
log(CRB) =
1
2
log(FIM)
The Feedback Communication Limitation is the Achievable Rate; Estimation Limitation
is the CRB Decay-Rate and the Control System Fundamental Limitation is the Bode Sen-
sitivity Integral. It is pertinent to find that
Achievable Rate in Feedback Communication System
= 1
2
Decay-rate of CRB in Estimation System
= Bode Sensitivity Integral in Control System
There exists a critical value for the signaling rate, above which reliable communi-
cation is not achievable and below which reliable communication is achievable. In the
(recursive) estimation system, the fundamental limitation is the decay rate of Cramer-
Rao bounds (CRB): whatever estimator one may design, the decay rate of mean-squared
error (MSE) cannot be made faster than the decay rate of CRB. In the control system, the
fundamental limitation is the Bode sensitivity integral. No matter how one designs the
controller, the sensitivity integral cannot be made smaller than a constant determined
by how unstable the plant is. Hence, the fundamental limitations in the three systems
agree. Thus, it is said that the three problems : the optimal estimation problem, the op-
timal feedback communication problem and the minimum-energy control problem, are
equivalent and hence if any one of the problems is solved, then the other two are solved.
In paper [Guo et al., 2005] a new formula connected the input-output mutual infor-
mation and the minimum mean-square error (MMSE) achievable by optimal estimation
of the input given the output. That is, the derivative of the mutual information (in nats
units) with respect to the signal-to-noise ratio (SNR) is equal to half the MMSE, regard-
less of the input statistics
dI (SNR)
dSNR
=
1
2
MMSE (SNR) .
Where, mutual information is I(x, y) between the input x and the output y of a channel,
and MMSE is the minimum mean-square error in estimating the input with a given
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output.
Thus, an estimation-theoretic parameter MMSE is correlated with information-theoretic
parameter of mutual information or Shannon information. CRB gives the lower bound
of covariance which is nothing but the reciprocal of Fisher Information Matrix (FIM).
Researchers in [Fernando and Nicholson, 1981] have defined measures to quantify
the Degree of Controllability due to Individual Inputs based on an information theoretic
measure called Mahalanobis Distance. Mahalanobis Distance is defined as follows :
di
2(x) = (x− µ)TΣ−1(x− µ)
where µ is the mean value of a random vector x, T represents the Transpose of the
matrix, Σ is the covariance matrix and this distance is measured from the mean. This is
also a measure of oscillatory energy of the vector xi. where xi ∈ X i, x ∈ X,X i ⊆ X for
individual input i = 1, . . . ,m.
Σ = E
[
(x− µ)(x− µ)T ]where E denotes the expectation operator.
Mahalanobis Distance can also be defined as
D2M(x
i, x¯i) =
∥∥xi − x¯i∥∥2 Σ−1
According to [Fernando and Nicholson, 1981] "The loci of points of constant energy
defines a hyper-ellipsoid with the principal axes in the directions of the eigenvectors of
the covariance matrix Σ. The lengths of semiaxes are given by the square roots of the
eigenvalues. Mahalanobis distance, which is an information theoretic metric measure,
can be used as an index to investigate the control effectiveness of individual inputs in
multi-variable control systems. However, the basic weakness of the existing approaches
is that the controllability gramian Wc - matrix is not invariant under similarity transfor-
mations of the system (A,B). Mahalanobis distance is scale-invariant and hence does
not depend on the units or scales of measurement".
Assuming that linear system (A,B) is asymptotically stable and fully controllable.
The controllability gramian matrix Wc for deterministic unit input impulses is given by
Wc(τ) =
τ∫
0
x(t)xT (t)dt.
For stochastic inputs of the form
E[u(t)] = 0 , E[u(t)uT (τ)] = Iδ(t− τ)
Wc matrix can be taken as the covariance
Wc = lim
t→∞
Wc(t) = lim
t→∞
E
[
x(t)xT (t)
]
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Without loss of generality we can assume that with τ → ∞ the results for determin-
istic and stochastic approaches coincide. If there is a white noise at the i-th input with
all other inputs being held at zero, the response of the system is given by
xi(t) = eAtbi, xi(t), bi ∈Mn,1.
where bi being the i-th column of the matrix B.
Now we can compare the energy in the controllability subspace due to the i th input
only using the Mahalanobis distance. This is a measure of the Degree of Controllability of
the state space, and this index is defined by
di
2(x) = 1
n
traceW−1c W
i
c
Where, controllability gramian matrix due to individual i th input, represented by
W ic = lim
t→∞
E
[
xi(t) {xi(t)}T
]
=
∫∞
0
eAtbi (bi)
T
eA
T tdt.
5.3 Achievable Rate of Information Transfer and Bode’s
Integral Formula
Referring to [Elia, 2004] we consider a linear time-invariant (LTI), single-inputsingle-
output (SISO), discrete-time, unstable system with the following state-space model:
K :
[
xs(k + 1)
xu(k + 1)
]
=
[
As 0
0 Au
] [
xs(k)
xu(k)
]
+
[
Bs
Bu
]
y(k) (5.1)
u(k) =
[
Cs Cu
]
+
[
xs(k)
xu(k)
]
The eigenvalues of Au are outside the unit disc (strictly unstable) while the eigenvalues
of As are all strictly inside the unit disc (strictly stable). Without loss of generality we as-
sume that As and Au are in Jordan form. Assuming that Au has m eigenvalues denoted
by λi(Au) with i = 1, . . . ,m.
DI(K) =
∏m
1 |λi(Au)| is called the degree of instability (DI) of K.
We also consider an LTI, SISO, discrete-time, stable channel with an additive Gaussian
white noise w(k) at its output
F : xc(k + 1) = Afxc(k) +Bfu(k) (5.2)
y(k) = Cfxc(k) +Dfu(k) + w(k)
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In compact notation, the channel can be represented as follows :
y = Fu+ w
where w is an additive white Gaussian noise with zero mean and unit variance with-
out loss of generality. If S be the Sensitivity Transfer Function from Additive White
Gaussian Noise (AWGN)w to output y and the average directed information ~I
(
UT → Y T ),
then they are equal as illustrated below and thus, they are two different ways of looking
at the same fundamental limitation. Let h be the differential entropy defined as follows:
Now, for multidimensional continuous case, entropy (precisely differential entropy) of a
continuous random variable X with probability density function f(x) ( if
∫∞
−∞ f(x)dx =
1 ) is defined [Cover and Thomas, 2006] as
Differential Entropy h(X) = − ∫S f(x) ln f(x)dx;
where the set S for which f(x) > 0 is called the support set of X .
As in discrete case, the differential entropy depends only on the probability density of
the random variable and therefore the differential entropy is sometimes written as h(f)
rather than h(X).
Theorem 5.1. [Elia, 2004]:
lim
T→∞
1
T
~I
(
UT → Y T ) = ∫ 12− 1
2
ln
∣∣S(ej2piθ)∣∣ dθ = ∑mi=1 ln |λi (Au)|. where λi (Au) are the eigen
values corresponding to unstable poles (lying outside the unit disk).
Definition 5.1. Directed information [Massey, 1990] is defined as :
IfXN = {X1, X2, . . . , XN} and Y N = {Y1, Y2, . . . , YN} are the input and output sequences
respectively of a channel, then directed information is given by
I(XN → Y N) ,
N∑
n=1
I(Xn;Yn|Y n−1).
Also, I(XN → Y N) ≤ I(XN ;Y N)
with equality if the channel is used without feedback. Here, I(XN ;Y N) being mutual
information.
Proof :
~I
(
UT → Y T )
=
∑T
t=0 I (U
t;Yt|Y t−1)
=
∑T
t=0 h (Yt|Y t−1)− h (Yt|Y t−1, U t)
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=
∑T
t=0 h (Yt|Y t−1)− h (Wt + (FU t)t |Y t−1, U t)
=
∑T
t=0 h (Yt|Y t−1)− h (Wt|W t−1, U t)
=
∑T
t=0 h (Yt|Y t−1)− h (Wt|W t−1)
= h
(
Y T
)− h (W T ) = 1
2
ln
det[ΣY T ]
det[ΣWT ]
where Σ and h represent the Error Covariance Matrix and Entropy respectively.
Now, lim
T→∞
1
T
~I
(
UT → Y T ) = lim
T→∞
1
2T
ln
det[ΣY T ]
det[ΣWT ]
=
∫ 1
2
− 1
2
ln
|Y (ej2piθ)|2
|W (ej2piθ)|2dθ =
∫ 1
2
− 1
2
ln
∣∣S(ej2piθ)∣∣ dθ = m∑
i=1
ln |λi (Au)|.
The last equality is the Poisson-Jensen’s formula, and holds because the open-loop sys-
tem is strictly proper and the sensitivity function is analytic and stable, thus the integral
only depends on the zeros of S outside the unit disc. However, such zeros are the eigen-
values of Au, since the channel is assumed to be stable. Stabilizing an unstable system
through a communication channel is equivalent to communicating information at a bit
rate equal to the log of the degree of instability of the system. In loose terms, while the
instability of the dynamical system can be controlled by channel state in the feedback
communication system, this is often not possible in the feedback control problem, where
the plant instability is independent from the channel state.
5.4 Relation among Entropy, Unstable Poles and Bode-Integral
5.4.1 Relation between Entropy and Bode-Integral
It is established by researchers [Zhang and Sun, 2003] that the difference between the
entropy rates of the two signals equals Bode Integral (which measures the performance
of disturbance rejection). Recalling, (2.1) we can express mathematically,
Hc (x)−Hc (d) = 1
2pi
∫ pi
−pi
ln
∣∣S (ejω)∣∣ dω = ∑
k
log (pk) (5.3)
We are presenting now the proof of the relation as given above.
Let, Xn1 = {x1, x2, · · · , xn} and Y n1 = {y1, y2, · · · , yn} be the sets of observations of
stochastic processes X and Y respectively. Then, entropy rate of a discrete-time stochas-
tic process X is
H¯(X) = limn→∞ 1nH(X
n
1 ) = Per unit time uncertainty of X
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Mutual Information Rate between two stochastic processes X and Y is
I¯(X;Y ) = limn→∞ 1nI(X
n
1 ;Y
n
1 )
which measures the average information transmitted between processesX and Y , where
I(Xn1 ;Y
n
1 ) is the mutual information between Xn1 and Y n1 .
Referring to [Iglesias et al., 1990]:
Let, any transfer function G(z) with z = ejω satisfies
‖G(z)‖∞ = sup
ω
σ¯ [G(ejω)] < λ;
where, σ¯ is the maximum singular value and G∗(ejω) = GT (e−jω). Then the entropy
of G(z) in H∞ control defined in [Mustafa and Glover, 1990] [Qiu and Chen, 1999] as
E(G, λ) = −λ2
4pi
∫ pi
−pi ln [I − λ−2G∗(ejω)G(ejω)] dω
E(G, λ) entropy being different from Shannon entropy. It is known that this H∞ entropy
denoted by E(G, λ) is in fact a performance index measuring the trade-off between the
H∞ optimality and H2 optimality [Zhou, 1998].
Now let, G(z) ∈ <H∞ be the m ×m transfer function matrix of a discrete-time MIMO
LTI system where<H∞ denotes the set of all stable and proper rational transfer function
matrices and stationary stochastic input x(k) ∈ <m with k = 0, 1, 2, · · · has a spectral
density Sx(ω). Then, the entropy rate of system output y(k) ∈ <m is
H¯(y) = H¯(x) + 1
2pi
∫ pi
−pi ln |detG(ejω)| dω
H¯(x) being the entropy rate of the input x given by
H¯(x) = 1
2
ln {(2pie)m}+ 1
4pi
∫ pi
−pi ln detSx(ω)dω.
Proof. x being Gaussian process , xn = {x1, . . . , xn}
Toeplitz Matrix Txn = [Q(j − k)]j,k=−n,...,−1,0,1,...,n ;
where [Q(j − k)] ∈ <m×m is the covariance matrix of x ;
Then, entropy of xn is H(xn) = 1
2
ln(2pie)nm + 1
2
ln |Txn|
From Szego Theorem and the properties of Toeplitz Matrix
lim
n→∞
[detTxn ]
1
n = e[
1
2pi
∫ pi
−pi ln detSx(ω)dω].
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Hence, H¯(x) = 1
2
ln(2pie)n + m
2
+ 1
4pi
∫ pi
−pi ln detSx(ω)dω
Similarly, H¯(y) = 1
2
ln(2pie)n + m
2
+ 1
4pi
∫ pi
−pi ln detSy(ω)dω
Since, Sy(ω) = G(ejω)Sx(ω)G∗(ejω)
Therefore,H¯(y) = 1
2
ln(2pie)n + m
2
+ 1
4pi
∫ pi
−pi ln detSx(ω)dω +
1
4pi
∫ pi
−pi ln det [G(e
jω)G∗(ejω)] dω
= H¯(x) + 1
2pi
∫ pi
−pi ln det [G(e
jω)] dω
Hence, H¯(y) = H¯(x) + 1
2pi
∫ pi
−pi ln det [G(e
jω)] dω.
⇒ H¯(y)− H¯(x) = 1
2pi
∫ pi
−pi
ln det
[
G(ejω)
]
dω (5.4)
i.e. the Entropy Rate Difference between the output and input is the Bode Integral.
Thus, information-theoretic entropies are related to control-theoretic Bode Integral. The
reduction in entropy can also be interpreted as the gain in information.
5.4.2 Relation between Bode-Integral and Unstable Poles
Figure 5.1: Sensitivity Diagram
Based on the paper [Wu and Jonckheere, 1992] and referring to the Fig. (5.1) we can
establish the relation as follows :
Consider a SISO LTI discrete-time system with Sensitivity S(z) and open-loop trans-
fer function L(z).
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L(z) ,
K
m∏
i=1
(z−zi)
n∏
i=1
(z−pi)
where K 6= 0 and is chosen to stabilize the closed-loop system. pi are open-loop poles,
some of them are allowed outside the open-unit disk. zi are zeros. The sensitivity func-
tion of the system is defined as
S(z) = 1
1+L(z)
.
Then, ∫ pi
−pi
ln
∣∣S(ejω)∣∣ dω = 2pi(∑
i
ln |pui| − ln |γ + 1|
)
. (5.5)
where pui are unstable open-loop poles (outside the closed-unit disk) and γ , limz→∞ L(z).
Let the relative degree ν , n−m.
1. Case - 1 : If ν ≥ 1, then γ = 0 and
S(z) =
n∏
i=1
(z−pi)
n∏
i=1
(z−ri)
where pi and ri are open-loop and closed-loop poles respectively. Note that the
degrees of denominator and numerator of S(z) are the same. since, the closed-
loop system is asymptotically stable, |ri| < 1 for i = 1, 2, . . . , n; and since the
open-loop poles, which are inside the closed-unit disk do not contribute to this
integration in view of the following Lemma (For proof of this lemma refer to [Wu
and Jonckheere, 1992]).
Lemma 5.1.
∫ pi
−pi ln |ejω − r|
2
dω =
{
0 if |r| < 1 ,
2pi ln |r|2 if |r| > 1 (Here θ = arg(r) the
usual notation in polar form)
Hence, we have∫ pi
−pi ln |S(ejω)|
2
dω = 4pi
∑
i
ln |pui|.
Since γ = 0 in this case, we can rewrite the above as
∫ pi
−pi ln |S(ejω)| dω = 12
∫ pi
−pi ln |S(ejω)|
2
dω = 2pi
(∑
i
ln |pui| − ln |γ + 1|
)
For relative degree ν ≥ 1, say ν = n−m ≥ 2 , then
1
2pi
∫ pi
−pi
ln
∣∣S(ejω)∣∣ dω = ∑
i
ln |pui| (5.6)
51 Chapter 5. Convergence of Information, Communications, Estimation andControl Theory
Hence, we can conclude that Bode Integral equals the summation of logarithms of
unstable poles.
2. Case - 2 : If relative degree ν = 0, i.e. n = m then
L(z) ,
γ
n∏
i=1
(z−zi)
n∏
i=1
(z−pi)
If γ 6= −1, then
S(z) =
n∏
i=1
(z−pi)
(γ+1)
n∏
i=1
(z−ri)
There is one more term, γ + 1, here. Then, following the same approach as Case - 1, we
get
∫ pi
−pi ln |S(ejω)| dω = 2pi
(∑
i
ln |pui| − ln |γ + 1|
)
.
If γ = −1, then atleast one of the closed-loop poles is at infinity, which is outside the
unit circle, so that the closed-loop system is not causal. Therefore, γ = −1 is not allowed
when ν = 0.
From the discrete system Bode Integral and unstable pole relation as illustrated
above implies that, if the open-loop system is stable and ν ≥ 1, i.e. γ = 0, then∫ pi
−pi ln |S(ejω)| dω = 0.
This is Bode’s Theorem for discrete-time systems.
Combining the Entropy - Bode Integral (5.4) and Bode Integral - Unstable Pole rela-
tions (5.6) we get the final relation as follows :
H¯(y)− H¯(x) = 1
2pi
∫ pi
−pi ln det [G(e
jω)] dω =
∑
i
ln |pui|
5.5 Entropy-Theoretic Control
At the execution level, the design of the desirable control may be expressed by the un-
certainty of selecting the optimal control that minimizes a given performance index. By
choosing a density function over the set of admissible controls to minimize the differ-
ential control entropy , one may show that the optimal control problem is equivalent to
the problem of minimization of the assigned entropy function with respect to the asso-
ciated control. It is shown [Saridis, 1988] that the optimal entropy is decomposed into
5.5. Entropy-Theoretic Control 52
three terms: the optimal control term with given parameters, the parameter identifica-
tion term, and the equivocation term which accounts for the active transition of dual
control.
In [Conant, 1976] was created a mathematical model for an intelligent control system us-
ing entropy as the common measure. According to this formulation, the solution of the
intelligent control problem can be formulated as the sequence of decisions in a hierarchi-
cal system structured according to the principle of increasing precision with decreasing
intelligence, that minimized the total entropy system. It is natural for the higher lev-
els of the system to deal with knowledge-based concepts that use information theoretic
techniques to assign probability distributions that generate entropy measures. It is not
so easy to do the same with the execution level that requires the application of system
theoretic methods to control the system’s hardware as postulated earlier. This requires
the expression of control system theoretic measures in terms of information theoretic
measures, e.g., entropy.
A reformulation of the optimal control problem is based on the idea of expressing
the design of the desirable control by the uncertainty of selecting a control law that
minimized a given performance index. This is manifested by choosing a density func-
tion law over the set of admissible control for the particular problem and obtaining
its differential entropy. If the density function is selected to satisfy Jaynes’ principle of
maximum entropy, it is shown that minimization with respect to control entropy H(u)
is equivalent to the minimization of the given performance index.
The purpose here is to unify the theory of optimal, approximately optimal, and adap-
tive control design, by using entropy measures, which represents a different approach
of looking at the problem. The problem of control system design will be posed proba-
bilistically by assigning a distribution function representing the uncertainty of selection
of the appropriate control law over the space of admissible controls. By selecting the
distribution to satisfy Jaynes’ maximum entropy criterion [Jaynes, 1957] the control’s
performance criterion is associated with the entropy of selecting the appropriate con-
trol. Minimization of the differential entropy, which is equivalent to the average perfor-
mance of the system, yields the optimal control.
Consider the system
x˙(t) = f(x, u, w, t);
z(t) = g(x, ν, t);
x(t0) = x0; with probability density p(x0);
p(w(t)) = probability density associated with w(t);
p(ν(t)) = probability density associated with ν(t);
where, state x, control u, Process noise w, time t, z being measured value, ν being
measurement noise.
Since only the measurements z(t) are available for feedback, a state estimation pro-
cedure xˆ(t) should be implemented to yield the optimal solution. The cost of the addi-
tional state estimation process may be computed as follows :
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Let, Control entropy H(u) corresponding to a cost J(u(x, t), t) for some control u(x, t) ∈
Ωu. Using the marginal probabilities over the n-dimensional space defined by the mea-
surements Ωxˆ ⊂ Ωx, for specifying the optimal estimation and control processes :
H(u) = − ∫
Ωu
p(u) ln p(u)dx = − ∫
Ωu
∫
Ωxˆ
p(u, xˆ) ln p(u)dxdxˆ
= − ∫
Ωu
∫
Ωxˆ
p(u|xˆ)p(xˆ) [ln p(u|xˆ)p(xˆ)/p(xˆ|u)] dxˆdx
= − ∫
Ωxˆ
[∫
Ωu
p(u|xˆ) ln p(u|xˆ)dx
]
p(xˆ)dxˆ− ∫
Ωxˆ
[∫
Ωu
p(u|xˆ)dx
]
ln p(xˆ)p(xˆ)dxˆ
+
∫
Ωu
[∫
Ωxˆ
p(xˆ|u) ln p(xˆ|u)dxˆ
]
p(u)dx.
= H(u|xˆ) +H(xˆ)−H(xˆ|u).
Therefore, H(u) = H(u|xˆ) +H(xˆ)−H(xˆ|u)
i.e. The cost of control with inaccessible states is given by the cost of control with es-
timated states plus the cost of state estimation minus the equivocation of active trans-
mission of information
⇒ Control Cost (with inaccessible states) = Control Cost with estimated states + Esti-
mation Cost − Equivocation of Active Transmission of Information.
The optimal control cost is given by
H(u∗) = min
u
H(u|xˆ) + min
xˆ
H(xˆ)−max
xˆ
H(xˆ|u).
which is equal to the optimal deterministic control with states replaced by their opti-
mal estimates plus the minimum cost of state estimation minus the maximum active
transmission of information from the controller to the estimator.
Discussion :
The result above has given the credit of reducing the uncertainty by providing a priori in-
formation or the conditional version of uncertainty but the result derived in [Tatikonda,
2000] shows only the splitting of optimal cost into two – control cost (full state cost)
and communication cost (dependent only on state estimation error covariance) with no
credit to the information which can be utilized to reduce the cost in terms of uncertainty.
In paper [Zhang and Liu, 2008] LQG cost is divided into the control cost, the com-
munication cost, and the sampling cost. The controller prefers to have more frequent
communication with the plant, even if the information is crude instead of to obtain a
piece of more precise information with a long delay. But, in a control problem under
constrained communication this scenario does not fit well simply because passing on
information as and when generated leads to severe load on the already communication
constrained channel of limited bandwidth. This scenario would severely aggravate the
problem rather than solving it. Optimal LQG cost comprises of control cost under full
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observation of the state, the communication cost and the sampling cost. All costs de-
pend on the sampling rate but only the communication cost depends on the channel
capacity and in communication-constrained control problem the communication cost
would severely increase by communicating information at a faster rate causing possible
violation of channel capacity. Hence, the need is to find the solution for control under
communication through noisy channel which is realistic and makes sense.
Therefore, the result discussed (derived) in details in this section has the potential of
reducing the control cost by the way of providing information so as to reduce the un-
certainty rather than to increase the load on communication channel indiscriminately.
The better way of reducing the communication cost by working on the protocol aspects
of communication and co-designing control and communication. One possible way is
the scheduling part of control as suggested by us in Chapter - 8 of this thesis, [Ben Gaid,
2006] and the associated references cited therein.
5.6 Mutual Information and Optimal Estimation Error
Based on [Freudenberg et al., 2007] the relation between optimal prediction estimation
error and mutual information can be established. The (differential) entropy rate of a sta-
tionary, continuous-valued, discrete-time scalar random process a is given by [Cover
and Thomas, 2006]
h∞(a) = limk→∞ h∞(ak|ak−1).
The entropy rate of a stationary Gaussian random process a may be computed from
its power spectral density Sa(ω) [Cover and Thomas, 2006] by the formula
h∞(a) = 12 ln 2pie+
1
4pi
∫ pi
−pi lnSa(ω)dω.
The entropy rate of a random sequence a is related to the problem of estimating from
previous values ak−1.
Denoting such an estimate by aˆk|k−1, and the resulting estimation error by a˜k|k−1 =
ak − aˆk|k−1;
Then the variance of the minimal mean square estimation error satisfies (refer page-255
of [Cover and Thomas, 2006])
E
[
a˜2k|k−1
]
=
1
2pie
e2h∞(a). (5.7)
Applying this relation to the feedback control system, the power spectrum of the chan-
nel (having s and r as the input and output respectively) output may be written as
Sr(ω) =
∣∣S(ejω)∣∣2 σ2n(1 + ∣∣Gd(ejω)∣∣2 σ2dσ2n
)
.Gd being the transfer function with disturbance input
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Since disturbance d and channel noise n are assumed Gaussian, the channel output is
also Gaussian, with entropy rate given by
h∞(r) =
1
2
ln 2pieσ2n +
1
2pi
∫ pi
−pi
ln
∣∣S(ejω)∣∣ dω + 1
4pi
∫ pi
−pi
ln
(
1 +
∣∣Gd(ejω)∣∣2 σ2d
σ2n
)
dω. (5.8)
Assuming the plant with control input u and the transfer function Gu is strictly proper,
having m unstable poles φi > 1, and no non-minimum phase zeros. Then it is possible
to stabilize the system using a controller with no unstable poles, and the sensitivity
function must satisfy the Bode integral [Seron et al., 1997]
1
2pi
∫ pi
−pi
ln
∣∣S(ejω)∣∣ dω = m∑
i=1
ln |φi| . (5.9)
The mutual information rate [Martins and Daleh, 2008] between the disturbance and
channel output satisfies
I∞(r; d) =
1
4pi
∫ pi
−pi
ln
(
1 +
∣∣Gd(ejω)∣∣2 σ2d
σ2n
)
dω. (5.10)
Substituting (5.9) and (5.10) into (5.8) and applying the formula (5.7) shows that the
minimum mean square error in estimating rk given rk−1 is given by
E
[
r˜2k|k−1
]
= σ2n
m∏
i=1
|φi|2 e2I∞(r;d). (5.11)
Hence, the minimal channel capacity required for stabilization is thus
C >
m∑
i=1
ln |φi|+ I∞(r; d)nats/transmission (5.12)
Interpretation of the two terms that contribute to channel capacity in (5.12) is as follows:
1. the Channel Capacity required for Stabilization alone is given by
m∑
i=1
ln |φi|
2. the Additional Capacity required to Stabilize in the presence of a disturbance de-
pends on the mutual information between the disturbance and the channel output,
once the plant has been stabilized.
5.7 Conclusion
In this chapter, we have analyzed and discussed the convergence of the control, com-
munication, information and estimation theory. We have presented an entropy theo-
retic explanation of optimum control and formulation of the relation concerning the
information-theoretic entropy, control-theoretic Bode integral and unstable poles. Re-
lation between Shannon Mutual-Information and Estimation Error has also been pre-
sented.

6
Information-Theoretic View of Control
6.1 Introduction
In recent years, there has been an increased interest for the fundamental limitations
in feedback control. Bode’s sensitivity integral (Bode Integral, in short) is a well-known
formula that quantifies some of the limitations in feedback control for linear time-invariant
systems. In [Sandberg and Bernhardsson, 2005], it is shown that there is a similar for-
mula for linear time-periodic systems.
In this chapter, we are presenting the information-theoretic explanation of Bode Sen-
sitivity Integral, a fundamental limitation of control theory, controllability gramian and
the issues of control under communication constraints based on our paper [Roy et al.,
2009a]. As resource-economic use of information is of prime concern in communication-
constrained control problems, we need to emphasize more on informational aspect
which has got direct relation with uncertainties in terms of Shannon Entropy and Mu-
tual Information. Bode Integral which is directly related to the disturbances can be cor-
related with the difference of entropies between the disturbance-input and measurable
output of the system (refer Eq. 2.1). These disturbances due to communication channel-
induced noises and limited bandwidth are causing the information packet-loss and de-
lays resulting in degradation of control performances. Shannon Entropy of information
theory is a stronger metric for uncertainty which hinders control of a system.
It has been known that control theory and information theory share a common
background as both theories study signals and dynamical systems in general. In dis-
tributed embedded systems (DES) or networked control systems (NCS), there are issues
related to both control and communication since communication channels with data
losses, time delays, and quantization errors are employed between the plants and con-
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trollers [Antsaklis and Baillieul, 2007]. To guarantee the overall control performance in
such systems, it is important to evaluate the quantity of information that the channels
can transfer. Thus, for the analysis of DES or NCS, information theoretic approaches are
especially useful, and notions and results from this theory can be applied. The results
in [Nair and Evans, 2004] and [Tatikonda and Mitter, 2004] show the limitation in the
communication rate for the existence of controllers, encoders, and decoders to stabilize
discrete-time linear feedback systems.
The focus of information theory is more on the signals and not on their input-output re-
lation. Thus, based on information theoretic approaches, we may expect to extend prior
results in control theory. One such result can be found in [Martins et al., 2007], where
a sensitivity property is analyzed and Bode’s integral formula [Bode, 1945] is extended
to a more general class of systems. A fundamental limitation of sensitivity functions is
presented in relation to the unstable poles of the plants.
6.2 Problem Formulation
Networked control systems suffer from the drawbacks of packet losses, delays and
quantization in particular. These cause degradation of control performances and un-
der some conditions instability. Uncertainties due to packet losses, delays, quantiza-
tion, communication channel induced noises etc. have a great influence on the system’s
performance. If we consider only the uncertainties induced by channel noise and quan-
tization we may write:
x˙(t) = Ax(t) +Bu(t) + w(t); (6.1)
y(t) = Cx(t) +Du(t) + v(t);
where A ∈ Rn×n is the system or plant matrix and B ∈ Rn×q is the control or input
matrix. Also, x(t) is the state, u(t) is the control input, y(t) is the output, C is the output
or measurement matrix, D is the Direct Feed matrix, w(t) and v(t) are the external dis-
turbances and noises of Gaussian nature respectively.
Our aim is to achieve better control performance of system by tackling these uncer-
tainties using Shannon’s Mutual-Information, Information-Theoretic Entropy and Bode
Sensitivity. We present the information-theoretic model of such uncertainties and their
possible reduction using information measures.
6.3 Preliminaries
By means of the connection between Bode integral and the entropy cost function, pa-
per [Iglesias, 2001] provided a time-domain characterization of Bode integral. The tradi-
tional frequency domain interpretation is that, if the sensitivity of a closed-loop system
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is decreased over a particular frequency range – typically the low frequencies the de-
signer "pays" for this in increased sensitivity outside this frequency range. This interpre-
tation is also valid for the time-domain characterization presented in [Iglesias, 2001] pro-
vided one deals with time horizons rather than frequency ranges. Time-domain charac-
terization of Bode’s integral shows how the frequency domain trade-offs translate into
the time-domain. Under the usual connection between the time and frequency domains:
low (high) frequency signals are associated with long (short) time horizons. In Bode’s
result, it is important to differentiate between the stable poles, which do not contribute
to the Bode sensitivity integral and the unstable poles, which do. Time-varying systems
which can be decomposed into stable and unstable components are said to possess an
exponential dichotomy. What the exponential dichotomy says is that the norm of the
projection onto the stable subspace of any orbit in the system decays exponentially as
t → ∞ and the norm of the projection onto the unstable subspace of any orbit decays
exponentially as t → −∞, and furthermore that the stable and unstable subspaces are
conjugate. The existence of an exponential dichotomy allows us to define a stability
preserving state space transformation (a Lyapunov transformation) that separates the
stable and unstable parts of the system.
6.3.1 Mutual Information
Recalling the section 2.2, Mutual Information I(X;Y ), between X as the input variable
and Y as the output variable, has the lower and upper bounds given by the following:
R(D) = Rate Distortion = MinI(X;Y )
C = Communication Channel Capacity = MaxI(X;Y )
where D is the distortion which happens when information is compressed (i.e. fewer
bits are used to represent or code more frequent or redundant informations) and en-
tropy is the limit to this compression i.e. if one compresses the information beyond the
entropy limit there is a high probability that the information will be distorted or erro-
neous. This is as per Shannon’s Source Coding Theorem. We code more frequently used
symbols with fewer number of bits and vice-versa.
6.3.2 Shannon Entropy
Recalling the definition of Shannon entropy discussed in section 2.2 :
H = −
∑
i
pi log2 (pi) (6.2)
where pi is the probability of the alternative i. The above quantity is known as the bi-
nary entropy in bits as we use logarithmic base of 2 (with logarithmic base e the entropy
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is in nats), and was shown by Shannon to correspond to the minimum average number
of bits needed to encode a probabilistic source of N states distributed with probability
pi. The term entropy is associated with the uncertainty or randomness whereas infor-
mation is used to reduce this uncertainty. Uncertainty is the main hindrance to control
and if we can reduce the uncertainty by getting the relevant information and utilizing
the information properly so as to achieve the desired control performance of the system.
Many researchers have posed the same question: "How much information is required for
controlling the system based on observed informations in the case where these informations are
passed through communication channels in a networked based system?"
Intuitive meaning of mutual information is the amount of information (that is, reduc-
tion in uncertainty) that each variable is having about the other.
6.3.3 Bode Integral
As pointed out in Chapter - 2 of this thesis a stable system needs no information on its
internal state or the environment to assure its stability. For unstable systems the mutual
information between the initial state and the output of the system is related to its unsta-
ble poles.
The simplest (and perhaps the best known) result (recalling section 2.4) is that, for an
open loop stable plant, the integral of the logarithm of the sensitivity is zero; i.e.∫ ∞
0
ln |S0 (jω)| dω = 0
Where, S0 and ω being the sensitivity function and frequency respectively.
For linear systems Bode Integral is the difference in the entropy rates between the input
and output of the systems which is an information-theoretic interpretation. For non-
linear system (if the open loop system is globally exponentially stable and has fading
memory) this difference is zero. Fading Memory Requirement is used to limit the con-
tributions of the past values of the input on the output. Fading is the commonly encoun-
tered phenomenon in wireless networks wherein the signals fade away (attenuates and
varies with time and space). Entropy of the signals in the feedback loop help provide
another interpretation of the Bode integral formula [Zang and Iglesias, 2003], [Mehta
et al., 2006] as follows. Recalling chapter - 2 , Shannon Entropy - Bode Integral Relation
can be rewritten as :
Hc (x)−Hc (d) = 1
2pi
∫ pi
−pi
ln
∣∣S (ejω)∣∣ dω = ∑
k
log (pk) (6.3)
Consider a random variable x ∈ <m of continuous type with entropy associated with
this is given by
H(x) := − ∫<m p(x) ln p(x)dx;
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Figure 6.1: (a)Feedback loop and (b)Sensitivity function
where p(x) being the probability density function of x and the conditional entropy of
order n is defined as
H(xk|xk−1, . . . , xk−n) := −
∫
<m p(.) ln p(.)dx
where p(.) = (xk|xk−1, . . . , xk−n).
This conditional entropy is a measure of the uncertainty about the value of x at time
k under the assumption that its n most recent values have been observed. By letting n
going to infinity, the conditional entropy of xk is defined as
Hc(xk) := limn→∞H(xk|xk−1, . . . , xk−n) assuming the limit exists.
Thus the conditional entropy is a measure of the uncertainty about the value of x at
time k under the assumption that its entire past is observed. Difference of conditional
entropies between the output and input is nothing but the Bode sensitivity integral
which equals the summation of logarithms of unstable poles.
For a stationary Markov process, conditional entropy [Cover and Thomas, 2006] is given
by
H(xk|xk−1, . . . , xk−n) = H(xk|xk−1).
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It is well known that the sensitivity and complementary sensitivity functions repre-
sent basic properties of feedback systems such as disturbance attenuation, sensor-noise
reduction, and robustness against uncertainties in the plant model. Researchers have
worked earlier on the issues of relating the entropy and the Bode Integral and comple-
mentary sensitivity. For details refer to the references cited in paper [Roy et al., 2009a].
In [Iglesias, 2002] the sensitivity integral is interpreted as an entropy integral in the time
domain, i.e., no frequency-domain representation is used.
One has to gather relevant information, transmit the information to the relevant agent,
process the information, if needed, and then use the information to control the system.
The fundamental limitation in information transmission is the achievable information
rate (i.e. a fundamental parameter of Information Theory), the fundamental limitation
in information processing is the Cramer-Rao Bound (CRB) which deals with Fisher In-
formation Matrix (FIM) in Estimation Theory, and the fundamental limitation in infor-
mation utilization is the Bode Integral (i.e. a fundamental parameter of Control Theory),
seemingly different and usually separately treated, are in fact three sides of the same
entity as per [Liu and Elia, 2006]. Hence, there is a need of dealing the control problem
from information-theoretic point of view.
Even Kalman et al. in their paper [Kalman et al., 1963] have stated that Controlla-
bility Gramian (refer Appendix - A) Matrix Wc - matrix is analogous to FIM and the
determinant det Wc is analogous to Shannon Information.
These research work motivated us to investigate some important correlations amongst
mutual information, entropy and design control parameters (like controllability gramian)
of practical importance rather than just concentrating on stability issues.
6.4 Information Induced by Controllability Gramian
In general, from the viewpoint of the open-loop system, when the system is unstable,
the system amplifies the initial state at a level depending on the size of the unstable
poles [Okano et al., 2008]. Hence, we can say that in systems having more unstable
dynamics, the signals contain more information about the initial state. Using this extra
information (in terms of mutual information between the control input and the initial
state) we can reduce the entropy (uncertainty) and thus rendering the observation of
initial state easier.
Suppose that we have a feedback control system in which control signal is sent through
a network with limited bandwidth. We will consider the case where the state of the
system is measurable and the controller can send the state of the system without error.
Under these conditions we may write:
x˙(t) = Ax(t) +Bu∗(t); (6.4)
u∗(t) = −Kcx(t) + ue(t);
where Kc, u∗(t) and ue(t), represent, respectively, the feedback controller gain, the ap-
plied control input and control error due to quantization noise of limited bandwidth
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network. In the sequel we are supposing that the control signal errors are caused by
Gaussian White Noise which may be given by uei (t) =
√
Diδ(t). So we may write :
x˙(t) = (A−BKc)x(t) +Bue(t); (6.5)
u∗(t) = −Kcx(t) + ue(t);
or more compactly:
x˙(t) = Acx(t) +Bu
e(t); (6.6)
u∗(t) = −Kcx(t) + ue(t);
where, Ac = A−BKc.
The feedback system (6.6) is a stable one which is perturbed by quantization errors or
noises due to the bandwidth limitation.
Lemma : The controllability gramian matrix Wc of system (6.6) can related with the
information-theoretic entropy H as follows [Mitra, 1969]:
H(x, t) =
1
2
ln {det Wc(D, t)}+ n
2
(1 + ln 2pi) (6.7)
= Average a priori uncertainty of the state x at time t for an order n of the system.
Where D being the Diagonal Matrix (positive definite symmetric matrix) with Di be-
ing the ith diagonal element. Here unit impulse inputs are considered.
and
Wc(D, τ) =
∫ τ
0
eActBDBT eAc
T tdt
for a system modeled as (6.6).
Proof of Eqn.(6.7) :
Referring to [Cover and Thomas, 2006] we are providing the proof. The input of (6.6)
being Gaussian White Noise, the state of the system is with probability density having
mean-value x¯(t) = eActx¯(0) and Covariance Matrix Σ at time t is given by
Σ = E
{
(x− x¯)(x− x¯)T} = Wc(D, t).
In a more detailed form :
x(t) = eActx(0) +
∫ t
0
eActBue(t)dt
E {x(t)} = E
{
eActx(0) +
∫ t
0
eActBue(t)dt
}
⇒ x¯(t) = eActx¯(0)
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where x¯(t) denotes the mean value of x(t) and Covariance Matrix
Σ = E
{
(x− x¯)(x− x¯)T}
⇒ Σ = E
[{
eActx(0) +
∫ τ
0
eActBue(t)dt− eActx(0)
}{
eActx(0) +
∫ τ
0
eActBue(t)dt− eActx(0)
}T]
Therefore, Σ =
∫ τ
0
eActBDBT eAcT tdt = Wc(D, τ).
where, uei (t) =
√
Diδ(t) i.e. weighted impulses and D being the Diagonal Matrix (pos-
itive definite symmetric matrix) with Di being the ith diagonal element. Here, unit im-
pulse inputs are considered.
p(x, t) =
1
(2pi)n/2 {det Wc(D, t)}1/2
e[−1/2{(x−x¯)TW−1c (D,t)(x−x¯)}] (6.8)
Now, for multidimensional continuous case, entropy (precisely differential entropy) of a
continuous random variable X with probability density function f(x) ( if
∫∞
−∞ f(x)dx =
1 ) is defined [Cover and Thomas, 2006] as :
Differential Entropy h(X) = − ∫
S
f(x) ln f(x)dx;
where the set S for which f(x) > 0 is called the support set of X .
As in discrete case, the differential entropy depends only on the probability density of
the random variable and therefore the differential entropy is sometimes written as h(f)
rather than h(X). Here, we call differential entropy as H(x, t) and f(x) as p(x, t) which
are correlated as
H(x, t) = −
∫
p(x, t) ln p(x, t)dx (6.9)
Using equation (6.8) in equation (6.9) we get
H(x, t) = − ∫ p(x, t) [−1
2
(x− x¯)TW−1c (D, t)(x− x¯)− ln
{
(2pi)n/2 {det Wc(D, t)}1/2
}]
dx
H(x, t) = 1
2
E
[∑
i,j
{
(Xi − X¯i)(W−1c (D, t))ij(Xj − X¯j)
}]
+ 1
2
ln [(2pi)n {det Wc(D, t)}]
= 1
2
E
[∑
i,j
{
(Xi − X¯i)(Xj − X¯j)(W−1c (D, t))ij
}]
+ 1
2
ln [(2pi)n {det Wc(D, t)}]
= 1
2
∑
i,j
[
E
{
(Xj − X¯j)(Xi − X¯i)
}
(W−1c (D, t))ij
]
+ 1
2
ln [(2pi)n {det Wc(D, t)}]
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= 1
2
∑
j
∑
i
(Wc(D, t))ji(W−1c (D, t))ij +
1
2
ln [(2pi)n {det Wc(D, t)}]
= 1
2
∑
j
{
(Wc(D, t))(W−1c (D, t))
}
jj
+ 1
2
ln [{(2pi)n {det Wc(D, t)}]
= 1
2
∑
j
Ijj + 12 ln [{(2pi)n} {det Wc(D, t)}]
(Where Ijj is the Identity Matrix)
= n
2
+ 1
2
ln [{(2pi)n} {det Wc(D, t)}] = n2 + 12 ln {(2pi)n}+ 12 ln {det Wc(D, t)}
= n
2
+ n
2
ln {(2pi)}+ 1
2
ln {det Wc(D, t)}
∴ H(x, t) = 1
2
ln {det Wc(D, t)}+ n2 (1 + ln 2pi)
Based on the equation (6.7) we can write the entropy reduction as
∆H(x, t) = 1
2
∆[ln {det Wc(D, t)}]
This shows that the entropy reduction which is same as uncertainty reduction is de-
pendent on Controllability Gramian only. Other term being constant for constant n, gets
canceled.
Therefore, ∆H(x, t) = H(x(t1), t1)−H(x(t2), t2)
= 1
2
ln {det Wc1(D1, t1)} − 12 ln {det Wc2(D2, t2)}
⇒ ∆H(x, t) = 1
2
ln
{
det Wc1(D1, t1)
det Wc2(D2, t2)
}
(6.10)
For simplicity we denote ∆H(x, t) by ∆H , Wc1(D1, t1) by Wc1 and Wc2(D2, t2) by
Wc2.
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Therefore, ∆H = 1
2
ln
{
det(Wc1Wc−12 )
}
⇒ det(Wc1Wc−12 ) = e2(∆H)
Using the above expression along with the concept of mutual information being the
difference of the entropy and the residual conditional entropy i.e. I(X;U) = H(X) −
H(X|U) (gain in information is reduction in entropy), we can conclude that Mutual In-
formation I(X;U) between the state X and control input U denoted simply by Shannon
Information Ish is given by this ∆H which can be expressed further as
Finally,
det(Wc1Wc−12 ) = e
2(∆H) = e2Ish (6.11)
We may conclude that the uncertainty reduction which is directly related to the ∆H(x, t)
will reduce the variance of the state with respect to the steady-state if ∆H(x, t) con-
verges to zero. The only influence we have on the control signal is related to that of feed-
back gain ans scheduling of control signals, to be chosen such that the norm of gramians,
represented by det(Wc(Di, t)) converge rapidly to their norm to infinity det(Wc(D∞,∞)).
We can also conclude from (6.11) that gramian is directly related to the entropy and in
turn with Shannon mutual information.
6.5 Conclusion
This chapter has addressed some new ideas (based on our paper [Roy et al., 2009a])
concerning the relation between control design and information theory. Since the dis-
tributed embedded system or networked control system has communication constraints
due to limited bandwidth or quantization noises, we must have to adopt a policy of
resource allocation which enhances the information transmitted. This may be done pos-
sible if we know the characteristics of the networks, the bandwidth constraints and that
of the dynamical system under study.
As demonstrated in this chapter, the gramian of controllability constitutes a metric of
information theoretic entropy with respect to the noises induced by quantization. Re-
duction of these noises is equivalent to the design methods proposing a reduction of the
controllability gramian norm.
Since zoom - in (near the target) is equivalent to reducing the entropy (contracting the
uncertainty domain) and zoom - out (away from the target) is equivalent to increas-
ing the entropy (expanding the uncertainty domain), work in this direction to propose
an information-theoretic analysis of the zooming algorithm proposed in [Ben Gaid and
Çela, 2006] would be dealt in future.
Controllability gramian is, in some sense, a measure of energy. Higher the controllabil-
ity gramian (Wc), lower is the energy associated with it and hence lower the uncertainty
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(randomness, like the Brownian motion or the physical notion of energy and entropy).
Hence, entropy reduction is associated with controllability gramian reduction and en-
tropy reduction is at the cost of gain in Shannon mutual information which is estab-
lished in this chapter vide equation (6.11).

7
Relation of FIM and Controllability
Gramian
7.1 Introduction
In this chapter our work [Roy et al., 2009b] on the correlation of Fisher Information Ma-
trix(FIM) and Controllability Gramian(CG) based on estimation-theoretic and information-
theoretic explanations is being presented. Resource-economic use of information is of
primary concern in issues of control under communication constraints. Disturbances
due to communication channel-induced noises, quantization noises and limited band-
width are causing the information packet-loss and delays resulting in degradation of
control performance. Controllability Gramian is a measure of control performance and
Fisher Information is a measure of accuracy of estimation (which needs to be done in
uncertainties caused by packet-loss and delays of the network). Hence, in order to have
better controllability, we need to explore the relation between the estimation theoretic
(because information losses and delays force us to resort to estimation) / information
theoretic parameters and the control theoretic parameters of practical importance.
Embedded systems are prevalent in most of the spheres of life today. These systems
have the limited power / battery life, memory, processing power, communication band-
width and computational capabilities. In order to optimally use the power, memory and
bandwidth we need to emphasize on the information transfer aspect as more informa-
tion transfer-rate means more consumption of battery power and hence drainage of
the battery power apart from the load on the communication bandwidth. Our main
objective is to use the information optimally using the concepts of information theory,
estimation theory and control theory.
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Most of the Industrial Embedded Systems (IES) have network based control sys-
tems. Networked systems are complex dynamical systems composed of a large number
of simple systems interacting through a communication medium. These systems arise
as natural models in many areas of engineering and sciences, such as sensor networks,
autonomous unmanned vehicles, biological networks, and animal cooperative aggrega-
tion and flocking. There are two features that are common to all these systems: first, they
deal with complex dynamics; second, designing globally optimal behavior for these sys-
tems requires the solution of large-scale optimization problems, which typically neces-
sitate a prohibitive amount of computational effort. Desirable features of the operation
of these systems include robustness to uncertainties and disturbances, and adaptability
to environmental changes.
Since the information in case of uncertainties caused by delays and packet losses lead
us to do estimation, we need to focus on estimation theoretic information and its rela-
tion with controllability. Researches have been done correlating Estimation Theory with
Information Theory and hence we can use these results to achieve our goal of finding
the relation between FIM and CG.
In this chapter, we focus on Controllability Gramian (CG) of control theory and
Fisher Information Matrix (FIM) of Estimation Theory because the latter is a stronger
metric for estimation required to be done under uncertainty which hinders control of a
system.
In NECS, there are issues related to both control and communication since commu-
nication channels with data losses, time delays, and quantization errors are employed
between the plants and controllers [Antsaklis and Baillieul, 2007]. To guarantee the over-
all control performance in such systems, it is important to evaluate the information rate
that the channels can transfer. Thus, for the analysis of DES/NCS, information theoretic
approaches are especially useful, and notions and results from this theory can be ap-
plied. Researchers in [Nair and Evans, 2004] and [Tatikonda and Mitter, 2004] showed
the limitation in the communication rate for the existence of controllers, encoders, and
decoders to stabilize discrete-time linear feedback systems.
Information theory is focused on the signals and not on the input-output relation. Thus,
based on information theoretic approaches, we can expect to extend prior results in con-
trol theory.
7.2 Problem Formulation
Referring to Chapter - 6 if we consider only the uncertainties induced by channel noise
and quantization we can write the system dynamics as given in (6.1).
In all communication models Gaussian distribution [Rao, 1965] of noise is considered
as it possesses the property of having maximum entropy for a given mean and variance
and the range(−∞,+∞) for the variable.
Our aim is to achieve better control performance (in terms of controllability gramian) of
system by tackling these uncertainties using Shannon’s Information, Entropy and Fisher
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Information. We present the information-theoretic model of such uncertainties and their
possible reduction using information measures exploiting the estimation theoretic mea-
sure of information such as FIM.
7.3 Preliminaries
Here, we discuss first some of the basics on FIM and for Controllability Gramian the
readers may refer to Appendix - A.
7.3.1 Fisher Information Matrix
Recalling the basics of FIM from chapter - 2 we can say that for Gaussian distribution
it is related to the variance by Cramer-Rao Bound (CRB). CRB is a general uncertainty
expressing reciprocity between the mean-square-error (e) in an estimate and the Fisher
Information FI present in the observed data. Mathematically,
e2 ≥ 1
FI
or FI ≥ 1
e2
It is a measure of accuracy in estimating a parameter. In other words,
FI ≥ 1
σ2
; σ2 being the variance
Lower the variance, higher the Fisher Information and vice-versa.
Mathematically, curvature or sharpness has got a definite relation with second deriva-
tive as we have explained earlier in this thesis. To a great extent Fisher Information
defines what can and what cannot be known about a given physical scenario. FIM al-
lows detection of some non-stationary behaviour in situations where Shannon Entropy
shows limited dynamics. B. Roy Frieden has characterized FIM as a versatile tool to
describe the evolution laws of physical systems.
7.3.2 Fisher Information as Metric for Accuracy of a Distribution
By information on an unknown parameter θ contained in a random variable or in its
distribution, we mean the extent to which uncertainty regarding the unknown value of
θ is reduced as a consequence of an observed value of the random variable. If there is
a unique observation with probability 1 corresponding to each value of the parameter,
we have a situation where the random variable has the maximum information. On the
other hand if the random variable has the same distribution for all values of the param-
eter, there is no basis for making statements about θ based on an observed value of the
random variable. The sensitiveness of a random variable with respect to a parameter
may then be judged by the extent to which its distribution is altered by a change in the
value of the parameter.
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If P (X; θ) and P (X; θ′) denote the probability densities of X (w.r.t. σ-finite measure
v) for two values θ and θ′ of the parameter, the difference in the distributions could be
measured by some distance function, such as, Hellinger Distance [Rao, 1965], given by
cos−1
∫ √
P (X; θ)P (X; θ′)dv; (7.1)
If we take θ′ = θ + δθ and expand P (X; θ′) by Taylor series, equation (7.1) reduces to
cos−1
∫
P (θ)
[
1− 1
8
{
P ′(θ)
P (θ)
}2
(δθ)2
]
dv = cos−1
[
1− 1
8
J(θ)(δθ)2
]
(7.2)
where, J(θ) is Fisher Information, neglecting higher powers of (δθ).
Since J(θ) is positive, the distance (7.2) increases with increase in the value of J(θ) and
is thus a measure of sensitivity of the random variable w.r.t. an infinitesimal change in
the value of the parameter.
Hence, Fisher Information is an index of sensitivity for small changes in the value of the
parameter.
In the multi-parameter case we get quadratic differential metric∑∑
Jijδθiδθj
in place of J(θ)(δθ)2 in (7.2), as the distance between the distributions of the random
variable for the parameters (θ1, θ2, . . .) and (θ1 + δθ1, θ2 + δθ2, . . .).
The sensitivity of the random variable w.r.t. changes in the parameter may then be
judged by examining the Fisher Information Matrix (FIM) as a whole.
Information value degrades over time and entropy value increases over time in gen-
eral [Middleton, 1960].
For Gaussian Probability Distribution, Shannon Entropy is given by
H = ln
√
2pieσ,
Where, Fisher Information is FI = 1
σ2
⇒ Fisher Information varies faster than Shannon Entropy.
Shannon’s measure of information is valid for Hamiltonian Systems [Plastino et al.,
1998] whereas Fisher information is valid for arbitrary dynamical systems. Fisher in-
formation is more general character than Shannon’s or Kullback’s. Fisher information
is a local measure as it is sensitive to the local behaviour of the probability density.
Fisher information decreases under coarse graining (i.e. less precision or quantization
accuracy!) and it also decreases with time.
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7.4 Information Induced by FIM and Controllability Gramian
As the system model and the initial mathematical treatment are identical with Chapter
- 6, readers can refer to Chapter - 6 where we have already established the relation
between controllability gramian, Shannon entropy and Shannon Information.
Referring to the result (6.11) of Chapter - 6 of this thesis we can say that
det(Wc1Wc−12 ) = e
2(∆H) = e2Ish (7.3)
where Wc1,Wc2 denote controllability gramians and H and Ish denote the Shannon En-
tropy and Shannon Information respectively. Fisher Information is also a measure of the
intrinsic accuracy of a distribution and in [Liu and Elia, 2006] it is shown that Mutual
Information Ish is related to the Fisher Information det(FIM) as follows :
Ish =
1
2
ln {det(FIM)}
Therefore,
det(FIM) = e2Ish (7.4)
Hence, using equations (7.4) and (7.3) we can conclude that
det(FIM) = det(Wc1Wc−12 ) (7.5)
Thus with the reduction of controllability gramian norm from Wc1 to Wc2 there is an
increase in FIM and higher the reduction of controllability gramian, more is the Fisher
information associated with. Since Cramer-Rao Bound implies that Fisher information
is the reciprocal of the variance as its lower limit and controllability gramian is same
as variance for a white Gaussian noise as input, we can conclude that our result is in
agreement with the already established theories.
From control theory the control energy expression is given by
2c ≡ xTW−1c x
By controllability one means that with minimum energy the state of a system can be
steered towards the target in a finite time. Minimizing the energy means minimizing
W−1c i.e. maximizing Wc in the sense of a given matrix norm. The use of enriched Fisher
information which has got a direct relation with variance and controllability gramian
helps us to achieve the target state with greater ease and prudent transfer of information
which is of great interest in communication and power constrained embedded systems.
An important observation in the above energy expression (control-theoretic) is that the
locus is an ellipsoid with axis direction given by eigenvector of W−1c and length pro-
portional to eigenvalue. Smaller the ellipsoid is, more controllable the system is. Similar
analogy can be drawn in information theory [Middleton, 1960] as well :
∆I(Y ;X) =
1
2
(∆X)TFIM(∆X)
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where superscript T denoting Transpose, I , X and Y being the mutual information,
input and output processes respectively with ∆ being the change in respective parame-
ters.
It is shown in [Guo et al., 2005] that the derivative of the mutual information (nats) with
respect to the signal-to-noise ratio (snr) is equal to half the Minimum Mean Square Error
(MMSE), regardless of the input statistics i.e.
dI
dsnr
(snr) =
1
2
MMSE(snr) (7.6)
This relationship holds for both scalar and vector signals, as well as for discrete-time and
continuous-time non-causal MMSE estimation. MMSE reduces with snr and Shannon
Information increases with snr for Gaussian and Binary Channel as well. Hence, by re-
ducing quantization noises (in terms of Quantization Precision /Accuracy) in [Ben Gaid
and Çela, 2006] at the time when the system approaches steady-state we can increase
the snr and with increase in snr we can have increased Mutual information and thus
less uncertainty. Here, we provide the theoretical justification of the simulation work
done before in [Ben Gaid and Çela, 2006].
7.5 Conclusion
This chapter has addressed some new ideas (based on our work [Roy et al., 2009b])
concerning the relation between Control Theoretic parameter (Controllability Gramian)
and FIM of Estimation Theory which, in turn, linked to Information Theory. Since the
DES or Networked Embedded Control System (NECS) has communication constraints
due to limited bandwidth or noises, we must have to adopt a policy of resource alloca-
tion (refer our work in Chapter - 8) which enhances the information transmitted.
It is demonstrated that the controllability gramian norm constitutes a metric of information-
theoretic entropy with respect to the noises induced by quantization. In fact, physical
interpretation of controllability Gramian is : "If the input to the system is white Gaus-
sian noise, then controllability gramian is the covariance of the state". Reduction of these
noises is equivalent to the design methods proposing a reduction of the controllability
gramian norm which is related to the Fisher information matrix as well. Motivated by
this idea we have chosen the Degree of Controllability/Observability as metric for op-
timal integrated Scheduling and Control for NCS which is illustrated in our work in
Chapter - 8.
8
Degree of Reachability / Observability as
a Metric for Optimal Integrated Control
and Scheduling of Networked Control
Systems
8.1 Introduction
This Chapter addresses the problem of the on-line or dynamic optimal control and
scheduling of Networked Control System (NCS) over limited bandwidth deterministic
network based on our paper [Çela et al., 2010]. The solution is obtained by decomposing
the overall problem in a twofold one as follows :
1. The first level solution aims at obtaining the off-line or static scheduling function
of control signals based on system dynamic characteristics, induced periodicity of
scheduling signals, communication constraints and the maximization of the Degree
of Reachability / Observability [Antoulas, 2005]. A static feedback control law design
based on the periodicity of scheduling function ensures the stability and steady
state performances.
2. The second level solution is based on the periodicity of the static scheduling func-
tion obtained from the first level problem solution and the minimization of control
energy transfer of the current state to the final or desired state of the system. We
propose a control law which enhances the performances of the system in real-time
(reducing the time of response to perturbations), by modification of the periodic
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scheduling and the value of control signals given by the first phase based on the
minimization of the energy needed to transfer the state of the system to the desired
one.
Advantages of the proposed method are twofold :
1. It reduces the complexity of the optimal static scheduling of control and sensor
signal.
2. The real-time control signal update is done not only based on the scheduling func-
tion but also on the feedforward control supplementary signal which minimizes
the transfer energy.
These results are proved mathematically and a design methodology is given in the case
of NCS composed of interconnected LTI systems.
The use of a communication network in NCS considerably reduces the wiring, espe-
cially when the control application contains a large number of nodes. Consequently, the
maintenance and the deployment become easier. The automotive industry represents
an important application field of NCS. The design process of automotive applications is
subject to conflicting criteria including cost, safety, reliability and performance. Conse-
quently, these networked embedded control applications are developed on target plat-
forms with limited CPU speed, memory and communication bandwidth. When compu-
tation or communication resources are limited, they have to be exploited as efficiently as
possible. In distributed information processing systems, the scheduling function is re-
sponsible for the allocation of computation or communication resources. Consequently,
using efficiently the computation or communication resources amounts to designing ap-
propriate scheduling algorithms. Recently, it has been shown that a more efficient use
of the computation or communication resources could be obtained if the problems of
control and resource allocations are considered jointly [Årzén et al., 2000, Cervin et al.,
2002, Martí et al., 2004, Lee et al., 2005].
In this chapter, the problem of the distributed control over deterministic real-time
networks is addressed. We have to design the control laws and at the same time decide
on the control / sensor signals scheduling. The solution is obtained by decomposing
this problem in two distinct sub-problems. The first sub-problem formulation aims at
obtaining a static or off-line scheduling of control / sensor signals based on the struc-
tural properties of the system and the communication constrains. The corresponding
optimal control and sensor signals scheduling problem is formulated. The solution ob-
tained consists of a periodic scheduling of a subset of control / sensor signals to send
from controller / sensor node to the actuator / controller node in each sampling pe-
riod. The second sub-problem modifies the periodic or static control scheduling func-
tion based on the information given by the state of the system. In this manner, not only
the feedback control signals but also the scheduling function is modified with respect
to the system state.
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We model the NCS as a family of periodic systems induced by the periodic sched-
uling function and its linear arrangement 2. To obtain the off-line or static scheduling
function we use the Degree of Reachability / Observability as a metric. Two optimization
problems are formulated and resolved based on these concepts and operating over the
related gramians (refer Appendix - A) and intrinsic characteristics of the induced pe-
riodic systems. As runtime decision making metric for control signals update, we use
the energy needed to transfer the system from a given initial state to a target state. It
measures the capacity of scheduled control signals to modify the state of the system.
Less is the transfer-energy needed, better is the degree of reachability associated with
the scheduled control signals. It is clear that the interest of the control signals update
is related to the influence of perturbation on the systems during their life cycles and
the necessity to consider them via the system state information as well as scheduling of
control signals or communication resource allocation. In the absence of perturbations,
the on-line scheduling function is identical to the periodic static one.
8.2 Problem Formulation
Figure 8.1: Schematic Representation of a Resource-Constrained System
Consider the continuous-time LTI plant described by :
x˙c(t) = Acxc(t) +Bcuc(t)
yc = Ccxc(t) (8.1)
where xc(t) ∈ Rn, uc(t) ∈ Rm and yc(t) ∈ Rp. The transpose of matrix A will be denoted
by A′ . The plant contains m distinct actuators and p distinct sensors which are spatially
distributed. The sensors and actuators are connected to the main controller through a
2All linear arrangements of a family of three objects {A1A2A3} are {A1A2A3}, {A2A3A1}, {A3A1A2}
78 Chapter 8. Degree of Reachability / Observability as a Metric...
limited bandwidth communication network. The network bandwidth is limited in the
sense that it can carry at most br measures and bw controls.
In order to derive a digital control law, a discrete-time representation of system (8.1)
in the sampling period Ts is considered :
x(k + 1) = Ax(k) +Bu(k)
y(k) = Cx(k) (8.2)
where x(k) = xc(kTs), u(k) = uc(kTs) and y(k) = yc(kTs).
In [Hristu, 1999, Ben Gaid et al., 2006a], the description of the constraints affecting
the transmission of the control commands to the actuators was done using the notion
of Scheduling Function. Communication constraints may be formally described by intro-
ducing two vectors of Booleans σ(k) ∈ {0, 1}br and δ(k) ∈ {0, 1}bw , defined for each
sampling instant k.
Definition 8.1. The vector σ(k) defined by{
σi(k) = 1 if yi(k) is read by the controller at instant k,
σi(k) = 0 otherwise.
is called sensors-to-controller scheduling vector at instant k.
Definition 8.2. The vector δ(k) defined by{
δi(k) = 1 is ui(k) updated at instant k,
δi(k) = 0 otherwise.
is called controller-to-actuators scheduling vector at instant k.
The vector σ(k) indicates the sensor signals that the controller may read at instant k.
In a similar way, the δ(k) indicates the control inputs to the plant that the controller may
update at instant k.
The plant (8.1), the analog-to-digital (A/D) and digital-to-analog (D/A) converters,
the communication bus and the controller are schematically depicted in Fig. (8.1). In this
figure, η(k) ∈ Rbr represents the vector of partial measurements that the controller re-
ceives (through the communication bus) at the sampling period k. In a similar way, vec-
tor v(k) ∈ Rbw represents the vector of partial control commands that the controller may
send to the actuators (through the limited bandwidth communication bus) at the sam-
pling period k. Blocks D/A and A/D respectively represent the digital-to-analog and
analog-to-digital converters. The controller may also assign the values of the sensors-
to-controller scheduling vector (σ(k)) as well as the controller-to-actuators scheduling
vector (δ(k)). Let [Dδ(k)]1≤i≤m,1≤j≤bw be the matrix defined by [Dδ(k)]ij = 1 if δi(k) = 1 and
i∑
l=1
δl(k) = j,
[Dδ(k)]ij = 0 otherwise,
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and
Eδ(k) =
 1− δ1(k) . . .
1− δm(k)
 ,
then
u(k) = Dδ(k)v(k) + Eδ(k)u(k − 1). (8.3)
Let [Mσ(k)]1≤i≤br,1≤j≤p the matrix defined by [Mσ(k)]ij = 1 if σj(k) = 1 and
j∑
l=1
σl(k) = i,
[Mσ(k)]ij = 0 otherwise.
then we have the relation
η(k) = Mσ(k)y(k). (8.4)
8.2.1 State Representation of Resource-Constrained Systems
For predefined scheduling vectors σ(k) and δ(k), a resource constrained system S ( as
defined below) may be viewed, between its input v(k) and its output η(k), as a linear
time-varying system. Based on the previous definitions, and noting
χ(k) = u(k − 1)
and
x˜(k) =
[
x(k)
χ(k)
]
,
the linear sampled-data and time-varying model of system S is given by
x˜(k + 1) = A˜(k)x˜(k) + B˜(k)v(k) (8.5)
η(k) = C˜(k)x˜(k),
where
A˜(k) =
[
A BEδ(k)
0m,n Eδ(k)
]
,
B˜(k) =
[
BDδ(k)
Dδ(k)
]
,
and
C˜(k) = Mσ(k)
[
C 0p,m
]
.
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Remark 1: If we consider the model of actuators signals updating given in ( [Zhang
and Hristu-Varsakelis, 2006,Hristu, 2007]), the model (8.5) is variable on B˜(k) and C˜(k)
and constant in A˜. This makes the analysis and design easier but not necessarily implies
that better performances would be obtained.
Remark 2: The A˜ matrix is dependent only on the scheduling function of control
signals δ(k).
8.2.2 Lifting of Periodic Systems
Consider the optimal Tδ-periodic off-line scheduling function or communication se-
quence δTδ−1 of control signals ( 3) defined by :
δTδ−1 = {δ(0), · · · , δ(Tδ − 1)}
and verifying δ(k + Tδ) = δ(k). Without loss of generality we may assume furthermore
that δ ∈ Sc, where Sc is the set of periodic communication sequences that guarantees
the reachability of system (8.5)( [Zhang and Hristu-Varsakelis, 2006, Ionete and Çela,
2006, Hristu, 2007] ). The periodicity of the communication sequence induces the peri-
odicity of the resource-constrained system S (8.5). As a result, matrices A˜(k) and B˜(k)
satisfy A˜(k + Tδ) = A˜(k), B˜(k + Tδ) = B˜(k).
Definition 8.3. The ιth linear arrangement of an ordered set of Tδ elements is obtained by
its ι (ι ∈ {0, 1, . . . Tδ − 1}) circular right/left shifting. The number of right/left shifting ι
is called period index value4
As illustrated in [Bittanti et al., 1991, Ben Gaid et al., 2006a], a time invariant model
of discrete periodic system (8.5) may be obtained using the lifting technique. The time
invariant modeling may be seen as a down sampled representation of system (8.5) with
periodicity Tδ called hyperperiod. In the following, we will give some basics of the
lifting technique. Please refer to [Bittanti et al., 1991] for more details.
Let Φ be the transition matrix associated with the state matrix A˜. Φ is defined by{
Φ(l, s) = A˜(l − 1)A˜(l − 2) · · · A˜(s) if l > s
Φ(l, l) = In+m.
Let Γ the matrix defined for s < l < s+ Tδ by
Γ(l, s) = [Φ(l, s+ 1)B˜(s) Φ(l, s+ 2)B˜(s+ 1) · · ·
· · · Φ(l, l)B˜(l − 1) 0n+m,b · · · 0n+m,b︸ ︷︷ ︸
Tδ−l−s
]
3 Control/Sensor scheduling function will be obtained from the solution of Problem 8.1 and Problem
8.2 defined in section (8.3)
4All linear arrangements of δ2 = {δ(0), δ(1), δ(2)} is {{δ(0), δ(1), δ(2)}, {δ(2), δ(0), δ(1)}, {δ(1), δ(2), δ(0)}}
8.2. Problem Formulation 81
and for s = l by
Γ(s, s) = [0n+m,b · · · 0n+m,b] .
Let
x¯ι(q) = x˜(ι+ qTδ)
and
v¯ι(q) =
 v(ι+ qTδ)...
v(ι+ (q + 1)Tδ − 1)

then for 0 ≤ i ≤ Tδ :
x˜(ι+ qTδ + i) = Φ(ι+ i, ι)x¯ι(q) + Γ(ι+ i, ι)v¯ι(q).
Particularly, let
A¯ι = Φ(ι+ Tδ, ι)
and
B¯ι = Γ(ι+ Tδ, ι)
So, we may write the following LTI state-space representation of the periodic system
S :
x¯ι(q + 1) = A¯ιx¯ι(q) + B¯ιv¯ι(q). (8.6)
Remark 3: In the sequel we will assume that the scheduling functions of control and
sensor signals, δ(Tδ−1) and σ(Tδ−1) respectively, have the same length Tδ (Tδ = Tσ). So
we may construct the output equation y¯ι(q) = C¯ιx¯ι(q) and thus obtaining the periodic
state-space equation :
x¯ι(q + 1) = A¯ιx¯ι(q) + B¯ιv¯ι(q) (8.7)
y¯ι(q) = C¯ιx¯ι(q)
It is necessary to see more closely the importance of the scheduling function on the
structure of these equations. Recall that
A¯ι = Φ(Tδ + ι,ι) = A˜(Tδ + ι− 1)A˜(Tδ + ι− 2) · · · A˜(ι) (8.8)
and
B¯ι = Γ(ι+ Tδ, ι) (8.9)
where ι ∈ {0, . . . , Tδ − 1}.
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It is clear that A¯ι and B¯ι are dependent5 on the value of parameter ι which is the cur-
rent period index value. So we have Tδ realization of the LTI state-space equations (8.7).
We may see the set of Tδ LTI realizations as competing systems to obtain the communica-
tion resources based on the performances they may provide with respect to the current
state. Each of these realizations is a periodic one with period Tδ dependent on the sched-
uling of control/sensor signals. Real-time optimal solutions are NP-hard problem so our
control design problem may be split into two levels. The first level or the off-line design
has to consider only the dynamic model characteristics of the systems and the network
bandwidth constraints. It has to give us a periodic scheduling of control/sensor signals
and the corresponding feedback control gains based on induced periodic system (8.7).
The second level problem has to modify the real-time control signals to handle the per-
turbation affecting our systems based on the energy criteria consistent with the degree
of controllability.
In the following subsection we will give the solution of the first level problem or off-line
optimal scheduling design. For clarity of our presentation we will introduce at first the
concept of degree of reachability and observability.
8.2.3 Reachability / Observability of NCS
As aforementioned control design of an NCS with bandwidth resource constraints needs
to specify the structure of feedback control law and associated scheduling function
δ(k), σ(k), k ∈ {0, 1, . . . , Tδ − 1} of the control and sensor signals. It is natural that we
have to apply (send through the network) the control signals with greatest impact on
the system relative to the current state and the target state. This physical fact is closely
related to the degree of reachability ( [Moore, 1981], [Antoulas, 2005] ) or the minimal en-
ergy control needed to transfer the current state of the system xt to the target state Xd.
The dual concept is the degree of observability or the observation energy produced by the
observed state x0. Before giving the expression of these energies and control law design
we recall some definitions and results concerning the reachability and observability and
related gramians [Moore, 1981], [Antoulas, 2005], [Georges, 1995].
Definition 8.4 ( [Rugh, 1996]). A linear discrete-time system is called l-step reachable
(resp. l-step observable) if l is a positive integer such that the system is reachable (resp.
observable) on [i, i+ l], for any i ∈ N .
Theorem 8.1 ( [Zhang and Hristu-Varsakelis, 2006], [Ionete and Çela, 2006], [Hristu,
2007]). If A is invertible and the pair (A,B) is reachable, then for any integer bw such that
1 ≤ bw ≤ m, there exists integers l, T > 0 and a maximal T -periodic communication sequence
of width m such that system (8.5) is l-step reachable.
5In the model adopted in [Zhang and Hristu-Varsakelis, 2006, Hristu, 2007] only B¯ι is dependent on
the value of index value ι
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A similar result is obtained for the observability.
Theorem 8.2 ( [Zhang and Hristu-Varsakelis, 2006], [Ionete and Çela, 2006]). If A is in-
vertible and the pair (A,C) is observable, then for any br such that 1 ≤ br ≤ p, there exist
integers l, T > 0 and a maximal T -periodic communication sequence of width p such that sys-
tem (8.5) is l-step observable.
Proposition 8.1 ( [Zhang and Hristu-Varsakelis, 2006, Ionete and Çela, 2006]). The time
Tf needed for the system (8.2) to reach the target state xf is bounded by Tf = (n ∗
⌈
n
b
⌉
)6
Proposition 8.2 ( [Brockett, 1970], [Antoulas, 2005]). The reachability gramiansWr(k) (where
Rk being the controllability matrix) have the following properties :
1. Wr(k) = W
′
r(k) ≥ 0
2. their columns span the reachability subspace, i.e.,
Im(Wr(k)) = Im(Rk(A,B))
Corollary 1 : The system (8.2) is reachable if and only if Wr(k) is positive definite for k > n
where n is the system order.
Proposition 8.3 ( [Brockett, 1970], [Antoulas, 2005]). The observability gramians (Wo(k))
(where Ok being the observability matrix) have the following properties :
1. Wo(k) = W
′
o(k) ≥ 0
2. their columns span the observability subspace, i.e.,
Im(Wo(k)) = Im(Ok(A,C))
Corollary 2 : The system (8.2) is observable if and only if Wo(k) is positive definite for k > n.
Definition 8.5 ( [Brockett, 1970], [Antoulas, 2005], [Sontag, 1990]). The transient reach-
ability function of the discrete-time system (8.2) is defined respectively as :
Fr = min
(u(k))
Tf∑
k=0
u
′
(k)u(k) (8.10)
x(k + 1) = Ax(k) +Bu(k)
⇒ x(0) = x0, x(Tf ) = xd
It is clear that the transient reachability function gives the minimal energy needed to
transfer the system from the initial state x0 to the desired one xd in Tf sampling periods.
6In [Hristu, 2007] it is proved that under some conditions the order n of the system is an upper bound
for the scheduling periodicity and the reachability horizon.
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Lemma 8.1 ( [Sontag, 1990], [Brockett, 1970], [Antoulas, 2005]). The minimal energy re-
quired to transfer the initial state x0 to the desired state xd in Tf sampling periods or the transient
reachability function is given by:
Fr = (xd − (A′)Tfx0)′W−1r (Tf )(xd − (A
′
)Tfx0) (8.11)
and its optimal control solution is :
u(k) = B
′
(A
′
)(Tf−k)W−1r (Tf )(xd − (A
′
)Tfx0) (8.12)
From this Lemma we have, simultaneously, the function which measures the degree
of controllability/reachability7 of our system and the open-loop optimal control signals re-
alizing it. Naturally, for Tδ different state-space realizations (8.6), the degree of reachability
(control energy needed to transfer the system from zero initial condition, x0, to the de-
sired one xd in Tf sampling periods) and the associated control signals will be different.
This will be the central point in the real-time update of scheduling function.
Less is this energy required, more important is actuator action on system state. Here,
minimization of control energy required is the criterion. It will form our switching func-
tion which will modify at runtime the static periodic scheduling function by updat-
ing the control signals with the greatest degree of controllability/reachability of the system
state. It is similar to the problem of optimal location of actuators and sensors as treated
in [Georges, 1995] and operating on the augmented LTI systems (8.7). This optimal lo-
cation problem is operated not only in space (bw control signals update of m possible
ones) but also in each sampling period.
Definition 8.6 ( [Brockett, 1970], [Antoulas, 2005]). The transient observability function
of the discrete-time system (8.2) is defined respectively as :
Fo = max
(y(k))
k=Tf∑
k=0
y(k)Ty(k) (8.13)
x(k + 1) = Ax(k) +Bu(k)
y(k) = Cx(k)
⇒ x(0) = x0, u(k) ≡ 0, k ∈ {0, 1, . . . , (Tf − 1)}
The transient observability function represents the energy of the output signals rel-
ative to the initial state x0 and gives the degree of its observability from the output
signals. Here, maximization of observation energy is the criterion.
Lemma 8.2 ( [Sontag, 1990], [Brockett, 1970], [Antoulas, 2005]). The transient observability
function is given by :
Fo = x
T
0Wo(Tf )x0 (8.14)
7Supposing that the state matrix is invertible, the controllability and the reachability are equivalent
properties of the system
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Let note by N = HTδ the horizon of periodic system A¯ι, B¯ι, ι ∈ {0, . . . , (Tδ−1)}, with
H a positive integer and N ≥ Tf . SoH8 measures the horizon of our study in number of
hyperperiods (Tδ).
8.3 Optimal Off-Line Scheduling of Control / Sensor Sig-
nals
From Lemma 8.1 and Lemma 8.2 we can find clearly that the inverse of the reachabil-
ity gramian constitutes the weighted matrix of optimal transfer energy criterion. It is
dependent on the systems dynamics, the periodic scheduling of control signals and the
initial states. Less is transfer energy required, greater the controllability we have on the
system state via the scheduled control signals. If the initial state and the systems dynam-
ics are given, the scheduling of control signals can change the value of this transfer en-
ergy. The same analysis may be done for the observability gramian and its dependence
on the scheduling of measurement or sensed signals. Increasing the degree of reach-
ability/controllability means that the quadratic form (A.19) has to be minimized over
all periodic scheduling δ(k), (k = 1, . . . , N, . . .). Degree of Observability is optimized by
choosing the scheduling which maximizes the quadratic form over all periodic sched-
uling σ(l), l = 1(. . . , N, . . .).
Recall that δTδ−1 = (δ(0), · · · , δ(Tδ − 1)) and σTσ−1 = (σ(0), · · · , σ(Tσ − 1)) represent
the periodic scheduling functions of control and sensor signals respectively. As assumed
previously these two periodic scheduling functions have the same length. Denote by Sc
and Ss the sets of all periodic scheduling functions of length Tδ − 1 and Tσ − 1 respec-
tively (c for control and s for sensor/measurement). So, we can arrive at the optimal
scheduling of control and measurement signals by the solution of the two following op-
timization problems :
Problem 8.1. Optimal Degree of Reachability
Max{δTδ−1∈Sc} {Λmin(Wr(Tf , δTδ−1))} (8.15)
x¯ι(q + 1) = A¯ι(δ
Tδ−1)x¯ι(q) + B¯ι(δTδ−1)v¯ι(q)
v¯ι(q) = −K˜(ι)x¯ι(q) + v¯sι(q)
Since reachability and observability are dual concepts we treat the Problem - 8.2 like
the one in Problem - 8.1 but in Dual system. Substituting A = A
′
, B = C
′
, C = B
′
in
Problem - 8.1 we can formulate as follows :
8the worst case scenario, b = 1, induces that H = n, where n is the order of our system. In the sequel
we will considerH = n
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Problem 8.2. Optimal Degree of Observability
Max{σTσ−1∈So} {Λmin(Wo(Tf , σTσ−1))} (8.16)
x¯
′
ι(q + 1) = A¯
′
ι(σ
Tσ−1)x¯
′
ι(q) + C¯
′
ι(σ
Tσ−1)v¯
′
ι(q)
y¯
′
ι(q) = B¯
′
ι(σ
Tσ−1)x¯
′
ι(q)
where Λmin(Wr) and Λmin(Wo) are the respective eigenvalues of matrices Wr and Wo
with minimal moduli.
These two problems are integer programming problems. The solution complexity
depends on the system order and the bandwidth constraints. An algorithm based on
incremental values of δTδ−1, σTσ−1 and detection of its induced periodicity on a given
maximal length give satisfying results and reduce significantly the complexity with re-
spect to the method proposed in [Ben Gaid et al., 2006a].
Proposition 8.4. The periodic scheduling function obtained from the solution of Problem - 8.1
preserves the reachability and the observability of the original discrete system (8.2).
To prove this proposition, first we have to check the existence of periodic scheduling
function preserving these properties and secondly if this scheduling function is in the
set of the feasible solutions of Problem - 8.1 and Problem - 8.2. The first part is proved
by the theorems (8.1) and (8.2). The second is clear (proved) from the formulation of
the Problem - 8.1 and Problem - 8.2 which finds the optimal periodic scheduling function
minimizing the energy transfer or observation criteria9 which is directly related to the
degree of reachability of our system [Moore, 1981] [Ben Gaid et al., 2006b].
8.3.1 An Example
System S1 = {A1, B1, C1, D1}
System S2 = {A2, B2, C2, D2}
System S3 = {A3, B3, C3, D3}
Where :
A1 =
[
0.5 0
1 0
]
;A2 =
[ −1 0
1 0
]
;A3 =
[
1 0
1 0
]
;
9As stated in [Hristu, 2007], [Ben Gaid, 2006] the length of Tδ obtained by the solution of Problem - 8.1 is
much shorter then that obtained in [Zhang and Hristu-Varsakelis, 2006], [Ionete and Çela, 2006], [Hristu,
2007]
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B1 = B2 = B3 =
[
1
0
]
;C1 = C2 = C3 =
[
0 1
]
;D1 = D2 = D3 =
[
0
]
;
The open-loop eigenvalues of the systems are respectively : {0.5 0} , {−1 0} and {1 0}
which means that the second system is the only open-loop stable system. So, naturally,
the order of importance of the resource allocation is given by the ordered set {S3, S1, S2}.
This order is consistent with the information rate definition given in [Tatikonda and Mit-
ter, 2004, Zang and Iglesias, 2003, Mehta et al., 2006, Wu and Jonckheere, 1992, Iglesias,
2001, Iglesias, 2002, Okano et al., 2008] and also in chapters 2 and 5 of this thesis.
8.3.2 Results Obtained
For the case when we have only one system input/output update at each sampling
instant of time :
1. Traces of the Inverse of Reachability Gramians (first column) with respect to the
Scheduling Sequences (second column) are shown in Table 8.1.
Table 8.1: Traces of Inverse Reachability Gramians W−1r w.r.t. Scheduling Sequences Si
tr(W−1r ) Sequence Si Sequence No.
(×104)
0.0115 3→ 2→ 3→ 1 1
0.0096 1→ 3→ 2→ 3 2
0.0088 3→ 1→ 3→ 2 3
0.0160 2→ 3→ 1→ 3 4
0.0094 3→ 3→ 2→ 1 5
0.0086 3→ 3→ 1→ 2 6
0.0111 1→ 2→ 3→ 3 7
0.0157 2→ 1→ 3→ 3 8
0.0162 2→ 1→ 3→ 1 9
0.0117 1→ 2→ 1→ 3 10
2. Determinant of the Inverse Reachability Gramian (first column) with respect to
the Scheduling Sequences (second column) is as shown below :
detW−1r = 10
6×[1.8429 0.7493 0.3046 4.5329 0.2490 0.1012 0.6125 1.5065 1.2736 0.9435]
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3. Let us denote the eigenvalues, maximal moduli of eigenvalues and minimal mod-
uli of eigenvalues of Inverse Reachability Gramians by Λi,max |Λi (W−1r )| and
min |Λi (W−1r )| respectively. Representing the differences between Max-Min of Mod-
uli of eigenvalue by ∆Λmaxmin. The maximal moduli and the minimal moduli of
the eigenvalues of the Inverse Reachability Gramians (first column and second col-
umn) with respect to the Scheduling Sequences (fourth column) are as presented
in Table (8.2).
Table 8.2: Maxima-Minima Moduli of Eigenvalues of Inverse Reachability Grami-
ans W−1r w.r.t. Scheduling Sequences Si
max |Λi (W−1r )| min |Λi (W−1r )| ∆Λmaxmin Sequence Si Sequence No.
0.5637 0.0192 0.5445 3→ 2→ 3→ 1 1
1.0694 0.0248 1.0446 1→ 3→ 2→ 3 2
0.7101 0.0231 0.6870 3→ 1→ 3→ 2 3
0.5632 0.0101 0.5531 2→ 3→ 1→ 3 4
1.4147 0.0248 1.3899 3→ 3→ 2→ 1 5
1.4147 0.0231 1.3916 3→ 3→ 1→ 2 6
1.0694 0.0192 1.0502 1→ 2→ 3→ 3 7
0.7101 0.0101 0.7000 2→ 1→ 3→ 3 8
1.8168 0.0101 1.8067 2→ 1→ 3→ 1 9
1.5711 0.0192 1.5519 1→ 2→ 1→ 3 10
4. For a Dual System i.e. (A = AT , B = CT , C = BTandD = DT ) we can treat reach-
ability and observability as dual to each other and hence Inverse of Observability
Gramian W−10 = W¯−1r , where W¯−1r is the inverse of the reachability gramian of the
dual system.
Hence,Traces of the Inverses of Observability Gramians (first column) with respect
to the Scheduling Sequences (second column) are as given in Table (8.3).
5. Determinant of the Inverse of Observability Gramian (first column) with respect
to the Scheduling Sequences (second column) is as given below :
detW−1o = 10
6×[1.8429 0.7493 0.3046 4.5329 0.2490 0.1012 0.6125 1.5065 1.2736 0.9435]
6. The maximal moduli and minimal moduli of the eigenvalues of the inverse of
Observability Gramians (first column and second column) along with their differ-
ences (third column) with respect to the scheduling sequences (fourth column) are
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Table 8.3: Traces of Inverse Observability Gramians W−10 w.r.t. Scheduling Sequences Si
tr(W−10 ) Sequence Si Sequence No.
(×104)
0.0185 3→ 2→ 3→ 1 1
0.0124 1→ 3→ 2→ 3 2
0.0077 3→ 1→ 3→ 2 3
0.0326 2→ 3→ 1→ 3 4
0.0111 3→ 3→ 2→ 1 5
0.0073 3→ 3→ 1→ 2 6
0.0191 1→ 2→ 3→ 3 7
0.0324 2→ 1→ 3→ 3 8
0.0322 2→ 1→ 3→ 1 9
0.0193 1→ 2→ 1→ 3 10
as given in Table (8.4).
Table 8.4: Maxima-Minima Moduli of Eigenvalues of Inverse Observability Grami-
ans W−1o w.r.t. Scheduling Sequences Si
max |Λi (W−1o )| min |Λi (W−1o )| ∆Λmaxmin Sequence Si Sequence No.
0.8852 0.0078 0.8774 3→ 2→ 3→ 1 1
0.7698 0.0162 0.7537 1→ 3→ 2→ 3 2
0.6866 0.0321 0.6544 3→ 1→ 3→ 2 3
0.7471 0.0039 0.7433 2→ 3→ 1→ 3 4
0.8852 0.0162 0.8691 3→ 3→ 2→ 1 5
0.8651 0.0321 0.8330 3→ 3→ 1→ 2 6
0.8994 0.0078 0.8916 1→ 2→ 3→ 3 7
0.8994 0.0039 0.8956 2→ 1→ 3→ 3 8
3.4541 0.0039 3.4502 2→ 1→ 3→ 1 9
3.9048 0.0078 3.8969 1→ 2→ 1→ 3 10
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The values in red colour correspond to the sequence which is the best one for the
criteria (trace, determinant and the min / max of eigenvalues of the inverse of reacha-
bility and observability gramians) used for the inverse of reachability and observability
gramians. The blue ones are the second best values and the green ones correspond to
the third best values. It is shown here that a combination of these criteria can make a
reliable metric selection for the best sequence of the message. So, we may say that the
Sequence No. 3 is the best one here.
8.4 Optimal On-Line Control and Scheduling of Control
Signals
Suppose that the system (8.6) given by :
x¯ι(q + 1) = A¯ιx¯ι(q) + B¯ιv¯ι(q)
is preliminarily stabilized by a controller [Bittanti et al., 1991] :
v¯ι(q) = −K˜(ι)x¯ι(q) + v¯sι(q) (8.17)
From (8.6) and (8.17) we obtain the stabilized linear system :
x¯ι(q + 1) = A¯sιx¯ι(q) + B¯ιv¯sι(q). (8.18)
where A¯sι = A¯ι − K˜(ι)B¯ι.
Problem 8.3. Given an initial state x(0), a final time N , a target state Xd ≡ 0 and the
static periodic scheduling function δ(k), k ∈ 0, . . . , Tδ − 1, find the optimal real-time
scheduling function δ∗(k), (k ∈ {1, . . . , N, . . . }) and the optimal control sequence
vN = [v(0), v(1), . . . , v(N)] which resolves the optimization problem as follows :
Fr(ι
∗, v¯∗sι) = min{v¯sι(q))}
q=H∑
q=0
v¯
′
sι(q)v¯sι(q) (8.19)
⇒ (xι(0) = x(0), xι(H) = Xd),
where, ι ∈ {0, . . . , (Tδ − 1)}
x¯ι(q + 1) = A¯sιx¯ι(q) + B¯ιv¯sι(q), ι ∈ {0, . . . , Tδ − 1}
Remark 4: The Problem - 8.3 has two types of optimization variables. The first one
concerns with the scheduling function which is a periodic one, proper to each peri-
odic system A¯sι, B¯ι, (ι ∈ {0, . . . , Tδ − 1}). Second optimization parameter is the control
value(s) calculated for all the horizons q = 0 to q = H− 1.
The following theorem gives us the solution of the Problem - 8.3 :
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Theorem 8.3. The optimal solution of the optimization problem :
Fr(ι
∗, v¯∗sι) = min{v¯sι(q),ι}
q=H∑
q=0
v¯
′
sι(k)v¯sι(q) (8.20)
⇒ xι(0) = x(0), xι(H) = Xd,
x¯ι(q + 1) = A¯ιx¯ι(q) + B¯ιv¯ι(q), ι ∈ {0, . . . , Tδ − 1}
is given by control law :
v¯∗sι∗(q) = B¯
′
ι∗(A¯
′
sι∗)
(H−q)W−1r (ι
∗,H)(Xd − (A¯′sι∗)Hx(0)) (8.21)
where, q = {0, 1, . . . ,H} which ensures the asymptotic convergence to the target states in N
sampling periods.
Proof. For each value of ι ∈ {0, . . . , Tδ−1} the optimality of control value given by (8.21)
is the solution of classical optimal control energy problem which transfers the system
from the initial state x(0) to the final state Xd. So it ensures the convergence of the initial
state to the target or final state in N sampling period orH (under sampling) periods. Its
structure is :
v¯∗sι∗ = [v¯
∗
sι∗(0, ι
∗), v¯∗sι∗(1, ι
∗), . . . , v¯∗sι∗(H− 1, ι∗), 0, 0 . . .] (8.22)
Recall that the control structure applied to our system is given by (see (8.17))
v¯ι(q) = −K˜(ι)x¯ι(q) + v¯sι(q)
From (8.22) we see that the values of v¯∗sι∗ are equal to zero when the state of the
system hits the target state or after N sampling periods. So the only control applied
beyond N sampling periods is the asymptotic stabilizing one with respect to the target
state (in our case target state is zero state) given by :
v¯ι(q) = −K˜(ι)x¯ι(q) + 0 (8.23)
From (8.17) and for each index value of ι ∈ {0, . . . , Tδ − 1}) the control law (8.23) is
asymptotically stabilizing one.
Minimal energy criterion when applied over whole family of systems depends on
the index value ι (ι ∈ {0, . . . , Tδ − 1}) which ensures optimality of the degree of reacha-
bility / controllability.
The optimal control law v¯∗sι∗(q) obtained by the Theorem 8.3 is given by a set of N
control signals and the associated optimal scheduling functions from the initial state
x0 to the target state xd. The new control signal v¯∗sι∗(q) which is dependent on initial
state x(0) or the disturbance effect (and in general of the final state xd) corresponds to
open-loop control signals with respect to system (8.18). The optimal periodic scheduling
function δ∗(k), k ∈ {0, . . . , (Tδ − 1)} given by its optimal index value ι∗ and its periodic
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property is denoted by δ∗(ι∗). It modifies the application order of periodic feedback
control signals obtained from (8.17). Practically, it only chooses to update bw control
signals in the order given by δ∗(ι∗). We note that this order modification is done only
once during the transfer of the initial state x0 to the target state xd.
To enhance the performance, we can modify the value of scheduling function δ∗(ι∗)
in each period during the transfer of the system from the initial state to the target state.
This means that we have to integrate the information of the current state and formulate
a Receding Horizon Control (refer Appendix - B) problem. This implies that only the
current value of optimal control v¯ι∗(q) given by (8.17) will be applied. The Receding
Horizon formulation and its solution is given in the following Theorem :
Theorem 8.4. The optimal solution of the optimization problem :
Fr(ι
∗, v¯∗sι(q)) = min
(v¯sι(q),ι)
{
q=H+l∑
q=l
v¯
′
sι(q)v¯sι(q)} (8.24)
⇒ (x¯ι(l) = x(l), x¯ι(H + l) = Xd)
x¯ι(q + 1) = A¯sιx¯ι(q) + B¯ιv¯sι(q), ι ∈ {0, . . . , (Tδ − 1)}
is given by control law :
v¯∗sι∗(l, ι
∗(l)) = B¯
′
ι∗(A¯
′
sι∗)
((H+l)−l)W−1r (ι
∗(l),H)(Xd − (A¯′sι∗)((H+l)−l)x(l)) (8.25)
which ensures the asymptotic convergence to the target states.
Proof. Let us choose the Lyapunov function :
V(ι∗(l), x¯ι(l)) = (Xd − (A¯′sι∗)Hx(l))
′
W−1r (ι
∗(l),H)(Xd − (A¯′sι∗)Hx(l)) (8.26)
We may see that the expression of Lyapunov function is the control energy necessary
to transfer the state of the system, for each period l, from current state x(l) to the final
state Xd. Let us express the difference between the two successive values of the Lya-
punov function in the following. It will be given in function of optimal control variables
v¯∗sι∗(l, ι
∗(l)) calculated for two successive instances l and l+1 and the respective optimal
index values, ι∗(l) and ι∗(l + 1).
V(ι∗(l + 1), x¯ι∗(l + 1))− V(ι∗(l), x¯ι∗(l))
=
q=H+l+1∑
q=l+1
v¯∗sι∗(q, ι
∗(l + 1))′v¯∗sι∗(q, ι
∗(l + 1))−
q=H+l∑
q=l
v¯∗sι∗(q, ι
∗(l))′v¯∗lsι∗(q, ι
∗(l)) (8.27)
=
∑q=H+l+1
q=l+1 v¯
∗
sι∗(q, ι
∗(l + 1))′v¯∗sι∗(q, ι
∗(l + 1))
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−∑q=H+lq=l+1 v¯∗sι∗(q, ι∗(l))′v¯∗sι∗(q, ι∗(l))− v¯∗sι∗(l, ι∗(l))′v¯∗sι∗(l, ι∗(l))
≤ −v¯∗sι∗(l, ι∗(l))′v¯∗sι∗(l, ι∗(l)) (8.28)
The relation (8.28) is induced from the fact that in each period we select the index
value which minimizes the transfer energy from current state x¯ι∗(l) to the target state
Xd. So the sum of the differences in (8.28) is negative or equal to zero.
From (8.25) and (8.27) we may write :
V(ι∗(l + 1), x¯ι(l + 1))− V(ι∗(l), x¯ι(l)) ≤ −γ ‖x¯ι(l)‖ (8.29)
Secondly from theorem (8.3) it is clear that, for each current and optimal index value,
there exists a sequence {x¯ι(l)} (the optimal one) which assures that lim
l→+∞
V(ι∗, x¯ι(q)) = 0
(the sequence {x¯ι(l), . . . , x¯ι(l +H), Xd = 0, . . .}) which implies that the states converge
towards zero. From [Goodwin et al., 2005] the optimal control and scheduling obtained
from the theorem (8.4) assures the asymptotic stability.
8.5 Conclusions and Perspectives
In this chapter, the problem of optimal integrated control/observation and scheduling
under communication constraints is addressed based on our work [Çela et al., 2010].
These constraints are expressed by the number or subset of control/sensor signals we
may send from the controller node to the actuator node and from sensor node to the
controller node respectively in each sampling period. Thus, based on our paper [Çela
et al., 2010] we propose a detailed design methodology in the case of constrained com-
munication of control signals.
The solution of the optimal integrated control and scheduling under communication
constraints is constructed in two phases. From the first phase or off line phase we obtain a
static solution depending only on the intrinsic properties of the system and maximiza-
tion of the degree of reachability/observability [Antoulas, 2005]. It consists of a periodic
scheduling function of a reduced set of control/sensor signals and its induced feedback
periodic controller. The second phase solution or real-time solution is obtained based on
the periodic properties of the system induced by the periodic scheduling function. In
this phase we modify, for each period, the current index value ι (ι ∈ {0, 1, . . . , Tδ − 1})
or equivalently choosing one of the Tδ linear arrangements of the reduced set control
signals to send from the controller node to the actuator node. An optimization problem
is formulated and resolved. Its criteria are related to the degree of reachability [Antoulas,
2005] for each configuration of hybrid system. So in runtime we construct a new peri-
odic scheduling function by choosing the current index value depending on the current
state of the system or the perturbation influence. The problem treated in this chapter is
much in common to the problem of optimally locating the actuators (sensors) proposed
in [Georges, 1995] and related papers. Here, we propose a sub-optimal real-time solu-
tion of the actuators and sensors placement / ordering in time-domain modifying their
optimal static scheduling.
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Model reduction due to the reduced set of control signals applied in each sampling
period combined with more efficient update algorithm of scheduling function will con-
stitute the direction of our future research.
9
Conclusion
9.1 Summary
In this thesis, a new approach for control of distributed embedded system under com-
munication constraints was proposed and analyzed using information theoretic expla-
nations and view points. Information-theoretic views of constrained control was stud-
ies and analyzed using Shannon Entropy, Mutual-Information and Fisher Information.
Controllability parameter in terms of Controllability Gramian matrix was related with
Shannon information and entropy. It was also related with Fisher Information Matrix
(FIM). Thus information theory, estimation theory and control theory were converged
in a novel way.
We have studied and analyzed distributed embedded system control under commu-
nication constraints with special emphasis on information-theoretic aspects and conver-
gence of control theory, information theory and estimation theory.
We have also discussed the Quantized Control especially in the light of Information
Theory.
We have surveyed literatures dealing with information-theoretic control in view of
the control under communication constraints, which vast majority of researchers in con-
ventional control theory have overlooked.
We have analyzed and discussed the Degree of Reachability and Observability as
Control-theoretic Metrics for Optimal Integrated Control and Scheduling of Networked
Control Systems (NCS). We have proposed a detailed design methodology in the case
of constrained communication of control signals.
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9.2 Future work
The following research directions represent possible extensions to the work presented
in the thesis :
Experimental and Simulation Results supporting the Information-Theoretic view of
Control: Although we have analyzed and correlated the informational aspects with
control theoretic aspects, we need to validate these theoretic results experimentally and
by simulations in future.
Enhancing Zooming Algorithm and Optimal Bandwidth Allocation: Future work in
this direction would be also to propose an information-theoretic analysis for enhancing
the zooming algorithm proposed in [Ben Gaid and Çela, 2006] and optimal allocation
of communication bandwidth which maximizes the systems’ performances based on
Controllability Grammians.
Cooperation with Limited Information: We observe that information transmission /
processing and feedback are central to generating cooperative behavior. Without infor-
mation transmission / processing or feedback, there is no cooperation or cooperative
behavior. However, in a cooperative system with multiple agents, it is not easy to sep-
arate the notions of information and control : The transmission of information can be
viewed as feedback among agents; information processing is intertwined with estima-
tion and detection; and the processed information is utilized for decision making and
generating control commands. Therefore, it is necessary and advantageous to study in-
formation, estimation, and control jointly in a cooperative system. We would like to see
the broader impact of our study on cooperation problems in future.
We emphasize that the introduction of noise is important for studying the interplay be-
tween information / feedback and the cooperative behavior, since it allows us, first, to
keep track of how information is conveyed, processed, and utilized in such a system,
and second, to understand how local information exchange may be used to generate
global behaviors.
Information-Theoretic Analysis of Degree of Controllability / Observability : As
Degree of Controllability and Degree of Observability are control metrics of practical
importance, we would like to extend our work to the information-theoretic analysis of
them and also to provide a metric (measure) definition of Degree of Controllability /
Observability from information-theoretic point of view.
Appendices
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A
Analysis of First-Order Information
Here, we discuss the classical analysis of state-space models including the system abil-
ities like controllability and observability based on [Skelton et al., 1998]. We consider a
linear time-varying continuous dynamic system as well as discrete one to analyze the
controllability and observability of the system.
Solution of Linear Differential Equations for Continuous Systems
Considering the linear time-varying continuous dynamic system of the form :
x˙(t) = A(t)x(t) +B(t)u(t)
y(t) = C(t)x(t) +D(t)u(t) (A.1)
where A(t), B(t), C(t) and D(t) are the system matrices which may be functions of time
t and x(t) is the state vector, u(t) is the control input and y(t) is the output. y(t) is called
the First-Order Information. The solution to (A.1) is given by
x(t) = Φ(t, t0)x(t0) +
∫ t
t0
Φ(t, σ)B(σ)u(σ)dσ
where Φ(t, t0) is called the state transition matrix which is generated by solving the
differential equation
d
dt
Φ(t, t0) = A(t)Φ(t, t0), Φ(t, t0) = I ; I being the Identity Matrix.
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If A is a constant matrix, then
Φ(τ + t0, t0) = Φ(τ, 0) = e
Aτ ,
∞∑
i=0
Aiτ i
i!
(A.2)
and
x(t) = eA(t−t0)x(t0) +
∫ t
t0
eA(t−σ)Bu(σ)dσ (A.3)
Solution of Linear Difference Equations for Discrete Systems
Considering the linear discrete-time dynamic system of the form :
xk+1 = Akxk +Bkuk
yk = Ckxk +Dkuk (A.4)
whereAk, Bk, Ck, Dk, xk, yk, uk denote matrices and vectors that are functions of the time
index k, i.e. at time tk, Ak = A(tk), etc. The solution to (A.4) for xk is
xk = Φk0x0 +
k∑
i=1
ΦkiBi−1ui−1
Φkk = IΦki ,
α=k−1∏
α=1
Aα
If A and B are constants then Aα = A for all α and the solution reduces to
xk = A
kx0 +
k∑
i=1
Ak−iBui−1 (A.5)
Controllability and Observability of Continuous-Time Systems
Controllability :
Consider the system
x˙(t) = A(t)x(t) +B(t)u(t)
y(t) = C(t)x(t) (A.6)
Definition A.1. System (A.6) is said to be completely state controllable at time t = t0 if
there exists a time tf > t0 and a control u(t), t ∈ [t0, tf ] such that the state is transferred
from an arbitrary initial state x(t0) = x0 to an arbitrarily specified x(tf ) = xf in a finite
time tf <∞.
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Suppose we wish to know whether the system (A.6) is completely controllable at t0.
Then it is equivalent to asking whether there exists a u(σ), σ ∈ [t0, tf ] such that∫ tf
t0
Φ(tf , σ)B(σ)u(σ)dσ = x˜ (A.7)
for some tf < ∞ and for any specified x˜ , xf − Φ(tf , t0)x0. Since every element of the
vector x˜ is arbitrary, the rows of the matrix
R(σ) , Φ(tf , σ)B(σ)
must be linearly independent on the interval σ ∈ [t0, tf ]. This is equivalent to
X(tf ) ,
∫ tf
t0
R(σ)RT (σ)dσ > 0. (A.8)
Replacing tf by t and differentiating X(tf ) with respect to t in (A.8), we get
X˙(t) = X(t)AT (t) + A(t)X(t) +B(t)BT (t) (A.9)
X(t0) = 0
X(tf ) > 0.
Theorem A.1. The system x˙(t) = A(t)x(t) + B(t)u(t) is completely state controllable at time
t0 if and only if there exists tf <∞ such that (A.9) holds.
Now, suppose that A,B,C are constant matrices hereafter, then equation (A.8) can
also be written as follows :
X(tf ) =
∫ tf
t0
eA(tf−σ)BBT eA
T (tf−σ)dσ
= −
∫ 0
tf−t0
eAτBBT eA
T τdτ
=
∫ tf−t0
t0
eAτBBT eA
T τdτ
Since the integrand eAτBBT eAT τdτ ≥ 0, it follows that X(t2) ≥ X(t1) if t2 ≥ t1 for any
given t0.
Hence, the existence of a tf such that X(tf ) > 0 does not depend upon the choice of t0.
Now supposingX(tf ) > 0 for some tf <∞, thenX(t˜) > 0 for every t˜ ≥ tf , including
the limiting case tf =∞. Likewise, if X(∞) is not positive definite then X(t˜) also is not
positive definite for any tf <∞. This proves the following corollary.
Corollary A.1. The linear time-invariant system x˙ = Ax+Bu is completely state controllable
if and only if there exists some tf <∞ such that
X(tf ) =
∫ tf
t0
eAτBBT eA
T τdτ > 0.
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or equivalently (A.9) holds for t0 = 0 and A,B constant.
Noting the fact that X(tf ) always exists for tf < ∞ but might not exist for tf = ∞.
Now defining X(∞) by (if it exists)
X(∞) =
∫ ∞
0
eAτBBT eA
T τdτ. (A.10)
This matrix is called the Controllability Gramian which is denoted by Wc∞ in infinite form
or Wc in the finite form (t = tf ) in the rest of the chapters of this thesis.
Corollary A.2. X(∞) exists if and only if the controllable modes of x˙ = Ax+Bu are asymptot-
ically stable. If X(∞) exists, then X(∞) > 0 if and only if (A,B) is controllable pair [Skelton
et al., 1998]. Here, the "modes" are characterized by the eigenvalue, eigenvector pairs and "con-
trollable mode" i that is asymptotically stable corresponds to negative real part of the eigenvalue.
Corollary A.3. If the controllable modes of x˙ = Ax+Bu are asymptotically stable, the following
statements are equivalent :
1. The system is completely state controllable.
2.
∫∞
0
eAτBBT eA
T τdτ > 0, i.e. the controllability gramian is positive definite.
3. X > 0, AX +XAT +BBT = 0
4. rank
[
B AB . . . An−1B
]
= n (dimension of x).
Observability :
Now consider the system
x˙(t) = A(t)x(t)
y(t) = C(t)x(t) (A.11)
Let us determine x(t0) given the observed data y(t), t0 ≤ t ≤ tf . Note that the knowledge
of x(t0) is equivalent to the knowledge of x(t) for any t, since Φ(t, t0) is invertible and
x(t) = Φ(t, t0)x(t0). Using equation (A.11) and the value of x(t) we get
y(t) = C(t)Φ(t, t0)x(t0) (A.12)
Definition A.2. The system (A.11) is said to be completely observable at time tf > t0 if
the data y(t), t ∈ [t0, tf ] yields a unique solution x(t0) to (A.12).
Now considering y(t) = C(t)x(t) and some given data y(t) over an interval t0 ≤
t ≤ tf , we can say that for unique solution to x(t0) in equation (A.12) the columns of
C(t)Φ(t, t0) must be linearly independent on the interval [t0, tf ]. This means that
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K(t0) ,
∫ tf
t0
ΦT (σ, t0)C
T (σ)C(σ)Φ(σ, t0)dσ > 0
(where Φ˙(t, t0) = A(t)Φ(t, t0), Φ(t0, t0) = I), or equivalently
−K˙(t) = K(t)A(t) + AT (t)K(t) + CT (t)C(t)
K(tf ) = 0
K(t0) > 0 for some t0 < tf
 (A.13)
These results are summarized as follows :
Theorem A.2. The system x˙(t) = A(t)x(t), y(t) = C(t)x(t) is completely observable at time
tf if and only if there exists 0 < t0 < tf such that K(t0) > 0 where
− K˙(t) = K(t)A+ ATK(t) + CTC
K(tf ) = 0. (A.14)
The time-invariant cases follow in a natural way from the above theorems by setting
K˙(t) to zero. The matrix K below is called the Observability Gramian
K =
∫ ∞
0
eA
T τCTCeAτdτ. (A.15)
Corollary A.4. If the observable modes of x˙ = Ax, y = Cx are asymptotically stable, the
following statements are equivalent :
1. The system is completely observable.
2.
∫∞
0
eA
T τCTCeAτdτ > 0.
3. K > 0, KA+ ATK + CTC = 0.
4. rank
[
CT ATCT . . . A(n−1)TCT
]
= n (dimension of x)
Controllability and Observability of Discrete-Time Systems
Controllability :
Consider now the discrete-time system (A.4) as defined earlier.
Definition A.3. The system (A.4) is called "output controllable at time k0" if there exists
an integer kf and a control sequence
{
uk0 , uk0+1, uk0+2, . . . , ukf
}
such that ykf = yf for an
arbitrarily specified yf , for any given initial state xk0 .
When (A,B,C,D) are constant matrices, the "at time k0" can be deleted in the defi-
nition and k0 = 0 can be substituted without loss. When C = I, y is replaced by x and
C,D need not be stated, where output controllability reduces to state controllability in
the definition.
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Theorem A.3. These statements are equivalent :
1. The matrix time-varying tuple (Ak, Bk, Ck, Dk) is output controllable at time k0.
2. There exists kf > k0 such that
Xk+1 = AkXkA
T
k +BkB
T
k (A.16)
Xk0 = 0
CkfXkfC
T
kf
+DfD
T
f > 0. (A.17)
Theorem A.4. Let A,B,C be constant and suppose X exists satisfying
X = AXAT +BBT . (A.18)
Then the following statements are equivalent
1. The system (A.4) is output controllable.
2. CXCT +DDT > 0.
3. The system (A.4) is state controllable.
4. X > 0.
The solution to (A.18), if it exists, is
X =
∞∑
i=0
AiBBT (AT )i. (A.19)
as proved by direct substitution into (A.18). From (A.19)
X = ΩΩT , where Ω ,
[
B AB . . . An−1B
]
. (A.20)
making it clear that rank X = rank Ω.
Theorem A.5. If X in (A.19) exists , then the following statements are equivalent :
1. The matrix pair (A,B) is state controllable.
2. rank X = rank
[
B AB . . . An−1B
]
= n = dimension of A.
3. X > 0.
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Observability :
Let us define the system
xk = Akxk +Bkuk
yk = Ckxk +Dkuk (A.21)
Definition A.4. We say that (A.21) is observable at time p if there exists a time q ≤ p
such that the knowledge of {u(k), y(k)q ≤ p} allows a unique solution for x(q).
From (A.21) we can write
yq
yq+1
...
yp
 =

Cq
Cq+1Aq
...
CpAp−1 . . . Aq
xq +

Dq . . . . . . . . .
Cq+1Bq Dq+1
. . . . . .
... . . . . . . . . .
CpAp−2 . . . Aq−1Bq . . . . . . . . . Dp


uq
...
...
up

or,simply,
y˜(p, q) = C˜(p, q)xq + B˜(p, q)u˜(p, q). (A.22)
Hence, observability at time p is equivalent to the existence of a unique xq satisfying
(A.22), given the matrix C˜(p, q), and the vector yˆ(p, q) , y˜(p, q) − B˜(p, q)u˜(p, q). This
linear algebra problem has solution
xq = C˜+(p, q)Yˆ (p, q) + (I− C˜+(p, q)C˜(p, q))z.
( where the superscript + represents the Moore-Penrose Inverse )
if the following existence condition holds
(I− C˜(p, q)C˜+(p, q))yˆ(p, q) = 0. (A.23)
The solution xq is unique if the columns of C˜(p, q) are linearly independent, in which
case
I− C˜+(p, q)C˜(p, q) = 0. (A.24)
There exists at least one solution for x(q) if (A.23) holds and there exists a solution
for arbitrary input/output data Yˆ (p, q) if and only if the rows of C˜(p, q) are linearly
independent so that
I− C˜(p, q)C˜+(p, q) = 0. (A.25)
Since C˜ ∈ Rny(p−q+1)×nx , uniqueness requires ny(p− q+ 1) ≥ nx. Specifically, we require
a left inverse of C˜(p, q), or equivalently
Wo(p, q) , C˜T (p, q)C˜(p, q) > 0.
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Wo being the Observability Gramian.
or
Wo(p, q) =
p−q∑
i=0
AT iCTCAi. (A.26)
Since Wo(p2, q2) ≥ Wo(p1, q1) where p2 − q2 ≥ p1 − q1, we test observability in the time-
invariant case by the condition
Wo ,
∞∑
i=0
AT iCTCAi > 0. (A.27)
Since observability is a function only of the matrix pair (A,C) we may say, relative to
(A.21) that the "matrix pair (A,C) is observable" (or not).
Theorem A.6. The following statements are equivalent
1. The time-varying system (A.21) is observable at time p.
2. There exists q such that
Wok = A
T
kWok+1Ak + C
T
k Ck,Wop = 0
Woq > 0. (A.28)
If (A,C) is a pair of constant matrices and if Woq exists from (A.28) for p = ∞, the
following statements are equivalent :
3. The time-varying system (A.21) is observable.
4. Wo = ATWoA+ CTC, Wo > 0.
For the time-invariant case using Cayley-Hamilton Theorem we can write
rank Wo = rank
∞∑
i=0
AiTCTCAi = rank
[
CT ATC . . .
] [
CT ATCT . . .
]T
= rank
[
CT ATCT . . . A(n−1)TCT
]
.
Hence, observability is equivalent to
rank
[
CT ATCT . . . A(n−1)TCT
]
= n = dimension of A.
B
Receding Horizon Optimal Control with
Constraints
B.1 Introduction
Receding Horizon Control (RHC) strategies have become quite popular recently. This
interest is partly due to the availability of faster and cheaper computers as well as effi-
cient numerical algorithms for solving optimization problems. Another key advantage
of these strategies is the potential ability to handle control saturations. Many of the
successful applications of receding horizon control methods have been in the area of
chemical process control. Several researchers have attempted to address the problem of
stability for receding horizon control to allow its application in stability critical areas
such as unmanned aerial vehicles (UAV).
Here, we discuss the principle of Receding Horizon Optimal Control with Con-
straints based on [Goodwin et al., 2005]. Receding Horizon Control (RHC) is usually
represented by a state feedback control if states are available. However, full states may
not be available, since measurement of all states may be expensive or impossible from
resource constraints point of view. In RHC we can utilize the measured data in recent
finite time [k − N, k], (here k being the time instant and N being the size of the hori-
zon and is a design parameter) and obtain an estimated state by a linear combination
of the measured inputs and outputs over the receding finite horizon with some weight-
ing gains to be chosen such that error between the actual state and the estimated one is
minimized.
The idea is to start with a fixed optimization horizon of length N using the current
state of the plant as the initial state. We then optimize the performance function over this
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fixed interval considering only the constraints, getting an optimal sequence ofN control
moves and applying only the first control move to the plant. Time then increments one
step and the same N -step optimization problem is considered using the new state of the
plant as the initial state. Thus one continuously revises the current control action based
on the current state considering the constraints over an optimization horizon of length
N .
B.2 The Receding Horizon Control Principle
Fixed horizon optimization leads to a control sequence {ui, . . . , ui+N−1}which begins at
the current time i and ends at some future time i + N − 1. This fixed horizon solution
suffers from two potential drawbacks :
• Something unexpected may happen to the system at some time over the future
interval [i, i + N − 1] that was not predicted by (or included in) the model. This
would render the fixed control choices {ui, . . . , ui+N−1} obsolete.
• As one approaches the final time i+N−1, the control law typically gives up trying
since there is too little time to go to achieve anything useful in terms of objective
function reduction.
The above two problems are addressed by the idea of receding horizon optimization.
This idea can be summarized as follows :
1. At current time i with the current state xi, solve an optimal control problem over
a fixed future interval, say [i, i+N − 1], taking into account the current and future
constraints.
2. Apply only the step-1 in the resulting optimal control sequence.
3. Measure the state xi+1 reached at time i+ 1.
4. Repeat the fixed horizon optimization at time i + 1 over the future interval [i +
1, i+N ], starting from (now) the current state xi+1.
In the absence of disturbances, the state measured in step-3 will be the same as that
predicted by the model. Nonetheless, it seems prudent to use the measured state rather
than the predicted state for surity. The above description assumes that the state is mea-
sured at time i + 1. In practice, one would use some form of observer to estimate xi+1
based on the available data. For the moment, we assume that the full state vector is
measured and the impact of disturbances is ignored.
If the model and objective function are time invariant, then the same input ui will
result whenever the state takes the same value. That is, the receding horizon optimiza-
tion strategy is really a particular time-invariant state feedback control law illustrated
in Fig. (B.1) :
B.2. The Receding Horizon Control Principle 109
Figure B.1: Receding Horizon Control
In particular, we can set i = 0 in the formulation of the open loop control problem.
More precisely, at the current time i, and for the current state x, we can solve :
PN(x) : V optN (x) , minVN ({xk} , {uk}) ; (B.1)
subject to :
xk+1 = f(xk, uk) for k = 0, . . . , N − 1.(B.2)
x0 = x; (B.3)
uk ∈ U for k = 0, . . . , N − 1; (B.4)
xk ∈ X for k = 0, . . . , N ; (B.5)
xN ∈ Xf ⊂ X; (B.6)
where the objective function, VN ({xk} , {uk}) , F (xN) +
N−1∑
k=0
L(xk, uk); (B.7)
The sets U ⊂ Rm, X ⊂ Rn, and Xf ⊂ Rn are the input, state and terminal constraint set,
respectively. All sequences {uk} = {u0, . . . , uN−1} and {xk} = {x0, . . . , xN} are satisfying
the constraints (B.2) - (B.6) are called feasible sequences. A pair of feasible sequences
{u0, . . . , uN−1} and {x0, . . . , xN} constitute a feasible solution. The functions F and L in
the objective function (B.7) are the terminal state weighting and the per-stage weighting,
respectively.
In the sequel, we make the following assumptions :
• f , F and L are continuous functions of their arguments;
• U ⊂ Rm is a compact set, X ⊂ Rn, and Xf ⊂ Rn are closed sets; Here, a compact set
is the one that is both bounded and closed.
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• there exists a feasible solution to problem (B.1) - (B.7).
Because N is finite, these assumptions are sufficient to ensure the existence of a mini-
mum by Weierstrass’ theorem.
Weierstrass’ Theorem : Let S ⊂ Rn be a non-empty set, and let f : S → R be a continuous
function on S, i.e., there exists a minimizing solution to the problem min {f(x) : x ∈ S}.
Typical choices for the weighting functions F and L are quadratic functions of the
form :
F (x) = xTPx and L(x, u) = xTQx+ uTRu;
where P = P T ≥ 0, Q = QT ≥ 0 and R = RT > 0.
More generally, one could use functions of the form :
F (x) = ‖Px‖p and L(x, u) = ‖Qx‖p + ‖Ru‖p ;
where ‖y‖p with p = 1, 2, . . . ,∞. is the p−norm of the vector y.
Denoting the minimizing control sequence, which is a function of the current state xi,
by
U optxi =
{
uopt0 , u
opt
1 , . . . , u
opt
N−1
}
; (B.8)
we can say that the control applied to the plant at time i is the first element of this
sequence, i.e.,
ui = u
opt
0 . (B.9)
Time is then incremented one instant, and the above procedure is repeated for another
N−step-ahead optimization horizon.
The first element of the new N−step input sequence is then applied, and so on.
The above procedure is called Receding Horizon Control (RHC). The Fig. (B.2) illus-
trates the RHC principle for horizon N = 5. Each plot shows the minimising control
sequence U optxi given in (B.8), computed at time i = 0, 1, 2. Note that only the shaded
inputs are actually applied to the system. We can see that we are continually looking
ahead to judge the impact of current and future decisions on the future response.
The above receding horizon procedure implicitly defines a time-invariant control policy
KN : X→ U of the form :
KN(x) = uopt0 . (B.10)
The receding horizon controller is implemented in closed loop as follows in Fig. (B.3).
Note that the strict definition of the function KN(.) requires the minimizer to be unique.
Most of the problems treated in this context are convex and hence satisfy this condition.
It is common in receding horizon control applications to compute numerically, at time
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Figure B.2: Receding Horizon Control (RHC) Principle
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Figure B.3: Receding Horizon Control in Closed Loop
i, and for the current state xi = x, the optimal control move KN(x). In this case, we call
it an implicit receding horizon optimal policy. In some cases, we can explicitly evaluate
the control law KN(.). In this case, we say that we have an explicit receding horizon
optimal policy.
B.3 Stability of Receding Horizon Optimal Control
Optimality can be turned into a notion of stability by utilizing the value function (V optN (x)
in equation (B.1), which is a function of initial state only) as a Lyapunov function. But,
the difficulty lies in the fact that optimization problems that we are solving are only de-
fined over a finite future horizon whereas the stability is a property that must hold over
an infinite future horizon. To resolve this problem an appropriate weighting is added to
the terminal state in the finite horizon problem so as to take care the impact of events
that lie beyond the end of the fixed horizon. This effectively turns the fixed horizon
problem into an infinite horizon one.
Hence, a terminal control law and an associated terminal state weighting in the objec-
tive function (that captures the impact of using the terminal control law over an infinite
time) can be defined. Usually, the chosen terminal control laws are simple and only fea-
sible in a restricted (local) region. There are three factors on which the stability depends:
• a terminal constraint set Xf in the state space which is invariant under terminal
control law,
• a feasible terminal control law Kf that holds in the terminal constraint set,
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• a terminal state weighting F on the finite horizon optimization problem, usually
corresponding to the objective function value generated by the use of the terminal
control law over an infinite time.
Definition B.1. The set SN of feasible initial states is the set of initial states x ∈ X for
which there exists feasible state and control sequences for the fixed horizon optimal
control problem PN(x) in (B.1) - (B.7).
Definition B.2. The set S ⊂ Rn is said to be positively invariant for the system xi+1 =
f(xi, ui) under the control ui = K(xi) if f(x,K(x)) ∈ S for all x ∈ S.
We make the following assumptions on the data of problem PN(x) in (B.1) - (B.7) :
A1 The terminal constraint set in (B.6) is the origin, i.e. Xf = {0}.
A2 The control constraint set in B.4 contains the origin, i.e. 0 ∈ U.
A3 L(x, u) in (B.7) satisfies L(0, 0) = 0 and L(x, u) ≥ γ(‖x‖) for all x ∈ SN , u ∈ U, where
a function γ : [0,∞)→ [0,∞) is continuous, γ(t) > 0 for all t > 0 and lim
t→∞
γ(t) =∞.
A4 There is no terminal state weighting in the objective function, i.e., F (x) ≡ 0 in (B.7).
Under the above conditions the following stability result can be obtained (refer [Good-
win et al., 2005] for proof) :
Theorem B.1. Consider the system
xi+1 = f(xi, ui) for i ≥ 0, f(0, 0) = 0; (B.11)
controlled by the receding horizon algorithm (B.1) - (B.9) and subject to Assumptions A1-A4 as
stated above. Then,
1. The set SN of feasible initial states is positively invariant for the closed loop system.
2. The origin is globally attractive in SN for the closed loop system.
3. If, in addition to A1-A4, 0 ∈ int SN and the value function V optN in (B.1) is continuous
on some neighbourhood of the origin, then the origin is asymptotically stable in SN for the
closed loop system.
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B.4 Conditions for Stability
Following are the more general terminal conditions :
B1 The per-stage weighting L(x, u) in (B.7) satisfies L(0, 0) = 0 and L(x, u) ≥ γ(‖x‖) for
all x ∈ SN , u ∈ U, where γ : [0,∞) → [0,∞) is continuous, γ(t) > 0 for all t > 0
and lim
t→∞
γ(t) =∞.
B2 The terminal state weighting F (x) in (B.7) satisfies F (0) = 0, F (x) ≥ 0 for all x ∈ Xf
and there exists a terminal control law Kf : Xf → U such that F (f(x,Kf (x))) −
F (x) ≤ −L(x,Kf (x)) for all x ∈ Xf .
B3 The set Xf is positively invariant for the system (B.11) underKf (x) i.e. f(x,Kf (x)) ∈
Xf for all x ∈ Xf .
B4 The terminal control Kf (x) satisfies the control constraints in Xf , i.e. Kf (x) ∈ U for
all x ∈ Xf .
B5 The sets U and Xf contain the origin of their respective spaces.
Using the above conditions, which are more general on terminal triple (Xf ,Kf , F ),
more general theorem on stability of RHC can be written as follows :
Theorem B.2. ( Stability of Receding Horizon Control )
Consider the closed loop system formed by system (B.11), controlled by the receding horizon
algorithm (B.1) - (B.9), and suppose that conditions B1-B5 are satisfied. Then,
1. The set SN of feasible initial states is positively invariant for the closed loop system.
2. The origin is globally attractive in SN for the closed loop system.
3. If, in addition to B1-B5, 0 ∈ intSN and the value function V optN (.) in (B.1) is continuous
on some neighbourhood of the origin, then the origin is asymptotically stable in SN for the
closed loop system.
4. If, in addition to B1-B5, 0 ∈ int Xf and SN is compact, γ(t) ≥ atσ in B1, F (x) ≤ b ‖x‖σ
for all x ∈ Xf in B2, where a > 0, b > 0 and σ > 0 are some real constants, and the value
function V optN (.) in (B.1) is continuous on SN , then the origin is exponentially stable in
SN for the closed loop system.
B.5 Terminal Conditions for Stability
Considering the possible choices for the terminal triple (Xf ,Kf , F ) that satisfy the con-
ditions B1-B5 of Theorem B.2 we proceed as follows :
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One choice for the terminal state weighting F (x) is the value function V opt∞ (x) for the
associated infinite horizon constrained optimal control problem, defined as follows :
P∞(x) : V opt∞ (x) , minV∞ ({xk} , {uk}) ; (B.12)
subject to :
xk+1 = f(xk, uk) for k = 0, . . . ,
x0 = x;
uk ∈ U for k = 0, . . . ,
xk ∈ X for k = 0, . . . ,
where {xk} and {uk} are infinite sequences and
V∞ ({xk} , {uk}) ,
∑
k=0
∞
L(xk, uk). (B.13)
Note that P∞(x) does not have either a terminal state weighting nor a terminal state
constraint; both are irrelevant since, if a solution to the problem exists, the state must
converge to zero as k → ∞ (since L is assumed to satisfy condition B1). In this case, it
follows from the principle of optimality that the finite horizon value function for prob-
lem PN(x) in (B.1) is V optN (x) = V opt∞ (x). With this choice , on-line optimization is unnec-
essary and hence the infinite horizon problem is automatically advantageous. But, the
constraints render this approach impossible. Usually, then, Xf is then chosen to be in
the vicinity of the origin in which case V opt∞ (x) is exactly or approximately known and
F (x) = V opt∞ (x) or its approximation.
B.6 Conclusion
Since we have used the Receding Horizon Control (RHC) in chapter- 8, we have dis-
cussed here the Receding Horizon Control (RHC) under constraints like communication
constraints in real-time systems. RHC Principle along with the stability conditions are
discussed. For linear systems with input and state constraints that are common in in-
dustrial problems, RHC can be easily implemented using mathematical programming
like quadratic and semidefinite programming. Even for non-linear systems, such as un-
manned aerial vehicles, RHC can handle input and state constraints numerically in
many cases due to the optimization over finite horizon. It guarantees stability under
weak conditions under input and state constraints for linear as well as non-linear sys-
tems. Optimal control on infinite horizon i.e. the steady-state optimal control can also
be an alternative.
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