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The focus of production system is to analyze, improve, and control the flow of products in
the manufacturing process. In the field of study, the major difficulties are unreliable machines
and finite buffers capacities, which lead to nonlinear and stochastic mathematical models.
Extensive results on production systems have been derived for steady state operations, while
their transient performance and properties are also of practical importance but paid with
significantly less attention.
In this dissertation, we study the problems of transient performance evaluation, bot-
tleneck analysis, and production control of serial lines, closed lines and assembly systems.
Specifically, in the framework of finite production run-based serial lines with Bernoulli/ ge-
ometric machine reliability model, we derive mathematical model and analytical formulas
to evaluate the performance measures of small systems. Then, we propose computationally
efficient algorithms based on decomposition and aggregation for large systems, to approx-
imate the systems performance measures with high accuracy. System-theoretic properties
and bottleneck problems are also discussed. For closed lines and assembly systems, based
on Markovian analysis, we develop the mathematical models and propose approximation
methods for transient performance evaluation. For serial lines with Bernoulli machines and
with operation control, mathematical models for the system under consideration are derived
and analytical methods are developed for calculating the system transient performance.
One effective and efficient approach of analyzing transient performance of serial lines,
closed lines and assembly systems is present in this dissertation. Bottlenecks, theoretic
properties and control of the systems are studied under the transient analysis. Extension
of the results to systems with exponential or non-Markovian models, adaptive control of
machines, continuous improvement of systems, etc. can be further studied in future work.
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Chapter 1
INTRODUCTION
1.1 Motivation
Production systems are machines and material handling devices arranged so as to pro-
duce desired products. The machines can be a group of processing units such as human
operators, machines, cells, etc., and the material handling devices can be boxes, shelves,
carts, conveyors, automated guided vehicles, etc. Each machine is characterized by its tech-
nological operation(s), capacity to produce parts, and reliability and quality characteristics;
each material handling device is characterized by its technology employed for storing and
moving parts and buffer capacity, i.e., capacity to store work-in-process between each pair
of consecutive operations.
Production system is one of the major parts of manufacturing research and practice. The
focus of this field is to analyze, improve, and control the flow of products in the manufacturing
process. In the field of study, if all machines are perfectly reliable and all buffers are of infinite
capacity, then the significance of the research will be trivial. Unfortunately, the facts and
also the main difficulties of production systems research are that, unreliable machines are
typically in practice and buffers capacities are generally finite. These considerations make
the problem of parts flow much more complicated. In more specific terms, the difficulties in
investigating production systems arise due to mutual interferences of the machines because
1
of breakdowns. Indeed, the breakdown of one machine may affect other machines in the
system, by blocking those upstream and starving those downstream. Buffers are used to
alleviate these perturbations. However, having the buffers “infinite” and, hence, efficient for
alleviating the perturbations, creates economic problems. Therefore, the buffers must be
finite and the machines, obviously cannot be made absolutely reliable. These features lead
to mathematical models of production systems nonlinear and stochastic which are difficult
to analyze.
During the past 60 years, extensive results have been derived for modeling, analysis, im-
provement, design, and control of production systems (see, for instance, monographs [1–9]).
While the majority of the studies were carried out for steady state operations. Although
it is usually difficult to claim that a production system is in steady state from the prac-
tical perspective, the steady state analysis approach is sufficiently effective and accurate
for manufacturing systems with relatively large production volume. The large production
volume allows the system transient to decay in a period negligible compared to the overall
production run-time, and, thus, renders it valid to use steady state approach.
It should be noted that the transient performance and properties of production systems
are also of practical importance. For example, if the steady state is reached after a relatively
long period of time, the system may suffer substantial throughput losses compared to the
steady state level. In this case, the steady state analysis can not provide an accurate analysis
due to the long period of transient process. This scenario is commonly observed in production
systems with perishable products (e.g., automotive paint shops), where some of the buffers
must be depleted at the end of each shift to avoid quality deterioration. This results in some
of the buffers being empty at the beginning of the next shift. It has been reported that
the throughput loss due to empty initial buffers may be as high as 10% of its production in
a shift [9]. In another example of production system transients, consider a manufacturing
process where the production is carried out based on production runs (one production run
is sometimes referred to as a batch, or a lot). Typically, a certain number of identical or
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similar goods are grouped together based on customer orders or demand forecast to form a
production run. Then, production runs are entered into the manufacturing systems to be
completed. In many cases, process changeover and transitions are necessary between two
consecutive production runs. As a result, while the work-in-process starts to accumulate at
the beginning of a production run, the manufacturing system may operate in a transient
regime that is qualitatively different from its steady state behavior. Similar transients may
be observed towards the end of a production run, when the work-in-porcess is purged.
But unfortunately, compared to the large amount of results obtained in steady state
analysis of production systems, research on production system transients is still largely un-
explored. Indeed, transient behavior of production systems remains largely unexplored and
it is deemed as one of the most important directions in production systems research [10].
Transient behavior of single-server and single-stage queueing systems has been studied in a
number of publications (see, for instance, [11–16]). The results on multi-stage production
systems, however, have been relatively limited. Among the available literature on this topic,
papers [17, 18] study the transient behavior of two-stage tandem queues with no in-process
buffer. It is assumed in both papers that the machines are reliable and have exponentially
distributed processing times. Paper [19] studies the transient evolution of a buffer with
Markov-modulated input and output flows and derives an algorithm for solving the partial
differential equation of the buffer occupancy’s probability density function. In addition to
these analytical studies, computer simulation has been used in the investigation of produc-
tion system transients (see, for instance, [20–23]). Moreover, time series analysis (ARMA
models) is used in the research [24] to approximate the transient performance of produc-
tion systems. However, this method requires a given simulation model for the system under
consideration in order to “train” the time series model.
Therefore, transient-based performance evaluation, bottleneck analysis, and control of
production systems are investigated in-depth in our research.
3
1.2 Problems Addressed
In this research, we will study the problems of performance evaluation, bottleneck anal-
ysis, and production control of the production systems. Each of them is detailed as follows.
1.2.1 Performance evaluation
The first and most fundamental aspect of studying a production system is to develop
methods to calculate its performance measures as functions of machine and buffer param-
eters. In terms of production system transients, this amounts to “predicting” the future
performance of the system based on the current initial condition. This problem is not trivial
due to the stochastic and nonlinear features of the systems at hand. The definitions of a few
most important performance measures of interest for a production system during transients
are summarized as follows:
Throughput, TP (t): Average number of parts produced by the last machine of a produc-
tion system per unit of time at (future) time instant t.
Work-in-process of the i-th buffer, WIPi(t): Average number of parts contained in the
i-th in-process buffer of a production system at (future) time instant t.
Blockage of machine i, BLi(t): Probability that machine i is up, buffer i is full, and
machine i + 1 does not take a part from the buffer at (future) time instant t.
Starvation of machine i, STi(t): Probability that machine i is up and buffer i-1 is empty
at (future) time instant t.
Completion time of machine i, CTi: Average amount of time for machine i to finish one
production run.
1.2.2 Bottleneck analysis
In a production system, there often exists a certain operation that is the limiting factor
to achieve a greater overall systems performance. Such operation is usually referred to as
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the bottleneck of the system. In this research, we define the bottleneck as the machine such
that changing its parameters α leads to greater effect on system performance index Ψ (e.g.,
steady state production rate, throughput, energy consumption, etc.) compared to changing
the corresponding parameter of other machines in the system. This implies that machine mi
is the bottleneck if ∣∣∣∣ ∂Ψ∂αi
∣∣∣∣ > ∣∣∣∣ ∂Ψ∂αj
∣∣∣∣ , ∀j 6= i. (1.1)
Clearly, improving the bottleneck machine defined above can provide the highest return in
desired system performance. Indeed, bottleneck identification and mitigation is one of the
most important task in production management and operation.
1.2.3 Production control
Production control are crucial for meeting increasingly high customer demands and expec-
tations in the present, highly competitive, manufacturing areas. The goals include maximiz-
ing production rate, minimizing the completion time, reducing work-in-process, improving
responsiveness to changes in demand, etc. To carry out effective and efficient production
control, the system states should be continuously monitored so that the control actions can
be made according to the real time feedback information of the system.
In practice, production control can be implemented in various forms. For example, in
production systems with energy-intensive operations, the startup and shutdown of these
operations should be carried out based on the system status to avoid energy waste while
maintaining desired production level. Effective control in this regard has the potential to
reduce equipment idle running time, increase the life cycle of the machines, and improve sys-
tem energy efficiency. Indeed, production control-based shop floor continuous improvement
is recognized as one of the most cost-effective ways to achieve energy-efficient production [25].
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1.3 Literature Review
1.3.1 Performance evaluation
Performance evaluation of production systems during steady state have been extensively
investigated. In addition to the countless results obtained on serial lines (see, for instance, [1–
5]), the problem of steady state performance evaluation in assembly systems with unreliable
machines and finite buffers has been studied in [26–31]. As for the closed lines, Lim and
Meerkov analyse an asymptotic reliable two-machine, two-buffer closed serial line [32]. A
case study at an automotive paint shop is described. Frien et al. present a decomposition
approach to approximate the system production rate for homogeneous production lines [33].
Gershwin et al. [34] extend the decomposition approach to study closed-loop systems with
geometric machines. Meanwhile, the majority of the results reported in the literature on
analysis of re-entrant lines are obtained by simulations (e.g., [35–37]).
Compared to the large amount of results obtained in steady state performance evaluation
of production systems, research on the transients behavior is still largely unexplored. Avail-
able results include analytical studies on transients of single-server or single-stage queueing
systems (see, for instance, [11,12]) and bufferless two-stage production systems (see [17,19]).
For multi-stage production systems, numerical and simulation investigations are reported
in [20, 38], while analytical investigations have been carried out in [39–43]. Case studies
based on production system transients have been reported in [25,44]. In addition, it should
be noted that, to the best of our knowledge, analytical study of assembly system transients
only appears in paper [45], which studies the transient throughput of a class of one-server
Markovian assembly-like queue with infinite queueing capacity. Also, despite these valuable
results, the systems considered are usually assumed to have infinite supply of raw parts.
Systems with the finite production run has rarely been addressed yet.
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1.3.2 Bottleneck analysis
Bottleneck detection is extensively studied in the literature and also in practice. Meth-
ods to detect the bottleneck in a system by measuring either the waiting time in front of
a machine or the workload represented by the percentage of the time a machine is active
was described in [46]. An approach to determine the likelihood of multiple bottlenecks us-
ing a bottleneck probability matrix was describe in [47]. The bottleneck detection method
from [47] also investigates all possible combinations of bottlenecks, which rapidly becomes
more complicated for larger systems. There is also the possibility to detect the bottleneck
by analyzing the structure of the system, [48] for example. Besides the methods described
above, the active period method developed in [49] at Toyota Central Research and Devel-
opment Laboratories, is based on the analysis of machine status information determining
periods during which a machine is active without interruption. The approach described
in [50] is based on the evaluation of the so-called criticality indicator for each workplace and
comparison of the indicator values to detect the critical place.
Rigorous study of bottleneck in production systems with unreliable machines and finite
buffers is initiated in [51], which developed an indirect method of bottlenecks identification
for open serial lines. Specifically, using the largest sensitivity of the system performance
index with respect to the isolation production rate of each machine as the definition of a
bottleneck, it is shown in this work that the location of the bottleneck in a serial production
line can be determined by analyzing the frequencies of blockages and starvations of each
machine. Since these frequencies could be either measured (real-time operation environment)
or calculated, this offers a simple but accurate tool for bottleneck identification. Built on
the concept of [51], paper [52] develops a method for identification of bottleneck with respect
to machine capacity. The method is applied in a case study of a camshaft production line
at an automotive engine plant. The method is later extended to assembly systems in [53]
and to serial lines with rework in [54]. It should be noted that, all the bottleneck analysis
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of the systems are carried out under steady state. To the best of our knowledge, there is no
investigation on any bottleneck during systems transients.
1.3.3 Production control
There has been an increasing interest in devising optimal production control policies that
manage production in uncertain environments since the 1980s. An optimal flow rate control
problem for a failure-prone machine subject to a constant demand is introduced in [55, 56].
The single-part type, single-machine problem is analyzed in detail in [57]. This work is
extended to the case in which no backlog is allowed [58] and to the case of limited backlog [59].
In addition, this optimal production control problems with random demand is studied in [60,
61]. Moreover, the performance of the kanban, minimal blocking, basestock, CONWIP, and
hybrid kanban-CONWIP control policies in a four-machine tandem production line making
parts for an automobile assembly line is studied in [62]. A framework for scheduling discrete
events in manufacturing systems is described in [63]. It should be noted that, nowadays
effective control of production operations is also considered as one of the most economical
methods to improve energy efficiency in manufacturing systems, while most manufacturing
execution systems currently used in practice have no module or function to deal with energy
management during operation [64]. Among limited results addressing this issue, an analytical
model by combining an M/M/1 model with an energy control policy is developed by [65].
For the problem of scheduling startup and shutdown of machines in Bernoulli serial lines, a
constrained optimization problem is formulated and studied by [66]. In [67], several switch-
off dispatching policies for a non-bottleneck machine in a job shop to minimize its energy
consumption was studied.
Note that the majority of the analysis of production systems with particular control are
also carried out under the assumption, that the system is in steady state, while it is still lack
of investigations on transient performance measures and system properties of the systems
with control.
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Chapter 2
SYSTEM MODELS AND APPROACHES OF THE RE-
SEARCH
2.1 Mathematical Modeling
2.1.1 System structures
• Serial Lines
The serial line structure is the most commonly used one seen in production systems (see
Figure 2.1, where circles represent machines and rectangles represent buffers). It should be
noted that the “straight line” structure of Figure 2.1 is purely conceptual abstraction. In
practice, the physics layout of a serial line may follow other shapes (e.g., L-shape, U-shape,
S-shapes).
Figure 2.1: Serial production line
• Assembly Systems
An assembly system consists of two or more serial lines, referred to as component lines,
one or more merge operations, where the components are assembled, and several subsequent
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machines to perform additional processing on the assembled parts. Figure 2.2 shows the
(a) Single merge operation (b) Multiple merge operation
Figure 2.2: Assembly systems
block diagrams of typical assembly systems, where (a) demonstrates a simple structure of
assembly systems with only one merge operation and two component lines and (b) illustrates
an assembly system with multiple merge operations. Note that systems similar to that in
(b) are commonly seen in automotive engine plants where the horizontal line represents the
general engine assembly (with engine blocks as “raw materials”), while the vertical lines are
various departments producing engine parts, such as crank shaft, camshaft, etc.
• Closed Lines with respect to Carriers
Production lines in manufacturing environment sometimes have parts transported from
one operation to another on carriers (referred to as pallets, skids, etc.). In such systems, parts
are loaded on and attached to the pallets at the first machine to undergo all the operations,
upon completion of the operations, the finished parts are unloaded and the pallets are released
and sent back to the first machine through an empty carrier buffer (see Figure 2.3). Since
in this situation the number of parts in the system is bounded by the number of available
carriers, additional starvation/blockage may be incurred due to empty/full carrier return
buffer b0. These lines are called closed with respect to carriers (or just closed).
2.1.2 Machine models
• Timing Issues
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Figure 2.3: Closed line with respect to carriers
Cycle Time (τ): the time necessary to process a part by a machine. The cycle time
may be constant, variable, or random. In large volume production systems, τ is practically
always constant or close to being constant. This is the case in most production systems of
the automotive, electronics, appliance, and other industries [9].
• Reliability Models
As mentioned before, the reliability of the machines poses one of the main challenges
in analyzing a production system. In this research, we assume that each machine in a
production system has two basic status: up and down. In addition, assume that one machine
can process materials only when it is in up status, and cannot when it is in down status
(due to failures, tool replacement, periodic maintenance, etc). Moreover, we define machine
uptime as a continuous time interval, during which a machine is in up status, while downtime
as the continuous time interval during which the machine is down. Clearly, machine uptime
and downtime can be modeled as either constants or random variables. In this research, the
latter is adopted, which is closer to production practice.
Machine reliability model refers to the probability mass functions (pmf’s) or the proba-
bility density functions (pdf’s) of the machine’s uptime and downtime. In the discrete time
case, for example, geometric reliability model will be addressed. In this model, machine up-
and downtime are assumed to be geometric random variables with parameters P (breakdown
probability) and R (repair probability), respectively. It should be noted that, Bernoulli reli-
ability model is a special case of geometric reliability model where the sum of the breakdown
rate and repair rate is 1. In the continuous time case, the exponential reliability model is
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one of the most important models. In this model, the uptime and downtime of the machine
are assumed to be exponential random variables, with parameters λ (breakdown rate) and
µ (repair rate). Note both geometrical and exponential reliability models are characterized
by Markov chains due to constant breakdown and repair probabilities/rates. Clearly, pro-
duction systems with machines having these models can be analyzed using Markovian-based
approaches.
In practice, however, the up- and downtime of machines may follow non-Markovian or
even arbitrary distributions [9]. Therefore, in this research, we will also study systems
with machines having Rayleigh reliability model, Weibull reliability model, Gamma reliability
model, log-normal reliability model, etc. These models allow modeling of cases where a
machine has time-varying breakdown rates and repair rates. In all the models discussed
above, the mean and variance of their uptime and downtime in the machine models can be
calculated based on their probability distributions. It has also been studied that the system
performances are not sensitive to the specific machine models, but just to the moments
(mean and variance) of its uptime and downtime probablity distributions [9]. In addition
to those two moments, the coefficient of variation (CV ) furthermore characterizes its level
of “randomness”. It is defined as the ratio of the standard variation and mean value. To
determine the parameters of these models, note that long-tailed pmf’s and pdf’s have CV
of the distribution greater than 1; for short-tailed pmf’s, CV is smaller than 1. There is
empirical evidence that in many production systems the coefficients of variation of up- and
downtime of the machines on the factory floor are less than 1. Theoretically, it can be proved
that machines with increasing (decreasing) breakdown and repair rates have CV <1 (CV >1).
Since in most practical situations, the breakdown and repair rates are increasing in time, with
accumulated depreciation of machinery and maintenance experiences, we assume that the
distributions of the machine up- and downtimes must have the CV s less than 1 [68]. Among
the above reliability, exponential reliability model and Rayleigh reliability model have fixed
CV s (1 for exponential,
√
5/2 for Reyleigh). For Weibull reliability model, gamma reliability
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model, and log-normal reliability model, the mean and variance of the random variables can
be arbitrarily set by rationally selecting the parameters, and, as a result, the value of CV
can be placed arbitrarily as well.
2.2 Approaches Used on the Addressed Problems
In this research, we study the problems of performance evaluation, bottleneck analysis,
and production control in the modeling framework above. Each of them is detailed as follows.
2.2.1 Performance evaluation
In this research,
1. We develop mathematical models for transient analysis and derive analytical formu-
las to calculate the performance measures. For those systems that can be modeled as
discrete-time-discrete-states (DTDS) or continuous-time-discrete-states (CTDS) Marko-
vian models, analytical approaches are pursued. Specifically, system are characterized
by Markov chains, the transition probabilities are derived according to the dynamic
models. Then the performance measures are calculated based on the system states
probability distributions. For those systems with non-Markovian machine reliability
models, simulation approach will be used in future work.
2. For Markovian systems, closed-form formulas are derived for small-size cases (e.g., one-
and two-machine lines). With the increase of the system size, however, the implemen-
tation of Markovian analysis is almost impossible due to the large number of system
states. Thus, we also investigate computationally efficient algorithms for transient
performance evaluation in larger scale of systems. Specifically, various decomposition-
based approaches are explored. The idea is to decompose the original complex system
into a group of virtual smaller lines (usually one-, two-, or three-machine lines), which
are easier to analyze. Then, Markovian approach can be applied again. We derive
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analytical methods to calculate the parameters of these virtual lines such that they
can provide accurate approximation of the original system.
3. Finally, we study the structural properties of production systems during transients.
Properties such as reversibility, monotonicity, effects of up- and downtimes, have been
discussed in the framework of steady state operations [9, 69]. The results provide
important insights to system design and improvement. While some initial efforts have
been carried out for transient studies, but the results are quite limited [42]. In this
research, studies on these system-theoretic properties are carried out based on the
performance evaluation methods to be developed above.
2.2.2 Bottleneck analysis
In this research,
1. We first explore appropriate definitions of bottlenecks during production transient.
Note that the performance index used in defining transient bottlenecks may be either
a terminal one (e.g., completion time of a production run) or a temporal one (e.g.,
accumulated throughput within a time interval). In this research, we study bottlenecks
with respect to both types of performance indices. In fact, the bottleneck during
transients has not been rigorously studied in the existing research.
2. We derive mathematical methods to identify the transient bottlenecks of production
systems. To accomplish this, the performance evaluation methods developed above
are used. Specifically, for smaller-size Markovian systems, closed-form conditions are
derived. These conditions are extended to larger-size Markovian systems with appro-
priate modifications. For non-Markovian systems, conjectures will be made based on
the Markovian cases and justified by simulations in future work.
3. It should be noted that the partial derivatives involved in bottleneck definition(s)
cannot be measured during actual production. Indeed, though many performance
14
metrics of a production system can be measured from real time data, their sensitivities
to a specific parameter cannot be directly measured. As a result, an indirect method is
necessary to carry out bottleneck identification based on real time factory floor data,
and will be studied in future work.
2.2.3 Production control
In our research,
1. We investigate control policies designed to achieve different objectives for production
systems and formulate mathematical models to represent these control policies in the
modeling framework above. Specifically, switch-on/off operation control of the ma-
chines is modeled to include information such as buffer occupancy, machine status,
etc.
2. We derive the mathematical models and analytical methods for evaluating transient
performances of the systems with feedback production control. Both Markovian analysis-
based approach and simulation are used.
3. Based on the mathematical model derived, we will investigate optimal control policies
for different production objectives and compare the efficacy of each policy under dif-
ferent scenarios in future work. Finally, we will formulate practical production control
rules that can be implemented by practitioners.
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Chapter 3
FINITE PRODUCTION RUN-BASED TRANSIENT
PERFORMANCE EVALUATION AND BOTTLENECK
ANALYSIS OF SERIAL LINES WITH BERNOULLI
MACHINES
3.1 Introduction
To meet the fast-changing market demands, modern manufacturing systems are often
designed to be capable of producing a wide range of products. Typically, a certain num-
ber of identical or similar goods are grouped together based on customer orders or demand
forecast to form a production run. Then, production runs are entered into the manufac-
turing systems to be completed. In many cases, process changeover and transitions (e.g.,
equipment setup/calibration/cleaning, fixture loading/unloading) are necessary between two
consecutive production runs. As a result, while the work-in-process starts to accumulate at
the beginning of a production run, the manufacturing system may operate in a transient
regime that is qualitatively different from its steady state behavior. Similar transients may
be observed towards the end of a production run, when the work-in-process is purged. It
should be noted, though, for some manufacturing industries, the volume of a single produc-
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tion run can be very large. In this case, the transient stage of such manufacturing processes
is negligible compared to the entire production run, and the main portion of the production
process can be viewed as being in the steady state. Clearly, this allows one to use the results
on the steady state behavior of manufacturing systems, which are vastly available in the lit-
erature. On the other hand, there also exist numerous manufacturing processes, where each
production run is relatively short. These production systems operate partially (or entirely)
in the transient regime and the traditional steady state analysis may become inapplicable.
The research on production/service systems with finite population of jobs or customers
can be roughly divided into three directions. The first and most notable one is the exten-
sively studied area of production scheduling. The focus of this area is to develop effective
and efficient algorithms to identify the sequence to process a group of different jobs at the
machines so as to optimize certain performance measures (e.g., makespan, tardiness) of the
overall system. Important results in this field are summarized in monographs [70, 71]. It
should be pointed out, however, that the nature of the system operation considered in the
production scheduling literature is different than the one addressed in this dissertation (e.g.,
unreliable machines, finite in-process buffers). Moreover, the scheduling research does not, in
general, address transient behavior and performance evaluation of the production systems.
The second related research direction is concerned with finite-source queueing systems,
which are also referred to as finite-population queueing systems in some literature. The
studies in this area of research often involve a finite number of jobs (sources) circulating
within a queueing system. Specifically, after a job exits from the (last) server, it returns to the
population and spends a randomly distributed amount of time before entering the queueing
system again. A great number of studies in this area employ such queueing systems to model
the machine interference problem (or other similar resource allocation problems), where the
jobs represent machine failures and the servers represent repair operators (see [72–74]). The
focus of these studies is typically steady state performance evaluation and optimization under
cyclic circulation of the jobs and does not address transient performance within a single cycle.
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The third and also the closest body of research to this work assumes a group of finite
number of jobs to be served/processed and discusses the system’s transient and terminal
performance of completing them. This is studied analytically in the framework of single-
stage-multi-parallel-server Markovian queueing systems by [75–78]. Computer simulation
is used by [79] to study G/G/1 queues. The results for multi-stage production systems
are rather limited. Among them, a method that automatically generates the state space
models of pull-controlled production systems is presented by [80]. The exact distribution
of the number of parts produced in a given period of time, the distribution of the time to
produce a given number of parts, and the distribution of the cycle time are also derived.
It should be noted that, similar to all state-space-based methods, the computational efforts
required by this method increases exponentially as a function of the number of stations and
of buffer capacities. To combat the curse of dimensionality in such analyses, [81] derive
computationally efficient analytical algorithms to approximate the transient performance
and the moments of the production run completion time in serial production lines. An
industrial case study is also described in the paper to illustrate the applicability of the
methods developed. The results, however, are only applicable to systems with machines
having the Bernoulli reliability model. For more complex machine models, [82] develop an
analytical algorithm based on Markov reward model to evaluate the moments of accumulated
production during transients and the completion time for Markovian production systems.
On the other hand, the algorithm is only tractable for small-size systems due to its high
computational requirement, which is even heavier than the one of the underlying Markov
chain. This makes the algorithm impractical even for moderate-size systems. Therefore,
contributing to this end is the goal of this Chapter.
18
3.2 Model and Performance Measures
3.2.1 Model
Consider a serial production line in Figure 3.1 defined by the following assumptions:
Figure 3.1: Serial production line
(i) The system consists of M machines (represented by circles) and M − 1 buffers (repre-
sented by rectangles). The arrows indicate the direction of parts flow.
(ii) All machines have constant and identical cycle time τ . The time axis is slotted with
duration τ .
(iii) Each in-process buffer, bi, i = 1, . . . ,M − 1, is characterized by its capacity, 0 < Ni <
∞.
(iv) The machines obey the Bernoulli reliability model, i.e., machine mi, i = 1, . . . ,M ,
when it is neither blocked nor starved, produces one part during a time slot with
probability pi and fails to do so with probability 1− pi. Parameter pi is referred to as
the efficiency of mi.
(v) Machine mi, i = 2, . . . ,M , is starved during a time slot if it is up and buffer bi−1 is
empty at the beginning of the time slot.
(vi) Machine mi, i = 1, . . . ,M − 1, is blocked during a time slot if it is up, buffer bi has Ni
parts at the beginning of the time slot and machine mi+1 fails to take a part during
that time slot (either due to blockage or breakdown). It is assumed that mM is never
blocked.
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(vii) The system operates on a finite production run-basis with run size equal to B: All
buffers are initially empty and each machine stops operating as soon as it has finished
processing B parts.
Remark 2.1: Note that in many production systems, machine cycle time is practically
constant or close to being constant. This is the case in most production systems in auto-
motive, electronics, appliance, and other industries. Note also, that the Bernoulli reliability
model is applicable to operations where the downtime is, on the average, close to the ma-
chine cycle time (see [9, 83, 84] for practical examples using the Bernoulli model). Systems
with machines having geometric reliability model are studied in next Chapter and machines
having other reliability models (exponential, Weibull, gamma, log-normal, and general, etc.)
will be studied in future work.
Remark 2.2: The above assumptions imply that the failures are time-dependent (i.e.,
a machine may break down during starvation or blockage). Another failure model alterna-
tive, operation-dependent failure (i.e., a machine cannot break down during starvation or
blockage), is also used in the literature. The behavior and performance of systems defined
by both conventions are very similar (see [85]). In this dissertation, we consider time-
dependent failures, since this assumption was used in our previous work, which will serve
as foundational material to the current research. Extension of the results to systems under
operation-dependent failures will be carried out elsewhere.
Remark 2.3: Assumption (vi) implies the blocked-before-service (BBS) convention,
under which, a machine may be starved and blocked during the same time slot. Its counter-
part, the blocked-after-service (BAS) convention, is also widely used in production systems
research (see [10, 86, 87]). While the BBS convention usually leads to a simpler description,
the approaches to analyzing systems defined by both conventions are very similar. In this
dissertation, we use the BBS convention, since it was used in the our previous studies, which
will serve as foundational results to the current work. Extension to systems defined by BBS
convention will be pursued elsewhere.
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3.2.2 Performance measures
In the framework of the model defined, the performance measures of interest are:
• Production rate, PR(n): the expected number of parts produced by mM during time
slot n+ 1;
• Consumption rate, CR(n): the expected number of parts consumed by m1 during time
slot n+ 1;
• Work-in-process, WIPi(n): the expected number of parts in buffer bi, i = 1, . . . ,M−1,
at the beginning time slot n+ 1;
• Machine starvation STi(n): the probability that machine mi, i = 2, . . . ,M , is starved
during time slot n+ 1;
• Machine blockage BLi(n): the probability that machine mi, i = 1, . . . ,M−1, is blocked
during time slot n+ 1.
In addition, let CTi denote the time instant for machine mi to complete producing all B
parts. Clearly, CTi is a discrete random variable. We denote its probability mass function
as:
Pcti(n) = P [CTi = n], (3.1)
and its average and standard deviation as:
E(CTi) =
∞∑
n=1
nPcti(n), (3.2)
σ(CTi) =
√√√√ ∞∑
n=1
[n− E(CTi)]2Pcti(n). (3.3)
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It should be noted that, if the production run is sufficiently long, then the system operates
mostly in the steady state. As a result, the production completion time may be estimated as
B/PRss, where PRss denotes the steady state production rate. This method underestimates
the average completion time, since it assumes that the production immediately reaches the
steady state level as the production run starts. In fact, numerical experiments show that
the underestimation is, on average, about 15% when B is about five times M ; the error
decreases to less than 10% when B > 10M , and to less than 5% when B > 20M . Clearly,
there is a necessity to develop more accurate performance evaluation methods for relatively
short production runs, and, thus, is carried out next.
3.3 Exact Performance Analysis: One- and Two-Machine
Lines
3.3.1 One-machine lines
Machine with constant efficiency
When the system consists of only one machine (see Figure 3.2(a)), it is characterized
by a homogeneous Markov chain with the state being the number of parts that has been
completed. Let f(n) denote the number of parts completed by the machine at the end of
time slot n. Then, the transition probabilities among the states are given by:
(a) (b)
Figure 3.2: One-machine line
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P [f(n+ 1) = i+ 1|f(n) = i] = p1, i = 0, 1, ..., B − 1,
P [f(n+ 1) = i|f(n) = i] = 1− p1, i = 0, 1, ..., B − 1,
P [f(n+ 1) = B|f(n) = B] = 1.
(3.4)
Next, let xf (n) = [xf,0(n) xf,1(n) ... xf,B(n)]
T with xf,i(n) = P [f(n) = i]. Using the
transition probabilities described in (3.4), the evolution of xf (n) is characterized by
xf (n+ 1) = Afxf (n),
B∑
i=0
xf,i(n) = 1, (3.5)
where
Af =

1− p1
p1 1− p1
p1
. . .
. . . 1− p1
p1 1

. (3.6)
According to assumption (vii), the initial condition of the Markov chain is
xf,i(0) =
 1, if i = 0,0, otherwise. (3.7)
Since the system has only one machine, WIP (n) does not exist, ST (n) = BL(n) = 0 for
all n, and
PR(n) = CR(n) = [p1JB 0]xf (n),
Pct1(n) = p1xf,B−1(n− 1) = [0 · · · 0 p1 0]xf (n− 1),
(3.8)
where Jk represents the 1-by-k matrix of ones.
In addition, it can be shown that the production completion time CT1 follows a negative
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binomial distribution defined by B and p1:
Pct1(n) = P [CT1 = n] =
(
n− 1
B − 1
)
pB1 (1− p1)n−B, (3.9)
and
E(CT1) =
B
p1
, σ(CT1) =
√
B
1− p1
p21
. (3.10)
Machine with time-varying efficiency
Now, assume that the efficiency of the machine is time-varying: its efficiency during
the n-th time slot is p1(n) (see Figure 3.2(b)). Then, the Markov chain becomes time-
inhomogeneous and the evolution of system state xf (n) is now given by:
xf (n+ 1) = Af (n)xf (n),
B∑
i=0
xf,i(n) = 1,
xf,i(0) =
 1, if i = 0,0, otherwise,
(3.11)
where Af (n) is obtained by replacing p1 in Af with p1(n). In addition,
PR(n) = CR(n) = [p1(n)JB 0]xf (n), (3.12)
Pct1(n) = [0 · · · 0 p1(n) 0]xf (n− 1). (3.13)
Therefore, all performance measures, including the probability distribution of the completion
time, can be calculated by iteratively evaluating the equations provided above.
Note that the results of one-machine line with time-varying machine efficiency will be
used later in Section 3.4 as a building block to study multi-machine lines.
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3.3.2 Two-machine lines
Consider a two-machine line defined by assumptions (i)-(vii) (see Figure 3.3). Let fi(n)
Figure 3.3: Two-machine line
denote the total number of parts that mi has produced at the end of time slot n and h(n)
denote the number of parts in the buffer at the end of time slot n. It follows immediately
that
f1(n)− f2(n) = h(n).
Clearly, the system can be characterized by a Markov chain with state defined by either
(h(n), f1(n)) or (h(n), f2(n)). Without loss of generality, in this Chapter, we use (h(n), f2(n))
as the system state. The total number of system states is
S =

(2B−N1+2)(N1+1)
2
, B > N1,
(B+2)(B+1)
2
, B ≤ N1.
(3.14)
Based on the system description given in Subsection 3.2.1, the transition probabilities of
the system can be obtained in (3.15).
P [h(n+ 1) = 0, f2(n+ 1) = i+ 1|h(n) = 0, f2(n) = i] = 1− p1, i = 0, . . . , B,
P [h(n+ 1) = 0, f2(n+ 1) = i|h(n) = 1, f2(n) = i] = p1, i = 0, . . . , B,
P [h(n+ 1) = i, f2(n+ 1) = j|h(n) = i, f2(n) = j] = (1− p1)(1− p2),
i = 0, . . . , B, j = 0, . . . , B − i− 1,
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P [h(n+ 1) = i, f2(n+ 1) = j + 1|h(n) = i, f2(n) = j] = p1p2,
i = 0, . . . , B, j = 0, . . . , B − i− 1,
P [h(n+ 1) = i+ 1, f2(n+ 1) = j|h(n) = i, f2(n) = j] = p1(1− p2),
i = 0, . . . , B, j = 0, . . . , B − i− 1,
P [h(n+ 1) = i− 1, f2(n+ 1) = j + 1|h(n) = i, f2(n) = j] = (1− p1)p2,
i = 0, . . . , B, j = 0, . . . , B − i− 1,
P [h(n+ 1) = i, f2(n+ 1) = B − i|h(n) = i, f2(n) = B − i] = 1− p2,
i = 0, . . . , B,
P [h(n+ 1) = i− 1, f2(n+ 1) = B − i+ 1|h(n) = i, f2(n) = B − i] = p2, i = 0, . . . , B,
P [h(n+ 1) = 0, f2(n+ 1) = B|h(n) = 0, f2(n) = B] = 1.
(3.15)
In addition, if B > N1, additional transition probabilities given in (3.16) are needed.
P [h(n+ 1) = N1, f2(n+ 1) = j|h(n) = N1, f2(n) = j] = 1− p2, j = 0, . . . , B −N1 − 1,
P [h(n+ 1) = N1, f2(n+ 1) = j + 1|h(n) = N1, f2(n) = j] = p1p2, j = 0, . . . , B −N1 − 1,
P [h(n+ 1) = N1 − 1, f2(n+ 1) = j + 1|h(n) = N1, f2(n) = j] = (1− p1)p2,
j = 0, . . . , B −N1 − 1.
(3.16)
The transition probabilities other than the ones given in (3.15) and (3.16) are zeros.
Clearly, the system is defined by an absorbing Markov chain with one absorbing state:
(0, B). The state transition diagrams for the Markov chains are given in Figure 3.4.
To study this system, we linearize the state space of the system as follows: for system
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(a) B > N1
(b) B ≤ N1
Figure 3.4: State transition diagrams for two-machine lines
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state (h = i, f2 = j), define
k =

∑j−1
l=0 (B + 1− j) + (i+ 1), B ≤ N1,
∑j−1
l=0 [min (N1 + 1, B − l + 2)] + (i+ 1), B > N1.
(3.17)
Thus, system state (h, f2) becomes state k of the Markov chain. Clearly, state 1 refers
to system state (0, 0), which is the initial state of the system, while the last state refers to
system state (0, B), which is also the absorbing state of the system. Under this arrangement,
given k ∈ {1, . . . , S}, the corresponding system state can also be found. For convenience,
we denote it as (h[k], f2[k]).
Let Ah,f denote the transition probability matrix of the Markov chain, and let column
vector x(n) = [x1(n) x2(n) · · ·xS(n)]T denote the probability distribution of the Markov
chain at time n. Then, the system evolution is given by
x(n+ 1) = Ah,fx(n),
S∑
i=1
xi(n) = 1,
xi(0) =
 1, if i = 1,0, otherwise.
(3.18)
Then, the transient performance measures of the system can be calculated as
PR(n) = P [m2 up, b1 not empty, and production not completed on m2 in time slot n]
= p2P [h(n) > 0, f2(n) < B]
= C1x(n), (3.19)
CR(n) = P [m1 up, not blocked and production not completed on m1 in time slot n]
= p1P [h(n) < N1, f1(n) < B] + p1p2P [h(n) = N1, f1(n) < B]
= C2x(n), (3.20)
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WIP (n) =
N1∑
i=1
iP [h(n) = i] = C3x(n), (3.21)
BL1(n) = P [m1 up, b1 full, m2 down in time slot n]
= p1(1− p2)P [h(n) = N1]
= C4x(n), (3.22)
ST2(n) = P [m2 up and b1 empty during time slot n]
= p2P [h(n) = 0]
= C5x(n), (3.23)
Pct1(n) = P [m1 up and not blocked during time slot n and f1(n) = B − 1]
= p1P [h(n) < N1, f1(n) = B − 1] + p1p2P [h(n) = N1, f1(n) = B − 1]
= C6x(n), (3.24)
Pct2(n) = P [m2 up and not starved during time slot n and f2(n) = B − 1]
= p2P [h(n) = 1, f2(n) = B − 1]
= C7x(n), (3.25)
where
C1 = [c1,1 c1,2 · · · c1,S], C2 = [c2,1 c2,2 · · · c2,S],
C3 = [c3,1 c3,2 · · · c3,S], C4 = [c4,1 c4,2 · · · c4,S], (3.26)
C5 = [c5,1 c5,2 · · · c5,S], C6 = [c6,1 c6,2 · · · c6,S],
C7 = [c7,1 c7,2 · · · c7,S],
and
c1,k =
 p2, if h[k] > 0 and k < S,0, otherwise,
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c2,k =

p1, if h[k] < N1 and h[k] + f2[k] < B,
p1p2, if h[k] = N1 and h[k] + f2[k] < B,
0, otherwise,
c3,k = h[k],
c4,k =
 p1(1− p2), if h[k] = N1 and h[k] + f2[k] < B,0, otherwise,
c5,k =
 p2, if h[k] = 0 and h[k] + f2[k] < B,0, otherwise, (3.27)
c6,k =

p1, if h[k] + f2[k] = B − 1 and h[k] 6= N1,
p1p2, if h[k] + f2[k] = B − 1 and h[k] = N1,
0, otherwise,
c7,k =
 p2, if f2[k] = B − 1 and h[k] = 1,0, otherwise.
It should be noted that, while E(CTi) and σ(CTi) can be calculated based on (3.9),
(3.10) and (3.24), (3.25), they can also be calculated using the properties of absorbing
Markov chains [88]. For instance, to calculate E(CT2) and σ(CT2), state (0, B) is viewed as
the absorbing state of the Markov chain. Then, Ah,f can be expressed as:
Ah,f =
 Q 0
R 1
 , (3.28)
where Q is an (S − 1)-by-(S − 1) matrix, R is a nonzero 1-by-(S − 1) matrix, 0 is an
(S − 1)-by-1 zero matrix. Note that the production completion time at machine m2 is, in
fact, the time for the Markov chain to be absorbed. To calculate the mean and variance of
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the absorbing time of the Markov chain, we first calculate its fundamental matrix:
F = (I−Q)−1. (3.29)
Then, the expected time before being absorbed when starting in transient state i is the ith
entry of the vector
t = 1 · F, (3.30)
where 1 is a row vector with all entries equal to 1. In addition, the variance on the amount
of time before being absorbed when starting in state i is the ith entry of the vector
v = t(2F− I)− tsq, (3.31)
where tsq represents the Hadamard product of t and itself.
Since the system starts operating from empty buffer, the average and standard deviation
of completion time CT2 are given by the first entry of t and the square root of the first entry
of v, respectively, i.e.,
E(CT2) = t1, σ(CT2) =
√
v1. (3.32)
Similarly, E(CT1) and σ(CT1) can be calculated using the same technique by letting
states (h,B − h), h = 0, . . . ,min(B,N1), be absorbing.
An illustration of a two-machine Bernoulli line is given in Figure 3.5. Clearly, all system
measures are entirely in transient. The average completion time at m2 is CT2 = 29.5
(indicated by the vertical line in the figure).
Finally, it should be noted that the method developed above can be applied to systems
with machines having time-varying machine parameters by replacing pi with pi(n) in the
formulas.
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Figure 3.5: Transient performance for p1 = 0.8, p2 = 0.75, N1 = 5 and B = 20
3.4 Approximate Performance Analysis: Multi-Machine
Lines
Although the production system defined by assumptions (i)-(vii) is characterized by an
ergodic Markov chain regardless of the number of machines in the systems, the number of
states of the Markov chain increases rapidly with M , Ni’s, and B. For instance, a five-
machine line with all buffers having capacity 4 working on a production run of 50 parts has
a total of 31875 states. If the number of machines grows to 10 with same buffer capacities
and production run size, then the Markov chain will have a total of 99609375 states. Clealy,
the direct Markov analysis approach may not be practical for larger systems. In this section,
a computationally efficient approach based on aggregation is developed to approximate the
system performance measures with high accuracy.
3.4.1 Two-machine lines
Construction of auxiliary lines
As one can see from Subsection 3.3.2, the joint consideration of buffer status and pro-
duction completion status is one of the main complicating factors of the Markovian analysis
for a two-machine line. Therefore, in this subsection, we propose a method to “decompose”
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h(n) and fi(n) by constructing an auxiliary two-machine line and two auxiliary one-machine
lines to approximate the production process in the original system. Specifically, the aux-
iliary two-machine line contains the same machines and buffers as the original system but
with production run of infinite number of parts (see Figure 3.6(a)). The two auxiliary one-
machine lines both have machines with time-varying efficiency, denoted as p̂1(n) and p̂2(n)
(see Figure 3.6(b) and (c)).
(a) Auxiliary two-machine line
(b) Auxiliary one-machine line 1 (c) Auxiliary one-machine line 2
Figure 3.6: Auxiliary lines for two-machine line aggregation analysis
The method for analyzing the auxiliary two-machine line has been developed in [39].
On the other hand, once p̂1(n) and p̂2(n) are known, the method described in Subsubsection
3.3.1 can be used to analyze the auxiliary one-machine lines. Next, we will propose a method
to calculate the values of p̂1(n) and p̂2(n) using the auxiliary two-machine line and, based
on all three auxiliary lines, approximate the performance measures of the original system.
Let x̂h,i(n) denote the probability that the buffer of the two-machine auxiliary line has i
parts at the end of time slot n and x̂h(n) = [x̂h,0(n) x̂h,1(n) ... x̂h,N1(n)]
T . According to [39],
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A2 =

1− p1 p2(1− p1) 0 · · · 0
p1 1− p1 − p2 + 2p1p2 p2(1− p1) · · · 0
0 p1(1− p2) . . . . . . ...
...
...
. . . 1− p1 − p2 + 2p1p2 p2(1− p1)
0 0 · · · p1(1− p2) p1p2 + 1− p2
 .
(3.34)
the evolution of x̂h is given by:
x̂h(n+ 1) = A2(n)x̂h(n),
N1∑
i=0
xh,i(n) = 1,
x̂h,i(0) =
 1, if i = 0,0, otherwise,
(3.33)
where A2 is defined in (3.34).
Since m1 is capable of producing one part if and only if it is up and not blocked, while
m2 is capable of producing if and only if it is up and not starved, we define time-varying
efficiencies of the auxiliary one-machine lines as follows:
p̂1(n) = p1[1− x̂h,N1(n− 1)(1− p2)],
p̂2(n) = p2[1− x̂h,0(n− 1)].
(3.35)
In other words, the machine (m̂1) in auxiliary one-machine line 1 is up if and only if the
original machine m1 is up and the first machine in the auxiliary two-machine line is not
blocked during the same time slot. Similarly, the machine (m̂2) in auxiliary one-machine
line 2 is up if and only if the original machine m2 is up and the second machine in the
auxiliary two-machine line is not starved. Now, let x̂
(i)
f,j(n) denote the probability that the
machine in auxiliary one-machine line i, i = 1, 2, completes the j-th part of the production
run at the end of time slot n and x̂
(i)
f (n) = [x̂
(i)
f,0(n) x̂
(i)
f,1(n) ... x̂
(i)
f,B(n)]
T . According to
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Subsubsection 3.3.1, the evolution of x̂
(i)
f (n) is given by:
x̂
(i)
f (n+ 1) = Â
(i)
f (n)x̂
(i)
f (n),
B∑
j=0
x̂
(i)
f,j(n) = 1,
x̂
(i)
f,j(0) =
 1, if j = 0,0, otherwise, i = 1, 2,
(3.36)
where transition probability matrix Â
(i)
f (n) can be obtained by replacing all p1’s in (3.6)
with p̂i(n).
In addition, it should be noted that, this approach is implemented based on three smaller
Markov chains, one with N1+1 states and two with B+1 states, compared to a bigger Markov
chain with S states used in the method described in Subsection III-B (see equation (3.14)).
This reduction in state space dimension has the potential to reduce the computational efforts
required by the methods.
Formulas for performance measure approximation
Based on the auxiliary lines constructed above, we propose the formulas to approximate
the original system performance measures below. First, the production completion times at
the machines in the original system are approximated by the production completion times of
the two auxiliary one-machine lines. Let P̂cti(n) denote the approximated probability that
mi in the original system completes the production run at the end of time n. Then,
P̂cti(n) = p̂i(n)x̂
(i)
f,B−1(n− 1). (3.37)
Next, the original system consumption rate is approximated by the production rate of aux-
iliary one-machine line 1, while the original system’s production rate is approximated by
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auxiliary one-machine line 2:
P̂R(n) = [p̂2(n)JB 0]x̂
(2)
f (n− 1), (3.38)
ĈR(n) = [p̂1(n)JB 0]x̂
(1)
f (n− 1). (3.39)
To approximate WIP (n), BL1(n) and ST2(n), two auxiliary lines need to be combined.
Specifically, these performance measures are approximated using their counterparts in the
auxiliary two-machine lines and “discounted” by the probability that the production run is
completed in the auxiliary one-machine lines:
Ŵ IP (n) = [0 1 ... N ]x̂h(n)(1− x̂(2)f,B(n− 1)),
ŜT2(n) = [p2 0JN ]x̂h(n− 1)(1− x̂(1)f,B(n− 1)),
B̂L1(n) = [0JN p1(1− p2)]x̂h(n− 1)(1− x̂(1)f,B(n− 1)).
(3.40)
Finally, the mean and standard deviation of the completion times are approximated by:
E(ĈT i) =
∞∑
n=1
nP̂cti(n), i = 1, 2,
σ(ĈT i) =
√√√√ ∞∑
n=1
[n− E(ĈT i)]2P̂cti(n), i = 1, 2.
(3.41)
The accuracy of these performance approximations will be discussed in Subsection 3.4.2,
after the performance approximation formulas for M > 2-machine lines are introduced in
the next subsection.
3.4.2 M > 2-machine lines
Construction of auxiliary lines
The approach of analyzing M > 2-machine lines is similar to the two-machine case. First,
an auxiliary M -machine line is introduced with the same machines and buffers in the original
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system but with infinite production run size (see Figure 3.7(a)). Then, a total of M auxiliary
one-machine lines are introduced, each with a machine having time-varying efficiency, p̂i(n),
i = 1, . . . ,M , and finite production run size equal to B (see Figure 3.7(b)).
(a) Auxiliary M -machine line
(b) Auxiliary one-machine line i
Figure 3.7: Auxiliary lines for performance approximation of M -machine line
Transient behavior of multi-machine Bernoulli serial lines with infinite production run size
has been studied in [42], which develops an iterative procedure based on recursive aggregation
to approximate the system’s transient performance. Based on this work, an algorithm is
proposed in [89] to further improve the computational efficiency of the original method
in [42]. The idea is to represent the parts flow of the serial line by a set of two-machine lines
with machines having time-varying efficiencies (see Figure 3.8).
Figure 3.8: Two-machine line representation for transient analysis of M -machine Bernoulli
line
Here, pfi (n) is used to approximate the aggregated parts producing capability into buffer
bi from all its upstream machines and buffers. Similarly, p
b
i+1(n) is used to approximate
the aggregated parts drawing capability out of buffer bi from all its downstream machines
and buffers. Using the auxiliary M -machine line and its two-machine line representations,
we propose an algorithm below to calculate the parameters of the auxiliary one-machine
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systems. This procedure along with the calculation of pbi(n) and p
f
i (n) is summarized as
follows:
Calculation Procedure 1:
Formulas for performance approximation
Using similar idea as the two-machine case, the following performance approximation
formulas are defined − each approximates the corresponding performance measure without
the “ ̂ ”:
P̂R(n) = [p̂M(n)JB 0]x̂
(M)
f (n− 1),
ĈR(n) = [p̂1(n)JB 0]x̂
(1)
f (n− 1),
Ŵ IPi(n) = [0 1 ... Ni]x̂
(i)
h (n)(1− x̂(i+1)f,B (n− 1)), i = 1, . . . ,M − 1,
ŜTi(n) = [pi 0JNi−1 ]x̂
(i−1)
h (n− 1)(1− x̂(i−1)f,B (n− 1)), i = 2, . . . ,M,
B̂Li(n) = [0JNi pi(1− pbi+1(n))]x̂(i)h (n− 1) · (1− x̂(i)f,B(n− 1)), i = 1, . . . ,M − 1,
P̂cti(n) = p̂i(n)x̂
(i)
f,B−1(n− 1), i = 1, . . . ,M.
(3.42)
In addition,
E(ĈT i) =
∞∑
n=1
nP̂cti(n), i = 1, . . . ,M,
σ(ĈT i) =
√√√√ ∞∑
n=1
[n− E(ĈT i)]2P̂cti(n), i = 1, . . . ,M.
(3.43)
3.4.3 Accuracy of the approximation methods
To investigate the accuracy of the performance approximation methods proposed above,
numerical experiments were carried out. Specifically, we studied Bernoulli lines with the
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number of machines belonging to the following set:
M ∈ {2, 3, 5, 10, 15, 20}.
Next, for eachM , we generated 100,000 lines with system parameters randomly and equiprob-
ably selected from
pi ∈ (0.7, 1), Ni ∈ {1, 2, 3, 4, 5, 6}, B ∈ [5, 105].
Therefore, a total of 600,000 lines were studied. For each line, thus constructed, we cal-
culated its performance measure approximations using (3.37)-(3.41) or (3.42)-(3.43). For
comparison, a simulation program has been created using C++ to estimate the true values
of the performance measures and we ran 10,000 replications of the simulation for each line
generated above. This results 95% confidence intervals of less than 0.005 for PR(n) and
CR(n); 0.05 for WIPi(n); 0.01 for STi(n) and BLi(n); and 0.01 for CTi. To quantitatively
evaluate the accuracy of the transient performance measure approximations, we calculate
the average approximation errors for each line based on:
δPR =
1
T
T∑
n=1
|P̂R(n)− PRsim(n)|
PRss
· 100%,
δCR =
1
T
T∑
n=1
|ĈR(n)− CRsim(n)|
PRss
· 100%,
δWIP =
∑M−1
i=1
∑T
n=1
|Ŵ IP i(n)−WIP simi (n)|
Ni
· 100%
(M − 1)T ,
δST =
1
(M − 1)T
M∑
i=2
T∑
n=1
|ŜT i(n)− ST simi (n)|,
δBL =
1
(M − 1)T
M−1∑
i=1
T∑
n=1
|B̂Li(n)−BLsimi (n)|,
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where PRss is obtained using the simulation code with 95% confidence interval of less than
0.001, and T is the smallest time instant such that inequality
min
{
T∑
n=1
P̂ct,M(n),
T∑
n=1
P simct,M(n)
}
≥ 0.999
is observed for this line. The results are summarized in the box plots of Figure 3.9 for
different values of machine number M . Note that in a box plot, the bottom and top of the
box indicate the first and third quartiles, while the band inside the box indicates the median
of the quantity studied. As we can see, the approximation errors of PR(n), CR(n), and
WIP (n) are typically below 3% with few outliers reaching up to 10% for small values of M .
For ST (n) and BL(n), the average approximation errors are generally below 0.01. It should
be noted that the outliers observed during the investigation are mostly from cases with very
small production runs. The resulting short production completion times for these cases may
“amplify” the larger errors in only a few time instants.
The approximation accuracy of average completion time is evaluated based on:
δE(CTi) =
1
M
M∑
i=1
|E(ĈT i)− E(CT simi )|
E(CT simi )
· 100%.
The results are summarized in Figure 3.10(a). It can be observed from the box plots that the
median approximation error for completion time is below 0.7%, while the error is below 2%
in almost all cases considered. Moreover, it appears that the approximation error increases
as the number of machines increases. Also, as illustrated in Figure 3.11, the approximation
error tends to be larger when the production run size is either very small or very large.
Finally, Figure 3.12 presents the average approximation error of the completion times at
each machine for all the 20-machine lines studied above. The 20 boxes in the figure, from
left to right, represent the 20 machines in the line from m1 to m20. As the figure suggests, the
approximation of production completion time tends to be less accurate around the middle
of the line and with marginally smaller errors towards both ends of the line. Considering
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Figure 3.10: Accuracy of completion time approximation
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the fact that the machine and buffer parameters of a production line are rarely known in
practice with accuracy better than 5%-10%, we conclude that the aggregation-based method
proposed in Subsections 3.4.1 and 3.4.2 can be used as effective tools to estimate the transient
performance and average production completion time of Bernoulli serial lines with good
accuracy. Compared with simulation, the calculation procedure is typically 7-10 times faster.
For instance, for the 20-machine lines studied, the average computation time of Calculation
Procedure 1 is about 0.07 seconds on a Macbook Pro with 2.3 GHz Intel Core i7 and 16 GB
memory, while the average simulation time is about 0.6 seconds. One can easily imagine
the saving of computational efforts when it comes to tasks such as searching optimal system
parameters.
On the other hand, it should be pointed out that the approximation of the standard
deviation of the completion time is not as accurate − the relative error, evaluated based on
δσ(CTi) =
1
M
M∑
i=1
|σ(ĈT i)− σ(CT simi )|
σ(CT simi )
· 100%,
is typically 10-30% (see Figure 3.10(b)). However, the experiment data shows that the
approximation overestimates the actual standard deviation in majority of cases (see Table
3.1). Therefore, σ(ĈT i) can be viewed as a conservative estimation of the variation in the
system’s production completion time.
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Figure 3.11: Accuracy of the approximation as a function of production run size for M = 15
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Table 3.1: Proportion of cases where σ(CTi) is overestimated by σ(ĈT i)
M = 2 M = 3 M = 5 M = 10 M = 15 M = 20
96.38% 98.83% 99.61% 99.83% 99.89% 99.92%
As an illustration, consider the five-machine line with machine efficiency and buffer ca-
pacity randomly generated and given in Table 3.2. The production run size, also randomly
generated, is B = 55. The transient performance measures of this system, obtained using
simulation and Calculation Procedure 1 are given in Figure 3.13. From the figure, we can
see that the approximation provided by the calculation procedure can track the transient
performance measures of the system with high accuracy during almost the entire span of the
production period. The largest approximation error typically occurs around the production
completion times of the machines. Similar phenomenon has been widely observed in the lines
studied. The production completion times for each machine, obtained by both simulation
and calculation, are listed in Table 3.3. For this line, the approximation errors of the average
completion times are all less than 0.3%.
Finally, it should be noted that the calculation procedure developed above can be applied
to systems with machines having time-varying machine parameters by replacing pi with pi(n)
in the formulas. The analyses carried out in the subsequent sections, however, still assume
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that the machine efficiencies are time-invariant.
Table 3.2: Machine and buffer parameters
p1 p2 p3 p4 p5
0.9167 0.8089 0.7717 0.8284 0.7774
N1 N2 N3 N4 −
4 4 5 2 −
Table 3.3: Comparison of average production completion times obtained by calculation and
simulation
m1 m2 m3 m4 m5
E(ĈT i) 69.82 75.00 79.11 83.31 85.24
E(CT simi ) 69.67 74.84 79.03 83.33 85.30
3.5 System-theoretic Properties and Continuous Im-
provement
3.5.1 Monotonicity and reversibility
Monotonicity
Consider a Bernoulli line defined by assumptions (i)-(vii). The average production
completion time at each machine E(ĈT i) is practically monotonically decreasing in pj,
j = 1, . . . ,M , and Nj, j = 1, . . . ,M − 1.
Justification: To verify the validity of this property, we use the 600,000 lines generated
during the accuracy investigation carried out in Subsection 3.4.3. For each line, we increase
the efficiency of one machine by 0.01 or to 0.9999, whichever is smaller, while keeping other
machines efficiency and all buffers fixed, and evaluate the production completion times of
the resulting system. Then, reset the efficiency of this machine to its original value and
repeat this procedure for all other machines in the line. A similar procedure is carried
out for the buffers by increasing each one’s capacity by 1 unit. Among all cases studied,
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Figure 3.13: Illustration of performance measures approximation using simulation and Cal-
culation Procedure 1
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increasing pj leads to reduction of E(ĈT i) in over 99.77% of cases. For the counter cases
observed, the maximum increase in E(ĈT i) is no greater than 10
−13, which is attributed to
the rounding errors during the calculation procedures. On the other hand, the proportion
of counter cases when increasing Nj is about 19.27%. Among these cases, the increase in
E(ĈT i) never exceeds 0.6%, while the average is 0.31%. To further investigate the error,
we run simulations on these counter cases and no increase in E(CT simi ) is observed in these
cases. Therefore, these counter cases are attributed to the approximation error of E(ĈT i).
Based on the results from the numerical experiments above, we claim that the production
completion time possesses the property of monotonicity with respect to machine efficiency
and buffer capacity.
Practical implications : The implication of the monotonicity property is obvious: Improv-
ing machine efficiency and/or enlarging buffer capacity always lead to shortened average
completion time for each machine in the production line.
Reversibility
Consider a Bernoulli line defined by assumptions (i)-(vii) and its reverse (see Figure
3.14). Then, the performance measures of the original line (with superscript L) and the cor-
responding ones of the reversed line (with superscript Lr) satisfy the following relationship:
(a) Original line L
(b) Reversed line Lr
Figure 3.14: Bernoulli serial line and its reverse
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E(CTLM) ≈ E(CTLrM ),
σ(CTLM) ≈ σ(CTLrM ),
PRL(n) ≈ PRLr(n).
Justification: To verify this property, we, again, use the 600,000 lines generated in Sub-
section 3.4.3. Among all cases studied, the average errors of P̂R(n), E(ĈT i), and σ(ĈT i)
between the original and reversed lines are 0.12%, 0.07%, and 0.07%, respectively. Therefore,
we claim that the mean and standard deviation of the production completion time at the
last machine as well as the production rate possess the property of reversibility.
Practical implications : It follows immediately from the reversibility property that the
original and reversed production lines have the same performance from the perspective of
the last machine’s output. This is reflected in both the production rate and the production
completion time. On the other hand, the behavior of raw material consumption, work-
in-process, and production completion times at other machines are different when the line
is reversed. This phenomenon is illustrated in Figure 3.15, where the parameters of the
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Figure 3.15: Comparison of transient performance for a Bernoulli line and its reverse
original line L are: p = [0.75 0.8 0.85 0.9 0.95], N = [3 3 3 3]. As one can see from
the figure, the production rates of both lines completely overlap with each other, while
obvious differences in consumption rates (see Figure 3.15(a)) and in total work-in-processes
(see Figure 3.15(b)) can be directly observed. In addition, when the machines with higher
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efficiency are placed upstream (as in the reversed line Lr), the total work-in-process increases.
As for the production completion time, the average completion time at the last machine
remains approximately the same in both L and Lr (see Table 3.4). For other machines,
Table 3.4: Mean and standard deviation of production completion time in the original and
reversed lines
E(ĈT i) σ(ĈT i)
L Lr L Lr
m1 75.9438 68.9015 6.3381 5.5688
m2 78.5488 73.1267 6.4600 5.9718
m3 80.5731 77.0778 6.5214 6.2635
m4 82.2228 80.6551 6.5549 6.4619
m5 83.5975 83.6522 6.5724 6.5754
however, the production completion times in Lr are all shorter than the corresponding ones
in L. Moreover, the standard deviations of the production completion times are also reduced
in Lr. These advantages can be attributed to the fact that machines with higher efficiency are
capable of pushing parts to the downstream in shorter time and with lower uncertainty. This
may allow longer preparation time for the next production run. The drawback, obviously, is
the higher level of work-in-process during the production process.
3.5.2 Bottleneck
To improve an existing system, one should focus on improving the bottleneck of the
system first. In steady state analysis of Bernoulli lines, the bottleneck is usually defined
based on its effect on the throughput of the overall system, i.e.,
Definition [9]: Consider a Bernoulli serial line defined by assumptions (i)-(vi). Machine
mi is the steady state production rate bottleneck (ssPRBN) machine of the system if
∣∣∣∣∂PRss∂pi
∣∣∣∣ > ∣∣∣∣∂PRss∂pj
∣∣∣∣ , ∀j 6= i. (3.44)
For the systems considered in this Chapter, since the completion of the production run
is typically the objective of the production activity, we introduce a new definition for the
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bottleneck machine of the system as follows:
Definition: Consider a Bernoulli line defined by assumptions (i)-(vii). Machine mi is the
completion time bottleneck (CTBN) machine of the production line if
∣∣∣∣∂E(CTM)∂pi
∣∣∣∣ > ∣∣∣∣∂E(CTM)∂pj
∣∣∣∣ , ∀j 6= i. (3.45)
When B = 1, it can be immediately obtained that
E(CTM) =
M∑
i=1
p−1i , (3.46)
and, therefore,
∣∣∣∣∂E(CTM)∂pi
∣∣∣∣ = p−2i . (3.47)
In other words, when B = 1, the CTBN is the machine with lowest efficiency. On the other
hand, when B → ∞, E(CTM) tends to B/PRss and it is easy to show that the CTBN
coincides with the ssPRBN of the system.
To investigate the property of CTBN, for general values of B, numerical experiments are
carried out. Specifically, we first select the number of machines M from the following set:
M ∈ {2, 3, 5, 10, 15, 20}.
Then, for each M , 10,000 lines were generated with machine efficiency and buffer capacity
randomly and equiprobably selected from the following sets:
pi ∈ (0.7, 1), Ni ∈ {1, 2, 3, 4, 5}.
Therefore, a total of 60,000 Bernoulli lines were obtained. For each line thus generated, we
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study the system bottlenecks for production run size from the following set:
B ∈ {5, 10, 15, 20, 30, 50, 75, 100, 150, 200}.
The CTBN and ssPRBN of each line are identified by increasing the efficiency of each
machine one by one by 0.02 and evaluating the resulting E(ĈTM) and PRss using Calculation
Procedure 1 and the method developed in [9], respectively. The machine, which leads to the
largest reduction in E(ĈTM), is considered as the CTBN of the line under the current
production run size, while the one leading to the largest PRss is identified as the ssPRBN.
The results are summarized in Tables 3.5, 3.6, and 3.7.
Table 3.5: Percentage of cases where CTBN is the worst machine
B M = 2 M = 3 M = 5 M = 10 M = 15 M = 20
5 100% 94.96% 85.42% 68.06% 55.96% 48.22%
10 100% 93.32% 82.24% 62.75% 49.74% 42.24%
15 100% 92.48% 80.36% 59.62% 46.55% 38.54%
20 100% 91.82% 79.26% 57.86% 44.61% 37.03%
30 100% 91.04% 77.73% 55.48% 42.01% 34.32%
50 100% 90.29% 76.09% 52.85% 39.39% 32.22%
75 100% 89.95% 75.15% 51.61% 38.20% 30.66%
100 100% 89.62% 74.78% 50.97% 37.41% 30.03%
150 100% 89.34% 74.35% 50.18% 36.74% 29.29%
200 100% 89.24% 74.00% 49.95% 36.40% 28.97%
Table 3.6: Percentage of cases where CTBN is the ssPRBN
B M = 2 M = 3 M = 5 M = 10 M = 15 M = 20
5 100% 92.96% 83.67% 67.46% 59.39% 51.12%
10 100% 94.72% 88.04% 75.70% 67.54% 60.84%
15 100% 95.76% 90.49% 80.52% 73.34% 67.66%
20 100% 96.51% 91.91% 83.75% 77.97% 72.22%
30 100% 97.36% 93.77% 87.92% 83.37% 79.14%
50 100% 98.27% 95.86% 92.11% 89.22% 85.88%
75 100% 98.73% 97.19% 94.18% 92.43% 90.14%
100 100% 99.11% 97.82% 95.47% 94.34% 92.65%
150 100% 99.48% 98.43% 96.88% 96.06% 94.93%
200 100% 99.61% 98.90% 97.61% 96.87% 95.90%
It follows immediately from Table 3.5 that in two-machine Bernoulli lines, the less efficient
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Table 3.7: Percentage of cases where CTBN is neither the worst machine nor the ssPRBN
B M = 2 M = 3 M = 5 M = 10 M = 15 M = 20
5 0% 0.71% 2.53% 9.60% 16.26% 23.56%
10 0% 0.65% 2.08% 7.88% 14.69% 20.86%
15 0% 0.53% 1.77% 6.72% 12.77% 18.36%
20 0% 0.49% 1.58% 5.66% 10.74% 16.01%
30 0% 0.42% 1.36% 4.42% 8.45% 12.52%
50 0% 0.32% 1.09% 3.27% 5.85% 8.72%
75 0% 0.24% 0.79% 2.64% 4.13% 6.41%
100 0% 0.22% 0.57% 2.12% 3.25% 4.79%
150 0% 0.14% 0.42% 1.65% 2.41% 3.44%
200 0% 0.12% 0.33% 1.28% 2.01% 2.87%
machine is always the bottleneck of the system, regardless of the production run size or the
buffer capacity. It should be noted that, when M = 2, it has been shown in [9] that the
machine with lower efficiency is, in fact, the steady state production rate bottleneck. In
other words, the steady state bottleneck and the transient bottleneck (defined in the manner
of (3.45)) are the same. On the other hand, as it follows from Table 3.5, although the worst
machine is very likely to be the CTBN for small systems (e.g., M = 3 or 5), it is clearly not
appropriate to assume this for longer systems (e.g., M > 10). This observation is similar to
the steady state case.
For M > 2, as one can see from Table 3.6, when the production run size is relatively
small, the CTBN and ssPRBN could be different in a fairly noticeable amount of cases.
This phenomenon is more evident when M is larger. In addition, as the production run size
increases, the system operates longer in a regime close to the steady state. As the result,
the CTBN of a Bernoulli line is more likely to be the ssPRBN. Specifically, for production
run size over 75, CTBN is the ssPRBN in over 90% of cases studied.
Finally, Table 3.7 implies that the CTBN is practically either the worst machine or the
ssPRBN if the line is short (M < 10) or the production run is large (B > 75). However,
when the production run size is small and the line is relatively long, other machines may also
become the CTBN. An example is given in Figure 3.16, where the numbers in the rectangles
are the capacity of the buffers, and the numbers above the circles are the efficiencies of the
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machines. For this system, the worst machine is m5, while it can be found that machine m3
is the ssPRBN. In addition, for production run size B from 1 to 120, the CTBN is machine
m2. When production run size is greater than 120, the CTBN shifts to machine m3, the
ssPRBN.
Figure 3.16: Bottlenecks in finite production run-based Bernoulli serial line
3.6 Case Study
To test the applicability of the theoretical study carried out above, part of the results
developed is applied in a local lighting equipment assembly line.
3.6.1 System layout and modeling
The layout of the assembly line is shown in Figure 3.17. The system consists of 7 op-
Figure 3.17: Layout of the lighting equipment assembly line
erations, all performed by human operators on a long working shelf. During the process,
several components (circuit board, wires, screws, plastic covers, etc.) are assembled into the
product through Op.1 to Op. 5 before it is tested at Op. 6 and packed at Op. 7. Based on
the system layout, we model the production system as a serial line shown in Figure 3.18.
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Figure 3.18: Serial line model of the lighting equipment assembly line
To identify the parameters of the operations, a one-week time study was carried out
to collect the data during active production hours. The average uptime (Tup,i), average
downtime (Tdown,i), and cycle time (τi) for each operation are summarized in Table 3.8.
Then, the Bernoulli parameter of each operation is calculated as follows:
pi =
Tup,i
Tup,i + Tdown,i
· ci
max ci
, i = 1, . . . , 7, (3.48)
where ci = 1/τi is the processing speed of Op. i. The results are given in Table 3.9.
Table 3.8: Average uptime, downtime, and cycle time of the operations (all in minutes)
Op. 1 Op. 2 Op. 3 Op. 4 Op. 5 Op. 6 Op. 7
Tup,i 4.13 4.01 1.90 2.82 1.65 3.88 3.37
Tdown,i 1.50 1.35 0.82 0.75 0.95 1.85 1.53
τi 1.10 1.05 0.98 0.87 0.92 0.95 1.05
Table 3.9: Bernoulli parameters of the operations
p1 p2 p3 p4 p5 p6 p7
0.58 0.62 0.62 0.79 0.60 0.62 0.57
The capacities of the buffers are obtained by measuring the maximum number of prod-
uct units that can fit in the shelf space between consecutive operations. The results are
summarized in Table 3.10.
Table 3.10: Buffer capacities
N1 N2 N3 N4 N5 N6
4 4 4 3 3 4
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3.6.2 Steady state and production run performance analysis
Depending on external orders from the customers, the assembly line may work with a
large production run with a single product type or small production runs containing a variety
of different types of products. Typically, a large production run usually takes several shifts
to complete, while a smaller production run only takes about half or a third of a shift or
shorter. Therefore, the former can be viewed as steady state production, while the latter
falls into the finite production run-based production addressed in this Chapter.
To validate the model constructed above, we compare the system performance predicted
by the model and the one measured on the factory floor. Specifically, we calculate the
steady state production rate of the 7-machine Bernoulli serial line constructed above using
the PSE Toolbox software [9] and obtain the system’s steady state throughput T̂P ss = 0.5811
parts/min. Thus, the system’s shift throughput is calculated as 0.5811 (parts/min) × 435
(min/shift) = 252 (parts/shift). The production personnel in the plant confirmed that, when
working with a single large production run throughout a shift, the assembly line typically
produced 240–260 parts per shift on average. The analysis also shows that the steady state
PRBN is Op. 6, the testing station. Next, we apply the performance analysis method de-
Table 3.11: Production run performance analysis of the lighting equipment assembly line
B E(ĈTM ) (min) B/T̂P ss (min) Difference (min)
10 30.92 17.21 13.71
20 49.65 34.42 15.23
30 67.50 51.63 15.88
40 85.04 68.83 16.21
50 102.43 86.04 16.39
100 188.74 172.09 16.65
250 446.92 430.22 16.70
veloped in Subsection 3.4.2 to study the finite production run performance of the assembly
line. Specifically, we calculate the average production completion time at Op. 7 for different
production run sizes using Calculation Procedure 1. In addition, for each B considered, we
also estimate the average completion time by B/T̂P ss, i.e., assuming the system operates as
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if it is in steady state. This method has been used by the production supervisors in their
practice before the case study was carried out. The results are summarized in Table 3.11. As
one can see, since the steady state method ignores the transient period of the production due
to zero initial WIP, it underestimates the production completion time by about 15 minutes
(see the rightmost column of Table 3.11). This underestimation caused a number of issues
in production scheduling and customer demand satisfaction as the production management
struggled to make up for the underestimated completion time. Based on the case study, it
is suggested to the production management that, as a rule-of-thumb, an extra 15 minutes
should be added to their old estimation to obtain a more accurate prediction of the pro-
duction completion time. It should be noted that the 15-min rule-of-thumb is valid for this
line given that no significant changes in system parameters are observed. In addition, it is
found that the CTBN of the system is Op. 7 (the packaging station) for small production
run (B < 100), while for larger production run (B ≥ 100), the CTBN shifts to Op. 6, which
is also the ssPRBN.
3.7 Summary
Finite production run-based production systems are widely seen in practice. In this
Chapter, we discuss the problems of performance evaluation, system-theoretic properties,
bottlenecks in the framework of serial production lines with Bernoulli machines and finite
buffers. Using Markovian analysis, closed-form expressions are provided to calculate the
performance measures for one- and two-machine lines. For longer lines, a computationally
efficient algorithm is developed to approximate the system performance measures with high
accuracy. It is shown that the average production completion times at all machines are
monotonically decreasing functions of machine efficiency and buffer capacity. In addition,
the system production rate and the production completion time at the last machine possess
the property of reversibility. Properties of system completion time bottleneck are investigated
and a case study is carried out to illustrate the applicability of the methods developed.
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Chapter 4
PERFORMANCE ANALYSIS AND SYSTEM THE-
ORETIC PROPERTIES OF SERIAL PRODUCTION
LINES WITH GEOMETRIC MACHINES AND FINITE
PRODUCTION RUNS
4.1 Introduction
In this Chapter, we extend the idea of the algorithm developed for Bernoulli systems
to serial production lines with machines having the geometric reliability model. This is
accomplished by applying the transient performance evaluation techniques developed by [43]
for geometric serial lines.
Specifically, The Chapter is organized as follows: Section 4.2 introduces the model and
defines the performance measures for the systems under consideration. In Section 4.3, we
derive formulas to evaluate the performance measures of one- and two-machine systems
using exact Markovian analysis. Then, we propose computationally efficient calculation
procedures to approximate the performance measures of two- and multi-machine lines with
high accuracy in Section 4.4. The system-theoretic properties of production run completion
time are discussed in Section 4.5.
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4.2 Model and Performance Measures
4.2.1 Model
Consider a serial production line in Figure 4.1 defined by the following assumptions:
......
Figure 4.1: Serial production line with geometric machines
(i) The system consists of M machines (represented by circles) and M − 1 buffers (repre-
sented by rectangles). The arrows indicate the direction of parts flow.
(ii) The machines have identical and constant cycle time τ . The time axis is slotted with
slot duration τ . Machines begin operating at the beginning of each time slot.
(iii) The machines obey the geometric reliability model: Let si(n) ∈ {0 = down, 1 = up}
denote the state of machine mi during time slot n, i = 1, . . . ,M . Then, the transition
probabilities are given by
Prob[si(n+ 1) = 0|si(n) = 1] = Pi, Prob[si(n+ 1) = 1|si(n) = 1] = 1− Pi,
Prob[si(n+ 1) = 1|si(n) = 0] = Ri, Prob[si(n+ 1) = 0|si(n) = 0] = 1−Ri,
(4.1)
where Pi and Ri are referred to as the breakdown and repair probabilities, respectively.
All machines operate independently from one another.
(iv) Each buffer is characterized by its capacity (i.e., the maximum number of parts the
buffer can hold), 1 ≤ Ni <∞, i = 1, . . . ,M − 1.
(v) Machine mi, i = 2, . . . ,M , is starved during a time slot if it is up and buffer bi−1 is
empty at the beginning of the time slot. Machine m1 is never starved for raw material.
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(vi) Machine mi, i = 1, . . . ,M − 1, is blocked during a time slot if it is up, buffer bi has Ni
parts at the beginning of the time slot, and machine mi+1 fails to take a part during
the time slot (due to breakdown or blockage). Machine mM is never blocked.
(vii) If a machine is up and neither starved nor blocked, it processes one part in one time
slot (i.e., takes one part from its upstream buffer at the beginning of the time slot,
processes it during the time slot, and sends it to its downstream buffer at the end of
the time slot); otherwise, no processing takes place for the machine in this time slot.
(viii) The system operates on a finite production run-basis with the volume of the production
run equal to B parts: All buffers are initially empty and each machine stops operating
as soon as it has finished processing B parts.
Remark 4.1: Under assumption (iii), the up- and downtime of machine mi are geometric
random variables. Apparently, the mean of its up- and downtime are given by Tup,i = 1/Pi
and Tdown,i = 1/Ri, respectively. These two quantities are also called mean time between
failure (MTBF) and mean time to repair (MTTR), respectively, in practice. In addition, the
machine efficiency, i.e., the probability (fraction of time) that mi is up in steady state, is
given by ei = Tup,i/(Tup,i + Tdown,i) = Ri/(Ri + Pi).
Remark 4.2: The geometric reliability model is usually applicable, when the machine’s
average downtime is much longer than its cycle time (e.g., in machining, heat treatment,
washing operations). Steady state behavior of the geometric serial lines has been studied
in a number of publications in production systems research (see [2, 3, 5, 7]). The geometric
model has also been successfully applied in industrial case studies (see, for instance, [90,91]).
It should be also noted that the Bernoulli reliability model can be viewed as a special case
of the geometric model when Pi +Ri = 1. In other words, paper [81] treats a special case of
the system considered here.
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4.2.2 Performance measures
In the framework of the model defined above, the performance measures of interest in-
clude:
• Production rate, PR(n): the expected number of parts produced by mM during time
slot n+ 1;
• Consumption rate, CR(n): the expected number of parts consumed by m1 during time
slot n+ 1;
• Work-in-process, WIPi(n): the expected number of parts in buffer bi, i = 1, . . . ,M−1,
at the beginning time slot n+ 1.
In addition, let CTi denote the time instant when machine mi completes all B parts. Clearly,
CTi is a discrete random variable. We denote its probability mass function as:
Pcti(n) = Prob[CTi = n]. (4.2)
Clearly, Pcti(n) = 0 for all 0 ≤ n < B. Thus, the mean and standard deviation of CTi are
given by:
µCTi =
∞∑
n=B
nPcti(n), σCTi =
√√√√ ∞∑
n=B
[n− µCTi ]2Pcti(n). (4.3)
In this Chapter, we will derive analytical methods to calculate these performance measures.
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4.3 Exact Performance Evaluation: One- and Two-
Machine Lines
4.3.1 One-machine lines
To begin with, we first study systems with only one machine (see Figure 4.2). Due
Figure 4.2: One-machine line
to the memoryless property of the geometric random variable, a production system with
geometric machines is characterized by a Markov chain. Since a one-machine system does
not have a buffer, the state of the system at time n can be defined by the combination of
the machine’s state during this time slot (denoted as s(n) ∈ {0 = down, 1 = up}) and the
number of products that have been completed at the beginning of this time slot (denoted
as f(n) ∈ {0, 1, . . . , B}). As a result, the overall system state can be represented by a pair
(s(n), f(n)). Clearly, the total number of states is 2× (B + 1).
On the other hand, since the system stops operating as soon as B parts are completed
according to assumption (viii), it must be in state (1, B−1) at the beginning of this time slot.
This implies that both states (0, B) and (1, B) indicate that the production run is complete.
In other words, we can simply combine the two states into one and view this combined state
as an absorbing state. Without loss of generality, let this absorbing state be (1, B). Based on
the system description given in Subsection 4.2.1, the transition probabilities of this Markov
chain are given by:
Prob[s(n+ 1) = 0, f(n+ 1) = a|s(n) = 0, f(n) = a] = 1−R1, a = 0, 1, . . . , B − 1,
Prob[s(n+ 1) = 1, f(n+ 1) = a|s(n) = 0, f(n) = a] = R1, a = 0, 1, . . . , B − 1,
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Prob[s(n+ 1) = 0, f(n+ 1) = a+ 1|s(n) = 1, f(n) = a] = P1, a = 0, 1, . . . , B − 2,
Prob[s(n+ 1) = 1, f(n+ 1) = a+ 1|s(n) = 1, f(n) = a] = 1− P1, a = 0, 1, . . . , B − 2,
Prob[s(n+ 1) = 1, f(n+ 1) = B|s(n) = 1, f(n) = B − 1] = 1,
Prob[s(n+ 1) = 1, f(n+ 1) = B|s(n) = 1, f(n) = B] = 1.
The transition probabilities between other state pairs all equal zero. Clearly, the distribution
of the production run completion time, CT1, is related to the state of the system as:
Pct1(n) = P [s(n) = 1, f(n) = B − 1].
In other words, the completion time of the production run is also the time-to-absorption of
the Markov chain. Therefore, it is possible to calculate the mean and standard deviation of
the production completion time using the properties of absorbing Markov chains [88]. Specif-
ically, arrange the states of the Markov chain from number 1 to number 2B + 1 according
to the following arrangement:
state number of (s, f) = s×B + f + 1.
Thus, the initial state of the system is either state 1 (if the machine is initially down) or
state B + 1 (if the machine is initially up), while the absorbing state is state 2B + 1. Let A
denote the transition probability matrix of the Markov chain. Then, A can be expressed as:
A =
 Q 02B,1
V 1
 , (4.4)
where Ik represents a k-by-k identity matrix and 0k,l represents a k-by-l zero matrix.
Next, we can calculate its fundamental matrix: F = (I−Q)−1. For this absorbing Markov
chain, according to [88], the expected time before being absorbed when starting in state i is
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the ith entry of the vector
t = 1 · F, (4.5)
where 1 is a row vector with all entries equal to 1. In addition, the variance of the amount
of time before being absorbed when starting in state i is the ith entry of the vector
v = t(2F− I)− t ◦ t, (4.6)
where “◦” represents the Hadamard product (i.e., the element-wise product of the two vectors
involved). If the machine is initially down, i.e., the system starts from (s = 0, f = 0), the
mean and standard deviation of completion time CT1 are given by the first entry of t and
the square root of the first entry of v, respectively. If the machine is initially up, i.e., the
system starts from (s = 1, f = 0), µCT1 and σCT1 are given by the (B + 1)-th entry of t and
the square root of the (B + 1)-th entry of v, respectively.
To calculate the transient performance of this system during the production run, the
following procedure is taken: Let w(n) = [w1(n) · · · wS(n)]T , where wi(n) = Prob[system in
state i in time slot n] and S = 2B + 1. Then, the evolution of w(n) is given by
w(n+ 1) = Aw(n),
with initial condition
w1(0) =
 1, if s(0) = 0,0, otherwise, wB+1(0) =
 1, if s(0) = 1,0, otherwise, wi(0) = 0, ∀i 6= 1, B + 1.
Then, according to the state number assignment, the transient performance measures of the
one-machine system can be calculated as:
PR(n) = CR(n) = Prob[machine is up and production run is not completed]
= [0 · · · 0︸ ︷︷ ︸
B zeros
1 · · · 1︸ ︷︷ ︸
B ones
0]w(n). (4.7)
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Finally, if the machine’s breakdown and repair probabilities are time-varying (denoted
as P1(n) and R1(n) in time slot n), the system is still characterized by a Markov chain,
but a time-varying one. In this case, the status of the machine and the number of finished
products remain as the state of the Markov chain, while the transition probability matrix
A becomes time-varying (denoted as A(n)) with P1 and R1 replaced by P1(n) and R1(n),
respectively. Thus, the evolution of w(n) is now given by
w(n+ 1) = A(n)w(n).
For the time-varying system, while the performance measures can still be calculated using
(4.7), the derivation of (4.5) and (4.6) does not apply any more. As an alternative, we can
calculate the mean of the completion time based on its probability distribution as follows:
µCT1 =
∞∑
n=B
n · w2B(n).
Numerically, this can be approximated by
µCT1 ≈
D0∑
n=B
n · w2B(n),
where
1−
D0∑
n=1
w2B(n) <  1.
4.3.2 Two-machine lines
In the case of two-machine lines (see Figure 4.3), the exact Markovian analysis approach
is still applicable. For these systems, the state of the Markov chain is characterized by a
quadruple (h, f, s1, s2), where h represents the number of parts in the buffer, f is the number
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Figure 4.3: Two-machine line
of products that have been completed and si, i = 1, 2, denotes the state of machine mi.
α(h, f, s1, s2) =

∑f−1
i=0 4× (N1 + 1) + (N1 + 1)× (s1 × 2s1 + s2) + h+ 1,
if f 6 B −N1 and B > N1,∑B−N1
i=0 4× (N1 + 1) +
∑f−1
i=B−N1+1 4× (B − i+ 1)
+(B − f + 1)× (s1 × 2s1 + s2) + h+ 1,
if B −N1 < f < B and B > N1,∑B−N1
i=0 4× (N1 + 1) +
∑B−1
i=B−N1+1 4× (B − i+ 1) + 1,
if f = B and B > N1,∑f−1
i=0 4× (B − i+ 1) + (B − f + 1)× (s1 × 2s1 + s2) + h+ 1,
if f < B and B 6 N1,∑B−1
i=0 4× (B − i+ 1) + 1,
if f = B and B 6 N1.
(4.8)
Clearly, the final states after completing the production run are (0, B, 0, 0), (0, B, 0, 1),
(0, B, 1, 0), (0, B, 1, 1). They imply that the system has produced B parts, the buffer occu-
pancy is 0, and the machine states can be either 0 (down) or 1 (up) after completion. To
simplify the analysis, these four states are combined into one absorbing state (0, B,−,−).
In addition, since the machines stop operating when it has finished B parts, h and f must
satisfy h+ f ≤ B. Thus, the total number of system states is given by
S =

∑B−N1
i=0 4(N1 + 1) +
∑B−1
i=B−N1+1 4(B − i+ 1) + 1, if B > N1,∑B−1
i=0 4(B − i+ 1) + 1, if B 6 N1.
(4.9)
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To analyze this Markov chain, we define the mapping (4.8) to assign a unique state number
α from 1 to S to each of the system state.
To calculate the transient performances of such system during the production run, the fol-
lowing procedure is taken: Let w2(n) = [w2,1(n) · · · w2,S(n)]T , where w2,i(n) = Prob[system
in state i in time slot n]. Then, the evolution of w2(n) is given by
w2(n+ 1) = A2w2(n),
where A2 is the transition matrix with the transition probabilities among system states
defined by:
P [w2,α(a,b,0,0)(n+ 1)|w2,α(a,b,0,0)(n)] = (1−R1)(1−R2),
P [w2,α(a,b,0,1)(n+ 1)|w2,α(a,b,0,0)(n)] = (1−R1)R2,
P [w2,α(a,b,1,0)(n+ 1)|w2,α(a,b,0,0)(n)] = R1(1−R2),
P [w2,α(a,b,1,1)(n+ 1)|w2,α(a,b,0,0)(n)] = R1R2,

a = 0, ..., N1;
b = 0, ..., B − 1;
a+ b 6 B;
(4.10)
P [w2,α(0,b,0,0)(n+ 1)|w2,α(0,b,0,1)(n)] = (1−R1)P2,
P [w2,α(0,b,0,1)(n+ 1)|w2,α(0,b,0,1)(n)] = (1−R1)(1− P2),
P [w2,α(0,b,1,0)(n+ 1)|w2,α(0,b,0,1)(n)] = R1P2,
P [w2,α(0,b,1,1)(n+ 1)|w2,α(0,b,0,1)(n)] = R1(1− P2),

b = 0, 1, ..., B − 1;
(4.11)
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P [w2,α(a+1,b,0,0)(n+ 1)|w2,α(a,b,1,0)(n)] = P1(1−R2),
P [w2,α(a+1,b,0,1)(n+ 1)|w2,α(a,b,1,0)(n)] = P1R2,
P [w2,α(a+1,b,1,0)(n+ 1)|w2,α(a,b,1,0)(n)] = (1− P1)(1−R2),
P [w2,α(a+1,b,1,1)(n+ 1)|w2,α(a,b,1,0)(n)] = (1− P1)R2,

a = 0, 1, ..., N1 − 1;
b = 0, 1, ..., B − 1;
a+ b < B;
(4.12)
P [w2,α(a,b,0,0)(n+ 1)|w2,α(a,b,1,0)(n)] = P1(1−R2),
P [w2,α(a,b,0,1)(n+ 1)|w2,α(a,b,1,0)(n)] = P1R2,
P [w2,α(a,b,1,0)(n+ 1)|w2,α(a,b,1,0)(n)] = (1− P1)(1−R2),
P [w2,α(a,b,1,1)(n+ 1)|w2,α(a,b,1,0)(n)] = (1− P1)R2,

a = 0, 1, ..., N1 − 1;
b = 0, 1, ..., B − 1;
a+ b = B;
(4.13)
P [w2,α(1,b,0,0)(n+ 1)|w2,α(0,b,1,1)(n)] = P1P2,
P [w2,α(1,b,0,0)(n+ 1)|w2,α(0,b,1,1)(n)] = P1(1− P2),
P [w2,α(1,b,1,0)(n+ 1)|w2,α(0,b,1,1)(n)] = (1− P1)P2,
P [w2,α(1,b,1,1)(n+ 1)|w2,α(0,b,1,1)(n)] = (1− P1)(1− P2),

b = 0, 1, ..., B − 1;
(4.14)
P [w2,α(a−1,b+1,0,0)(n+ 1)|w2,α(a,b,0,0)(n)] = (1−R1)P2,
P [w2,α(a−1,b+1,0,1)(n+ 1)|w2,α(a,b,0,0)(n)] = (1−R1)(1− P2),
P [w2,α(a−1,b+1,1,0)(n+ 1)|w2,α(a,b,0,0)(n)] = R1P2,
P [w2,α(a−1,b+1,1,1)(n+ 1)|w2,α(a,b,0,0)(n)] = R1(1− P2),

a = 0, 1, ..., N1;
b = 0, 1, ..., B − 2;
a+ b 6 B;
(4.15)
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P [w2,α(N,b,0,0)(n+ 1)|w2,α(N,b,1,0)(n)] = P1(1−R2),
P [w2,α(N,b,0,1)(n+ 1)|w2,α(N,b,1,0)(n)] = P1R2,
P [w2,α(N,b,1,0)(n+ 1)|w2,α(N,b,1,0)(n)] = (1− P1)(1−R2),
P [w2,α(N,b,1,1)(n+ 1)|w2,α(N,b,1,0)(n)] = (1− P1)R2,

b = 0, 1, ..., B − 1;
b 6 B −N1;
(4.16)
P [w2,α(a,b+1,0,0)(n+ 1)|w2,α(a,b,1,1)(n)] = P1P2,
P [w2,α(a,b+1,0,1)(n+ 1)|w2,α(a,b,1,1)(n)] = P1(1− P2),
P [w2,α(a,b+1,1,0)(n+ 1)|w2,α(a,b,1,1)(n)] = (1− P1)P2,
P [w2,α(a,b+1,1,1)(n+ 1)|w2,α(a,b,1,1)(n)] = (1− P1)(1− P2),

a = 1, ..., N1;
b = 0, 1, ..., B − 2;
a+ b < B;
(4.17)
P [w2,α(a−1,b+1,0,0)(n+ 1)|w2,α(a,b,1,1)(n)] = P1P2,
P [w2,α(a−1,b+1,0,1)(n+ 1)|w2,α(a,b,1,1)(n)] = P1(1− P2),
P [w2,α(a−1,b+1,1,0)(n+ 1)|w2,α(a,b,1,1)(n)] = (1− P1)P2,
P [w2,α(a−1,b+1,1,1)(n+ 1)|w2,α(a,b,1,1)(n)] = (1− P1)(1− P2),

a = 1, ..., N1;
b = 0, 1, ..., B − 2;
a+ b = B;
(4.18)
P [w2,α(0,B,−,−)(n+ 1)|w2,α(1,B−1,0,1)(n)] = 1,
P [w2,α(0,B,−,−)(n+ 1)|w2,α(1,B−1,1,1)(n)] = 1,
P [w2,α(0,B,−,−)(n+ 1)|w2,α(0,B,−,−)(n)] = 1,

a = 1, ..., N1;
b = 0, 1, ..., B − 2;
a+ b < B.
(4.19)
Note that state S is the absorbing state (0, B,−,−).
The exact transient performance measures of the two-machine systems are summarized
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as follows:
PR(n+ 1) = Prob[∪{w2,α(a,b,s1,1)(n)}], a > 0, b < B, s1 ∈ {0, 1},
CR(n+ 1) = Prob[∪{w2,α(a,b,1,0)(n)}] + Prob[∪{w2,α(c,d,1,1)(n)}],
a < N1, a+ b < B, c+ d < B,
WIP (n+ 1) =
N1∑
i=0
iProb[∪{w2,α(a,b,s1,s2)(n)}], a = i, s1, s2 ∈ {0, 1},
BL1(n+ 1) = Prob[∪{w2,α(N1,b,1,0)(n)}], N1 + b < B,
ST2(n+ 1) = Prob[∪{w2,α(0,b,s1,1)(n)}], b < B, s1 ∈ {0, 1},
Pct1(n) = Prob[∪{w2,α(a,b,1,1)(n)}] + Prob[∪{w2,α(c,d,1,0)(n)}],
a+ b = B − 1, a ≤ N1, c+ d = B − 1, c < N1,
Pct2(n) = Prob[∪{w2,α(1,B−1,s1,1)(n)}], s1 ∈ {0, 1}.
(4.20)
The completion time at each machine can be calculated as:
µCT1 =
∞∑
n=B
n · Pct1(n), µCT2 =
∞∑
n=B
n · Pct2(n).
Similar to the one-machine case, the mean and standard deviation of the completion time
of the production run at the last machine, i.e., µCT2 , can also be calculated based on the
property of the absorbing state of the Markov chain.
4.4 Aggregation-based Approximate Performance Eval-
uation for Multi-Machine Lines
4.4.1 Aggregation procedure for two-machine lines
While Subsection 4.3.2 derives the exact formulas for performance evaluation in two-
machine lines, the complexity of the approach becomes much greater than the one-machine
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case. For example, consider a two-machine geometric line with a buffer of capacity N1 = 15
and production run size B = 80. According to (4.9), the underlying Markov chain has a
total of 4701 states. On the other hand, a one-machine line with B = 80 only has 161
states. In this subsection, an approximate method with significantly less computational
requirement is pursued. The core of this method is called equivalent aggregation developed
in [43], which aims to represent the aggregated behavior of a two-machine geometric line
using an equivalent single machine. Specifically, consider a two-machine geometric line with
infinite production run (i.e., B = ∞) shown in Figure 4.4(a). For this line, two types of
aggregations are defined: backward aggregation and forward aggregation. In the former,
the in-process buffer b1 and the downstream machine m2 are aggregated in the backward
direction with m1 to form virtual geometric machine m̂1 with time-varying breakdown and
repair probabilities P̂1(n) and R̂1(n), respectively (see Figure 4.4(b)). In the latter, the
buffer and the upstream machine are aggregated in the forward direction with m2 to form
virtual geometric machine m̂2 with time-varying breakdown and repair probabilities P̂2(n)
and R̂2(n), respectively (see Figure 4.4(c)). Under this representation, the consumption of
raw parts at the input of the line is characterized by virtual machine m̂1, while the production
of finished products is characterized by virtual machine m̂2. The formulas for calculating
virtual machine parameters P̂1(n), R̂1(n), P̂2(n) and R̂2(n) are derived by [43].
(a) Two-machine geometric serial line
    
(b) Backward aggregation (c) Forward aggregation
Figure 4.4: Two-machine geometric line and its equivalent aggregation
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Now consider the resulting two virtual one-machine systems, m̂1 and m̂2. Assume that
each operates independently on a production run of B parts. Apparently, the results from
Subsection 4.3.1 become applicable. Let ŵ(i) = [w
(i)
1 · · · w(i)S ]T , i = 1, 2, where S = 2B + 1
and w
(i)
j denotes the probability that the production run on m̂1 (if i = 1) or m̂2 (if i = 2)
is in state j of its corresponding Markov chain. Note that since the breakdown and repair
probabilities of m̂1 and m̂2 are all time-varying, both transition probability matrices are
also time-varying. Let Â(1)(n) and Â(2)(n) denote the transition probability matrices of the
Markov chains for m̂1 and m̂2 to process B parts, respectively. Then, following the discussion
of Subsection 4.3.1, we have
ŵ(1)(n+ 1) = Â(1)(n)ŵ(1)(n), ŵ(2)(n+ 1) = Â(2)(n)ŵ(2)(n).
To evaluate (approximate) the performance of the original system in Figure 4.3, the following
formulas are proposed:
P̂R(n) = [0 · · · 0︸ ︷︷ ︸
B zeros
1 · · · 1︸ ︷︷ ︸
B ones
0]ŵ(2)(n), (4.21)
ĈR(n) = [0 · · · 0︸ ︷︷ ︸
B zeros
1 · · · 1︸ ︷︷ ︸
B ones
0]ŵ(1)(n), (4.22)
P̂cti(n) = ŵ
(i)
2B(n), (4.23)
µ̂CTi =
∞∑
n=B
n · ŵ(i)2B(n). (4.24)
In addition, let WIP
(∞)
1 (n) denote the expected work-in-process of the two-machine line
of Figure 4.4(a) (i.e., with infinite production run B =∞) at the end of time slot n, which can
be calculated using the formulas derived by [43]. We propose to approximate the expected
number of products in the buffer at the end of time slot n of the original system (i.e., with
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finite production run of B parts) as follows:
Ŵ IP 1(n) = WIP
(∞)
1 (n) ·
(
1−
n∑
j=1
P̂ct2(j)
)
. (4.25)
As one can see, Ŵ IP 1(n) is calculated by reducing WIP
(∞)
1 (n) with the weight equal to the
probability that the production run is still unfinished at m2.
Compared to the exact analysis approach presented in Subsection 4.3.2, the aggregation-
based method requires computations on three smaller Markov chains instead of a large one.
Consider again a two-machine geometric line with buffer capacity 15 and production run
size 80. The aggregation-based approach only needs to deal with one Markov chain with 388
states (for the two-machine line with infinite production run) and two other Markov chains
(for the one-machine lines), each with 161 states. The exact analysis approach, on the other
hand, has to deal with a 4701-state Markov chain.
To assess the accuracy of the approximation method, numerical experiments were carried
out. A C++ program was developed to implement the equivalent aggregation method and
the approximation formulas above. Next, we generated 100,000 two-machine geometric lines
with system parameters randomly and uniformly selected from:
Ri ∈ (0.05, 0.5), ei ∈ (0.6, 0.99). (4.26)
As a result, the average downtime of a machine was randomly selected from 2 to 20 cycle
times, with efficiency from 60% to 99%. These parameter ranges were used so that they can
represent typical production situations on the factory floor. Then, the breakdown probability
can be calculated based on the relationship that Pi = Ri(1/ei−1). The capacity of the buffer
was randomly selected from
N1 ∈ {dTdown,ie, dTdown,ie+ 1, . . . , 5dTdown,ie}. (4.27)
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The initial state of each machine was selected up or down with probability 0.5. The size of
the production run was randomly selected from
B ∈ {20, . . . , 120}. (4.28)
To evaluate the accuracy of approximations (4.21)-(4.25), we calculate the approximation
errors for each line based on:
∆CTi =
|µ̂CTi − µCTi |
µCTi
· 100%, i = 1, 2, (4.29)
∆PR =
1
T
T∑
n=1
∣∣∣P̂R(n)− PR(n)∣∣∣
PRss
· 100%, (4.30)
∆CR =
1
T
T∑
n=1
∣∣∣ĈR(n)− CR(n)∣∣∣
PRss
· 100%, (4.31)
∆WIPi =
1
T
T∑
n=1
∣∣∣Ŵ IP i(n)−WIPi(n)∣∣∣
Ni
· 100%, i = 1, (4.32)
where µCTi , PR(n), CR(n), and WIPi(n) are the performance measures obtained by exact
analysis, PRss is the steady state production rate, and T is the smallest time instant such
that inequality
max
{
T∑
n=1
P̂ct,2(n),
T∑
n=1
Pct,2(n)
}
≥ 0.999
is observed for this line. Note that, for ∆PR, ∆CR, and ∆WIPi , the errors are normalized to
PRss and Ni to maintain consistent accuracy assessment throughout the entire production
run period. The statistics of these metrics are summarized in Table 4.1. As one can see, the
average approximation error of µCTi is well below 1% and the error is below 2.31% for 99%
of the cases studied. The approximation errors for PR(n) and CR(n) are similar: within
1% on average and below 2.9% in 99% of the cases. The approximation error for WIP1(n)
is the highest among all but still within 1% on average. It should be noted that the outliers
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observed during the investigation are mostly from cases with very small production runs. The
resulting short production completion times for these cases “amplify” the larger errors, which
may be just 2 or 3 time slots in absolute difference. Considering the fact that the machine
and buffer parameters of a production line are rarely known in practice with accuracy better
than 5%-10%, we conclude that the aggregation-based method proposed above can be used as
effective tools to estimate the transient performance and average production run completion
time of two-machine geometric serial lines with good accuracy.
Table 4.1: Approximation error of equivalent aggregation in two-machine lines
∆CT1 ∆CT2 ∆PR ∆CR ∆WIP1
Median 0.11% 0.10% 0.39% 0.20% 0.61%
Mean 0.32% 0.31% 0.56% 0.38% 1.16%
Standard deviation 0.46% 0.49% 0.58% 0.51% 1.16%
90th percentile 0.69% 0.67% 1.25% 0.93% 2.26%
99th percentile 2.31% 2.46% 2.89% 2.74% 5.44%
4.4.2 Aggregation procedure for M > 2-machine lines
For M > 2-machine lines, while the exact Markovian analysis-based approach is still
theoretically applicable, the number of states in the Markov chain grows exponentially and
the computational resources required is far from being practical. Thus, a computationally
efficient method must be pursued. To accomplish this, note that an aggregation-based
calculation procedure was derived by [43] to approximate the transient performance of a serial
production line with geometric machines and infinite production run (i.e., B =∞). In this
procedure, the M -machine serial production line is represented by M−1 virtual two-machine
lines constructed around each buffer in the M -machine line (see Figure 4.5). Specifically,
at buffer bi, virtual machines m
f
i and m
b
i+1 are introduced to behave as an “aggregation”
of all machines and buffers upstream and downstream of bi, respectively. Their breakdown
and repair probabilities P fi (n), R
f
i (n), P
b
i+1(n), R
b
i+1(n) are time-varying so as to capture
the transient behavior of the system. The calculation of the values of these parameters is
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designed such that the in- and outbound part streams at buffer bi in the M -machine line are
approximately equal to those in the virtual two-machine line. The formulas for calculating
P fi (n), R
f
i (n), P
b
i+1(n), and R
b
i+1(n) can be found in [43] and omitted in this Chapter.
Figure 4.5: Two-machine line representation at buffer bi for an M -machine geometric serial
line
At this point, we can apply the equivalent aggregation technique described in Subsection
4.4.1 to each of these virtual two-machine lines. This results in two virtual one-machine
systems for each of the M − 1 virtual two-machine lines above (see Figure 4.6). These
    
Figure 4.6: Equivalent aggregation of the virtual two-machine lines
machines (m̂fi and m̂
b
i+1) incorporate the effects of starvation and blockage from upstream
and downstream, and represent the parts flow at each single machine in the serial line. Let
P̂ fi (n), R̂
f
i (n), P̂
b
i+1(n), R̂
b
i+1(n) denote the breakdown and repair probabilities of the one-
machine systems. Then, it can be shown based on the aggregation procedure developed
by [43] that
P̂ fi (n) = P̂
b
i (n), R̂
f
i (n) = R̂
b
i(n), i = 2, . . . ,M − 1. (4.33)
In other words, virtual machines m̂fi and m̂
b
i are equivalent for i = 2, . . . ,M − 1. To avoid
confusion, we use m̂i represent either case and denote its parameters as P̂i(n), R̂i(n), i =
2, . . . ,M − 1. For m1 and mM , only m̂b1 and m̂fM exist from equivalent aggregation. To
maintain a consistent notation system, these two virtual machines are denoted as m̂1 and
m̂M , respectively, with parameters P̂1(n), R̂1(n), P̂M(n), and R̂M(n).
74
Now consider the resulting M virtual one-machine systems, m̂i’s. Assume that each
operates independently on a production run of B parts. Again, the results from Subsection
4.3.1 become applicable. Let ŵ(i) = [w
(i)
1 · · · w(i)S ]T , i = 1, . . . ,M , where S = 2B + 1 and
w
(i)
j denotes the probability that the production run on m̂i is in state j of its corresponding
Markov chain. In addition, let Â(i)(n) denote the transition probability matrix of the Markov
chains at time n for m̂i to process B parts. Then,
ŵ(i)(n+ 1) = Â(i)(n)ŵ(i)(n), i = 1, . . . ,M.
To evaluate the performance of the original system (Figure 4.1), the following expressions
are proposed:
P̂R(n) = [0 · · · 0︸ ︷︷ ︸
B zeros
1 · · · 1︸ ︷︷ ︸
B ones
0]ŵ(M)(n), (4.34)
ĈR(n) = [0 · · · 0︸ ︷︷ ︸
B zeros
1 · · · 1︸ ︷︷ ︸
B ones
0]ŵ(1)(n), (4.35)
P̂cti(n) = ŵ
(i)
2B(n), i = 1, . . . ,M, (4.36)
µ̂CTi =
∞∑
n=1
n · ŵ(i)2B(n), i = 1, . . . ,M. (4.37)
In addition, let WIP
(∞)
i (n) denote the expected work-in-process of the virtual two-machine
line of Figure 4.5 with infinite production run B = ∞, which can be calculated using the
formulas derived in [43]. Similar to the two-machine case, we propose to approximate the
work-in-process for the original system (i.e., with finite production run size B) using:
Ŵ IP i(n) = WIP
(∞)
i (n) ·
(
1−
n∑
j=1
P̂cti+1(j)
)
, i = 1, . . . ,M − 1. (4.38)
The accuracy of the performance approximation method was justified using a set of
simulation experiments. Specifically, a simulation program has been created using C++ to
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estimate the true values of the performance measures. We randomly generated 100,000 lines
for each M ∈ {3, 5, 10, 15, 20} for a total of 500,000 lines. The parameters of the lines were
selected from the same ranges as in the two-machine case. For each line, thus constructed,
we ran 10,000 replications of the simulation. This results in 95% confidence intervals of less
than 0.005 for PR(n) and CR(n); 0.05 for WIPi(n); and 0.01 for µCTi . In addition, we
evaluated the performance measures of each line using the aggregation-based approximation
method (4.34)-(4.38), and compared the results with those obtained by simulations. The
relative errors between the two methods were calculated and summarized in Tables 4.2-
4.5. As one can see, the approximation errors of CT and PR(n) grow as a function of M ,
while those of CR(n) and WIP (n) appear to be stationary with respect to M . Although
the approximation errors are greater than the two-machine case and also greater than the
Bernoulli line case (see [43]), the values are still viewed as accurate enough comparing to the
5%-10% precision error contained in the machine and buffer parameters of a production line
in practice.
Table 4.2: Approximation error of µCTi in M -machine lines
M Mean Median Std 90th pctl 99th pctl
3 0.91% 0.44% 1.33% 2.27% 6.66%
5 1.88% 1.18% 2.06% 4.52% 9.72%
10 3.11% 2.45% 2.63% 6.75% 11.55%
15 3.86% 3.32% 2.80% 7.72% 12.23%
20 4.45% 4.01% 2.85% 8.33% 12.64%
Table 4.3: Approximation error of PR(n) in M -machine lines
M Mean Median Std 90th pctl 99th pctl
3 1.44% 1.07% 1.15% 2.80% 6.00%
5 2.32% 1.77% 1.73% 4.55% 8.77%
10 3.87% 3.18% 2.10% 6.96% 9.79%
15 4.30% 3.93% 2.16% 7.28% 10.63%
20 5.14% 4.82% 2.30% 8.28% 11.65%
As an illustration of the accuracy of the approximation method, consider a ten-machine
line with machine and buffer parameters randomly generated as shown in Table 4.6. The
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Table 4.4: Approximation error of CR(n) in M -machine lines
M Mean Median Std 90th pctl 99th pctl
3 1.16% 0.85% 1.04% 2.27% 5.32%
5 1.64% 1.23% 1.43% 3.28% 7.35%
10 1.76% 1.29% 1.58% 3.66% 7.88%
15 1.40% 1.04% 1.24% 2.90% 6.17%
20 1.30% 0.96% 1.16% 2.70% 5.75%
Table 4.5: Approximation error of WIP (n) in M -machine lines
M Mean Median Std 90th pctl 99th pctl
3 1.44% 1.11% 1.08% 2.90% 5.16%
5 1.71% 1.50% 0.97% 2.98% 4.97%
10 1.87% 1.68% 0.92% 3.08% 4.84%
15 1.60% 1.49% 0.74% 2.61% 3.80%
20 1.57% 1.48% 0.71% 2.52% 3.53%
production run volume is 80 parts and the completion times at each machine obtained
by simulation and the approximation method are given in Table 4.7, along with the relative
errors between them. The transients of PR(n), CR(n) and WIPi(n), obtained by simulation
and the approximation method, are plotted in Figure 4.7 as functions of time n. As one
can see, the proposed method can approximate the transients of the consumption rate with
higher accuracy than those of the production rate. This phenomenon is commonly observed
among numerous cases and can be seen by comparing the corresponding entries in Table 4.3
and Table 4.4 as well. One possible reason can be attributed to the empty buffers when
the production run begins, which leads to less variability for parts entering the system. In
addition, the approximation accuracy for PR(n) is lower near the end of the production
run, which is also observed in many cases studied. More detailed investigations of the
approximation accuracy at different phases of a production run and effective methods to
reduce such errors will be carried out in future work.
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Figure 4.7: Transient performance of a ten-machine geometric line with a production run of
80 parts
Table 4.6: System parameters
i 1 2 3 4 5 6 7 8 9 10
Pi 0.022 0.041 0.047 0.016 0.011 0.036 0.020 0.019 0.019 0.044
Ri 0.061 0.162 0.218 0.204 0.054 0.150 0.129 0.145 0.132 0.134
Ni 25 15 8 5 42 16 22 10 22 –
si(0) 0 1 0 0 1 1 0 0 1 1
Table 4.7: Completion time approximation
i 1 2 3 4 5 6 7 8 9 10
µsimCTi 127.51 145.62 156.85 161.81 165.02 174.97 180.36 186.48 190.97 201.53
µ̂CTi 127.07 141.36 148.26 151.69 161.12 170.34 175.47 181.35 185.60 195.42
∆CTi 0.35% 2.93% 5.48% 6.26% 2.36% 2.64% 2.71% 2.75% 2.81% 3.03%
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4.5 System-theoretic Properties
While the properties of geometric serial lines during steady state have been investigated,
the transient behavior has not been systematically discussed. In this section, we study some
of the most important system properties in the framework of geometric serial lines completing
finite production runs.
4.5.1 Stationary completion time
As noted by [43, 92], the transients of a serial line with geometric machines can be
attributed to three sources: the transients of individual machines from their initial states,
the transients of the buffers from initial occupancy, and their coupled interactions. When
working with a production run, the initial occupancy of all buffers is fixed (empty) but the
initial states of the machines are still variables. To “filter out” the effects of machine initial
states on the production run completion and to focus only on the effects caused by the
machines’ breakdown and repair probabilities and buffer capacity, we introduce below the
definition of stationary completion time. Specifically, let µCTi(s(0)) denote a production run’s
completion time at machine mi under initial machine state s(0) = [s1(0) s2(0) . . . sM(0)]. For
geometric machine mi, if it is in steady state, then we have
P [si(0) = ξi] = e
ξi
i (1− ei)1−ξi , ξi ∈ {0, 1}, (4.39)
and, thus, for ξ = [ξ1 ξ2 . . . ξM ] and ξi ∈ {0, 1},
P [s(0) = ξ ] =
M∏
i=1
eξii (1− ei)1−ξi , (4.40)
79
Next, define stationary completion time as
µ¯CTi =
∑
ξ∈{0,1}M
µCTi(s(0) = ξ)P [s(0) = ξ ]. (4.41)
Clearly, µ¯CTi can be viewed as the average of the production run’s completion time across
all possible machine initial states.
In the subsequent part of this section, we will discuss the properties of µ¯CTi as a function
of machine and buffer parameters Pi, Ri, and Ni.
4.5.2 Reversibility and monotonicity
Reversibility: Consider a geometric line defined by assumptions (i)-(viii) and its reverse
(see Figure 4.8). Then, the stationary completion times of the original line (with superscript
......
(a) Original line L
......
(b) Reversed line Lr
Figure 4.8: Geometric serial line and its reverse
L) and the reversed line (with superscript Lr) are practically always equivalent, i.e.,
µ¯LCTM ≈ µ¯LrCTM . (4.42)
Justification: The justification of the reversibility property was carried out using the
same 600,000 lines generated in the previous section. Stationary completion times for each
line and its reverse were calculated. The average relative error between µ¯LCTM and µ¯
Lr
CTM
is less than 0.15% and the 90th percentile is less than 0.5%. Therefore, we claim that
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the reversibility property holds. Note that, since the property is justified using numerical
experiments instead of analyitcal proof, we use the term “practically always” in the statement
of this and all subsequent properties studied.
Practical implications : The reversibility property implies that it takes, on average, the
same amount of time for the same production run to exit the last machine in both the original
and the reversed production lines. Meanwhile, the behavior of other performance measures,
(e.g., average work-in-process, and production completion times at other machines) may be
different when the line is reversed. In general, when better (e.g., more reliable) machines are
placed towards to front of the line, the completion times at machines other than the last one
can be reduced due to less variability, and, thus, allow longer preparation time for the next
production run in practice. This placement, however, may lead to larger work-in-process
during the production process. Similar observations have been made for serial lines with
Bernoulli machine as well (see [81]).
Monotonicity: Consider a geometric line defined by assumptions (i)-(viii). Then, its
stationary completion time µ¯CTi , i = 1, . . . ,M , is practically always
• monotonically decreasing in Nj and Rj, j = 1, . . . ,M , and
• monotonically increasing in Pj, j = 1, . . . ,M .
Justification: The justification of the monotonicity property was carried out using the
same 600,000 lines generated in the previous section. Stationary completion time of each
line was evaluated with the machine and buffer parameters changed, one at a time. As a
result, no counterexample were found. Therefore, we claim that the monotonicity property
holds.
Practical implications : For serial lines with Bernoulli machines, [81] show that the com-
pletion time is monotonically increasing in machine efficiency and buffer capacity as well.
In the case of geometric lines, the above property indicates that increasing the machines’
uptime, enlarging buffer capacity, and/or decreasing the machines’ downtime always lead to
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shortened average completion time for every machine in the production line. On the other
hand, it should be noted that the above result does not address the monotonic property of
µ¯CTi with respect to the efficiency of the machines, ei. Indeed, since ei depends on both Pi
and Ri in that ei = Tup,i/(Tup,i +Tdown,i) = Ri/(Ri +Pi), changing ei cannot uniquely deter-
mine the corresponding changes in Pi and Ri. As a matter of fact, even for fixed ei, different
combinations of Pi and Ri may lead to different system performance. This is discussed next.
4.5.3 Effects of up- and downtime
Consider an M -machine serial line defined by assumptions (i)-(viii). Assume the param-
eters of one of the machines, mi0 , are modified such that the machine’s efficiency remains
the same, while its breakdown and repair probabilities are modified simultaneously by the
same factor k > 0 (see Table 4.8). Clearly, the efficiency of the machine remains the same,
while the machine’s average up- and downtime will either increase (if k < 1) or decrease (if
k > 1).
Table 4.8: Parameters of machine mi0
Breakdown prob. Repair prob. Avg. uptime Avg. downtime Efficiency
Before Pi0 Ri0 1/Pi0 1/Ri0
Ri0
Pi0+Ri0
After kPi0 kRi0 1/(kPi0) 1/(kRi0)
kRi0
kPi0+kRi0
Property 1 Let µ¯beforeCTM and µ¯
after
CTM
denote the stationary completion time of the serial line
before and after the parameter modification shown in Table 4.8. Then, practically always,
• µ¯beforeCTM > µ¯afterCTM , if k > 1;
• µ¯beforeCTM < µ¯afterCTM , if k < 1.
Justification: The justification of this property was carried out using the same 600,000
lines generated in the previous section. Without loss of generality, for each line, we examined
the property for each machine by randomly selecting k for (0, 1). The resulting stationary
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completion time was evaluated and compared with the one of the original line. As a result,
no counterexample to this property were found. Therefore, we claim that the Property 1
holds.
Practical implication: This property implies that when the efficiency of a machine is
fixed, the ones with shorter up- and downtimes are preferred to reduce the completion time
of a completion time. This property is also observed in steady state operation as shorter
up- and downtime can lead to larger steady state production rate, PRss. This is mainly due
to the finite “protection” capacity offered by the buffers, as longer downtime requires larger
buffers to avoid machine starvations and blockages.
As an illustration, consider a five-machine geometric serial line. Assume ei = 0.8, Ri =
0.1, i ∈ {1, 2, 4, 5}, and all buffers have identical capacity, Ni = 10. For this system, we
increase the average downtime of machine m3 from 3 to 20, while fixing its efficiency at
e3 = 0.8. The resulting stationary completion time of the system for a production run of
B = 50 parts as a function of Tdown,3 is given in Figure 4.9. As one can see, the stationary
completion time increases with Tdown,3 (almost linearly) as the above property suggests.
Tdown;3
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Figure 4.9: Stationary completion time vs. Tdown while fixing machine efficiency
On the other hand, however, one may argue that the disadvantage of machine with longer
up- and downtimes may be leveraged by using larger buffer capacities. This aspect of the
system property is addressed next.
Definition 1 Consider two M-machine serial lines defined by assumptions (i)-(viii): L1
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and L2. Let Pi,Lj , Ri,Lj denote the breakdown and repair probabilities of the i-th machine in
line Lj, respectively, and let Ni,Lj denote the capacity of the i-th buffer in line Lj. Then,
serial lines L1 and L2 are called steady state similar (SSS) if
Pi,L1
Pi,L2
=
Rj,L1
Rj,L2
=
Nl,L2
Nl,L1
= k, ∀i, j ∈ {1, . . . ,M}, l ∈ {1, . . . ,M − 1}. (4.43)
In other words, the up- and downtimes of the machines in a line are proportional to the
corresponding ones in the other line. Moreover, it can be shown that two SSS lines L1 and
L2 have identical steady state production rates, i.e., PR
L1
ss = PR
L2
ss . Let µ¯
Lj
CTM
denote the
stationary completion time of the same production run at the M -th machine in line Lj,
j = 1, 2.
Property 2 Consider two SSS geometric lines defined above. Then, practically always,
• µ¯L1CTM < µ¯L2CTM , if k > 1;
• µ¯L1CTM > µ¯L2CTM , if k < 1.
Justification: The justification of this property was carried out using the same 600,000
lines generated in the previous section as L1’s. Without loss of generality, for each line,
we examined the property for generating an L2 line by randomly selecting k from (0, 1).
The resulting stationary completion time was evaluated and compared with the one of the
original line. As a result, no counterexample to this property were found. Therefore, we
claim that the Property 2 holds.
Practical implication: This property implies that even when larger buffers are used to
accommodate longer downtimes and to maintain same performance level during steady state,
the ones with shorter up- and downtimes are still preferred to reduce the completion time of
a production run. This is due to the fact that a production run starts with all buffers being
empty and that systems with shorter up- and downtime machines and smaller buffers reach
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steady state from empty buffers faster than systems with longer up- and downtime machines
and larger buffers.
As an illustration, consider a five-machine geometric serial line, in which all machines
have identical parameters, i.e., Pi =: P , Ri =: R, and all buffers have identical capacity,
Ni =: N . For this system, we increase Tdown of all machines from 3 to 20, while fixing the
efficiency of the machines at e = R/(P + R) = 0.8 and the buffer capacity equal to one
downtime, i.e., N = Tdown = 1/R. Clearly, while Tdown changes, the systems remain SSS
since the machine efficiency remains fixed and the buffer capacity changes in proportion
with Tdown. The resulting stationary completion time of the system for a production run of
B = 50 parts as a function of Tdown is given in Figure 4.10. As one can see, the stationary
completion time increases with Tdown (almost linearly).
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Figure 4.10: Stationary completion time vs. Tdown for SSS lines
4.6 Summary
In this Chapter, we study the behavior of serial production lines with geometric ma-
chines and finite buffers, completing a production run of a certain number of parts. Exact
closed-form expressions are derived based on Markovian analysis to calculate the perfor-
mance measures for one- and two-machine systems. For systems with multiple machines,
computationally efficient algorithms are developed based on equivalent aggregation to ap-
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proximate the system performance measures with high accuracy. In addition, numerical
experiments show that if the machines are all in steady state when the system starts opera-
tion, then the average completion times at all machines are monotonic functions of machine
and buffer parameters. Moreover, the average completion time at the last machine remains
the same when the parts flow is reversed. Finally, it is shown that machines with shorter up-
and downtimes tend to result in shorter average completion time due to better protection
provided by the buffers and faster transients.
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Chapter 5
TRANSIENT PERFORMANCE ANALYSIS OF CLOSED
PRODUCTION LINES WITH BERNOULLI MACHINES,
FINITE BUFFERS AND CARRIERS
5.1 Introduction
In many production systems, the products usually undergo a number of processing steps,
arranged in a serial manner, before entering the next stage (e.g., warehouse, shipping).
While the actual physical layout of the system may take different patterns (e.g., L, U or S
shapes) for saving space and convenient monitoring, they all can be viewed as serial lines.
In addition, to allow easier material handling, many production lines are equipped with
dedicated carriers that are used to transport the intermediate products in the production
process. Specifically, a raw part entering the system is first loaded on a carrier (sometimes
referred to as pallet, skid, etc.) at the input of the first machine, and then transported on
this carrier to all subsequent machines and buffers. Finally, upon completion of the last
operation, the finished part is unloaded, while the associated carrier is released and sent
back to the first machine to pick up another incoming raw part. Since, in this situation, the
number of parts in the system is bounded by the number of available carriers, such serial
lines are called closed with respect to carriers (or just closed).
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Performance evaluation of closed production lines have been discussed in the literature
for decades (see a review article [93]). Specifically, asymptotic reliable two-machine, two-
buffer closed lines are studied in [32] by converting the closed line into an equivalent open
serial line. A case study at an automotive paint shop is described to demonstrate the efficacy
of the approach. In addition, paper [33] presents a decomposition approach to approximate
the system production rate for homogeneous closed production lines. The decomposition
approach is extended in [34] to closed lines with geometric machines by introducing a virtual
failure mode to account for the blocking or starving effect due to downstream and upstream
machines. However, due to low computational efficiency, such a method is only applicable
to small systems. Following this work, algorithms are developed in [94] and [95] for approxi-
mate performance calculation of larger closed lines. In addition, throughput approximation
methods for finite buffered closed production systems with unreliable machines and expo-
nentially distributed processing times are developed in [96]. An approximation analytical
method for evaluating the average values of throughput and buffer levels of closed lines with
three machines are proposed in [97]. An application study of closed loop system analysis
and improvement at an automotive body shop is introduced in [98].
Moreover, various system-theoretical properties of closed production lines have also been
investigated. For example, the effects of the number of carriers on closed line throughput is
discussed in [99], which develops an empirical formula to calculate the optimal number of
carriers.
It should be noted that, the results reported in the current literature are only applicable to
steady state operations of closed lines. On the other hand, the recent advancement in smart
manufacturing has generated great demand to study the transient and dynamic behavior of
production systems, which is of critical importance in developing real-time production control
algorithms. At present, most of the results on production systems transients are for open
serial lines and assembly systems (see, for instance, [81,100,101]), while transient behavior of
closed lines has not been studied. Thus, this paper is contributed to this end. Specifically, we
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look at closed production lines with finite buffers and machines having Bernoulli reliability
model, and derive analytical formulas and algorithms to calculate the transient evolution of
the performance measures of the production line.
In this Chapter, we study transient performance of closed serial lines with machines hav-
ing the Bernoulli reliability model. Specifically, exact mathematical model for the system
considered is derived based on Markov analysis. Then, formulas for calculating the sys-
tem’s performance measures during transients are obtained based on the model. Finally,
an approximation method is proposed to estimate a closed Bernoulli line’s performance in
completing a finite production run.
The remainder of the Chapter is organized as follows: Section 5.2 introduces the model
and defines the performance measures for the systems under consideration. In Section 5.3,
we derive exact formulas to calculate the transient performance measures of closed Bernoulli
lines under given initial conditions, using Markovian analysis. Then, an approximation
method for performance evaluation of closed Bernoulli lines completing a finite production
run is proposed in Section 5.4. The accuracy of this method is justified using numerical
simulations.
5.2 Model and Performance Measures
5.2.1 Model
Consider a closed-loop production line in Figure 5.1 defined by the following assumptions:
(i) The system consists of M machines (represented by circles), M − 1 in-process buffers
and one carriers buffer (represented by rectangles). The arrows indicate the direction
of carriers flow.
(ii) The machines, mi, i = 1, . . . ,M , have constant and identical cycle time τ . The time
89
Figure 5.1: Bernoulli closed production line
axis is slotted with duration τ .
(iii) Each in-process buffer, bi, i = 1, . . . ,M − 1, is characterized by its capacity, 0 < Ni <
∞.
(iv) The parts are transported within the system on carriers, i.e., the parts are placed on
carriers at the input of machine m1, and m1 is starved for carriers when b0 is empty;
the parts are removed from carriers at the output of machine mM , and mM is blocked
when b0 is full and m1 is down or blocked. The total number of carriers is S and the
capacity of the empty carrier buffer, b0, is N0.
(v) The machines obey the Bernoulli reliability model, i.e., machine mi, i = 1, . . . ,M , has
two reliability status: up with probability pi and down with 1 − pi. Parameter pi is
called the efficiency of mi.
(vi) Machine mi, i = 1, . . . ,M is starved during a time slot if it is up and buffer bi−1 is
empty at the beginning of the time slot.
(vii) Machine mi, i = 1, . . . ,M − 1, is blocked during a time slot if it is up, buffer bi has Ni
parts at the beginning of the time slot and machine mi+1 fails to take a part during
that time slot. Machine mM is blocked if buffer b0 is full and m1 fails to take a part
during the time slot.
(viii) The system is assumed as operating under a finite production run-based regime with
the run size equal to B [81]. All the machines are started up at the same time at
the beginning of the production and each machine stops operating as soon as it has
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finished processing all B parts.
(ix) Assume N0 > S. All the empty carriers are in the carrier buffer N0 initially. This is
practical in factory since carriers buffer is usually large enough to hold all the carriers
at the beginning and hence there is no blockage for the last machine but still starvation
for the first machine.
5.2.2 Performance measures
In this paper, the performance measures of interest are:
Production Rate, PR(n) = the expected number of finished parts produced by mM in
time slot n+ 1;
Consumption Rate, CR(n) = the expected number of raw parts consumed by m1 in time
slot n+ 1;
Work-in-process of buffer bi, WIPi(n) = the expected number of parts in buffer bi at the
beginning of time slot n+ 1;
Machine Starvation, STi(n) = the probability that the machine mi is starved in time slot
n+ 1;
Machine Blockage, BLi(n) = the probability that the machine mi is blocked in time slot
n+ 1.
Note that, WIP0 denotes the expectation of the free carriers number.
Since the Bernoulli random variable is memoryless, the closed production line modeled by
under assumptions (i)-(vii) is characterized by a homogeneous Markov chain with the state
being the number of parts/carriers in the in-process buffers and the carrier return buffer.
In the subsequent sections, we present exact and approximate methods to calculate these
performance measures in transient regime.
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5.3 Exact Transient Performance Evaluation of Closed
Production Lines
Transient performance evaluation of a production system amounts to calculating the
evolution of the system’s performance measures from a given initial condition. In this section,
we derive exact formulas to accomplish this.
Consider a closed production line defined by assumptions (i)-(vii). Let hi(n), i =
0, · · · ,M − 1, denote the number of parts/carriers in buffer bi at the end of time slot n.
The state of the Markov chain that characterizes the system is given by
h(n) = [h0(n) h1(n) h2(n) · · · hM−1(n)],
hi(n) ∈ {0, 1, · · · , Ni}, i = 0, 1, · · · , M − 1.
Then, according to the operation of the system defined by assumptions (i)-(vii), the dynamics
of the production system are given by:
hi(n+ 1) = h
′
i(n+ 1) + βi(n+ 1) · γi(n+ 1) ·min{hi−1(n), Ni − h′i(n+ 1), 1},
i = 1, 2, · · · ,M − 1,
h0(n+ 1) = h
′
0(n+ 1) + βM(n+ 1) · γM(n+ 1) ·min{hM−1(n), 1},
(5.1)
where
h′M−1(n+ 1) = hM−1(n)− βM(n+ 1) · γM(n+ 1) ·min{hM−1(n), 1},
h′i(n+ 1) = hi(n)− βi+1(n+ 1) · γi(n+ 1) ·min{hi(n), Ni+1 − h′i+1(n+ 1), 1},
i = M − 2, · · · , 1,
h′0(n+ 1) = h0(n)− β1(n+ 1) · γ1(n+ 1) ·min{h0(n), N1 − h′1(n+ 1), 1},
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βi(n) ∈
 1, if mi is up,0, if mi is down, i ∈ {1, 2, · · · ,M},
γi(n) =

1, if Ni − hi(n− 1) > 0,
1, if Ni − hi(n− 1) = 0, and βi+1(n) = 1, γi+1(n) = 1,
0, otherwise,
i ∈ {1, · · · ,M − 1},
γM(n) =

1, if N0 − h0(n− 1) > 0,
1, if N0 − h0(n− 1) = 0, and β1(n) = 1, γ1(n) = 1,
0, otherwise.
Clearly, the maximum number of states of this Markov chain is S =
∏M−1
i=0 (Ni + 1).
To calculate the transition probability matrix of this Markov chain, we first arrange all
the system states based on the buffer occupancy, as illustrated in Table 5.1. Then, given
Table 5.1: Arrangement of the system states
State h0 h1 · · · hM−2 hM−1
1 0 0 · · · 0 0
2 0 0 · · · 0 1
· · · · · · · · · · · · · · · · · ·
NM−1 + 1 0 0 · · · 0 NM−1
NM−1 + 2 0 0 · · · 1 0
NM−1 + 3 0 0 · · · 1 1
· · · · · · · · · · · · · · · · · ·
S − 1 N0 N1 − 1 · · · NM−2 NM−1 − 1
S N0 N1 · · · NM−2 NM−1
any buffer state h = [h0 h1 · · · hM−1], its corresponding state number under the above
arrangement is given by:
α(h) =
M−1∑
i=0
hiξi+1 + 1, (5.2)
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where
ξi =

∏M−1
j=i (Nj + 1), i = 0, ...,M − 1,
1, i = M.
(5.3)
In addition, let vector Qα represent the buffer state h that corresponds to state number α,
and let Qα,i denote the occupancy of buffer bi under this state. For example, if M = 3, N0 =
3, N1 = 5, N2 = 4, then buffer occupancies combination h = [1 2 4] corresponds to state
number α(h) = 53. On the other hand, Q53 represents system state with buffer occupancy
h = [1 2 4], i.e., Q53,0 = 1, Q53,1 = 2, Q53,2 = 4.
It should be noted that many of the states in Table 5.1 are unreachable due to fixed carrier
number. Indeed, all reachable states in this Markov chain should satisfy
∑M−1
k=0 hk = C, i.e.,
the total number of parts/carriers in all buffers is exactly equal to the total carrier number
C. Thus, we can construct a state space of this Markov chain with only the reachable states
based on the above constraint. The procedure to obtain this reduced state space is given in
Table 5.2, where S˜ is the total number of reachable states and Rj represents the buffer state
that corresponds to each reachable state. For example, consider the same three-machine
closed line above with carrier number C = 7. For this system, the maximum state number
is S =
∏M−1
i=0 (Ni + 1) = 120. After applying the state reduction procedure, only S˜ = 17
reachable states remain. Furthermore, state Q53 = [1 2 4] in the original state space becomes
R4 in the reduced state space.
To calculate the transition probabilities among the system states, note that for each time
slot the sample space is comprised of a total of 2M combinations of machine status. Let
si(n) = 0 (down), 1 (up), denote the status of machine mi during time slot n. Then,
P [s1(n) = ζ1, ..., sM(n) = ζM ] =
M∏
i=1
pζii (1− pi)1−ζi , ζi ∈ {0, 1}. (5.4)
Thus, for reachable state i, i = 1, · · · , S˜, we can enumerate all 2M combinations of machine
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Table 5.2: Procedure for state space reduction
start
Let j=1
for i=1:S
if
∑M−1
k=0 Qi,k = C;
Rj = Qi;
j++;
elseif
∑M−1
k=0 Qi,k 6= C
continue
end
Let S˜= j;
end
status and determine the corresponding outcome states using equation (5.1). Then, the
combinations of machine status that lead to the same outcome state j, j = 1, · · · , S˜, are
identified and the probabilities of these combinations are summed to obtain the transition
probability from the original state i to this particular outcome state j. Repeat this procedure
for all S˜ states then all transition probabilities as well as the transition probability matrix
of the Markov chain are obtained. Let x(n) = [x1(n) · · · xS˜(n)]T , where xj(n) denote
the probability that the system is in state Rj, and let A
cl
M denote the transition probability
matrix after the state space reduction. Then, the evolution of system state becomes:
x(n+ 1) = AclMx(n), x(0) = [0 0 ... xj0 = 1 0 ... 0], (5.5)
where Rj0 represents the initial buffer state. Then, under the reduced state space, the
system’s transient performance measures can be calculated by
PR(n) = V1x(n), CR(n) = V2x(n),
WIPi(n) = V3,ix(n), i = 0, · · · ,M − 1,
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BLi(n) = V4,ix(n), i = 1, · · · ,M,
STi(n) = V5,ix(n), i = 1, · · · ,M,
(5.6)
where
V1 = [v1,1 v1,2 · · · v1,S˜], V2 = [v2,1 · · · v2,S˜],
V3,i = [R1,i R2,i · · · RS˜,i], i = 0, 1, ...,M − 1,
V4,i = [v4,i,1 v4,i,2 · · · v4,i,S˜], i = 1, ...,M − 1,
V4,M = [v4,M,1 v4,M,2 · · · v4,M,S˜],
V5,i = [v5,i,1 v5,i,2 · · · v5,i,S˜], i = 1, ...,M,
with Rj,i being the jth element of Ri and
D1 = argmax u{
u∑
i=0
Rj,i =
u∑
i=0
Ni}, D2 = argmax u{
u∑
i=2
Rj,i =
u∑
i=2
Ni},
D3,i = argmax u{
u∑
k=i+1
Rj,i =
u∑
k=i+1
Nk}, D4,i = argmax u{
u∑
k=0
Rj,i =
u∑
k=0
Nk},
D5 = argmax u{
u∑
i=0
Rj,i =
u∑
i=0
Ni},
v1,j =

0, if Rj,M−1 = 0
pM
∏D1+1
i=1 pi, if Rj,M−1 = N0 and D1 < M − 1,∏D1+1
i=1 pi, if Rj,M−1 = N0 and D1 = M − 1,
pM , otherwise,
v2,j =

0, if Rj,0 = 0,∏D2+1
i=1 pi, if Rj,0 = N1,
p1, otherwise,
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v4,i,j =

pi(1−
∏D3,i+1
k=i+1 pk), if Rj,i = Ni, D3,i < M − 1,
pi(
∏M
k=i+1 pk)(1−
∏D4,i+1
l=1 pl), if Rj,i = Ni, D3,i = M − 1, D4,i < i− 2,
1−∏Mi=1 pi, if Rj,i = Ni, D3,i = M − 1, D4,i = i− 2,
0, otherwise,
v4,M,j =

1− pM
∏D5+1
i=1 pi, if Rj,0 = N0 and D5 < M − 1,
1− pM
∏D5+1
i=1 pi, if Rj,0 = N0 and D5 = M − 1,
0, otherwise,
v5,i,j =
 pi, if Rj,i−1 = 0,0, otherwise.
5.4 Decomposition-based Approximation Analysis for
Closed Lines with Finite Production-runs
The previous section discusses the calculation of a closed Bernoulli line’s evolution from
a given initial condition. Clearly, as time n tends to infinity, the system state x(n) and the
transient performance measures all approach their steady state values. On the other hand,
if the system is commanded to produce exactly a given number of products, the steady state
may never be reached. In this scenario, it is apparently of interest to understand the system’s
behavior/performance as a function of time, and to quantify the time needed to complete
all products required. This is studied in this section.
Specifically, we assume that the closed production line is operated to complete a total of
B products (referred to as a production run of B products). In addition, we assume that
C ≤ N0 and all carriers reside in the return carrier buffer b0 initially. Finally, a machine
stops operating as soon as it has finished processing B products. Production run-based
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manufacturing is commonly seen in manufacturing processes with products having high
variety of customization. For such systems, in addition to the performance measures defined
in Subsection 5.2.2, it is of clear importance to be able to calculate the completion times of
a production run at the machines. Let cti denote the time when machine mi completes all
B parts. We denote its probability mass function as
Pcti(n) = P [cti = n], (5.7)
and let CTi denote its expected value. In this section, we derive an analytical algorithm to
approximate CTi and the system’s transient performance measures with high accuracy.
5.4.1 Decomposition-based approximation algorithm
The behavior of a production run-based closed Bernoulli line is still defined by a Markov
chain. In addition to buffer occupancies, the state of this Markov chain now contains the
number of finished parts at each machine. This enlargement of the state space, however,
may lead to intractable computational requirement even under the state space reduction
described in Section 5.3. Thus, to overcome this problem, a decomposition-based approxi-
mation method is proposed.
Specifically, two types of auxiliary lines are introduced to approximate the performance
of an M -machine closed Bernoulli line (referred as the original line). The first is an M -
machine closed line with the same machines and buffers as the original line except that this
auxiliary line has infinite raw material at the input of m1 (see Figure 5.2(a)). This line is
constructed to capture the system dynamics caused by the circulation of carriers. Clearly,
the transient performance of this auxiliary line can be analyzed using (5.5) and (5.6) under
initial condition RS˜ = [C 0 0 · · · 0].
Secondly, a set of auxiliary one-machine lines with production-run size B are constructed
(see Figure 5.2(b)), where m̂i is a virtual machine in place of the machine mi in the original
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line. The efficiency of m̂i is time-varying and denoted as p̂i(n) such that
p̂i(n) = pi −BL(∞)i (n)− ST (∞)i (n) +BL(∞)i (n)ST (∞)i (n), (5.8)
where BL
(∞)
i (n) and ST
(∞)
i (n) are the blockage and starvation probabilities of mi at time
slot n in the auxiliary M -machine line.
(a) Auxiliary M -machine line
(b) Auxiliary one-machine line
Figure 5.2: Auxiliary lines for decomposition-based approximation
To analyze the auxiliary one-machine lines, note that each one of them is defined by a
Markov chain with the state being the number of parts completed by this machine (refer
to [81]). Let x
(i)
f (n) = [x
(i)
f,0(n) x
(i)
f,1(n) ... x
(i)
f,B(n)]
T , where x
(i)
f,j(n) denote the probability that
machine m̂i has produced j parts at the end of time slot n. The evolution of x
(i)
f (n) is then
given by the following linear time-variant equation:
x
(i)
f (n+ 1) = A
(i)
f (n)x
(i)
f (n), (5.9)
with initial condition
x
(i)
f (0) = [1 0 · · · 0 0]T .
The time-varying transition probability matrix A
(i)
f (n) during time slot n can be calculated
as follows:
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A
(i)
f (n) =

1− p̂i(n)
p̂i(n) 1− p̂i(n)
p̂i(n)
. . .
. . . 1− p̂i(n)
p̂i(n) 1

, (5.10)
where p̂i(n) is calculated based on equation (5.8) from the auxiliary M -machine line tran-
sients.
As one can see, these one-machine lines are constructed to incorporate the dynamics of
product/carrier flow through p̂i’s and are operated under the same production run of the
original closed line. Thus, we propose to approximate the production run completion time
of the closed line based on the completion time of the auxiliary one-machine lines as follows
P̂cti(n) = V6,i(n)x
(i)
f (n), i = 1, · · · ,M, (5.11)
where
V6,i(n) = [01,B−1 p̂i(n) 0], i = 1, · · · ,M.
Finally, combining both the M -machine auxiliary line and the one-machine auxiliary
lines, we propose to approximate the performance measures of the original closed line with
finite production-run as follows:
P̂R(n) = V1x(n)(1− x(M)f,B ), ĈR(n) = V2x(n)(1− x(1)f,B),
Ŵ IPi(n) = V3,ix(n)(1− x(i+1)f,B ), i = 0, · · · ,M − 1,
B̂Li(n) = V4,ix(n)(1− x(i)f,B), i = 1, · · · ,M,
ŜTi(n) = V5,ix(n)(1− x(i)f,B), i = 1, · · · ,M,
ĈTi(n) =
∞∑
n=1
nP̂cti(n), i = 1, · · · ,M.
(5.12)
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The idea of these performance approximations is to discount the transient performance
of the line with infinite production run (calculated based on the auxiliary M -machine line
using (5.5) and (5.6)) by the probability that the production run is not completed yet at the
corresponding machine.
5.4.2 Accuracy of the proposed approximation method
To investigate the accuracy of the performance approximation method proposed above,
numerical experiments were carried out. Specifically, we studied closed Bernoulli lines with
M belonging to {3,4,5,6}. For each M , a total of 10,000 lines were generated with system
parameters randomly and uniformly selected from the following sets:
B ∈ {20, 21, . . . , 100}, pi ∈ (0.7, 1), i = 1, ...,M,
Ni ∈ {3, 4, 5}, i = 1, ...,M − 1, N0 ∈ {6, 7, 8}, C ∈ {M,M + 1, ..., N0}.
(5.13)
For each line, thus constructed, we calculated its performance measure approximations using
equation (5.12). For comparison, a simulation program has been created according to the
system dynamics to estimate the true values of the performance measures. To evaluate the
accuracy of the proposed method, we calculate the average approximation errors for each
line based on:
δPR =
1
T
T∑
n=1
|P̂R(n)− PRsim(n)|
PRss
· 100%,
δCR =
1
T
T∑
n=1
|ĈR(n)− CRsim(n)|
PRss
· 100%,
δWIP =
∑M−1
i=0
∑T
n=1
|Ŵ IP i(n)−WIP simi (n)|
Ni
· 100%
MT
,
δCT =
1
M
M∑
n=1
|ĈTi − CT simi |
CT simi
· 100%,
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δST =
1
MT
M∑
i=1
T∑
n=1
|ŜT i(n)− ST simi (n)|,
δBL =
1
MT
M∑
i=1
T∑
n=1
|B̂Li(n)−BLsimi (n)|,
(5.14)
where PRss is the line’s steady state production rate obtained using simulation, and T is
the smaller time instant such that
min
{
T∑
n=1
P̂ctM (n),
T∑
n=1
P simctM (n)
}
≥ 0.999. (5.15)
The results of the approximation error of the proposed method are summarized using
box plots in Figure 5.3. It can be seen from the figure, the medians of δPR, δCR and δWIP are
typically around 1-3%. The medians approximation error of the production run completion
time are even smaller: below 0.4% in all cases studied. The results on δBL and δST also
show that the approximation method has good accuracy. Considering the machine and
buffer parameters of a production line are rarely known in practice with accuracy better
than 5%-10%, we conclude that the proposed approximation method can provide accurate
performance evaluation for such systems.
As an illustration, consider the five-machine line shown in Figure 5.5, where the numbers
above the machines and buffers are their efficiencies and capacities, respectively. In addi-
tion, assume that the system has a total of C = 10 carriers and a production run of B = 60
products. The transient performance of this line, evaluated by both simulation (left column)
and the proposed approximation method (right column) are given in Figure 5.4. The pro-
duction run completion times at each machine, evaluated by both methods, are summarized
in Table 5.3. Clearly, the proposed approximation method is capable of evaluating the tran-
sient performance measures of the closed line with high accuracy. As far as computation
time is concerned, it takes 24.6 seconds to obtain the simulation results using Matlab on a
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Figure 5.3: Approximation error of the proposed method
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Simulation Approximation
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Figure 5.4: Comparison of simulation and approximation methods for transient performance
evaluation
Figure 5.5: 5-machine closed Bernoulli line with finite production run size B=60
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computer with Intel Core i7-4770 CPU and 8GB RAM, while the proposed approximation
method takes only 9.2 seconds on the same computer.
Table 5.3: Completion time at each machine
CT1 CT2 CT3 CT4 CT5
Approximation 72.8 74.9 76.7 79.5 81.2
Simulation 73.0 75.0 76.9 79.6 81.5
5.5 Summary
In this Chapter, we study transient performance of closed serial lines with machines hav-
ing the Bernoulli reliability model. Specifically, exact mathematical model for the system
considered is derived based on Markov analysis. Then, formulas for calculating the system’s
performance measures during transients are obtained based on the model. Finally, an ap-
proximation method is proposed to estimate a closed Bernoulli line’s performance with a
finite production run.
To extend the current results in future work, machines with other reliability models (e.g.,
geometric or exponential) will be studied; system transient properties will be investigated
and compared to those studied in steady state; from the aspects of energy-efficient control
and best throughput performance, the machine operation and carriers control will also be
studied.
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Chapter 6
PERFORMANCE ANALYSIS OF ASSEMBLY SYS-
TEMS WITH BERNOULLI MACHINES AND FINITE
BUFFERS DURING TRANSIENT
6.1 Introduction
Although practical production systems may take various physical topologies, serial lines
(see Figure 6.1(a)) and assembly systems (see Figure 6.1(b)) are two of the most fundamental
structures used in various manufacturing environments. In the literature, however, while
serial production lines have been studied extensively, assembly systems have received much
less investigations.
Early studies on assembly systems consider only multi-queue-one-server cases, where
several types of parts arrive at a single server to be assembled together (see [102–104]). In-
spired by these work, three-server systems with finite queue capacities have been studied
in [105–107]. In these studies, two servers represent component part production, and the
other server represents the assembly operation. In addition, queueing model based assembly
systems have been further studied in [108–111] and the references therein. The problem
of steady state performance evaluation in assembly systems with unreliable machines and
finite buffers has been studied in [26–31, 84, 112, 113]. Specifically, paper [26] develops a
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(a) Serial line
(b) Assembly system
Figure 6.1: Serial production line and assembly system
decomposition technique to approximate the steady state throughput for assembly systems
with machines having geometric models and identical processing times, while paper [27]
studies assembly systems with geometric machines and non-identical processing times by
transforming the assembly system into a serial line. In addition, paper [28] extends the
analysis to assembly systems with geometric processing times. The decomposition technique
was later generalized to assembly systems with exponential machines and deterministic pro-
cessing times in [29]. An improved version of the algorithm is proposed in [30]. Moreover,
the methods developed in [29, 30] were further extended in [112] by considering machines
having exponential reliability model and exponentially distributed processing times. Steady
state performance evaluation, continuous improvement, and bottleneck identification in as-
sembly systems with Bernoulli machines have been investigated in [84, 113] using recursive
aggregation. Finally, throughput approximation and bottleneck identification during steady
state in assembly systems with non-exponential machines have been studied in [31] based on
numerical simulations.
Despite these important results regarding assembly system performance evaluation, it
should be noted that most of the studies reported in the current literature focus on steady
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state only, while the transients of such systems have not been systematically studied. To
the best of our knowledge, analytical study of assembly system transients only appears
in paper [114], which studies the transient throughput of a class of one-server Markovian
assembly-like queue with infinite queueing capacity. Therefore, the goal of this Chapter is to
derive analytical models that describe the transients of assembly systems with finite buffers
and machines having the Bernoulli reliability model, and to develop analytical methods for
their performance evaluation during transients.
6.2 Model and Performance Measures
6.2.1 Model
Consider an assembly system shown in Figure 6.1(b), where circles represent machines
and rectangles represent buffers. The system is defined by the following assumptions:
(i) The end product of the system requires two components. One component (Component
1) is processed by machines m1i’s, i = 1, . . . ,M1, in a serial manner. We refer to this
part of the system (from machine m11 to buffer b1M1) as Component Line 1. Similarly,
the other component (Component 2) is processed by machines m2i’s, i = 1, . . . ,M2,
also in a serial manner. This part of the system (from machine m21 to buffer b2M2) is
referred to as Component Line 2.
(ii) Machine m01 assembles one finished unit from Component Line 1 and one finished unit
from Component Line 2 into one product unit. The product will be further processed
by all machines that follow m01. This part of the system (from machine m01 to machine
m0M0) is referred to as the Main Product Line.
(iii) The machines have identical and constant cycle time τ . The time axis is slotted with
slot duration τ . Machines begin operating at the beginning of each time slot.
(iv) The machines obey the Bernoulli reliability model, i.e., machine mij, being neither
108
blocked nor starved, processes a product unit during a time slot with probability pij
and fails to do so with probability 1− pij. Parameter pij ∈ (0, 1) is referred to as the
efficiency of machine mij. The status of all machines are independent.
(v) Each buffer is characterized by its capacity, 0 < Nij < ∞, i.e., the maximum number
of product units that the buffer can hold.
(vi) Machine mij, i ∈ {0, 1, 2}, j ∈ {2, . . . ,Mi}, is starved during a time slot if it is up and
buffer bi(j−1) is empty at the beginning of the time slot. Machine m01 is starved if it
is up and either buffer b1M1 or buffer b2M2 is empty. Machines m11 and m21 are never
starved for raw parts.
(vii) Machine mij, i ∈ {0, 1, 2}, j ∈ {1, . . . ,Mi − 1}, is blocked during a time slot if it
is up, buffer bij has Nij product units at the beginning of the time slot, and machine
mi(j+1) fails to take a part (due to machine breaking down or blockage) during the time
slot. Machine miMi , i ∈ {1, 2}, is blocked if it is up, buffer biMi is full and machine
m01 fails to take a part (due to machine breaking down, blockage, or starvation for a
component). Machine m0M0 is never blocked.
(viii) The system operates for a total of T time slots.
Note that the above model contains only two component lines and one assembly opera-
tion. The analysis of assembly systems with multiple component lines and several assembly
operations is similar. The approach is to approximate the system performance by decom-
posing the original assembly system into a number of interacting serial lines. The detailed
discussion on complex assembly systems is provided in Section 6.5.
6.2.2 Performance measures
To carry-out rigorous real-time analysis and control of production systems, transient
performance measures must be used. In the framework of Bernoulli assembly systems defined
by assumptions (i)-(viii), the performance measures of interest are
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• Production rate, PR(n): the expected number of finished parts produced by m0M0 in
time slot n+ 1;
• Consumption rate, CRi(n): the expected number of raw parts consumed by machine
mi1, i = 1, 2, in time slot n+ 1;
• Work-in-process, WIPij(n): the expected number of parts in buffer bij at the beginning
of time slot n+ 1;
• Machine starvation, STij(n): the probability that machine mij, i ∈ {0, 1, 2}, j ∈
{2, . . . ,Mi}, is starved by buffer bi(j−1) in time slot n+ 1;
• Machine blockage, BLij(n): the probability that machine mij, i ∈ {0, 1, 2}, j ∈
{1, . . . ,Mi}, is blocked by buffer bij in time slot n+ 1.
In addition, since the assembly machine m01 can be starved by either component line, we
define its starvations as:
ST01,1(n) = P [m01 starved by buffer b1M1 in time slot n+ 1],
ST01,2(n) = P [m01 starved by buffer b2M2 in time slot n+ 1].
Moreover, since the system can only produce (consume) zero or one part during one time
slot. The production rate and consumption rates can be expressed as follows:
PR(n) = P [m0M0 is up and not starved in time slot n+ 1],
CRi(n) = P [mi1 is up and not blocked in time slot n+ 1], i = 1, 2.
Note that in steady state, i.e., when n→∞, the conservation law holds:
lim
n→∞
PR(n) = lim
n→∞
CR1(n) = lim
n→∞
CR2(n).
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During transients, however, the system production rate and consumption rates may take
different values. Similarly, one of the most fundamental and widely used results in queueing
theory, Little’s Law, also only applies to steady state.
Using a recursive aggregation procedure, a method for estimating the steady state values
of these performance measures has been developed in [9]. In this Chapter, we develop
methods to evaluate these performance measures during transients.
6.3 Mathematical Model and Exact Performance Eval-
uation
Since the Bernoulli reliability model is “memoryless” and the buffer capacities are finite,
the assembly system defined by assumptions (i)-(viii) is characterized by an ergodic Markov
chain with the states being the occupancy of the buffers. To study a Markovian system, we
first need to obtain its transition probability matrix. This is accomplished as follows: Let
hij(n) denote the number of parts in buffer bij at the end of time slot n. Then, the state of
the Markov chain is given by
h(n) = [h01(n) . . . h0(M0−1)(n) h11(n) . . . h1M1(n) h21(n) . . . h2M2(n)],
where hij(n) ∈ {0, 1, . . . , Nij}. Clearly, the number of states of this Markov chain is
S =
[
M0−1∏
j=1
(N0j + 1)
]
·
[
M1∏
j=1
(N1j + 1)
]
·
[
M2∏
j=1
(N2j + 1)
]
.
Let sij(n) ∈ {1=up, 0=down} denote the status of machine mij during time slot n. Accord-
ing to model assumptions (i)-(viii),
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P[⋂
all ij
{sij(n) = αij}
]
=
[
M0∏
j=1
p
α0j
0j (1− p0j)1−α0j
]
·
[
M1∏
j=1
p
α1j
1j (1− p1j)1−α1j
]
·
[
M2∏
j=1
p
α2j
2j (1− p2j)1−α2j
]
,
αij ∈ {0, 1}, i ∈ {0, 1, 2}, j ∈ {1, . . . ,Mi},
and there exist a total of 2M0+M1+M2 different combinations of machine status. For each
of these combinations of machine status, the transition of the system states (i.e., buffer
occupancies) can be obtained based on assumptions (i)-(viii) as follows:
• For the Main Product Line, if M0 > 1, i.e., there is at least one buffer in this part of
the system:
h0j(n) = h˜0j(n) + s0j(n) ·min{h0(j−1)(n− 1), N0j − h˜0j(n), 1}, (6.1)
2 ≤ j ≤M0 − 1,
h01(n) = h˜01(n) + s01(n) ·min{h1M1(n− 1), h2M2(n− 1), N01 − h˜01(n), 1}, (6.2)
where h˜0j(n) represents the occupancy of buffer b0j as soon as the downstream machine
removes a part from b0j at the beginning of time slot n and is given by:
h˜0(M0−1)(n) = h0(M0−1)(n− 1)− s0M0(n) ·min{h0(M0−1)(n− 1), 1}, (6.3)
h˜0j(n) = h0j(n− 1)− s0(j+1)(n) ·min{h0j(n− 1), N0(j+1) − h˜0(j+1)(n), 1}, (6.4)
1 ≤ j ≤M0 − 2.
These equations are derived based on model assumptions (i)-(viii). To help understand-
ing these equations, consider an internal buffer b0j, 1 < j < M0−1, as an example. As
one can see from equation (6.4), a part will be removed from the buffer at the beginning
of time slot n if its downstream machine is up (s0(j+1)(n) = 1), the buffer itself is not
empty (h0j(n−1) ≥ 1) and its downstream buffer is not full (N0(j+1)− h˜0(j+1)(n) ≥ 1).
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Then, according to (6.1), a new part will be placed in this buffer at the end of time slot n
if its upstream machine is up (s0j(n) = 1), the buffer itself is not full (N0j−h˜0j(n) ≥ 1),
and its upstream buffer is not empty (h0(j−1)(n− 1) ≥ 1).
If M0 = 1, then the Main Product Line has no buffer, and, thus, no state transition is
present in this part of the system.
• For Component Line i, i ∈ {1, 2}:
hij(n) = h˜ij(n) + sij(n) ·min{hi(j−1)(n− 1), Nij − h˜ij(n), 1}, (6.5)
2 ≤ j ≤Mi,
hi1(n) = h˜i1(n) + si1(n) min{Ni1 − h˜i1(n), 1}, (6.6)
where
h˜iMi(n) = hiMi(n)− s01(n) ·min{h1M1(n− 1), h2M2(n), N01 − h˜01(n), 1}, (6.7)
h˜ij(n) = hij(n)− si(j+1)(n) ·min{hij(n− 1), Ni(j+1) − h˜i(j+1)(n), 1}, (6.8)
1 ≤ j ≤Mi − 1.
In the above expressions, h˜ij(n) represents the occupancy of buffer bij as soon as the
downstream machine removes a part from bij at the beginning of time slot n.
Therefore, for each state, we can enumerate all 2M0+M1+M2 combinations of machine
status and determine the corresponding outcome states using the equations above. Then,
the combinations of machine status that lead to the same outcome state are grouped together
and the probabilities of these combinations are added to obtain the transition probability
from the original state to this particular outcome state. Repeat this procedure for all S
states and all the transition probabilities of this Markov chain can be obtained. To facilitate
the subsequent derivations, we linearize the multi-dimension state representation h(n) by
arranging them from state 1 to state S based on a mixed radix numeral system with each
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digit representing the occupancy of a buffer. Specifically, in this numeral system, each
number has (M0 +M1 +M2 − 1) positions, f1f2 . . . fM0+M1+M2−1 and
fi =

h0i, i = 1, . . . ,M0 − 1,
h1(i−M0+1), i = M0, . . . ,M0 +M1 − 1,
h2(i−M0−M1+1), i = M0 +M1, . . . ,M0 +M1 +M2 − 1.
(6.9)
In addition, the base of the i-th position, gi, is defined as
gi =

N0i, i = 1, . . . ,M0 − 1,
N1(i−M0+1), i = M0, . . . ,M0 +M1 − 1,
N2(i−M0−M1+1), i = M0 +M1, . . . ,M0 +M1 +M2 − 1.
(6.10)
As a result, the state number of a given h(n) can be calculated as follows:
State number = 1 +
M0+M1+M2−1∑
i=1
(
fi
M0+M1+M2−1∏
j=i+1
gj
)
=
(
M0−1∑
j=1
h0jβ0j
)
+
(
M1∑
j=1
h1jβ1j
)
+
(
M2∑
j=1
h2jβ2j
)
+ 1, (6.11)
where
β0j =

[∏M0
k=j+1(N0k + 1)
] [∏2
i=1
∏Mi
k=1(Nik + 1)
]
, for 1 ≤ j ≤M0 − 2,[∏M1
k=1(N1k + 1)
] [∏M2
k=1(N2k + 1)
]
, for j = M0 − 1,
β1j =

[∏M1
k=j+1(N1k + 1)
] [∏M2
k=1(N2k + 1)
]
, for 1 ≤ j ≤M1 − 1,∏M2
k=1(N2k + 1), for j = M1,
(6.12)
β2j =

∏M2
k=j+1(N2k + 1), for 1 ≤ j ≤M2 − 1,
1, for j = M2.
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h0j[r] =
⌊
r −∑j−1k=1 h0k[r]β0k
β0j
⌋
,
h1j[r] =
⌊
r −∑M0−1k=1 h0k[r]β0k −∑j−1k=1 h1k[r]β1k
β1j
⌋
, (6.13)
h2j[r] =
⌊
r −∑M0−1k=1 h0k[r]β0k −∑M1k=1 h1k[r]β1k − h0k[r]β0k −∑j−1k=1 h2k[r]β2k
β2j
⌋
,
Under this arrangement, state 1 represents the system state where all buffers are empty,
while state S represents the state where all buffers are full. For example, assume M0 = 2,
M1 = M2 = 1, and N01 = 2, N11 = 3, N21 = 4. Then, state h01 = 1, h11 = 2, h21 = 3
can be written as “123” in the above numeral system and its corresponding state number is
1× 4× 5 + 2× 5 + 3 + 1 = 34.
It should be noted that there are other methods to linearize the system states. However,
we choose to use the one above since it is straightforward and convenient in numerical
calculations. On the other hand, by reversing (6.11) and (6.12), the corresponding buffer
occupancy, hij[r], for a given state number r can be calculated using (6.13), where bac
represents the floor operation, i.e., the largest integer smaller than a.
Let xi(n), i = 1, . . . , S, n = 0, 1, . . . , denote the probability that the Markov chain is
in state i at the end of time slot n and let A denote the transition probability matrix of
the Markov chain. As mentioned above, this matrix can be obtained by enumerating all
machine status combinations for each state of the Markov chain. Assume that buffer bij has
hij(0) parts at time 0. Then, the evolution of x(n) = [x1(n) . . . xS(n)]
T , n = 1, 2, . . . , can
be described by the following constrained linear time-invariant equation:
x(n+ 1) = Ax(n),
S∑
i=1
xi(n) = 1, n = 0, 1, . . . , T, (6.14)
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with initial condition
x(0) = [0 0 · · · xH0(0) = 1 · · · 0 0]T , (6.15)
where H0 is the state number of initial buffer occupancy h(0), which can be calculated using
(6.11). In Control Theory, vector x(n) is often referred to as the state of linear system (6.14).
Based on the system representation above and the definitions of the transient performance
measures given in Subsection 6.2.2, the closed-form formulas to calculate the performance
measures can be expressed in (6.16)-(6.26), where the D’s are row vectors with S entries
given by:
PR(n) = P [m0M0 up and all its upstream buffers are not empty at time slot n]
=

p0M0P [h0(M0−1)(n) > 0], if M0 > 1,
p0M0P [h1M1(n) > 0 and h2M2(n) > 0],
if M0 = 1,
= D1x(n), (6.16)
CRi(n) = P [mi1 up and not blocked in time slot n] (6.17)
= pi1 −BLi1(n) = D2,ix(n), i = 1, 2, (6.18)
WIPij(n) = E[hij(n)] =
Nij∑
k=1
kP [hij(n) = k] = D3,ijx(n), (6.19)
STij(n) = P [mij up and buffer bi(j−1) empty at time slot n] (6.20)
= pijP [hi(j−1)(n) = 0] = D4,ijx(n), i = 0, 1, 2, 2 ≤ j ≤Mi, (6.21)
ST01,i(n) = P [m01 up and buffer biMi empty at time slot n] (6.22)
= p01P [hiMi(n) = 0] = D5,ix(n), i = 1, 2, (6.23)
(6.24)
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BLij(n) = P [mij up, buffer bij full, and its downstream machine down, (6.25)
blocked or starved at time slot n]
=

pij
[
(1− pi(j+1)) +BLi(j+1)(n)
]
P [hij(n) = Nij],
i = 0, 1, 2, 1 ≤ j ≤Mi − 1,
pij [(1− p01) +BL01(n)]P [hij(n) = Nij, hi∗Mi∗ (n) > 0]
+pijP [hij(n) = Nij, hi∗Mi∗ (n) = 0], i = 1, 2, j = Mi,
= D6,ij x(n), i = 0, 1, 2, 2 ≤ j ≤Mi. (6.26)
D1 = [d1,1 d1,2 · · · d1,S] , (6.27)
d1,i =

p0M0 , if M0 > 1 and h0(M0−1)[i] > 0,
p0M0 , if M0 = 1, h1M1 [i] > 0, h2M2 [i] > 0,
0, otherwise,
(6.28)
D2,i = pi1[1 1 · · · 1]−D6,i1, i = 1, 2, (6.29)
D3,ij = [d3,ij,1 d3,ij,2 · · · d3,ij,S] , d3,ij,k = hij[k], (6.30)
D4,ij = [d4,ij,1 d4,ij,2 · · · d4,ij,S] , (6.31)
d4,ij,k =
 pij, if hi(j−1)[k] = 0,0, otherwise, (6.32)
D5,i = [d5,i,1 d5,i,2 · · · d5,i,S] , (6.33)
d5,i,k =
 p01, if hiMi [k] = 0,0, otherwise, i = 1, 2, (6.34)
D6,ij =
[
d6,ij,1 d6,ij,2 · · · d6,ij,S
]
, (6.35)
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d6,ij,k =

pij(1− pi(j+1) + d6,i(j+1),k),
if hij[k] = Nij and ij 6= 1M1, 2M2,
pij(1− p01 + d˜i,k),
if hij[k] = Nij and ij = 1M1, 2M2,
0, otherwise,
(6.36)
with hij[·] defined in (6.13) and
d6,0M0,k = 0, k = 1, . . . , S, (6.37)
d˜i,k =
 pij, if hi∗Mi∗ [k] = 0,d6,01,k, otherwise, (6.38)
i∗ =
 1, if i = 2,2, if i = 1. (6.39)
It should be noted that the dimension of the system grows exponentially with respect to
the total number of machines in the system and it may take enormous amount of memory and
computing power to implement the calculations above. Therefore, from the computational
perspective, equations (6.16)-(6.26) are practical only for small size systems. In fact, using
a Macbook Pro with 2.3GHz Intel Core i7 CPU and 16 GB memory, it takes over 5 minutes
to calculate the transient performance of an assembly system with M0 = M1 = M2 = 3, all
machines having efficiency 0.9, all buffers having capacity 2, and T = 100, while simulation
of the same system of 10,000 runs only takes about 0.2 seconds.
Although simulations can be used as an alternative for system performance evaluation,
the results usually contain random errors and the process may still be time-consuming.
Clearly, a computationally efficient method based on analytical calculation is necessary to
this end, and is developed next.
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6.4 Aggregation-based Approximate Performance Eval-
uation
6.4.1 Background material: Recursive aggregation for transient
analysis of Bernoulli serial lines
As it was mentioned earlier, a method based on recursive aggregation for transient per-
formance analysis of serial lines with Bernoulli machines has been developed in [25,42]. Since
this method is used as a basis for studying assembly system, we briefly describe it below.
Consider a serial production line shown in Figure 6.1(a) with Bernoulli machines and finite
buffers. Let pi denote the efficiency of machine mi and let Ni denote the capacity of buffer
bi. Then, an iterative procedure with s being the iteration counter is developed (see [25,42]).
Specifically, the procedure is carried out by alternating between “backward aggregation”
(represented by superscript b) and “forward aggregation” (represented by superscript f)
defined as follows:
Recursive Procedure 1:
pbi(s+ 1;n) =
pi
pfi (s;n)
· CR(n− 1; pfi (s;n),pbi+1(s+ 1;n), Ni, hi(0)),
i = 1, . . . ,M − 1, s = 0, 1, . . . , n = 1, . . . , T,
pfi (s+ 1;n) =
pi
pbi(s+ 1;n)
· PR(n− 1; pfi−1(s+ 1;n),pbi(s+ 1;n), Ni−1, hi−1(0)),
i = 2, . . . ,M, s = 0, 1, . . . , n = 1, . . . , T,
(6.40)
with initial condition pfi (0;n) = pi, i = 1, . . . ,M , and boundary condition p
f
1(s;n) = p1,
pbM(s;n) = pM , s = 0, 1, . . . , and
pfi (s;n) = [p
f
i (s; 1) p
f
i (s; 2) . . . p
f
i (s;n)],
pbi(s;n) = [p
b
i(s; 1) p
b
i(s; 2) . . . p
b
i(s;n)],
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and PR(n − 1; v1,v2, v3, v4) and CR(n − 1; v1,v2, v3, v4) denote the production rate and
consumption rate, respectively, during time slot n, of a two-machine Bernoulli line with
buffer capacity v3, initial buffer occupancy v4 and time-dependent efficiencies of the first and
the second machine given by vectors v1 and v2, respectively. Formulas for calculating these
two functions are also given in [42].
A total of 1800000 production lines with randomly generated machine and buffer parame-
ters have been studied in [42]. For all cases studied, it is found that, for any n ∈ {1, 2, . . . , T},
there exist limits pbi(n) and p
f
i (n), such that
lim
s→∞
pbi(s;n) = p
b
i(n), lim
s→∞
pfi (s;n) = p
f
i (n).
Using these limiting values, the dynamics of the serial line can be represented by a group of
Figure 6.2: Interpretation of aggregated machines in Bernoulli serial lines
two-machine Bernoulli lines with time-varying machine efficiencies (see Figure 6.2): From the
perspective of buffer bi, the overall part-producing effect from all its upstream machines and
buffers during time slot n is represented by forward Bernoulli machine mfi with efficiency
pfi (n); similarly, the overall part-drawing effect from all its downstream machines and buffers
during time slot n is represented by backward Bernoulli machine mbi+1 with efficiency p
b
i+1(n).
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6.4.2 An improved aggregation algorithm for transient analysis of
Bernoulli serial lines
It should be noted that, although Recursive Procedure 1 can significantly reduce the
computational efforts compared to simulation and exact evaluation, multiple iterations (typ-
ically 10-20 iterations) are needed for the procedure to converge. Below, we improve the
computational efficiency of the procedure by directly solving for the limiting values instead
of using recursive iterations. This improved procedure is described below.
Note that, we can rewrite the aggregation equations in terms of the limiting values as
(6.41) and (6.42),
pbi(n) =
pi
pfi (n)
CR(n− 1; pfi (n),pbi+1(n), Ni, hi(0))
= pi
[
1− (1− pbi+1(n))PNi(n− 1; pfi (n),pbi+1(n), Ni, hi(0))
]
,
(6.41)
pfi (n) =
pi
pbi(n)
PR(n− 1; pfi−1(n),pbi(n), Ni−1, hi−1(0))
= pi
[
1− P0(n− 1; pfi−1(n− 1),pbi(n− 1), Ni−1, hi−1(0))
]
.
(6.42)
where Pk(n; v1,v2, v3, v4) denote the probability that the buffer has k parts at the end of
time slot n in a two-machine Bernoulli line with buffer capacity v3, initial buffer occupancy
v4 and efficiencies of the first and the second machine given by vectors v1 and v2. Since
the initial buffer occupancy is given and pbM(n) = pM and p
f
1(n) = p1, it is possible to
directly solve pfi (n) and p
b
i+1(n) by increasing n from 1 to T . Specifically, let x
(i)(n) =
[x
(i)
0 (n) x
(i)
1 (n) . . . , x
(i)
Ni
(n)]T , where x
(i)
k (n) is the probability that the buffer has k parts at
the end of time slot n in the two-machine Bernoulli line shown in Figure 6.2. The calculation
procedure is given as follows:
Calculation Procedure 1:
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Step 0 : Let n = 1. The boundary condition of the procedure is pbM(n) = pM and p
f
1(n) =
p1. The initial condition is:
x
(i)
k (0) =
 1, if hi(0) = k,0, otherwise. i = 1, . . . ,M − 1.
Step 1 : Calculate pfi (n), for all i = 2, . . . ,M , as follows: p
f
i (n) = pi
[
1− x(i−1)0 (n− 1)
]
.
Step 2 : Calculate pbi(n) for all i = 1, . . . ,M − 1, in the descending order of i, i.e., first
calculate pbM−1(n) and last p
b
1(n) as follows: p
b
i(n) = pi
[
1− (1− pbi+1(n))x(i)Ni(n− 1)
]
.
Step 3 : Calculate x(i)(n) for all i = 1, . . . ,M − 1 based on
x(i)(n) = A2(p
f
i (n), p
b
i+1(n), Ni)x
(i)(n− 1),
where A2(p
f
i (n), p
b
i+1(n), Ni) is the one-step transition probability matrix of the two-
machine Bernoulli line shown in Figure 6.2 during time n.
Step 4 : If n = T , terminate the procedure; otherwise, let n = n+ 1 and return to Step 1 .
It can be seen that Recursive Procedure 1 and Calculation Procedure 1 share the same
initial condition, boundary condition, and aggregation formulas. Specifically, from (6.41)
and (6.42), we have
x
(i)
j (n) = Pj(n− 1; pfi (n),pbi+1(n), Ni, hi(0)). (6.43)
Therefore, the numerical results of the two procedures are completely equivalent. However,
since Calculation Procedure 1 requires no recursive iterations, the computational time is
reduced to only about 10% or less of Recursive Procedure 1. Next, we apply the idea of
Calculation Procedure 1 to the analysis of assembly systems.
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6.4.3 Aggregation for transient analysis of assembly systems with
Bernoulli machines
To study the steady state performance and improvability of the assembly system shown
in Figure 6.1(b), a decomposition method is developed in [113] to transform the system into
a pair of serial lines: an upper line with (M1 +M0) machines and a lower line with (M2 +M0)
machines. In this subsection, the same idea is applied to study its transient performance.
Specifically, the upper line is just the original system with all machines and buffers but
remove Component Line 2. To account for this modification, the original assembly machine
m01 is replaced by a virtual machine m
′
01, represented by the shaded circle in Figure 6.3(a).
In addition, since the system operates in transients, the parameter of this virtual machine
should be time-varying, denoted as p′01(n). Similarly, the lower line can be constructed by
removing Component Line 1 and replacing the assembly operation with virtual machine m′′01.
We use p′′01(n) to denote the parameter of this virtual machine in the lower line.
(a) Upper line
(b) Lower line
Figure 6.3: Transforming an assembly system into upper line and lower line
Clearly, the efficiencies of virtual machines m′01 and m
′′
01 are not directly known from
the original assembly system. To obtain these parameters, i.e., p′01(n) and p
′′
01(n), note that
virtual machine m′01 is “up” in the upper line if and only if the original assembly operation
m01 is up and buffer b2M2 is not empty. Similarly, virtual machine m
′′
01 is “up” in the lower
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line if and only if the original assembly operation m01 is up and buffer b1M1 is not empty.
Therefore, p′01(n) and p
′′
01(n) may be estimated using the following formulas:
p′01(n) ≈ p01 (1− P [h2M2(n− 1) = 0]) , (6.44)
p′′01(n) ≈ p01 (1− P [h1M1(n− 1) = 0]) . (6.45)
Since the probability distributions of buffer occupancy in serial lines can be estimated
using Calculation Procedure 1, we can apply this technique to both the lower and upper lines
in an iterative fashion and calculate the values of p′01(n) and p
′′
01(n) for each time instant
n. Finally, since the machines and buffers downstream of m′01 in the upper line and those
downstream of m′′01 in the lower lines are completely the same, the calculation of this part
of the system only needs to be performed once: either in the upper line or in the lower line.
Based on the ideas elaborated above, the following calculation procedure is proposed:
Calculation Procedure 2:
Step 0 : Let n = 1. Define
pui =
 p1i, 1 ≤ i ≤M1,p0(i−M1), M1 + 1 ≤ i ≤M1 +M0, (6.46)
Nui =
 N1i, 1 ≤ i ≤M1,N0(i−M1), M1 + 1 ≤ i ≤M1 +M0 − 1, (6.47)
pli =
 p2i, 1 ≤ i ≤M2,p01, i = M2 + 1, (6.48)
N li = N2i, 1 ≤ i ≤M2. (6.49)
Note that, in the expressions above, superscripts u and l are used to denote upper line
and lower line parameters. Without loss of generality, the parameters of the overlapped
portion is calculated through the upper line in this procedure.
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Consider the two-machine Bernoulli lines shown in Figure 6.4. Let x(i,u)(n) = [x
(i,u)
0 (n)
x
(i,u)
1 (n) . . . x
(i,u)
Nui
(n)]T , where x
(i,u)
k (n) is the probability that the buffer has k parts at
the end of time slot n in the two-machine Bernoulli line shown in Figure 6.4(a). In
addition, let x(i,l)(n) = [x
(i,l)
0 (n) x
(i,l)
1 (n) . . . x
(i,l)
N li
(n)]T , where x
(i,l)
k (n) is the probability
that the buffer has k parts at the end of time slot n in the two-machine Bernoulli line
shown in Figure 6.4(b). The initial condition is given by:
(a) Upper line aggregation (b) Lower line aggregation
Figure 6.4: Two-machine line representations in upper line and lower line aggregations
x
(i,u)
k (0) =

1, if h1i(0) = k, i ∈ {1, . . . ,M1},
1, if M0 > 1 and h0(i−M1)(0) = k,
i ∈ {M1 + 1, . . . ,M1 +M0 − 1},
0, otherwise,
(6.50)
k = 0, 1, . . . , Nui ,
x
(i,l)
k (0) =
 1, if h2i(0) = k, i ∈ {1, . . . ,M2},0, otherwise, (6.51)
k = 0, 1, . . . , N li .
Step 1 : Calculate the parameters of the forward aggregated machines, pu,fi (n) and p
l,f
i (n):
pu,fi (n) =

pui , if i = 1,
pui
[
1− x(i−1,u)0 (n− 1)
]
, if i 6= 1 and i 6= M1 + 1,
pui
[
1− x(i−1,u)0 (n− 1)
] [
1− x(M2,l)0 (n− 1)
]
, if i = M1 + 1,
(6.52)
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pl,fi (n) =

pli, if i = 1,
pli
[
1− x(i−1,l)0 (n− 1)
]
, if i 6= 1 and i 6= M2 + 1,
pli
[
1− x(i−1,l)0 (n− 1)
] [
1− x(M1,u)0 (n− 1)
]
, if i = M2 + 1.
(6.53)
Step 2 : Calculate the parameters of the backward aggregated machines, pu,bi (n), in the
descending order of i, i.e., first calculate pu,bM1+M0 and last p
u,b
1 , as follows:
pu,bi (n) =

pui , if i = M1 +M0, M0 > 1,
pui
[
1− x(M2,l)0 (n− 1)
]
, if i = M1 +M0, M0 = 1,
pui
[
1− (1− pu,bi+1(n))x(i,u)Nui (n− 1)
]
·
[
1− x(M2,l)0 (n− 1)
]
,
if i = M1 + 1, M0 > 1,
pui
[
1− (1− pu,bi+1(n))x(i,u)Nui (n− 1)
]
, otherwise.
(6.54)
Calculate pl,bi (n) in the descending order of i, i.e., first calculate p
l,b
M2+1
and last pl,b1 , as
follows:
pl,bi (n) =

pli
[
1− (1− pu,bM1+2(n))x
(M1+1,u)
N01
(n− 1)
]
·
[
1− x(M1,u)0 (n− 1)
]
,
if i = M2 + 1, M0 > 1,
pli
[
1− x(M1,u)0 (n− 1)
]
, if i = M2 + 1, M0 = 1,
pli
[
1− (1− pl,bi+1(n))x(i,l)N li (n− 1)
]
, if i ≤M2.
(6.55)
Step 3 : Calculate x(i,u)(n) and x(i,l)(n) based on
x(i,u)(n) = A2(p
u,f
i (n), p
u,b
i+1(n), N
u
i )x
(i,u)(n− 1), (6.56)
x(i,l)(n) = A2(p
l,f
i (n), p
l,b
i+1(n), N
l
i )x
(i,l)(n− 1), (6.57)
where A2(p
u,f
i (n), p
u,b
i+1(n), N
u
i ) and A2(p
l,f
i (n), p
l,b
i+1(n), N
l
i ) are the one-step transition
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probability matrices of the two-machine Bernoulli lines shown in Figure 6.4(a) and
6.4(b) during time n, respectively.
Step 4 : If n = T , terminate the procedure; otherwise, let n = n+ 1 and return to Step 1 .
6.4.4 Performance estimates and their accuracy
Based on Calculation Procedure 2, we propose to estimate the transient performance
measures of the original assembly system as follows:
P̂R(n) = pu,fM1+M0(n+ 1), (6.58)
ĈR1(n) = p
u,b
1 (n+ 1), (6.59)
ĈR2(n) = p
l,b
1 (n+ 1), (6.60)
Ŵ IP ij(n) =

∑N0j
k=1
[
kx
(j+M1,u)
k (n)
]
, if i = 0, M0 > 1 and 1 ≤ j ≤M0 − 1,∑N1j
k=1
[
kx
(j,u)
k (n)
]
, if i = 1 and 1 ≤ j ≤M1,∑N2j
k=1
[
kx
(j,l)
k (n)
]
, if i = 2 and 1 ≤ j ≤M2,
(6.61)
ŜT ij(n) =

pijx
(j+M1−1,u)
0 (n), if i = 0, 2 ≤ j ≤M0,
pijx
(j−1,u)
0 (n), if i = 1, 2 ≤ j ≤M1,
pijx
(j−1,l)
0 (n), if i = 2, 2 ≤ j ≤M2,
(6.62)
ŜT 01,1(n) = p01x
(M1,u)
0 (n), (6.63)
ŜT 01,2(n) = p01x
(M2,l)
0 (n), (6.64)
B̂Lij(n) =

pijx
(j+M1,u)
Nij
(n)
[
1− pu,bj+M1+1(n)
]
, if i = 0 and 1 ≤ j ≤M0 − 1,
pijx
(j,u)
Nij
(n)
[
1− pu,bj+1(n)
]
, if i = 1 and 1 ≤ j ≤M1,
pijx
(j,l)
Nij
(n)
[
1− pl,bj+1(n)
]
, if i = 2 and 1 ≤ j ≤M2.
(6.65)
To evaluate the accuracy of these estimates, the accuracy metrics defined in (6.66) are
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used,
δPR(n) =
|PR(n)− P̂R(n)|
PRss
· 100%, δCRi(n) =
|CRi(n)− ĈRi(n)|
CRss
· 100%,
δWIP (n) =[∑M0−1
i=1
|WIP0i(n)−Ŵ IP 0i(n)|
N0i
+
∑M1
i=1
|WIP1i(n)−Ŵ IP 1i(n)|
N1i
+
∑M2
i=1
|WIP2i(n)−Ŵ IP 2i(n)|
N2i
]
M0 +M1 +M2 − 1 · 100%,
δST (n) =
[∑2
i=1 |ST01,i(n)− ŜT 01,i(n)|+
∑2
i=0
∑Mi
j=2 |STij(n)− ŜT ij(n)|
]
M0 +M1 +M2 − 1 , (6.66)
δBL(n) =[∑M0−1
i=1 |BL0i(n)− B̂L0i(n)|+
∑M1
i=1 |BL1i(n)− B̂L1i(n)|+
∑M2
i=1 |BL2i(n)− B̂L2i(n)|
]
M0 +M1 +M2 − 1 .
where PRss and CRss are the steady state production rate and consumption rate of the
system, respectively. Clearly, for systems defined by assumptions (i)-(viii), both component
lines have identical steady state consumption rate CRss, and PRss = CRss.
Next, a total of 500,000 assembly systems were generated with M0, M1, M2 randomly
selected from {1, 2, . . . , 10}. In addition, the machine efficiency, buffer capacity, and initial
buffer occupancy of the lines were selected randomly and equiprobably from the following
sets:
pij ∈ (0.7, 1), Nij ∈ {1, 2, . . . , 10}, hij(0) ∈ {0, 1, . . . , Nij}. (6.67)
The systems’ total operation time T is selected as 3,000 time slots, which is long enough
to contain the entire transient period of most systems studied. For each system, thus con-
structed, Calculation Procedure 2 was performed and the transient performance estimates
were calculated using equations (6.58)-(6.65). On the other hand, although the systems’
exact performance measures, PR(n), CRi(n), WIPij(n), STij(n), ST01,i(n), and BLij(n),
can be calculated using (6.16)-(6.26) from Section 6.3, the computational efforts required
are far beyond practical. The same problem also exist for exact evaluation of the steady
state performance measures PRss and CRss. As a result, these terms were evaluated using
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simulations based on the following:
Simulation Procedure 1:
(1) Set the initial status of machine mij to be up with probability pij and down with
probability 1− pij.
(2) Set the initial occupancy of buffer bij as hij(0).
(3) For transient performance evaluation, carry out 10,000 runs of the simulation code for
each system and calculate the average performance during each time slot.
(4) For steady state performance evaluation, carry out 20 runs of the simulation code for
each system. In each run, use the first 20,000 time slots as a warm-up period and the
subsequent 400,000 time slots to statistically calculate the average performance.
(5) This results in 95% confidence intervals of less than 0.001 for PRss and CRss; 0.005
for PR(n) and CRi(n); 0.05 for WIPij(n); and 0.01 for STij(n) and BLij(n).
The results obtained are summarized in Figure 6.5. Specifically, the solid lines indicate
the averages of the estimation errors defined in (6.66). Since the accuracy for the performance
measures in the same graph is similar, the dashed lines only plot the largest first and third
quartiles of the estimation errors for the corresponding performance measure estimates in
the same figure. As one can see, the average δPR(n) and δCRi(n) are typically within 1.5%
with the upper quartile less than 2%. The average δWIP (n) is typically within 3% with the
upper quartile around 4%. The average δST (n) and δBL(n) are typically within 0.01 with
the upper quartile less than 0.012. It should be noted that the accuracy of the aggregation
procedures is typically low when the buffer capacities in the system are very small. This
is because the coupling effect of the machines and buffers in an assembly system becomes
stronger when the buffer capacity decreases, which makes it more difficult for the aggregation
procedure to decouple the machines in the system. Taking into account that the parameters
of the machines and buffers are rarely known on the factory floor with accuracy better than
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5%-10%, we conclude that Calculation Procedure 2 and (6.58)-(6.65) can be used as an
effective tool to estimate the transient performance of Bernoulli assembly systems with good
accuracy.
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Figure 6.5: Accuracy of performance estimates (6.58)-(6.65)
As an illustration, consider the assembly system shown in Figure 6.6. The number
above each machine (circle) represents its efficiency, while the number inside each buffer
(rectangle) indicates its capacity. These parameters are randomly generated from (6.67). In
this example, all buffers are assumed to be empty at time n = 0. The transient performance
measures of this system, obtained using simulation and Calculation Procedure 2 are given
in Figure 6.7. As one can see from the leftmost column of Figure 6.7, the random error
contained in the simulation results is quite strong, especially for PR, CR, STij and BLij.
For this example, the computational time required to obtain the simulation results shown
in the leftmost column is approximately twice as long as required by Calculation Procedure
2. The middle column of Figure 6.7 shows the results when we increase the simulation
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replications such that the total computational time is about 100 times of the one required
by the calculation method. Now, the close similarity between the simulation results and
the calculation results can be easily observed (see rightmost column of Figure 6.7). Clearly,
the calculation-based technique needs much less computational resource and is capable of
delivering results that are ready to be used for further applications.
Figure 6.6: Example of transient performance evaluation for Bernoulli assembly system
6.5 Extension to Complex Assembly Systems
6.5.1 Generalized calculation procedure
The system considered in the previous sections contains only two component lines and one
assembly operation. In practice, an assembly system may involve multiple component lines
and several assembly operations. An example is shown in Figure 6.8. The final product of
this system has six components and the system has four assembly operations. One of them
(ao1) operates to assemble three components into one unit, while the last two assembly
operations (ao3 and ao4) both work with subassemblies.
To analyze the two-component assembly system shown in Figure 6.1(b), we transform
the system into a pair of serial lines shown in Figure 6.3. Note that, the upper line contains
all and only the machines and buffers that process and hold Component 1, while the lower
line contains the machines and buffers that process and hold Component 2. The idea of
the transformation can be extended to assembly systems with multiple components and
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Figure 6.7: Comparison of simulation- and calculation-based methods for transient perfor-
mance evaluation in Bernoulli assembly system
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Figure 6.8: Example of assembly system with multiple component lines and assembly oper-
ations
multiple assembly operations as well. Specifically, the assembly system will be decomposed
into several lines with machine parameters modified to reflect the effects from other lines
(i.e., based on starvations and blockages):
Calculation Procedure 3:
Step 1 : Identify the machine-buffer paths for the parts flow of all components.
Step 2 : Construct a virtual serial line based on the parts flow path of each component.
Specifically, start with the first machine of a path and continue adding downstream
machines and buffers along the path until the last machine of the system is reached or
when a machine, which has appeared in previously constructed lines, is reached. We
refer to the serial line constructed based on component w’s flow path as Line w.
Step 3 : The efficiencies (capacities) of the machines (buffers) in each virtual line con-
structed above are set to the efficiencies (capacities) of the corresponding machines
(buffers) in the parts flow path of the component.
Step 4 : Let n = 1 and let p
(w)
i and N
(w)
i denote the efficiency of the i-th machine (m
w
i ) and
capacity of the i-th buffer (bwi ) in the virtual serial line for component w constructed
above, respectively. Consider the two-machine line shown in Figure 6.9. Let x(i,w)(n) =
[x
(i,w)
0 (n) x
(i,w)
1 (n) . . . x
(i,w)
N
(w)
i
(n)]T , where x
(i,w)
k (n) is the probability that the buffer has
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k parts at the end of time slot n in the two-machine Bernoulli line shown in Figure 6.9
(i.e., around the i-th buffer in Line w).
Figure 6.9: Two-machine line representation of the virtual serial line for component w during
aggregations
Step 5 : Calculate the parameters of the forward aggregated machines, pw,fi (n):
pw,fi (n) =

p
(w)
i , if i = 1,
p
(w)
i
∏
(j,v)∈Ius(i,w)
[
1− x(j,v)0 (n− 1)
]
,
otherwise,
where Ius(i, w) represents the set of 2-tuples (j, v) such that buffer b
v
j (i.e., the j-
th buffer of Line v) corresponds to an immediate upstream buffer of machine mwi
(i.e., the i-th machine of Line w) in the original assembly system. In other words, if
the machine corresponds to the first machine in a line, then its original parameter is
retained; otherwise, the parameter should be modified to reflect possible starvations
from all its immediate upstream buffers (i.e., Ius(i, w)).
Step 6 : Calculate the parameters of the backward aggregated machines, pw,bi (n):
pw,bi (n) =

p
(w)
i
∏
(j,v)∈Ius(i,w),v 6=w
[
1− x(j,v)0 (n− 1)
]
,
if mwi corresponds to the last machine in the original system,
p
(w)
i
∏
(j,v)∈Ius(i,w),v 6=w
[
1− x(j,v)0 (n− 1)
]
·
[
1−
(
1− pwd,b
id+1
)
x
(id,wd)
N
(wd)
id
(n− 1)
]
,
otherwise,
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where the immediate downstream buffer of machine mwi in the original system corre-
sponds to the id-th buffer in the serial line for component wd. Here, the parameter of
a backward aggregated machine should include its blockage from downstream (i.e., the
(id + 1)-th machine in line wd) and all starvations from other lines (i.e., Ius(i, w) with
v 6= w).
Step 7 : Calculate x(i,w)(n) based on
x(i,w)(n) = A2(p
w,f
i (n), p
w,b
i+1(n), N
(w)
i )x
(i,w)(n− 1),
where A2(p
w,f
i (n), p
w,b
i+1(n), N
(w)
i ) is the one-step transition probability matrix of the
two-machine Bernoulli line shown in Figure 6.9 during time n.
Step 8 : If n = T , terminate the procedure; otherwise, let n = n+ 1 and return to Step 5.
6.5.2 Example
To illustrate the implementation of Calculation Procedure 3, consider the assembly sys-
tem shown in Figure 6.8 as an example. During Step 1 through Step 3 of the algorithm,
one serial line is constructed for each component. As a result, six lines are obtained (see
Figure 6.10). As one can see, Line 1 starts from the first machine in the component path
and ends at the last machine of the system. On the other hand, Line 2 and Line 3 both end
at operation ao1, since the rest of the machines and buffers in the component paths have
already been included in Line 1. Similarly, Line 4 ends at ao3, Line 5 ends at ao2, and Line 6
ends at ao4. Note that each buffer appears in one and only one of the serial lines, while each
non-assembly operations also appears in one and only one of the serial lines. The number of
appearances of each assembly operation is equal to the number of components assembled at
this machine.
To carry out Step 5 of the procedure, note that all immediate upstream buffers should
be included in the calculation. For example, operation ao1 in the original system appears as
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Figure 6.10: Virtual serial line construction in an assembly system with multiple component
lines and assembly operations based on component parts flow paths
m
(1)
3 (3rd machine in Line 1), m
(2)
3 (3rd machine in Line 2), and m
(3)
2 (2nd machine in Line
3). Based on Calculation Procedure 3, the calculation of their f parameters should include
buffers b
(1)
2 (2nd buffer in Line 1), b
(2)
2 (2nd buffer in Line 2), and b
(3)
1 (1st buffer in Line 3).
In other words,
Ius(3, 1) = Ius(3, 2) = Ius(2, 3) = {(2, 1), (2, 2), (1, 3)}.
Let pao1, pao2, pao3, and pao4 denote the efficiencies of assembly operations ao1, ao2, ao3, and
ao4, respectively. Then, we have
p1,f3 (n) = p
2,f
3 (n) = p
3,f
2 (n) = pao1
[
1− x(2,1)0 (n− 1)
]
·
[
1− x(2,2)0 (n− 1)
]
·
[
1− x(1,3)0 (n− 1)
]
.
Similarly, ao2 appears as m
(4)
2 and m
(5)
2 , ao3 appears as m
(1)
6 and m
(4)
3 , and ao4 appears as
m
(1)
7 and m
(6)
3 . Their corresponding f parameters can be calculated as:
p4,f2 (n) = p
5,f
2 (n) = pao2
[
1− x(1,4)0 (n− 1)
] [
1− x(1,5)0 (n− 1)
]
,
p1,f6 (n) = p
4,f
3 (n) = pao3
[
1− x(5,1)0 (n− 1)
] [
1− x(2,4)0 (n− 1)
]
,
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p1,f7 (n) = p
6,f
3 (n) = pao4
[
1− x(6,1)0 (n− 1)
] [
1− x(2,6)0 (n− 1)
]
.
The calculation of the f parameters for the non-assembly operations is straightforward and,
thus, is not elaborated here.
To calculate the b parameters of the machines, note that the last machine only appears
in Line 1 as m
(1)
8 . Let plast denote the efficiency of the last machine in the assembly system.
Then,
p1,b8 (n) = plast, ∀n.
For all other lines, the last machines in the lines are not the last machine of the original
assembly system. Therefore, to calculate their b parameters, we need to locate these ma-
chines’ immediate downstream buffers and machines in the original system. For instance,
the last machine in Line 4 (m
(4)
3 ) is an internal machine of the original system, ao3. Its
immediate downstream buffer and machine appear in Line 1 as b
(1)
6 and m
(1)
7 . In addition, its
immediate upstream buffer, which does not belong to Line 4, is buffer b
(1)
5 in Line 1. Thus,
the b parameter of m
(4)
3 should be calculated as follows:
p4,b3 (n) = pao3
[
1− x(5,1)0 (n− 1)
]
·
[
1−
(
1− p1,b7 (n)
)
x
(6,1)
N
(1)
6
(n− 1)
]
.
If an assembly operation appears as an internal machine in a line, for instance, ao3 appearing
as m
(1)
6 in Line 1, its immediate upstream buffer not belonging to Line 1 is buffer b
(4)
2 in Line
4. Thus, the b parameter of m
(1)
6 is calculated as follows:
p1,b6 (n) = pao3
[
1− x(2,4)0 (n− 1)
]
·
[
1−
(
1− p1,b7 (n)
)
x
(6,1)
N
(1)
6
(n− 1)
]
.
The calculation of the b parameters for the non-assembly operations is straightforward and,
thus, is not elaborated here.
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As an illustration, assume that the efficiency of all machines is 0.9 and all buffers have
capacity equal to 3. The transient performance measures of the system are evaluated by
both simulation and Calculation Procedure 3. Due to space limitation, only part of the
results are given below (see Figure 6.11). Specifically, Figure 6.11(a) presents the results
of the system production rate of the end product and the raw part consumption rates of
Components 1, 3, and 5. In Figure 6.11(b), the work-in-process of the buffers succeeding
the assembly operations are provided. In both figures, the solid lines represent simulation
results, while the dashed lines represent results from the calculation procedure. As one
can see, the generalized calculation procedure is still capable of approximating the system
transient performance with high accuracy.
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Figure 6.11: Transient performance evaluation of assembly system with multiple component
lines and assembly operations
Similar to Subsection 6.4.4, extensive numerical experiments beyond this example have
also been carried out to justify the accuracy of the calculation procedure. The results are
very similar to the ones reported in Subsection 6.4.4, and, thus, are not repeated. Finally,
it should be noted that the procedure can be further generalized to systems with machines
having time-varying efficiencies by simply replacing the time-constant parameters in the
current form by the ones at corresponding time instants.
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6.6 Summary
In this Chapter, we study the performance evaluation problem of assembly systems with
Bernoulli reliability machines and finite capacity buffers. Based on Markovian analysis, we
first study systems with two component lines and one assembly operation. Specifically, math-
ematical model and exact performance evaluation formulas are derived. Then, an improved
algorithm for transient performance calculation in Bernoulli serial lines is proposed. Based
on this improved algorithm, a computationally-efficient procedure is developed to approxi-
mate the transient performance measures of Bernoulli assembly system by transforming the
system into a pair of interacting serial lines. The accuracy of the method developed is justi-
fied using extensive numerical simulations. Finally, we extend the calculation procedure to
complex assembly systems with multiple component lines and assembly operations.
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Chapter 7
TRANSIENT PERFORMANCE ANALYSIS FOR SE-
RIAL PRODUCTION LINES WITH BERNOULLI MA-
CHINES AND REAL-TIME WIP-BASED MACHINE
SWITCH-ON/OFF CONTROL
7.1 Introduction
Productivity and quality have been the focus of manufacturing systems research over
years (see monographs by [115–119]). On the other hand, because of the increasing en-
ergy costs and environmental concerns, reducing energy consumption and greenhouse gas
emissions have become critical for the manufacturing industry in recent years. To identify
potential energy-saving opportunities, an inside-out approach is proposed by [120], while
indicators for benchmarking energy use in manufacturing plants are developed by [121,122].
It is reported that General Motors reaps significant savings from deploying decision support
systems based on real-time control methodology [123–125]. To reduce energy consumption
for fixed production volume in automotive paint shops, optimal vehicle batching and the de-
sign of spot repair capacity problems are studied by [126,127]. The productivity, quality, and
energy performances are closely related. Indeed, continuous improvement and lean design for
140
productivity and quality can lead to improvements in energy performance [128, 129]. A re-
view of energy efficiency improvement and cost saving opportunities for the vehicle assembly
industry is provided by [130].
In a mass production environment, it is identified by [131] that more than 85% of the
energy is utilized for functions that are not directly related to the production of parts.
Intuitively, to achieve better energy utilization, the production status of the machines should
be continuously monitored. Once a machine becomes idle (or close to being idle), it should
be temporarily switched off to reserve energy and switched back on when new jobs arrive.
Such production control-based shop floor continuous improvement is recognized as one of the
most cost-effective ways to achieve energy-efficient production. Unfortunately, however, very
few rigorous studies have been carried out aiming to solve this specific problem, especially
for large systems, because of the complexity resulted from the interactions among machines
and buffers. In fact, most manufacturing execution systems currently used in practice have
no module or function to deal with energy management during operation [64, 132]. Among
limited results addressing this issue, an analytical model by combining an M/M/1 model
with an energy control policy is developed by [65]. Several machine switching strategies
using energy saving opportunity windows under random failures are analyzed by [133]. An
integrated serial production line with HVAC system is studied with the same approach
by [134]. A control policy to switch off machine tools in a pallet-constrained flow shop is
proposed by [135]. For the problem of scheduling startup and shutdown of machines in
Bernoulli serial lines, a constrained optimization problem is formulated and studied by [66].
In addition, [67] study several switch-off dispatching policies for a non-bottleneck machine
in a job shop to minimize its energy consumption. The problem of saving energy in a single
machine visited by single part type with stochastic inter-arrival times has been studied
by [136, 137]. Several control policies are proposed for switching the machine off and on.
This research is extended by [138, 139] to include buffer information when deciding the
switch control of the machine.
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It should be noted that when considering production systems with machine switch-on/off
control, in addition to the energy consumption performance, it is necessary to study the
impacts on other system performance measures as well. This will bring important practical
insights for continuous improvement and design of production systems. Moreover, controlling
the machine operations may incur other complicating phenomena that need to be considered.
For example, after a machine is switched on, it usually must undergo a warm-up period before
the machine becomes available to work; similarly, after being switched off, there is typically
a cool-down period and the machine cannot be switched on again until the cool-down period
is finished. Clearly, both warm-up and cool-down periods should be taken into account when
analyzing the system behavior. The effects of warm-up and cool-down on one-server queueing
systems have been discussed in a few early studies by, for instance, [140,141]. On the other
hand, existing results are only applicable to systems with one or two machines, and there still
lacks rigorous and systematic analysis of multi-machine systems with switch-on/off control.
Therefore, in this Chapter, we study serial production lines with Bernoulli machines and
finite capacity buffers, in which some of the machines can be switched on and off during the
production process according to a state-based feedback control policy and with switch-on/off
associated warm-up and cool-down periods.
7.2 Model, Control Rules and Performance Measures
7.2.1 Model
Consider a serial production line in Figure 7.1 defined by the following assumptions:
Figure 7.1: Serial production line
(i) The system consists of M machines (represented by circles) and M − 1 buffers (repre-
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sented by rectangles). The arrows indicate the direction of the parts flow.
(ii) The machines have constant and identical cycle time τ . The time axis is slotted with
the slot size equal to τ .
(iii) Each buffer, bi, i = 1, . . . ,M − 1, is characterized by its capacity, 0 < Ni < ∞: the
largest number of parts that can be stored in bi.
(iv) A machine has four process status: warm-up, run, cool-down, and sleep. When machine
mi, i = 1, . . . ,M , is in run status, it is up during a time slot with probability pi and
down with probability 1− pi. This is referred to as the Bernoulli reliability model and
pi is called the efficiency of mi.
(v) Machine mi, i = 2, . . . ,M , is starved during a time slot if it is up and buffer bi−1 is
empty at the beginning of this time slot. It is assumed that m1 is never starved, i.e.,
infinite raw material supplies.
(vi) Machine mi, i = 1, . . . ,M − 1, is blocked during a time slot if it is up, buffer bi has Ni
parts at the beginning of the time slot and machine mi+1 does not take a part (due to
breakdown, blockage, or in warm-up, cool-down, sleep status) during that time slot. It
is assumed that mM is never blocked, i.e., infinite finished goods inventory.
(vii) If a machine is up during a time slot and neither starved nor blocked, then it removes
a part from its upstream buffer (raw material supply in case of m1) at the beginning
of the time slot, processes it during the time slot, and places it into its downstream
buffer (finished goods inventory in the case of mM) at the end of the time slot.
(viii) Consider a machine currently in run status. The decision of whether or not to switch it
off is assessed and actuated between two consecutive time slots, i.e., after all machines
have placed the processed parts into the downstream buffers and before any can pick up
a new part for the next time slot. If the “switch-off” operation is decided, the machine
will enter the cool-down status at the beginning the next time slot and remain in cool-
down status for a total of tcd time slots. After cool-down is finished, the machine enters
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the sleep status if no “switch-on” command is received during this time period. When
the machine is waked up from sleep by a “switch-on” command, it enters the warm-up
status of duration twu time slots before returning to run status. Instead of only one
machine being controlled in our previous work, let MC denote the set of the indices
of the controlled machines and let i∗, j∗ ∈MC. Assume that
|i∗ − j∗| > 1, if 1 < i∗, j∗ < M, i∗ 6= j∗,
|i∗ − j∗| > 2, if either i∗ or j∗ ∈ {1,M}, i∗ 6= j∗.
(7.1)
In all situations, the machines other than the controlled ones are always in run status.
(ix) A machine consumes energy in one of the following six power status: warm-up, opera-
tion, idle, breakdown, cool-down, sleep. If a machine is in warm-up, cool-down, or sleep
process status, it is also in the same corresponding power status. If a machine is in run
process status, and neither blocked nor starved, it is in operation power status; if it is
up in run status but either blocked or starved, it is in idle power status; if a machine
is down in run status, it is in breakdown power status. The energy consumption per
time slot in the six power status are characterized by ewu, eop, eid, ebd, ecd and es,
respectively.
Note that both the warm-up and cool-down times are assumed to be deterministic and
constant, which is typical is a number of industrial scenarios [66,67]. Moreover, the durations
of warm-up and cool-down are assumed to be no shorter than the cycle time, which is also
common in manufacturing with, for instance, transitions between hot idle mode and cold idle
mode under high thermal inertia [138]. Finally, condition (7.1) in assumption (viii) indicates
that it is only possible to control the switch-on/off operations of a subset of all machines in the
system. According to this assumption, in two- and three-machine lines, the switch-on/off of
only one machine is controlled; while in M > 3-machine lines, only non-consecutive internal
machines may have controlled switch-on/offs; and if m1 or mM is one of the switch-on/off
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controlled machines, its closest two downstream or upstream machines cannot be controlled.
This condition is introduced to enable analytical study of the system in subsequent sections.
When this condition is removed, the switch-on/off control of consecutive machines becomes
much more complicated. Although it might be possible to convert such a case by adding a
virtual machine in-between, in-depth analysis of systems with this condition relaxed will be
carried out in future work.
7.2.2 Control rule
The feedback control rule of machine switch-on/off operations in this Chapter is based
on system states. Since the Bernoulli reliability model is memoryless, the production system
defined above is characterized by an ergodic Markov chain and the system state consists of all
buffers’ occupancy and the status of all the controlled machines. Therefore, strictly speaking,
the control rule should be determined based on all these information. In this Chapter, for
simplicity, consider the case, where the switch-on/off control of a machine is decided based
on the occupancy of the buffers and only its own process status, and independent of the
status of other machines. More general cases by considering the complete system state will
be studied in future work.
To formulate the switch-on/off control rule, let h(n) = [h1(n) h2(n) ... hM−1(n)], where
hi(n), i = 1, ..., M − 1, denotes the number of parts in buffer bi at the end of time slot
n. In addition, let PSmi∗ (n) ∈ {cd1, cd2, ..., cdtcd , sleep, wu1, wu2, ..., wutwu , run}, i∗ ∈ MC,
denote the state of controlled machine mi∗ during time slot n. Note that the state includes
the machine’s process status as well as the elapsed time during warm-up and cool-down.
Specifically, sleep and run indicate that the machine is in the corresponding process status,
respectively, while cdk and wuk represent the states when the machine is in the k-th time
slot of cool-down and warm-up, respectively. Since we assume above that the switch-on/off
decisions of machine mi∗ , i
∗ ∈MC, are independent of other machines, let Hmi∗on and Hmi∗off
denote the sets of buffer occupancies, under which machine mi∗ is switched on and off,
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respectively. Then, machine mi∗ is
• switched on at the beginning of time slot n + 1, if PSmi∗ (n) ∈ {cdtcd , sleep} and
h(n) ∈ Hmi∗on ;
• switched off at the beginning of time slot n+ 1, if PSmi∗ (n) = run and h(n) ∈ Hmi∗off .
In this Chapter we study the systems with a threshold-based feedback control rule for-
mulated as follows to regulate the switch-on/off operations of machine mi∗ :
Control Rule 1:
• For mi∗ = m1, i.e., 1 ∈MC,
Hm1on = {h(n)|h1(n) 6 hm11,on, h2(n) 6 hm12,on, ..., hM−1(n) 6 hm1M−1,on},
Hm1off = {h(n)|h1(n) > hm11,off, h2(n) > hm12,off, ..., hM−1(n) > hm1M−1,off};
• For mi∗ = mM , i.e., M ∈MC,
HmMon = {h(n)|h1(n) > hmM1,on, h2(n) > hmM2,on, ..., hM−1(n) > hmMM−1,on},
HmMoff = {h(n)|h1(n) 6 hmM1,off, h2(n) 6 hmM2,off, ..., hM−1(n) 6 hmMM−1,off};
• For mi∗ , i∗ ∈MC and 2 6 i∗ 6M − 1,
Hmi∗on =
{h(n)|h1(n) > hmi∗1,on, ..., hi∗−1(n) > hmi∗i∗−1,on, hi∗(n) 6 hmi∗i∗,on, ..., hM−1(n) 6 hmi∗M−1,on},
Hmi∗off = {h(n)|h1(n) 6 hmi∗1,off, ..., hi∗−1(n) 6 hmi∗i∗−1,off}
∪ {h(n)|hi∗(n) > hmi∗i∗,off, ..., hM−1(n) > hmi∗M−1,off},
where thresholds hmi∗j,on and h
mi∗
j,off are control parameters.
The intuition of this control rule is as follows: Note that the objective of implementing
the switch-on/off control is to reserve energy by eliminating the “idle” periods of certain
machines. Clearly, when controlling m1, for instance, its only “idleness” comes from the
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blockage due to lack of available space in downstream buffers. Since all buffers play a role in
this regard, we switch it off when the WIPs in all buffers exceed certain levels. This is similar
when the switch-on/off of mM is controlled. On the other hand, an internal machine being
idle may imply either starvation or blockage. Therefore, its switch-off should be designed to
avoid both. As a result, the switch-off of an internal machine is triggered when it approaches
either starvation (due to upstream buffers) or blockage (due to downstream buffers). Finally,
when the controlled machine is in cool-down or sleep status, it will not be waked up (i.e.,
switched on) until its upstream buffers have sufficient parts and its downstream buffers
have enough storing space to avoid starvations and blockages. It should be noted that
similar threshold-based policies are commonly used in production control [143–146], and
therefore, are adopted in this study. Other control policies as well as adaptive control will
be investigated in future work.
7.2.3 Performance measures
In addition to the common performance measures usually addressed, in this Chapter, the
more comprehensive performance measures of the systems are studied:
Production Rate, PR(n)=the expected number of finished parts produced by mM in time
slot n+ 1;
Consumption Rate, CR(n)=the expected number of raw parts consumed by m1 in time
slot n+ 1;
Work In Process,WIPi(n)=the expected number of parts in buffer bi at the beginning
of time slot n+ 1;
Machine Starvation, STi(n)=the probability that machine mi is starved in time slot
n+ 1;
Machine Blockage,BLi(n)= the probability that machine mi is blocked in time slot
n+ 1;
Power, POWi(n)= the expected energy consumption of machine mi in time slot n+ 1.
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Note also that in steady state, i.e., when n→∞, the conservation law holds:
lim
n→∞
PR(n) = lim
n→∞
CR(n).
The energy performance of the system is defined and calculated during steady state as:
Average Energy Consumption,AE = the average energy consumption per finished part
= lim
n→∞
∑M
i=1 POWi(n)
PR(n)
.
In the following sections, we first apply Markovian analysis to two- and three-machine
lines to derive equations for calculating these performance measures. Then, for longer lines,
an aggregation-based approximation algorithm is proposed and validated through numerical
experiments.
7.3 Exact Performance Analysis for Two- and Three-
machine Lines
According to the model assumptions, in two- and three-machine lines, we only consider
the cases where the switch-on/off of just one machine is controlled. Moreover, the con-
trolled machine must be in cool-down or sleep (run) status to activate switch-on (switch-off)
operations. For two- and three-machine lines, the control rule becomes:
Control Rule 2 (for two-machine lines):
• If MC = {1}, i.e., mi∗ = m1,
Hm1on = {h(n)|h1(n) 6 hm11,on}, Hm1off = {h(n)|h1(n) > hm11,off};
• If MC = {2}, i.e., mi∗ = m2,
Hm2on = {h(n)|h1(n) > hm21,on}, Hm2off = {h(n)|h1(n) 6 hm21,off}.
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Control Rule 3 (for three-machine lines):
• If MC = {1}, i.e., mi∗ = m1,
Hm1on = {h(n)|h1(n) 6 hm11,on, h2(n) 6 hm12,on},
Hm1off = {h(n)|h1(n) > hm11,off, h2(n) > hm12,off};
• If MC = {2}, i.e., mi∗ = m2,
Hm2on = {h(n)|h1(n) > hm21,on, h2(n) 6 hm22,on},
Hm2off = {h(n)|h1(n) 6 hm21,off} ∪ {h(n)|h2(n) > hm22,off};
• If MC = {3}, i.e., mi∗ = m3,
Hm3on = {h(n)|h1(n) > hm31,on, h2(n) > hm32,off},
Hm3off = {h(n)|h1(n) 6 hm31,off, h2(n) 6 hm32,off}.
7.3.1 Two-machine line case
(i) Switch-on/off Control of m1 in Two-Machine Line Case
According to Control Rule 2, when the switch-on/off of m1 is controlled, we
• switch m1 on at the beginning of time slot n + 1 if PSm1(n) ∈ {cdtcd , sleep} and
h1(n) 6 hm11,on;
• switch m1 off at the beginning of time slot n+ 1 if PSm1(n) = run and h1(n) > hm11,off.
Clearly, the buffer occupancy h1 can never exceed h
m1
1,off based on the control rule. Thus,
without loss of generality, assume 0 6 hm11,on 6 hm11,off 6 N1. Define one control cycle as the
time interval starting from a switch-off command until the next switch-off command.
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To illustrate the operation of such a system, consider a two-machine line with the pa-
rameters as follows: p1 = 0.91, p2 = 0.79, N1 = 10. In addition, assume mi∗ = m1,
PSm1(0) = run, h1(0) = 10, twu = 2, tcd = 2 and h
m1
1,off = 10, h
m1
1,on = 5. The evolution of
the buffer occupancy in one typical control cycle is shown in Figure 7.2. Since it starts with
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Figure 7.2: Evolution of buffer occupancy in one control cycle (mi∗ = m1)
the buffer containing 10 parts and machine m1 in run status, m1 is switched off according
to the control policy at the beginning of the first time slot. Then, m1 goes into cool-down
and only m2 is in run status so that the parts in the buffer are consumed by m2. After
the next tcd = 2 time slots, m1 finishes cool-down, goes into sleep and stays in sleep until
the buffer occupancy decreases to hm11,on = 5 parts. In this example, it occurs at the end of
time slot 12 (see Figure 7.2). As a result, m1 is switched on at the beginning of time slot
13 and goes into warm-up for twu = 2 time slots before it can process any part. During its
warm-up period, m2 is up during time slot 13 and down during time slot 14. Therefore, when
m1 enters run status in time slot 15, the buffer has 4 parts remained. From this point on,
the buffer occupancy evolves based on the reliability status of both machines. The current
control cycle finishes at the end of time slot 30 and a new control cycle will follow.
To proceed with the analysis, note that, the system state consists of two components:
the buffer occupancy h1 and the state of the controlled machine PS
m1 defined in Subsection
7.2.2. The possible range of the system state is given by:
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(h1, PS
m1) ∈ {0, 1, ..., N1} × {cd1, cd2, ..., cdtcd , sleep, wu1, wu2, ..., wutwu , run}. (7.2)
Therefore, the total number of the system states is:
S = (N1 + 1)× (tcd + twu + 2).
Then, one can construct bijections α2(·) between the set of all system states to the set
of positive integers {1, 2, ..., S} to assign a specific state number to each system state. The
bijection α2(·) from state (h1, PSm1) to its assigned state number can be defined as follows:
α2(h1, cdk) = (N1 + 1)× (k − 1) + h1 + 1, (1 6 k 6 tcd);
α2(h1, sleep) = (N1 + 1)× tcd + h1 + 1;
α2(h1, wuk) = (N1 + 1)× (tcd + k) + h1 + 1, (1 6 k 6 twu);
α2(h1, run) = (N1 + 1)× (tcd + twu) + h1 + 1.
(7.3)
Let s(n) denote the system state at time slot n indicated based on state number as-
signment (7.3). The transition probabilities among the system states can be obtained as
follows:
P [s(n+ 1) = i|s(n) = j] = 1− p2, (i, j) ∈ {(α2(h1, cdk1+1), α2(h1, cdk1)),
(α2(h1, wuk2+1), α2(h1, wuk2)), (α2(h1, run), α2(h1, wutwu))},
h1 > 0, 0 < k1 < tcd, 0 < k2 < twu;
P [s(n+ 1) = i|s(n) = j] = p2, (i, j) ∈ {(α2(h1 − 1, cdk1+1), α2(h1, cdk1)),
(α2(h1 − 1, wuk2+1), α2(h1, wuk2)), (α2(h1 − 1, run), α2(h1, wutwu))},
h1 > 0, 0 < k1 < tcd, 0 < k2 < twu;
P [s(n+ 1) = i|s(n) = j] = 1, (i, j) ∈ {(α2(0, cdk1+1), α2(0, cdk1)),
151
(α2(0, wuk2+1), α2(0, wuk2)), (α2(0, run), α2(0, wutwu))}, 0 < k1 < tcd, 0 < k2 < twu;
P [s(n+ 1) = i|s(n) = j] = 1− p2, (i, j) ∈ {(α2(h1, wu1), α2(h1, cdtcd))}, h1 6 hm11,on;
P [s(n+ 1) = i|s(n) = j] = 1− p2, (i, j) ∈ {(α2(h1, sleep), α2(h1, sleep)),
(α2(h1, sleep), α2(h1, cdtcd))}, h1 > hm11,on;
P [s(n+ 1) = i|s(n) = j] = p2, (i, j) ∈ {(α2(h1, wu1), α2(h1 + 1, cdtcd)), (7.4)
(α2(h1, wu1), α2(h1 + 1, sleep))}, h1 6 hm11,on;
P [s(n+ 1) = i|s(n) = j] = p2, (i, j) ∈ {(α2(h1, sleep), α2(h1 + 1, sleep))}, h1 > hm11,on;
P [s(n+ 1) = i|s(n) = j] = 1− p1, (i, j) ∈ {(α2(0, run), α2(0, run))};
P [s(n+ 1) = i|s(n) = j] = p1, (i, j) ∈ {(α2(1, run), α2(0, run))};
P [s(n+ 1) = i|s(n) = j] = p1p2 + (1− p1)(1− p2),
(i, j) ∈ {α2(h1, run), α2(h1, run)}, 1 6 h1 6 hm11,off − 1;
P [s(n+ 1) = i|s(n) = j] = (1− p1)p2,
(i, j) ∈ {(α2(h1 − 1, run), α2(h1, run))}, 1 6 h1 6 hm11,off − 1;
P [s(n+ 1) = i|s(n) = j] = p1(1− p2),
(i, j) ∈ {(α2(h1 + 1, run), α2(h1, run))}, 1 6 h1 6 hm11,off − 2;
P [s(n+ 1) = i|s(n) = j] = p1(1− p2), (i, j) ∈ {(α2(hm11,off, cd1), α2(hm11,off − 1, run))}.
Let x(n) = [x1(n) x2(n) ... xS(n)]
T , where xi(n) = P [s(n) = i], denote the probability
distribution of the system states at the end of time slot n. The evolution of x(n), can be
described by the following linear time-invariant equation with initial condition:
x(n+ 1) = Am12 x(n),
S∑
i=1
xi(n) = 1, xα2(µ,ν)(0) =
 1, µ = h1(0), ν = PS
m1(0),
0, otherwise,
(7.5)
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where Am12 is the transition probability matrix calculated based on equation (7.4). Finally,
the performance measures of the system can be calculated as:
PR(n) = P [m2 is up, b1 is not empty in time slot n] = p2P [h1(n) > 0] = V
2,m1
1 x(n),
(7.6)
CR(n) = P [m1 is up in run status and not blocked in time slot n]
= p1P [m1 is in run status in time slot n]P [h1(n) < N1]
+ p1P [m1 is in run status in time slot n]p2P [h1(n) = N1] = V
2,m1
2 x(n),
(7.7)
WIP (n) =
N1∑
k=0
kP [h1(n) = k] = V
2,m1
3 x(n), (7.8)
BL1(n) = P [m1 is up in run status, b1 is full, m2 is down in time slot n]
= p1P [m1 is up in run status](1− p2)P [h1(n) = N1] = V2,m14 x(n), (7.9)
ST2(n) = P [m2 is up, b1 is empty in time slot n] = p2P [h1(n) = 0] = V
2,m1
5 x(n), (7.10)
POW1(n) = ewuP [m1 is in warm-up status in time slot n]
+ eopP [m1 is up in run status and not blocked in time slot n]
+ eidP [m1 is up in run status and blocked in time slot n]
+ ebdP [m1 is down in run status in time slot n]
+ ecdP [m1 is in cool-down status in time slot n]
+ esP [m1 is in sleep status in time slot n]
= V2,m16,1 x(n), (7.11)
POW2(n) = eopP [m2 is up and not starved in time slot n]
+ eidP [m2 is up and starved in time slot n] + ebdP [m2 is down in time slot n]
= V2,m16,2 x(n), (7.12)
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where
V2,m11 = [0 p2J1,N1 ]C(N1+1)×S, V
2,m1
2 = [01,S−N1−1 p1J1,N1 p1p2],
V2,m13 = [0 1 ... N1]C(N1+1)×S, V
2,m1
4 = [01,S−1 p1(1− p2)],
V2,m15 = [p2 01,N1 ]C(N1+1)×S,
V2,m16,1 = [ecdJ1,(N1+1)tcd esJ1,N1+1 ewuJ1,(N1+1)twu (p1eop + (1− p1)ebd)J1,N1
p1p2eop + (1− p1)ebd + p1(1− p2)eid)],
V2,m16,2 = [p2eid + (1− p2)ebd (p2eop + (1− p2)ebd)J1,N1 ]C(N1+1)×S,
(7.13)
01,k and J1,k denote the 1-by-k matrices of zeros and ones, respectively. Moreover, for j
divisible by i, i-by-j matrix Ci×j = [Ii · · · Ii] represents the matrix consisting of j/i identity
matrices Ii.
(ii) Switch-on/off Control of m2 in Two-Machine Line Case
When the switch-on/off of m2 is controlled, the control policy becomes:
• switch m2 on at the beginning of time slot n + 1 if PSm2(n) ∈ {cdtcd , sleep} and
h1(n) > hm21,on;
• switch m2 off at the beginning of time slot n+ 1 if PSm2(n) = run and h1(n) 6 hm21,off.
Clearly, the buffer occupancy h1 can never be lower than h
m2
1,off based on the control rule.
Therefore, assume 0 6 hm21,off 6 hm21,on 6 N1. To illustrate the operation of such a system,
consider a two-machine line with the parameters as follows: p1 = 0.76, p2 = 0.89, N1 = 10.
In addition, assume mi∗ = m2, PS
m2(0) = run, h1(0) = 0, twu = 2, tcd = 2, and h
m2
1,off = 0,
hm21,on = 5, which conform to the inequality 0 6 hm21,off 6 hm21,on 6 N1. The evolution of the
buffer occupancy in a typical control cycle is shown in Figure 7.3.
Since it starts with an empty buffer at time 0 and machine m2 is in run status, m2 is
switched off according to the control policy at the beginning of the control cycle. After the
switch-off operation, m2 goes into cool-down status and only m1 is in run status so that
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Figure 7.3: Evolution of buffer occupancy in one control cycle (mi∗ = m2)
the parts will be produced and put into the buffer by m1. After the next tcd = 2 time slots
following the switch-off, m2 finishes cool-down and goes into the sleep status and will stay
in the sleep status until buffer occupancy increases to hm21,on = 5 parts. In this example, it
takes place at the end of time slot 8 as shown in Figure 7.3. As a result, m2 is switched on
at the beginning of time slot 9 and goes into warm-up for twu = 2 time slots before it can
process any part. During its warm-up period, m1 is down during time slot 9 and up during
time slot 10. Therefore, when m2 enters run status in time slot 11, the buffer has 6 parts.
From this point on, the buffer occupancy evolves based on the reliability status of the two
Bernoulli machines. Finally, the current control cycle finishes when the buffer occupancy
hits hm21,off again at the end of time slot 35 and a new control cycle will start.
To analyze such a system, the possible range of the system state is given by:
(h1, PS
m2) ∈ {0, 1, ..., N1} × {cd1, cd2, ..., cdtcd , sleep, wu1, wu2, ..., wutwu , run}. (7.14)
Therefore, the total number of the system states is:
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S = (N1 + 1)× (tcd + twu + 2).
Then, one can assign a unique state number from the set {1, 2, . . . , S} to each of the system
state based on bijection α2(·) defined by equation (7.3). Then, under this state number as-
signment, the transition probabilities among the system states in such case can be calculated
as:
Pi,j[s(n+ 1) = i|s(n) = j] = 1− p1, (i, j) = {(α2(h1, cdk1+1), α2(h1, cdk1)),
(α2(h1, wuk2+1), α2(h1, wuk2)), (α2(h1, run), α2(h1, wutwu))},
h1 < N1, 0 < k1 < tcd, 1 < k2 < twu;
P [s(n+ 1) = i|s(n) = j] = p1, (i, j) ∈ {(α2(h1 + 1, cdk1+1), α2(h1, cdk1)),
(α2(h1 + 1, wuk2+1), α2(h1, wuk2)), (α2(h1 + 1, run), α2(h1, wutwu))},
h1 < N1, 0 < k1 < tcd, 1 < k2 < twu;
Pi,j[s(n+ 1) = i|s(n) = j] = 1, (i, j) = {(α2(N1, cdk1+1), α2(N1, cdk1)),
(α2(N1, wuk2+1), α2(N1, wuk2)), (α2(N1, run), α2(N1, wutwu))}, 0 < k1 < tcd, 1 < k2 < twu;
P [s(n+ 1) = i|s(n) = j] = 1− p1, (i, j) ∈ {(α2(h1, wu1), α2(h1, cdtcd))}, h1 > hm21,on;
P [s(n+ 1) = i|s(n) = j] = 1− p1, (i, j) ∈ {(α2(h1, sleep), α2(h1, cdtcd)),
(α2(h1, sleep), α2(h1, sleep))}, h1 < hm21,on;
P [s(n+ 1) = i|s(n) = j] = p1, (i, j) ∈ {(α2(h1, wu1), α2(h1 − 1, cdtcd)),
(α2(h1, wu1), α2(h1 − 1, sleep))}, h1 > hm21,on;
P [s(n+ 1) = i|s(n) = j] = p1, (i, j) ∈ {(α2(h1, sleep), α2(h1 − 1, sleep))}, h1 < hm21,on;
P [s(n+ 1) = i|s(n) = j] = p1p2 + (1− p1)(1− p2),
(i, j) ∈ {α2(h1, run), α2(h1, run))}, hm21,off + 1 6 h1 6 N1 − 1;
P [s(n+ 1) = i|s(n) = j] = (1− p1)p2,
(i, j) ∈ {(α2(h1, run), α2(h1 + 1, run)}, hm21,off + 1 6 h1 6 N1 − 1;
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Pi,j[s(n+ 1) = i|s(n) = j] = p1(1− p2),
(i, j) = {α2(h1 + 1, run), α2(h1, run)}, hm21,off + 1 6 h1 6 N1 − 1;
P [s(n+ 1) = i|s(n) = j] = p1p2 + 1− p2, (i, j) ∈ {α2(N1, run), α2(N1, run)};
P [s(n+ 1) = i|s(n) = j] = (1− p1)p2, (i, j) ∈ {α2(hm21,off, cd1), α2(hm21,off + 1, run)}.
(7.15)
Let x(n) = [x1(n) x2(n) ... xS(n)]
T , where xi(n) = P [s(n) = i], denote the probability
distribution of the system states at the end of time slot n. Let 01,k and J1,k denote the 1-by-k
matrices of zeros and ones, respectively. In addition, for j divisible by i, let Ci×j = [Ii · · · Ii]
represent the matrix consisting of j/i identity matrices Ii. The evolution of x(n) can be
described by the following linear time-invariant equation with initial condition:
x(n+ 1) = Am22 x(n),
S∑
i=1
xi(n) = 1, xα2(µ,ν)(0) =
 1, µ = h1(0), ν = PS
m2(0),
0, otherwise,
(7.16)
where Am22 is the transition probability matrix calculated based on equation (7.15). The
performance measures can be calculated as:
PR(n) = V2,m21 x(n), CR(n) = V
2,m2
2 x(n), WIP (n) = V
2,m2
3 x(n),
BL1(n) = V
2,m2
4 x(n), ST2(n) = V
2,m2
5 x(n), POWi(n) = V
2,m2
6,i x(n), i = 1, 2,
(7.17)
where
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V2,m21 = [01,S−N1 p2J1,N1 ],
V2,m22 = [[p1J1,N1 0]C(N1+1)×(N1+1)(tcd+twu+1) p1J1,N1 p1p2],
V2,m23 = [0 1 ... N1]C(N1+1)×S
V2,m24 = [[01,N1 p1]C(N1+1)×(N1+1)(tcd+twu+1) 01,N1 p1(1− p2)],
V2,m25 = [01,S−N1−1 p2 01,N1 ],
V2,m26,1 = [[(p1eop + (1− p1)ebd)J1,N1 p1eid + (1− p1)ebd]C(N1+1)×(N1+1)(tcd+twu+1)
(p1eop + (1− p1)ebd)J1,N1 p1p2eop + p1(1− p2)eid + (1− p1)ebd],
V2,m26,2 = [ecdJ1,(N1+1)tcd esJ1,N1+1 ewuJ1,(N1+1)twu p2eid + (1− p2)ebd
(p2eop + (1− p2)ebd)J1,N1 ].
(7.18)
7.3.2 Three-machine line case
(i) Switch-on/off Control of m2 in Three-Machine Line Case
Consider a three-machine line where the switch-on/off operations of m2 is controlled.
Then, Control Rule 3 formulated above can be rewritten as follows:
• switch m2 on at the beginning of time slot n + 1 if PSm2(n) ∈ {cdtcd , sleep}, h1(n) >
hm21,on and h2(n) 6 hm22,off;
• switch m2 off at the beginning of time slot n+ 1 if PSm2(n) = run, and either h1(n) 6
hm21,off or h2(n) > hm22,off.
To study such a system, note that, all possible combinations of the buffers occupancy
can be arranged in Table 7.1, where S0 = (N1 + 1)× (N2 + 1).
The system state can be expressed as a 3-tuple: (h1, h2, PS
m2), where h1 ∈ {0, 1, ..., N1}, h2 ∈
{0, 1, ..., N2}, and PSm2 ∈ {cd1, cd2, ..., cdtcd , sleep, wu1, ..., wutwu , run}. The total number
of the system states is S = S0 × (tcd + twu + 2).
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Table 7.1: Combinations of the buffers occupancy
Number 1 2 ... N2 + 1 N2 + 2 N2 + 3 ... S0 − 1 S0
h1 0 0 ... 0 1 1 ... N1 N1
h2 0 1 ... N2 0 1 ... N2 − 1 N2
Next, we arrange the states from state 1 to state S based on a bijection α3(·) from system
state (h1, h2, PS
m2) to its assigned state number as follows:
α3(h1, h2, cdk) = (N1 + 1)× (N2 + 1)× (k − 1) + h1 × (N2 + 1) + h2 + 1, (1 6 k 6 tcd),
α3(h1, h2, sleep) = (N1 + 1)× (N2 + 1)× tcd + h1 × (N2 + 1) + h2 + 1,
α3(h1, h2, wuk) = (N1 + 1)× (N2 + 1)× (tcd + k) + h1 × (N2 + 1) + h2 + 1, (1 6 k 6 twu),
α3(h1, h2, run) = (N1 + 1)× (N2 + 1)× (tcd + twu + 1) + h1 × (N2 + 1) + h2 + 1.
(7.19)
According to the assumptions (i)-(viii), the dynamics of the buffer occupancies are given as
follows:
h′2(n+ 1) = h2(n)− β3(n+ 1) min{h2(n), 1},
h′1(n+ 1) = h1(n)− β2(n+ 1) ·min{h1(n), N2 − h′2(n+ 1), 1},
h2(n+ 1) = h
′
2(n+ 1) + β2(n+ 1) ·min{h1(n), N2 − h′2(n+ 1), 1},
h1(n+ 1) = h
′
1(n+ 1) + β1(n+ 1) ·min{N1 − h′1(n+ 1), 1},
(7.20)
where
β2(n) =
 1, if m2 is up in run status,0, if m2 is in warm-up, cool-down, sleep status, or down in run status,
βi(n) ∈
 1, if mi is up,0, if mi is down, i ∈ {1, 3},
and h′i(n) represents the occupancy of buffer bi as soon as its downstream machine removes
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a part from the buffer at the beginning of time slot n.
Note that if the controlled machine m2 is in run status, then there is a total of 2
3 = 8
possible combinations of the three machines’ status (either up or down for each machine).
The probabilities of these combinations are given by
P [β1(n), β2(n), β3(n)] =
3∏
i=1
p
βi(n)
i (1− pi)1−βi(n), βi(n) ∈ {0, 1}. (7.21)
If m2 is in sleep, warm-up or cool-down status, the total number of possible combinations of
machines status reduces to 22 = 4, since the state of m1 is fixed. The probabilities of these
combinations are given by
P [β1(n), 0, β3(n)] = p
β1(n)
1 (1− p1)1−β1(n)pβ3(n)3 (1− p3)1−β3(n), βi(n) ∈ {0, 1}. (7.22)
Thus, from any given system state, we can enumerate all possible combinations of machines
status and determine the corresponding outcome states using equations (7.20)-(7.22). Then,
the combinations of machines status leading to the same outcome state are identified and
the probabilities of these combinations are summed to obtain the transition probability from
the original state to this particular outcome state. Use Am23 to represent the transition
matrix for the three-machine line. Let x(n) = [x1(n) x2(n) ... xS(n)]
T denote the probability
distribution of the system states, where xi(n)=P[system in state i at the end of time slot n].
Then,
x(n+ 1) = Am23 x(n),
S∑
i=1
xi(n) = 1,
xα3(µ,υ,ν)(0) =
 1, µ = h1(0), υ = h2(0), ν = PS
m2(0),
0, otherwise.
(7.23)
Define
K3M =
0 0 ... 0 1 1 ... N1 N1
0 1 ... N2 0 1 ... N2 − 1 N2
 =
K1
K2
 . (7.24)
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Based on these notations, the performance measures of the three-machine line can be
calculated as follows:
PR(n) = V3,m21 x(n), CR(n) = V
3,m2
2 x(n), WIPi(n) = V
3,m2
3,i x(n),
BLi(n) = V
3,m2
4,i x(n), STi(n) = V
3,m2
5,i x(n), POWi(n) = V
3,m2
6,i x(n),
(7.25)
where
V3,m21 = [0 p3J1,N2 ]C(N2+1)×S,
V3,m22 = [[p1J1,N1(N2+1) 01,N2+1]CS0×S0(tcd+twu+1) p1J1,N1(N2+1) p1p2J1,N2 p1p2p3],
V3,m23,i = [Ki]CS0×S, i = 1, 2,
V3,m24,1 = [[01,N1(N2+1) p1J1,(N2+1)]CS0×S0(tcd+twu+1) 01,N1(N2+1) p1(1− p2)J1,N2
p1(1− p2) + p1p2(1− p3)],
V3,m24,2 = [01,S0(tcd+twu+1) [01,N2 p2(1− p3)]C(N2+1)×S0 ],
V3,m24,3 = [01,S],
V3,m25,1 = [01,S],
V3,m25,2 = [01,S0(tcd+twu+1) p2J1,(N2+1) 01,N1(N2+1)],
V3,m25,3 = [p3 01,N2 ]C(N2+1)×S,
V3,m26,1 = [[(p1eop + (1− p1)ebd)J1,N1(N2+1) (p1eid + (1− p1)ebd)J1,N2+1]CS0×S0(tcd+twu+1)
(p1eop + (1− p1)ebd)J1,N1(N2+1) (p1p2eop + p1(1− p2)eid + (1− p1)ebd)J1,N2
(p1p2eop + (p1(1− p2) + p1p2(1− p3))eid + (1− p1)ebd],
V3,m26,2 = [ecdJ1,S0tcd esJ1,S0 ewuJ1,S0twu (p2eid + (1− p2)ebd)J1,(N2+1)
[(p2eop + (1− p2)ebd)J1,N2 p2p3eop + p2(1− p3)eid + (1− p2)ebd]C(N2+1)×N1(N2+1)],
V3,m26,3 = [(p3eid + (1− p3)ebd (p3eop + (1− p3)ebd)J1,N2 ]C(N2+1)×S.
(7.26)
The above analysis can be extended to the cases where MC = {1} or {3}.
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(ii) Switch-on/off Control of m1 or m3 in Three-Machine Line Case
The analysis presented above can be applied to the cases where MC = {1} or {3}. First,
the system states can be constructed using a similar approach. We, again, arrange the states
from state 1 to state S based on bijection α3(·) defined in equation (7.19) for all system
states (h1, h2, PS
mi). According to the descriptive model, the dynamics of the system are
still defined by equation (7.20), similar to the MC = {2} case. However, the definitions of
βi’s need to be modified to account for the change of the controlled machine from m2 to m1
or m3:
• If mi∗ = m1,
β1(n) =
 1, if m1 is up in run status,0, if m1 is in warm-up, cool-down, sleep status, or down in run status,
βi(n) ∈
 1, if mi is up,0, if mi is down, i ∈ {2, 3};
• If mi∗ = m3,
β3(n) =
 1, if m3 is up in run status,0, if m3 is in warm-up, cool-down, sleep status, or down in run status,
βi(n) ∈
 1, if mi is up,0, if mi is down, i ∈ {1, 2}.
Then, the transition probability matrices for MC = {1} and MC = {3} can be derived
using the same technique described in this Subsection. Finally, let S = S0 × (tcd + twu + 2)
and S0 = (N1 + 1)× (N2 + 1). The resulting state evolution equation as well as the formulas
for system performance evaluation are given below:
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• If mi∗ = m1,
x(n+ 1) = Am13 x(n),
S∑
i=1
xi(n) = 1,
xα3(µ,υ,ν)(0) =
 1, µ = h1(0), υ = h2(0), ν = PS
m1(0),
0, otherwise,
(7.27)
where Am13 represents the transition probability matrix in a three-machine line with m1’s
switch-on/off being controlled.
The performance measures of the line can be calculated as follows:
PR(n) = V3,m11 x(n), CR(n) = V
3,m1
2 x(n) WIPi(n) = V
3,m1
3,i x(n),
BLi(n) = V
3,m1
4,i x(n) STi(n) = V
3,m1
5,i x(n), POWi(n) = V
3,m1
6,i x(n),
(7.28)
where
V3,m11 = [0 p3J1,N2 ]C(N2+1)×S,
V3,m12 = [01,S−S0 p1J1,N1(N2+1) p1p2J1,N2 p1p2p3 ],
V3,m13,i = [Ki]CS0×S, i = 1, 2,
V3,m14,1 = [01,S−N2−1 p1(1− p2)J1,N2 p1p2(1− p3) ],
V3,m14,2 = [01,N2 p2(1− p3)]C(N2+1)×S,
V3,m14,3 = [01,S],
V3,m15,1 = [01,S],
V3,m15,2 = [p2J1,N2+1 01,N1(N2+1)]CS0×S,
V3,m15,3 = [p3 01,N2 ]C(N2+1)×S,
V3,m16,1 = [ecdJ1,S0tcd esJ1,S0 ewuJ1,S0twu (p1eop + (1− p1)ebd)J1,(N2+1)×N1
(p1p2eop + p1(1− p2)eid + (1− p1)ebd)J1,N2
p1p2p3eop + p1p2(1− p3)eid + p1(1− p2)eid + (1− p1)ebd],
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V3,m16,2 = [(p2eid + (1− p2)ebd)J1,N2+1 [(p2eop + (1− p2)ebd)J1,N2
p2p3eop + p2(1− p3)eid + (1− p2)ebd]C(N2+1)×N1(N2+1)]CS0×S,
V3,m16,3 = [(p3eid + (1− p3)ebd (p3eop + (1− p3)ebd)J1,N2 ]C(N2+1)×S,
(7.29)
and Ki, i = 1, 2, is defined in equation (7.24).
• If mi∗ = m3,
x(n+ 1) = Am33 x(n),
S∑
i=1
xi(n) = 1,
xα3(µ,υ,ν)(0) =
 1, µ = h1(0), υ = h2(0), ν = PS
m3(0),
0, otherwise.
(7.30)
The performance measures can be calculated as follows:
PR(n) = V3,m31 x(n), CR(n) = V
3,m3
2 x(n), WIPi(n) = V
3,m3
3,i x(n),
BLi(n) = V
3,m3
4,i x(n), STi(n) = V
3,m3
5,i x(n), POWi(n) = V
3,m3
6,i x(n),
where
V3,m31 = [01,S0(twu+tcd+1) [0 p3J1,N2 ]C(N2+1)×S0 ],
V3,m32 = [[p1J1,N1(N2+1) p1p2J1,N2 0]CS0×S0(tcd+twu+1) p1J1,N1(N2+1) p1p2J1,N2 p1p2p3 ],
V3,m33,i = [Ki]CS0×S, i = 1, 2,
V3,m34,1 = [[01,N1(N2+1) p1(1− p2)J1,N2 p1]CS0×S0(tcd+twu+1) 01,N1(N2+1) p1(1− p2)J1,N2
p1(1− p2) + p1p2(1− p3)],
V3,m34,2 = [[01,N2 p2]C(N2+1)×S0(tcd+twu+1) [01,N2 p2(1− p3)]C(N2+1)×S0 ],
V3,m34,3 = [01,S],
V3,m35,1 = [01,S],
V3,m35,2 = [p2J1,(N2+1) 01,N1(N2+1)]CS0×S,
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V3,m35,3 = [01,S0(tcd+twu+1) [p3 01,N2 ]C(N2+1)×S0 ],
V3,m36,1 = [[(p1eop + (1− p1)ebd)J1,N1(N2+1) (p1p2eop + p1(1− p2)eid + (1− p1)ebd)J1,N2
p1eid]CS0×S0(tcd+twu+1) (p1eop + (1− p1)ebd)J1,N1(N2+1)
(p1p2eop + p1(1− p2)eid + (1− p1)ebd)J1,N2
(p1p2p3eop + (p1(1− p2) + p1p2(1− p3))eid + (1− p1)ebd],
V3,m26,2 = [[(p2eid + (1− p2)ebd)J1,N2+1 [(p2eop + (1− p2)ebd)J1,N2
p2eid + (1− p2)ebd]C(N2+1)×N1(N2+1)]CS0×S0(tcd+twu+1) (p2eid + (1− p2)ebd)J1,N2+1)
[(p2eop + (1− p2)ebd)J1,N2 p2p3eop + p2(1− p3)eid + (1− p2)ebd]C(N2+1)×N1(N2+1)],
V3,m36,3 = [ecdJ1,S0tcd esJ1,S0 ewuJ1,S0twu
[p3eid + (1− p3)ebd (p3eop + (1− p3)ebd)J1,N2 ]C(N2+1)×S0 ],
(7.31)
and Ki, i = 1, 2, is defined in equation (7.24).
Finally, it should be noted that, the analysis presented in this section can be extended to
systems with machines having time-varying efficiencies by replacing the pi in the equations
by pi(n), the efficiency of the machine during time slot n.
7.4 Aggregation-based Approximate Analysis for M>3-
machine Lines
Although the exact Markovian analysis approach for two- and three-machine lines can
be extended to M>3-machine lines, it is not practical because of the large number of system
states involved. Therefore, in this section, a computationally efficient method based on
recursive aggregation is developed to approximate the system performance measures.
Moreover, note that it is intuitive that the control decisions should rely more on the
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buffers that are closer to the controlled machine. Therefore, we further simplify the control
rule such that the switch-on/off of machine mi∗ only depends on the occupancy of its closest
two buffers:
Control Rule 4 (simplified for M > 3-machine lines):
• For mi∗ = m1, i.e., 1 ∈MC,
Hm1on = {h(n)|h1(n) 6 hm11,on, h2(n) 6 hm12,off},
Hm1off = {h(n)|h1(n) > hm11,off, h2(n) > hm12,off};
• For mi∗ = mM , i.e., M ∈MC,
HmMon = {h(n)|hM−2(n) > hmMM−2,on, hM−1(n) > hmMM−1,off},
HmMoff = {h(n)|hM−2(n) 6 hmMM−2,off, hM−1(n) 6 hmMM−1,off};
• For mi∗ , i∗ ∈MC and 2 6 i∗ 6M − 1,
Hmi∗on = {h(n)|hi∗−1(n) > hmi∗i∗−1,on, hi∗(n) 6 hmi∗i∗,on},
Hmi∗off = {h(n)|hi∗−1(n) 6 hmi∗i∗−1,off} ∪ {h(n)|hi∗(n) > hmi∗i∗,off}.
This simplification, along with condition (7.1), also allows for the decoupling of the switch-
on/off control among the machines, in the sense that no buffer is involved in the switch-on/off
decision of more than one machine.
7.4.1 Idea and implementation of the aggregation procedure
To calculate the steady state performance of Bernoulli serial lines without switch-on/off
control, an aggregation-based recursive calculation procedure was proposed by [118]. Based
on this idea, an aggregation procedure for transient performance evaluation in such systems
is developed by [147]. This procedure is improved by [101] and then extended to Bernoulli as-
sembly systems. The issue of machine switch-on/off control, however, has not been included
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in these investigations. In this dissertation, a novel aggregation procedure is proposed to
contribute to this end.
Let |MC| denote the total number of machines being controlled. To study such a system,
the original M -machine line is represented by a total of (M − 1 − |MC|) virtual lines.
Specifically, for each machine with switch-on/off control, a virtual three-machine line is
constructed, leading to a total of |MC| virtual lines. If a controlled machine mi∗ is an internal
machine, i.e., i∗ ∈ MC and 1 < i∗ < M , a virtual three-machine line is constructed with
the middle machine being mi∗ and the two surrounding buffers being bi∗−1 and bi∗ , i.e., the
immediate upstream and downstream buffers of mi∗ in the original line. The middle machine
of the line has the same efficiency as mi∗ , i.e., pi∗ , while the first and third machines have
time-varying efficiencies, denoted as pfi∗−1(n) and p
b
i∗+1(n) during time slot n, respectively
(see Figure 7.4(a)). Here, superscripts f and b stand for forward and backward, and pfi∗−1(n)
and pbi∗+1(n) represent the aggregated effects of part producing and consuming in the original
line from up- and downstream of buffers bi∗−1 and bi∗ , respectively. If either m1 or mM is
being controlled, then the virtual three-machine line is constructed as illustrated in Figure
7.4(b) and 7.4(c): if mi∗ = m1, the efficiency of the first machine in the virtual line is simply
p1, since m1 is the only component upstream of b1. Similarly, if mi∗=mM , the efficiency of
the third machine in the virtual line is just pM . It should be noted that, due to the assuption
(viii), no buffer is shared by any two virtual three-machine lines constructed above. Thus,
the number of buffers not used by the virtual lines becomes M − 1 − 2|MC|. Next, we
construct a virtual two-machine line around each of the unused buffers. For each of these
two-machine lines, the up- and downstream machines have time-varying efficiencies pfi (n)
and pbi+1(n) representing the aggregated effects from up- and downstream of buffer bi in the
original line, respectively (see Figure 7.5).
Clearly, if the parameters of the virtual machines are known (i.e., the ones with super-
scripts f and b), it is possible to apply the approach described in Subsection 7.3.2 and the
method developed by [147] to analyze these virtual lines. Therefore, to identify the pa-
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(a) mi∗ , 1 < i
∗ < M (b) mi∗ = m1 (c) mi∗ = mM
Figure 7.4: Virtual three-machine lines
Figure 7.5: Virtual two-machine line
rameters of the virtual machines and to approximate the system evolution and transient
performance using the virtual lines, the following calculation procedure is proposed:
Step 0 : Identify the virtual three-machine and two-machine lines based on the descriptions
above.
Step 1 : Define two sets of indices, VL2M and VL3M , where VL2M contains indices i for
all buffers bi in the virtual two-machine lines, and VL3M contains index pairs (j1, j2) for
all buffer pairs (bj1 , bj2) in the virtual three-machine lines. Apparently, j1 + 1 = j2. Since
the virtual two-machine lines do not contain the machines with switch-on/off control, the
state of each two-machine line shown in Figure 7.5 only includes the occupancy of the buffer.
Therefore, for i ∈ VL2M , let x̂(i)(n) = [x̂(i)0 (n) x̂(i)1 (n) ... x̂(i)Ni(n)]T denote the probability
distribution of the buffer occupancy in the virtual two-machine line involving buffer bi at
the end of time slot n. In addition, for the three-machine lines involving buffers bj1 and
bj2 , i.e., (j1, j2) ∈ VL3M , let x̂(j1,j2)(n) = [x̂(j1,j2)0 (n) x̂(j1,j2)1 (n) ... x̂(j1,j2)S (n)]T denote the
probability distribution of the states of the virtual line constructed based on the methods
given in Subsection 7.3.2. The boundary condition of the procedure is pbM(n) = pM and
pf1(n) = p1. The initial condition is:
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x̂
(i)
j (0) =
 1, j = hi(0),0, otherwise, i ∈ VL2M ,
x̂
(j1,j2)
α3(µ,υ,ν)
(0) =
 1, µ = hj1(0), υ = hj2(0), ν = PS
ml(0),
0, otherwise,
(j1, j2) ∈ VL3M ,
where ml indicates the controlled machine in the virtual three-machine line with buffers bj1
and bj2 . Let n = 0.
Step 2 : For each i ∈ VL2M , and (j1, j2) ∈ VL3M , calculate pfi+1(n + 1) and pfj2+1(n + 1) as
follows:
pfi+1(n+ 1) = pi+1[1− x̂(i)0 (n)], i ∈ VL2M ,
pfj2+1(n+ 1) = pj2+1 ·
V3,mk1 (p
f
j1
(n+ 1), pj2 , p
b
j2+1
(n+ 1))x̂(j1,j2)(n)
pbj2+1(n+ 1)
, (j1, j2) ∈ VL3M ,
k =
j1+2∑
j=j1
j · 1MC(j)− (j1 − 1), 1MC(j) :=

1 if j ∈MC,
0 if j /∈MC.
where k ∈ {1, 2, 3} indicates the position of the controlled machine in the virtual three-
machine line and V3,mk1 is given in Subsection 7.3.2 with p1, p2, p3 replaced by p
f
j1
(n +
1), pj2 , p
b
j2+1
(n+ 1) and N1, N2 replaced by Nj1 , Nj2 , respectively.
Step 3 : For each i ∈ VL2M , and (j1, j2) ∈ VL3M , calculate pbi(n + 1) and pbj1(n + 1) in the
descending order of i and j1 as follows:
pbi(n+ 1) = pi[1− (1− pbi+1(n))x̂(i)Ni(n)], i ∈ VL2M ,
pbj1(n+ 1) = pj1 ·
V3,mk2 (p
f
j1
(n+ 1), pj2 , p
b
j2+1
(n+ 1))x̂(j1,j2)(n)
pfj1(n+ 1)
, (j1, j2) ∈ VL3M ,
k =
j1+2∑
j=j1
j · 1MC(j)− (j1 − 1),
where V3,mk2 is also given in Subsection 7.3.2 with p1, p2, p3 replaced by p
f
j1
(n+1), pj2 , p
b
j2+1
(n+
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1) and N1, N2 replaced by Nj1 , Nj2 , respectively.
Step 4 : Update all x̂(i)(n+ 1)’s and x̂(j1,j2)(n+ 1)’s based on
x̂(i)(n+ 1) = A2(p
f
i (n+ 1), p
b
i+1(n+ 1), Ni)x̂
(i)(n), i ∈ VL2M ,
x̂(j1,j2)(n+ 1) = Amk3 (p
f
j1
(n+ 1), pj2 , p
b
j2+1
(n+ 1))x̂(j1,j2)(n), (j1, j2) ∈ VL3M ,
k =
j1+2∑
j=j1
j · 1MC(j)− (j1 − 1),
where A2(p
f
i (n+ 1), p
b
i+1(n+ 1), Ni) represents the one-step transition probability matrix of
a two-machine Bernoulli line without switch-on/off control [147] and Amk3 is the transition
probability matrix of the three-machine line calculated based on the methods described in
Subsection 7.3.2.
Step 5 : The performance measures of the original system for time n + 1 are approximated
based on the virtual two- and three-machine lines constructed. Specifically,
P̂R(n+ 1) = pfM(n+ 1), ĈR(n+ 1) = p
b
1(n+ 1),
B̂Li(n+ 1) =

pix̂
i
Ni
(n)(1− pbi+1(n+ 1)), i ∈ VL2M ,
pi ·
V3,mk4,1 (p
f
i (n+ 1), pi+1, p
b
i+2(n+ 1))x̂
(i,i+1)(n)
pfi (n+ 1)
, (i, i+ 1) ∈ VL3M ,
V3,mk4,2 (p
f
i−1(n+ 1), pi, p
b
i+1(n+ 1))x̂
(i−1,i)(n), (i− 1, i) ∈ VL3M ,
ŜT i(n+ 1) =

pix̂
i−1
0 (n), i− 1 ∈ VL2M ,
V3,mk5,2 (p
f
i−1(n+ 1), pi, p
b
i+1(n+ 1))x̂
(i−1,i)(n), (i− 1, i) ∈ VL3M ,
pi ·
V3,mk5,3 (p
f
i−2(n+ 1), pi−1, p
b
i(n+ 1))x̂
(i−2,i−1)(n)
pbi(n+ 1)
,
(i− 2, i− 1) ∈ VL3M ,
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Ŵ IP i(n+ 1) =

Ni∑
k=0
kx̂ik(n), i ∈ VL2M ,
V3,mk3,1 (p
f
i (n+ 1), pi+1, p
b
i+2(n+ 1))x̂
(i,i+1)(n), (i, i+ 1) ∈ VL3M ,
V3,mk3,2 (p
f
i−1(n+ 1), pi, p
b
i+1(n+ 1))x̂
(i−1,i)(n), (i− 1, i) ∈ VL3M ,
P̂OW i(n+ 1) =

eoppi(1− B̂Li(n+ 1)− ŜTi(n+ 1)) + ebd(1− pi)
+ eidpi(B̂Li(n+ 1) + ŜTi(n+ 1)), for i /∈MC,
piV
3,m1
6,1 (p
f
i (n+ 1), pi+1, p
b
i+2(n+ 1))x̂
(i,i+1)(n)
pfi (n+ 1)(1− ŜTi(n+ 1))
+ (eidpi + ebd(1− pi))ŜTi(n+ 1),
for i ∈MC and (i, i+ 1) ∈ VL3M ,
V3,m26,2 (p
f
i−1(n+ 1), pi, p
b
i+1(n+ 1))x̂
(i−1,i)(n),
for i ∈MC and (i− 1, i) ∈ VL3M ,
piV
3,m3
6,3 (p
f
i−2(n+ 1), pi−1, p
b
i(n+ 1))x̂
(i−2,i−1)(n)
pbi(n+ 1)(1− B̂Li(n+ 1))
+ (eidpi + ebd(1− pi))ŜTi(n+ 1),
for i ∈MC and (i− 2, i− 1) ∈ VL3M .
Then, let n = n+ 1 and return to Step 2.
7.4.2 Accuracy of the approximation method
To investigate the accuracy of the performance approximation method developed above,
numerical experiments were carried out. Specifically, we studied a total of 150, 000 Bernoulli
lines with the parameters randomly and equiprobably (i.e., uniformly) selected from the
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following sets:
M ∈ {4, 5, 6, 7, 8, 9, 10}, Ni ∈ {4, 5, 6, 7, 8, 9}, pi ∈ (0.7, 1),
twu ∈ {1, 2, 3}, tcd ∈ {1, 2, 3}.
(7.32)
For each line thus constructed, we first calculated the maximum number of controlled
machines allowed by condition (7.1):
Θ(M) =
⌊
M − 1
2
⌋
. (7.33)
Then, we randomly and equiprobably selected the actual number of controlled machines
|MC| from {1, 2, . . . ,Θ(M)}. The positions of the controlled machines were selected ran-
domly and equiprobably from all feasible cases under |MC| and condition (7.1). The pa-
rameters of the control policies are also randomly and equiprobably generated based on the
buffer capacities.
The accuracy of the performance measure approximations are evaluated based on the
average approximation errors of each line studied:
δPR(n) =
|P̂R(n)− PRsim(n)|
PRss
· 100%, δCR(n) = |ĈR(n)− CRsim(n)|
CRss
· 100%,
δWIP (n) =
∑M−1
i=1
|Ŵ IPi(n)−WIP simi (n)|
Ni
M − 1 · 100%, δBL(n) =
∑M−1
i=1 |B̂Li(n)−BLsimi (n)|
M − 1 ,
δPOW (n) =
∑M
i=1 |P̂OWi(n)− POW simi (n)|∑M
i=1 POW
ss
i
· 100%, δST (n) =
∑M
i=2 |ŜTi(n)− ST simi (n)|
M − 1 ,
where the notations with “̂” represent the approximations calculated based on the pro-
posed procedure, the notations with superscript sim represent the simulation result, and the
notations with superscript or subscript ss represent the performance measures’ steady state
values.
The results are summarized in Figure 7.6. Note that the solid lines represent the median of
the errors among 150,000 different lines and the dotted lines are the first and third quartiles.
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Figure 7.6: Estimation errors of the performance approximations
It shows that, the approximation error is typically within 2% for PR(n), CR(n),WIP (n)
and POW (n). In addition, the average approximation error is also very small for BL(n)
and ST (n). Taking into account that the parameters of the machines and buffers are rarely
known on the factory floor with accuracy better than 5% − 10%, we conclude that the
proposed procedure can be used as an effective tool to estimate the transient performance
of Bernoulli systems with good accuracy.
As an illustration, consider a ten-machine line (see Figure 7.7) with parameters given as
Figure 7.7: Virtual lines construction based on the controlled machines
follows:
M = 10, MC = {1, 5, 10}, twu = 1, tcd = 1, N = [4 4 5 6 5 6 4 6 4],
p = [0.82 0.79 0.75 0.84 0.87 0.92 0.86 0.95 0.88 0.91],
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Hm1on = {h|h1 6 1, h2 6 1}, Hm1off = {h|h1 > 3, h2 > 3},
Hm5on = {h|h4 > 5, h5 6 1}, Hm5off = {h|h4 6 1} ∪ {h|h5 > 5},
Hm10on = {h|h8 > 4, h9 > 3}, Hm10off = {h|h8 6 1, h9 6 1}.
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Figure 7.8: Comparison of simulation- and calculation-based methods for transient perfor-
mance evaluation
For this system, Virtual (three-machine) Lines 1, 2 and 3 are constructed around the three
controlled machines m1, m5 and m10 (indicated by the black circles in the figure). Then, for
the rest M − 1− 2|MC| = 10− 1− 2× 3 = 3 unused buffers, Virtual (two-machine) Lines
4, 5 and 6 are constructed (see Figure 7.7). Clearly, in this example, VL2M = {3, 6, 7},
VL3M = {(1, 2), (4, 5), (8, 9)}. The performance measures of the system obtained using
simulation and the proposed calculation procedure are given in Figure 7.8. Specifically,
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the rightmost column in Figure 7.8 are the results obtained by the calculation procedure,
while the leftmost column provides the results using simulation with approximately the
same computing time (around ten seconds on a PC with 3.4 GHz Intel Core i7 and 8 GB
memory). The middle column in the figure gives the simulation results with 100 times
the computing time. As one can see, the calculation procedure developed in this Chapter is
capable of approximating the system performance measures with high precision and accuracy
and relatively small computing effort.
7.5 Summary
In this Chapter, we study serial production lines with Bernoulli machines and finite
buffers and assume that some of the machines in the line can be switched on and off during
the production process according to a threshold-based feedback control policy. Mathematical
models for the system under consideration are derived and analytical methods are developed
for calculating the system performance measures of production rate, consumption rate, work-
in-process, machine blockage, machine starvation and power, etc., during transients and
steady state. Specifically, in two- and three-machine lines, we assume that only one machine
is controlled and exact Markovian analysis is used. For longer lines, switch-on/off control
of multiple machines is considered. Unfortunately, the exact Markovian analysis approach
for two- and three-machine lines cannot be extended to M>3-machine lines due to the
large number of the system states. Instead, an aggregation-based approximation approach
is developed for evaluating the system performance. To investigate the accuracy of this
performance approximation method, numerical experiments were carried out and the results
show that the proposed method can be used to efficiently calculate the system’s performance
with high accuracy.
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Chapter 8
CONCLUSIONS AND FUTURE WORK
8.1 Conclusions
In this dissertation, we study the problems of performance evaluation, bottleneck analysis,
and production control of serial lines, closed lines and assembly systems. Specifically, the
following results have been reported:
• The problems of performance evaluation, system-theoretic properties, in the frame-
work of serial production lines with Bernoulli/geometric machines and finite buffers is
discussed; Using Markovian analysis, closed-form expressions are provided to calculate
the performance measures for one- and two-machine lines; For longer lines, a com-
putationally efficient algorithm is developed to approximate the system performance
measures with high accuracy; Properties of system are investigated and a case study
is carried out to illustrate the applicability of the methods developed.
• The transient performance of closed serial lines with machines having the Bernoulli
reliability model are studied. Specifically, exact mathematical model for the system
considered is derived based on Markov analysis. Then, formulas for calculating the
system’s performance measures during transients are obtained based on the model. An
approximation method is proposed to estimate a closed Bernoulli line’s performance
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with a finite production run.
• The transient performance evaluation problems of assembly systems with Bernoulli
machines and finite buffers is studied. A computationally-efficient algorithm is devel-
oped to approximate the transient performance measures of Bernoulli assembly system
by transforming the system into a pair of interacting serial lines. Extend the algorithm
to complex assembly systems with multiple component lines and assembly operations.
• Serial production lines with Bernoulli machines and finite buffers and assume that
some of the machines in the line can be switched on and o during the production pro-
cess according to a threshold-based feedback control policy are studied. Mathematical
models for the system under consideration are derived and analytical methods are de-
veloped for calculating the system performance measures during transients and steady
state. Specifically, in two- and three-machine lines, we assume that only one machine is
controlled and exact Markovian analysis is used. For longer lines, switch-on/off control
of multiple machines is considered. An aggregation-based approximation approach is
developed for evaluating the system performance.
8.2 Future Work
Inspired by the preliminary results obtained, the planned work in the future of this
research includes:
• Extension of the results to systems with exponential machines. Since production sys-
tems with exponential machines are also Markovian, the aggregation-based approach
is still applicable;
• Extension of the results to systems with non-Markovian (Weibull, gamma, log-normal,
etc.) and general models of machine reliability;
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• For the preliminary work that has been done in the machine operations control, in
addition to the limit of Bernoulli reliability model, more general control rules as well
as optimal control parameters/policies and adaptive control will be investigated;
• Investigations of bottleneck identification and lean design for production systems with
machine switch-on/off control;
• Generalization of the operation control results to production systems with other struc-
tures (e.g., assembly, rework, closed lines).
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