INTRODUCTION
Image fusion is an interesting, up growing and an important technique that combines the essential features from two or more images into a single image with extended information content thus reducing redundant data and artifacts that may exist in the source images. It has its significant importance due to its application in medical science, remote sensing, machine vision, forensic and defense departments etc., The image fusion process is performed for multi-sensor, multimodality, multi-temporal and multi-focus images [1] .
Image fusion can be performed in two different domains of an image namely Spatial Domain and Transform Domain. In Spatial Domain, some sort of mathematical calculations are performed on the intensity value of the pixels in the source images to form the pixel values of the fused image [2] . Whereas in the Transform Domain, the source images are converted into multi-resolution or multi-scale image representation, before the fusion process. Then the fusion operations are performed on multi-resolution or multi-scale representation of an image. The resultant fused image is obtained by taking the inverse transformation on the fused multi-resolution or multi-scale representation. Transform fusion uses pyramid transform or wavelets transform to convert the source image into multi-scale or multi-resolution representation [3] .
Image fusion is generally performed at three different levels of information representation of an image: pixel level, feature level and decision level [4] . A pixel level image fusion performs the arithmetic operations (addition / subtraction / average) or selection operations (minimum / maximum) the raw pixel intensity values of an image. Still, these methods smoothens the sharp edges or leave the blurring effects in the fused image [5] . The feature level image fusion on the other hand operates on the various characteristics (features) of an image such as shape, edge, contrast, color, texture etc., These features are extracted first from the source images and then fused using the appropriate fusion rule. Researchers have shown that fusion at feature level give up better fused image than pixel based techniques. But these methods hardly depend on the effectiveness of the algorithms used to segment the features [6] . The highest level of fusion is decision level fusion which deals with the symbolic representation of images and the fusion is performed at the symbol level.
Nowadays, medical imaging becomes an increasingly significant role in human healthcare. Advances in scanning technology, have enabled the radiologists to acquire images of the human body and its internal structures quickly with greater accuracy [7] . In general, medical imaging system is divided into structural and functional imaging systems. Structural imaging shows detailed anatomical informative images inside the body, including bones, organs, tissues and implants with less distortion, but it cannot detect physiological changes. For example, Computed Tomography (CT) uses multiple X-rays to produce cross-sectional layers of hard tissues, whereas Magnetic Resonance imaging (MRI) uses magnetic fields and radio waves to show detailed images of organs, normal and pathological soft tissues, bones, ligaments and cartilage. Functional imaging is another kind of medical imaging technique which focuses on detecting or measuring changes in metabolism, blood flow, regional chemical composition, and absorption. Functional imaging [8] such as Positron Emission Tomography (PET) and SinglePhoton Emission Computed Tomography (SPECT) involves injecting, inhaling or swallowing a radioactive 'tracer'. The gamma-rays emitted by this material are used by the scanner to show images of bones and organs and also functional information such as blood flow, blood activity and metabolic activity with low spatial resolution [9] . A single modality cannot provide both anatomical and functional information in a single image. But, for most of the clinical applications, combining these images is necessary.
Hence, Medical Image Fusion plays an important role for clinical applications such as image-guided surgery, imageguided radiotherapy, noninvasive diagnosis, and treatment planning. In all such clinical applications, the complementary information from the images of different modalities is required. For example, combined PET/CT or PET/MRI or SPECT/MRI imaging can concurrently visualize both anatomical and physiological characteristics of the human body. In oncology, this concurrent visualization helps physician to view tumor activity in conjunction with anatomical references to localize and identify the tumor and also to better understand the effects of cancer treatment [10] . So, the major motivation of medical image fusion is to enrich the information content and to improves the medical images by combining two or more anatomical and functional images into a single image that will help the physician during medical diagnosis and treatment planning. 
IMAGE FUSION IN SPATIAL DOMAIN
Spatial image fusion methods perform certain mathematical calculations on the pixel intensity values of source images to create the fused image. Spatial domain fusion methods are classified into primitive methods and sub-space methods [2] .
Primitive Fusion Methods
The Primitive fusion methods perform the fusion process exactly on the source images. These methods perform simple arithmetic operations such as addition, subtraction, division, and multiplication as well as minimum, maximum, median, rank, average and weighted average on the pixel values of input images [11] . It also includes more complicated operations such as Expectation-Maximization, Markov Random Field etc. Unfortunately these methods produce unsatisfactory results such as features that appear in one source image but not in others are rendered in the composite at reduced contrast or superimposed on features from other images. But these methods are good for certain cases where the input images have an overall high brightness and high contrast [12] .
Sub Space Methods
The sub space methods are a collection of statistical techniques which remove the correlation that exists between the input images IK, where, k € {1,2,……..k}. Some important sub space techniques [Mitchell, 2010] [2] . One of the major disadvantages of spatial domain fusion methods is that it introduces spatial distortions in the resultant fused image and does not provide any spectral information. These disadvantages were overcome with the use of transform domain image fusion methods [9] .
IMAGE FUSION IN TRANSFORM DOMAIN
In the transform domain, the image fusion is performed at the multi-resolution or multi-scale image representation of the source images. Normally, the human visual system processes and analyzes image information at different scales. Based on this idea, Burt proposed an efficient method for image fusion that uses multi-scale or multi-resolution representation of an image [13] .
A multiresolution analysis [14] decomposes an image into a smoothed version of the source image and a set of detail information at different scales. First, the detail information that distinguishes the sharp edges in the image is removed. The resultant image obtained is slightly blurred. This blurred version of the original image is rendered at a slightly coarser scale. Then the same procedure is repeated recursively. Each time, some detail information and a more and more blurred (or smoothed) version of the original image is obtained. In this process, removal of the detail information corresponds to a bandpass or highpass filtering, and generation of the smoothed image corresponds to a lowpass filtering. Given the decomposition of an image, one can reconstruct the original image.
Transform domain implements a pattern selective approach to image fusion [1, 15] , so that the composite image is constructed not a pixel at a time, but a feature at a time. Primary features that are identified from each of the source image are copied as a whole to the composite image. Unimportant features that may partially mask the more salient features are discarded. Transform fusion uses pyramid transform or wavelets transform to convert the source image into multi-scale or multi-resolution representation. Image fusion in the transform domain is carried out in four steps [16] .
Step 1: Convert both source images into multi-scale or multiresolution representation. 
Match and Salience Measure
Most of the pattern selective image fusion is guided by two measures: a match measure which determines the mode of combination at each sample position (selective or averaging), and salience measure that determines which source pattern is chosen in the selection mode.
Salience Measure
The salience of a particular component pattern is high if that pattern plays a major role in representing important information in the fused image. There can be various measures of salience such as: amplitude, contrast, correlation, edge intensity etc. The choice of salience mainly depends on the application area and the nature of the source images. In this paper, the measure of salience at each sample point is considered to be the local energy or variance within neighborhood p and is defined as follows.
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Here, the neighborhood p is small, which includes only sample point itself (point case) or a 3x3 or 5x5 windows of sample points (area case).
Match Measure
The match measure is used to determine which of the two combination modes, selection or averaging have to be applied at each sample position. This measure can be the relative amplitudes of corresponding patterns in the two source amplitudes. Alternatively, here the match measure at sample point is defined as the local normalized correlation within neighborhood p:
Again, the neighborhood p includes the sample point (point case) or a local array of sample points (area case). The value of MAB is 1 for identical patterns, -1 for identical patterns but has opposite signs, and value between -1 and 1 for all other patterns.
Combination Rule
The combination states that how the components patterns of source images are combined together to form the fused image representation. Commonly used combination rule is weighted average and is given by:
Where and are the weights assigned to the source images A and B and depends on the match and saliency measures M AB . At each sample position ,
Where α is the threshold value. The largest weight is assigned to the source image with larger salience.
Here, the parameters the level of transform l, the threshold vale α and the size of the neighborhood p may affect the fusion process and can be optimized for better fusion results.
Consistency Check
Consistency verification is required to ensure that a sample point in the fused representation does not come from a different source image from its neighbors i.e. a sample point under verification is from image A whereas most of its neighboring sample points come from image B. Then the sample point under verification is changed to the sample point of image B. Usually this verification is performed with choose max selection rule. Commonly used consistency verification is window-based consistency verification [1] . It uses 3x3 or 5x5 window for considering the neighbors. Li uses a majority filter to implement window based consistency check and is represented in Fig. 1 . 
Pyramid Transform
The image pyramid is a data structure designed to support efficient scaled image analysis through reduced image representation [17] . It consists of a sequence of low pass or band pass copies of an original image in which both sample density and resolution of an image are decreased in regular steps. An image pyramid does contain all the information needed to reconstruct the original image. The pyramid representations considered here are
Gaussian Pyramid
The Gaussian pyramid [13] consists of low-pass filtered, down sampled images of the previous level in the pyramid with base level is the original image. Let G k be the k th level of the Gaussian pyramid for image I. Then G 0 (i,j)≡I(i,j) and for k>0,
Here w is the weighting function or generating kernel, and the notation … ↓2 indicates that the image array in brackets is sub sampled by 2. 
Laplacian Pyramid
The Laplacian pyramid [18, 19] is defined as the difference between successive levels of the Gaussian pyramid and is given by
Here … ↑2 indicates up sampling by 2. n-1 rows and columns of zero vale are inserted between the original rows and columns. Convolution by w has the effect of interpolating the missing samples.
Filter Subtract Decimate (FSD) Pyramid
FSD Laplacian pyramid [20] is defined as the difference between G k and the filtered copy of G k prior to subsampling to form G (k+1) . FSD pyramid is generated by using the following recursive rules:
Gradient Pyramid
A gradient pyramid [21] 
Ratio-Of-Low-Pass (ROLP) Pyramid
The ratio-of-low-pass pyramid [22] is defined as the ratio of two successive layers of Gaussian pyramid and is given by = expand +1 , 0 ≤ ≤ − 1 10 = ROLP preserves visually important details in the fused image.
Contrast Pyramid
Luminance Contrast [23] is defined as = − 11 Where L denotes the luminance at a certain location in the image plane, represents the luminance of the background and I(i, j) = 1 for all i and j. When the luminance contrast at level i, i.e. Ci is defined as
We have obtained the sequence of contrast levels. Hence the sequence is sometimes known as contrast pyramid.
Morphological Pyramid
Morphological pyramids [24, 5] systematically split the input signal into approximation and detail signals by repeatedly applying morphological filters (pyramidal analysis operators) followed by down sampling. The fundamental morphological operators are: erosion, dilation, opening and closing.
Erosion sets a pixel at (i, j) to the minimum over all pixels in the neighborhood centered at (i, j) and is defined as
Where x ϵ E 2 , K is a subset of E 2 , gray scale function dilated by a structuring element K.
Dilation sets a pixel at (i, j) to the maximum over all pixels in the neighborhood centered at (i, j) and is defined as
⨁ = min ( − ) 14
Morphological Opening on an image is defined as erosion followed by dilation. Also, morphological closing is defined as dilation followed by erosion. They are represented as
Wavelet Transform
The wavelet transform specifies a multiresolution decomposition, with the wavelet defining the highpass or bandpass filter that determines the detail information. Associated with each wavelet, there is a smoothing function which defines the complementary lowpass or average filter [25, 26] . The wavelet function is the mother wavelet which detects the differences and the scaling or smoothing function is the father wavelet that captures the average behavior. A wavelet is represented in terms of scaling and wavelet functions as follows:
Where ∅ is a scaling function and , is a wavelet function.
There are two main groups of wavelet transform, continuous and discrete. Since it is difficult or impractical to apply continuous wavelet transform, DWT is commonly used for image fusion. According wavelet decomposition theory [26, 27] , the original image is decomposed using 2-dimensional wavelet transform, which results in a low frequency sub band and three high frequency sub-bands. The low frequency sub-band reflects the approximate or smoothed component that is related to image's basic information, while the high frequency sub-bands reflect the detail components along the horizontal, vertical, and diagonal direction which corresponds to edge, line, area, boundary and other information present in the image.
The 2-D wavelet analysis of an image I consists of filtering and down-sampling of each row using the 1-D low-pass filter L and followed by high-pass filter H thus producing the coefficient matrices IL and IH. This step is followed by vertical filtering and down-sampling of column elements using the low-pass and high-pass filters L and H in IL and IH. This first level of decomposition produces four sub images ILL, ILH, IHL and IHH. ILL is a smooth sub image corresponding to a low-frequency band and can be considered as a subsampled version of the original image I containing the basic information. ILH, IHL and IHH are detail sub images corresponding to horizontal, vertical and diagonal directions of the image I containing edge, line and boundary information. Fig. 2 represents the multiresolution wavelet decomposition of an image I after the first level. The 2-D decomposition process can then be iterated on the smooth sub image I LL (x, y) to obtain four coefficient matrices in the next decomposition level and so on.
RESULTS AND DISCUSSION
The above mentioned methods are tested for MRI/CT and PET/CT images. The effectiveness of the fusion methods and the quality of the resultant fused images can be evaluated and analyzed quantitatively with the image quality metrics.
Image quality metrics are classified into two categories: reference and non-reference metrics. Reference metrics evaluates against the reference image. But in real-time applications, the availability of reference image is not possible. Hence in this paper, the non-reference image quality metrics alone considered for evaluation. The non-reference image quality metrics used in this paper are EN, SD, PSNR, SF, AG, ES, FF and FS [28, 9, 7] . The EN shows the amount of information in the image. The SD and PSNR indicate the quality of an image. Higher PSNR and standard deviation indicates better quality. The SF shows the overall activity and clarity of an image. ES represents the edge information associated with the fused image which is visually supported by human visual system. Higher the value of ES implies fused image with better edge information. FF shows how much information is derived from source images. Low value of the fusion symmetry indicates the goodness of the fusion algorithm.
Some of these metrics measure the amount of information present in the fused image, whereas the other metrics measure the quality of an image. In medical applications for better diagnosis, an image should have both these qualities. Hence, equal significance should be given to both the quality metrics that measure quality and information content. And also, the values of each of the quality metric may widely vary in their range. In order to bring the metric values in the uniform range and by giving equal importance, the above considered nonreference image quality metrics are statistically normalized. In this paper, a simple normalization which linearly maps a given value from the existing range to the desired range is considered and is expressed as
Where x is a vale in the existing rang and x' is the new value. a and b are defined as follows:
Where max and min are the maximum and minimum values in the existing range and max' and min' are maximum and minimum values in the new range.
For simplicity, the transform-based image fusion methods both pyramid transform and wavelet transform assume the decomposing level as 3 and the Combination rule is considered to be the measure and salience with consistency check for detailed coefficient and weighted average for approximate coefficient. The window size for consistency check is considered to be 3x3. The threshold vale is also assumed to be fixed.
MRI/CT Image Data Set
Here, MRI image (Fig. 3, 1A ) and CT image (Fig. 3, 1B ) of a brain is considered as the source images. The size of the image is 159x159. Both the images are preprocessed and coregistered images. MRI offers better information on normal and pathological soft tissues and CT provides best description about the denser tissues mainly the structures of bones and the useful information like brain boundaries and shape. In most of the clinical applications, the combined images showing clearly the outline, shape, position of both bone and tissues is desirable that can aid in diagnosis and treatment planning for doctors. The images in Fig. 3 , 1C through 4C are the resultant fused images of various fusion methods. The resultant fused images are quantitatively analyzed with the non-reference quality metrics EN, SD, PSNR, AG, ES, FF and FS. All the values are normalized and fit within the range 1 to 100. The Table 1 shows the values of normalized image quality metrics. It shows that the method MAX has the highest EN and FF values and PCA has the highest SD value.
The highest values of other quality metrics PSNR, AG, ES and FS are shared by both Haar and Daubechies wavelet transforms. It shows that the wavelet-based methods better capture the useful patterns from the source images and produces the fused image with more information and good quality. The Fig. 4 shows that the wavelet transform methods both Haar and Daubechies have achieved the normalized total nearer to each other showing that those methods can better extract the edges, textures and other required features from the source images. 
PET/CT Image Data Set
PET image (Fig. 5, 1A ) and CT image (Fig. 5, 1B ) of a neck are considered as the source images. The size of the image is 272x336. Both the images are preprocessed registered images. CT provides best description about the denser tissues mainly the structures of bones and the useful information like bone boundaries and shape. Whereas PET images offer functional information such as blood flow, blood activity and metabolic changes with low spatial resolution. In Fig. 5, 1A shows shape and boundary of a bone and other organ structure and 1B shows the metabolic activity (absorption of glucose) indicating the presence of malignant lesion. In most of the clinical applications, particularly in oncology, the combined images showing both the information are desirable for effective diagnosis and for treatment planning. The images in The resultant fused images are quantitatively analyzed with the non-reference quality metrics EN, SD, PSNR, AG, ES, 
Methods
Normalized Quality Metrics Total shown in Table 2 . It shows that the highest EN and FS values are scored by the MAX and PCA has the largest SD value.
The highest values of other quality metrics SD, AG, ES and FF are shared by both Haar and Daubechies wavelet transforms. It is once again proved that the wavelet-based methods better capture the useful patterns from the source images and produces the fused image with more information and good quality. 
CONCLUSIONS
In this paper, some of the fusion methods in the spatial and transform domain are implemented and quantitatively analyzed with non-reference image quality metrics for multimodality medical images. The analysis says that the wavelet transform results in good quality fused image with extended information than spatial and pyramid transform methods by effectively extracts the useful patterns from the source images. But the effectiveness of the wavelet transform depends on its parameters. Here, for simplicity, all these methods are implemented for fixed decomposition level and fixed threshold value, which may differ for different modality images with varying detailed information. The combination rule is assumed as fixed both for detailed and approximate coefficients. Since the medical images from different modalities differ and are complementary to each other, these parameters may be dynamically chosen that, they well suit to medical image fusion and be optimized.
