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Abstract
In this paper, we develop a full-discrete adaptive FEM for a quasi-parabolic
integro-diﬀerential PDE-constrained optimal control problem. Firstly, we present
weak formulations and optimal conditions and, by using the backward Euler scheme,
we deduce equivalent a posteriori error estimators. Then we derive lower and upper
bounds for the error estimates by bubble function techniques and use these
indicators in adaptive ﬁnite element schemes. Furthermore, we carry out some
numerical experiments to test our theoretical results.
Keywords: full-discrete adaptive FEM; equivalent a posteriori error estimates; linear
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1 Introduction
In many applications such as mechanics, heat conduction in materials with memory, and
so on, models are often described by quasi-parabolic integro-diﬀerential PDEs (IDPDEs).
In any subdomain, these models maintain conservation of energy at any moment. In [],
the authors presented the existence and uniqueness of the solution to a quasi-parabolic
IDPDE. In [], the authors studied the ﬁnite element methods (FEMs) for quasi-parabolic
IDPDE problems.
For classic linear PDE-constrained optimal control problems (OCPs), such as elliptic,
parabolic, and hyperbolic equation constrained OCPs. there has been much work on the
existence and optimality conditions (see []). In [–], the authors have already carefully
studied the FEM approximation and obtained a priori error estimates. Recently, in [,
], the authors concentrated themselves on OCPs governed by IDPEDs such as elliptic,
parabolic, and quasi-parabolic IDPDEs. However, althoughwe often encounter those con-
trol problems in many practical applications, as far as we know, there has been little study
on full-discrete adaptive ﬁnite elementmethods (AFEMs) for quasi-parabolic IDPDE con-
strained OCP.
As is well known, AFEM can eﬃciently decrease the computational work among dif-
ferent FEMs in the literature, and it has become one of the main methods in developing
FEMs in real scientiﬁc and engineering applications. The principle of this method is to use
the a posteriori error estimate indicator to guide local mesh reﬁnement in computation;
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in such a way denser meshes are only used where the value of the indicator is larger and
the solution is more singular, and consequently the degree of freedoms may be greatly re-
duced on those only locally reﬁned meshes. One of the keys to make AFEM work is that
the value of the error estimate indicator has to be highly positively correlated to the singu-
larity of the solutions to be approximated. So the quality of the a posteriori error indicators
is vital for eﬀectiveness of AFEM []. In [–], the authors present the eﬀectiveness of
AFEM and carry out tests to illustrate that AFEM can indeed reduce computational work
for PDE-constrained OCP.
























yt – div(A∇yt +D∇y +
∫ t
 C(t, τ )∇y(τ )dτ ) = f + u, (x, t) ∈  × (,T],
y = , (x, t) ∈ ∂ × [,T],
y|t= = y, x ∈ ,
(.)
where α is a positive constant, u = u(x, t) is the control, y = y(x, t) is the state, f = f (x, t),
zd(x, t), and y = y(x) are some suitable functions, A = A(x) = (ai,j(·))n×n, D = D(x) =
(di,j(·))n×n ∈ (C∞())n×n, there exists a constant c >  such that A, D satisfy
XtAX ≥ c‖X‖Rn , XtDX ≥ c‖X‖Rn , ∀X ∈ Rn,
and C = C(x, t, τ ) = (ci,j(x, t, τ ))n×n ∈ (C∞(,T ;L∞()))n×n. Here , X, K are the sets de-
ﬁned in Section .
In this paper, the a posteriori error indicators are presented for AFEM approximation
of (.)-(.). For this control problem, by carrying out a very detailed analysis, we obtain
the a posteriori error estimates for the full-discrete AFEM on multimeshes. Here we also
employ and extend the existing techniques in [, , –] to (.)-(.).
The outline of the paper is as follows. In Section , we present the weak formulation
and optimal conditions for (.)-(.). In Section , the semidiscrete and full-discrete FEM
approximation forms for (.)-(.) are established. In Section , we derive upper and lower
a posteriori error bounds for (.)-(.). Finally, we carry out some numerical experiments
to show the eﬀectiveness of the indicators derived in Section .
2 Model problem and the optimal conditions
In this paper,  is a bounded open set with Lipschitz boundary ∂, and U is another
bounded open set in Rd , where ≤ d ≤ .
In the following, we use the standard notation Wm,q() for Sobolev spaces on 
equipped with norm ‖ · ‖m,q,, and seminorm | · |m,q,. We denote Wm,q () = {w ∈
Wm,q() : w|∂ = }. For convenience, we use Hm() (Hm ()) to denote Wm,()
(Wm, ()) equippedwith norm‖·‖m, and seminorm | · |m,. The Banach space of all Ls in-
tegrable functions ((,S) → Wm,q()) is denoted by Ls(,S;Wm,q()), which is equipped




s for s ∈ [,∞) and with the standardmod-
iﬁcation for s = ∞. In the same way, we also deﬁne the spaces H(,S;Wm,q()) and
Ck(,S;Wm,q()). In [], we can ﬁnd the details.
Shen Boundary Value Problems  (2016) 2016:120 Page 3 of 25
Throughout the paper, we denote by c or C general positive constants independent of
any unknowns and mesh parameters.
Let V =H() and U = L(); as the state and control spaces, we take W = L(,T ;V )
and X = L(,T ;U).
Also, we let K = {u(t) ∈ L() : ∫

u(t) ≥ ,∀t ∈ [,T]} be a closed convex subset of U ,
and as the control set, we take Uad = {u ∈ X,u(t) ∈ K}.
In order to present the weak formulation and regularity of the solution of (.)-(.), we
ﬁrst introduce the following bilinear forms: ∀z,w ∈ V ×V ,
a(z,w) = (A∇z,∇w), d(z,w) = (D∇z,∇w),
c(t, τ ; z,w) =
(





where Ct is the partial derivative of C(x, t, τ ).
We suppose that these bilinear forms satisfy the following condition: there exist con-
stants c >  and C >  such that





∣∣ ≤ C‖z‖,‖w‖,, ∀z,w ∈ V ,
(c)
∣∣c(t, τ ; z,w)
∣∣ ≤ C‖z‖,‖w‖,,
∣∣ct(t, τ ; z,w)
∣∣ ≤ C‖z‖,‖w‖,, ∀z,w ∈ V , t, τ ∈ [,T].
(.)












(yt ,w) + a(yt ,w) + d(y,w) +
∫ t
 c(t, τ ; y(τ ),w)dτ
= (f + u,w), ∀w ∈ V , t ∈ (,T],
y|t= = y,
(.)
where (.) is the weak form of the state equation (.). From [, ] we know that there
is at least one solution y of (.) that satisﬁes y ∈ N(,T) = {y : y ∈ L(,T ;H()), yt ∈
L(,T ;H())}.
From [] we know that the OCP (.)-(.) has a unique solution (y,u) ∈ N(,T)× X,
and (y,u) is the solution of OCP iﬀ there exists a costate p ∈ N(,T) such that the triple




(yt ,w) + a(yt ,w) + d(y,w) +
∫ t
 c(t, τ ; y(τ ),w)dτ
= (f + u,w), ∀w ∈ V , t ∈ (,T],
y|t= = y(x),
–(q,pt) – a(q,pt) + d(q,p) +
∫ T
t c(τ , t;q,p(τ ))dτ
= (y – zd,q), ∀q ∈ V , t ∈ [,T),
p|t=T = ,∫ T
 (αu + p, v – u)dt ≥ , ∀v ∈ X, v(t) ∈ K .
(.)
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3 Full-discrete FEM approximation
We now consider the full-discrete FEM approximation to (.)-(.). For simplicity, here
we only consider triangular conforming elements and suppose that h =.
Let Th and ThU be two diﬀerent polygonal approximations toh. On Th, we set the ﬁnite
element subset Sh of C(¯h) that satisﬁes: ∀χ ∈ Sh, ∀τ ∈ Th, χ |τ is anm-polynomial, where
m≥  is the degree of the polynomials. Let Vh = {vh ∈ Sh : vh(Pi) = , i = , . . . , J} andWh =
L(,T ;Vh), where Pi is the boundary vertex of the domain Th (i = , . . . , J). Obviously, we
haveVh ⊂ V ,Wh ⊂W . OnThU , we set the ﬁnite element subsetUh in L(h) that satisﬁes:
∀χ ∈Uh, ∀τU ∈ ThU , χ |τU is anm-polynomial (m≥ ). Let Xh = L(,T ;Uh). Note that we
do not require the continuity for Uh. Then we obviously have Xh ⊂ X.
Let the diameter of the maximal circumcircle of an element τ (τU ) in Th (ThU ) be de-
noted by hτ (hτU ), and the diameter of the maximal inscribed circle of element τ (τU )
in Th (ThU ) be denoted by ρτ (ρτU ). Suppose that there exists a positive constant R such
that  ≤ maxτ∈Th ( hτρτ ) ≤ R and  ≤ maxτU∈ThU (
hτU
ρτU
) ≤ R, and let h = maxτ∈Th hτ and hU =
max
τU∈ThU hτU .
Here piecewise constant FE space is used for the approximation of the control due to
the limited regularity of the optimal control (normally, H). We will use higher-order FE
spaceswhen approximating the state and costate.Wedenote all -order polynomials on τU


























∂t yh,wh) + a(
∂
∂t yh,wh) + d(yh,wh) +
∫ t
 c(t, τ ; yh(τ ),wh)dτ
= (f + uh,wh), ∀wh ∈ Vh, t ∈ (,T],
yh|t= = yh,
(.)
where yh ∈Wh, and yh ∈ Vh is an approximation of y.
Following from [] and (.), we have that there exists a unique solution (yh,uh) ∈Wh ×
Kh of (OCP)h, and we know that a pair (yh,uh) is a solution of (OCP)h iﬀ there exists a






∂t yh,wh) + a(
∂
∂t yh,wh) + d(yh,wh) +
∫ t
 c(t, τ ; yh(τ ),wh)dτ
= (f + uh,wh), ∀wh ∈ Vh,
yh(x, ) = yh(x),
–(qh, ∂∂t ph) – a(qh,
∂
∂t ph) + d(qh,ph) +
∫ T
t c(τ , t;qh,ph(τ ))dτ
= (yh – zd,qh), ∀qh ∈ Vh,
ph(x,T) = ,
(αuh + ph, vh – uh)≥ , ∀vh ∈ Kh.
(.)
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Now we use the backward Euler scheme in time to construct the full-discrete FEM ap-
proximation of (.) and obtain its full-discrete form. For convenience, we suppose that
 is a polygonal area with boundary ∂.
Let  = t < t < · · · < tN = T , ki = ti – ti–, i = , , . . . ,N , k = max≤i≤N {ki}. For i =
, , . . . ,N , we similarly to Vh construct the FE space Vhi ⊂ H() on mesh Thi . We also
construct the FE space Uhi ⊂ L() on mesh (ThU )i. Here we denote the maximal diameter
of the element τ i (τ iU ) in Thi ((ThU )i) by hτ i (hτ iU ). Then we deﬁne the mesh functions τ (·)
and τU (·) by τ (t)|t∈(ti–,ti] = τ i and τU (t)|t∈(ti–,ti] = τ iU . We also deﬁne the mesh size func-
tions hτ (·) and hτU (·) by hτ (t)|t∈(ti–,ti] = hτ i and hτU (t)|t∈(ti–,ti] = hτ iU . In the following, for
convenience, we use τ , τU , hτ , and hτU to denote τ (t), τU (t), hτ (t), and hτU (t), respectively.
Let Khi ⊆Uhi ∩K .
In order to present the full-discrete FEM approximation of (OCP)h, we set t = ti in the
ﬁrst formula of (.), and in order to approximate derivative in time, we adopt the -order
backward diﬀerence quotient. We also use the left rectangular quadrature formula to nu-
merically approximate the integration.



































m= kmc(ti, tm–; ym–h ,wh)
= (f (x, ti) + uih,wh), ∀wh ∈ Vhi ,
yh = yh(x), x ∈ ,
(.)
where (yih,uih) ∈ Vhi ×Khi (i = , , . . . ,N ), uih = uh(ti), yih = yh(ti), i = , . . . ,N .
Following [] and (.), we have that there exists a unique solution (yih,uih) ∈ Vhi × Khi
(i = , , . . . ,N ), and we know that a pair (yih,uih) (i = , , . . . ,N ) is a solution of (OCP)hk iﬀ
there is a costate pi–h ∈ Vhi– (i = , , . . . ,N ) and the triplet (yih,pi–h ,uih) ∈ Vhi × Vhi– × Khi

















m= kmc(ti, tm–; ym–h ,wh)
= (f (x, ti) + uih,wh), ∀wh ∈ Vhi , i = , . . . ,N ,














m=i kmc(tm, ti–;qh,pmh )
= (yih – yd,qh), ∀qh ∈ Vhi–, i =N , . . . , ,
pNh = , x ∈ ,
(αuih + pi–h , vh – uih)≥ , ∀vh ∈ Khi , i = , , . . . ,N .
(.)
We extend {(yih,pih,uih)}Ni= on [,T] and deﬁne:
Yh|(ti–,ti] =
(
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For any function w ∈ C(,T ;L()), let ωˆ(x, t)|t∈(ti–,ti] = ω(x, ti), ω˜(x, t)|t∈(ti–,ti] = ω(x, ti–),
and Y ih = Yh(ti), Pih = Ph(ti), i = , . . . ,N .





∂t Yh,wh) + a(
∂
∂t Yh,wh) + d(Yˆh,wh) + g˜(Yh,wh)
= (fˆ +Uh,wh), ∀wh ∈ Vhi , i = , . . . ,N ,
Yh(x, ) = yh(x), x ∈ ,
–( ∂
∂t Ph,qh) – a(qh,
∂
∂t Ph) + d(qh, P˜h) + hˆ(qh,Ph)
= (Yˆh – zd,qh), ∀qh ∈ Vhi–, i =N , . . . , ,
Ph(x,T) = , x ∈ ,


















From [] we have the following conclusion.
Theorem . Suppose that Ph is known. Then we have the following solution for the vari-
















where 	h: L-projection (L()→Uh).
4 The upper and lower bounds of the a posteriori error estimates
Since there is huge computational work in computing (OCP-OPT)hk , we need to develop
a highly eﬃcient algorithm to compute (OCP-OPT)hk . Here diﬀerent partitions of meshes
are used for the state and control.
First, we present the following two lemmas. Lemma . can be found in [], and
Lemma . can be found, for example, in Chapter  of [].
Lemma . [] Let πh be the average interpolation operator deﬁned in []. Then, for
m =  or , ≤ q≤ ∞, and v ∈W ,q(h),
|v – πhv|m,q,τ ≤
∑
τ ′∩τ =∅
Ch–mτ |v|,q,τ ′ . (.)
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4.1 Upper bound estimates





∂t y(Uh),w) + a(
∂
∂t y(Uh),w) + d(y(Uh),w) +
∫ t
 c(t, τ ; y(Uh)(τ ),w)dτ
= (f +Uh,w), ∀w ∈H(),
y(Uh)() = y(x), x ∈ ,
–(q, ∂
∂t p(Uh)) – a(q,
∂
∂t p(Uh)) + d(q,p(Uh)) +
∫ T
t c(τ , t;q,p(Uh)(τ ))dτ
= (y(Uh) – zd,q), ∀q ∈H(),
p(Uh)(T) = , x ∈ .
(.)
Lemma . Suppose that (y,p,u) and (Yh,Ph,Uh) are the solutions of (.) and (.), re-
spectively. Then we have























Proof First, we have
α‖u –Uh‖L(,T ;L()) ≤ infvh(t)∈Kh
∫ T












p(Uh) – p,u –Uh
)
dt
= I + I + I. (.)


















L(,T ;L()) + δ‖u –Uh‖L(,T ;L()).
(.)




































































, ∀q ∈H(). (.)
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y – y(Uh), y – y(Uh)
)
dt ≤ . (.)
We can obtain (.) from (.)-(.). This completes the proof. 
Since y–Yh = y– y(Uh) + y(Uh) –Yh, p–Ph = p–p(Uh) +p(Uh) –Ph, we now ﬁrst present
the estimates of Yh – y(Uh) and Ph – p(Uh).
Lemma . Suppose that (Yh,Ph,Uh) and (y(Uh),p(Uh)) are the solutions of (.) and




























































Yˆh – zd +
∂









































































































































































∥∥Yh(x, ) – y(x)
∥∥
,,
where l is a face of an element τ , hl is the maximal diameter of l, and we denote the normal
derivative jumps over the interior face l by [∇P˜h · n] and [∇Yˆh · n] as follows:
[∇P˜h · n]l = (∇P˜h|τ l –∇P˜h|τl ) · n,
[∇Yˆh · n]l = (∇Yˆh|τ l –∇Yˆh|τl ) · n,
where n is the unit normal vector on l = τ l ∩τ l . For simplicity,we suppose that when l ⊂ ∂,
[∇P˜h · n]l =  and [∇Yˆh · n]l = .
Proof First, we estimate Ph – p(Uh). Suppose that the average interpolation operator πh is






























τ , t; v,p(Uh)(τ )
)
dτ – hˆ(v,Ph).
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Then, letting q = πhv in (.) and qh = πhv in (.), respectively, then subtracting (.) from




























τ , t;πhv,p(Uh)(τ )
)






































+ d(πhv, P˜h – Ph). (.)

























































τ , t; v – πhv,p(Uh)(τ )
)
























































τ , t; v – πhv,p(Uh)(τ )
)











































+ d(πhv, P˜h – Ph)
=
(


















– d(v – πhv,Ph) – hˆ(v – πhv,Ph)
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=
(


















– d(v – πhv,Ph) – hˆ(v – πhv,Ph)
=
(
y(Uh) – Yˆh, v
)
+ (Yˆh – zd, v – πhv) +
(
∂








– d(v – πhv, P˜h) + d(v, P˜h – Ph) – hˆ(v – πhv,Ph)
=
(
y(Uh) – Yˆh, v
)
+ d(v, P˜h – Ph) + (Yˆh – zd, v – πhv) +
(
∂








– d(v – πhv, P˜h) – hˆ(v – πhv,Ph). (.)































y(Uh) – Yˆh, v
)






Yˆh – zd +
∂



























· n – (D∗∇P˜h







































τ , t; v,p(Uh)(τ )
)
dτ , (.)
where, for all t ∈ [ti–, ti],













































τ , t; v,p(Uh) – Ph
)
dτ




c(τ , t; v,Ph – P˜h)dτ +
∫ t
ti–
c(τ , t; v, P˜h)dτ
= J + · · · + J. (.)



















Then from [], for all t ∈ [ti–, ti], using







we have the following estimates:



















Yˆh – zd +
∂


















































∥∥(C∗(tm, ti–) –C∗(τ , t)
)∇Pmh
∥∥






















































































Yˆh – zd +
∂
∂t Ph




























· n – (D∗∇P˜h




















































Yˆh – zd +
∂
































































































In the same way, setting v = ∂
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t, τ ; y(Uh)(τ ), v
)





























t, τ ; y(Uh)(τ ), v
)
dτ






























































y(Uh) – Yh, v
)





t, τ ; y(Uh)(τ ), v
)
dτ . (.)
















































c(t, τ ;Yh – Yˆh, v)dτ +
∫ ti
t
c(t, τ ; Yˆh, v)dτ . (.)
Thenwe set v = y(Uh)–Yh and v = ∂∂t (y(Uh)–Yh) in (.) and (.), respectively. Similarly
to (.), integrating in time from  to T , we obtain:






















































































































≤ C(η + · · · + η
)
. (.)
Combing (.)-(.) and (.)-(.), we can prove Lemma .. This completes the
proof. 
Lemma . Suppose that (y,p,u) and (y(Uh),p(Uh)) are the solutions of (.) and (.),




































































≤ C‖u –Uh‖L(,T ;L()).
(.)
We can similarly obtain the estimate for p – p(Uh). This completes the proof. 
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We now present an upper bound of the a posteriori error estimates.
Theorem . Suppose that (y,p,u) and (Yh,Ph,Uh) are the solutions of (.) and (.),
respectively. Then we have:























where ηi (i = , . . . , ) is deﬁned in (.) and (.)
Proof From Lemmas . and . we have









By the triangle inequality we have






















































We have the same results for p – Ph. Then from (.), Lemmas .-., combined with
(.), we obtain (.). This completes the proof. 
4.2 Lower bound estimates





deﬁne Rτ , Rl , Tτ , Tl as follows:
Rτ = fˆ +Uh –
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∂
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In order to present the main conclusion in this subsection, we ﬁrst use the standard
bubble function technique in [, ] and give the following lemma.
Lemma . Suppose that (y,p,u) and (Yh,Ph,Uh) are the solutions of (.) and (.), re-
spectively. Then we have:
η + η + η ≤ C
{
‖f – fˆ ‖L(,T ;H–()) + ‖u –Uh‖L(,T ;L())















































Proof By using techniques in [] we prove the lemma in three steps.















By using the equalities ki |Y i–h – Y ih|, =
∫ ti
ti– |Yh – Yˆh|, dt and
(
∂





∂t (y – Yh), v
)





t, τ ; y(τ ), v
)









∂t (y – Yh), v
)













ti, tm–;Ym–h , v
)
= (f + u – fˆ –Uh, v) + (fˆ +Uh, v – πhv) –
(
∂





∂t Yh, v – πhv
)





ti, tm–;Ym–h , v – πhv
)
– d(Yh – Yˆh, v) (.)
we have
d(Yh – Yˆh, v)
































· n + (D∇Yˆh) · n


















∂t (y – Yh), v
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d(Yh – Yˆh, v)dt
≤ C
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c(t, τ ; Yˆh, v)dτ dt
= J + · · · + J, (.)
















































≤ Cki‖Yh – y‖L(,ti ;H()) + ε|v|L(ti–,ti ;H()),





∣∣Y i–h – Y ih
∣∣
, + ε|v|L(ti–,ti ;H()),
J ≤ Cki |Yˆh|, + ε|v|L(ti–,ti ;H()).
Setting v = Yh – Yˆh in (.), from (.)-(.) we obtain:
ki










d(Yh – Yˆh,Yh – Yˆh)dt
≤ C
{
‖f – fˆ ‖L(ti–,ti ;H–()) + ‖u –Uh‖L(ti–,ti ;L()) + kiηi






























+ ki |Yˆh|, + ki‖y – Yh‖L(,ti ;H())
}
. (.)
() Using the bubble function methods in [, ] and the techniques in [], we have:
kiηi ≤ C
{
‖f – fˆ ‖L(ti–,ti ;H–()) + ‖u –Uh‖L(ti–,ti ;L())





























































‖f – fˆ ‖L(ti–,ti ;H–()) + ‖u –Uh‖L(ti–,ti ;L())













































Further, from the Gronwall inequality, combined with (.), we have



























































This completes the proof. 
Similarly, we can also obtain the following lemma.
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Lemma . Suppose that (y,p,u) and (Yh,Ph,Uh) are the solutions of (.) and (.), re-
spectively. Then we have:
η + η + η ≤ C
{


















































Lemma . Suppose that (y,p,u) and (Yh,Ph,Uh) are the solutions of (.) and (.), re-
spectively. Then we have:
η ≤ C
{‖u –Uh‖L(,T ;L()) + ‖p – Ph‖L(,T ;L())
}
. (.)
Therefore, from Lemmas .-. we can easily obtain the following theorem.
Theorem . Suppose that (y,p,u) and (Yh,Ph,Uh) are the solutions of (.) and (.),
respectively. Then we have the following estimates:
η + η + η + η + η + η + η
≤ C
{
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5 Numerical experiment
In this section, we carry out a numerical experiment to verify the a posteriori error es-
timates derived in Section . Let  = U = (, ). In order to approximate the state and
costate, we use linear FE spaces, and similarly to approximate the control, we use the piece-
wise constant ﬁnite element spaces. We also choose the Euler backward-diﬀerence proce-
dure to compute the full-discrete system for time variable.
















yt –y –yt –
∫ t
 (t – τ )ydτ = f + u, x ∈ ,  < t ≤ ,
y|∂ = . (.)




p = –(T – t) sinπx sinπx, T = ,
u =
{
–p, x + x ≤ .,
., x + x > .,
u = u – p + max(p – u, ),
y = tx( – x)x( – x),
zd = y + pt +p +pt +
∫ T
t (t – τ )pdτ ,
f = yt –y –yt –
∫ t
 (t – τ )ydτ – u.
(.)
Here we use the AFEpack software package introduced in [] to conduct our numerical
experiment. The experiment is conducted on a uniform mesh and an adaptive mesh. We
use the same time step dt = . for u, p, y. The initial mesh for adaptive mesh is shown in
Figure , and the tolerance for the adaptive mesh is –. We have used the estimators η,
η, η, η, η, η, η, whereas the others are higher-order terms, so omitted traditionally.
We use η for adaptive control and use η, η, η, η, η, η for state and costate adaptive,
respectively.
In Table , we present two diﬀerent approximation error results for control u, state y,
and costate p, where Eu = u – uh, Ey = y – yh, Ep = p – ph, L(L) is L(,T ;L()), L(H)
Figure 1 The initial mesh for u, y, and p.
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Table 1 Numerical result with time step dt = 0.05
On uniformmesh On adaptive mesh
N 50,421 50,421 50,421 22,769 3,549 3,549
S 147,168 147,168 147,168 64,463 9,576 9,576
E 96,768 96,768 96,768 41,715 6,048 6,048
error ‖Eu‖L2(L2) ‖Ey‖L2(H1) ‖Ep‖L2(H1) ‖Eu‖L2(L2) ‖Ey‖L2(H1) ‖Ep‖L2(H1)
8.33e–02 1.28e–02 4.75e–01 8.16e–02 5.06e–02 7.70e–01
error ‖Eu‖L2(L2) ‖Ey‖L2(L2) ‖Ep‖L2(L2) ‖Eu‖L2(L2) ‖Ey‖L2(L2) ‖Ep‖L2(L2)
8.33e–02 2.79e–04 1.01e–01 8.16e–02 2.09e–03 1.14e–01
error ‖Eu‖L∞ (L2) ‖Ey‖L∞ (L2) ‖Ep‖L∞ (L2) ‖Eu‖L∞ (L2) ‖Ey‖L∞ (L2) ‖Ep‖L∞ (L2)
3.54e–02 3.88e–04 2.53e–02 3.53e–02 5.85e–04 3.21e–02
Figure 2 Adaptive mesh for the control and the
approximation value of the control at t = 0.
is L(,T ;H()), and L∞(L) is L∞(,T ;L()), N is the number of nodes in the mesh,
S is the number of sides in the mesh, and E is the number of elements in the mesh.
All data of the error estimates we obtain in the following tables are in norms of
L(,T ;L()), L(,T ;H()), and L∞(,T ;L()). We note that, on the adaptive mesh,
fewer nodes, sides, elements, and DOFs in the state variables are used. Since repeatedly
solving the state and the costate equations is the main computational work in computing
the control problem, we can save much computation work by using the adaptive mesh.
In Figures -, we present the adaptive mesh for the control, state, and costate at diﬀer-
ent times.
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Figure 3 Adaptive mesh for the state and the
approximation value of the state at t = 1.
Figure 4 Adaptive mesh for the costate and the
approximation value of the costate at t = 0.
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5.1 Conclusions
In this paper, a quadratic optimal control problem governed by a linear quasi-parabolic
integro-diﬀerential equation and its adaptive ﬁnite element approximation are investi-
gated for the ﬁrst time. First, we present weak formulations for the control problem and
optimal conditions and establish the full-discrete ﬁnite element approximation and the
backwardEuler scheme for the space and time approximation for optimal control problem.
Then equivalent a posteriori error estimators with lower and upper bounds for both state
and control approximation are derived.We use these indicators in our adaptivemultimesh
ﬁnite element schemes. Numerical experiments illustrate that the adaptive multimeshes
can indeed signiﬁcantly reduce computational work for this type of optimal control prob-
lems.
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