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High-order time-accuracy schemes for parabolic 
singular perturbation problems with convection 
P. W. HEMKER~ G. I. SHISHKINJ and L. P. SHISHKINA t 
Abstract - The first boundary value problem for a singularly perturbed parabolic PDE with convec-
tion is considered on un interval. For the case of sufficiently smooth data, it is easy to construct a stan-
dard finite difference operator and a piecewise uniform mesh condensing in the boundary layer, which 
gives an e-uniformly convergent difference scheme. The order of convergence for such a scheme is ex-
actly one and close to one up to a small logarithmic factor with respect to the time and space variables, 
respectively. In this paper we construct high-order time-accurate E-uniformly convergent schemes by 
a defect-correction technique. The efficiency of the new defect-correction scheme is confirmed by 
numerical experiments. 
We consider the first boundary value problem for a singularly perturbed parabolic 
PDE with convection on an interval. The highest derivative in the equation is mul· 
tiplied by an arbitrarily small parameter E. When the parameter E tends to zero, 
boundary layers may appear, which leads to difficulties when classical discretiza-
tion methods are applied, because the error in the approximate solution depends on 
the value of E. The appropriate location of the nodes is needed to ensure that the er· 
ror is independent of the parameter value and depends only on the number of nodes 
in the mesh. Special schemes with this property are called E-uniformly convergent. 
In [1-5] we introduced and analysed E-uniformly convergent difference schemes for 
singularly perturbed boundary value problems for elliptic and parabolic equations. 
If the problem data is sufficiently smooth, for the parabolic equations with convec· 
tion terms, the order of E-uniform convergence for the scheme studied is exactly one 
and up to a small logarithmic factor one with respect to the time and space variables, 
respectively, i.e. O(N-1 In2 N +K-1), where N and K are the number of intervals in 
the space and time discretization. Because the amount of the computational work is 
proportional to the number K, the higher-order accuracy in time can considerably 
reduce the computational cost. Therefore it is of interest to develop methods for 
which the order of convergence with respect to the time variable is increased. 
For equations without convective terms the improvement of the accuracy in 
time, preserving E·uniform convergence, by means of a defect-correction technique 
was also studied in [ 4, 5). In this paper we develop schemes for which the order of 
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convergence in time can be arbitrarily large if the solution is sufficiently smooth. 
They are also based on the defect-correction principle, but for a new class of sin-
gular perturbation problems, i.e. for equations with convective terms. In contrast 
to our previous papers [ 4, 5), here we use the new experimental technique for the 
determination of convergence orders. As a result, we carry out a sufficiently accu-
rate analysis of the errors in the numerical solutions, which strongly supports the 
noni:rivial theoretical results. 
1. THE STUDIED CLASS OF BOUNDARY VALUE PROBLEMS 
On the domain G = {O, 1) x (0, T] with the boundary S = G\ G we consider the 
following singularly perturbed parabolic equation with the Dirichlet boundary con-
ditions: 
{ ~ a a} · Lc1.1iu(x,t) = ea(x,t)ax2 +b(x,t) ax-c(x,t)-p(x,t)at u(x,t) 
= f(x,t), (x,t) E G (I.la) 
u(x,t) = cp(x,t), (x,t) ES. (I.lb) 
Hereafter the notation is such that the operator L(a.h) is first introduced in equation 
(a.b): 
For s =Sou sL we distinguish the lateral boundary sL = { (x, t) : x = 0 or x = l, 
0 < t ~ T} and the initial boundary So = {(x,t) : x E (0, l], t = O}. In (l.lb) a(x, t), 
b(x,t), c(x,t), p(x,t), f(x,t), (x,t) E G, and cp(x,t), (x,t) ES, are sufficiently smooth 
and bounded functions which satisfy 
O<aoi:;;a(x,t), O<boi:;;b(x,t), O<po~p(x,t), c(x,t)~O, (x,t)EG. (l.lc) 
The real parameter e from (I.la) may take any values from the half-open interval: 
eE(0,1]. (1.ld) 
When the parameter e tends to zero, the solution exhibits a layer in a neigh-
bourhood of the set sf = {(x, t) : x = o, 0 i:;; t ~ T}' i.e. the left side of the lateral 
boundary. This layer is described by an ordinary differential equation (an ordinary 
boundary layer). 
2. DIFFERENCE SCHEME ON AN ARBITRARY MESH 
To solve problem ( 1.1) we first consider a classical finite difference method. On the 
set G we introduce the rectangular mesh 
ah= rox roo (2.1) 
where ro is the (possibly) non-uniform mesh of nodal points x' on [O, l ], ffio is a 
uniform mesh on the interval [O, T], N and K are the numbers of intervals in the 
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meshes ro and aJo, respectively. We define 't = T /K, h1 = x'+1 -x', h = max1h1, 
h ~ M/N, Gh =Gnah, S1i = sn'G,,. 
In the following we denote by M (or m) sufficiently large (or small) positive 
constants which do not depend on the value of the parameter e or on the difference 
operators. 
For problem ( 1. 1) we use the difference scheme [9] 
Here 
A(2.2)z(x,t) =f(x,t), (x,t) E G11 (2.2a) 
z(x,t) = cp(x,t), (x,t) E Sh• (2.2b) 
Ac2.2i z(x, t) = { e a(x,t)o:rX+ b(x,t)Bx - c(x,t) - p(x,t)oi} z(x,t) 
o.uz(x'",t) = 2(h1-1 + hi)- 1 (oxz(x',t)- o.vz(xi,t)) 
Bxz(x',t) = (h'-1)-1 (z(x',t)- z(x1- 1,r)) 
Bxz(x1,t) = (h1)-1 (z(J+ 1,1)-z(x',t)) 
Srz(J,t) = 't-J (z(x',t)- z(xi11-i:)), 
where Bxz(x,t) and O;xz(x,t), Srz(x,t) are the forward and backward differ-
ences, and the difference operator o.uz(x, t) is an approximation of the operator 
('(>2 (iJXZ)u(x,t) on the non-uniform mesh. 
From (9) we know that the difference scheme (2.2), (2.1) is monotone. Using 
the maximum principle and taking into account the estimates of the derivatives (see 
Theorem 8.1 in the Appendix) we find that the solution of the difference scheme 
(2.2), (2.1) converges for a fixed value of the parameter E: 
I u(x,t)-z(x,t) I~ M(e-2N-1 +'t), (x,t) E Gh· (2.3) 
This error bound for the classical difference scheme is clearly not e-uniforrn. 
The proof of (2.3) follows the lines of the classical convergence proof for mono-
tone difference schemes (see (9, 10]). Taking into account the above a priori esti-
mates for the solution, this results in the following theorem. 
Theorem 2.1. Suppose that for the functions in equation (1.1) we have a. b, c, 
p, f E H(u+2•-2l(G), cp E H(u+211l(G), a> 4, n = 0, and let the condition (1.1) with 
n = 0 be satisfied. Then for a fixed value of the parameter e, the solution of (2.2), 
(2.1) converges to the solution of (1.1) with an error bound given by (2.3). 
3. THE E-UNIFORMLY CONVERGENT SCHEME 
Here we consider e-uniformly convergent method for (1.1) using a special mesh 
condensed in the neighbourhood of the boundary layer. The location of the nodes is 
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derived from the a priori estimates of the solution and its derivatives. The way to 
construct the mesh for problem (1.1) is the same as in [4, 5, 11]. More specifically, 
we talce 
a,,·= ro*(cr) x illo (3.1) 
where ffio is the uniform mesh with step-size i: = T /K, i.e. illo = roo(2.1)> and 
ro• = 05* ( cr) is a special piecewise uniform mesh depending on the parameter cr E R, 
which depends one andN. We take cr = cr(3.t) (e,N} = min( 1/2, m- 1elnN}, where 
m = m(3.1) is an arbitrary number from the interval mo = minz;[a-1(x,t)b(x,t)]. The 
mesh 05' ( cr) is constructed as follows. The interval [ O, 1] is divided into two parts 
[ 0, cr] and [ cr, 1 J, cr ~ 1/2. In each part we use a uniform mesh with N /2 subinter-
vals both on [O,cr) and [ cr, 1]. 
Theorem 3.1. Let the conditions of Theorem 2.1 hold. Then the solution of(2.2), 
(3.1) converges £-uniformly to the solution of (1.1) and the following estimate holds: 
Ju(x,t}-z(x,t)Ji;;M(N-11nN+i:}, (x,t)EG;,. (3.2) 
The proof of this theorem can be found in [10, 12). 
4. NUMERICAL RESULTS FOR SCHEME (2.2), (3.1) 
To see the effect of the special mesh in practice, we take the model problem 
{ a2 a a} L(4.1)u(x,1)= eiJxi+ax-at u(x,t)=f(x,t), (x,t) E G (4.1) 
u(x,t) = cp(x,t), (x,t) ES 
where 
f(x,t) = -4t3, (x,t) E G, cp(x,t} = O, (x,t) ES; T = 1. 
For the approximation of problem (4.1) we use the scheme (2.2), (3.1), where m = 
1/2, ah= a,~. 
Since the exact solution of this problem is unknown, we replace it by the numer-
ical solution u;048 computed on the finest available mesh G,, with N = K = 2048 
for each value of e. Then the maximum pointwise error computed is defined by 
E(N,K,e)= mal!_ Jz(x,t)-u*(x,t)J. 
(x,r)eG• 
(4.2) 
Here u* (x, t) is the linear interpolation obtained from the reference solution U'f:°48 
corresponding to the numerical solution z(x,t) of problem (2.2), (3.1). We compute 
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Table 1. 
Errors E(N = K,E) for model problem (4.1) with the special scheme (2.2), (3.1). 
e \ N 16 32 64 128 256 512 
1.0 2.178-03 1.179-03 6.046-04 2.989-04 1.410-04 6.073-05 
z-1 6.460-03 3.555-03 1.840-03 9.126-04 4.312-04 1.859-04 
2-2 1.533-02 8.465-03 4.402-03 2.188-03 1.035-03 4.467-04 
2-3 2.950-02 1.639·02 8.544-03 4.257-03 2.017-03 8.708-04 
2-4 4.819-02 3.275-02 2.238-02 1.148-02 5.510-03 2.399-03 
2-s 6.342-02 3.601-02 2.334-02 1.454-02 8.192-03 4.061-03 
z-6 7.341-02 4.263-02 2.409-02 1.498-02 8.460-03 4.192-03 
2-1 7.763-02 4.651-02 2.495-02 1.521-02 8.601-03 4.269·03 
z-8 7.939-02 4.819-02 2.618-02 1.534-02 8.669-03 4.307-03 
2-9 8.015-02 4.893-02 2.673-02 1.540-02 8.707-03 4.326-03 
2-10 8.050-02 4.927-02 2.699-02 1.543-02 8.728-03 4.336-03 
z-18 8.082-02 4.984-02 2.730-02 1.547·02 8.749-03 4.345-03 
E(N) 8.082·02 4.984-02 2.730-02 1.547-02 8.749-03 4.345-03 
E(N,K,e) for various values of e, N, K. Note that no special interpolation is needed 
along the t-axis. 
The results are given in Table 1. From the analysis of the numerical results we 
conclude that in accordance with (3.2) the order of convergence for large N = K 
is 'O(N- 1 lnN +K-1 ), i.e. almost one with respect to the space and time variables 
which corresponds to the theoretical results. 
In Table 1 the function E(N,K, e) is defined by (4.2). Here K = N. In the 
bottom row E(N) gives the computed maximum pointwise errors for each column. 
S. IMPROVED ACCURACY IN TIME 
5.1. A scheme based on defect correction 
In this section we construct a new discrete method based on defect correction, which 
also converges e-unifonnly to the solution of the boundary value problem, but with 
an order of accuracy (with respect tot) higher than that in (3.2). 
To improve time-accuracy we use the technique based on the one proposed in 
[4, 5). For the difference scheme (2.2), (3.1) the error in the approximation of the 
partial derivative (o/ot) u(x,t) is due to the divided difference Btz(x,t) and is asso-
ciated with the truncation error given by the relation 
a lil2 ia3 
i)/u(x,t} - &7u(x,t} = 2" Clt2 u(x,t) - 6 t 2 013 u(x, t - f}), f} E [0,-r). (5.1) 
Therefore we now use for the approximation of (iJ/iJt) u(x,t) the expression 
&1u(x,t) +t&nu(x,t)/2 
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where 011 u(x, t) = 01; u(x, t - t). Notice that 81; u(x, t) is the second central divided 
difference. We can evaluate a better approximation than (2. 2a) by defect correction 
1 o2 
A(z.z)z<(x,t) = J(x,t) + 2p(x,t)"C dt2u(x,t) (5.2) 
with x E ro and t E filo, where ro and filo are given in (2.1); 't is the step-size of 
the mesh ro0; zc(x,t) is the 'corrected' solution. Instead of (o2 /ot2) u(x,t) we shall 
use lln z(x,t), where z(x,t), (x,t) E G1i(3.l)• is the solution of the difference scheme 
(2.2), (3.1). We may expect that the new solution zc(x,t) has a consistency error 
O('t2). This is true, as will be shown in Subsection 5.3. 
Moreover, in a similar way we can construct an !'.-uniform difference approxima-
tion with a convergence order higher than two (with respect to the time variable) and 
O(N- 1 In N) with respect to the space variable. 
5.2. The defect-correction scheme of second-order accuracy in time 
We denote by .Skrz(x, t) the backward difference of order k: 
okiz(x,t) =(ok-11z(x1t)-ok-nz(x,t-'t))/'t, t ?:kt, k;,. I 
&or z(x,t) = z(x,t), (x,t) E Oh. 
To construct the difference schemes of second-order accuracy in 't in (5.2), in-
stead of (iP/ot2 )u(x,t) we use o2rz(x,t), i.e. the second divided difference of the 
solution to the discrete problem (2.2), (3.1). On the mesh Oh we write the finite 
difference scheme (2.2) in the fonn 
A(2.2)Z(l) (x,t) = f(x,t), (x,t) E Gh (5.3) 
z(ll(x,t) = cp(x,t), (x,t) E Sh 
where z< 1l(x,t) is the uncorrected solution. For the corrected solution z(2l(x,t) we 
solve the problem for (x,t) E Gh: 
{ 
i a2 
p(x,t)-t2 u(x, 0), 
A(2.2)Z(2l(x,t) = f(x,t) + i ot 
p(x, t) 2' 'tOzf z{ll(x, t), 
I= 'C } 
, (x,t) E Gh 
I~ 2't 
z<2l(x,t) = cp(x,t), (x,t) E S1i. (5.4) 
Here the derivative (a2 /ot2)u(x, 0) is obtained from the equation (Lla). We say 
that zC2 l(x,t) is the solution of the difference scheme (5.4), (5.3), (3.1) [or briefly, 
(S.4), (3.1)]. 
For simplicity, in the remainder of this subsection we suppose that the coeffi-
cients a(x,t), b(x,t) do not depend on t: 
a(x,t) = a(x), b(x,t) = b(x), (x,t) E G (S.S) 
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and we take the homogeneous initial condition: 
cp(x,O) = 0, x E (0, I]. (5.6) 
Under the conditions (5.5), (5.6), the following estimate holds for the solution of 
problem (5.4), (3.1): 
I u(x,t) -z<2l(x,t) I :;;; M (W1 In N +-c2), (x,t) E G11 • · (5.7) 
Theorem 5.1. Suppose the conditions (5.5), (5.6) hold and for the functions in 
equation (1.1) we have a, b, c, p, f E H(a+2n-2l(G), cp E H(ct+Zn)(G). a> 4, n = 1. 
Let the condition (8.1) withn = 1 be satisfied. Then the estimate (5.7) holds for the 
solution of the difference scheme (5.4), (3.1). 
Proof. The proof of Theorem 5.1 is given in the Appendix, see Subsection 8.2. 
5.3. The defect-correction scheme ofthird·order accuracy in time 
The above procedure can be used to obtain an arbitrarily high order of accuracy 
in time. Here we only show how to construct the difference scheme of third-order 
accuracy. On the grid Oh we consider the difference scheme 
A(2.2) z(3) (x, t) 
p(x,t) C11't0t2u(x,O)+C12't2 a13 u(x,O) , 
{ 
( a2 03 ) 
=f(x,r)+ ( a1 2 a3 ) p(x,t) C21't at2 u(x,O) +C22't at3 u(x, 0) , 
p(x, t) ( C3J"C021z<2l (x,t) + C32't283;z(t) (x, t)) , 
(x,t) E G1t 
zl3l(x,t) = cp(x,t), (x,t) E Sh. 
(5.8a) 
t ="C } 
t =21' 
t ;;;, 31: 
Here z{ll(x,t) and z(2l(x,t) are the solutions of problems (5.3), (3.1) and (5.4), 
(3.1), respectively, the derivatives (o2 /ot2)u(x, 0), (o3 /at3)u(x, O) are obtained from 
equation ( l.1 a) as before. The coefficients CfJ are chosen such that they satisfy the 
conditions: 
a a2 a3 
atu(x,t) = o,u(x,t) +C11't otz u(x,t - 't) +C12t2 ar3 u(x,t - 't) + O('t3 ) 
a 02 03 
atu(x,t) = oru(x,t) +C211: atz u(x,t - 2't) +C22-t2 at3 u(x, t - 21:) + O(i:3) 
fru(x,t) = 07u(x,t) + C31t021u(x,t) +C32i:2.S3;u(x, t) + O(i:3). 
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1 
C11 =C21=C31=2' 
1 
C12 =C32 = 3' 5 C22 = 6' (5.8b) 
By z(3l(x,t) we denote the solution of the difference scheme (5.8), (3.1) and, as 
before, for simplicity we introduce the homogeneous initial conditions 
cp(x,0)=0, f(x,0)=0, xE[O,l]. (5.9) 
Under the conditions (5.5), (5.9) the following estimate holds for the solution of 
the difference scheme (5.8), (3.1): 
ju(x,t)-zP>(x,t) j ~M (W 1lnNH3 ), (x,t) EGh. (5.10) 
Theorem 5.2. Suppose the conditions (5.9) hold and for the functions in equa-
tion (1.1) we have a, b, c, p,f E H(a+2n-2l(G), <p E H(a+2•l(G), a.> 4, n = 2. Let 
the condition (8.1) with n = 2 be satisfied. Then the estimate (5.10) is valid for the 
solution of the scheme (5.8), (3.1). 
Proof. The proof of Theorem 5.2 is given in the Appendix, see Subsection 8.3. 
In a similar way we could construct difference schemes with an arbitrarily high 
order of accuracy 
O(N-1 1nN+'t"+I), n>2. 
6. NUMERICAL RESULTS FOR THE TIME-ACCURATE SCHEMES 
We find the solution of the boundary value problem 
L(4,1)u(x,t)==0, O<x<l, O<t~T, T=l (6.1) 
u(O, t) = t4, 0 < t .;;; T, u(x, t) = O, (x, t) E S, x > 0. 
It should be noted that the solution of this problem is singular. 
The idea of using the analytical solution of problem (6.1) to compute errors in 
the approximate solution, as was done in [4, 5], is appealing. But here the suitable 
(for computation) representation of the solution u(x,t) is unknown. It is possible to 
use, as the exact solution, the solution of the grid problem on a very fine mesh with 
a large number of nodes. But this method is not efficient because the analysis of the 
order of accuracy for a defect-correction scheme requires a very dense mesh, which 
leads to high computational costs and, besides, to large round-off errors. 
Here we use the method from [6], which is different from the above techniques. 
The solution of problem (6.1) is represented in the form of the sum: 
u(x,t) = v<1l(x,t) +v(x,t), (x,t) E G (6.2) 
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where v(ll(x,t) is the main singular part (two first terms) of the asymptotic expan-
sion of the solution of problem (6.1), and v(x,t) is the remainder term, which is a 
sufficiently small smooth function. The function V (1 l (x, t) has a sufficiently simple 
analytical representation: 
where 
v(ll(x,t) =Vo(x,t)+V1(x,t), (x,t) EG 
Vo(x,t) =t4'I'(x), 'I'(x) = (exp(-e-1x)-exp(-C1))/(1-exp(-e-1)) 
V1 (x,t) = -4t3 x exp(-x/E) / ( 1 - exp(-1/E)) 
IVo(x,t)I ~M, IVi(x,t)I ~ME, (x,t) EG. 
The function v(x,t) is the solution of the problem 
L(4.l)v(x,t) = fo(x,t), (x,t) E G (6.3) 
v(O,t) = 0, v(l,t) = -V1(l,t), 0 < t ~ T, v{x, 0) = 0, 0 < x < 1. 
Here 
fo(x,t) = -4t2 (texp(-1/e)+3xexp(-x/e))/(1-exp(-l/e)). 
For the function v(x,t) the estimate holds: 
I aJ:+ko I 2 k a~alo v(x,t) ~ M£ (1 + C ), (x,t) E G, k+2ko ~ 4, k ~ 3. 
Then the function v(x, t) and the product e2 (a4 /CJx4 )v(x, t) are !'.-uniformly bounded. 
Thus, we can consider v(x, t) as the regular part of this solution. 
(1) We solve the grid problem, which approximates the boundary value problem 
(6.3), on the finest available mesh G11 = G(•)h(3.1) for N = K = 2048 and for the 
chosen value of E. It is not difficult to find the function v(x,t) = v~048 (x,t) and the 
reference solution 
u(x,t)(6.2) = u~048 (x,t) = v<1l(x,t) + v~048 (x,t). 
(2) Further, for solving problem (6.1) we use successively the scheme (5.3), 
(3.1) and the defect-correction schemes (5.4), (3.1) and (5.8), (3.1) to find the func-
tions z{ll(x,t), z(2l(x,t) and z(3l(x,t), respectively. Note thatz<1l(x,t) is the uncor-
rected solution, z<2l(x,t) and z(3l(x,t) are the corrected solutions. In these cases 
we compute the maximum pointwise errors E(N,K,E} by formula (4.2), where 
u* (x, t) is the linear interpolation obtained from the reference solution ui048 (x, t) 
corresponding to the numerical solution z(k) (x,t), k == 1, 2, 3, for the values N = 2i, 
i = 2,3,. .. , 10, K = 2j, j = 2,3, ... , 10. 
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Table2. 
Table 3. 
Errors E(N,K) fore= 2-10. Space errors E(sl(N,K) fore= 2-10. 
K\N 4 8 16 32 64 128 256 512 1024 K\N 8 
16 32 64 128 256 512 
,,(IJ z(t) 
4 1.51-1 1.42-1 1.03-1 6.86-2 4.39-2 2.6?-2 1.58-2 9.21-3 5.36-3 4 
3.85-2 3.47-2 2.47-2 1.72-2 1.09-2 6.59-3 3.85-3 
8 1.39-1 1.38·1 1.02-1 6.82-2 4.36-2 2.65·2 1.56-2 9.00·3 5.15-3 
8 3.61-2 3.40-2 2.46-2 1.72-2 1.09-2 6.59-3 3.85-3 
16 1.32-1 1.36-1 1.02-1 6.80-2 4.35-2 2.63-2 l.55-2 8.88-3 5.03-3 16 3.48-2 3.36-2 
2.45-2 1.72-2 1.09-2 6.59-3 3.85-3 
32 1.29-1 1.35-1 1.01-1 6.79-2 4.34-2 2.63-2 1.54-2 8.81-3 4.97-3 
32 3.41-2 3.34-2 2.45-2 l.72-2 1.09-2 6.58-3 3.85·3 
64 1.27-1 1.35-1 1.01-1 6.79-2 4.34-2 2.62·2 1.54-2 8.78-3 4.93-3 
64 3.38-2 3.32-2 2.45·2 1.72-2 1.09-2 6.58-3 3.85-3 
128 1.26-1 1.35-1 1.01-1 6.78-2 4.34-2 2.62-2 1.53-2 8.76-3 4.92-3 
128 3.36-2 3.32-2 2.45-2 1.72-2 1.09-2 6.58-3 3.84-3 
256 1.26-1 1.35-1 1.01-1 6.78-2 4.34-2 2.62-2 1.53-2 8.75-3 4.91-3 
256 3.35-2 3.32-2 2.45-2 1.72-2 1.09-2 6.58-3 3.84-3 
512 1.26-1 1.34-1 I.OJ.I 6.78-2 4.34-2 2.62-2 1.53-2 8.75-3 4.91-3 
512 3.35-2 3.31-2 2.45-2 1.72-2 1.09-2 6.58-3 3.84-3 
1024 1.26-1 1.34-l I.OH r-6.78·2 4.34-2 2.62-2 l.53-2 8.75-3 4.90·3 
1024 3.35-2 3.31-2 2.45-2 1.72-2 1.09-2 6.58-3 3.84-3 
zC2) z(2) 
4 1.33-1 1.37-l 1.02-1 6.81-2 4.35-2 2.64-2 1.55-2 8.89-3 5.05-3 4 
3.50-2 3.36-2 2.45-2 1.72-2 1.09-2 6.59·3 3.85-3 
8 1.28-1 1.35-1 1.01-1 6.79-2 4.34-2 2.62-2 1.54-2 8.79-3 4.94-3 
8 3.39-2 3.33-2 2.45·2 1.72-2 1.09-2 6.58-3 3.85-3 
16 1.26-1 l.35-1 1.01-1 6.78-2 4.34-2 2.62-2 1.53-2 8.76-3 4.91-3 16 
3.36-2 3.32-2 2.45-2 1.72-2 1.09-2 6.58-3 3.84-3 
32 1.26-1 1.34-1 1.01-1 6.78-2 4.34-2 2.62-2 1.53-2 8.75-3 4.90-3 32 3.35-2 3.31·
2 2.45-2 1.72-2 1.09-2 6.58·3 3.84-3 
64 1.25-1 1.34-1 1.01-1 6.78-2 4.34-2 2.62-2 1.53-2 8.75-3 4.90-3 64 3.35-2 
3.31-2 2.45-2 1.72-2 1.09-2 6.58-3 3.84-3 
128 1.25· 1 1.34-1 1.01-1 6.78·2 4.34-2 2.62·2 1.53-2 8.75-3 4.90-3 
128 3.34-2 3.31-2 2.45-2 1.72-2 1.09-2 6.58-3 3.84-3 
256 1.25-l 1.34-l 1.01-1 6.78-2 4.34-2 2.62-2 1.53-2 8.75-3 4.90-3 
... ... ... ... ... . .. 
... 
512 1.25-1 1.34-1 1.01-1 6.78-2 4.34-2 2.62-2 1.53-2 8.?5-3 4.90-3 1024 3.34-2 
3.31-2 2.45-2 1.72-2 1.09-2 6.58-3 3.84-3 
1024 1.25-1 1.34-1 1.01-1 6.78-2 4.34-2 2.62-2 1.53-2 8.75-3 4.90-3 z(3l 
z(3) 4 3.41-2 3.33-2 2.45-2 1.72-2 1.09-2 6.58-3 3.85-3 
4 1.28-1 1.35·1 1.01-1 6.79-2 4.34-2 2.62-2 1.54-2 8.78-3 4.94-3 8 
3.35-2 3.32-2 2.45-2 1.72-2 l.09-2 6.58-3 3.84-3 
8 1.26-1 1.34·1 1.01-1 6.78-2 4.34·2 2.62-2 1.53-2 8.75-3 4.91-3 16 
3.35-2 3.31-2 2.45-2 1.72-2 1.09-2 6.58·3 3.84-3 
16 1.25-1 1.34-1 1.01-1 6.78-2 4.34-2 2.62-2 1.53-2 8.?5-3 4.90-3 32 3.34-2 
3.31-2 2.45-2 1.72-2 1.09-2 6.58-3 3.84-3 
32 1.25-1 1.34-l 1.01-1 6.78·2 4.34-2 2.62-2 1.53-2 8.75-3 4.90-3 
... ... ... .. . 
... 
64 1.25-1 1.34-1 1.01-1 6.78·2 4.34-2 2.62-2 1.53-2 8.75·3 4.90-3 1024 
3.34-2 3.31-2 2.45-2 1.72·2 1.09-2 6.58-3 3.84-3 
128 1.25-1 1.34-1 1.01-1 6.78-2 4.34-2 2.62-2 1.53-2 8.75-3 4.90-3 
256 1.25-1 1.34-1 1.01-1 6.78-2 4.34-2 2.62-2 1.53·2 8.75-3 4.90·3 
512 1.25-1 1.34-1 1.01-l 6.78-2 4.34-2 2.62-2 1.53-2 8.75-3 4.90-3 to the discretization of the space derivatives and the second is due to the time dis-
1024 1.25-1 1.34·1 1.01-l 6.78-2 4.34-2 2.62-2 1.53-2 8.75-3 4.90-3 cretisation. For brevity, these components will be referred to as the space error and 
the time error. Since by the defect correction we improve only the accuracy with 
The computational process (l) and (2) is repeated for all values of E::::: 2-11 , 
respect to the time, we expect a decreasing time error. It can be much smaller than 
the space error and therefore the observed error in Table 2 corresponds only to the 
n = 0,2,4, ... , 12. As a result, we get E(N,K,e) for various values of e, N, Kfor each space error. In order to show this we split the combined error into the space error 
of the functions z(!l (x, t), z<2l(x, t), z(3) (x, t). Analysing these results, we observe the (Table 3) and the time error (Table 5). The structure of Table 3 is similar to that of 
convergence of the solutions for increasing N = K for any of the functions z(1), z(2l, Table 2. 
z(3) and for all used values of 8. In order to illustrate this result we give Table 2 for Table 3 presents the values of the space errrors computed from the formula 
e = 2-10. The analogous tables for other values of e are similar. E(sl(N;,K) = E(N;,K)-E(N1+i,K), N;=2i. 
In Table 2 the values of E(N,K) are given for the functions z{l), z(2l, and z(3), 
i=3,4, ... ,9, 
For each of them we see decreasing errors for N = K, i.e. we have e-uniform con- We see that the errors are the same for all different K. The orders of the errors in 
vergence. But the order of convergence, which we observe, is approximately equal Table 2 and Table 3 are the same. 
to one for all functions. All the errors corresponding to the same values of N, K but From Table 3 we construct Table 4, where the ratios of the space errors are given 
to different z(k) are similar. by 
We know that the error of approximation consists of two parts. One part is due R(sl(N1,K) = E(sl(N1,K)/E(sl(N;+1 1K), i=3,4, .. .,8. 
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Table4. 
Ratios of space errors R(s)(N,K) for s = r 1D. 
K\N g 16 32 64 128 256 
z(t) 
4 1.11 1.40 1.44 1.58 1.65 1.71 
8 1.06 1.38 1.43 1.58 1.65 1.71 
16 1.04 1.37 1.43 1.58 1.65 1.71 
32 1.02 l.36 1.43 1.58 1.65 1.71 
64 1.02 l.36 1.43 1.58 1.65 1.71 
128 1.01 1.36 1.43 1.58 1.65 1.71 
... . .. ... ... . .. ... 
1024 1.01 1.36 l.43 1.58 1.65 1.71 
z(2) 
4 1.04 1.37 1.43 1.58 1.65 J.71 
8 1.02 1.36 1.43 1.58 1.65 1.71 
16 1.01 1.36 1.43 1.58 1.65 1.71 
... ... .. . ... . .. ... 
1024 1.01 1.35 1.43 1.58 1.65 1.71 
rf.3) 
4 1.02 1.36 1.43 1.58 1.65 1.71 
g l.01 t.36 1.43 1.58 1.65 1.71 
... . .. . .. ... ... ... 
1024 1.01 1.35 1.43 1.58 1.65 1.71 
In Table 4 we see the first order of convergence with respect to the space up to a small 
logarithmic factor. 
In a similar way we construct Table 5 for the time errror: 
E(ll(N,Kj) = E(N,K1)-E(N,Kj+1), j = 2,3,. .. ,9 
and Table 6 for their ratios: 
R(1l(N,K1) = E(1l(N,Kj)/E(1l(N,K1+1), j= 2,3,4, ... ,8, K1=21. 
And now we see very interesting results in Table 5: 
(1) we see that the time error is essentially smaller than the space error. This ex-
plains the fact that we do not see the influence of the time error in Table 2; 
(2) the errors for zC1l are larger than those for z(2l and the errors for z(2l are larger 
than those for z<3l; 
(3) we see that approximately the same error c~ 10-6) is obtained for z(1l at K = 
512, for z(2) at K = 32, and for z(Jl at K = 16. Because the computational cost 
is proportional to K, we see that the computational cost is reduced by the defect 
correction; 
(4) Table 6 actually confirms the order of convergence, 6 which is theoretically ob-
tained in Section 5. In theory the solution z(l)(x,t) of problem (5.3), (3.1) converges 
with rate O(i-) [estimate (3.2) and Theorem 3.1]. The solution z(2l(x,t) of prob-
lem (5.4), (3.1), where z(1l(x,t) is the solution of problem (5.3), (3.1), converges 
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Table 6. 
Ratios of time errors R(1l(N,K) for E = rto. 
K'i,N 4 8 16 32 64 128 256 512 1024 
zOl 
4 1.87 1.81 l.77 1.75 1.75 1.75 1.75 1.75 l.75 
8 l.94 l.91 l.88 l.87 1.87 1.87 1.87 1.87 1.87 
16 1.97 1.95 1.94 1.94 1.94 1.94 1.94 1.94 1.94 
32 1.99 l.98 1.97 1.97 1.97 1.97 1.97 J.97 1.97 
64 1.99 1.99 l.98 1.98 l.98 1.98 1.98 1.98 1.98 
128 2.00 1.99 1.99 I.99 1.99 1.99 1.99 1.99 1.99 
256 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00 
z(2) 
4 3.49 3.40 3.39 3.47 3.50 3.51 3.51 3.51 3.51 
8 3.73 3.69 3.70 3.75 3.77 3.77 3.77 3.77 3.77 
16 3.86 3.84 3.85 3.88 3.89 3.89 3.89 3.89 3.89 
32 3.93 3.92 3.93 3.94 3.94 3.94 3.94 3.94 3.94 
64 3.97 3.96 3.96 3.97 3.97 3.97 3.97 3.97 3.97 
128 3.98 3.98 3.98 3.99 3.99 3.99 3.99 3.99 3.99 
256 3.99 3.99 3.99 3.99 3.99 3.99 3.99 3.99 3.99 
z(3) 
4 8.49 7.96 7.85 8.00 8.01 8.00 8.00 8.00 8.00 
8 7.62 7.52 7.72 7.97 8.00 8.00 8.00 8.00 8.00 
16 7.71 7.71 7.87 7.99 8.00 8.00 8.00 8.00 8.00 
32 7.84 7.85 7.94 8.00 8.00 8.00 8.00 8.00 8.00 
64 7.92 7.92 7.97 8.00 8.00 8.00 8.00 8.00 8.00 
128 7.96 7.96 7.99 8.00 8.00 8.00 8.00 8.00 8.00 
256 7.98 7.98 7.99 8.00 8.00 8.00 8.00 8.00 8.00 
with rate O(t2) [estimate (5.7) and Theorem 5.1]. The solution z(3l(x,t) of problem 
(5.8), (3.1), where z(2l(x,t) and zl1l(x,t) are the solutions of problems (5.4), (3.1) 
and (5.3), (3.1), respectively, converges with rate O(-c3) [estimate (5.10) and Theo-
rem 5.2]. The corresponding reduction factors can easily be obtained from Table 6. 
7. CONCLUSION 
In this paper we have shown the possibilities of the defect-correction procedure 
used to improve the time-accuracy for a parabolic PDE, which, besides, ensures 
e-uniform first-order accuracy in the space discretization. 
The error of the approximation consists of two parts. One part is due to the dis-
cretization of the space derivatives and the second is due to the time discretisation. 
We use the defect-correction process only for the improvement of the accuracy with 
respect to the time and it does not change the error with respect to the space variable. 
Applying the new experimental technique for the determination of the convergence 
orders, we have investigated separately the numerical results for the time and space 
error components. We emphasize that the time error was found as the value of order 
10-4-10-11 whereas the space error is the value of order 10-2-10-3• Thus, the time 
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error is considerably smaller than the space error, and the total error is essentially 
equal to the space error. 
The numerical results confirm that the order of convergence with respect to the 
space variable is close to one. By defect correction we are able to increase consid-
erably the time accuracy of the approximate solution, i.e. from the lst to the 2nd 
and the 3rd order. The numerical experiments confirm this fact. As a result, we can 
essentially decrease the number of time intervals and therefore the computational 
cost 
8. APPENDIX 
8.1. Estimates of the solution and its derivatives 
In this Appendix we use the a priori estimates for the solution of problem (1.1) on 
the domain G = D x [O, T] and for its derivatives as derived for elliptic and parabolic 
equations in [10, 11, 13]. 
We denote by H(a) (G) = Ha,a/2(G) the Holder space, where o: is an arbitrary 
positive number [7]. We suppose that the functions f(x,t) and qi(x,t) satisfy com-
patibility conditions at the comer points, so that the solution of the boundary value 
problem is smooth for every fixed value of the parameter E. 
For simplicity we assume that at the comer points Son S 1 the following condi-
tions hold: 
ak iJl-0 
aJ cp(x,t) = a1ko q>(x,t) = 0, k+2ko>:;;(aj+2n 
ak+ko 
iJJ!iJtko f(x,t) = O, 
(8.1) 
k+2ko>:;;[a]+2n-2 
where [a] is the integer part of a number a., a. > 0, n ;?; 0 is an integer. We also 
suppose that [o:] + 2n ;?; 2. 
Using the interior a priori estimates and estimates up to the boundary for the 
regular function u(~,t) (see [7]), where u(~,t) = u(x(~),t), ~ = x/e, we find for 
(x,t) E G the estimate 
I ak+ko I oxkotk-Ou(x,t) >:;;Me-1, k+2koo::;2n+4, n;;:,O. (8.2) 
This estimate holds, for example, for 
u E a(21l+4+v)(7J.), V > 0 (8.3) 
where v is some small number. 
For example, the fulfilment of the condition (8.3) is ensured for the solution 
of (1.1) if the coefficients satisfy a E H(a+2n-Il(G), c, p, f E s<a+2•-2l(G), qi E 
H(a+211l(G), a> 4, n;?; 0, and the condition (8.1) is satisfied. 
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In fact, we need a more accurate estimate than (8.2). Therefore we represent the 
solution of the boundary value problem (1.1) in the form of the sum 
u(x,t) = U(x,t) + W(x,t), (x,t) E G (8.4) 
where U(x,t) represents the regular part and W(x,t) the singular part, i.e. the 
parabolic boundary layer. The function U (x, t) is the smooth solution of the equa-
tion (1.la) satisfying the condition (I.lb) fort= O. For example, under suitable 
assumptions for the data of the problem, we can consider the solution of the Dirich-
let boundary value problem for equation (1.la) smoothly extended to the domain 
a* beyond sf (G* is a sufficiently large neighbourhood of G beyond sf). On the 
domain G the coefficients and th~initial value of the extended problem are the same 
as for (1.1). Then the function U(x,t) is the restriction (on G) of the solution to 
the extended problem, and U E H(2n+4+vl(G), v > 0. The function W(x,t) is the 
solution of the boundary value problem for the parabolic equation: 
Lp.Ia) W(x,t) = O, (x,t) E G, W(x,t) = u(x,t)- U(x,t), (x,t) ES. (8.5) 
If (8.3) is true, then WE H(2n+4+vl(a). Now we derive the estimates for the func-
tions U(x,t) and W(x,t): 
I at+k,, axka11ccucx,t)j ~M 
I ()k+ko I -k -1 a.xkatkcW(x,t) :>;,.ME exp(-m(s.?)E r(x,0)) 
(x,t) E G, k+2ko ,;_;; 2n+2 
(8.6) 
(8.7) 
where r(x, 0) is the distance between the point x E (0, 1] and the endpoint x = 0 at 
which the boundary layer occurs, m(s. ?) is a sufficiently small positive number. The 
estimates (8.6) and (8.7) hold, for example, when 
U, WE H(2n+4+vl(G), v > 0. (8.8) 
The inclusions (8.8) hold if a E H(a+211- 1l(G), c, p, f E H(a+2n-2l(G), qi E 
H(a+2n)(G), a> 4, n;;;. 0, and the condition (8.1) is satisfied. We summarise the 
above results in the following theorem. 
Theorem 8.1. Suppose that for the functions in equation (1.1) we have a, b, 
c, p, f E H(a+2n-2l(G), <p E H(M2"l(G), a> 4, n ";;; O. Let the condition (8.1) be 
satisfied. Then from this itfollowsthat u, U, W EH(a+2nl(G) and that the estimates 
(8.2), (8.6), (8.7) hold for the solution u(x,t) of problem (1.1) and for its compo-
nents in the representation {8.4). 
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The proof of the theorem is similar to the proof in [10), where the equation 
~ a a 
ea(x,t) ox2 u(x, t) + b(x, t) ~u(x,t) - c(x,t)u(x,t) - p(x,t) aiu(x,t) = f(x,t) 
was considered. 
8.2. The proof of Theorem 5.1 
Let us show that the function &rz(x,t), where z(x,t) = Z(s.J)(x,t) is the solution of 
the difference problem (5.3), approximates the function ll1u(x,t) e-unifonnly. For 
simplicity we assume a(x,t), b(x,t) to be constant on G. The function Biz(x, t) is 
the solution of the difference problem 
Here 
A(s.9)1l1z(x,t) = f(s.9)(x,t), 
Ofz(x, t) = (Jl(S.9) (x, t), 
(x,t) E GA1l 
(x, t) E sj,tl. 
(8.9a) 
(8.9b) 
-[k] - { } fk] [k] -fk] fk] ah = a,, n t -;;, kr: , Gh = oh n {t > h}, sh = ah \ah , k;;:. 1 
A(s.9)8rz(x,t) = { E allx.r+b<'ix- c(x,t)- Pr(x,t)- p(x,t)oi} ~z(x, t) 
f(s.9)(x,t) = fr(x,t) +ct(x,t)z(x,t) 
<il(B.9)(x,t) = <ilr(x,t), X= 0, d, (x,t) E S),1J 
<il(s.9J(x,t) = <pr8.9i(x) = c 1 (z(x,'t) - qi(x,O)), t = 't, (x, t) E sllJ 
v(x,t) = v(x,t-'t) where v(x,t) is one of the functions c(x,t), p(x,t). 
The function s,u(x, t) = (u(x,t)- u(x, t -'t))/'t, (x,t) E G, t;;:. 't, is the solution 
of the differential prob !em 
L(s.JO)Oru(x,t) = f(B.IO)(x,t),(x,t) E G[ll 
S1u(x,t) = <p(s.10)(x,t), (x,t) E sf1l. 
(8.lOa) 
(8.lOb) 
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Here 
c;lkJ =an {1;,. kr}, a[kl =an {t > kt}, slkJ = c;lkJ \ a[kl, k;;;. 1 
a2 a a 
L(s.to)Oiu(x,t) =Ea-a 2 + b-a -c(x,t)- Pt(x,t)- p(x,t)-a o1u(x,t) x x t 
f(s.to)(x,t) = f,(x,t) + c;(x,t) 11(x,t) + Pt(x,t) ( fe11(x,t) -B;u(x,t)) 
<jl(s.IO)(x,t) = qr,(x,t), x = 0, d, (x,t) E 5[!] 
q>(s.10)(x,1)=qir8.101 (x) ==t-1 (11(x,t)-qi(x,O)), t=t, (x,t) ES[IJ. 
Let us estimate 
q>~s.1o)(x) - <jl&.9)(x) = t-1ro(x, t) 
where 
ro(x,t) = u(x,t)-z(x,t), (x,t) E Gh. 
The function ro(x,t) is the solution of the problem 
A(5.3) ro(x,1) = (A(s.3) - L(1.1))u(x,t), (x,t) E Gh, ro(x,t) = 0, (x,t) E Sh. 
The above assumptions and Theorem 8.1 lead to the estimates of the truncation error 
(the derivation technique for these estimates is shown, for example, in (8, 10]): 
\(A(s.3)-L(l.la))U(x,t)! 'M(N-1lnNH), (x,t)EGh 
!(A(s.3) -L(ua)) W(x,tJI 'M (e-1N-1lnNexp(-me-1x) +t) 
(x,t) E Gh, x' cr 
where U(x,t) and W(x,t) are the regular and singular parts of the solution from 
(8.4); cr = cr(3.i)> m = m(s.?)· For the components W(x,t) and Wh(x,t) the following 
estimate holds: 
IW(x,t)l. !Wh(x,t)\ 'M N-1, (x,t) E Gh, x;;. cr. 
Here Wh(x,t) is the solution of the problem 
A(s.3) Wh(x,t) = 0, (x,t) E Gh, Wh(x,t) = W (x,t), (x,t) E Sh. 
Using the maximum principle, we estimate ro(x,t): 
lro(x,t)l,M(N- 11nNH)t, (x,t)EG1i. 
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Further, for the derivatives we proceed in a similar way. On the boundary we have 
I o;u(x, t) - o;z(x, t) I = I cpr8.101 (x) - cpr8.9> (x) i 'M ( N-11n N H) 
( ) [I] x,t ES,,, t=t 
i.e. the function ll1z(x, -r) approximates ll1u(x, -r) E-uniformly. Now it is easy to see 
that the solution of the difference problem (8.9) approximates the solution of the dif-
ferential problem (8.10) for the divided difference. Thus, using the same argument 
as above, we derive the estimate 
I ll1u(x,t)-01z(x,t)I 'M (N- 1 lnN +-r), (x,t) E G~'l. 
Now for the second difference derivative we show that under the condition (5.6) 
the function ll21z(x,t) approximates the function ouu(x,t) e-uniformly on the set 
Gk2l. Thus, the functions lluz(x,t) and 821u(x,t) are the solutions of the equations 
A(s.1l)ll2;z(x,t) = !{8.ll)(x,t), (x,t) E G~l (8.lla) 
L(s.12)ll21u(x,t) =/(8.12)(x,t), (x,t) E aj;l. (8.12a) 
These equations are found by applying the operator Bi to the equations (8.9a), 
(8. lOa). On the left and right boundaries the following conditions are satisfied: 
where 
Buz(x,t) = 'P(s.11)(x,t), (x,t) E si2l 
ll21u(x,t) = 'P(s.12)(x11) 1 (x,t) E si2] 
(8.llb) 
(8.12b) 
'P(&.11)(x,t) =cpu(x,t), x=O,d, (x,t) ES\;l (8.llc) 
'P(s.11)(x,t) = cpf8.ll)(x) = B21z(s.3)(x,t), t = 2t, (x,t) E ~z] 
'P(8.t2){x,t) = 'P21(x,t), x = 0, d, (x,t) E sf2l, {8.12c) 
<P(s.12){x,t) = cpf8.12)(x) == ll21u(x,t), t = 2t, (x,t) E sl2l. 
First we estimate 
cpfs.12) (x) -cpf8.ll)(x) = B2;u(x,t) - 021z(x,t), t = 2t. 
For this purpose we expand the function u(x,t) into a Taylor series in tenns oft: 
11(x,t) = a(1l(x)t + at2l(x)t2 + v2(x, t) == ul2l(x,t)+ v2(x,t), (x,t) E G (8.13) 
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where the coefficients a(ll(x), a(2l(x) should be determined. Taking u(x,t) in the 
form (8.13) and introducing it into into equation (l.la) we arrive at the system 
-p(x,O)aPl(x) = f(x,O) 
a2 a 
-2p{x,O)a(2l(x) + Ea 0x2 aPl(x) +baxaPl(x) 
- (c(x,O)+~p(x,o)) aPl(x)=irf(x,O) 
from which the functions a<1l(x), a(Zl(x) can be found successively. The function 
v2(x,t) is the solution of the boundary value problem 
L(1.1)v2(x,t) =ft8.J4)(x,t) =.f(x,t)-L{u)u!2l(x,t), (x,t) E G (8.14) 
v2(x,t) = !fl(8.!4J(x,t) = cp(x,t)- ul2l(x,t), (x,t) ES. 
Estimating fcs.!4) (x,t) and !fl(s.i4J(x, t) and using the maximum principle, we derive 
the estimate 
lv2(x,t)I ~Mt3 , (x,t) EG. {8.15) 
Further we have to construct the function z(x, t) in the form 
z(x,t) = (b6 11 (x)+bi1)(x)'t)t+brl2)(x)t2+v£(x,t) =zi1l(x,t)+vNx,t) 
(x,t) EG,, 
i.e. as an expansion in terms of 't and t. Inserting z(x,t} into the equation (5.3), we 
arrive at the equations 
-p(x,O)ba1l(x) = f(x,o) 
a2 a 
-2p(x,O)ba2)(x) + ea0x2ba1)(x)+b0/a1)(x) 
- ( c(x,O) + f,p(x,O)) ba1)(x) = f,t(x,O) 
b62)(x) +b[i>(x) = O. 
Thus, we have 
z[2l(x,t) = 1Pl(x,t) +bf1l(x)'tt, (x,t) Ea,,. (8.16) 
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The function v~(x,t) is the solution of the discrete boundary value problem 
J\"(5.3)v~(x,t) = f(s.17) (x,t) = f(x,t) -A(s.3)Z[2l(x,t), (x,t) E G,, (8.17) 
v~(x,t) = !fl(i.n)(x,t) = cp(x,t) -z121(x,t), (x,t) E S1,. 
Taking into account the estimates of the functions f(s.11)(x,t) and !fl(8.l7)(x,t), we 
derive the estimate 
lv~(x,t)I ~M (N-1InN+t)t2, (x,t) EGh. (8.18) 
By virtue of relations (8.15), (8.16), (8.18) the following inequality is valid: 
j qi& 12)(x)-qi(s.11)(x) I= IB2iu(x,t) - li:az(x,t) I ~ M (N- 1 In N +'t) (8.19) 
(x,t) E G,,, t = 2't. 
We continue the proof by estimating .S21u(x,t)-B21z(x,t) for I> 2't. Note that 
the functions .S21u{x,t) and o2;z(x,t) are the solutions of the differential and differ-
ence equations obtained from equations (1.1) and (5.3), respectively, by applying 
the operator 021. Moreover, the difference equation for S:az(x,t) approximates the 
differential equation for o21u(x,t) E-uniformly. On the boundary Sh, for x = 0 or 
x = 1 we have 821u(x,t) = 821z(x,t). Taking into account the estimate {8.19), we 
find 
io21u(x,t)-021z(x,t) I ~ M (N-1 In N +'t], (x,t) Ea," t ~ 2't. (8.20) 
Thus, we arrive at the estimates 
ja 7u(x,1)-Brz<1l(x,1)j ~ M(W1lnN+'t), (x,t) EGh, t °;i?:'t 
l.S2111(x,1)-02iz(ll(x,r)I ~M(N- 1 1nN+-r), (x,t)EG,,, t";;?:2't (8.21) 
lu(x,t)-z(2l(x,t)j :>; M (W1!nN+-r2), (x,t) EG1r. 
This completes the proof. 
Now we make two remarks which are the direct corollary of Theorem 5.1. 
Remark 8.1. We obtained the estimate (8.20) for z(kl(x,t), k = 1. In exactly the 
same way we derive the same bound for k = 2 and thus we obtain 
ll52;u(x,t)-021z(kl(x,t)1~M(N- 1 1nN+,.t), (x,t)EG,,, t~2't, k~2. 
(8.22) 
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Remark 8.2. Making use of (8.22), in the same way as we derived the estimate 
(8.21) we can obtain 
lo3;u(x,t)-83rz<ll(x,t)\~M(N-2 1nN+'t), (x,t)EG1" t~3'r. (8.23) 
Now we will dwell briefly on the difference between the proof of (8.21) and the 
proofof (8.23). To estimate the difference between 03f u(x, t) and 031 z(x, t) fort = 3't 
we represent the function u(x,t) [.with the condition (5.9)] in the form 
u(x,t) = a<2l(x)t2 + a(3l(x)t3 + v3(x,t) = ul31(x,t) + v3(x,t), (x,t) E G 
and the function z(x,t) in the form 
z(x,t) = ul3l(x,t) + (bll)(x)t+b~1 l(x)'t2)t +b\2l(x)'tt2 +v~(x,t) 
= zl31(x,t) +v~(x,t), (x,t) E Gh. 
The coefficients of these series are found using equations (1.1) and (5.3), respec-
tively. For the coefficients we have the system 
a 
-2p(x,O)a<2l(x) = a/(x,O) 
a2 a ( a ) 
-3p(x,O)a(3l(x) +ea ilx2 a(2l(x) +baxa(2l(x)- c(x,O) +2acp(x,O) a<2l(x) 
i a2 
= 2.a12f(x,O) 
-bl1l(x) +a(2l(x) = o 
-2p(x,O)bfl(x) + ip(x,O)a(2l(x) + 3p(x,O)a(3l(x) 
-(fr p(x,O) +c(x,O)) bl1l(x) +ea ::2 bj1l(x)+ b~bpi(x) = 0 
-bJ1l(x)-a(3l(x) +bl2l(x) = 0. 
The unknown functions a(2l, a(3l, b\1l, b\2l, b~l) can be found successively. For the 
functions v3(x11) and vf(x,t) the following estimates are derived: 
jv3(x,t)j ~ Mt4, (x,t) EG 
H(x,t)j :;;;M(W1lnN+t)t3 , (x,t)EGh. 
From these inequalities and the expression for zlJl(x,t) it follows that (8.23) holds 
E-uniformly for t = 31:. The remainder part of the proof of the estimate (8.23) is 
similar with small variations to the proof of the estimate (8.21). 
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8.3. The proof of Theorem 5.2 
Notice Lhat if the following relations hold for the functions z(I) (x,t), z(2l(x,t) 
lli3iu(x,t)-li31z<1l(x,t),:s;M(N-11nN+'t), (x,t)EG1,, t~3't (8.24) 
io2iu(x,t)-li2i z(2l(x,t) \:;;; M (W1 In N +-c2), (x,t) E G111 t;;:: 2't 
then for the difference u(x,t) -z(Jl(x,t) = o.Pl(x,t) we obtain 
hsJ)C0(3l(x,t)l:s;M{N-1InN+t3), (x,t)EGh, oPl(x,t)=O, (x,t)ESh. 
Hence we have 
I u(x,t) -z(3l(x,t) I ~ M (N-1 lnN +i:3) I (x,t) Ea,,. 
Thus, for the proof of the theorem it is sufficient to show the validity of inequal-
ities (8.24). These inequalities follow from (8.22), (8.23). This completes the proof 
of Theorem 5.2. 
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On high-order compact schemes 
in the finite element method 
V. P. Il'IN* and Yu. M. LAEVSKY* 
Abstract - In this paper we propose the new family of the spaces of grid functions. which is the basis 
for the construction of high-order schemes in the finite element method. We show the completeness of 
this family in the space H 1 (Q) and study the error of approximate solutions in grid norms. The second 
order of accuracy on a nonnniform grid and the fourth order on a unifonn grid are obtained. 
In the theory of difference methods one of the remarkable approximations is the 
Mikeladze nine-point scheme for the Poisson equation. It has the error O(h4) on 
a unifonn rectangular grid and even O(h6 ) on a square grid and under additional 
smoothness conditions on the right-hand side and the solution of the equation as well 
[6]. This scheme has initiated numerous studies on high-order difference methods 
and has given rise to the so-called compact difference schemes, including those for 
differential equations in more general form (see [2] and the bibliography therein). It 
was also shown in [3) that compact fourth-order accurate schemes can be obtained 
in the framework of the finite volume method which uses the approximation of 
parametrized conservation laws. 
The question arises of whether a compact fourth-order scheme can be obtained 
in the framework of projection approaches. In other words, to what basis in the fi. 
nite element method does the Mikeladze scheme correspond? As far as we know, 
the work [4] is the first work on this subject. It describes the sufficiently versatile 
method of constructing basis functions which are based on piecewise linear and bi-
linear fillings and are the basis for constructing the system of the Galerkin method 
coinciding, in particular, with the Mikeladze scheme. The obtained space of grid 
functions approximates the initial function space in a weak sense (the family com-
pleteness is not available). The necessary and sufficient conditions for the classes of 
basis functions which ensure the third and fourth local orders of the approximation 
of projection difference schemes were obtained in [9]. The use of these conditions 
for the choice of concrete grid spaces is rather nontrivial. Moreover, the error of grid 
solutions was not studied in [9]. 
In the present work for the Laplace equation with the Dirichlet boundary con-
ditions we propose an alternative to the approach used in [4]. Complementing the 
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