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Abstract
Millimeter-wave (mmWave) communications rely on directional transmissions to overcome severe
path loss. Nevertheless, the use of narrow beams complicates the initial access procedure and increase
the latency as the transmitter and receiver beams should be aligned for a proper link establishment.
In this paper, we investigate the feasibility of random beamforming for the cell-search phase of initial
access. We develop a stochastic geometry framework to analyze the performance in terms of detection
failure probability and expected latency of initial access as well as total data transmission. Meanwhile,
we compare our scheme with the widely used exhaustive search and iterative search schemes, in both
control plane and data plane. Our numerical results show that, compared to the other two schemes,
random beamforming can substantially reduce the latency of initial access with comparable failure
probability in dense networks. We show that the gain of the random beamforming is more prominent in
light traffics and low-latency services. Our work demonstrates that developing complex cell-discovery
algorithms may be unnecessary in dense mmWave networks and thus shed new lights on mmWave
network design.
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2I. INTRODUCTION
Millimeter-wave (mmWave) technology is one of the essential components of future wireless
networks to support extremely high data rate services [1]–[3]. The mmWave frequency bands
provides orders of magnitude more spectrum than the current congested bands below 6 GHz.
It can offer much higher data rates and create a fertile ground for developing various new
products and services [4]. However, mmWave communications are subject to high path-loss,
noise power and penetration loss [5]. To address the challenges, mmWave systems rely on
directional transmissions using large antenna arrays both at the transmitter and at the receiver
[6]. Such directional transmission, albeit reduces the interference footprint and simplifies the
scheduling task, complicates the initial synchronization and cell-search procedure which is
a prerequisite to establish any connection in all cellular systems [7], [8]. The cell-search in
initial access (IA) procedure of conventional cellular networks, e.g., LTE [9], is performed using
omnidirectional antennas in the low frequency bands. However this is not applicable for mmWave
communications due to the severe path-loss and the resulting mismatch in control and data-plane
ranges [10]. Consequently, it is essential to develop directional cell-search and IA.
A. Related Work and Motivation
The need for the design of new initial cell-search phase in mmWave communication has
brought great research interest in this field recently. In IEEE 802.11ad standard, a coarse-grained
sector matching is followed by a second beam training stage that provides a further refinement
of the beamforming vectors [11], [12]. The authors in [13] proposed a similar hierarchical
design with multi-resolution codebook based on ideas from compressive sensing. Reference [14]
provided a framework to evaluate the performance of mmWave IA using 3GPP new radio (NR)
scenario configurations. In [15], the authors analyzed various design options for IA given different
scanning and signaling procedures. Specifically, the synchronization and cell-search consists of
a sending a series of directional pilots to enable a joint time-frequency-spatial synchronization
to occur jointly. [16] and [17] investigated initial cell-search based on context information which
uses external localization service to get positioning information. In [18], the performance of these
schemes are summarized in terms of cell detection failure probability and latency. In contrast
to the aforementioned link-level studies, [19] and [20] provide a system-level analysis of IA
protocols in terms of cell-search latency under different user equipment (UE) status.
3One of the fundamental drawbacks of almost all the algorithms above is that both base station
(BS) and UE should sequentially scan the whole angular space (using a single-resolution or
multi-resolution codebook) to find the best link quality for the following data transmission. As
the networks are becoming denser progressively, the potential data rate of directional mmWave
communications is rather high even when serving by a BS other than the best choice. Therefore,
finding an acceptable link especially in a dense network may be much more preferable, as it may
substantially reduce the data-plane establishment latency while satisfying the rate demands of the
UEs. Fast IA becomes even more important for machine type communications comprising many
wake-up radios in which the synchronization may take longer than the actual data transmission,
leading to a poor latency performance [21]. Random beamforming is an alternative scheme
for directional cell-search in which the BSs (and UEs) focus their antenna patterns toward a
randomly picked direction. References [10], [22], [23] have shown the feasibility of applying
random beamforming for initial cell search of mmWave networks and its potential in providing
low-latency IA. In particular, [10] analyzed the delay statistics of initial access and showed
promising results for the performance of random beamforming. In reference [22], the authors
drew a similar conclusion by analyzing the Cramér-Rao lower bound for estimating directions of
arrival and departure (essentially spatial synchronization). Reference [23] explored the boundaries
of the SNR region where the synchronization signal is detectable. However, the studies are
limited to either a deterministic channel model or single BS scenario. Our preliminary results
[24] verified the benefits of random beamforming for the cell-search in dense mmWave networks
under ideal assumptions for propagation environment (only line-of-sight (LOS) communications)
and antenna models (only mainlobes).
B. Contributions
In this paper, we provide a system-level framework to analyze the performance of IA based
on random beamforming in a multi-cell mmWave network. We substantially extended our initial
results [24] by considering 3GPP NR framework, non-line-of-sight (NLOS) communications,
non-zero antenna sidelobes, data plane performance, and extended numerical comparisons to
alternative approaches. The main contributions of this paper are:
• An analytical framework for IA performance under random beamforming: Leveraging
the tools from stochastic geometry, we derive the exact expression of the detection failure
probability and expected latency for initial access. Different from the previous works, we
4carry out a system-level analysis incorporating both sidelobe effect and NLOS paths. The
analysis is validated by extensive Monto Carlo simulations.
• A detailed evaluation of the random beamforming for IA: We investigate the effect of BS
density, environmental blockage and antenna beamwidth on IA performance. Meanwhile,
we characterize the tradeoff between failure probability and expected latency. Through this,
for any BS density, we find an optimal beamwidth that minimizes the expected latency
subject to a detection failure constraint.
• A comparison to the widely-used exhaustive search and iterative search schemes:
We show the superior IA latency performance under the random beamforming compared
to the exhaustive search, especially in dense mmWave networks. Furthermore, the control
plane and data plane overall latency is investigated. The proposed scheme outperforms the
existing ones and the performance gain becomes more prominent with lighter traffics or
shorter packet sizes.
C. Paper Organization
The rest of the paper is organized as follows. In Section II, we describe the system model. In
Section III, we present our initial access framework based on random beamforming. The analysis
of detection failure probability and latency are presented in Section IV. Simulation results and
comparison to other schemes are provided in Section V. Section VI concludes the paper.
II. SYSTEM MODEL
In this section, we present the network, channel, and antenna models for evaluating the
performance in this paper. Table 1 summarizes the main notations used throughout the paper.
A. Network Model
We consider a large-scale downlink mmWave cellular network where the BSs are distributed
according to a two-dimensional Poisson point processes (PPP) Φ , {xi} with density λ. In
[25], it has been shown that the PPP assumption can be viewed as incorporating BS locations
and shadowing with sufficiently large variance. Therefore, we ignore the effect of shadowing as
[26], [27] in this work. The UEs follow another independent PPP, from which the typical UE,
located at the origin, is our focus according to the Slivnyak’s theorem [28]. In this paper, we
focus on outdoor BSs and UEs by assuming the independence of the outdoor and indoor devices
and invoking the thinning theorem [28].
5TABLE I: Notations and Simulation Parameters.
Notation Description Simulation Value
Φ BS PPP
λ BS density λ = 10−5 ∼ 10−3/m2
pBS BS transmit power 30 dBm
fc Operating frequency 28 GHz
∆c Control plane bandwidth 28.8 MHz
∆d Data plane bandwidth 100 MHz
NF Noise figure 7 dB
W Thermal noise -174 dBm/Hz + 10 log10(∆)
αL LOS path loss exponent 2.5
αN NLOS path loss exponent 4
β Blockage exponent 0.02
T SINR threshold 0 dB
NBS No. of beamforming directions at BS 12
NUE No. of beamforming directions at UE 4
RT Achievable rate in data plane
Nss No. of SS blocks in SS burst 16/32/64
Tcs Cell-search (SS burst) duration 1.25/2.5/5 ms
Tra Random access duration 1.25 ms
Tf Frame duration 20 ms
L Transmission packet size 103 ∼ 109 bits
B. Channel Model
To the typical UE, each BS, independently from others, is characterized by either LOS or
NLOS propagation. Define the LOS probability function pLOS(r) as the probability that a link
of distance r is in the LOS condition. We apply a stochastic exponential blockage model for
the function where the obstacles are modeled by rectangle Boolean objects [29]. In that case,
pLOS(r) = exp(−βr) where β is a parameter determined by the density and the average size
of the obstacles, and β−1 represents the average length of a LOS link. For the tractability of
analysis, we further assume independent LOS events among different links [29], [30] and among
different time slots [19].
Given LOS probability pLOS(r), the path loss for a link with distance r is given by:
6`(‖xi‖) =
 (C(‖xi‖))
αL , if LOS;
(C(‖xi‖))αN , if NLOS (blocked),
(1)
where C(‖xi‖) , c/4pi‖xi‖fc, c is the light speed, fc is the operating frequency, αL and αN
represent the path loss exponent for LOS and NLOS links, and ‖xi‖ represents the Euclidean
distance between xi ∈ Φ and the origin o. To ignore the possibility of communications in the
NLOS conditions, we can set αN =∞ and αL = α for simplicity.
We assume that BSs and UEs are equipped with electronically-steered antenna arrays of MBS
and MUE antennas respectively. Since mmWave channels are expected to have a limited number
of scatterers [31], we employ a geometric channel model with a single path between typical UE
and each BS for better analytical tractability. The single-path assumption was implicitly adopted
and verified in [27], [32]. The channel matrix between BS b and UE u is given by
Hub =
√
`(‖xi‖)hub a (MUE, θub) aH (MBS, φub) , (2)
where hub represent the small-scale fading between BS xi and the typical UE. We assume hi
follows a unit-mean Rayleigh distribution. Compared to more realistic models for LOS paths
such as Nakagami fading, Rayleigh fading provides very similar design insights while it leads
to more tractable results [19]. θub ∈ [0, 2pi) and φub ∈ [0, 2pi) are the angle of arrival (AoA) and
the angle of departure (AoD) at UE u and BS b respectively, (·)H is the conjugate transpose
operator. Finally a(k, θ) ∈ Ck is the unit-norm vector response function of the transmitter’s and
receiver’s antenna arrays to the AoAs and AoDs, given in (4).
C. Antenna Model
We consider analog beamforming for initial cell-search because digital or hybrid beamforming
does not suit due to the existence of many antenna elements and lack of prior channel knowledge,
translated into the need for costly pilot transmission schemes. Two antenna models are applied
in this work. For analytical simplicity, we first model the actual antenna patterns by a sectorized
beam pattern (SBP) as in [10]. We also consider the uniform linear array (ULA) antenna
model in the numerical evaluations due to two reasons: 1) verifying the analytical insights and
performance trends, obtained by the SBP model, and 2) obtaining the SINR in data plane with
beam refinement, as shown in Section III-C.
71) Sectorized Beam Pattern: We consider half-power beamwidths of θBS and θUE at the BSs
and UEs, respectively, with the corresponding antenna gains GBS and GUE. In an ideal sectorized
antenna pattern, the antenna gain Gx, x ∈ {BS,UE}, as a function of beamwidth θx is a constant
in the main lobe and a smaller constant in the side lobe, given by
Gx(θx) =

2pi−(2pi−θx)
θx
, in the main lobe,
, in the side lobe,
(3)
where typically   1. For a given θBS and θUE, which are a non-increasing function of the
number of antenna elements, BSs and UEs sweep the entire angular space by NBS = d2pi/θBSe
and NUE = d2pi/θUEe beamforming vectors, respectively. Without loss of generality of the main
conclusions, we assume that 2pi/θBS and 2pi/θUE are integers and drop d·e operator. It is worth
noting that we neglect the sidelobe gain at the UE side as of [32] for mathematical tractability.
2) Uniform Linear Array: The array response vector can be expressed as
a (K, θ) =
1√
k
[
1 ejpi sin(θ) . . . ej(k−1)pi sin(θ)
]H
. (4)
The parameters of the channel model depend both on the carrier frequency and on being in LOS
or NLOS conditions and are given in [33, Table I].
To design the beamforming vectors (precoding at the BSs and combining at the UEs), we
define f(k,K, θ) as
f(k,K, θ) :=
[
1 ejpi sin(θ) . . . ej(k−1)pi sin(θ) 01×(K−k)
]H
√
k
, (5)
for integers k and K such that 0 < k ≤ K. 0x is an all zero vector of size x. Let vcb and wcu be
the precoding vector of BS b ∈ B and the combining vector of UE u ∈ U in mini-slot c of the
cell-search phase. We define
vcb = f(k
c
b, NBS, φ
c
b) , (6a)
wcu = f(k
c
u, NUE, θ
c
u) . (6b)
The BSs and UEs can control the antenna boresight by changing φcb and θ
c
u and control the
antenna beamwidth by changing kcb and k
c
u. At each BS b, we keep a local codebook Vcb that
contains MBS precoding vectors. Each vector vcb ∈ Vcb is of the form (6a) such that the codebook
collectively spans all angular space. The cardinality of the codebook is based on the half-power
beamwidth and determines the antenna gain and sidelobe interference caused by every beam.
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Fig. 1: Illustration of transmission frame with random beamforming.
D. 3GPP NR Frame Model
The 3GPP technical specification for NR introduces the concept of synchronization signal (SS)
block and burst. An SS block spans four orthogonal frequency division multiplexing (OFDM)
symbols in time and 240 subcarriers in frequency. See [14] and references therein. Each SS
block is mapped to a certain angular direction. An SS burst is a group of several SS blocks,
and the interval between consecutive SS bursts TSS can take {5, 10, 20, 40, 80, 160} ms. Higher
values correspond to lower synchronization overhead. Within one frame of NR, there could
be several pilots, called channel-state information reference signal (CSI-RS), to enable optimal
beamforming design for the data-plane.
III. IA FRAMEWORK UNDER RANDOM BEAMFORMING AND PERFORMANCE METRICS
In this section, we introduce the initial access protocols and performance metrics. We assume
the system time is divided into two phases within each coherence interval: 1) an initial access
period comprising a cell search phase and a random access phase, 2) a data transmission period
with beam alignment. The whole transmission frame is illustrated in Fig. 1.
A. Cell Search Phase
The cell-search period takes several mini-slots. Every BS independently and uniformly at
random picks a direction out of NBS in each mini-slot. We define a scan cycle as the period
within which every BS sends cell-search pilots to NBS directions, see Fig. 1. In each scan cycle,
9the UE antenna points to a random direction out of NUE, and the BS covers all non-overlapping
NBS directions. Different from the exhaustive search and iterative search in which the BS and
UE need to cover all the NBSNUE possible directions [19], the cell-search period of random
beamforming can be dynamically adjusted. Once the UE received a pilot signal that meets a
predefined SINR threshold, it is associated to the corresponding BS. Note that it may not be the
final association of that UE, but once the UE is registered to the network, it can establish data
plane, and the reassociation phase (to the best BS) could be executed smoothly without service
interruption [10].
B. Random Access Phase
Given a successful cell search phase, the UE acquires the direction where it receives the
strongest signal. In the following random access phase, the UE initiates the connection to its
desired serving BS by transmitting random access preambles to that direction. The BS will scan
for the presence of the random access preamble and will also learn the BF direction at the BS
side. If cell search fails, the UE will skip the random access phase and repeat the cell search
in the next frame. In real systems, the UE picks the random access preamble from a certain
number of orthogonal preamble sequences. The success of random access phase depends on: 1)
no random access preamble collision for multiple UEs transmitting to the same BS; and 2) the
SINR of the random access preamble signal exceeding a threshold. Since the main focus of this
paper is random beamforming based cell search phase, the impact of random access performance
is left in our future work. Therefore, we make the following assumptions:
Assumption 1. There is no random access preamble collision for all UEs, i.e. the BS can detect
all the preambles.
Assumption 2. The random access phase and cell search phase share the same SINR threshold.
Assumption 1 holds in general, as the probability that multiple UEs pick the same random
access preamble to access the same BS on the same spatial channel is very small, thanks
to the low interference footprint of mmWave networks. Moreover, since the cell search and
random access occur within the same coherence interval, Assumption 2 implies that SINR in
random access exceeds the threshold as long as the cell search phase succeeds. In general, under
Assumption 1 and 2, we have simultaneous cell search and random access success or failure.
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C. Data Plane Analysis
After the RA phase, the connection is established and the data transmission starts. To achieve
more accurate performance evaluation, our data plane analysis is based on the ULA model. Let
vdtub and w
dt
u be the precoding vector of BS b when serving UE u and the combining vector
of UE u in the data transmission phase of coherence interval t, respectively. We assume that
after the initial access phase UE u and its serving BS b will exchange a series of directional
pilots, thanks to the available directional information from the initial access phase, to establish
the data-plane with the maximum link budget:
maximize
vdtub,w
dt
u
∣∣∣(wdtu )H Htub vdtub∣∣∣2 , (7a)
subject to vdtub ∈ Vdb , (7b)
wdtu ∈ Wdu , (7c)
where Vdb and Wdu are the sets of feasible precoding and combining vectors: unit-norm, identical
modulus, and of the form (5).
Afterward, the SINR of UE u is
SINRdtub =
∣∣∣(wdtu )H Htub vdtub∣∣∣2∑
i∈B\{b}
∣∣∣(wdtu )H Htui vdtui∣∣∣2 + ∆dN0/pdBS . (8)
and the achievable rate is RT = ∆d log
(
1 + SINRdtub
)
, where pdBS and ∆
d are the BS transmit
power and the signal bandwidth of the data transmission phase, respectively. Note that the use
of analog beamforming for the initial access does not pose any limitations on the beamforming
architecture for the data-transmission phase. In other words, we can still use hybrid or digital
beamforming for the data-plane. In that case, the SINR expression and achievable rates would
be slightly different, though the tradeoffs and design insights of this paper (which are mostly
focused on the performance of the control-plane and IA) are still valid.
D. Performance Metrics
Denoting pBS as the BS transmit power and W as the thermal noise, the signal-to-interference-
plus-noise ratio (SINR) when the typical UE is receiving from BS xi is given by
SINRi =
GBSi |hi|2`(‖xi‖)Si∑
xj∈Φ\xi
GBSj |hj|2`(‖xj‖)Sj + σ2
, (9)
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where σ2 = W (pBSGUE)−1 is the normalized noise power 1 and Si is LOS condition indicator.
We say the typical UE successfully detects the cell if the strongest signal it receives in any
mini-slot from one of the directions achieves a minimum SINR threshold T . Namely, the success
event is I{maxxi∈Φ SINRi ≥ T}, where I{·} is the indicator function. For any realization of the
topology Φ and channel fading h, detection failure may happen due to two reasons: there is no
BS inside the UE’s main beam or the ones inside cannot meet the detection threshold T .
Now, we define three performance metrics, for the typical UE, evaluated throughout the paper.
Definition 1. The detection failure probability Pf (Nc) is the probability that the UE is not
detected by any BS within Nc mini-slots.
Definition 2. Given a time-budget of Nc mini-slots, the IA latency DI(Nc) of a UE is defined as
the time period by which the UE successfully detects a cell-search pilot and can be registered
with the corresponding BS.
Definition 3. Given a time-budget of Nc mini-slots, the total data transmission latency DT (Nc)
is defined as the time period during which the UE successfully registers with a BS and completes
a packet transmission.
IV. DETECTION FAILURE PROBABILITY AND LATENCY ANALYSIS
In this section, we present our analytical results and some insights on the performance of IA
using random beamforming. Proofs are provided in the Appendix.
A. Detection Failure Probability
To get some insights about the problem, we start from a simple model where only mainlobe
gain and LOS links are considered, i.e.  = 0 and αN = ∞. These assumptions are widely
used in mmWave network analysis due to simplicity and the resulting acceptable accuracy of
the performance analysis [10]. Nonetheless, we discuss the effect of NLOS path and sidelobe
later in this section. In the following proposition, we derive the detection failure probability of
initial cell search for the typical user under the simple model.
1In the propositions and proofs, we denote σ2 = W (pBSGUE(c/4pifc)αL))−1 when αN =∞.
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Proposition 1. The detection failure probability Pf (Nc) of the typical UE when  = 0 and
αN =∞ is given by:
Pf = (1− Ps)Nc , (10)
where Ps is the successful detection probability in one mini-slot, given by
Ps =
2pi
NBSNUE
λ
∫ ∞
0
e−Tr
ασ2 exp
(
− 2pi
NBSNUE
λb
∫ ∞
0
Trαe−βv
vα + Trα
vdv
)
e−βrrdr . (11)
It is worth noting that the failure probability will not fall to zero as Nc → ∞. Due to
blockage, there is always a non-zero probability that all the BSs are invisible (i.e., blocked) to
the typical UE. In this case, the initial access cannot succeed when assuming αN =∞. However,
in all scenarios of practical interests, Nc cannot take very high values due to the corresponding
overhead and latency.
Next, we incorporate NLOS paths into the analysis, i.e. αL < αN < ∞. The NLOS terms
will be added into both signal and interference parts. We start from characterizing the laplace
transform of the interference, followed by the derivation of the detection failure probability in
Proposition 2.
Lemma 1. The Laplace transform of the interference when  = 0 and αL ≤ αN < ∞ is given
by:
LNI (s) = exp
(
− 2pi
NBSNUE
λ
∫ ∞
0
(1− e
−βvvαL
vαL + sk1
− (1− e
−βv)vαN
vαN + sk2
)vdv
)
, (12)
where k1 =
(
c
4pifc
)αL
, k2 =
(
c
4pifc
)αN
.
Proposition 2. The detection failure probability PNf (Nc) of the typical UE when  = 0 and
αL ≤ αN <∞ is:
PNf = (1− PNs )Nc , (13)
where PNs is the successful detection probability in one mini-slot, given by
PNs =
2pi
NBSNUE
λ
∫ ∞
0
(κL + κN) rdr, (14)
κL = e
−TC(r)−αLσ2LI(TC(r)−αL)e−βr,
κN = e
−TC(r)−αN σ2LI(TC(r)−αN )(1− e−βr).
Although Proposition 2 appears unwieldy, we may gain some insight by decomposing the
terms therein. In Proposition 2, κL and κN correspond to the LOS and NLOS contributions to
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the coverage, respectively. When r is small, the LOS probability is higher, i.e. e−βr > 1− e−βr.
Meanwhile, the LOS signal strength also dominates that of NLOS, which makes overall κL 
κN . Furthermore, as r becomes larger, although the NLOS probability grows to 1, κN is still
very small, as the signal strength of a far-away NLOS BS is comparable or even smaller than the
noise power. These insights indicate that NLOS signals have limited impact on the performance
as [30], [34], which is also validated in our numerical results in Section V.
At last, the detection failure probability considering sidelobe gain 0 ≤  ≤ 1 is considered.
When taking the sidelobe gain into account, we cannot treat each mini-slot independently as in
Propositions 1 and 2 due to the correlation caused by sidelobes. In this situation, we consider
the BSs pointing to the typical UE with mainlobe and sidelobe as two independent tiers of PPP
distributed BSs as in [35]. Thus, we divide the analsis into mainlobe and sidelobe failure. The
accuracy is validated in Section V.
Lemma 2. The probability successfully detected by the mainlobe in one mini-slot when 0 ≤  ≤ 1
and αN =∞ is:
Psm = θUE
θBS
2pi
λ
∫ ∞
0
LIxi (
Trα
GBSi
)e−Tr
ασ2e−βrrdr , (15)
where LmIxi (s) is the Laplace transform of the interference given in (25).
Lemma 3. The probability successfully detected by the sidelobe over n < NBS mini-slots when
0 ≤  ≤ 1 and αN =∞ is:
Pss = θUE
2pi − θBS
2pi
λ
∫ ∞
0
Qnxi(T )e
−βrrdr , (16)
where Qnxi(T ) represents the probability of at least one successful detection during the n mini-
slots at a certain BS xi, given in (31).
Proposition 3. The detection failure probability P Sf (Nc) of a typical UE when 0 <  < 1 and
αN =∞ can be approximated as:
P Sf = (1− Pss)(1− Psm)Nc , (17)
where Psm and Pss are the successful detection probabilities by the mainlobe within one mini-slot
and by the sidelobe over Nc mini-slots respectively, given in the Lemma 2 and 3.
It is common in the literature to neglect the antenna sidelobes due to its large gap to the
mainlobe and for analytical simplicity [20]. However, sidelobes may play an important role
14
when the BSs and obstacles are getting denser. In Proposition 3, Pss grows with BS density,
thereby contributing to successful detections.
Proposition 1 to 3 give the expressions for the detection failure probability under three different
scenarios. We observe that the failure probability depends on the result of each time slot Ps
and the total time budget Nc. From the proofs, Ps is further characterized by the BS density,
beamwidth and blockage. Among these parameters, increasing the BS density and time budget
can reduce the failure probability by enlarging the search space. The effect of beamwidth and
blockage is not straightforward. Narrowing the beamwidth enhances the beamforming gain but
leads to fewer available BSs. Lighter blockage leaves more available LOS BSs, yet creates a
stronger interference. More details will be discussed in Section V.
B. Delay Analysis
Next, we derive the expected latency of the IA and data transmission. Recall notations Tf ,
Tcs, Tra, and Definitions 2 and 3. We have the following proposition.
Proposition 4. The expected initial access latency DI(Nc) and total data transmission latency
DT (Nc) of a typical UE are:
E[DI(Nc)] =
(
1
1− Pf (Nc) − 1
)
Tf + Tcs + Tra, (18)
E[DT (Nc)] =
(
1
1− Pf (Nc) − 1
)
Tf +
⌈
L
RT (Tf − Tcs − Tra)
⌉
(Tcs + Tra) +
L
RT
, (19)
where L is the packet size for transmission and RT is the achievable rate given in Section III-C.
Considering the characterizations of the detection failure probability and IA latency, we aim
to design the BS beamwidth (θBS or equivalently NBS) to minimize the IA latency DI(Nc) given
a failure probability constraint Pmaxf ∈ [0, 1]. To formulate the problem, we set the cell-search
time budget as k scan cycle for all beamwidths, i.e. Nc = kNBS mini-slots. The optimal number
of sectors for k ∈ N scan cycles is
min
NBS
E[DI(kNBS)] (20a)
s.t. Pf (kNBS) ≤ Pmaxf , (20b)
NBS ∈ N , (20c)
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where Pmaxf and k are inputs to this optimization problem. In (18), Tcs and Tra are linearly
increasing functions of NBS while
(
1
1−Pf (Nc) − 1
)
Tf is a decreasing function of NBS with a
diminishing slope. Consequently the latency decreases with NBS up to some point and increases
afterward. Therefore, we can always find the optimal solution of (20) by searching over rather
small NBS values. The optimization problem (20) can be utilized for system design in mmWave
networks. With the knowledge of network deployment (BS density), we can set the configuration
of BS antennas to meet the requirements of various applications with different reliability and/or
latency constraints. An example of the solutions to the problem can be observed from the figures
in the next section.
V. NUMERICAL RESULTS
In this section, we present the numerical results of IA based on random beamforming. The
simulation parameters are summarized in Table I. In the figures, "RB", "IS", and "ES" stand for
random beamforming, iterative search and exhaustive search, respectively. In this paper, we focus
on Nc = NBS, i.e. the random cell-search lasts for 1 scan cycle. The effect of multiple cycles is
present in our previous work [24]. We compare our scheme with exhaustive search and iterative
search in a 3GPP NR framework. For a fair comparison, we set the number of SS blocks in one
SS burst to 16, 32, and 64 for random beamforming, iterative search and exhaustive search so
that every scheme can complete one scan cycle within one transmission frame. The beamwidth
in the first stage of iterative search is set to θBS1 = 90◦. As we mentioned in Introduction, there
exists other cell-search algorithms either working on the link-level or designed for a single-cell
scenario, which are not fairly comparable with our system-level multi-cell scenario and thus
comparison with them is left for future work.
Fig. 2 shows the cell-search performance against BS density λ. We observe a good matching
between our theoretical analysis and the Monte Carlo simulations with the SBP model. Moreover,
the difference is rather small between the curves using the SBP and ULA models. It is shown that
the effect of NLOS paths on failure probability is negligible due to the overlapping of curves (1)
and (2). Nevertheless, the sidelobe gain plays an important role which causes a notable decrease
on detection failure probability. From Fig. 2, the detection failure probability reduces with the
BS density for all schemes. As BS density grows, the gap between random beamforming and
other schemes diminishes rapidly. In dense regime where BS density approaches 10−3/m2, all
the probabilities converge to 0 gradually.
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Fig. 2: Density effect on failure probability. (1) refers  = 0, αN = ∞, (2) refers  = 0, αL ≤ αN < ∞, and (3) refers
0 ≤  ≤ 1, αN =∞.
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Fig. 3: BS density effect on IA delay (ULA model).
Fig. 3 compares the expected IA latency of three schemes over different BS density regimes.
In the low density regime, the IA latency of exhaustive search is the shortest even though its
cell-search period is the longest. This is because it consumes the least number of overhead frames
before transmission due to low failure probability. However, the IA latency tends to converge
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Fig. 4: Effect of blockage on detection failure probability, λ = 10−4.
to a constant as the failure probability converges to 0. On the other hand, the IA latency of
random beamforming keeps reducing as more BSs are deployed. When the BS density exceeds
200/km2, the IA latency of the random beamforming becomes lower than that of the exhaustive
and iterative search schemes. The main reason is the availability of more candidate BSs to register
the UE. Note that the best possible values for the failure probability and normalized expected
latency (number of mini-slot) are 0 and 1, respectively. By employing random beamforming, we
can get close to those values in dense mmWave networks, alleviating the need for optimal (and
perhaps complicated) cell-search procedures.
Fig. 4 illustrates the effect of blockage on failure probability with different beamwidths. For
narrow (mainlobe) beams, the failure probability increases with the obstacle density because most
available BSs are blocked. When the (mainlobe) beamwidth is large, there are more BSs pointing
to the typical UE with mainlobe during one slot, which increases the received interference.
Altogether, the growing obstacle density first reduces the interference, thereby improving the
performance at the beginning. After a critical point of the obstacle density, the failure probability
starts to increase as the former scenario. Also, we observe that the failure probabilities of all
beamwidths converge to a similar value in a densely blocked scenario, like an office room. Thus,
we may even utilize wider beams in mmWave since the effective transmission distance is very
short.
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Fig. 5: Tradeoff between the detection failure probability and average latency, λ = 10−4.
Fig. 5 illustrates the tradeoff between detection failure probability and the cell-search budget.
The areas above the lines illustrate the feasible performance regions of cell-search, namely there
are some settings for NBS and NUE that allow realizing any (E[DI ], Pf ) point above the line. For
the iterative search and exhaustive search, the feasible regions are sequences of step functions
due to their quantized latency. Moreover, denser mmWave networks have a larger feasible region,
which gives more flexibility to optimize the tradeoff between detection probability and latency.
Fig. 6 shows the objective and constraint functions of optimization problem (20). To perform
a fair comparison, we make a small adaption to the frame structure and set the length of SS
burst to the duration of one scan cycle for different BS beamwidth values. As shown in Fig. 6(a),
the detection failure probability is a decreasing function of NBS and therefore narrower beams
are always beneficial. The floor of Pf is due to both the blockage and deep fading, which can
be improved either by increasing the BS density (λ) or search budget (Nc). Meanwhile, the
IA delay drops as well until some point. After the critical point where the decrease in Pf is
negligible, the IA delay increases with NBS due to longer overhead. In this situation, narrower
beams cannot reduce the number of extra required frames anymore but almost linearly increases
the search latency. Therefore, the expected IA latency shows a convex shape and the minimum
value is shifting depending on BS density. The optimal beamwidth (or equivalently the optimal
NBS) depends on the maximum allowable detection failure probability Pmaxf and the deployment
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Fig. 6: Effect of BS sectors on the performance metrics.
situation of the network.
At last, we present the result of total data transmission delay in Fig. 7. When the BS density
is not large enough (λ = 10−4), other schemes always outperform random beamforming due
to its high failure probability and low achievable rate. However in dense regime (λ = 10−3),
as the available BSs increase, we achieve a lower total delay for relative shorter packet sizes
with IA under random beamforming. Thus the most favorable scenario for IA under random
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Fig. 7: Total data transmission latency vs packet size.
beamforming is transmitting short packets in dense networks.
VI. CONCLUSION AND FUTURE WORKS
In this paper, we investigated the performance of random beamforming in initial cell-search
of mmWave networks. We developed an analytical framework leveraging stochastic geometry
to evaluate the detection failure and latency performance. We compared our method with two
sophisticated schemes in both control and data plane. The numerical results showed that random
beamforming, while being very efficient from signaling and computational perspectives, can
provide sufficient detection and latency performance in control plane, especially in dense BS
deployment scenarios. The optimal beamwidth to achieve a minimum search latency depends on
the detection requirement and BS density. From data plane perspective, random beamforming
outperforms other schemes for short packet transmission in high density regimes. Consequently,
it may be unnecessary to develop complex algorithms for cell search process in future dense
mmWave networks. Meanwhile, random beamforming scheme can be selected as a new bench-
mark in future initial access studies considering its simplicity and good performance.
This paper has shown that random beamforming is effective for dense mmWave networks in
an average sense. Nevertheless, each specific cell may benefit from different beamwidths and/or
beam patterns. The recent success of deep learning underpins new and powerful tools that may
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help manage such situations. For future work, it would be interesting to develop a learning
based initial access scheme serving every BS in the mmWave network. A learning algorithm
may generate individual cell-search antenna patterns as well as random access schemes for each
BS that further reduces the IA latency and increases the transmission data rate.
APPENDIX
PROOFS
A. Proposition 1
Given the antenna directivity, we can consider the BSs pointing to the typical UE as a thinning
process Φ(λ′) from the original process Φ(λ) within one mini-slot, where the effective density
λ′ = θBS
2pi
λ. Furthermore, since we consider BS beamwidth smaller than pi
2
, the BS and UE beams
will be aligned for only 1 mini-slot during 1 scanning cycle. Thus the process Φ(λ′) can be
divided into NBS independent PPPs Φm(λ′), m = 1, . . . , NBS, where Φm(λ′) consists of the BSs
pointing to the typical UE with mainlobe in the m-th mini-slot of the scan cycle. Therefore,
we can treat each mini-slot independently and write the detection failure probability after Nc
mini-slots as (1− Ps)Nc , where Ps denotes the detection success probability of 1 mini-slot.
Let BSi denote the BS located at xi, r = ‖xi‖ and Ixi ,
∑
xj∈Φ\xi
hj`(‖xj‖)Sj . Then, the
successful detection probability in one mini-slot under strongest BS association can be derived
as follows:
Ps = Pr
(
max
xi∈Φ
SINRxi ≥ T
)
= Pr
(⋃
xi∈Φ
SINRi ≥ T
)
(a)
= E
[∑
xi∈Φ
1(SINRi ≥ T )
]
(b)
=
θBS
2pi
λ
∫
R2
Pr(SINRi ≥ T | r)dr
=
θUEθBS
2pi
λ
∫ ∞
0
Pr(SINRi ≥ T |Si = 1, r)Pr(Si = 1 | r)rdr
(c)
=
2pi
NBSNUE
λ
∫ ∞
0
LIxi (Trα)e−Tr
ασ2e−βrrdr , (21)
where (a) follows from Lemma 1 in [35] 2, (b) follows from Campbell Mecke Theorem [36] and
(c) follows the Rayleigh fading assumption. The use of θUE and θBSλ/2pi are due to BS and UE
2Note that Lemma 1 in [35] is based on T > 1 (0dB). It also provides a tight upper bound until T = 0.4 (-4dB).
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beamwidth. Here LIxi (Trα) is the Laplace transform of the interference Ixi . Letting Rj denote
the distance from the jth interfering BS to the typical UE, LIxi (Trα) can be expressed as:
LIxi (Trα) = EΦ,hi
exp
−Trα ∑
xj∈Φ\xi
`(Rj)hjSj

(a)
= E
 ∏
xj∈Φ\xi
Ehj
[
exp(−TrαR−αj hj)
]
e−βRj + 1− eβRj

(b)
= E
 ∏
xj∈Φ\xi
1− Tr
αe−βRj
Rαj + Tr
α

(c)
= exp
(
−θUE θBS
2pi
λ
∫ ∞
0
Trαe−βv
vα + Trα
vdv
)
, (22)
where (a) follows that Sj is a Bernoulli random variable with parameter e−βRi , (b) follows that
hj is an exponential random variable and (c) is derived from the probability generating function
of the PPP. Substituting (22) into (21) we obtain the successful detection probability in one
mini-slot.
B. Lemma 1
When αN < ∞, the interference is composed of LOS part and NLOS part. Similar as in
22, Rj denotes the distance from the jth interfering BS to the typical UE and LNI (s) can be
expressed as:
LNI (s) = EIxi [e−sIxi ] = EΦ,hi
exp
−s ∑
xj∈Φ\xi
`(Rj)hjSj

= E
 ∏
xj∈Φ\xi
Eαj ,hj
[
exp(−s(kRj)−αjhjSj
]
(a)
= E
 ∏
xj∈Φ\xi
Ehj
[
exp(−s(kRj)−αLhj)e−βRj + exp(−s(kRj)−αNhj)(1− eβRj)
]
(b)
= E
 ∏
xj∈Φ\xi
RαLj e
−βRj
RαLj + sk1
+
RαNj (1− e−βRj)
RαNj + sk2

(c)
= exp
(
− 2pi
NBSNUE
λ
∫ ∞
0
(1− e
−βvvαL
vαL + sk1
− (1− e
−βv)vαN
vαN + sk2
)vdv
)
, (23)
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where (a) follows LOS/NLOS conditions with probability e−βRj , (b) follows that hj is an
exponential random variable and (c) is derived from the probability generating function of the
PPP.
C. Proposition 2
Similar to Proposition 1, the successful detection probability in one mini-slot under strongest
BS association can be derived as follows:
PNs =
θBS
2pi
λ
∫
R2
Pr(SINRi ≥ T | r)dr
=
θUEθBS
2pi
λ
∫ ∞
0
(Pr(SINRi ≥ T | Si = 1, r) Pr(Si = 1 | r)
+ Pr(SINRi ≥ T | Si = 0, r) Pr(Si = 0 | r))rdr
=
2pi
NBSNUE
λ
∫ ∞
0
(
e−TC(r)
−αLσ2LIr(TC(r)−αL)e−βr
+e−TC(r)
−αN σ2LIr(TC(r)−αN )(1− e−βr)
)
rdr ,
(24)
where the two steps follow from Campbell Mecke Theorem the Rayleigh fading assumption as
in Proposition 1.
D. Lemma 2
We start from deriving the Laplace transform of the interference which comprises the mainlobe
tier and sidelobe tier:
LmIxi (s) =
2∏
j=1
EΦ
 ∏
xj∈Φj\xi
Ehj
[
exp(−sGBSjR−αj hj
]
(a)
=
2∏
j=1
EΦ
 ∏
xj∈Φ\xi
Ehj
[
exp(−sGBSjR−αj hj)e−βRj + 1− eβRj
]
(b)
=
2∏
j=1
E
 ∏
xj∈Φ\xi
1− sPjR
−α
j e
−βRj
1 + sGBSjR
−α
j

=
2∏
j=1
exp
(
−θUEλj
∫ ∞
0
sGBSje
−βRj
v−α + sGBSj
vdv
)
, (25)
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where (a) follows the blockage model with parameter e−βRj , (b) follows that hj is an exponential
random variable and λj = { θBS2pi λ, 2pi−θBS2pi λ}. Putting s = Tr
α
GBSi
, we have
LmIxi (
Trα
GBSi
) =
2∏
j=1
exp
(
−θUEλj
∫ ∞
0
TrαGBSje
−βRj
v−αGBSi + TrαGBSj
vdv
)
(26)
Then, similar as in Proposition 1, the successful detection probability in one mini-slot under
strongest BS association can be derived as follows:
Psm = Pr
( ⋃
xi∈Φm
SINRxi ≥ T
)
= λi
∫
R2
Pr(SINRxi ≥ T | r)dr
= θUEλi
∫ ∞
0
Pr
(
GBSihi`(r)
Ixi + σ
2
≥ T |Si = 1, r
)
Pr(Si = 1 | r)rdr
= θUE
θBS
2pi
∫ ∞
0
LmIxi (
Trα
GBSi
)e−Tr
ασ2e−βrrdr , (27)
E. Lemma 3
Define Zk as the event that the SINR with sidelobe is larger than T at mini-slot k given
distance r = ‖xi‖: Zk , {SINRkxi > T}. Unlike serving with the mainlobe, each BS has Nc− 1
mini-slots sending pilot to the UE with sidelobe. Therefore, given a serving BS, both the desired
signal and part of the interference (sidelobe part) are at same locations during Nc−1 mini-slots,
which makes the events Zk and Zj not independent. In this case, we can consider the Nc−1 mini-
slots as a single-input-multi-output (SIMO) system, i.e. one mini-slot as one receiving antenna.
For better dealing with the correlated interference, we decompose the interference during Nc−1
mini-slots into two parts: correlated sidelobe interference with gain  and independent mainlobe
interference with gain G∗m = Gm − , where Gm denotes the mainlobe gain of the antenna.
We focus first on the probability of the joint occurrence of Zk over n mini-slots, Pn(T, r).
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Let δ(r) = Tr
α

and r = ‖xi‖, we have:
P nxi(T ) = Pr
⋂
k∈[n]
Zk
 = Pr (SINR1xi > T, · · · ,SINRnxi > T)
= Pr
(
h1 > δ(r)(I1 + σ
2), · · · , hn > δ(r)(In + σ2)
)
= E
[
e−δ(r)(I1+σ
2) · · · e−δ(r)(In+σ2)
]
(a)
= E
n∏
k=1
eδ(r)Ikm
n∏
k=1
eδ(r)Iks
n∏
k=1
eδ(r)σ
2
, (28)
where (a) follows from the decomposition of the interference into sidelobe part Iks and mainlobe
part Ikm. The interferences caused by the sidelobe are correlated through the common randomness
Φ. Thus we obtain
E
n∏
k=1
eδ(r)Iks = E
n∏
k=1
∏
Φs
eδ(r)R
−α
j hj,kSj,k
(a)
= E
∏
Φs
Eh
n∏
k=1
eδ(r)R
−α
j hj,ke−βRj + 1− e−βRj
= E
∏
Φs
(
1− Tr
αe−βt
tα + Trα
)n
= exp
(
−θUEλ
∫ ∞
0
(
1−
(
1− Tr
αe−βt
tα + Trα
)n)
tdt
)
(b)
= exp
(
−1
2
θUEλr
2T
2
α
∫ ∞
0
(
1−
(
1− e
−β√urT 1α
1 + u
α
2
)n)
du
)
, (29)
where (a) follows from the independent fading assumption and (b) is derived by employing
a change of variable u =
(
t
rT
1
α
)2
. In contrast, the interferences caused by the mainlobe are
independent. Thus we obtain
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E
n∏
k=1
eδ(r)Ikm = E
n∏
k=1
∏
Φm
eδ(r)G
∗
mR
−α
j hj,kSj,k
(a)
=
n∏
k=1
E
∏
Φm
Eheδ(r)PtsR
−α
j hxj e−βRj + 1− e−βRj
=
n∏
k=1
E
∏
Φm
(
1− δ(r)G
∗
mR
−α
j e
−βRj
1 + δ(r)G∗mR
−α
j
)
=
n∏
k=1
exp
(
−θUE θBS
2pi
λ
∫ ∞
0
TG∗mr
αe−βt
tα + TG∗mrα
tdt
)
(b)
= exp
(
−nθUE θBS
2pi
λ
∫ ∞
0
TG∗mr
αe−βt
tα + TG∗mrα
tdt
)
, (30)
where (a) follows from the independent interference among mini-slots.
In the next step, we need to derive the probability Qnxi(T ) that the SINR in at least one mini-
slot exceeds the threshold. This can be viewed as a selection combining in SIMO system where
a successful transmission occurs if maxk∈[n]{SINRk > T}. Therefore, Qnxi(T ) can be expressed
as:
Qnxi(T ) = Pr
(
n⋃
k=1
Zk
)
=
n∑
k=1
(−1)k+1
(
n
k
)
P kxi(T ) (31)
Finally, the probability of successful detection with the sidelobe over n mini-slots Pss is the
selection combining from Φs. Define event Vxi , {Qnxi(T )}, then Pss can be expressed as:
Pss = Pr
( ⋃
xi∈Φs
Vxi
)
=
2pi − θBS
2pi
λ
∫
R2
Qnxi(T )dxi
= θUE
2pi − θBS
2pi
λ
∫ ∞
0
Qnxi(T )e
−βrrdr , (32)
F. Proposition 3
Since we assume the mainlobe and sidelobe detections are independent, the failure of them
are independent as well. Thus, the detection failure probability can be written as:
P Sf = (1− Pss)(1− Psm)Nc . (33)
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G. Proposition 4
We assume that the UE and BSs are independent over different frames. The reason is twofold:
firstly, we can consider mobility scenario where UEs or obstacles are moving, similar as in [19];
secondly, the UE may not search over all the potential directions in one frame and will turn to
another direction in the next frame. Thus even for static UE, we can consider the UE is pointing
to different BS in different frames. Therefore, we define M ∈ N+ as the number of frames for
the typical UE to detect a BS and M follows a geometric distribution with parameter 1 − Pf .
The IA latency is then the sum of failed frames and one IA period as:
E[DI(Nc)] =
(
1
1− Pf (Nc) − 1
)
Tf + Tcs + Tra . (34)
At last, the total transmission latency is comprised of three parts: the failed frame duration,
the IA period and the data transmission period as below:
E[DT (Nc)] =
(
1
1− Pf (Nc) − 1
)
Tf +
⌈
L
RT (Tf − Tcs − Tra)
⌉
(Tcs + Tra) +
L
RT
. (35)
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