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Abstsact. Limit theorems for Iarge deviations of renewal processes are yrcsented. One result ir. 
for a terminating renewal process with small probability of terminating. These theorems are 
analogous to the classical Cramer and Feller large deviation theorems for sums of independent 
random variables. 
vB _ first passage timd renewal procesces large deviations 
1. Introduction 
It is shown, in Theorems 2.1, 2.2 and 6.1, how large deviations of 
renewal processes bkhave over large periods of time. Theorems 2.1 and 
2.2 are the analogues of the classical large deviation theorems by Feller 
and Cramer for sums of independent random variables; ee [3, ch. 161 
or [ 4, chs. 6- 141. Results like Theorem 2.2 for recurrent etjents appear 
in [ 11. Theorem 6.1 describes the central imit a: ,d the large deviation 
behavior of terminating renewal processes in which the probability of 
terminating tends to zero. The results herein also hold for first passage 
times of processes with stationary independent nlonnegative increments. 
2. Main results 
Consider a renewal process 
N(t) = mia {n :: Sn > t) fx t 2 0 , 
where Sn = Z;,, 
positive random 
counted as. a renewal epoch for convenience.) Let 
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F,(x) = [(N(t) - ,tp-‘) (ta2 ,~--~)-~1~ 5 x] , 
and let % (x) denote the stan.dard normal distribution. 
eorem 2.1. Suppose f (5) exists in some neighborhood of the origin, 
and that x varies with t in such a way that x + 00 and x = o(#). Then 
1 - F,(x) 
1 -92(x) 
= 1 + 0(x3 t- 112) . (2.1) 
Whenever f (c) exists in a neighborhood of the origin, it follows that 
IL(S) = logf(S) = 5 $k Sk/k! 
k=2 
defines an.analytic function for sufficiently small c, where 
ti = 2 02, I)3 =p3, $4 =p4 -304, J/s =& - loc(3eJ2, .*. 
are the semi-invariants of Xi - p and & = E{(X, - P)~}; see [4, p. 1621. 
Let h(z) denote the Cramer power series associated with e(f). This is 
defined for sufficiently small z by 
z2 h(z) = h, z3 +x, z4 + .*. = $(f) - o{z + ;22, 
where { is an analytic function of z defined by the equation $‘($) = lrrz; 
see [4, p. 1651. Let 
: = (VP - t) (cr2v)-1/2 , (2.2) 
where u’ denotes the integer part of x (t o2 pw3)l12 + t/p. 
eorem 2.2. Suppose in Theorem. 2.1 that the condition x = o(t’16) is 
replaced by x = o(t112). Thkn 
1 -- F,(x) 
i--q(x) = exp [{(x2 - 9) +Z2 x(ji~+~)] (1 + 0(x M2)) . 
(2.3) 
An immediate corollary to (2.3) (since 2 m x) is that for any e > 0, 
ultimately 
eq?[--~(l Wx21< 1 -F,(x)<expl[-~(L--E)x~]. 
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Further discussion of (2.3) is in Section 5. 
The above theorems also hold, with the same proofs, for first passage 
time processes of the form 
7(t) = inf {U: k(u) > t) , 
: t 2 0) is a process with stationary independent nonnegative 
increments and k( 1) has mean p and variance 02. Simply replace N(t) by 
r(f) and let f(C) = Wexp [f(i( 1) - 101 L 
3. Pr0of of Theorem 2.1 
Using the relation P[N, > n] = P[S, <, t], it follows that 
1 - F,(X) = P[(s, - vp) (Q2 v)-112 L 41 , (3.1) 
where ji and v are as in (2.2). Applying the large deviation result for 
partial sums [3, p. 552, (7.24)] to the right side of (3.1) yields 
1-F,(x)=[1-%(5)][1+O(5?3v-‘/2)] ifZ=o(y1/6). 
(3.2) 
It remains to show that (3.2) simplifies to (2.1). 
First note that whenever x = o(tli*), it follows by obvious calculations 
that 
V” t/p, s-x, (3.3::) 
x-2=x - x t’/* (vp)- l/* + o( 1) 
=x (vp - t) [vp( 1 + t’E* (v/l)-q--1 + o( 1) 
= O($ t-l/*) . 
Now the normal distribution has the property [ 2, p. 1751 that 
1 -CR (X)-W x-1 (2py)-I/* e-x2l2 asx+= o 
This and (3.3) yield 
(3.4) 
(3.5) 
1 -- en(Z) h, exp [i (Z2 - x2)] . 
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Since (g2 - x2) = 0(x3 t-lj2) by (3.3) and (3.4), it follows that 
1 -en(T) = [ 1 --XX(X)] [ 1+ O(X3t-1/2)]. cm 
Also by (3.3) we have 
O($ v-‘/2) = 0(x3 t-‘/2) Z = o(vllQ) ifx = o(t+). (3.7) 
Then using (3.6) and (3.7) in (3.2) yields the assertion (2.1). 
. Proof of Theorem 2.2 
Ah application of [ 3, p. 552, Theorem 21 to the right side of (3.1) 
yields 
1 - F,(x) 
1 -%(Z) = exp [a2 A(5W1/2)] (1 + O(Z v-1/2)) 
if2 = 0(vl1~). 
(4.1) 
The assumption x = o(t112) and (3.3) imply 
O(Z v-‘/2) = 0(X t-1/2), j;. = o(G) 0 (4.2) 
Also, from (3.5) and (3.4) it follows that 
exP[;~21(~-wm = 1 +O(IZ 
exp [#x2] (1 -% (x)) 
- xlx-l)= 1 +qxt-l/2) 
Then using (4.2) and (4.3) in (4.1) yields the assertion (2.3). 
iscussion of 
To illustrate the use of Theorem 2.2, suppose x = o(t(n-2)/2n) for a 
fixed yt 2 4. In this case Zk+2 V-~/Z = o(1) for k Z n - 2 (recall (3.3)). 
Then (2.3) asserts that 
where 
1 - I;,(x) 
1 -n(X) y f=P fw 2 (5.1) 
n-3 
(x)=3(x242)+ A, zk+2 v-k/2 . 
k=l 
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The latter can be rewri 
n-3 




y =3c'f'l2 p-'12 (x p/2 Qp-v + fp-I)-' , 
This follows by calculations invoking the binomial expansion and the 
assumption x = o(P/~). That is, let v” = x t1 I2 ‘o pw312 + t/p, and observe 
that 
x2 - 9 =~2(pv-t)t-1=(~3v-‘/2)(Grat-l), 
2k+2 v-k/2 = x pt2 
br 42 yk+l (yv)k’l + ()( ;I) , 
pv--l= 1 + cqt-‘), y = 0(x t-‘12) . 
Further simplification of (5.2) results by using the representation 
Yk f (x t-112 g/qk (1 + x t-l/2 ,P-112)-k 
with a binomial expansion of the latter term. In particular, if x = o(tli4 1, 
then 
and if x = o(t3’lo), then 
1 - F,(x) 
-- m exp[(p lJ2 1 -4 Ix) 
A, + t (J p-‘/2)x3 t-l/* + (p h, - 20 X1)x4 t-y * 
where 
x, = $p30-3 , h, = $(a2 I)&#, - 3JI9 C6 . 
Similar expressions can be obtained if x = o(t(n-2~~2n) for n = 6, 7, . . . . 
These expressions are not the same as those for sums of independent 
random variables on [ 3, p. 5531. 
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rminating renewal 
Consider a terminating renewal process, defined (with different nota- 
tion, but consistent with [3, p. 3741) by 
N,W = 
N(t) if t < SC , 
r iftX$. 
Here N(t) is as above, and c is a random variable, independent of N(t), 
with density (1 - p)“-l p for ;ICE > 1, where 0 < p < 1. At each renewal 
epoch of N,(t), the renewals terminate with probability p, and c is the 
total number of renewals. Note that 
Let 
N,(t)>n*N(t)>n andran. (6* 1) 
Fp 
9 
#) = P[(N,(t) - t p-l) (t o2 p-3)-112 zx] . 
Theorem 6.1. tippose p + 0 and t + 00 such that pt -+ 0. Then 
Fp ,(x) + Cn (x) for each x . 
/f, in additioi, the hypotheses of Theorem 2.2 hold, then 
(6.2) 
1 - ‘;p ,(x1 
1 -k(X) = 1 + O(pt) + 0(x3 t-‘/2) l (6.3) 
oof. From (6.1) and the fact that pv = O(pt), we have 
I-p;;,,(x)=(l -Ft 
, 
)) (1 - p)"-l =: (1 -F,(x)) (1 + O(pt)) . 
(6.4) 
Then (6.2) follows from (6.4) and $:he property that F,(X) + Cn (x). Asser- 
tion (6.3) follows from (6.4) and Theorem 2. I!. 
An obvious anztlogue of (2.3) can also be written for N,(t). The above 
results also hold fbr a first-passage-time process associated with a process 
with stationapr independent increments, which is randomly stopped by 
an exponential random variable whose mea3 tends to infinity. 
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