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SIMULATION, EVALUATION AND STUDY OF DIGITAL BREAST 
TOMOSYNTHESIS IMAGING BASED ON COMPRESSED SENSING 
METHODS USING TOTAL VARIATION MINIMIZATION 
SUMMARY 
Breast cancer is one of the most commonly diagnosed types of cancer among the 
women in the world. It is proved that diagnosis of this type of cancer in its early 
stages makes the treatment simpler and more likely to be effective. Different imaging 
modalities have been used to diagnose this type of cancer in its earlier stages to 
increase the chance of treatment. 
Traditionally breast mammography imaging modality was in use to diagnose the 
breast cancer cells. Mammography imaging modality provides two-dimensional 
images from the three-dimensional breast from a single angle of view at each time. 
This modality suffers from the tissue overlapping problem occurs during the imaging 
process which causes false-negative results due to the existence of fibroglandular 
tissues with higher absorption value in the upper layers of the breast. 
Digital breast tomosynthesis mammography (DBT) is a promising new modality for 
breast cancer detection. In DBT, projection-view images are acquired at a limited 
number of angles over a limited angular range and the imaged volume is 
reconstructed from the two-dimensional projections, thus providing three-
dimensional structural information of the breast tissue. DBT system consists of three 
main parts which are X-ray tube, detector and breast. The X-ray tube rotates in an 
angular range and exposures X-rays between certain intervals yields in acquiring a 
set of two-dimensional projection images that are used in the task of reconstruction. 
DBT system simulation includes two main parts: ray-tracing and reconstruction 
parts. Several ray-tracing methods have been used to simulate the projection task of 
the DBT system. In this study we get use from Siddon’s ray-tracing algorithm. 
Siddon’s algorithm gives a set of radiological pathes inclding the information of 
intersected voxels with the length of intersections and projection values. Various 
reconstruction algorithms are available for DBT imaging. Filtered back projection 
(FBP) algorithm has traditionally been used to reconstruct images from projections. 
But, It is well-known that traditional FBP method produces significant artifacts when 
applied to limited-angle data.  
Despite of the high computational cost and long reconstruction time of the iterative 
reconstruction methods, they are supposed to be an appropriate category of 
reconstruction techniques for limited angle modalities because of the useful image 
reconstruction from sparse and noisy data. Therefore Iterative reconstruction 
algorithms such as algebraic reconstruction technique (ART) and simultaneous 
algebraic reconstruction technique (SART) have been in use for DBT system.  
The newly developed compressive sampling/compressed sensing (CS) algorithm has 
shown the potential to accurately reconstruct images from highly undersampled data. 
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Compressed sensing based techniques are numerically implemented using ART and 
total variation (TV) minimization method.  
In order to make a comparison among the methods mentioned above, we designed a 
standard three-dimensional phantom that mimics the overlapping tissue problem of 
the breast imaging.   
The results of simulating using the designed phantom in our study, show an 
impressive improvement in the quality of reconstructed images with CS methods 
comparing to iterative techniques without TV minimization.  
We have also developed an object-oriented simulator for three-dimensional DBT 
imaging modality using C++ programming language. The simulator is designed in 
three main parts which are configuration part to insert the details of the DBT system 
manually or automatically from an XML file, projection part to edit the phantom 
model and to run the ray tracing algorithms and displaying the projection images and 
finally the reconstruction part which gives the possiblity of defining an initial 
phantom to start running a set of three-dimensional image reconstruction methods 
and displaying of the results of the reconstruction task. The simulator is capable of 
running the iterative and CS base methods using TV minimization technique. It is 
also possible to design a desired three-dimensional phantom with a set of arbitrary 
details and smaller objects into it to mimic the characteristics of the real volumes. A 
user friendly graphical user interface helps users to easily insert the data, select and 
run the desired methods on the designed phantom models and real data sets. 
In the next Chapter of this study, we investigate the effect of different acquisition 
parameters such as total angular range and the number of projection views on the 
quality of reconstructed image in DBT system. The motivation of this study is the 
lack of existence of any gold standard for DBT systems. Unlike the previous studies, 
we focus on the parameters of the available DBT systems in the market to find out 
the best composition of the acquisition parameters for DBT system. We choose five 
different sets of acquisition parameters and make a comparison among them to find 
the best set of parameters in terms of root mean square error (RMSE) to exhibit the 
convergence of each method and mean of structural similarity index (MSSIM) in 
order to show the visual quality of the reconstructed images using the standard 
phantom developed for this study. 
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SAYISAL MEME TOMOSENTEZİ GÖRÜNTÜLEMENİN TOPLAM 
DEĞİŞİNTİ MİNİMİZASYONU KULLANARAK SIKIŞTIRILMIŞ 
ALGILAMA YÖNTEMLERİ TEMELLİ BENZETİMİ, 
DEĞERLENDİRMESİ VE ÇALIŞMASI. 
ÖZET 
Tomosentez sistemi X-ışınları kullanılarak 3 boyutlu anatominin görüntülenebilmesi 
amacı ile geliştirilmiş olup modern bilgisayarlı tomografi cihazlarının öncüsü 
olmuştur. Görüntülenmesi istenen bir dilimin etrafında eş-odaklı döndürülen X-ışın 
kaynağı ve algılayıcısı sayesinde bir dilime odaklanmak mümkün oluyordu. Fakat 
birden fazla dilimin görüntülenmesi için döndürme işleminin değişik odaklar için 
tekrarlanması gerekmekteydi. Bu işlem hastaların yüksek doza maruz kalmasına 
sebep olup odak dışında kalan dilimlerin oluşturduğu bulanıklar görüntü kalitesini 
düşürmekteydi. Bu sorunlar dolayısıyla uzunca zaman üzerinde çalışmalar 
yapılmayan tomosentez yöntemi, sayısal X-ışın algılayıcı teknolojisinin gelişmesi, 
bilgisayar hesaplama kapasitesindeki artış ve geri çatma yöntemlerindeki gelişmeler 
sonucu yeniden kullanılmaya başlanmıştır.  
Tomosentez yönteminin öncelikli kullanım alanının meme kanserlerinin erken teşhisi 
olacağı düşünülmektedir. Günümüzde kullanılan mamografi cihazı yoğun 
fibroglandular dokular tarafından çevrelenmiş kitlelerin tespitinde başarılı 
olamamaktadır. X-ışın kaynağının değişik açılardan birden fazla görüntünün alması 
ile memenin değişik derinlikteki dilimlerinin ayrı ayrı görüntülenmesi mümkün 
olabilmektedir.  Böylece normal olmayan kitlelerin başka dokular tarafından 
örtülmesi engellenmiş olmaktadır. Sayısal meme tomosentezi dar bir açı aralığında 
dönen X-ışını kaynağı ile elde edilen iki boyutlu projeksiyonlar kullanılarak 
memenin üç boyutlu görüntülenmesine olanak sağlar.  Sayısal meme tomosentezi 
görüntülemede kaydedilen projeksiyonlardan görüntü geri çatımı için çeşitli görüntü 
işleme algoritmaları mevcuttur. Filtrelenmiş geri projeksiyon algoritması, 
projeksiyonlardan görüntü elde etmek için kullanılan geleneksel bir geri çatma 
tekniğidir. Ancak dar açıdan alınan projeksiyonların geri çatımında verdiği sonuçlar 
tatmin edici değildir. Yinelemeli görüntü işleme algoritmalarından, cebirsel geri 
çatma tekniği ya da eş zamanlı cebirsel geri çatma tekniği sonradan geliştirilmiştir. 
Cebirsel geri çatma tekniğinde görüntü uzayında verilen zayıflatma değerlerinin ileri 
izdüşüm formülü ile izdüşüm değerleri hesaplanır. Daha sonra her bir ışın için 
izdüşüm hatası olarak adlandırılan hesaplanan izdüşümler ile ölçülen izdüşümler 
arasındaki fark hesaplanır. İzdüşüm hatası geri-izdüşüm yöntemi ile görüntü 
değerlerine eklenir. Sistemdeki tüm ışınların üzerinden bir kere geçildiği zaman bir 
yineleme tamamlanmış olur. Yineleme önceden belirlenmiş bir kriter (örneğin 
izdüşüm hatasının belli bir değerin altına düşmesi gibi) sağlanana kadar devam eder. 
Yinelemeler sırasında görüntü değerlerinin ışın bazında güncellemesinden dolayı 
cebirsel geri çatma tekniği yönteminin çok hızlı yakınsadığı bilinmektedir. Fakat 
yakınsadığı görüntülerin oldukça gürültülü olduğu gözlenmektedir.  
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Eş zamanlı cebirsel geri çatma tekniğinde görüntü değerlerinin bir açıdan toplanan 
tüm izdüşümler değerlendirildikten sonra değiştirilmesi düşünülmüştür. Yani 
izdüşüm hatasının tek bir ışın için değil, detektörün bir açıda topladığı tüm ışınlar 
için aynı anda hesaplanır. Bu yöntemde her açıda oluşan izdüşüm hataları aynı anda 
geri izdüşüme tabi tutularak görüntü değerleri güncellenmektedir. Bu yöntemin 
cebirsel geri çatma tekniği yöntemine göre daha yavaş yakınsamasına rağmen daha 
az gürültülü görüntüler oluşturduğu belirlenmiştir. 
Tomosentez görüntülemede en önemli problem olan odak dışı bulanıklığın nedeni 
doz miktarındaki sınırlamadan ve görüntüleme sisteminin yapısından kaynaklanan 
yeterli sayıda izdüşüm alınamamasıdır. Tomosentez görüntülemede geri-çatma eksik 
belirtili bir problem olduğu için sistemin sonsuz sayıda çözümü vardır. Bu noktada 
sıkıştırılmış algılama yöntemi görüntü üzerinde bazı kabullerde bulunarak olası 
çözümlerden kısıtlarına en uygun olanı seçmeye çalışır.  
Bu çalışmada gerçeklenen ve geliştirilen yöntemlerin kıyaslanmasında kullanılmak 
üzere sayısal meme görüntülemesinde odak dışı dilim bulanıklığı ve gerçek 
memelerde ki fibro-glandular doku benzetimlerini göz önünde bulunduracak şekilde 
üç boyutlu bir meme fantomu tasarlandı. 
Çalışmada ışın izleme algoritması olarak Siddon yöntemi kullanılmıştır. İz 
düşümlerden imgenin geri çatılmasında karşılaşılan problemlerden biri de x-ışını 
kaynağından çıkan ışının detektöre ulaşıncaya kadar nesne içerisinde hangi voksellerden 
geçtiğinin tespit edilmesidir. Bilgisayarlı Tomografi, MRI ve PET cihazlarında da aynı 
durum söz konusudur. Radyolojik yol boyunca doku içinden ışının geçtiği her bir 
vokselin tespiti basit değil, ayrıca zaman alıcı bir işlemdir. Bu iş için önerilen en iyi 
yöntemlerden biri de Siddon tarafından geliştirilmiştir. Bu yöntem nesnenin voksellerden 
teşekkül değil de, birbirine dik eşit aralıklı düzlemlerin kesişimi olan birim hacimlerden 
oluştuğu kabulüne dayanmaktadır.    
Bu çalışmada üç boyutlu geri çatma yöntemlerinden cebirsel geri çatma tekniği ve eş 
zamanlı cebirsel geri çatma tekniği gerçeklenmiştir. Ayrıca bu yöntemler sıkıştırılmış 
algılama tabanlı üç boyutlu toplam değişinti minimizasyonu ile birlikte 
gerçeklenerek farklı kriterler ve senaryolar göz önünde bulundurularak 
karşılaştırılmıştır. Farklı yöntemlerin başarımları, kök ortalama kare hatası, kontrast 
gürültü oranı ve ortalama yapısal benzerlik değerleri kullanılarak karşılaştırılmıştır. 
Ayrıca ilgilendiğimiz dilimin geri çatılan görüntüsü de farklı yöntemlerin öznel 
karşılaştırılmasında kullanılmıştır. Sonuçlar incelendiği zaman sıkıştırılmış algılama 
tabanlı yöntemlerin yinelemeli cebirsel yöntemlere üstünlük sağladığı görülmüştür. 
Bu çalışmada gerçeklenen cebirsel yöntemlerin yakınsama eğrileri bir birine 
yakındır. Toplam değişintiyi minimize edecek şekilde geliştirilen sıkıştırılmış 
algılama tabanlı yöntemler daha hızlı yakınsayarak odak dışı dilim bulanıklığını 
azaltmada daha başarılı olmuşlardır. 
Geliştirilen ve gerçeklenen farklı yinelemeli ve sıkıştırılmış algılama tabanlı görüntü 
işleme yöntemlerini üç boyutlu sayısal tomosentez veri setleri ve fantom modelleri 
üzerinde uygulanmasına olanak verebilmektedir. C++ programlama dili kullanılarak 
nesne tabanlı üç boyutlu sayısal meme tomosentez görüntüleme sistemi geliştirildi. 
Simülatör, kullanıcı dostu bir ara-yüz ile istenen fantom modeli ya da gerçek veri 
setlerinde kullanılacak yöntemin seçilmesi ve çalıştırılmasına olanak vermektedir. 
Simülatör, X-ışın kaynağı, detektör, nesne sınıflarını ve kullanıcıdan verileri almak, 
kaydetmek, çıkış görüntülerini göstermek için arayüz sınıflarını içermektedir. 
Simulasyon, konfigürasyon, izdüşüm ve geriçatma olmak üzere üç ana bölümden 
oluşmaktadır. 
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Ayrıca bu çalışmada, sayısal meme tomosentezi parametrelerinin geri çatılan görüntü 
kalitesi üzerine etkileri de incelenmiştir. Farklı tarama açı aralıkları ve farklı 
projeksiyon sayıları için yinelenen simülasyon sonuçları karşılaştırılarak değişen 
parametrelerin etkileri araştırılmıştır. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xxiv 
 
 
 
 
1 
1.  INTRODUCTION 
1.1 Breast Cancer 
The organs and tissues of the body are made of tiny building blocks called cells. 
Cancer is a disease of these cells. Breast cancer occurs when cells within the breast, 
ducts and lobules become cancerous [1]. 
Reports of the American Cancer Society exhibit the estimation of about 232,340 new 
cases of invasive breast cancer and about 39,620 deaths from this type of cancer for 
2013. Breast cancer is the most common type of cancer among women in the United 
States. In 2012, about 227,000 women were been diagnosed with breast cancer in US 
[2]. As shown in Figure 1.1, breast cancer is the mostly diagnosed type of the cancer 
among the women of the United States between years 1975 to 2009.  
 
Figure 1.1: Trends in incidence rates for selected cancers by sex, United States, 
1975 to 2009 [2]. 
2 
Diagnosis of this type of cancer in its early stages makes the treatment simpler and 
more likely to be effective. 
1.2 Evolution of Breast Cancer Diagnosis 
Since 1965, breast imaging has progressed from the simple assessment of breast 
disease in a selected small number of symptomatic women to the comprehensive 
evaluation of both breast health and disease in a substantial percentage of all women 
aged 40 years and older. In the process, breast imaging has become an established 
radiologic subspecialty that accounts for at least 10% of all examinations performed 
by radiologists [3]. 
Different modalities such as Ultrasound, Magnetic Resonance Imaging (MRI), 
Computed Tomography (CT), Mammography and Tomosynthesis were been used to 
diagnose the breast cancer in its earlier stages.  
Ultrasound has become a valuable tool to use along with mammography because it is 
widely available and less expensive than other options, such as MRI. It helps 
distinguish between cysts (fluid-filled sacs) and solid masses and sometimes can help 
tell the difference between benign and cancerous tumors. Magnetic resonance 
imaging has excellent sensitivity in demonstrating breast cancer but a low specificity. 
Other modalities like CT and Positron Emission Tomography (PET) have limited 
utility for breast cancer diagnosis [4-5] 
Mammography is a proven method that is used for breast cancer diagnosis. In 
mammography, low-dose x-ray system is used which is transmitting through the 
compressed breast. Conventional mammography uses screen film file system to 
record the resultant images while the digital detectors are in use for digital 
mammography to record the images [6]. 
Digital Breast Tomosynthesis (DBT) is the newest breast imaging modality that 
provides reconstructed quasi-3D images of the patient’s breast using the Low-dose 
X-ray projections that are gathered at a small number of projection views over a 
limited angular range to diagnose the breast cancer by locating the 
microcalcifications, masses and distortions of the breast [7]. 
3 
1.3 Organization 
The organization of this dissertation is as follows:  
In Chapter 2, we talk about the mammography which is known as a convemtional 
breast imaging modality, then providing the limitations and disadvantages of this 
modality we discuss the newly proposed modality, digital breast tomosynthesis 
imaging sytem. 
In Chapter 3, we introduce a 3D phantom that mimics the characteristics of the breast 
tissue to be used in comparing the implemented reconstruction techniques and to 
evaluate the acquisition parameters of the tomosynthesis system. 
Then, in Chapter 4, we mention the methods used in DBT simulations such as ray 
tracing and image reconstruction methods for 3D objects. The mathematical 
background and principles of iterative techniques with update formulas for iterative 
methods along with their pseudocods are provided there. Also the simulation and 
comparison results are given in this Chapter. 
Chapter 5 is devoted to introduce the object-oriented simulator which is designed for 
3D digital breast tomosynthesis system where we discuss the structure and different 
parts of this simulator. 
Chapter 6 includes the evaluation of the effect of different acquisition parameters on 
tomosynthesis images where diffrerent parameters are disscussed seperately with 
resultant images and diagrams. Finally the dissertation is concluded in Chapter 7.  
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2.  BREAST IMAGING SYSTEMS 
2.1 Mammography 
The History of mammography began in 1913, when a Berliner surgeon, A. Salomon 
realized a roentgeno-histological study on 3,000 mastectomies. This work is the basis 
of mammography. Until 1938, few number of articles were published but were of 
little help to mammography. From 1947 to 1970, the second period brought the 
results of roentgenologic and clinical correlation. R. Leborgne was the first 
accountable for the wide development of this method. Since 1951, many American 
and European radiologists brought their contribution. In the late 1950s, Bob Egan at 
the University of Texas M.D. Anderson Cancer Center combined a technique of low 
kVp with high mA and single emulsion films to devise a method of screening 
mammography for the first time. He published these results in 1959 in a paper, and 
subsequently in a book in 1964 called Mammography. Since 1970, the third period 
emphasizes the value of mammography as a technique for detection of breast cancer 
[8-9]. 
Figure 2.1 exhibits the standard mammography system, which is a low cost, fast, 
noninvasive x-ray study that involves relatively low doses of ionizing radiation. In 
mammography, low-dose x-ray system is used and this is transmitted through the 
compressed breast. Conventional mammography uses screen film file system to 
record the resultant images while the digital detectors are used in digital 
mammography to record the images.  
Digital mammography (DM) system was proposed later, which is similar to 
conventional mammography systems except the detector part. The detector of DM 
systems is changed to be digital detector instead of conventional detectors.  
There are several physical factors affecting the image quality of mammogram such 
as scattered radiation, motion artifacts and compression of the breast. 
X-ray mammography suffers from tissue superposition issue caused by desired 
cancer tissue and the other tissues that are only vertically separable when the system 
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tries to acquire 2D projection information from these 3D structures. This may cause 
false-negative diagnoses and the fact that superimposed normal tissues mimic 
masses, which may cause false-positive diagnoses [10]. 
 
 
 
 
 
 
 
Figure 2.1: Simple schematic of mammography system. 
2.2 Digital Breast Tomosynthesis 
Digital Breast Tomosynthesis (DBT) is an innovative imaging modality that provides 
3D reconstructed images of a patient’s breast to diagnose the breast cancer [11]. 
Conventionally several imaging modalities such as mammography and ultrasound 
have been used in diagnosing breast cancers. Among those modalities, X-ray 
mammography has been regarded as the gold standard for diagnosis. Since X-ray 
mammography image is two dimensional, it is limited by overlapping tissue structure 
[12]. The first study of geometric tomography by Ziedses des Plantes introduced the 
concept of conventional tomosynthesis [12]. Garrison et al. [13] Richards et al. [14] 
Miller et al. [15] and Grant [16] were the first scientists who studied three-
dimensional tomography. Moreover, Grant in his study introduced the term 
“tomosynthesis” system [16]. DBT overcomes the overlapping limitation of 
mammography by providing slice images of the breast. DBT uses projections 
obtained with an X-ray source moving in a limited angle interval to reconstruct 3D 
image of breast. 
Figure 2.2 schematically illustrates a digital tomosynthesis system and its three main 
parts: X-ray source, object and detector. As shown in this figure, the X-ray source 
rotates around the breast in the step-and-shoot (SAS) mode and makes exposure after 
a complete stop at each position. The breast is fixed using a set of pedals to avoid the 
Detector 
Center 
Compressed breast 
 X-Ray 
Tube 
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movement during the scan time and the detector is capable of high frame rate and 
have exceptional detective quantum efficiency (DQE), making it well suited to rapid 
acquisition of a large number of low-dose projection images [11-12]. Acquired 
projection images are then gathered and they become used to reconstruct a 3D object 
using one of the known reconstruction techniques such as filtered back projection 
(FBP) or iterative methods like arithmetic reconstruction technique (ART) and 
simultaneous ART (SART). 
 
 
 
 
 
 
 
Figure 2.2: A simple schematic of digital breast tomosynthesis system [17]. 
DBT has the potential to improve the sensitivity in the detection of breast cancer due 
to reduced overlap of breast tissues, which enables earlier detection. It also 
significantly improves the specificity; with the 3D data available, a 3D analysis of 
the distribution of microcalcifications, or a 3D analysis concerning shape, 
determining margins and size of lesions might be easier [7,12]. 
2.3 Summary  
In this Chapter the conventional mammography imaging modality and the newer 
modality, digital breast tomosynthesis were disscussed. The limitations of 
mammography were introduced and then history and advantages of using of 
tomosynthesis system were discussed. Also we disscussed the mechanism and 
characteristics of breast tomosynthesis system.  
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3.  PHANTOM AND MEASUREMENTS 
3.1 Phantom Design 
In order to measure the performance of different implemented reconstruction 
methods, a 3D phantom model of the breast was designed with resolution equal to 
128×128 voxels in 16 layers. This phantom was created to imitate the overlapping 
tissue problem of the breast imaging. As shown in Figure 3.1 this phantom includes 
some smaller objects, where objects with the low X-ray absorption are obscured by 
the objects with higher X-ray absorption. Three ellipsoids with absorption coefficient 
of 15, 10 and 7 cm
2
g
-1
 are located in the upper layers (close to X-ray source) and 
three small rectangular parallelepipeds with absorption values equal to 5, 3 and 2 
cm
2
g
-1
 in the lower layers that are obscured by the ellipsoids mentioned above. The 
absorption value of the outer layer of the phantom is equal to 0.5 cm
2
g
-1
 and it is 
equal to 1 cm
2
g
-1
 to imitate the fatty tissue around the breast. Figure 3.1 shows a 
layer by layer exhibition of the phantom with the range of its absorption coefficients. 
3.2 Quality Measurement 
In order to compare and contrast the differences among the implemented 
reconstruction methods and to investigate the effect of different acquisition 
parameters on the image quality we need to use some measurement parameters. Root 
mean square error (RMSE) is one of the mostly used methods to study the 
convergence rate of different methods and acquisition sets. RMSE is one of the 
simplest metrics to calculate but it is not a very appropriate metric to exhibit the 
visual quality of the images. Because of this fact one of the well-known image 
quality assessment methods which is called structural similarity (SSIM) is used in 
this study. 
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Figure 3.1: Layer by layer exhibition of 3D phantom; smaller objects are obscured by the objects with higher X-ray absorption.
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3.2.1 Root mean square error (RMSE) 
The Root Mean Square Error (also called the root mean square deviation, RMSD) is 
a frequently used measure of the difference between values predicted by a model and 
the values actually observed from the environment that is being modeled. These 
individual differences are also called residuals, and the RMSE serves to aggregate 
them into a single measure of predictive power. The RMSE of a model prediction 
with respect to the estimated variable                is defined as the square root of 
the mean squared error: 
           √
∑ (                        )
  
   
 
,                         (3.1) 
where Xoriginal is original object, Xreconstructed is reconstructed object and N is the 
number of voxels of the object. 
3.2.2 Structural similarity index (SSIM) 
One of the mostly used image quality metrics is the mean square error (MSE) 
because of its simplicity in calculating and clear physical meaning, but this is not a 
very appropriate metric to exhibit the visual quality of the images [68-69]. A number 
of quality assessment methods are developed that implement the characteristics of 
the human visual system (HVS). One of the well-known quality assessment methods 
is the measure of structural similarity (SSIM) that compares local patterns of pixel 
values which are normalized for amount of luminance and contrast [69]. The SSIM 
index is shown below, 
    (   )   
(        )(      )
(  
    
    )(  
    
    )
 ,                               (3.2) 
where    and    refer to mean of the intensities of signals x and y respectively and 
   and    are the standard deviation of them.    and    are given below, 
    (   )
 ,    m=1,2,                                          (3.3) 
where L is the dynamic range of the pixel values and   <<1 for k=1,2 are small 
constants.  
Practically we need a single overall quality measure of the entire image. In this study 
we used a mean SSIM (MSSIM) index to evaluate the overall image quality,  
12 
     (   )  
 
 
∑     (     )
 
   ,                                (3.4) 
where X and Y refer to original and reconstructed images, respectively;     and    are 
the image contents at the jth local window and T is the number of local windows of 
the image. 
3.3 Summary 
In this Chapter a 3D breast phantom was introduced. The phantom is imitating the 
overlapping characteristic of the real breast phantom data and will be used to test and 
compare the proposed methods and evaluations later in the next Chapters. Then we 
discussed two quality measurement criterions, RMSE and MSSIM that are used to 
measure the convergence rate of iterative methods and the resultant image quality 
respectively.   
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4.  METHODS OF DIGITAL BREAST TOMOSYNTHESIS IMAGING  
4.1 Ray Tracing Methods 
The idea of ray tracing algorithms is to determine the indices of the voxels which are 
intersected by a given ray path that goes through the image array. This information is 
necessary to define exact weighting parameters for reconstruction of images. Several 
difficulties are associated with approximation of weighting parameters especially 
when enormous number of voxels and rays are in consideration. It seems very simple 
in geometric basis however, it requires a significant computing time scales with the 
total number of voxels. 
4.1.1 Siddon’s method 
In 1985, Siddon proposed a fast and accurate algorithm to determine the exact 
radiological path. The computing time depends not on the number of voxels but 
number of the planes of the 3D image array. Therefore, the algorithm is efficient and 
particularly straightforward to implement in computer code. It is preferred in many 
studies in different fields of medical imaging [19]. 
The radiological path may be defined as, 
   ∑ ∑ ∑  (     ) (     )                                    (4.1)   
where  (     ) exhibits the density of a particular voxel and  (     ) is the length 
contained by that voxel. 
This algorithm considers the voxels as the intersection volumes of orthogonal sets of 
equally spaced, parallel planes. Figure 4.1 displays the two-dimensional case, where 
pixels are considered as the intersection areas of orthogonal sets of equally spaced, 
parallel lines.  
We could evaluate equation (4.1) by summing over all (     ). This would be very 
inefficient, as pointed out by Siddon, because most  (     ) are zero. It is more 
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efficient to follow the ray through the voxel space. Therefore, we use a parametrical 
representation of the ray from point 1 to 2, 
 ( )      (     ) 
 ( )      (     ) 
 ( )       (     ) 
                                        (4.2) 
where         for points between points 1 and 2. 
 
 
 
 
 
 
 
 
Figure 4.1: The entry point (      ) and exit point  (      ) of the ray. 
For an array of (              ) voxels, the orthogonal sets of equally 
spaced, parallel planes may be considered as  
      ( )          ( )  (   )           (        ) 
      ( )          ( )  (   )            (        ) 
      ( )        ( )  (   )           (        ) 
                  (4.3) 
where   ,   , and    exhibit the distances between the x, y, and z planes. These 
quantities also show the lengths of the sides of the voxels. The parametric values 
     and      are obtained as the result of intersecting the ray with the sides of the 
array. The parametric values are given as below, 
If (     )   , 
2 
𝛼𝑚𝑎𝑥 
  
𝛼𝑚𝑖𝑛 
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  ( )  
[      ( )   ]
(     )
 
    (  )  
[      (  )   ]
(     )
 
                                            (4.4) 
Similar formulas hold for   ( ),     (  ),   ( ), and   (  ). If (     )   , 
then the ray is perpendicular to x axis, and corresponding values of    are undefined 
and it’s the same for    and   . If the   values are undefined then we should exclude 
the m in all the following formulas. 
     and       values are given by,  
        {        ( )   (  )     [  ( )   (  )]        ( )   (  ) }  
        {        ( )   (  )     [  ( )   (  )]        ( )   (  ) }  
  (4.5) 
where the function min and max respectively select the minimum and maximum of 
their arguments.  
Among all of the intersected planes, there are some certain intersected planes which 
will have parametric values in the range (         ). The range of 
indices (         ) (         ), and (         ) are given below, 
If (     )   , 
  
        
[      (  )     (     )   ]
  
 
       
[       (     )       ( )]
  
 
     
If (     )   , 
        
[      (  )     (     )   ]
  
 
       
[       (     )       ( )]
  
 
                           (4.6) 
similar formulas hold for     ,     ,      and     . 
For a given range of indices (         ) (         ), and (         ) the sets of 
parametric values {  }, {  } and {  } which show the corresponding intersections 
are given below, 
If (     )   , 
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{  }  {  (    )     (    )}  
If (     )   , 
{  }  {  (    )     (    )}                                   (4.7) 
where   (  )  [      ( )    ]      ⁄    (   )     (     )⁄  , with 
similar formulas for  {  } and {  }. 
Merging the sets {  }, {  } and {  } gives the intersections of the ray with voxels 
into one set. Appending the parametric values of      and      includes the case 
that one or both points of the ray may be inside of the object. Below the set {  } is 
defined as, 
{ }  {          [{  } {  } {  }]     }  { ( )    ( )},           (4.8) 
where  
  (           )  (           )  (           )   .      (4.9) 
The length of voxel intersection for two intersections m and m-1 are given by  
 ( )       ( )   (   )      (       ),                    (4.10) 
where     exhibits the distance from point 1 to point 2, 
     (     )
  (     )
  (     )
    ⁄ .                   (4.11) 
The voxel   ( )  ( )  ( )  below shows the midpoint of two intersections m and 
m-1.  
 ( )            (     )        ( )   ⁄  
 ( )            (     )        ( )   ⁄  
 ( )            (     )        ( )   ⁄  
                    (4.12) 
where      is defined as, 
       ( )   (   )  2,                                   (4.13) 
So we can rewrite the radiological path in equation (4.1) as, 
                                      ∑  ( )   ( )  ( )  ( )       
   ∑   ( )   (   )    ( )  ( )  ( ) 
 
                     (4.14) 
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Figure 4.2 displays the flow diagram of Siddon algorithm to calculate the 
radiological path. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2:  Flow  diagram  of  the  Siddon  algorithm  to  find  the  radiological 
path [19]. 
4.2 Tomosynthesis Rconstruction and Deblurring Techniques 
The earliest tomosynthesis reconstruction algorithms were attempts to imitate the 
backprojection that occurred inherently as a part of geometric tomography. However, 
tomosynthesis suffered from the blurring effect of objects outside the plane of 
interest. This tomographic blur from overlying anatomy obscured detail in the plane 
of interest and limited the contrast enhancement of the slices. 
In 1969, Edholm and Quiding suggested a method for the suppression of 
tomographic blur in linear tomography, which manifested itself as striping artifacts 
in the reconstructed images [20-21]. They created a photographic negative of the 
original reconstruction and blurred it in the direction of the tomographic motion. 
Addition of the processed negative to the original tomogram served to suppress the 
Start 
Stop 
Calculate Range of Parametric Values, 𝛼𝑚𝑖𝑛 and 𝛼𝑚𝑎𝑥 
 
Calculate Range of Indices, (𝑖𝑚𝑖𝑛 𝑖max)  (𝑗𝑚𝑖𝑛 𝑗max)  and (𝑘𝑚𝑖𝑛 𝑘max) 
 
Calculate Parametric Sets, {𝛼𝑥}, {𝛼𝑦} and {𝛼𝑧} 
 
Merge Sets to Form Set {𝛼 }  
 
Calculate Voxel Lengths 
 
Calculate Voxel Indces 
 
18 
striping created by out-of-plane detail. In essence, the authors discovered that they 
could manually apply a high-pass filter to their original tomogram, in order to 
remove tomographic blur. In the years that followed, several attempts were done to 
reduce tomographic artifacts through the direct application of either high-pass [22-
24] or band-pass filters [25] to backprojection tomosynthesis reconstructions. 
A different approach to removing tomosynthesis backprojection blur was introduced 
by Ghosh Roy in 1985 [29]. Ghosh Roy used knowledge of the blurring functions to 
solve exactly for the distortion generated by a handful of planes immediately 
adjacent to the plane of interest. 
Various researchers attempted to separate blur from in-plane structures using 
iterative techniques. Beginning in 1984, Ruttimann et al introduced ‘constrained 
iterative restoration’, in which estimates of tomographic blur were made by 
convolving a weighted fraction of conventionally reconstructed planes with their 
blurring functions, and then subtracted from the original set of reconstructions to 
restore the contrast of in-plane detail [30-32]. 
A final class of tomosynthesis reconstruction algorithms avoided backprojection 
altogether. Initially investigated in nuclear medicine, algebraic reconstruction 
techniques (ART) proceeded iteratively by making an estimate of the object, 
generating a new set of projection images from the estimate, comparing the 
simulated images to real projection data, then smearing the difference back through 
the subject volume to generate a new estimate. In its most basic form, ART began by 
assuming a blank slate for the imaging subject, and the volume estimate was altered 
after comparison with each projection image [33]. Other variants used backprojection 
reconstruction to form an initial estimate [34,35], averaged error over the entire set of 
projections before computing a new estimate which is called simultaneous iterative 
reconstruction technique (SIRT) [33], formulated new estimates based upon 
minimization of a cost function or ‘iterative least squares technique’ (ILST) [33-36], 
or used optimization based on statistical methods [32]. In 1984, the simultaneous 
algebraic reconstruction technique (SART) was proposed with major alterations in 
the ART [24,25]. Generally, these iterative algebraic techniques have not been as 
widely implemented in tomosynthesis as the traditional shift-and-add reconstruction 
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coupled with matrix inversion or constrained iterative restoration deblurring 
methods.  
In spite of the computational cost, algebraic methods have several advantages like: 
- Different rays geometry is easy to implement, 
- It is possible in an easy way to provide a priori knowledge about the 
reconstructed object, 
- Less projections than for the analytical methods are required which is proved 
mathematically [26], 
- Metal artifacts are reduced [27], 
- It is possible to handle detectors of variable size inside projections, provided that 
detectors geometry remains unchanged from a projection to another [28]. 
Greater details about reconstruction and deblurring algorithms will be disscused in 
later sections. 
4.2.1 Mathematical background 
We have a projection set of an object taken from a different perspective. The rays 
come from a source, transit the object and impinge on the detector. Each pixel of the 
detector thus contains the information about the object density at the location where 
the object was traversed by the rays contributing to that pixel. 
The term ray sum takes the place of the line integral in transform-based methods. 
The ray sum,   , measured with the ith ray, is expressed as 
∑         
 
                   
      2       
      2        
                           (4.15)  
where     is the weighting parameter which stands for the effect of jth cell on the ith 
ray line integral,    is the constant intensity value of the jth cell, N is the total number 
of cells, and M is the total number of rays. Convention matrix inversion methods 
mentioned above would be useful to solve (4.15) if M and N are small and the 
problem is well posed. Iterative methods are introduced for ill-posed inversion 
problems with large values of N and M. Expanded form of Equation (4.15) could be 
written as, 
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                            (4.16) 
If there is a unique solution to (4.16), then the intersections of the planes to be 
defined by these equations are a single point in N dimensional space. 
4.2.2 Principles of iterative techniques 
We have presented mathematical point of view on algebraic techniques and now we 
present their algorithmic description. We first provide common algorithm for ART 
and SART and then we briefly describe each of these methods separately to enhance 
the differences between them as well as their pros and cons. 
The pseudo code for general algorithm is shown below: 
Initialize volume 
Split pixels into subsets 
Until converges repeat 
For all subsets do 
For all pixels from subset do 
Forward projection 
%compute virtual projection 
Compare step 
%compute error 
Back projection 
%update volume according to the error 
The update of the volume can be split into three phases: forward projection, compare 
step and back projection. In forward projection we simulate the acquisition of real 
projections. For each pixel we generate one ray and trace its path through the volume 
gathering value and weight of each voxel hit by the ray. In that way we obtain so 
called virtual projection for each pixel (see Figure 4.3). In the correction step we 
compute for each pixel the error of its virtual projection towards its real value.  
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Figure 4.3: Scheme of forward projection step. 
Finally, in back projection we correct value of each voxel according to calculated 
errors of all pixels that contribute to given voxel. After processing all pixels from 
given subset we obtain new estimate of the volume. In other words, the volume 
estimate     , where   denotes number of updates, is obtained as a function of   . 
4.2.3 Algebraic reconstruction technique (ART) 
The algebraic reconstruction technique (ART) is an iterative image reconstruction 
with a long history and rich literature. First it was proposed by Kaczmarz in 1937 
[37], and it was independently used by Gordon et al. in image reconstruction [38]. 
ART is a reconstruction algorithm that uses a set of projections to reconstruct the 
desired object [39-40]. 
Finding the solution via subsequent projections is known as the Kaczmarz method 
which forms the basis of ART. The implementation procedure starts with an initial 
guess,  ⃗( ) at the solution, and  ⃗( ) is projected on the first plane in (3.16) 
giving  ⃗( ). Then  ⃗( ) is projected on the second plane giving  ⃗( ), thus the initial 
guess is updated so on.  
This procedure can be formulated as projection of  ⃗( ) on k+1th plane yields  ⃗
(   )
; 
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Equation (4.17) states that the previous intensity values of the estimated 
image,  ⃗
( )
’s are updated by adding an error parameter    
( )
 which is the difference 
between measured ray sum,   , and the computed ray sum, ∑    
 
      
( )
, 
normalized by ∑    
  
   .This process is repeated until all the projections are 
considered and all the pixel values converge to a solution [38-40]. 
Figure 4.4 illustrates the flow chart of ART algorithm. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.4: Flow diagram of ART method. 
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4.2.4 Simultaneous algebraic reconstruction technique (SART) 
ART method was the first iterative algorithm used in CT [38]. In 1984, the 
simultaneous algebraic reconstruction technique (SART) was proposed with major 
alterations in the ART [41,42]. SART, as described by Andersen and Kak (1984), is 
given by, 
  
(   )
    
   
 
∑     
∑
   (   ∑      
( ) 
   )
∑    
 
   
 
 ,                            (4.18) 
where 0<ω<2 represents relaxation parameter, for iterations               we set 
  to   for our simulation. Although larger values may speed up convergence, if the 
value is too large, too much weight is given to the last projection, which prevents 
convergence. Smaller values cause the algorithm to converge slowly, which is not 
acceptable for real-time applications and systems with a huge number of pixels [43]. 
4.2.5 Total variation regularization (TV) 
Total variation regularization is a process, most often used in digital image 
processing, that has applications in noise removal. It is based on the principle that 
signals with excessive and possibly spurious detail have high total variation, that is, 
the integral of the absolute gradient of the signal is high. According to this principle, 
reducing the total variation of the signal subject to it being a close match to the 
original signal, removes unwanted detail whilst preserving important details such as 
edges. The concept was pioneered by Rudin et al. in 1992 [70]. 
If we consider the 2D signal, the TV proposed for pixel      is shown below, 
  2  (      ))    ∑ |    (    )| 
 
                                   (4.19) 
The discrete gradient of image in pixel (   ) is defined as: 
|         |   √(   )   (   )                                  (4.20) 
where        is the intensity value at pixel (   ),                        and      
               . 
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Figure 4.5: Voxel        and neighborhood voxels of it. 
TV regularization can be assumed in 3D objects where it shows better performance 
in the z axis neighborhood or axial direction of the object. Figure 4.5 displays the 
neighborhood voxels of the voxel       . 
Equation (4.21) shows the 3D TV of the voxel        in 3D object, 
    (      )    ∑ |      (       )| 
 
                                  (4.21) 
The discrete gradient of image in voxel (     ) is shown in Equation (4.22) below: 
|            |  √(   )   (   )     (   )   ,                      (4.22) 
where        is the intensity value at voxel (     ),                             
                  and                         . 
4.2.6 Compressed sensing (CS) 
Development and deployment of newly proposed sensing systems with ever-
increasing fidelity and resolution is based on the series of works by Kotelnikov, 
Nyquist, Shannon, and Whittaker on sampling continuous-time band limited signals 
[44-47]. 
Their investigation showed that it is possible to exactly recover signals, images, and 
other data from a set of uniformly spaced samples taken at the so-called Nyquist rate 
of the highest frequency present in the signal of interest. 
Moving from analog to digital domain has enabled the sensing and processing 
systems that are more flexible, cheaper and more widely used than their analog 
forms.  
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As a result of this success, the amount of data generated by sensing systems has 
grown rapidly from a trickle to a torrent. Unfortunately, in many important and 
emerging applications, the resulting Nyquist rate is so high that we end up with far 
too many samples. Alternatively, it may simply be too costly, or even physically 
impossible, to build devices capable of acquiring samples at the necessary rate [48]. 
Thus, the acquisition and processing of signals in application areas such as imaging, 
video, and medical imaging continues to pose a tremendous challenge. 
To address the computational challenges involved in dealing with such data, we often 
use compression, which tries to find the most concise representation of signal that is 
able to achieve a target level of acceptable distoration. One of the most popular 
techniques for compression of signal is known as transform coding, which means 
finding of sparse or compretive representation for signals in a class of interest [49]. 
Using the concept of transform coding, compressed sensing (CS) has emerged as a 
new framework for signal acquisition. CS enables a potentially large reduction in the 
sampling and computation costs for sensing signals that have a sparse or 
compressible representation. While the Nyquist-Shannon sampling theorem states 
that a certain minimum number of samples is required in order to perfectly capture 
an arbitrary bandlimited signal, when the signal is sparse in a known basis we can 
vastly reduce the number of measurements that need to be stored. Consequently, 
when sensing sparse signals we might be able to do better than suggested by classical 
results. This is the fundamental idea behind CS: rather than rst sampling at a high 
rate and then compressing the sampled data, we would like to nd ways to directly 
sense the data in a compressed form. 
Recently Donoho [53] showed that a signal having a sparse representation can be 
recovered exactly from a small set of linear, nonadaptive measurements. This result 
suggests that it may be possible to sense sparse signals by taking far fewer 
measurements, hence the name compressed sensing. Note, however, that CS differs 
from classical sampling in three important respects. First, sampling theory typically 
considers infinite length, continuous-time signals. In contrast, CS is a mathematical 
theory focused on measuring finite-dimensional vectors in   . Second, rather than 
sampling the signal at specific points in time, CS systems typically acquire 
measurements in the form of inner products between the signal and more general test 
functions. This is in fact in the spirit of modern sampling methods which similarly 
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acquire signals by more general linear measurements [50]. Thirdly, the two 
frameworks di er in the manner in which they deal with signal recovery, i.e., the 
problem of recovering the original signal from the compressive measurements. In the 
Nyquist-Shannon framework, signal recovery is achieved through sinc interpolation 
— a linear process that requires little computation and has a simple interpretation. In 
CS, however, signal recovery is typically achieved using highly nonlinear methods 
[51].  
CS has already had notable impact on several applications. Here we utilize this 
theory to reconstruct a sparse image by minimizing the    norm of the sparse image. 
There are some significant factors in original CS method to be considered:   
1)  The image must be sparse;  
2)   reconstruction of the image must be done using a nonlinear method; and  
3) the standard linear reconstruction method should generate incoherent view 
aliasing artifacts by applying the sparsifying transform below in Equation (4.23) 
[52,53].  
The image can be sparsified using sparsifying transform (Ψ) which is a linear 
transform operator and is used to transform non-sparse version of image X to the 
sparsified version. Equation (4.23) shows the constrained minimization problem 
which CS image reconstruction theory tries to solve iteratively: 
   ‖  ‖          .                                          (4.23) 
The constrained minimization problem of CS method is numerically implemented 
using ART and the total variation (TV) regularization methods respectively. ART is 
used to reconstruct the image   by considering the consistency condition    
  and TV regularization of   is defined as    norm of the discrete gradient of the 
image.  
The TV method is applied after the each iteration of ART method. After applying 
TV, the forward projection runs again. TV method can be applied to 2D or 3D data. 
2D TV is applied for each layer of 3D object but the 3D version of TV regularization 
is applied to the whole of the 3D object at the end of the each iteration. The pseudo-
code of the ART with 3D TV or SART with 3D TV implementation is shown below: 
  ←Initial Image 
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  ←Forward Projection of    
 ←Measured Projections 
while (‖   –   ‖ >   ) 
for each iteration 
Calculate    
   Using ART 
Update   
( )
 (  
(   )
 =  
( )
+   
( ) ) 
end for each iteration 
3D Total Variation Regularization 
  ←Forward Projection of    
end while 
4.2.7 Prior image constrained comressed sensing (PICCS) 
PICCS method considers a high quality prior image    to reconstruct the image   
from an undersampled data set by solving the following constrained minimization 
problem: 
     ‖  (    )‖  (   )‖  ( )‖  ,                        (4.24) 
where      is assumed and    and  2 can be any transform like those used in 
CS and they can be same or different transforms, and α is the regularization 
parameter that can be selected between 0 and 1; for     the PICCS algorithm is 
equivalent to the known CS method [52,53].  
4.3 Results 
In order to investigate the performance of four different reconstruction algorithms 
ART, SART, ART+TV 3D, and SART+TV 3D we used the phantom with the size of 
128×128×16 which was described in Chapter 3. 11th layer of the phantom is chosen 
to be the LOI here. Parameters of the simulator and phantom are listed in Table 4.1. 
LOI images of the resultant objects for ART, and ART+TV 3D are shown in Figure 
4.6. (a) and (b) respectively. Figure 4.7. (a) and (b) display the LOI image of the 
resultant phantom after running SART and SART+TV 3D methods. 
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Table 4.1: Simulation parameters. 
Parameter Value 
Source to Detector Distance 300 pixels 
Object to Detector Distance 100  pixels 
Scan Angle 50° degrees  (-25° to +25°) 
Number of Projections 11 projections 
TV Regularization Parameter 0.8 
Phantom Size 128×128×16 
Detector Size 160×160×1 
 
 
(a) 
 
(b) 
Figure 4.6: Images of the LOI of the reconstructed phantom (11
th
 layer of the 
phantom) (a) Reconstructed LOI image using ART method, and (b) 
Reconstructed LOI image using ART+TV 3D method. 
MSSIM indexes of the implemented reconstruction methods are given in Figure 4.8. 
Compressed sensed methods implemented as ART+TV 3D and SART+TV 3D 
provided improved results compared with the results of ART and SART while ART 
and SART performed similarly. 
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(a) 
 
(b) 
Figure 4.7: Images of the LOI of the reconstructed phantom (11
th
 layer of the 
phantom) (a) Reconstructed LOI image using SART method, and (b) 
Reconstructed LOI image using SART+TV 3D method. 
 
Figure 4.8:  MSSIM comparison of ART, ART+3D TV, SART and SART+3D TV 
for the layer of interest.
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4.4 Summary 
In this Chapter, image acquisition and 3D reconstrunction techniques for DBT 
imaging system are disscussed. Siddon’s image acquisition algorithm is given for 3D 
objects and after that we discussed the reconstruction techniques used in DBT system 
such as iterative reconstruction techniques. Then we disscussed compressed sensing 
method and corresponding derivation are given in each part. Then, we talk about the 
prior image constrained compressed sensing method along with the algorithms and 
flowcharts of each algorithm. Finally the results of simulation were given in the 
terms of image of LOI, and MSSIM diagram. 
31 
5.  DIGITAL BREAST TOMOSYNTHESIS SIMULATOR 
5.1 Background Review 
Several simulators have been implemented to simulate the reconstruction algorithms. 
In 1970, SNARK was developed by Richard Gordon to evaluate different 
reconstruction algorithms. Later, different versions of SNARK were developed to 
simulate CT and PET systems [38]. In 2010, Hanson et al. developed AIR Tools 
package for 2D algebraic reconstruction techniques on Matlab [54]. Both packages 
were implemented only for 2D models. 
5.2 Simulator Design and Implementation 
In this study, we introduce an object-oriented simulator for 3D breast tomosynthesis 
imaging system using C++ programming language. There are other limited view 
imaging simulators available such as AIR tools. However, the former simulation 
software was typically developed using MATLAB scripts for 2D data. Our simulator 
is specially designed to simulate a DBT system that takes projections of an arbitrary 
phantom and reconstructs it using the acquired images from projections by applying 
one of the implemented reconstruction methods in the simulator that is chosen by the 
user. It is also able to run a set of newly proposed reconstruction methods with total 
variation regularization algorithms and produce the results such as the image of the 
layer of interest, contrast to noise (CNR), root mean square error (RMSE), and 
structural similarity (SSIM) diagrams. 
3D tomosynthesis simulator was written in C++. An object-oriented programming 
language and .Net framework was used to design the graphical user interface (GUI) 
of the simulator on Visual Studio.Net 2010 which was run on a personal computer 
with Intel Core i7 2.00 GHz processor and 6GB RAM memory. Unlike the 
procedural programming languages that separate data from operations, object-
oriented C++ programming language is capable of considering a collection of classes 
that combine data and operations on data. 
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Figure 5.1 exhibits the flow diagram of the simulator where three main parts of the 
simulator and related operators are shown. As shown in this figure, the simulator 
consists of three main classes: configuration (parameters), projection, and 
reconstruction classes. The first class includes the parameters of all the system parts 
and functions to read/write data from XML files. Three main parts of DBT system 
are defined as three different subclasses which refer to X-ray source, phantom, and 
detector. The projection class includes methods to receive the system parameters 
from the configuration part and to find the projection images of a particular phantom 
which could be used by the reconstruction class to run different reconstruction 
methods. The simulator includes a graphical user interface (GUI) which facilitates 
design and editing of a phantom, executes the projection and reconstruction method, 
and saves, the results. 
5.3 Configuration  
Configuration interface of the simulator allows users to insert or select the 
parameters of the X-ray source, phantom and detector such as their location and 
dimensions manually in the specified places or by loading the xml files that include 
the desired data in a predefined format. One can load the xml file by pressing the 
load button and inserting the path for the desired file (see Figure 5.2). 
Users can insert the parameters listed below manually using this interface: 
- X-ray source location (x, y, and z coordinates), 
- Initial angle of the X-ray tube, 
- The detector’s location ( x, y, and z coordinates of the detector’s center) 
- Number of pixels in x and y direction of the detector 
-  Initial angle of the detector, 
- Size of phantom using x, y, and z coordinates, 
- Voxel or pixel size in each direction, 
- Initial coordinate in each direction, 
- Voxel density.  
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Figure 5.1: Flow diagram for DBT simulator [17]. 
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Figure 5.2: Configuration part of the simulator; user inserts simulator parameters 
manually or by loading an xml file [17]. 
5.4 Projection 
Figure 5.3 exhibits the projection interface of the simulator. It is possible to insert 
and edit a set of small 3D objects such as rectangular parallelepiped, sphere or 
ellipsoid in the phantom which are displayed sequentially in the object list part of the 
form. The user is required to insert the characteristics of each object to generate the 
desired phantom  The user is asked to enter the data mentioned below for each 
object: 
Rectangular parallelepiped: 
- Start point coordinates (X, Y, and Z), 
- Width, 
- Height, 
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- Depth, and 
- Voxel density of the object. 
Data needed for new sphere are: 
- Coordinates of center point (X, Y, and Z), 
- Radius, and 
- Voxel density of the sphere. 
For ellipsoide we have: 
- Coordinates of center point (X, Y, and Z), 
- Scale values (A, B, and C), and 
- Voxel density of the ellipsoide. 
 
Figure 5.3:  Projection part of the simulator; user can insert more objects into the 
phantom and run the projection method [17]. 
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Figure 5.4 exhibits the insertio of required data for smaller objects. 
 
Figure 5.4: Add new objects to the phantom. 
After generating the phantom, the projection task can be performed by pressing the 
start buttom on the form to get the projection images of the phantom. The results of 
the projection on the detector could be displayed by choosing the desired angle of 
projection in the form (see Figure 5.5). 
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5.5 Reconstruction 
Reconstruction interface of the simulator helps user to choose one of the 
reconstruction methods including ART, SART, ART with 3D TV, SART with 3D 
TV and to insert the number of iterations (NOI) of the iterative method with the layer  
 
Figure 5.5:  Display the results of projection; user can choose desired angle of view 
to display the projection result. 
of interest (LOI) number of the 3D phantom. It is also possible to revise the initial 
object list for the reconstruction (see Figure 5.6). After running the chosen method 
the reconstruction results  such  as the image  of all  layers including the   LOI  of the 
object and also SSIM, CNR and RMSE diagrams will be shown as the output of the 
program (see Figure 5.7) 
A special xml file format is designed to store all of the system characteristics using 
the different tags such as X-ray source, detector, phantom and reconstruction. A user 
can insert and edit the contents of the file and load it automatically to update the 
parameters of the system. 
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5.6 Summay   
In this Chapter we proposed an object-oriented simulator for digital breast 
tomosynthesis system. The simulator is designed using C++ programming language 
and is capable of acquiring projection images of 3D phantom. It is also possible to  
 
Figure 5.6:  Reconstruction part of the simulator; user can choose a reconstruction 
method, insert the layer of interest and number of iterations, and change 
the initial objects characteristics then run the desired method [17]. 
design a desired 3D phantom using the software to mimic the breast tissue 
characteristics. Finally, the task of reconstructing can be started by choosing one of 
the implemented algorithms from the desired initial image. 
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Figure 5.7:  Reconstruction results of the simulator; original and reconstructed LOI and performance diagrams are displayed here. 
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6.  EVALUATION OF ACQUISITION PARAMETERS 
6.1 Background Review 
The quality of DBT images depend on a lot of parameters, some the most important 
parameters are listed by Goodsitt et al. [57] below: 
- Imaging geometry & accuracy of that geometry Tomo angle (range from ~11
o
 to 
60
o
) Angular increment (~ 1
o
 to 3
o
 or variable),  
- X-ray tube & detector motion during exposure Continuous Motion vs. Step and 
Shoot,  
- Total sweep time (breast motion),  
- X-ray spectrum (anode, filter, kVp) (subject contrast),  
- mAs (quantum noise),  
- Detector DQE (contrast, resolution & noise),  
- Detector lag (artifacts, blur),  
- Detector pixel size, interspace, binning of pixels,  
- Reconstruction algorithm (FBP vs. iterative vs. matrix inv.),  
- Image processing (e.g. edge & contrast enhancement),  
- Image display (slice “thickness”, slab vs. slice), and   
- Artifact & scatter corrections. 
Many studies have been done to optimize these geometrical and technical factors in 
DBT [59-64].A simulation platform was used by Zhou et al. to study the dependence 
of image blur and signal difference to noise ratio (SDNR) of different DBT imaging 
acquisition configurations by using both expectation maximization (EM) and filtered 
back projection (FBP) Both for 3D image reconstruction. They proved that the in-
depth resolution could become better by increasing the angular range [59].  
E. Shaheen et al. compared two different modes of X-ray tube motions in DBT 
system. Motion of the X-ray tube during the acquisition time can be in continuous or 
step-and-shoot (SAS) modes. In continuous mode, the X-ray exposure must be short 
enough to prevent the blurring caused by focal spot motion and in SAS mode; the X-
ray tube should come to a complete stop at each position to avoid the blur in the 
image [64].  
B. Ren et al. observed that the probability of the occurrence of patient motion in 
clinical cases reduces, as the scan time gets shorter. It is proved that a small motion 
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of the patient during scan time degrades the sharpness of microcalcifications and 
tumor spiculations; this is a fact that exhibits the importance of the short scan time to 
prevent the patient motion [55, 56]. 
Imaging geometry and the scan angle (range from ~11
o
 to 60
o
) and angular increment 
(~ 1
o
 to 3
o
 or variable) or number of projections are two other important factors 
affecting the DBT image quality [55-58]. 
Chawla et al. developed a framework to optimize the geometry of acquisitions of a 
multiprojection correlation imaging (CI) system by combining information from its 
multiple projections. They investigated the optimal acquisition geometry of a multi-
projection imaging system using a Laguerre–Gauss channelized Hotelling observer 
model-based measure of lesion detectability. They concluded that the best 
performance was obtained for 15–17 projections over a 45° angular range [60,61]. 
Reiser et al. evaluated signal-known exactly detectability using a prewhitening 
observer model for investigating the influence of acquisition parameters and 
quantum noise.  They proved that the effect of acquisition parameters on lesion 
detectability depends on signal size. Tomosynthesis scan angle had an effect on 
detectability for all signals sizes, while quantum noise and angular sampling only 
affected the detectability small-scale signals [62]. Sechopoulos et al. found that 
maximizing the total angular range increased the vertical resolution and increasing 
the number of PVs improved the contrast-to-noise ratio (CNR) for soft tissue lesions; 
an acquisition set of 13 projections over a 60° angular range gave the best image 
quality [63]. 
H. Park et al. did a study to investigate the effect of 32 different acquisition sets with 
different scanning angles and numbers of PVs. The results of this study show that a 
wide scanning angle range improved the reconstructed image quality in the z-
direction and increasing the number of PVs decreased the contrast-to-noise ratio 
(CNR) because of the reduced radiation dose per projection [65].   
6.2 Evaluation Sets   
In this part of study, we investigate the effect of different acquisition parameters on 
image quality in DBT system. Unlike the other studies mentioned in the previous 
part, this study compares the different acquisition parameters of available DBT 
systems. 
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In this study 5 different acquisition sets with 15, 25 and 50 PVs and a total angular 
range of 25
o
 and 50
o
 are chosen to investigate the image quality by comparing the 
root-mean-square-error (RMSE) and structural similarity (SSIM) of the reconstructed 
images. 
6.3 Results 
In this part of study we used the same phantom but with smaller x, y, and z direction 
sizes to evaluate the effect of different acquisition parameters on the image quality. 
In this study 5 different acquisition sets with 15, 25 and 50 PVs and a total angular 
range of 25
o
 and 50
o
 are chosen to investigate the image quality by comparing the 
RMSE and SSIM of the reconstructed images. Parameters of the simulation and 
phantom are listed in Table 6.2 below. 
Figure 6.1 (a) exhibits the original LOI of the 3D phantom. Figures 6.1 (b) to (d) 
display the reconstructed LOIs of different acquisition sets.  
Figure 6.2 displays the comparison for RMSE diagram for different acquisition sets. 
As shown in this figure angle=50
o
 and PVs=50 shows the best RMSE convergence 
rate among the acquisition sets. 
Figure 6.3 shows the mean of structural similarity (MSSIM) comparison among the 
different acquisition parameter sets and the angle=50
o
 with PVs=50 exhibits the best 
performance among them. Increased scan angle and PVs helped in obtaining better 
outcomes by generating lower RMSE and higher MSSIM values. 
Table 6.1: Simulation Parameters. 
Parameter Value 
Source to Detector Distance 200 pixels 
Object to Detector Distance 50  pixels 
Phantom Size 64×64×8 
Detector Size 100×100×1 
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Figure 6.1: Simulation results, (a) original layer of interest, (b) reconstructed LOI 
with angle=25
o
 and PVs=15, (c) reconstructed LOI with angle=25
o
 and 
PVs=25, (d) reconstructed LOI with angle=50
o
 and PVs=15, (e) 
reconstructed LOI with angle=50
o
 and PVs=25 and (f) reconstructed 
LOI with angle=50
o
 and PVs=50. 
 
    
 (a) 
 
(b) 
    
(c) 
 
(d) 
    
(e) 
 
(f) 
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Figure 6.2: Comparison of RMSE diagrams for different acquisition parameters. 
 
Figure 6.3: Comparison of MSSIM diagrams for different acquisition parameters. 
46 
6.4 Summary 
In this Chapter the most important acquisition parameters of digital breast 
tomosynthesis imaging systems were disscussed. The effect of each parameter is 
mentioned along with a background review on the previous works. Then we 
disscussed the evaluated sets here with the details of each scenario. Finally, the 
images of layer of interest for each acquisition parameters set was shown with the 
diagrams of RMSE and MSSIM comparisons.  
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7.  CONCLUSION 
In this dissertation,we made a study on digital breast tomosynthesis imaging system 
with focusing on the main structure of tomosynthesis system and the reconstruction 
procedures used in it. 
In order to study the performance of different methods implemented in this work and 
to investigate the results of each evaluation of the parameters we designed a standard 
3D phantom which mimics the real breast phantom characteristics such as the 
overlapping effect. The phantom is designed in different layers with different smaller 
objects into it. The upper layers include objects with higher absorption comparing to 
smaller objects in the lower layers. We also inform two quality measurment 
criterions, RMSE has been used to measure the convergence of the methods and 
MSSIM is showing the structural similarity of the images.  
We studied one of the mostly important classes of the reconstruction techniques, 
iterative reconstruction techniques, that proceeded iteratively by making an estimate 
of the object, generating a new set of projection images from the estimate, comparing 
the simulated images to real projection data, then smearing the difference back 
through the subject volume to generate a new estimate.  
Total variation regularization technique, which is mostly used in digital image 
processing in order to noise removal, is based on the principle that signals with 
excessive and possibly spurious detail have high total variation, that is, the integral of 
the absolute gradient of the signal is high. We used 3D total variation regularization 
techniques to reduce the blurring effect caused by the overlapping of other tissues. 
Compressed sensing is an innovative framework for signal acquisition. CS enables a 
potentially large reduction in the sampling and computation costs for sensing signals 
that have a sparse or compressible representation. CS has already had notable impact 
on several applications such as signal and image processing problems. In this study 
we utilized this theory to reconstruct a sparse image by minimizing the    norm of 
the sparse image. CS is numerically implemented using ART and the TV 
regularization methods respectively. ART has been used to reconstruct the image   
by considering the consistency condition      and TV regularization of   is 
defined as    norm of the discrete gradient of the image. 
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We provided the comparisons that proved using of total variation regularization 
technique along with iterative methods such as ART and SART gives a resultant 
image with more better quality compared to ART and SART techniques in the terms 
of MSSIM index.  
Then we disscussed an implementation of an object-oriented simulator for digital 
breast tomosynthesis system that gives us the possibility of designing new phantoms 
with a lot of details and smaller objects into them and works as a platform to test the 
available projection and reconstruction methods on it. The simulator consists of three 
main parts: configuration, projection and reconstruction parts which make users able 
to insert the system characteristics manually or using the predefined XML files, run 
the ray tracing method for the desired angular range and number of projection views 
and finally to run one of the reconstruction techniques starting from the desired 
initial object with the inserted number of iterations. The output of the simulator 
displays the 2D projection images acquired from ray tracing algorithms and the LOI 
of the reconstructed phantom along with the different diagrams to show the 
convergence and image quality. It is also possible to implement and attach new 
methods and compare them using the performance metric capability of the simulator 
such as RMSE and MSSIM digrams. It is also possible to change the characteristics 
of DBT system and to modify the parameters of image acquisiton to get the better 
performance of the system.  
It is shown that there exist a variety of acquisition parameters affecting the 
performance of resultant images of DBT systems such as the angular range of the 
rotating X-ray tube and the number of projection views. In this study we investigated 
the effect of these parameters by choosing 5 different acquisition sets as 
combinations of different angular ranges and projection view numbers. Evaluations 
using the RMSE and MSSIM diagrams showed the best performance for angle of 50
o
 
with 50 projection views. 
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