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1. Introduction. First motivated by information theoretic considera-
tions, context tree models have been introduced by Rissanen in [37] as a
generalization of discrete Markov models. Since then, they have been widely
used in different areas of applied probability and statistics, from Bioinfor-
matics [6, 13] to Linguistics [22, 23]. Sometimes also called Variable Length
Markov Chain, a context tree source is a stochastic process whose memory
length may vary with the past: the probability distribution of each symbol
depends on a finite part of the past, the length of which is a function of the
past itself. Such a relevant part of the past is called a context, and the set
of all contexts can be represented as a labeled tree called the context tree of
the process.
Rissanen provided in his seminal paper a pruning algorithm called Context
for identifying the tree of a process, given a sample X1, . . . , Xn. He proved
his estimator Context to be weakly consistent when the tree of contexts is
finite; this result was later completed by a series of papers, including [36]
who got rid of the necessity to have a known bound on the maximal length
of the memory. On the other hand, penalized maximum likelihood criteria
were proved to be strongly consistent in [18, 24]. More recently, several
efforts have been made to obtain non-asymptotic bounds on the probability
of correct estimation (see [27] and references therein).
But the problem of estimation is not the only problem of interest con-
cerning context trees. In fact, these models are widely used because of the
remarkable tradeoff they offer between expressivity and simplicity: by pro-
viding memory only where necessary, they form a very rich and powerful
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family of simple processes for the approximation of arbitrary sources. In cod-
ing theory, for instance, they are the keystone of the universal coder termed
Context Tree Weighting (CTW) (see [44, 14]). The idea behind CTW is that
a double mixture, over all trees (with a given maximal depth) and, within
each tree model, over all parameters, can be computed efficiently. Using this
double mixture as a predictive coding distribution leads to a coder that is
proved to satisfy an oracle inequality with respect to the natural loss of
Information Theory.
The aim of this paper is to show that model selection, and not only
aggregation, can be used in an oracle approach for the problem of context
tree estimation with Ku¨llback loss. For every finite context tree τ (see Section
2 for details), we can estimate the transition probabilities of the source P
by those P̂τ associated to τ of the empirical measure. The oracle approach
consists in looking for the tree minimizing the Ku¨llback risk of the estimators
P̂τ . This choice of the loss function, while causing a few technical difficulties,
emerges naturally from an information theoretic point of view. Following the
terminology of [35], the Ku¨llback risk appears as the excess risk associated
to the logarithmic loss, which is an (idealized) codelength in coding theory.
Hence, the Ku¨llback risk appears as a redundancy term caused by the fact
that the coder does not know in hindsight which source is to be coded.
When the source has a finite context tree τs, the oracle approach asymp-
totically coincides with the consistency approach, because the tree that has
the smallest risk is the minimal tree of the source for large numbers of ob-
servations. This is no longer the case when the true tree is infinite or at least
large compared to the number of data. Then, the Ku¨llback loss of P̂τ is de-
composed into a bias term measuring the approximation properties of τ and
a variance term measuring the error of estimation. Identification procedures
look for the minimal tree with no bias, whereas oracle procedures look for a
tree balancing bias and variance.
The identification approach is inspired from the classical asymptotic sit-
uation where the bias term, when non null, is very large compared to the
variance term. In this case, under-estimation is easily avoided and the proce-
dures mainly focus on avoiding over-estimation, see for example [18, 23, 27].
On the other hand, the oracle approach is inspired by non asymptotic sit-
uations where the true tree is large (compared to the number of data) and
can even be infinite. In particular, there exist trees with a bias much smaller
than the variance: an oracle is typically a small subtree of τs realizing a good
tradeoff between the bias (which decreases with the tree size) and the vari-
ance (which, in turn, increases with the tree size). This modern approach is
more natural to tackle realistic situations with reasonable number of obser-
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vations; namely, the set of context trees is used as a toolbox and we want
to select the tool that is best suited, in terms of Ku¨llback loss.
The oracle point of view comes from statistical learning theory where it
is now well understood in classical problems of non parametric statistics
as regression or density estimation (see [34] and the references therein for
an introduction). A classical method of selection consists in choosing the
model minimizing an empirical loss plus some penalty proportional to the
complexity of the model. This principle is the one used in [4, 8, 9, 34].
Another famous method consists in aggregating a finite set of functions,
i.e. to choose a linear combination of previous estimators or approximating
functions. An important example of such procedure is the Lasso, where the
aggregating weights are chosen by minimization of an `1-penalized criterion,
see [7, 15, 20, 28, 36, 41, 45, 46, 47]. Complexity penalization procedures
are theoretically more interesting because they cover in the same framework
several general problems, whereas `1-penalties are preferred in linear prob-
lems for their computational efficiency. We propose a penalization procedure
here and we verify that the estimator can be efficiently computed.
Penalized log-likelihood estimators have been studied in context tree esti-
mation, for example by [18]. These authors proved that BIC-like estimators
(see Section 3.3) are asymptotically consistent when the source has a fi-
nite context tree, whatever the leading constant in the BIC-like penalty.
Moreover, they showed that BIC estimators can be computed efficiently in
practice. However, much less is known about the risk of the selected esti-
mator, when the actual context tree is infinite. In addition, the question of
the choice of the leading constant in the BIC penalty for finite number of
data remains open. Actually, [23] proved that, for a fixed number of data,
the set of trees selected by BIC-like penalties for varying leading constants
is exactly the set of champions, where the champion of size k is the tree
maximizing the log-likelihood among the trees with less than k degrees of
freedom.
Our first goal in this paper is to present a general method to obtain oracle
inequalities for a selected τ̂ , that is, an inequality between the Ku¨llback loss
of P̂τ̂ and the minimum of the Ku¨llback losses of the P̂τ . We emphasize the
central role of concentration inequalities to develop these results for context
tree selection, which makes a clear link with model selection theory, as pre-
sented, for example, in [4, 8, 9] and many others after them. Actually, all
the general theorems are consequences of a concentration condition, that we
verify for mixing processes. We obtain then a class of examples where the
general results apply. For these processes, our penalty takes a BIC form,
with a sufficiently large leading constant. As a corollary, we prove therefore
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that BIC-like estimators have oracle properties when the data are sufficiently
mixing. From a theoretical point of view, the difficulty comes from the fact
that new concentration inequalities are required for words that are not con-
texts, which prevent us from using the martingale approach of [17, 27].
We study also the slope heuristic of [10] in context tree estimation. The
heuristic, presented more formally in Section 3.4 states the existence of a
minimal penalty penmin under which the selected tree has huge complexity
and over which this complexity is much smaller. Moreover, it states that
2penmin is an optimal penalty, i.e. that the selected estimator satisfies an
asymptotically optimal oracle inequality. The reasons of this phenomenon
rely on a fine analysis of the ideal penalty, see [1, 3]. The ideal penalty is
the sum of two terms and the slope heuristic essentially holds when these
two terms are asymptotically equal, see [3]. The heuristic does not hold in
general as was proved in linear regression by [2]. In that case, [2] proved that
an optimal penalty is given by Cpenmin for a constant C, different from 2.
We study the standard slope heuristic, with an optimal penalty equal to
2penmin, under our concentration assumption and make therefore a contri-
bution to this growing area of statistical learning [3, 10, 31, 32]. Note that
few proofs are available for non-Hilbertian risks [33, 38], and, up to our
knowledge, our results are the first ones in a discrete, non i.i.d framework.
The heuristic is important since it underlies the slope algorithm presented
in [3] to calibrate leading constants in the penalties. In the mixing case, the
algorithm provides an answer to the question of practical calibration of the
leading constant in the BIC penalty.
We present a simulation study to illustrate our results. The simulations
are conducted in the particular family of renewal sources (see [40, 25]) for
which bias and variance terms can be computed easily, which is not the case
in general. The simulations show that for relatively small sample sizes of
finite sources, the BIC estimator, while failing to recover the true model,
does satisfy nice oracle properties; the slope algorithm improves slightly on
that, for a very moderately increased computational cost.
The paper is organized as follows. Section 2 presents some notation used
all along the paper. Section 3 presents our general results. In particular, we
show how to deduce from concentration inequalities 1) good penalties yield-
ing oracle properties of the selected estimators and 2) theoretical evidences
for the slope heuristic. Section 4 presents an application of our general ap-
proach to mixing processes. We show that they satisfy good concentration
properties and we deduce oracle properties of the BIC estimators in this
case. Section 5 presents our simulation study and the proofs are postponed
to the appendix.
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2. Notation. We use the conventions 0/0 = +∞ and 0 ln(+∞) = 0.
For all a ∈ R, dae denotes the smallest integer larger than or equal to a and
bac the largest integer smaller than or equal to a. Given two sequences, we
use the notation un = O(vn) and un = o(vn) when there exists a constant
C such that |un| ≤ C|vn|, respectively, when there exists a sequence n → 0
such that |un| ≤ n|vn|. All the random variables are defined on a probability
space (Ξ,X ,P) and we denote by E the expectation with respect to P.
Let A be a finite set, with cardinality |A|, and, for all x > 0, let log(x) :=
ln(x)/ ln(|A|) be the logarithm in base |A|. For all n in N∗, let A(n) :=
∪k=1,...,nAk and let A∗ := ∪k∈NAk. A is called an alphabet and the elements
of A∗ are called words. For all integers m and n such that m ≤ n, for all
words (am, . . . , an) ∈ An−m+1, we denote by
anm := (am, . . . , an) and |anm| := n−m+ 1 .
The notation anm is extended to semi-infinite sequences where m = −∞, in
that case an−∞ := (ai)i≤n and, by definition, for all n ∈ Z,
∣∣an−∞∣∣ :=∞. The
space of semi-infinite sequences is denoted by A−N and we define A(−N) :=
A−N∪A∗. For every (ω, ω′) ∈ A(−N)×A∗, let ωω′ denotes the concatenation
of ω and ω′.
Definition 1. A context tree is a subset τ ⊂ A(−N) such that, for every
semi-infinite sequence ω = a−1−∞, there exists a unique ωτ ∈ τ such that
a−1−|ωτ | = ωτ .
The set of context trees is denoted by T . For every τ ∈ T , let d(τ) :=
max {|ω| , ω ∈ τ }. For every integer k ≥ 1, let Tk := {τ ∈ T : d(τ) ≤ k}.
When d(τ) < ∞, we say that τ is finite. For every finite tree τ , let N(τ)
denote the number of elements of τ .
The set T is provided with the following partial order relation
τ ≺ τ iff ∀ω ∈ τ, ∃a−1−k ∈ τ : a−1−|ω| = ω .
In the sequel, we will make repeted use of the following abuse of notation.
When A is a set of trees, we will write ω ∈ A instead of ∃τ ∈ A : ω ∈ τ .
We will in particular use repeatedly the notation ∀ω ∈ A instead of ∀τ ∈
A, ∀ω ∈ τ .
Definition 2. A transition kernel is a function
P :
{
A−N ×A → [0, 1]
(ω, a) 7→ P (a|ω)
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such that, for every ω ∈ A−N, ∑a∈A P (a|ω) = 1.
A chain (Xk)k∈Z is a stationary ergodic stochastic process on AZ.
A chain (Xk)k∈Z with distribution µ on AZ is said to be compatible with
transition kernel P if the later is a regular version of the conditional proba-
bilities of the former
∀(ω, a) ∈ A−N ×A, µ (X0 = a|X−1−∞ = ω ) = P (a|ω) .
For every chain (Xk)k∈Z, with distribution µ compatible with a transition
kernel P , for every context tree τ , we denote by Pτ a regular version of the
following conditional probability:
∀(ω, a) ∈ τ ×A, Pτ (a|ω) := µ
(
X0 = a|X−1−|ω| = ω
)
.
For all finite context trees τ , let P τ be the transition kernel defined by
∀(ω1, ω, a) ∈ A−N × τ ×A, P τ (a|ω1ω) := Pτ (a|ω) ,
and for all (ω, a) ∈ A∗ × a, let µτ be the probability measure defined recur-
sively by
µτ (ωa) :=
{
µτ (ω)Pτ (a|ω1) if ∃(ω1, ω2) ∈ τ ×A∗ : ω = ω2ω1 .
µ(ωa) else.
Definition 3. Let M be the set of all stationary, ergodic, probability
measures on AZ. For all finite context trees τ let Mτ := {µ ∈M : µ = µτ }.
For every µ ∈Mτ , (τ, Pτ ) is called a probabilistic context tree and µ is called
a probabilistic context tree source with tree τ .
For all transition kernels Q, if µ {Q(a|ω) = 0 =⇒ P (a|ω) = 0} = 1, we
define
Kµ(P,Q) :=
∫
A−N
dµ(ω)
∑
a∈A
P (a|ω) ln
(
P (a|ω)
Q(a|ω)
)
.
We take the convention that, if µ {Q(a|ω) = 0 =⇒ P (a|ω) = 0} < 1, then
Kµ(P,Q) := +∞. For any finite τ , for any probability measure µ on AZ
compatible with a transition kernel P and for any family of transition prob-
abilities (Q(.|ω))ω∈τ , we also define
Kµτ (Pτ , Q) :=
∑
ω∈τ
µτ (ω)
∑
a∈A
Pτ (a|ω) ln
(
Pτ (a|ω)
Q(a|ω)
)
.
The observation set is defined by the projection Xn1 of a chain (Xk)k∈Z with
distribution µ compatible with a transition kernel P . Our goal is to estimate
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P from Xn1 . The risk of the estimators will be measured with the Ku¨llback
loss Kµ. For all t ≤ n and all ω in A(t), we define
µ̂t(ω) :=
1
n− |ω|+ 1
t∑
k=|ω|
1Xk
k−|ω|+1=ω
.
A word ω such that µ̂n−1(ω) > 0 is called feasible, a tree τ such that every
word is feasible is also called feasible and the set of feasible trees is denoted
by F . We also denote, for all k ≤ n, by Fk := Tk ∩ F .
For all τ ∈ F , we denote by P˜τ and P̂τ the following functions:
∀(ω, ω′, a) ∈ τ ×A−N ×A, P̂τ (a|ω) = µ̂n(ωa)
µ̂n−1(ω)
, P˜τ (a|ω′ω) = P̂τ (a|ω) .
Note that, for all t ≤ n− 1 and (ω, a) ∈ A(t) × A, ∑a∈A µ̂t+1(ωa) = µ̂t(ω).
Hence, for all feasible trees τ , P˜τ defines a transition kernel estimating P .
Our goal in this paper is to select a tree τ̂ ∈ F such that, given a confidence
level δ ∈ (0, 1),
(1) P
{
Kµ
(
P, P˜τ̂
)
≤ inf
τ∈F ′
[
CKµ
(
P, P˜τ
)
+R(τ, δ)
]}
≥ 1− δ .
In the previous inequality, the constant C is expected to be close to 1, the
subset F ′ ⊂ F is supposed to be large and the remainder term R(τ, δ) should
not be too large. In that case, we say that τ̂ satisfies an oracle inequality.
Let us mention here that, for every τ ∈ F , we have, see Lemma 24,
(2) Kµ
(
P, P˜τ
)
= Kµ
(
P, P τ
)
+Kµτ
(
Pτ , P̂τ
)
.
In (2), Kµ
(
P, P τ
)
is called the bias term and Kµτ
(
Pτ , P̂τ
)
is called the
variance term of the risk. An alternative to (1) is the following
(3) P
{
Kµ
(
P, P˜τ̂
)
≤ inf
τ∈F ′
[
CKµ
(
P, P τ
)
+R(τ, δ)
]} ≥ 1− δ .
3. General approach.
3.1. Assumptions. Let us recall the definition of typicality (see [18, 17]
for example).
Definition 4. For every η ∈ (0, 1) and k ≤ n, a word ω is called (k, η)-
typical if
(1− η)µ(ω) ≤ µ̂k(ω) ≤ (1 + η)µ(ω) .
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The set of (k, η)-typical words is denoted by T(k, η) and let
(4)
Ttyp(η) :=
{
ω ∈ A(n−1) : ∀a ∈ A, ω ∈ T(n− 1, η) and ωa ∈ T(n, η)
}
.
Concentration is the central tool to develop model selection theory, as
shown in the series of works [4, 8, 9] and many authors after them. In
this section, we assume the following concentration condition. There exist
%n → 0, ϕn → 0, {dn ≤ n− 1, dn →∞}, ρn → 0, and an event Ωconc
satisfying P(Ωcconc) ≤ ϕn, such that
∀δ ∈ (0, 1), ∀t ∈ {n− 1, n} , ∀τ ∈ Fdn , ∀ω ∈ τ ∪ τ ×A ,(CC)
P
({
|µ̂t(ω)− µ(ω)| ≤
√
ρnµ(ω) ln
(
1
δ
)
+ %n ln
(
1
δ
)}
∩ Ωconc
)
≥ 1− δ .
Let us now choose dn as in assumption (CC) and let pi be a probability mea-
sure on Adn+1 such that, for all ω ∈ Adn , ∑a∈A pi(ωa) = pi(ω). Assumption
(CC) and a union bound ensure that P {Ωgood } ≥ 1− 2δ − ϕn, where
Ωgood :=
{
∀(τ, a) ∈ Fdn ×A, ∀ω ∈ τ,
|µ̂n−1(ω)− µ(ω)| ≤
√
ρnµ(ω) ln
(
1
pi(ω)δ
)
+ %n ln
(
1
pi(ω)δ
)
,
|µ̂n(ωa)− µ(ωa)| ≤
√
ρnµ(ωa) ln
(
1
pi(ωa)δ
)
+ %n ln
(
1
pi(ωa)δ
)}
.(5)
Let Λ
(1)
n →∞, Λ(2)n →∞, let δ ∈ (0, 1), let
rn(pi, δ, ω, a) = ln
(
1
pi(ωa)δ
)(
Λ(1)n ρn ∨ Λ(2)n %n
)
,
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and let
F (n)? (δ) :=
{
τ ∈ Fdn : ∀ω ∈ τ,∀a ∈ A,(6)
µ̂n(ωa) = 0 or µ̂n(ωa) ≥ 2rn(pi, δ, ω, a)
}
.
F?(δ) :=
{
τ ∈ Fdn : ∀ω ∈ τ,∀a ∈ A,(7)
µ(ωa) = 0 or µ(ωa) ≥ rn(pi, δ, ω, a)
}
.
F (2)? (δ) :=
{
τ ∈ Fdn : ∀ω ∈ τ,∀a ∈ A,(8)
µ(ωa) = 0 or µ(ωa) ≥ 4rn(pi, δ, ω, a)
}
.
3.2. A typicality result. Our first result is that assumption (CC) implies
typicality of the words in F (n)? (δ) ∪ F?(δ). More precisely, the following
proposition holds.
Proposition 5. Let δ > 0 and let F (n)? (δ), F?(δ) and F (2)? (δ) be the
sets defined in (6), (7) and (8) respectively. Let Ttyp(η) be the set defined
in (4) and let Ωgood be the event (5). There exists no such that, for all
n ≥ no, on Ωgood, F (2)? (δ) ⊂ F (n)? (δ) ⊂ F?(δ). Moreover, there exists η =
O
(√
1
Λ
(1)
n
∨ 1
Λ
(2)
n
)
such that, on Ωgood, all the words in F?(δ) belong to
Ttyp(η).
Remark 1. Hereafter, we work on the event Ωgood that has “large prob-
ability”, i.e. larger than 1 − 2δ − ϕn. The collection of trees that we are
interested in is F (n)? (δ). Proposition 5 states that, on Ωgood, this collection
is “large” since it contains the collection F (2)? (δ) of words with sufficiently
large probability of occurrence and the words in F (n)? (δ) are typical since
they belong to F?(δ).
3.3. Model selection. The purpose of this section is to study penalized
log-likelihood estimators defined in general as follow. Let pen : T → R+ and
let
(9) τ̂ := arg min
τ∈F(n)? (δ)
{∑
ω∈τ
µ̂n−1(ω)
∑
a∈A
P̂τ (a|ω) ln
(
1
P̂τ (a|ω)
)
+ pen(τ)
}
.
A particular case of such estimators is given by the family of penalties
penc(τ) = c|A|N(τ)
lnn
n
.
10 M. LERASLE AND A. GARIVIER
This is, up to a constant, the penalty term suggested by the BIC criterion
of [39]: thus, in the following, this penalty will be termed “BIC-like” or
will even, with some abuse, be called a BIC penalty. The corresponding
estimators have been studied in a series of papers initiated by [18] in context
tree estimation. It is proved in [18] that BIC estimators are consistent when
there exists a finite tree τ such that µ = µτ . We are interested here in oracle
properties of the selected estimator, that is, we want to compare Kµ(P, P˜τ̂ )
with inf
τ∈F(n)? (δ)Kµ(P, P˜τ ). The following theorem is the main result of the
paper.
Theorem 6. Let (Xn)n∈Z be a stationary ergodic process satisfying as-
sumption (CC). Let δ > 0 and let F (n)? (δ) be the set defined in (6). Let
Ωgood be the event (5). Let
p̂min = min
(ω,a)∈F(n)? (δ)×A:P̂ (a|ω) 6=0
P̂ (a|ω) .
Let L > 6 + 18p̂−1min and let τ̂ be the penalized estimator defined in (9), with
(10)
∀τ ∈ F (n)? (δ), pen(τ) ≥ L
(
√
ρn +
√
%n
Λ
(2)
n
)2 ∑
(ω,a)∈τ×A
ln
(
1
pi(ωa)δ
)
.
There exist no and a constant C? such that, for all n ≥ no, on Ωgood, we
have
∀τ ∈ F (n)? (δ), C?Kµ(P, P˜τ̂ ) ≤ Kµ(P, P τ ) + pen(τ) .
Remark 2. The condition L > 6+18p̂−1min in Theorem 6 can be replaced
by L > 6 + 36pmin, where
pmin = min
(ω,a)∈F?(δ)×A:P (a|ω)6=0
P (a|ω) ,
by using the typicality Proposition 5.
Remark 3. Theorem 6 reduces the problem of model selection proce-
dure to the proof of a concentration inequality of the type (CC). We will
show in Section 4 that such concentration inequalities are available when
(Xn)n∈Z is geometrically φ-mixing. In that case, we can take dn = O(lnn)
and ρn = O(n
−1), %n = O(n−1 lnn). Therefore, choosing for pi the uniform
probability measure on Adn+1, the condition (10) holds for BIC penalties
penc(τ) if c is large enough. However, the concentration in that case in-
volves some unknown constant in ρn. Moreover, the constant L > 3 + 6p̂
−1
min
proposed is too large for practical use. In order to overcome this problem,
we propose to study in Section 3.4 the slope algorithm of [10].
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3.4. Slope algorithm. The slope algorithm has been introduced in [10],
it provides a data-driven calibration of the leading constant in a penalty. It
is based on the slope algorithm that we adapt here to the particular case of
context tree estimation. Let us recall that that the selected tree τ̂ is obtained
as a minimizer of the penalized criterion (9). The heuristic describes the
typical behavior of the selected tree τ̂ when pen(τ) = Cpensh(τ), pensh(τ) is
a well chosen complexity measure of τ (typically the BIC shape |A|N(τ) lnnn
or the variance term Kµτ (Pτ , P̂τ )) and C is an increasing leading constant.
It states more precisely that there exists a constant Cmin such that
SH1 When C < Cmin, the complexity of the selected model pensh(τ̂) is very
large, typically of the order of maxτ pensh(τ).
SH2 When C > Cmin, the complexity pensh(τ̂) becomes abruptly much
smaller.
SH3 When C = 2Cmin, the selected estimator satisfies an oracle inequality
(1) with a leading constant close to 1.
Let us now assume that we want to calibrate the leading constant L in
a penalty of the form pen(τ) = Lpendd(τ), where pendd(τ) is a data-driven
shape for the penalty (typically here, we will use the BIC shape |A|N(τ) lnnn ).
The slope algorithm evaluates this leading constant in the following data-
driven way.
SA1 For all L > 0, compute the complexity pendd(τ̂) of the model selected
by the penalty pen(τ) = Lpendd(τ).
SA2 Choose Lmin, such that this complexity is very large for L < Lmin and
much smaller for L > Lmin.
SA3 Choose finally the constant L = 2Lmin.
The algorithm is efficient if, for some constant Lo and some shape penalty
pensh satisfying the slope heuristic, we have
(Lo − o(1))pendd(τ) ≤ pensh(τ) ≤ (Lo + o(1))pendd(τ) .
Actually, by SA2, we observe a jump in the complexity of the selected
model when L ' Lmin, hence, by SH1, SH2,
(Lmin − o(1))pendd(τ) ≤ Cminpensh(τ) ≤ (Lmin + o(1))pendd(τ) .
Therefore, the model selected by SA3 with the penalty 2Lminpendd(τ) '
2Cminpensh(τ) satisfies an oracle inequality, thanks to SH3.
The words “very large” and “much smaller” in Step SA2, borrowed from
[3, 10], are not very clear. We refer to [3] Section 3.3 for a detailed discus-
sion on what they mean in this context and for precise suggestions on the
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implementation of the slope algorithm. We refer also to [5] and Section 5 for
practical implementations of the slope algorithm in M-estimation, respec-
tively in our framework.
This section presents some theoretical evidences for the slope heuristic.
We show the jump of the complexity of the selected model around a minimal
penalty as predicted by SH1, SH2 and we prove that a penalty equal to
2 times the minimal one has oracle properties. We do not prove that the
leading constant is asymptotically equal to one as predicted by SH3. We
present finally a theorem that emphasizes what remains to be done to obtain
a complete proof of SH3. The complexity is ∆(τ) = Kµτ (Pτ , P̂τ ). We prove
in Lemma 19 an upper bound of this term for all τ in F (n)? (δ).
Theorem 7. Let (Xn)n∈Z be a stationary ergodic process satisfying the
concentration condition (CC). Let δ > 0 and let F (n)? (δ) and F?(δ) be the
sets defined in (6) and (7). Let Ωgood be the event (5). Let r > 0 and let τ̂
be the penalized estimator defined in (9), with
(11) ∀τ ∈ F (n)? (δ), 0 ≤ pen(τ) ≤ (1− r)Kµτ (Pτ , P̂τ ) .
Let pmin = inf(ω,a)∈F?(δ)×A,P (a|ω) 6=0 P (a|ω). Let τ? be the maximizer over
F (n)? (δ) of Kµτ (Pτ , P̂τ ) and let τo be a minimizer of Kµ(P, P̂τ ) over F (n)? (δ).
Assume that there exist ϕMP → 0 and an event ΩMP satisfying P(ΩMP ) ≥
1− ϕMP , such that, on ΩMP ,
Kµ(P, P τ?) = o
(
Kµτ? (Pτ? , P̂τ?)
)
, Kµ(P, P̂τo) = o
(
Kµτ? (Pτ? , P̂τ?)
)
.
There exists L := L(pmin, r) such that, on Ωgood ∩ ΩMP , we have
(12) Kµτ̂ (Pτ̂ , P̂τ̂ ) ≥ LKµτ? (Pτ? , P̂τ?) .
Remark 4. It is convenient to assume that there exists a constant po > 0
such that pmin ≥ po. In that case it comes from the proof of Theorem 7 that
L(pmin, r) ≥ L′r for some L′ depending only on po. Theorem 7 states that
a penalty smaller than Kµτ (Pτ , P̂τ ) selects a model with maximal value
of Kµτ̂ (Pτ̂ , P̂τ̂ ). This is exactly SH1 for the complexity measure ∆(τ) =
Kµτ (Pτ , P̂τ ).
Remark 5. The extra assumption Kµ(P, P τ?) = o
(
Kµτ? (Pτ? , P̂τ?)
)
is
natural, since the model with maximal complexity is likely to have a lot of
leaves, and therefore a small bias.
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Remark 6. The assumption Kµ(P, P̂τo) = o
(
Kµτ? (Pτ? , P̂τ?)
)
means
that the risk of an oracle is much smaller than the maximal risk. It is a
natural assumption for the slope heuristic to hold, actually, in SH2, SH3,
the interesting models are those with a complexity much smaller than the
biggest one.
Theorem 8. Let (Xn)n∈Z be a stationary ergodic process satisfying the
concentration condition (CC). Let δ > 0 and let F (n)? (δ) be the set defined in
(6). Let Ωgood be the event (5). Let r1 > 0, r2 > 0 and let τ̂ be the penalized
estimator defined in (9), with
(13)
∀τ ∈ F (n)? (δ), (1 + r1)Kµτ (Pτ , P̂τ ) ≤ pen(τ) ≤ (1 + r2)Kµτ (Pτ , P̂τ ) .
Let τ? be the maximizer of Kµτ (Pτ , P̂τ ) over F (n)? (δ) and let τo be a mini-
mizer of Kµ(P, P˜τ ) over F (n)? (δ). Assume that there exist ϕMP → 0 and an
event ΩMP satisfying P(ΩMP ) ≥ 1− ϕMP , such that, on ΩMP ,
Kµ(P, P τ?) = o
(
Kµτ? (Pτ? , P̂τ?)
)
, Kµ(P, P̂τo) = o
(
Kµτ? (Pτ? , P̂τ?)
)
,
∀τ ∈ F (n)? (δ),
√
Kµ(P, P τ )Kµτ (Pτ , P̂τ ) = o
(
Kµτ? (Pτ? , P̂τ?)
)
.
On Ωgood ∩ ΩMP , we have
(14) Kµτ̂ (Pτ̂ , P̂τ̂ ) = o
(
Kµτ? (Pτ? , P̂τ?)
)
.
In addition, a sequence η = O
(√
1
Λ
(1)
n
∨ 1
Λ
(2)
n
)
exists such that, ∀1 > 0,
∀2 > 0, there exists C? := C?(r1, r2, 1, 2, pmin) such that, on Ωgood ∩ΩMP ,
(15)[
(1− 1 − 2) ∧
(
r1 − 1 − L
(τo,τ̂)
?
2
− η
)]
Kµ(P, P˜τ̂ ) ≤ C?Kµ(P, P̂τo) .
Remark 7. The assumption ∀τ ∈ F (n)? (δ),
√
Kµ(P, P τ )Kµτ (Pτ , P̂τ ) =
o
(
Kµτ? (Pτ? , P̂τ?)
)
means that there is no model with a lot of bias and a big
variance. It typically holds when trees with large variance are those with a
lot of leaves whereas trees with a large bias are the small ones.
Remark 8. SH2 immediately follows from (14) since, as soon as the
penalty becomes larger than Kµτ (Pτ , P̂τ ) the complexity of τ̂ becomes much
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smaller than the largest one. SH3 follows partially from (15). The oracle
property implies in particular the convergence of the quantities Pτ̂ (a|ω) to
Pτo(a|ω) so that L(τo,τ̂)? → 1. Therefore, the condition r1 > L(τo,τ̂)? to obtain
the oracle inequality became asymptotically r1 > 1, and the condition (13)
on the penalty becomes pen(τ) > 2penmin(τ). (15) states then that 2penmin
is asymptotically a penalty yielding an oracle inequality, but this is not
exactly SH3 which states, moreover, that C? → 1.
As mentioned, we did not completely prove point SH3 of the heuristic.
The following theorem emphasizes the missing point of the proof. In order
to state the result, let us define, for all τ ∈ F ,
L(Pτ ) :=
∑
(ω,a)∈τ×A
(µ̂n(ωa)− µ(ωa)) ln
(
1
Pτ (a|ω)
)
.
Theorem 9. Let (Xn)n∈Z be a stationary ergodic process satisfying the
concentration condition (CC). Let δ > 0 and let F (n)? (δ) be the set defined in
(6). Let Ωgood be the event (5). Let r1 > 0, r2 > 0 and let τ̂ be the penalized
estimator defined in (9), with a penalty term satisfying (13). Let τo be a
minimizer of Kµ(P, P˜τ ) over F (n)? (δ). Let u < 1, v < 1 and
Ωmis :=
{
∀τ ∈ F (n)? (δ), L(Pτ )− L(Pτo) ≤ uKµ(P, P̂τ ) + vKµ(P, P̂τo)
}
.
On Ωgood ∩ Ωmis, there exists η = O
(√
1
Λ
(n)
1
∨ 1
Λ
(n)
2
)
such that,
(16)
(1−u)Kµ(P, P τ )+(1+r1−u−η)Kµτ̂ (Pτ̂ , P̂τ̂ ) ≤ (1+r2 +v+η)Kµ(P, P̂τ ) .
Remark 9. Assume that there exist u → 0, v → 0, ϕ → 0 such that
P {Ωmis } ≥ 1 − ϕ. Then, from (16), for any r1 > 0, the complexity of
the selected model is the one of an oracle, that should be much smaller
than the maximal one as already explained. This is SH2 with penmin(τ) =
Kµτ (Pτ , P̂τ ). Moreover, for r1 = r2 = 1, i.e. pen(τ) = 2Kµτ (Pτ , P̂τ ) =
2penmin(τ), (16) shows that the risk of the selected model is asymptotically
exactly the one of an oracle. This is SH3.
Remark 10. The weakness of Theorem 8 comes from the fact that we
were not able with our approach to prove that Ωmis holds with large prob-
ability with u, v → 0. We only obtain this result for some u > 0, v > 0.
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Remark 11. In the mixing case that we develop in Section 4, we can
show that Ωmis holds with large probability with u, v → 0 if there exists a
fixed set F? containing F (n)? (δ) with large probability such that Card {F? } =
O(nα) see Proposition 12 in Section B.2.
Remark 12. Theorem 9 shows a difference between context tree estima-
tion and other classical problems of regression or density estimation, where
the slope heuristic has been proved. In these frameworks, it is easy to prove
that Ωmis holds with large probability as a consequence of Benett’s con-
centration inequality, see [3, 32]. The main difficulty for proving the slope
heuristic is then to show that, with our notation, Kµτ (Pτ , P̂τ ) ' Kµ̂(P̂τ , Pτ )
see for example [3]. In context tree estimation, this last result is a direct
consequence of typicality, as shown by Lemma 19 and the problem of Ωmis
seems harder.
4. Application in the mixing case. We showed in the previous sec-
tion that oracle inequalities and the slope heuristic can be derived from the
concentration condition (CC). Our aim in this section is to show that such
concentration result holds for mixing processes.
Let us recall the definition of β-mixing and φ-mixing coefficients, due
respectively to [43] and [29]. Let (Ξ,X ,P) be a probability space and let A
and B be two σ-algebras included in X . We define
β(A,B) = 1
2
sup

I∑
i=1
J∑
j=1
|P {Ai ∩Bj } − P {Ai }P {Bj }|
 ,
φ(A,B) = sup
A∈A, P{A}>0
sup
B∈B
{P {B|A} − P {B }} .
The first sup is taken among all the finite partitions of Ξ (Ai)i=1,...,I and
(Bj)j=1,...,J such that, for all i = 1, . . . , I, Ai ∈ A and for all j = 1, . . . , J ,
Bj ∈ B.
For all stationary sequences of variables (Xn)n∈Z defined on (Ξ,X ,P), let
βk = β(σ(Xi, i ≤ 0), σ(Xi, i ≥ k)), φk = φ(σ(Xi, i ≤ 0), σ(Xi, i ≥ k)) .
The process (Xn)n∈Z is said to be β-mixing when βk → 0 as k → ∞, it is
said to be φ-mixing when φk → 0 as k → ∞. It is easy to check, see for
example inequality (1.11) in [12], that β(A,B) ≤ φ(A,B) so that (Xn)n∈Z
is φ-mixing implies (Xn)n∈Z is β-mixing.
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Theorem 10. Let (Xn)n∈Z be a φ-mixing process satisfying
(MC) Φ :=
∞∑
k=0
φk <∞ .
(ND) ∃λ < 1 : ∀(ω, a) ∈ A−N ×A, P (a|ω) ≤ λ .
Let dn ≤ n − 1, qn ≤ (n − 1)/4, t ∈ {n− 1, n} and assume that rn :=
dn + qn ≤ t. Let L? = 4
(
Φ + 1λ−1
)
. There exists an event Ωcoup satisfying
µ
{
Ωccoup
} ≤ 2n2βqn such that, for all y > 0 and all ω ∈ A(dn+1),
(17)
P
{
|µ̂t(ω)− µ(ω)| > L?
√
µ(ω)y
n− |ω|+ 1 +
(dn + rn)y
n− |ω|+ 1 ∩ Ωcoup
}
≤ 4e−y .
Remark 13. An important example of application is the case of geo-
metrically mixing processes, i.e., when the following assumption holds.
(GMC) ∃(Lmix, γmix) ∈ (R∗+)2, : ∀k ∈ N, βk ≤ Lmixe−γmixk .
Then we can choose dn = log n, qn = O(log n) in Theorem 10 and we obtain
that geometrically mixing processes satisfy (CC) with ρn = (n− log n)−1L2?,
%n = O(n
−1 log n), ϕn = n−2 and Ωconc = Ωcoup.
A immediate consequence of the previous remark is that the following
corollary of Theorem 6 holds.
Corollary 11. Let (Xn)n∈Z be a φ-mixing process satisfying (MC),
(ND) and (GMC). Let dn = log(n), let pi be the uniform probability mea-
sure on Tdn and let
F (n)? =
{
ω ∈ F , : ∀a ∈ A, (n− |ω|+ 1)µ̂n(ωa) ∈ {0} ∪
[
(lnn)4,+∞[} .
Let L > 18 + 81p̂−1min and let τ̂ be the penalized estimator defined in (9), with
(18) ∀τ ∈ F (n)? , pen(τ) ≥ LL2?|A|N(τ)
lnn
n
.
There exist no and a constant C? such that, for all n ≥ no, we have
P
{
∀τ ∈ F (n)? , C?Kµ(P, P̂τ̂ ) ≤ Kµ(P, P τ ) + pen(τ)
}
≥ 1− 2
n2
.
Remark 14. This corollary shows that BIC estimators have oracle prop-
erties, provided that the constant c is sufficiently large. The drawback of this
result is that the constant L2? is unknown in practice. We recommend to use
the slope algorithm to overcome this problem. We will present some simu-
lations to emphasize the advantages of this approach.
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Fig 1. Bias (dark gray) and variance (light gray) part of the risk (black). Observe
that the oracle has a size of order 5, much smaller than the exact tree.
5. Simulation Study. In this section, we illustrate our theoretical re-
sults by simulation experiments in the family of renewal processes. A renewal
process is defined here as a binary valued process (A = {0, 1}) for which the
distances of successives occurrences of symbol 1 are independent, identically
distributed variables. In our simulations, the renewal distribution was Pois-
son with parameter 3. The models we considered were all renewal processes
with renewal times bounded by Ko = 14. Their context trees are the sub-
trees of τ =
{
10k, k = 0, . . .Ko
}∪ {0Ko+1}. In this experiment, we used a
sample size of n = 500.
5.1. Bias and variance of the risk. Figure 1 shows the bias and vari-
ance terms of the risk of the trees τko =
{
10k, k = 0, . . . ko
} ∪ {0ko+1} in
the previous model as a function of ko. The bias can be computed easily;
the variance part is estimated by a Monte-Carlo method over N = 10000
experiments.
5.2. The slope phenomenon. We illustrate the slope phenomenon. The
measure of complexity is Kµ̂(P̂τ , P̂
BS
τ ), where P̂
BS
τ is a bootstrap estimator
of P̂τ and we plot the complexity of the tree selected by minimization of the
criterion
Crit(τ) =
∑
ω∈τ
µ̂n−1(ω)
∑
a∈A
P̂τ (a|ω) ln
(
1
P̂τ (a|ω)
)
+ cKµ̂(P̂τ , P̂
BS
τ ) ,
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Fig 2. Example of slope heuristic. Observe the sudden change in behavior around
the minimal penalty.
for the positive constants c. We clearly see that when c is smaller than 1 the
complexity is the largest possible and this is the content of Theorem 7. We
also observe that when c is slightly larger than 1 there is a sudden decrease
in the complexity, which is the content of Theorem 8. The result are shown
in Figure 2. For these small values of c, very large models are chosen, and
the bootstrap estimation of their complexity is not reliable: this explains the
absence of monotonicity in the left-most part of the graph, as well as in the
right-most part of Figure 3.
5.3. Slope algorithm. In this section, we show the performances of the
slope algorithm. We take n = 500 and N = 10000. We use the following
penalization procedures.
Method 1 : BIC. The penalty is equal to the BIC penalty with c = 1/2.
Method 2 : BIC+Slope. The penalty term is equal to the BIC penalty
and the constant c is computed with the slope algorithm SA1-SA2-SA3 of
section 3.4. In the step SA2, we choose for Lmin the constant minimizing a
discrete derivative of the function L 7→ penL(τ̂(L)), where τ̂(L) is the tree
selected by L|A|N(τ)(lnn)/n.
Method 3 : Resampling. For all words ω, the conditional probabilities
are estimated by a bootstrap method and, following Efron’s heuristic (see
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Fig 3. Variance term (black), bootstrap estimator (gray) and BIC penalty with
c=1/2 (dotted).
[21]), Kµτ (Pτ , P̂τ ) is then estimated by the quantity Kµ̂(P̂τ , P̂
BS
τ ) and, fol-
lowing Theorem 8 the penalty is taken equal to 2Kµ̂(P̂τ , P̂
BS
τ ).
Method 4 : Resampling+Slope. The penalty term is LKµ̂(P̂τ , P̂
BS
τ ),
where the constant L is evaluated by the slope algorithm, with the complex-
ity Kµ̂(P̂τ , P̂
BS
τ ). Step SA2 of the slope algorithm is evaluated in the same
way as in Method 2.
The motivation to use resampling methods comes from the fact that the
variance term is better estimated than with the BIC penalty, as shown by
Figure 3.
Figure 4 presents histograms of the models selected by methods 1–4, for
n = 1000, N = 10000.
Finally, in order to illustrate the oracle properties of the selected estima-
tors, we compute in the table 1 the values of the ratio
Kµ(P, P˜τ̂ )
infτ∈Fn−1 K(P, P˜τ )
for the different methods. We give the mean value over N = 10000 experi-
ments of the risk ratio and the standard deviation is also indicated.
It is interesting to remark that the oracle performances of the BIC esti-
mator are improved by the slope algorithm. On the other hand, resampling
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Fig 4. Histograms of the models selected by methods 1–4, respectively filled in black,
slanted hatch, horizontal hatch and gray; models selected by AIC are depicted in
light gray. Observe that the models selected by BIC penalties are smaller than those
obtained with resampling penalties, both with or without the slope algorithm. As ex-
pected, for such a small sample the selected estimator is always significantly smaller
than the actual context tree of the source.
Table 1
Comparative table of oracle ratios
Method BIC BIC+Slope Resampling Res+Slope
risk ratio 1.5245 (0.8568) 1.2665 (0.5657) 1.2751 (0.3230) 1.6707 (1.9702)
estimators do not seem to improve significantly the results. Moreover, the
slope algorithm combined with this penalization method give the worst re-
sults here. As the computational cost of resampling methods is quite heavy,
we do not recommend to use it in practice. On the other hand, the slope
algorithm does not add a significant computational cost and can be used to
choose the leading constant.
Note that, in general, Methods 3 and 4 involve a minimization problem
(9) that is not computationally tractable. Here, the particular structure
of renewal processes allowed us to consider all the models; in more general
settings, we propose to proceed in two steps: first, select a set of trees defined
by the image of c 7→ τ̂BIC(c) c > 0, where, for all c > 0, τ̂BIC(c) is the tree
selected by the BIC penalty with constant c. Then, select among those trees
with the proposed resampling methods.
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6. Conclusion. We developed an oracle approach for context tree se-
lection with Ku¨llback loss. Our presentation emphasizes the central role
of concentration inequalities for sequences of words. We proved that such
concentration inequalities hold for geometrically φ-mixing sequences. We ob-
tained as a corollary of our general approach some oracle properties of the
BIC-like estimators in this framework.
We also provided both numerical and theoretical justification for the use of
the slope heuristic in this problem in order to calibrate the leading constant
in the penalties. This provides in particular an answer for the practical
choice of the leading constant in the BIC-like penalty. Actually, [18] proved
the consistency of the BIC estimators for any value of c. On the other hand,
[23] proved that, for any finite value of n, the set of trees selected by the BIC-
like penalties (penc(τ))c>0 is the set of champions, where, for any k ≤ log n,
the champion of size k is the one maximizing the log-likelihood among those
trees τ such that N(τ) ≤ k.
There is a growing interest for the slope heuristic, see for example [10, 3,
32, 31, 38, 33]. However, the theoretical analysis of this method is still in its
beginning and our results are a significative contribution. In particular, we
provide, up to our knowledge, the first proof of the relevance of the slope
heuristic in a discrete non i.i.d framework.
Our results also emphazise the interest of the oracle approach, compared
to the identification approach. In fact, a large part of the interest of con-
text tree models lies in the fact that any stationary ergodic source can be
approached, in the Ku¨llback information distance, by context tree sources:
hence, the use of these models is not restricted to cases when the true source
belongs to one of them. Besides, even if it is finite, the true source’s con-
text tree is likely not to be the best model to use for small samples, as
illustrated in our simulation study. In fact, we showed that the BIC estima-
tor presents nice oracle properties, and that it can be further improved by
choosing the leading constant in the penalty adaptively. This result justifies
the use of context tree models in practical applications much more than the
consistency properties that are usually mentioned.
An important question related to the oracle approach is to obtain upper
bounds for the risk of the selected estimator. We showed in Section C that
such bounds can be obtained with continuity rates. Actually, these conti-
nuity rates provide upper bounds for the bias term and yield good mixing
properties, so that we can use the upper bounds of the variance term ob-
tained in the mixing case.
The φ-mixing properties assumed in Section 4 are somewhat restrictive.
It would be interesting to work with weaker assumptions, for example, with
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weaker mixing coefficients, as φ˜ (see [19] for a definition). These mixing
coefficients are sufficient to generalize some results of model selection (see
[30, 31] for example). Another interesting problem would be to look for
natural mixing properties of context tree sources. As mentioned, we proved
such properties in Section C using a theorem of [16]. This last theorem
was obtained as a consequence of the existence of a constructive perfect
simulation scheme for the chains. New perfect simulation schemes have been
developed recently [26], using less restrictive assumptions on the chains. It
would be interesting to see what mixing-properties can be deduced from
these new constructions.
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APPENDIX A: PROOFS IN THE GENERAL CASE
A.1. Proof of Proposition 5. Let (ω, a) ∈ F?(δ) × A. By definition,
if µ(ωa) 6= 0,√
ρnµ(ωa) ln
(
1
pi(ωa)δ
)
+ %n ln
(
1
pi(ωa)δ
)
≤
(√
1
Λ
(1)
n
+
1
Λ
(2)
n
)
µ(ωa) .
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Moreover,
µ(ω) ≥ µ(ωa) ≥ ln
(
1
pi(ωa)δ
)(
Λ(1)n ρn ∨ Λ(2)n %n
)
≥ ln
(
1
pi(ω)δ
)(
Λ(1)n ρn ∨ Λ(2)n %n
)
.
Hence,√
ρnµ(ω) ln
(
1
pi(ω)δ
)
+ %n ln
(
1
pi(ω)δ
)
≤
(√
1
Λ
(1)
n
+
1
Λ
(2)
n
)
µ(ω) .
Thus, on Ωgood, all the words in F?(δ) belong to Ttyp(η), with
η =
(√
1
Λ
(1)
n
+
1
Λ
(2)
n
)
.
Let now (ω, a) ∈ F (n)? (δ)×A. On Ωgood, if µ̂n(ωa) 6= 0, we have
µ̂n(ωa) ≤
(√
µ(ωa) +
√
ρn ln
(
1
pi(ω)δ
))2
+ (%n − ρn) ln
(
1
pi(ω)δ
)
.
Hence, by definition of F (n)? (δ),
(19)
(√
1− 1
Λ
(2)
n
−
√
1
Λ
(1)
n
)2
µ̂n(ωa) ≤ µ(ωa) .
As a consequence, ω ∈ F?(δ) for all n such that(√
1− 1
Λ
(2)
n
−
√
1
Λ
(1)
n
)2
≥ 1
2
.
Let finally (ω, a) ∈ F (2)? (δ)×A. On Ωgood, if µ(ωa) 6= 0, we have
µ(ωa)
(
1−
√
1
Λ
(1)
n
− 1
Λ
(2)
n
)
≤ µ̂n(ωa) .
Hence, by definition of F (2)? (δ), ω ∈ F (n)? (δ) for all n such that√
1
Λ
(1)
n
− 1
Λ
(2)
n
≤ 1
2
.
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A.2. Proof of Theorem 6. Let τ ⊂ F (n)? (δ). From Lemma 15 and the
definition of τ̂ , we have
Kµ(P, P̂τ̂ ) ≤Kµ(P, P τ )−Kµ̂(P̂τ , Pτ ) + pen(τ)
+
(
Kµτ̂ (Pτ̂ , P̂τ̂ ) +Kµ̂(P̂τ̂ , Pτ̂ )− pen(τ̂)
)
+ L(Pτ )− L(Pτ̂ ) .(20)
It comes from Proposition 5 that, on Ωgood, all the words in τ ∪ τ̂ belong
to Ttyp(η) for some η = O
(√
1
Λ
(1)
n
∨ 1
Λ
(2)
n
)
. Therefore, Lemma 17 gives, for
any  > 0,
L(Pτ )− L(Pτ̂ ) ≤(+O(η))
(
Kµ(P, P τ ) +Kµ(P, P τ̂ )
)
+ (1 +O(η))
L
(τ,τ̂)
?

(
Kµτ (Pτ , P̂τ ) +Kµτ̂ (Pτ̂ , P̂τ̂ )
)
.
Assume now that η ≤ 1/3 and let  = 1/2. By typicality, it holds that
L
(τ,τ̂)
? ≤ 3p̂−1min, and hence, from (20), we deduce that (1/2−O(η))Kµ(P, P̂τ̂ )
is upper-bounded by
(
3
2
+O(η)
)
Kµ(P, P τ ) + (1 +O(η))
6
p̂min
Kµτ (Pτ , P̂τ )−Kµ̂(P̂τ , Pτ )
(21)
+ pen(τ) + (1 +O(η))
(
1 +
6
p̂min
)
Kµτ̂ (Pτ̂ , P̂τ̂ ) +Kµ̂(P̂τ̂ , Pτ̂ )− pen(τ̂) .
In addition, from Lemma 18, there exists η′ = O
(
(Λ
(1)
n ∧ Λ(2)n )−1/2
)
such
that, for all 6 + 18p̂−1min < L
′ < L, on Ωgood
(1 +O(η))
(
1 +
6
p̂min
)
Kµτ̂ (Pτ̂ , P̂τ̂ ) +Kµ̂(P̂τ̂ , Pτ̂ )
≤(L′ + η′)
(
√
ρn +
√
%n
Λ
(2)
n
)2 ∑
(ω,a)∈τ̂×A
ln
(
1
pi(ωa)δ
)
.
For n sufficiently large, we have L′ + η ≤ L, hence(
1+O(η)
)(
1 +
6
p̂min
)
Kµτ̂ (Pτ̂ , P̂τ̂ ) +Kµ̂(P̂τ̂ , Pτ̂ ) ≤ pen(τ̂) .(22)
We conclude the proof, plugging (22) in (21).
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A.3. Proof of Theorem 7. Thanks to Proposition 5, there exists no
such that for n ≥ no, on Ωgood, F (n)? (δ) ⊂ F?(δ). Let τ− be any element in
F?(δ). τ̂ minimizes over F (n)? (δ) the following criterion:
Critτ−(τ) :=
∑
(ω,a)∈τ×A
µ̂n(ωa) ln
(
1
P̂τ (a|ω)
)
+
∫
A−N×A
dµ(ωa) ln(P (a|ω))− L(Pτ−) + pen(τ) .
Thanks to Lemma 15, we have
Critτ−(τ) = Kµ(P, P τ )−Kµ̂(P̂τ , Pτ ) + L(Pτ )− L(Pτ−) + pen(τ) .
Thanks to Proposition 5, there exists η1 = O
(√
1
Λ
(1)
n
∨ 1
Λ
(2)
n
)
such that
F?(δ) ⊂ Ttyp(η1). Hence, from (47) in Lemma 19, for all τ ∈ F?(δ), on Ωgood∣∣∣Kµ̂(P̂τ , Pτ )−Kµτ (Pτ , P̂τ )∣∣∣ ≤ O(η1)Kµτ (Pτ , P̂τ ) .
In addition, from Lemma 17, for all τ 6= τ−, on Ωgood, we have
|L(Pτ )− L(Pτ−)| ≤ A(τ−, τ) ,
where
A(τ−, τ) := (2 + η1)
√
L
(τ−,τ)
? ×√(
Kµ(P, P τ−) +Kµ(P, P τ )
) (
Kµτ (Pτ , P̂τ ) +Kµτ− (Pτ− , P̂τ−)
)
.(23)
The inequalities Critτo(τ̂) ≤ Critτo(τo) and Critτ?(τ̂) ≤ Critτ?(τ?) can there-
fore be rewritten
(24) Kµ(P, P τo)− (r − η1)Kµτo (Pτo , P̂τo)
≥ Kµ(P, P τ̂ )− (1 + η1)Kµτ̂ (Pτ̂ , P̂τ̂ )−A(τo, τ̂) ,
(25) Kµ(P, P τ?)− (r − η1)Kµτ? (Pτ? , P̂τ?)
≥ Kµ(P, P τ̂ )− (1 + η1)Kµτ̂ (Pτ̂ , P̂τ̂ )−A(τ?, τ̂) .
Recall that, on the event Ωhyp,
Kµ(P, P τ?) = o
(
Kµτ? (Pτ? , P̂τ?)
)
.
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Inequality (25) can then be satisfied only if one of the following condition
holds.
∃L := L(r, p̂min) : Kµτ̂ (Pτ̂ , P̂τ̂ ) ≥ LKµτ? (Pτ? , P̂τ?) .(C1)
∃L := L(r, p̂min) : Kµτ̂ (Pτ̂ , P̂τ̂ ) = o
(
Kµτ? (Pτ? , P̂τ?)
)
(C2)
and Kµ(P, P τ̂ ) ≥ LKµτ? (Pτ? , P̂τ?) .
In fact, under (C2),
Kµτ (Pτ , P̂τ ) +Kµτo (Pτo , P̂τo) = o
(
Kµτ? (Pτ? , P̂τ?)
)
= o
(
Kµ(P, P τ̂ )
)
,
hence A(τo, τ̂) = o
(
Kµ(P, P τ̂ )
)
. Thus inequality (24) and Kµ(P, P τo) =
o
(
Kµτ? (Pτ? , P̂τ?)
)
yield
Kµ(P, P τ̂ ) = o
(
Kµ(P, P τ̂ )
)
.
This is a contradiction. Hence, condition (C1) is fulfilled. By typicality, we
have pmin/2 ≤ p̂min ≤ 3pmin/2 for n sufficiently large, thus L(r, p̂min) ≥
L′(r, pmin) which concludes the proof of the Theorem.
A.4. Proof of Theorem 8. τ̂ minimizes over F (n)? (δ) the following
criterion
Crit(τ) :=
∑
(ω,a)∈τ×A
µ̂n(ωa) ln
(
1
P̂τ (a|ω)
)
+
∫
A−N×A
dµ(ωa) ln(P (a|ω))− L(Pτo) + pen(τ) .
Thanks to Lemma 15, we have
Crit(τ) = Kµ(P, P τ )−Kµ̂(P̂τ , Pτ ) + L(Pτ )− L(Pτo) + pen(τ) .
Thanks to Proposition 5, there exists η1 = O
(√
1
Λ
(1)
n
∨ 1
Λ
(2)
n
)
such that
F?(δ) ⊂ Ttyp(η1). Hence, from (47) in Lemma 19, for all τ ∈ F?(δ), on Ωgood∣∣∣Kµ̂(P̂τ , Pτ )−Kµτ (Pτ , P̂τ )∣∣∣ ≤ O(η1)Kµτ (Pτ , P̂τ ) .
In addition, from Lemma 17, for all τ 6= τo, on Ωgood, we have
|L(Pτ )− L(Pτo)| ≤ A(τo, τ) ,
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where A(τ, τ ′) is defined in (23).The inequalities Crit(τ̂) ≤ Crit(τo) can
therefore be rewritten
(26) Kµ(P, P τo) + (r2 +O(η1))Kµτo (Pτo , P̂τo)
≥ Kµ(P, P τ̂ ) + (r1 −O(η1))Kµτ̂ (Pτ̂ , P̂τ̂ )−A(τo, τ̂) .
In A(τo, τ̂), all the terms are, on Ωhyp, o(Kµτ? (Pτ? , P̂τ?)), therefore, (14)
follows from (26). Moreover, using repeatedly the inequalities, valid for any
a > 0, b > 0,  > 0,
√
a+ b ≤ √a+
√
b and 2
√
ab ≤ a+ b

,
we obtain, for any 1 > 0, 2 > 0,
2
√
L
(τo,τ̂)
?
√(
Kµ(P, P τo) +Kµ(P, P τ̂ )
) (
Kµτ̂ (Pτ̂ , P̂τ̂ ) +Kµτo (Pτo , P̂τo)
)
≤ (1 + 2)Kµ(P, P τ̂ ) +
(
1 +
L
(τo,τ̂)
?
2
)
Kµτ̂ (Pτ̂ , P̂τ̂ )
+
(
1 +
L
(τo,τ̂)
?
1
)
Kµ(P, P τo) + L
(τo,τ̂)
?
(
1 + −11
)
Kµτo (Pτo , P̂τo).
We plug this inequality in (26), we obtain(
2 +
L
(τo,τ̂)
?
1
+O(η1)
)
Kµ(P, P τo)
+ (r2 + L
(τo,τ̂)
?
(
1 + −11
)
+O(η1))Kµτo (Pτo , P̂τo)
≥ (1− 1 − 2)Kµ(P, P τ̂ ) + (r1 − 1 − L
(τo,τ̂)
?
2
−O(η1))Kµτ̂ (Pτ̂ , P̂τ̂ ).
A.5. Proof of Theorem 9. Thanks to Proposition 5, there exists no
such that for n ≥ no, on Ωgood, F (n)? (δ) ⊂ F?(δ). τ̂ minimizes over F (n)? (δ)
the following criterion
Crit(τ) :=
∑
(ω,a)∈τ×A
µ̂n(ωa) ln
(
1
P̂τ (a|ω)
)
+
∫
A−N×A
dµ(ωa) ln(P (a|ω))− L(Pτo) + pen(τ) .
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Thanks to Lemma 15, we have
Crit(τ) = Kµ(P, P τ )−Kµ̂(P̂τ , Pτ ) + L(Pτ )− L(Pτo) + pen(τ) .
Thanks to Proposition 5, there exists η1 = O
(√
1
Λ
(1)
n
∨ 1
Λ
(2)
n
)
such that
F?(δ) ⊂ Ttyp(η1). Hence, from (47) in Lemma 19, for all τ ∈ F?(δ), on Ωgood∣∣∣Kµ̂(P̂τ , Pτ )−Kµτ (Pτ , P̂τ )∣∣∣ ≤ O(η1)Kµτ (Pτ , P̂τ ) .
In addition, on Ωmis, we have
L(Pτ )− L(Pτo) ≤ uKµ(P, P˜τ ) + vKµ(P, P˜τo) .
Hence, the equation Crit(τ̂) ≤ Crit(τo) implies, with the conditions on the
penalty
(1− u)Kµ(P, P τ ) + (1 + r1 − u− η1)Kµτ̂ (Pτ̂ , P̂τ̂ )
≤ (1 + v)Kµ(P, P τ ) + (1 + r2 + v + η1)Kµτ̂ (Pτ̂ , P̂τ̂ ) .
APPENDIX B: PROOFS IN THE MIXING CASE
B.1. Proof of Theorem 10. Let us write t = pnrn + un, with 0 ≤
un < rn. Let us now denote, for all k = 1, . . . , pn, the set Ipn+1−k defined as:
• Ipn+1−k = {1 ∨ [ t− dn − krn + 1] , . . . , t− (k − 1)rn } if k ≤ pn;
• Ipn+1−k = {1, . . . , un } if k = pn + 1 and un ≥ dn;
• Ipn+1−k = ∅ if k = pn + 1 and un < dn.
Let h1 = 1un≥dn , kn = b(pn − 1 + h1)/2c, `n = b(pn − 2 + h1)/2c. We
apply Lemma 21 to the process (Xi)i∈Z and to the sets (Jk)k=1,...,kn and
(J ′k)k=1,...,`n where, for all k = 0, . . . , kn, Jk = I1−h1+2k and, for all k =
0, . . . , `n, J
′
k = I2−h1+2k. We obtain the random variables (Yi)i∈∪knk=0Jk
and
(Y ′i )i∈∪`nk=0J ′k
such that,
1. for all k = 0, . . . , kn, (Yi)i∈Jk has the same distribution as (Xi)i∈Jk and,
for all k = 0, . . . , `n, (Y
′
i )i∈J ′k has the same distribution as (Xi)i∈J ′k
2. for all k = 1, . . . , kn, (Yi)i∈Jk is independent of (Xi, Yi)i∈∪t≤k−1Jt and,
for all k = 1, . . . , `n, (Y
′
i )i∈J ′k is independent of (Xi, Yi)i∈∪t≤k−1J ′t ,
3. for every k = 0, . . . , kn, P {(Xi)i∈Jk 6= (Yi)i∈Jk } ≤ (rn + dn)βqn and,
for every k = 0, . . . , `n, P
{
(Xi)i∈J ′k 6= (Y ′i )i∈J ′k
}
≤ (rn + dn)βqn .
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Let Ωcoup be the following set
(27) Ωcoup =
{
∀k = 0, . . . , kn, (Xi)i∈Jk = (Yi)i∈Jk
and ∀k = 0, . . . , `n, (Xi)i∈J ′k = (Y
′
i )i∈J ′k
}
.
It comes from point 3 that P
{
Ωccoup
} ≤ (kn + `n + 2)(rn +dn)βqn ≤ 2n2βqn .
Let now ω ∈ A(dn+1) such that µ(ω) 6= 0. For every k ≤ t, let
Zk =
1Xk
k−|ω|+1=ω
− µ(ω)√
µ(ω)
.
Let also, if ∃k ∈ {0, . . . , `n } : { i− |ω|+ 1, . . . , i} ⊂ J ′k
Z ′i =
1(Y ′)i
i−|ω|+1=ω
− µ(ω)√
µ(ω)
,
otherwise, let
Z ′i =
1Y i
i−|ω|+1=ω
− µ(ω)√
µ(ω)
.
For k = 1− h1, . . . , pn, Ik = Ik ∩ {|ω| , . . . , t}. On Ωcoup, we have
t∑
i=|ω|
Zi =
pn∑
k=1−h1
∑
i∈Ik
Zi =
pn∑
k=1−h1
∑
i∈Ik
Z ′i .
Hence, for all x > 0, ν ∈ (0, 1), a union bound gives
(28) P

∣∣∣∣∣∣
t∑
i=|ω|
Zi
∣∣∣∣∣∣ > x ∩ Ωcoup
 = P

∣∣∣∣∣∣
kn∑
k=0
∑
i∈I1−h1+2k
Z ′i
∣∣∣∣∣∣ > νx ∩ Ωcoup

+ P

∣∣∣∣∣∣
`n∑
k=0
∑
i∈I2−h1+2k
Z ′i
∣∣∣∣∣∣ > (1− ν)x ∩ Ωcoup

≤ P

∣∣∣∣∣∣
kn∑
k=0
∑
i∈I1−h1+2k
Z ′i
∣∣∣∣∣∣ > νx
+ P

∣∣∣∣∣∣
`n∑
k=0
∑
i∈I2−h1+2k
Z ′i
∣∣∣∣∣∣ > (1− ν)x
 .
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By construction, (
∑
i∈I1−h1+2k Z
′
i)k=0,...,kn and (
∑
i∈I2−h1+2k Z
′
i)k=0,...,`n are
independent and upper bounded by (dn + rn)/
√
µ(ω). Let
σ21 =
kn∑
k=0
Var
 ∑
i∈I1−h1+2k
Zi
 , σ22 = `n∑
k=0
Var
 ∑
i∈I2−h1+2k
Zi
 .
From Lemma 20, we have
σ21 ≤ 2
(
Φ +
1
λ− 1
)
µ(ω)
kn∑
k=0
Card {I1−h1+2k } ,
σ22 ≤ 2
(
Φ +
1
λ− 1
)
µ(ω)
`n∑
k=0
Card {I2−h1+2k } .
Therefore, for L = 2
√
Φ + (λ− 1)−1,
n1 =
kn∑
k=0
Card {I1−h1+2k } and n2 =
`n∑
k=0
Card {I2−h1+2k } ,
Benett’s inequality (see Lemma 25) yields that for all y > 0,
P

∣∣∣∣∣∣
kn∑
k=0
∑
i∈I1−h1+2k
Z ′i
∣∣∣∣∣∣ > L√n1y + (dn + rn)y3√µ(ω)
 ≤ 2e−y,
P

∣∣∣∣∣∣
`n∑
k=0
∑
i∈I2−h1+2k
Z ′i
∣∣∣∣∣∣ > L√n2y + (dn + rn)y3√µ(ω)
 ≤ 2e−y .
In (28), we choose
x = L (
√
n1 +
√
n2 )
√
y +
(dn + rn)y
3(ν ∧ (1− ν))√µ(ω) , ν =
√
n1√
n1 +
√
n2
We have
√
n1 +
√
n2 ≤ 2
√
t− |ω|+ 1 and
n1 ∧ n2
n1 + n2
≥ pn − 3 + h1
2pn − 3 + h1 ≥
pn − 1− 2
2(pn − 1) ≥
1
2
− 1
pn − 1 ≥
1
6
.
Hence, (ν ∧ (1 − ν)) ≥ √(n1 ∧ n2)/(n1 + n2) ≥ 1/3 and we have obtained
that, for all y > 0,
P

∣∣∣∣∣∣
t∑
i=|ω|
Zi
∣∣∣∣∣∣ > 2L√n− |ω|+ 1√y + (dn + rn)y√µ(ω) ∩ Ωcoup
 ≤ 4e−y .
This result can be rewritten as (17).
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B.2. A complement for slope heuristic in the mixing case.
Proposition 12. Let (Xn)n∈Z be a φ-mixing process satisfying (MC),
(ND) and (GMC).
F (n)? =
{
ω ∈ F , : ∀a ∈ A, (n− |ω|+ 1)µ̂n(ωa) ∈ {0} ∪
[
(lnn)4,+∞[} .
Let τ ≺ τ? be two trees in F (n)? . For any k ≥ dn + 1, let us define
Zk =
∑
(ω,a)∈τ?×A
1Xk
k−|ω|=ωa
− µ(ωa)
n− |ω| ln
(
Pτ?(a|ω)
Pτ (a|ωτ )
)
.
Let Ωcoup be the event defined in (27). For any x > 0,  ∈ (0, 1), let dn =
log n,
P

∣∣∣∣∣∣
n∑
k=dn+1
Zk
∣∣∣∣∣∣ > Kµτ? (Pτ? , Pτ ) + L
−1L(τ,τ?)? ∨ (lnn)2
(n− dn) x

≤ P{Ωccoup}+ 2e−x .
Remark 15.
∑n
k=dn+1
Zk is essentially equal to L(Pτ?)−L(Pτ ). Propo-
sition 12 and a union bound state then that, in the mixing case, the event
Ωmis defined in Theorem 9 holds if F (n)? is contained in a fixed set of trees
with cardinality polynomial in n.
Proof. Let us keep the notation of the proof of Theorem 10.
If ∃j ∈ {0, . . . , `n } : {k − dn + 1, . . . , k} ⊂ J ′j , let
Z ′k =
∑
(ω,a)∈τ?×A
1(Y ′)k
k−|ω|=ωa
− µ(ωa)
n− |ω| ln
(
Pτ?(a|ω)
Pτ (a|ωτ )
)
,
Otherwise, let
Z ′k =
∑
(ω,a)∈τ?×A
1Y k
k−|ω|=ωa
− µ(ωa)
n− |ω| ln
(
Pτ?(a|ω)
Pτ (a|ωτ )
)
.
For any j = 0, . . . , κn, we denote by Ij the set of values of k such that
{k − dn + 1, . . . , k} ⊂ Jj and, for any j = 0, . . . , `n, by I ′j the set of k such
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that {k − dn + 1, . . . , k} ⊂ J ′j . For any x > 0 and ν ∈ (0, 1), we have
P

∣∣∣∣∣∣
n∑
k=dn+1
Zk
∣∣∣∣∣∣ > x
 ≤ P{Ωccoup}+ P

∣∣∣∣∣∣
κn∑
j=0
∑
k∈Ij
Zk
∣∣∣∣∣∣ > νx ∩ Ωcoup

+ P

∣∣∣∣∣∣
`n∑
j=0
∑
k∈I′j
Zk
∣∣∣∣∣∣ > (1− ν)x ∩ Ωcoup

≤ P{Ωccoup}+P

∣∣∣∣∣∣
κn∑
j=0
∑
k∈Ij
Z ′k
∣∣∣∣∣∣ > νx
+P

∣∣∣∣∣∣
`n∑
j=0
∑
k∈I′j
Z ′k
∣∣∣∣∣∣ > (1− ν)x
 .
The random variables (
∑
k∈Ij Z
′
k)j=0,...,κn and (
∑
k∈I′j Z
′
k)j=0,...,`n are in-
dependent by construction. Therefore, Benett’s inequality yields, for any
x > 0,
(29) P

∣∣∣∣∣∣
κn∑
j=0
∑
k∈Ij
Z ′k
∣∣∣∣∣∣ >
√
2σ21x+
bx
3
 ≤ 2e−x .
In the previous inequality,
σ21 ≥
κn∑
j=1
Var
∑
k∈Ij
Zk
 and b ≥ max
j=1,...,κn
∥∥∥∥∥∥
∑
k∈Ij
Z ′k
∥∥∥∥∥∥
∞
.
The typicality property implies that, for n large enough,∥∥∥∥∥∥
∑
k∈Ij
Z ′k
∥∥∥∥∥∥
∞
≤ max
(ω,a)∈τ?×A:P (a|ω)6=0
rn + dn
n− dn ln
(
1
P (a|ω)
)
≤ (rn + dn) ln(2n)
n− dn .(30)
Moreover, for any u ≥ dn + 1, by stationarity of Xn1 ,
Var
∑
k∈Ij
Zk
 = ∑
k∈Ij
Var(Zk) +
∑
k 6=k′∈Ij
Cov(Zk, Zk′)
= Card {Ij }Var(Zu) + 2
u+rn∑
k=u+1
(rn + u− k + 1)Cov (Zu, Zk ) .
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We have
Var(Zu) ≤ E
 ∑
(ω,a)∈τ?×A
1Xk
k−|ω|=ωa
n− |ω| ln
(
Pτ?(a|ω)
Pτ (a|ωτ )
)2
≤
∑
(ω,a)∈τ?×A
(
ln
(
Pτ?(a|ω)
Pτ (a|ωτ )
))2 µ(ωa)
(n− dn)2
≤ L(τ,τ?)?
∑
ω∈τ?
µ(ω)
(n− dn)2
∑
a∈A
Pτ?(a|ω) ∧ Pτ (a|ωτ )
(
ln
(
Pτ?(a|ω)
Pτ (a|ωτ )
))2
.
Lemma 23 gives
(31) Var(Zu) ≤ L
(τ,τ?)
?
(n− dn)2Kµτ? (Pτ? , Pτ ) .
In addition, using Lemma 20, we get, for
m+(u, k) = max
ω∈τ?
{√
φk−u−|ω|+11k−u−|ω|+1≥0 + λk−u1k−u−|ω|+1<0
}
,
(n−dn)2Cov (Zu, Zk )(32)
≤
∑
{ (ω,a),(ω′,a′)}∈(τ?×A)2
∣∣∣∣ln( Pτ?(a|ω)Pτ (a|ωτ )
)∣∣∣∣ ∣∣∣∣ln( Pτ?(a′|ω′)Pτ (a′|ω′τ )
)∣∣∣∣
×
∣∣∣Cov (1Xu
u−|ω′|=ω
′a,1Xk
k−|ω|=ωa
)∣∣∣(33)
≤ m+(u, k)
 ∑
(ω,a)∈τ?×A
√
µ(ωa)
∣∣∣∣ln( Pτ?(a|ω)Pτ (a|ωτ )
)∣∣∣∣
2 .
The Cauchy-Schwarz inequality yields ∑
(ω,a)∈τ?×A
√
µ(ωa)
∣∣∣∣ln( Pτ?(a|ω)Pτ (a|ωτ )
)∣∣∣∣)2
≤ N(τ?)|A|
∑
ω∈τ?
µ(ω)
∑
a∈A
Pτ?(a|ω)
(
ln
(
Pτ?(a|ω)
Pτ (a|ωτ )
))2
≤ L(τ,τ?)? N(τ?)|A|
∑
ω∈τ?
µ(ω)
∑
a∈A
Pτ?(a|ω) ∧ Pτ (a|ωτ )
(
ln
(
Pτ?(a|ω)
Pτ (a|ωτ )
))2
.
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Using Lemma 23, ∑
(ω,a)∈τ?×A
√
µ(ωa)
∣∣∣∣ln( Pτ?(a|ω)Pτ (a|ωτ )
)∣∣∣∣
2 ≤ L(τ,τ?)? N(τ?)|A|Kµτ? (Pτ? , Pτ ) .
Plugging this inequality in (32) gives
Cov (Zu, Zk ) ≤ m+(u, k)L(τ,τ?)? N(τ?)|A|
(n− dn)2Kµτ? (Pτ? , Pτ ) .
As |ω| ≤ dn, we have, under (GMC), m+(u, k) ≤
(
Lmixe
γmixdn ∨ 1) (λ ∨
e−γmix)k−u.
We always also have the basic inequality
Cov (Zu, Zk ) ≤ Var (Zu ) ≤ L
(τ,τ?)
?
(n− dn)2Kµτ? (Pτ? , Pτ ) .
Therefore
Var
∑
k∈Ij
Zk
 = Card {Ij }Var(Zu)
+ 2
u+rn∑
k=u+1
(rn + u− k + 1)Cov (Zu, Zk )
≤ 2L
(τ,τ?)(rn+dn)
?
(n− dn)2 Kµτ? (Pτ? , Pτ )
×
∞∑
k=0
(
1 ∧
{
N(τ?)|A|
(
Lmixe
γmixdn ∨ 1
)
(λ ∨ e−γmix)k
})
.
As N(τ?) ≤ n and eγmixdn ≤ nγmix/ ln(|A|), we can cut the separate between
the k ≤ ln (n1+γmix/ ln(|A|) ) / ln(λ∨e−γmix) and the k > ln (n1+γmix/ ln(|A|) ) / ln(λ∨
e−γmix), and we obtain that there exists a constant L := L(Lmix, γmix, |A|, λ)
such that
Var
∑
k∈Ij
Zk
 ≤ Lrn L(τ,τ?)?
(n− dn)2Kµτ? (Pτ? , Pτ )
Plugging this inequality and (30) in (29) gives
P

∣∣∣∣∣∣
κn∑
j=0
∑
k∈Ij
Z ′k
∣∣∣∣∣∣ >
√
Lκnrn
L
(τ,τ?)
?
(n− dn)2Kµτ? (Pτ? , Pτ )x+
rn ln(2n)
n− dn
x
3

≤ 2e−x .
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Using the basic inequality 2ab ≤ a2 + −1b2, we finally get
P

∣∣∣∣∣∣
κn∑
j=0
∑
k∈Ij
Z ′k
∣∣∣∣∣∣ > 2Kµτ? (Pτ? , Pτ ) + L
−1L(τ,τ?)? ∨ (lnn)2
(n− dn) x
 ≤ 2e−x .
The same control holds for
∣∣∣∑`nj=0∑k∈I′j Z ′k∣∣∣, hence
P

∣∣∣∣∣∣
n∑
k=dn+1
Zk
∣∣∣∣∣∣ > Kµτ? (Pτ? , Pτ ) + L
−1L(τ,τ?)? ∨ (lnn)2
(n− dn) x

≤ P{Ωccoup}+ 2e−x .
APPENDIX C: LINKS WITH CONTINUITY RATES
C.1. Control of the bias with the continuity rates. An important
tool in the theory of chains of infinite order is the continuity rates defined,
∀(a−1−∞, a, k) ∈ A−N ×A× N∗, by
k(a
−1
−∞a) := sup
(b−k−1−∞ ,c
−k−1
−∞ )∈(A−N)2
∣∣∣P (a|b−k−1−∞ a−1−k)− P (a|c−k−1−∞ a−1−k)∣∣∣ .
Let us remark that, for all (a−1−∞, a, k) ∈ A−N × A × N∗, k(a−1−∞a) only
depends on (a−1−k, a), therefore, we will also use the following notation
∀(a−1−∞, ω, a) ∈ A−N ×A∗ ×A, (ω, a) := |ω|(a−1−∞ω, a) .
These continuity rates can be used to upper bound the bias term of the risk.
In order to see this, we introduce the following definition
∀τ ∈ T , ‖‖2τ :=
∫
A−N
dµ(ω)
∑
a∈A
|ωτ |(ωa)
2 .
Proposition 13. Let τ be a finite context tree, let η ∈ (0, e−1) and let
Ωη =
{
ω ∈ A−N : ∃a ∈ A, P τ (a|ω) < η
}
.
Then,
(34) Kµ
(
P, P τ
) ≤ ‖‖2τ
η
+ |A|η ln
(
1
η
)
µ (Ωη ) .
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Proposition (13) can be used under the following assumption
(GC) ∃K? > 0 : ∀(ω, a) ∈ A−N ×A, P (a|ω) ≥ 1
K?
.
In that case, Ωη = ∅ for all η < K−1? , hence (34) yields
Kµ
(
P, P τ
) ≤ K? ‖‖2τ .
If, on the other hand, µ(Ωη) > 0 for all η > 0, we can choose
η = ‖‖τ
(
µ
(
Ω‖‖τ
))−1/2
and get an absolute constant C such that, for all r ∈ (0, 1),
Kµ
(
P, P τ
) ≤ C
r
(
‖‖τ
√
µ
(
Ω‖‖τ
))1−r
.
Proof. By definition, for all (ω, a) ∈ A−N ×A,
(35)
∣∣P (a|ω)− P τ (a|ω)∣∣ ≤ |ωτ |(ωa) .
In addition, we have
(36) Kµ
(
P, P τ
)
=
∫
A−N×A
dµ(ω)P (a|ω) ln
(
P (a|ω)
P τ (a|ω)
)
.
Let η ∈ (0, e−1) and let
Ω1,η =
{
(ω, a) ∈ A−N ×A : P τ (a|ω) ≥ η
}
,
Ω2,η =
{
(ω, a) /∈ Ω1,η : P τ (a|ω) < P (a|ω)
}
,
Ω3,η = {(ω, a) ∈ τ ×A : Pτ (a|ω) < η} .
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From (36), we have
Kµ
(
P, P τ
)
=
(∫
Ω1,η
+
∫
Ωc1,η
)
dµ(ω)P (a|ω) ln
(
P (a|ω)
P τ (a|ω)
)
≤
(∫
Ω1,η
+
∫
Ω2,η
)
dµ(ω)P (a|ω) ln
(
P (a|ω)
P τ (a|ω)
)
≤
∫
Ω1,η
dµ(ω)P (a|ω) ln
(
P (a|ω)
P τ (a|ω)
)
+
∫
Ω2,η
dµ(ω)P (a|ω) ln
(
1
P τ (a|ω)
)
≤
∫
Ω1,η
dµ(ω)P (a|ω) ln
(
P (a|ω)
P τ (a|ω)
)
+
∑
(ω,a)∈Ω3,η
µτ (ω)Pτ (a|ω) ln
(
1
Pτ (a|ω)
)
.
We use the bound
∀x ≤ η, x ln
(
1
x
)
≤ η ln
(
1
η
)
.
We obtain∑
(ω,a)∈Ω3,η
µτ (ω)Pτ (a|ω) ln
(
1
Pτ (a|ω)
)
≤ |A|η ln
(
1
η
)
µ {Ωη } .
In addition, since Ω1,η does not depend on the pasts before τ , µ(Ω1,η) =
µτ (Ω1,η) and, using that ∀x > 0, ln(x) ≤ x− 1, we obtain∫
Ω1,η
dµ(ω)P (a|ω) ln
(
P (a|ω)
P τ (a|ω)
)
=
∫
Ω1,η
dµ(ω)
(
P (a|ω)− P τ (a|ω) + P τ (a|ω)
)( P (a|ω)− P τ (a|ω)
P τ (a|ω)
)
≤ 1
η
∫
AN
dµ(ω)
∑
a∈A
(
P (a|ω)− P τ (a|ω)
)2
+ µ(Ω1,η)− µτ (Ω1,η)
≤ 1
η
∫
AN
dµ(ω)
∑
a∈A
|ωτ |(ωa)
2 =
‖‖2τ
η
.
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C.2. Mixing properties and continuity rates. φ-mixing conditions
can also be deduced from continuity. In order to see that, let us recall the
following equivalent definition of φ-mixing coefficient (see [11] prop 3.22)
φ(k) = sup
s∈N
sup
E∈As
∥∥∥P (Xk+sk ∈ E|σ(X0−∞))− P (E)∥∥∥∞ .
Let us introduce the following assumptions.
(EC) ∃(C,α) ∈ (R∗+) > 0 : ∀` > 0, 1− inf
ω′∈A`
∑
a∈A
inf
ω∈A−N
P (a|ωω′) ≤ Ce−α`
(RC) ∃pmin > 0 : ∀(a, ω) ∈ A×A−N, P (a|ω) > 0 .
From Theorem 4.1 and Corollary 4.1 in [16], under assumptions (EC) and
(RC), there exists Ci > 0, αi > 0 such that
sup
s∈N
sup
E∈As
∥∥∥P (Xk+sk+1 ∈ E|σ(X0−∞))− P (E)∥∥∥∞
≤ 2Ci
∞∑
j=0
e−αi(k+j) ≤ 2Ci
1− e−αi e
−αik .
Let then ‖‖k,∞ = sup(ω,a)∈A−N×A k(ω, a). It is clear that
1− inf
ω′∈Ak
∑
a∈A
inf
ω∈A−N
P (a|ωω′) ≤ ‖‖k,∞ .
Therefore, we have proved the following proposition.
Proposition 14. Every stationary ergodic process satisfying (RC) and
such that ‖‖k,∞ decreases exponentially satisfies Assumption (GMC).
APPENDIX D: TECHNICAL TOOLS
In the main proofs, we used the following lemmas.
D.1. Decomposition of the risk.
Lemma 15. For all τ ∈ F ,∫
A−N×A
dµ(ωa) ln (P (a|ω)) +
∑
(ω,a)∈τ×A
µ̂n(ωa) ln
(
1
P̂τ (a|ω)
)
= Kµ(P, P τ )−Kµ̂(P̂τ , Pτ ) + L(Pτ ) ,
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where
L(Pτ ) :=
∑
(ω,a)∈τ×A
(µ̂n(ωa)− µ(ωa)) ln
(
1
Pτ (a|ω)
)
.
Proof.∫
A−N×A
dµ(ωa) ln (P (a|ω)) +
∑
(ω,a)∈τ×A
µ̂n(ωa) ln
(
1
P̂τ (a|ω)
)
= Kµ(P, P τ )−
∑
(ω,a)∈τ×A
µ(ωa) ln
(
1
Pτ (a|ω)
)
+
∑
(ω,a)∈τ×A
µ̂n(ωa) ln
(
1
P̂τ (a|ω)
)
= Kµ(P, P τ ) + L(Pτ ) +
∑
(ω,a)∈τ×A
µ̂n(ωa) ln
(
Pτ (a|ω)
P̂τ (a|ω)
)
= Kµ(P, P τ ) + L(Pτ )−Kµ̂(P̂τ , Pτ ) .
D.2. Control of L(Pτ )− L(Pτ ′).
Lemma 16. For all (τ, τ ′) ∈ F2, let T (τ, τ ′) be the unique tree satisfying
the following conditions.
1. τ ≺ T (τ, τ ′) and τ ′ ≺ T (τ, τ ′).
2. T (τ, τ ′) ⊂ τ ∪ τ ′.
Then,
L(Pτ )− L(Pτ ′) =
∑
(ω,a)∈T (τ,τ ′)×A
(µ̂n(ωa)− µ(ωa)) ln
(
Pτ ′(a|ωτ ′)
Pτ (a|ωτ )
)
.
Proof. The result follows from the following remark. Let τ ∈ F and let
τ be any element of F such that τ ≺ τ . As µ and µ̂ are probability measures,
we have
L(Pτ ) =
∑
(ω,a)∈τ×A
(µ̂n(ωa)− µ(ωa)) ln
(
1
Pτ (a|ωτ )
)
.
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Lemma 17. Let (τ, τ ′) ∈ F2 and let T (τ, τ ′) be the associated tree defined
in Lemma 16. Let
η = max
ω∈T (τ,τ ′),µ(ω)6=0
{ |µ̂n(ω)− µ(ω)|
µ(ω)
}
L
(τ,τ ′)
? = max
(ω,a)∈T (τ,τ ′)×A, Pτ (a|ωτ )∧Pτ ′ (a|ωτ ′ )6=0
{
Pτ (a|ωτ ) ∨ Pτ ′(a|ωτ ′)
Pτ (a|ωτ ) ∧ Pτ ′(a|ωτ ′)
}
.
Then, for all  > 0
L(Pτ )− L(Pτ ′) ≤(+O(η))
(
Kµ(P, P τ ) +Kµ(P, P τ ′)
)
+ (1 +O(η))
L
(τ,τ ′)
?

(
Kµτ (Pτ , P̂τ ) +Kµτ ′ (Pτ ′ , P̂τ ′)
)
.
Proof. From Lemma 16, we have
L(Pτ )− L(Pτ ′) =∑
ω∈T (τ,τ ′)
(µ̂n−1(ω)− µ(ω))
∑
a∈A
PT (τ,τ ′)(a|ω) ln
(
PT (τ,τ ′)(a|ω)
Pτ (a|ωτ )
)
+
∑
ω∈T (τ,τ ′)
(µ(ω)− µ̂n−1(ω))
∑
a∈A
PT (τ,τ ′)(a|ω) ln
(
PT (τ,τ ′)(a|ω)
Pτ ′(a|ωτ ′)
)
+
∑
ω∈T (τ,τ ′)
µ̂n−1(ω)
∑
a∈A
(PT (τ,τ ′)(a|ω)− P̂ (a|ω)) ln
(
Pτ ′(a|ωτ ′)
Pτ (a|ωτ )
)
.(37)
We have, for τ∗ = τ or τ ′∣∣∣∣∣∣
∑
ω∈T (τ,τ ′)
(µ̂n−1(ω)− µ(ω))
∑
a∈A
PT (τ,τ ′)(a|ω) ln
(
PT (τ,τ ′)(a|ω)
Pτ (a|ωτ∗)
)∣∣∣∣∣∣ ≤
η
∑
ω∈T (τ,τ ′)
µ(ω)
∑
a∈A
PT (τ,τ ′)(a|ω) ln
(
PT (τ,τ ′)(a|ω)
Pτ (a|ωτ∗)
)
= ηKµT (τ,τ ′)(PT (τ,τ ′), Pτ∗)(38)
Hence, in (37), we have∑
ω∈T (τ,τ ′)
(µ̂n−1(ω)− µ(ω))
∑
a∈A
PT (τ,τ ′)(a|ω) ln
(
PT (τ,τ ′)(a|ω)
Pτ (a|ωτ )
)
+
∑
ω∈T (τ,τ ′)
(µ(ω)− µ̂n−1(ω))
∑
a∈A
PT (τ,τ ′)(a|ω) ln
(
PT (τ,τ ′)(a|ω)
Pτ ′(a|ωτ ′)
)
≤ η (Kµ(P, P τ ) +Kµ(P, P τ ′)) .
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Moreover, ∑
ω∈T (τ,τ ′)
µ̂n−1(ω)
∑
a∈A
(PT (τ,τ ′)(a|ω)− P̂ (a|ω)) ln
(
Pτ ′(a|ωτ ′)
Pτ (a|ωτ )
)
=
∑
ω∈T (τ,τ ′)
µ̂n−1(ω)
∑
a∈A
(PT (τ,τ ′)(a|ω)− P̂ (a|ω))(39)
×
(
ln
(
PT (τ,τ ′)(a|ω)
Pτ (a|ωτ )
)
− ln
(
PT (τ,τ ′)(a|ω)
Pτ ′(a|ωτ ′)
))
(40)
By Cauchy-Schwarz inequality, we have, for τ∗ = τ or τ ′,
∑
a∈A
(PT (τ,τ ′)(a|ω)− P̂ (a|ω)) ln
(
PT (τ,τ ′)(a|ω)
Pτ∗(a|ωτ∗)
)
≤
√√√√∑
a∈A
(PT (τ,τ ′)(a|ω)− P̂ (a|ω))2
PT (τ,τ ′)(a|ω)
∑
a∈A
PT (τ,τ ′)(a|ω)
(
ln
(
PT (τ,τ ′)(a|ω)
Pτ∗(a|ωτ∗)
))2
.
(41)
Since T (τ, τ ′) ⊂ τ ∪ τ ′, we have
∑
a∈A
(PT (τ,τ ′)(a|ω)− P̂ (a|ω))2
PT (τ,τ ′)(a|ω)
≤
∑
a∈A
(Pτ (a|ω)− P̂ (a|ω))2
Pτ (a|ω) +
∑
a∈A
(Pτ ′(a|ω)− P̂ (a|ω))2
Pτ ′(a|ω) .
From (48), (49) and (50) in the proof of Lemma 19, we have, for τ∗ = τ or
τ ′
∑
a∈A
(Pτ∗(a|ω)− P̂ (a|ω))2
Pτ∗(a|ω) ≤ 2(1 +O(η))
∑
a∈A
Pτ∗(a|ω) ln
(
Pτ∗(a|ω)
P̂τ∗(a|ω)
)
.
In addition, since T (τ, τ ′) ⊂ τ ∪ τ ′, for τ∗ = τ or τ ′, we have
∑
a∈A
PT (τ,τ ′)(a|ω)
(
ln
(
PT (τ,τ ′)(a|ω)
Pτ∗(a|ωτ∗)
))2
≤ L(τ,τ ′)?
∑
a∈A
(
PT (τ,τ ′)(a|ω) ∧ Pτ∗(a|ωτ∗)
)(
ln
(
PT (τ,τ ′)(a|ω)
Pτ∗(a|ωτ∗)
))2
.
44 M. LERASLE AND A. GARIVIER
From Lemma 23, we obtain
∑
a∈A
PT (τ,τ ′)(a|ω)
(
ln
(
PT (τ,τ ′)(a|ω)
Pτ∗(a|ωτ∗)
))2
≤ 2L(τ,τ ′)?
∑
a∈A
PT (τ,τ ′)(a|ω) ln
(
PT (τ,τ ′)(a|ω)
Pτ∗(a|ωτ∗)
)
.
From (39) and (41), for all  > 0, we have therefore,∑
ω∈T (τ,τ ′)
µ̂n−1(ω)
∑
a∈A
(PT (τ,τ ′)(a|ω)− P̂ (a|ω)) ln
(
Pτ ′(a|ωτ ′)
Pτ (a|ωτ )
)
≤  (Kµ(P, P τ ) +Kµ(P, P τ ′))
+ (1 +O(η))
L
(τ,τ ′)
?

(
Kµτ (Pτ , P̂τ ) +Kµτ ′ (Pτ ′ , P̂τ ′)
)
.
D.3. Upper bounds on Kµτ , Kµ̂.
Lemma 18. Let (Xn)n∈Z be a stationary ergodic process satisfying as-
sumption (CC). Let δ > 0 and let F (n)? (δ) and F?(δ) be the sets defined
in (6) and (7) respectively. Let Ttyp(η) be the set defined in (4) and let
Ωgood be the event (5). Then, on Ωgood, for all τ ∈ F (n)? (δ), there exists
η = O
(√
1
Λ
(1)
n
∨ 1
Λ
(2)
n
)
such that
Kµτ (Pτ , P̂τ ) ≤ (3 + η )
(
√
ρn +
√
%n
Λ
(2)
n
)2 ∑
(ω,a)∈τ×A
ln
(
1
pi(ωa)δ
)
.(42)
Kµ̂(P̂τ , Pτ ) ≤ (3 + η )
(
√
ρn +
√
%n
Λ
(2)
n
)2 ∑
(ω,a)∈τ×A
ln
(
1
pi(ωa)δ
)
.(43)
Proof. It comes from Lemma 19 that, for some η = O
(√
1
Λ
(1)
n
∨ 1
Λ
(2)
n
)
,
(44) Kµ(P τ , P˜τ ) ≤
(1 + η )
∑
(ω,a)∈τ×A,µ(ωa) 6=0
( µ̂n(ωa)− µ(ωa))2 + 2 ( µ̂n−1(ω)− µ(ω))2
µ(ω)
.
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By Proposition 5, F (n)? (δ) ⊂ F?(δ), hence, µ(ωa) ≥ Λ(2)n %n ln(1/(pi(ωa)δ)).
Thus√
ρnµ(ωa) ln
(
1
pi(ωa)δ
)
+ %n ln
(
1
pi(ωa)δ
)
≤
(
√
ρn +
√
%n
Λ
(2)
n
)√
µ(ωa) ln
(
1
pi(ωa)δ
)
.
We obtain in the same way that√
ρnµ(ω) ln
(
1
pi(ω)δ
)
+ %n ln
(
1
pi(ω)δ
)
≤
(
√
ρn +
√
%n
Λ
(2)
n
)√
µ(ω) ln
(
1
pi(ω)δ
)
.
We deduce from assumption (CC) that
( µ̂n(ωa)− µ(ωa))2 + 2 ( µ̂n−1(ω)− µ(ω))2
µ(ω)
≤ (2 + P (a|ω))
(
√
ρn +
√
%n
Λ
(2)
n
)2
ln
(
1
pi(ωa)δ
)
.
Plugging this last inequality in (44) yields (42). (43) is obtained with the
same inequality since, from Lemma 19 we have for η = O
(√
1
Λ
(1)
n
∨ 1
Λ
(2)
n
)
,
Kµ̂(P˜τ , P τ )
≤ (1 + η )
∑
(ω,a)∈τ×A,µ(ωa) 6=0
( µ̂n(ωa)− µ(ωa))2 + 2 ( µ̂n−1(ω)− µ(ω))2
µ(ω)
.
D.4. Consequences of typicality.
Lemma 19. Let η < 1/3 and let τ ⊂ Ttyp(η). We have
(45) Kµτ (Pτ , P̂τ )
≤
(
1
2
+
2η
3(1− 3η)
) ∑
(ω,a)∈τ×A, µ(ωa)6=0
µ(ω)
(
Pτ (a|ω)− P̂ (a|ω)
)2
Pτ (a|ω) .
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Moreover, if we denote by
Kµ̂(P̂τ , Pτ ) :=
∑
(ω,a)∈τ×A
µ̂n(ωa) ln
(
P̂τ (a|ω)
Pτ (a|ω)
)
,
we have
(46) Kµ̂(P̂τ , Pτ )
≤
(
1
2
+
2η
3(1− 3η)
) ∑
(ω,a)∈τ×A, µ̂n(ωa) 6=0
µ̂n−1(ω)
(
Pτ (a|ω)− P̂ (a|ω)
)2
P̂τ (a|ω)
.
In addition, if η → 0,
(47)
∣∣∣Kµτ (Pτ , P̂τ )−Kµ̂(P̂τ , Pτ )∣∣∣ = O(η)Kµτ (Pτ , P̂τ ) .
Finally, for all (ω, a) ∈ τ ×A, : µ(ωa) 6= 0,
µ(ω)
(
Pτ (a|ω)− P̂ (a|ω)
)2
Pτ (a|ω) ≤ 2
(µ̂n(ωa)− µ(ωa))2
µ(ω)
+ 4
(µ̂n−1(ω)− µ(ω))2
µ(ω)
.
For all (ω, a) ∈ τ ×A, : µ̂n(ωa) 6= 0,
µ̂n(ω)
(
Pτ (a|ω)− P̂ (a|ω)
)2
P̂τ (a|ω)
≤ 2(µ̂n(ωa)− µ(ωa))
2
µ(ω)
+4
(µ̂n−1(ω)− µ(ω))2
µ(ω)
.
Proof. Let us first remark that, for all ω in τ such that µ(ωa) 6= 0, we
have,
(48)∣∣∣∣∣ P̂τ (a|ω)− Pτ (a|ω)Pτ (a|ω)
∣∣∣∣∣ ≤ 2η1− η < 1,
∣∣∣∣∣ P̂τ (a|ω)− Pτ (a|ω)P̂τ (a|ω)
∣∣∣∣∣ ≤ 2η1− η < 1 .
In addition, for all η′ < 1, for all u ≤ η′, we have
(49)
∣∣∣∣− ln(1− u)− u− u22
∣∣∣∣ ≤ u2 η′3(1− η′)
(45), (46) and (47) follow, plugging (48) and (49) in (50) and (51), where,
ORACLE APPROACH IN CONTEXT TREE ESTIMATION 47
for u = Pτ (a|ω)−P̂ (a|ω)Pτ (a|ω) ,
Kµτ (Pτ , P̂τ )−
∑
(ω,a)∈τ×A, µ(ωa)6=0
µ(ω)
(P̂ (a|ω)− Pτ (a|ω))2
Pτ (a|ω)
:=
∑
(ω,a)∈τ×A
µ(ωa) ln
(
Pτ (a|ω)
P̂ (a|ω)
)
−
∑
(ω,a)∈τ×A, µ(ωa)6=0
µ(ω)
(P̂ (a|ω)− Pτ (a|ω))2
Pτ (a|ω)
=
∑
(ω,a)∈τ×A, µ(ωa) 6=0
µ(ωa)
(
− ln (1− u)− u− (u)2
)
.(50)
And, for u = P̂τ (a|ω)−P (a|ω)
P̂τ (a|ω) ,
Kµ̂(P̂τ , Pτ )−
∑
(ω,a)∈τ×A, µ̂n(ωa)6=0
µ̂n(ω)
(P̂ (a|ω)− Pτ (a|ω))2
P̂τ (a|ω)
:=
∑
(ω,a)∈τ×A
µ̂n(ωa) ln
(
P̂τ (a|ω)
Pτ (a|ω)
)
−
∑
(ω,a)∈τ×A, µ̂n(ωa) 6=0
µ̂n(ω)
(P̂ (a|ω)− Pτ (a|ω))2
P̂τ (a|ω)
=
∑
(ω,a)∈τ×A, µ̂n(ωa)6=0
µ̂n(ωa)
(
− ln (1− u)− u− (u)2
)
.(51)
The bounds on µ(ω)
(Pτ (a|ω)−P̂ (a|ω))2
Pτ (a|ω) follow from the inequalities∣∣∣Pτ (a|ω)− P̂ (a|ω)∣∣∣ ≤ |µ(ωa)− µ̂n(ωa)|
µ(ω)
+ P̂ (a|ω) |µ(ω)− µ̂n−1(ω)|
µ(ω)
.
∣∣∣Pτ (a|ω)− P̂ (a|ω)∣∣∣ ≤ |µ(ωa)− µ̂n(ωa)|
µ̂n−1(ω)
+ P (a|ω) |µ(ω)− µ̂n−1(ω)|
µ̂n−1(ω)
.
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These imply in particular, since η ≤ 1/3,∣∣∣Pτ (a|ω)− P̂ (a|ω)∣∣∣ ≤ |µ(ωa)− µ̂n(ωa)|√
µ(ω)µ̂n−1(ω)
+(
P̂ (a|ω) ∨ P (a|ω)
) |µ(ω)− µ̂n−1(ω)|√
µ(ω)µ̂n−1(ω)
≤ |µ(ωa)− µ̂n(ωa)|√
µ(ω)µ̂n−1(ω)
+
√
2P (a|ω) |µ(ω)− µ̂n−1(ω)|√
µ(ω)µ̂n−1(ω)
.
D.5. Tools for mixing processes.
Lemma 20. Let (Xn)n∈Z be a φ-mixing process satisfying (MC) and
(ND). Then, for all ω ∈ A∗,
(52)
∞∑
k=0
∣∣∣Cov (1X0−|ω|+1=ω,1Xkk−|ω|+1=ω )∣∣∣ ≤
(
Φ +
1
1− λ
)
µ(ω) .
As a consequence, for all N ∈ N∗,
Var
(
N∑
k=0
1Xk
k−|ω|+1=ω
)
≤ 2N
(
Φ +
1
λ− 1
)
µ(ω) .
If, in addition, for any (a, ω) ∈ A×A∗, P (X0 = a|X |ω|1 = ω) ≤ λ, then, for
all (ω, ω′) ∈ (A∗)2,∣∣∣Cov (1X0−|ω′|+1=ω′ ,1Xkk−|ω|+1=ω )∣∣∣
≤
(√
φk−|ω|+11k−|ω|+1≥0 + λk1k−|ω|+1<0
)√
µ(ω)µ(ω′) .
Proof. If k − |ω|+ 1 ≥ 0, we use Lemma 22 and we get∣∣∣Cov (1X0−|ω′|+1=ω′ ,1Xkk−|ω|+1=ω )∣∣∣ ≤√φk−|ω|+1µ(ω)µ(ω′) .
Therefore,
(53)
∞∑
k=|ω|−1
∣∣∣Cov (1X0−|ω′|+1=ω′ ,1Xkk−|ω|+1=ω )∣∣∣
≤
∞∑
k=0
√
φkµ(ω)µ(ω′) ≤ Φ
√
µ(ω)µ(ω′) .
ORACLE APPROACH IN CONTEXT TREE ESTIMATION 49
If k − |ω|+ 1 < 0, denoting by ω = a−1−|ω|, condition (ND) implies∣∣∣Cov (1X0−|ω′|+1=ω′ ,1Xkk−|ω|+1=ω )∣∣∣ ≤ µ(ω′) ∣∣∣µ(Xk1 = a−1−k|X0−|ω′| = ω′)∣∣∣
≤ µ(ω′)
k∏
l=1
∣∣∣µ(Xk = a−1|Xk−1−|ω′| = ω′a−2−k)∣∣∣ ≤ µ(ω′)λk .
This is sufficient to obtain (52), choosing ω′ = ω. As a consequence,
Var
(
N∑
k=0
1Xk
k−|ω|+1=ω
)
=
N∑
k,k′=0
Cov
(
1Xk
k−|ω|+1=ω
,1
Xk
′
k′−|ω|+1=ω
)
≤ 2
N∑
k=0
(N − k + 1)
∣∣∣Cov (1X0−|ω|+1=ω,1Xkk−|ω|+1=ω )∣∣∣
≤ 2N
∞∑
k=0
∣∣∣Cov (1X0−|ω|+1=ω,1Xkk−|ω|+1=ω )∣∣∣ ≤ 2N
(
Φ +
1
λ− 1
)
µ(ω) .
An argument symmetric to the one in (53) shows that, if k − |ω| + 1 < 0,
when we have moreover, for any (a, ω) ∈ A×A∗, P (X0 = a|X |ω|1 = ω) ≤ λ,∣∣∣Cov (1X0−|ω′|+1=ω′ ,1Xkk−|ω|+1=ω )∣∣∣ ≤ λkµ(ω) .
Thus,∣∣∣Cov (1X0−|ω′|+1=ω′ ,1Xkk−|ω|+1=ω )∣∣∣ ≤ λkµ(ω) ∧ µ(ω′) ≤ λk√µ(ω)µ(ω′) .
The following lemmas are due to Viennet [42]
Lemma 21. Let (Xn)n∈Z be a β-mixing process. Let (Jk)k=1,...,N be a
collection of subsets of N satisfying the following conditions.
1. ∃ qo ∈ N∗ such that, for all k = 1, . . . , N − 1, max { i ∈ Jk } ≤ qo +
min {j ∈ Jk+1 } .
2. ∃Mo ∈ N∗ such that, for all k = 1, . . . , N , Card {Jk } ≤Mo.
Then, there exists random variables (Yi)i∈∪Nk=1Jk such that,
1. for all k = 1, . . . , N , (Yi)i∈Jk has the same distribution as (Xi)i∈Jk ,
2. for all k = 2, . . . , N , (Yi)i∈Jk is independent of (Xi, Yi)i∈∪t≤k−1Jt,
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3. for all k = 1, . . . , N , P {(Xi)i∈Jk 6= (Yi)i∈Jk } ≤Moβqo.
Lemma 22. Let X, Y be two real valued random variables. There exists
two real functions b1 and b2 such that, for all bounded functions f and g,
‖b1‖∞ ≤ φ(σ(X), σ(Y )), ‖b2‖∞ ≤ φ(σ(Y ), σ(X)) .(54)
Cov (f(X), g(Y )) ≤
√
E (b1(X)f2(X))E (b2(Y )g2(Y )) .(55)
D.6. Additional lemmas. The following lemma can be found, for ex-
ample, in [34] Lemma 7.24.
Lemma 23. For all probability measures P , Q with P << Q,
1
2
∫
(dP ∧ dQ)
(
ln
(
dP
dQ
))2
≤
∫
dP ln
(
dP
dQ
)
.
Lemma 24. Let µ be a probability measure with kernel P and let τ
be a finite tree. Then, for all ν ∈ Mτ with transition kernel Q such that
Kµ(P,Q) <∞, we have
Kµ(P,Q) = Kµ(P, P τ ) +Kµτ (Pτ , Qτ ) .
Proof. By definition,
Kµ (P,Q) =
∫
A−N×A
dµ(ωa) ln
(
P (a|ω)
Q(a|ω)
)
=
∫
A−N×A
dµ(ωa) ln
(
P (a|ω)
P τ (a|ω)
)
+
∫
A−N×A
dµ(ωa) ln
(
P τ (a|ω)
Q(a|ω)
)
=Kµ
(
P, P τ
)
+
∫
A−N×A
dµ(ωa) ln
(
P τ (a|ω)
Q(a|ω)
)
.
For all ω ∈ A−N, let ω1 ∈ A−N such that ω = ω1ωτ . As the function
ln
(
P τ (a|ω)
Q(a|ω)
)
does not depend on ω1, is equal to ln
(
Pτ (a|ωτ )
Qτ (a|ωτ )
)
and µ satisfies,
for all (ω, a) ∈ τ ×A, ∫ω1∈A−N dµ(ω1ωa) = µ(ωa) = µτ (ωa), we have
∫
A−N×A
dµ(ωa) ln
(
P τ (a|ω)
Q(a|ω)
)
=
∑
(ωτ ,a)∈τ×A
µτ (ωτa) ln
(
Pτ (a|ωτ )
Qτ (a|ωτ )
)
= Kµτ (Pτ , Qτ ) .
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Lemma 25. (Benett’s inequality) Let ξ1:N be independent random vari-
ables such that, ∀i = 1, . . . , N , ‖ξi‖∞ ≤ b. Then, for all y > 0,
P

N∑
i=1
(Yi − E(Yi) ≥
√√√√2 N∑
i=1
Var(Yi)y +
by
3
 ≤ e−y .
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