Abstract-We develop a robust and fully unsupervised algorithm for the detection of action potentials from extracellularly recorded data. Using the continuous wavelet transform allied to probabilistic mixture models and Bayesian probability theory, the detection of action potentials is posed as a model selection problem. Our technique provides a robust performance over a wide range of simulated conditions, and compares favorably to selected supervised and unsupervised detection techniques.
I. INTRODUCTION
I N response to sensory stimuli and/or cognitive processes, the majority of cortical neurons generate a sequence of action potentials (APs), commonly known as spikes. While the nature of neural code is not yet fully understood, there is convincing evidence that the temporal features of spikes, e.g., their firing rates [1] , [2] , or arrival times [3] , are involved in the encoding, transmission, and processing of information within the nervous system. In many behavioral studies, and in vivo experiments in general, APs are measured extracellularly by placing a high-impedance microelectrode in the vicinity of electrically active neurons [4] - [9] . If the features of spike trains can be linked to sensory, motor or cognitive variables, a great deal of information can be learned about the brain function. On the other hand, the signals measured by the electrode are inevitably corrupted by noise, generated by many sources, most notably by the microelectrode itself (thermal noise) [6] , [7] , [10] , the activity of distant neurons (biological noise) [10] , [11] , and the intrinsic variability of neurons' ionic channels (channel noise) [12] . Therefore, the first step in the processing of any extracellularly recorded data is the detection of individual spikes and their separation from the noisy background. Any errors during this preliminary data processing step will necessarily propagate through all subsequent analyses. Therefore, to ensure correct scientific conclusions, it is ultimately important to accurately detect and localize the occurrence of APs within the extracellularly recorded signals. Due to its importance to experimental neuroscience, detection of APs in noisy background is a well-researched area. Early contributions include the use of amplitude thresholding [13] , principal component analysis [14] , discrete wavelet transform (DWT) [15] , neural networks [16] , power detection [17] , template matching [18] , etc. While all of these techniques can be automated and therefore are amenable to computer implementations, a vast majority of these methods rely on some level of human supervision and intervention, such as, for example, a separation of signal and noise based on some preliminary data. This training set is then used to estimate the parameters of the detection statistic, calculate the principal components, train a neural network, construct spike templates, etc. Truly unsupervised, automated spike detection techniques, however, have not received as much attention, primarily because extracellularly recorded neural data is traditionally analyzed off-line and under the close supervision of the human operator.
The development of a robust, fully unsupervised spike detection algorithm may be beneficial to many research areas (e.g., experimental neuroscience, neurophysiology, neural engineering) for several reasons. First, with the recent advances in microelectrode array technology that have enabled simultaneous recording from a large number of neurons [19] - [21] , the traditional paradigm of manual tuning of detection parameters becomes tedious and time consuming. As this process is often iterative, it may also be highly impractical, especially for arrays with a large number of recording channels. Second, in the absence of the "ground truth," the human operators must rely on their intuition and experience to set the detection parameters, which could impose a sampling bias, especially under low signal-to-noise ratio (SNR) conditions. Third, robust and fully unsupervised signal processing tools, including spike detection, will play an important role in the future brain-machine interfaces (BMIs), which will require more autonomous operation and gradual human operator disengagement. Some examples of autonomous functions in the context of acute extracellular recordings have been recently demonstrated in [22] and [23] . Finally, due to inherent nonstationarities of neurophysiologic processes and signals, the detector parameters often require periodic readjustments, which may be time consuming if human involvement is needed. Robust, unsupervised spike detection algorithms would eliminate the role of the human operator, while providing consistent performance under nonstationary recording conditions. Based on the continuous wavelet transform (CWT) and ideas from Bayesian probability theory, we pose the problem of AP detection within a probabilistic modeling framework. We then proceed to estimate the parameters of such a model using the maximum likelihood (ML) principle, and we show how this information can be used to separate the signal and noise in a fully 0018-9294/$25.00 © 2008 IEEE unsupervised fashion. Probabilistic models have been used for unsupervised spike classification [24] , [25] . However, before APs are classified, they need to be detected, and to the best of our knowledge, the use of probabilistic models for unsupervised AP detection is a novel idea. The details of our method are given in Section II. In Section III we validate the performance on our method on a set of data synthesized using signals recorded by an array of microelectrodes. We also compare the performance of our method against those of other unsupervised techniques. The performances and some peculiarities of AP detection are discussed in Section IV. Final conclusions are given in Section V, and some mathematical derivations are given in the Appendix.
II. SPIKE DETECTION WITH PROBABILISTIC MODELS
Our detection algorithm consists of three steps, namely the following:
1) extract features from data via the continuous wavelet transform at selected scales; 2) estimate the parameters of the probabilistic model of the features; 3) estimate the arrival times of individual APs. Each of the steps will be thoroughly explained in the subsequent sections. We also note that steps 2) and 3) are compatible with various feature extraction techniques, and that the use of CWT for feature extraction is not mandatory. However, we argue below that CWT is well-suited for unsupervised AP detection.
A. Feature Extraction With the Continuous Wavelet Transform
Classical detection theory shows that under the additive noise model, the SNR-optimal detection is achieved by a matched filter [26] . The synthesis of the matched filter, however, requires the knowledge of the signal to be detected. Therefore, in unsupervised applications, the SNR-optimal detection is not feasible. An alternative strategy is to approximate the matched filter by a template, obtained by averaging multiple APs from a single well-isolated neuron [18] . Since the synthesis of the template requires a substantial human supervision, this technique is not amenable to unsupervised applications. When the signal to be detected is not known, which is the case in unsupervised AP detection, the detector performance may be representation dependent [27] . Wavelet functions of compact support are well-suited to representing signals that contain transient phenomena [28] , [29] , such as APs.
1) Choice of Wavelet Family:
It is important to choose, among a wide variety of existing wavelet families, those that are suitable to AP detection. Our choice is motivated by the shapes of typical APs, and a more detailed discussion on this topic can be found in [30] . Essentially, there exist wavelet families from biorthogonal class [28] , whose basic shapes are reminiscent of the bi-or tri-phasic shape of a typical AP. (The biophysical determinants of the shape of extracellular APs are discussed in [7] and [31] .) These wavelets, such as bior 1.3 1 and bior 1.5, are defined via splines and do not have an explicit analytic expression [28] . Nevertheless, they are amenable to fast filtering algorithms [32] and can be efficiently implemented in software. By convolving the neural signal with such 1 The wavelet notation throughout this article is consistent with that of MATLAB Wavelet Toolbox. a wavelet filter, the coefficients corresponding to noise appear as zero-mean random fluctuations, while the coefficients of APs deviate significantly from zero, and are considered outliers. Due to the spike-like shape of these wavelets, the AP energy is distributed over few coefficients (sparse representation), while the noise energy is uniformly distributed over all coefficients. It is then easier to separate the AP and noise in the wavelet domain, and this is the main idea behind our approach, the details of which will be presented in Section II-B.
2) Choice of Wavelet Scale: Similar to choosing the wavelet family, biophysical considerations can be used to choose the wavelet scales. Wavelet coefficients at fine scales are mostly due to signal discontinuities and high frequency noise [29] , whereas the coefficients at coarse scales represent low-frequency signal variations (e.g., local field potentials), and are irrelevant for AP detection [30] . Based on the common range of duration of APs (typically from 0.5 to 1.5 ms [7] , [8] ), the set of wavelet scales can be significantly restricted. These scales, denoted by , will be referred to as relevant scales throughout this paper. Scale restriction represents an important difference between our approach and other wavelet-based approaches to AP detection [15] , [33] and signal detection [34] , [35] , in general, which are based on DWT and dyadic scaling. Restricting the set of scales also reduces the computational cost of our method.
3) Translation Invariance: The detectability of an AP should not depend on its position within the analyzed time series [36] . The commonly used DWT does not have the desirable translation invariance property [29] , and modifications of the DWT algorithm exist that give rise to the stationary wavelet transform (SWT) (e.g., [37] ). However, SWT also operates on dyadic scales and the translation invariance of SWT is only approximate. For these reasons, we propose the use of CWT as a suitable tool for AP detection. The suitability of CWT for AP detection has been discussed at length in [30] . Fig. 1 shows a two-dimensional (2-D) feature representation of extracellularly recorded data, 2 obtained by applying bior 1.3 CWT at scales , corresponding to 0.5 and 1.5 ms, respectively. Each feature vector, , consists of wavelet coefficients and , where is the translation of the wavelet. The coefficient are calculated by projecting the signal onto the wavelet basis (1) where the basis functions are obtained from the mother wavelet, , by scaling and translation, i.e.,
For a discrete signal , the set of translations is discrete, i.e., , in 
B. Estimation of Probabilistic Models 1) Finite Mixture Models:
When a sampling distribution of statistical data is complex, it is often modeled using the finite mixture approach [38] . In particular, Gaussian mixture models [39] have been used in many applications involving density estimation and related cluster analysis [40] , [41] . More specifically, applications of Gaussian mixtures to modeling of APs can be found in [23] , [25] . In the context of signal detection, Gaussian mixture models take a very simple form. If a feature is generated by the noise, we propose a single-component probability density function (PDF) model where is a Gaussian PDF, , and and are the mean and covariance matrix, respectively. If contains both the signal and noise, a convex combination of two components is proposed, i.e., where is a uniform PDF, is the hypervolume of the data, , with , and . In the Gaussian mixture framework, a uniform component is often used as a model for outliers [40] , [41] . Thus, from the noise perspective, signals are treated as outliers, and the signal detection problem reduces to the question whether the outliers are present in the noise.
C. Model Selection and Parameter Estimation
We proceed by answering the following questions, given a sequence of features (samples) : 1) Which model, or , fits the data better? 2) What are the parameters of the optimal model ? The first question is answered through a model selection process, which establishes the absence/presence of APs. The second problem can be solved via the ML principle. We recast the first question using the Bayesian probability framework [42] , i.e., we calculate the (posterior) probability, of each model given the features, , and some prior information, . 3 We then propose to choose the model with a higher posterior probability, which after invoking Bayes' theorem and assuming equal prior probabilities yields Thus, the decision (choose if , and vice versa) is based on the ratio of integrated likelihoods, also known as the Bayes factor (BF) [43] . Unfortunately, even if models are simple, the integrated likelihood is not. For example where is a PDF of . In general, the evaluation of this integral requires multi-dimensional numerical integration, and will not be pursued here. Instead, we use an approximation based on Bayesian information criterion (BIC) [44] . For other approaches to model selection problem, the reader is referred to [45] - [47] . BIC is defined as BIC where and are the maximum likelihood and the number of independent parameters of model , respectively. A straightforward application of the ML principle to model yields where the optimal parameters, , are the sample mean and the sample covariance . To evaluate , more elaborate (numerical) ML schemes are needed, and we apply the widely used expectation-maximization (EM) algorithm [48] (see the Appendix). Once and are known, the models can be compared based on their BICs. Choosing as the optimal model indicates that no spikes are present in data. An example of this situation is illustrated in Fig. 1(c) , where BIC BIC . If, on the other hand, turns out to be optimal, APs are present [e.g., Fig. 1(d) ], and they need to be separated from the noise. This can be achieved using the maximum posterior probability principle: assign to the signal, if , and vice versa. Practically, this reduces to (see (6) in the Appendix) signal if noise otherwise
D. Arrival Time Estimation
The separation of signal and noise in the feature space is necessary, but not sufficient to localize 4 individual APs. For example, an AP sampled at 20 kHz and lasting 1 ms will be represented by 20 points in the feature space [see Fig. 1 (e) and (f)]. When the AP is detected, some of its feature points will be classified as outliers (signal), while others (especially features representing the tails of APs) will be classified as noise. Ideally, the features of APs classified as signal should be contiguous in time, in which case it is easy to localize the spikes, e.g., by taking the time location of the largest 5 feature vector, or by averaging the time location of the first and the last feature vector within this contiguous segment. The latter strategy is more robust with respect to noise, and was applied in this study. In many cases, however, the signal features of an APs will be split over two (or more) temporally contiguous segments, which if not handled properly, will result in multiple detections of a single AP. However, these disjoint contiguous segments are typically very close in time, and may be safely merged into a single segment. The arrival times are then estimated based on the merged segments. This type of postprocessing is performed sequentially from the onset of the signal for two contiguous segments at a time. The intermediate results are updated and the process is repeated until no further merging is possible. The tradeoffs of this process and recommendations regarding the choice of the merging threshold are discussed in [30] .
III. EXPERIMENTAL RESULTS
To evaluate the performance of our detector analytically, a complete statistical description of the features under the models and is necessary. In practical applications, these statistics are never known, therefore the performance must be evaluated experimentally. On the other hand, experimentally recorded data is inadequate for validation purposes, primarily due to the absence of the "ground truth," i.e., the inability to independently verify the number of putative APs and their arrival times. Furthermore, in experimental data it is hard to systematically control critical parameters of detector performance such as SNRs and firing rates. Finally, to ensure statistically significant results, a large number of trials (typically a few hundreds [26] ) need to be performed, which is not feasible to achieve experimentally. Therefore, the validation of our detection algorithm will be performed on simulated data.
A. Modeling Neural Data
A modeling compromise between synthetic and experimental data is achieved by estimating templates from experimentally recorded APs, followed by a random temporal arrangement of the templates and addition of a suitably modeled noise. A similar modeling approach has been adopted in [30] , [49] , and [50] , and many other studies concerning AP detection and classification.
1) Construction of Spike Templates:
The templates were synthesized based on recordings from the monkey cortex (see Section II-A for recording details). A total of 400 s of high-SNR recordings from four channels was used. A short segment of one such recording is shown in Fig. 1(b) . APs were detected in these data segments using a conservative amplitude threshold, set manually by the operator. Together with high SNR this reduced the probability of false alarm significantly, thereby ensuring that only genuine APs were collected in the process. The APs were then aligned using the maximum correlation method [30] , and scatter plots were created using principal component features. Seven different AP clusters were visually identified and the spikes belonging to the same cluster were averaged to produce the templates. The quality of clustering was assessed by examining the residuals (defined as the difference between AP and the template) of APs within each cluster [11] . When necessary, APs with excessive residuals were upsampled and realigned, and the templates were re-estimated. While technically involved, the implementation of these steps is straightforward and the details can be found in [11] . Fig. 2 shows seven templates obtained in the process. The template construction procedure was repeated with the continuous wavelet detection (CWD) [30] , by imposing a high penalty of false alarm.
CWD yielded templates which were not distinguishable from the ones in Fig. 2 , suggesting that the construction of templates did not impose any bias for further analysis.
2) Construction of Spike Trains:
The arrival times of templates were generated by a homogeneous Poisson process with a refractory period of 2 ms enforced. The duration of each trial was set to 10 s, and the rate of the Poisson process was chosen to mimic low (10 Hz), medium (20 Hz), and high (40 Hz) firing rate (FR). To ensure multiunit spike trains are generated and avoid sampling bias, the template labels were drawn randomly from a uniform distribution, and the templates were normalized and successively centered at the arrival times, thus forming spike trains. Note that the normalization of templates admits a unique definition of SNR for the whole spike train, i.e., SNR (2) where is the standard deviation of the noise. Neural noise was then taken from recordings that did not yield any identifiable spikes. A short segment of one such recording is shown in Fig. 1(a) . Therefore, for each trial, a 10-s-long segment of neural noise was chosen at random from a data base. The noise was then scaled [according to (2) and SNR desired for each trial (3.5, 4.0, and 4.5 in this study)], and added to the spike train. The abundant volume of noise data allowed the construction of about 300 trials for each SNR-FR combination, without any noise overlap. The implications and advantages of this noise model are discussed at length in [23] and [30] .
B. Performance Evaluation
For each SNR-FR combination, 300 Monte Carlo trials (10 s/trial) were constructed. In each trial the CWT features were extracted with bior 1.3 wavelets whose scales corresponded to the support of 0.5 and 1.5 ms (see Fig. 2) . The features were then modeled with and , estimated according to the procedure in Section II-C. The mixture was consistently (for all SNR-FR combinations and all trials) the model with the highest BIC. This is not surprising, given that all the trials contained both the signal and noise. The points in the feature space belonging to the uniform component of model were then considered parts of APs, and their arrival times were determined by means of the merging procedure described in Section II-D. The performance of our method, referred to as the probabilistic model detection (PMD) for brevity, was evaluated based on the average number of correct detections and false alarms over trials. A detection was declared correct if its estimated arrival time was within 0.5 ms from the true arrival time. Otherwise a false alarm is declared. Similarly, an omission occurs when no spike is detected within 0.5 ms of the true arrival time.
The performance of PMD was compared against the performances of the traditional amplitude thresholding detection (ATD) and CWD [30] methods. In addition, detections based on several state-of-the-art statistical techniques, namely a universal global threshold (UGT) [51] , the false discovery rate (FDR) [52] , and Stein's unbiased risk estimate (SURE) [53] , were also tested. The details of the CWD method can be found in [30] . UGT, FDR, and SURE represent wavelet-based techniques and are implemented similarly. Briefly, the signal features were extracted by applying CWT at relevant scales (see Section II-A), and for each scale a threshold was estimated based on the statistical properties of the wavelet coefficients and by optimizing (or nearly optimizing), a suitably defined objective function. The objective functions are: the Bayes risk in CWD, the mean-square risk in UGT detection, the false alarm rate in FDR detection, and the estimate of the quadratic risk in SURE detection. The locations of the wavelet coefficients whose absolute values exceed the threshold represent the AP arrival time candidates. The candidate occurrence times are then processed (see Section II-D) to obtain a unique arrival time per detected AP. While statistically inferior, the widely used ATD method was evaluated for reference. In this case, arrival time candidates are simply defined as time samples whose absolute values cross a threshold. Note that this approach yields "double" thresholding and is necessary for truly unsupervised applications, since it is not known in advance whether the dominant phase of APs will be positive or negative [30] . The arrival time candidates were then processed in the same way as with the wavelet-based techniques.
1) Receiver Operating Characteristics:
The performances of these methods were assessed by constructing receiver operating characteristic (ROC) curves, that is by plotting the probability of correct detection versus the probability of false alarm (see Fig. 3 ). For wavelet-based techniques, including PMD, these results are based on two relevant scales . Similar results were obtained with 3-D features. For each SNR-FR combination, and represent the averages over 300 trials. For the three unsupervised techniques (PMD, UGT, and SURE), the performances are represented by a single point. The SURE detection had extremely high false alarm rates (occasionally 90%), and the corresponding ROCs have been omitted in Fig. 3 (to keep plots reasonably scaled) . For the unsupervised techniques, the performances are given as a function of a detection sensitivity parameter [the false alarm-to-omission cost ratio , (CWD), the p-value (FDR), and the multiple of the estimated standard deviation of noise (ATD)]. Intermediate performances are indicated by interpolating lines: for CWD, for ATD, and for FDR detection. Equal cost of false alarm and omission was suggested in [30] for unsupervised applications of CWD, and the corresponding performance is marked by . The performance of FDR detection was evaluated for the following p-values:
(the points in Fig. 3 correspond to the two largest p-values). Finally, the performance of ATD was evaluated by varying the amplitude threshold , where . Based on Fig. 3 , we conclude that PMD compares favorably to the supervised methods (CWD, FDR, and ATD) for various SNR-FR scenarios. The advantage is best seen in the bottom left panel of Fig. 3 , where the PMD method achieves of 87.15% at the false alarm rate of 11.38% (marked by dotted lines). The correct detection rates of the CWD, FDR, and ATD methods at this level of are 82.79%, 81.43%, and 53.73%, respectively, and are inferior to that of PMD. Similarly, at the fixed correct detection rate of 87.15%, the PMD method achieves of 11.38%, while those of the CWD and FDR methods are 20.48% and 27.17%, respectively. [The false alarm rate of ATD at this level of has not been calculated, although it is clearly higher that those of the other techniques (see Fig. 3 ).] Since these observations are consistent for various SNR-FR combinations, we conclude that for a fixed , PMD attains higher than do the ATD, CWD and FDR methods. Likewise, at a fixed , PMD yields the lowest false alarm rates. Furthermore, the advantage of PMD appears more convincing at low SNRs, a situation commonly found in everyday recording practice. At high SNRs, the performances of these techniques are more comparable (with the exception of ATD). The comparison to the unsupervised techniques (UGT and SURE) as well as the unsupervised version of CWD is less straightforward and depends largely on the cost associated with the type I (false alarm) and type II (omission) errors. Nevertheless, the usefulness of the SURE method is severely limited by excessively large false alarm rates (averages over SNRs are: 93%, 84% and 67% for FRs of 10, 20, and 40 Hz, respectively). On the other hand, the UGT technique is quite conservative, resulting in a very low , and a relatively low , especially at low SNRs. Finally, the performances of unsupervised CWD and PMD are somewhat similar, although the PMD method is more powerful (higher ) and has a higher .
2) Bias and Variance of Arrival Time Estimates:
An additional measure of the performance is provided by the accuracy of the estimated arrival times determined with each of the detection methods. Table I shows the mean and standard deviation of the error, defined as the difference between the true and estimated arrival times. The error is calculated over 300 trials at SNR 3.5 and 40 Hz. Similar results were observed for other SNR-FR combinations, but were omitted in the interest of space. The mean error quantifies the jitter, or bias, in the estimation of the arrival times, whereas its standard deviation provides a measure of the dispersion around the mean. It follows from Table I that all the methods have similar jitters, typically on the order of the sampling period of the data ms. Likewise, the dispersion values are very consistent and typically range between 3 and 4 . It can also be seen that the UGT and FDR methods trade off the bias and variance differently, and these results are in agreement with the literature on wavelet denoising [54] .
3) False Alarms Analysis: We also analyzed the characteristic shapes of the false alarms for the ATD and PMD methods. The falsely detected APs were extracted from 50 trials, with 40 Hz and SNR 4.5, and classified in a 2-D feature space using principal components. Clusters were visually identified, and APs belonging to the same cluster were averaged to obtain templates, which represent the characteristic false alarms shapes. This procedure yielded three and four templates for the ATD and PMD method, respectively. Further analysis showed that the characteristic false alarm shapes of the ATD method were single-peaked monophasic waveforms, most likely due to random voltage fluctuations. On the other hand, the templates of the PMD method consisted of bi-phasic waveforms with a clear resemblance to APs. We hypothesize that this is a consequence of using the recorded noise to model neural data (see Section II-A-2). While the recorded noise contains no visually identifiable APs, it likely contains low amplitude APs, perhaps due to the activities of distant neurons in the background. This conjecture was confirmed by performing the above analysis with an autoregressive moving average (ARMA) noise model, which caused a considerable drop in the false alarm rate of the PMD method, whereas the ATD technique was rather insensitive to the change. Therefore, two conclusions can be drawn from this analysis. First, the majority of false alarms of the PMD method represent low-amplitude APs originating from distant neurons, and may be potentially useful for further analysis. Similar findings were reported in [30] . Second, ARMA noise models do not provide realistically adverse detection conditions, even if their power spectra are well-matched to recorded data. Consequently, the use ARMA noise for evaluation of AP detection schemes (e.g., [55] and [56] ) may yield false alarm rates that are optimistically biased.
4) Performance With Real
Data: Finally, we tested the performance of the PDM method and other unsupervised methods (UGT and SURE) on actual extracellular recordings. The top panel of Fig. 4 shows real data recorded under medium SNR conditions. The shapes of APs detected by each method can be seen in the middle and bottom panels of Fig. 4 . Clearly, the UGT method only detects high-amplitude APs and its performance is very conservative in terms of the false alarm rate, as was predicted based on the simulation results in Section III-B1. On the other hand, many of APs detected by the SURE method do not have a realistic AP shape, and are likely to represent false alarms (consistent with Section III-B1). Finally, the events detected by the PMD correspond to biphasic waveforms with a duration similar to the expected duration of an AP.
While the analysis with real data cannot provide quantitative results on the performance of the method, its findings are very consistent with the results based on Monte Carlo simulations. In particular, the PDM method compares favorably to the other unsupervised techniques.
IV. DISCUSSION
The results in Fig. 3 are consistent with several previous studies. Under high SNR, the choice of a detection method becomes somewhat irrelevant, as the performance of any reasonable detector would provide good results. This is perhaps the main reason why ATD is still widely used in experimental studies, which are strongly biased toward high SNRs (experimentalists often report only their best data). Under low-SNR conditions, improved performances are typically achieved with more sophisticated detection techniques [17] , [30] . The threshold in the SURE method is unrealistically low [29] , thus the power of this technique is hindered by unacceptably high false alarm rates. On the contrary, the threshold set by the UGT method is too conservative, and yields performances with virtually no false alarms (see Fig. 3 ). Similar results have been reported in [30] , where the UGT method was used to estimate the prior probabilities of signal and noise hypotheses.
The advantage of the PMD method over the other wavelet-based detection techniques stems from its superior modeling of the data in the feature domain. Fig. 5 shows detection boundaries according to CWD, UGT, and PMD. The detection boundaries of the FDR and SURE methods are similar and have been omitted in the interest of clarity. Clearly, the quadratic curve contour of PMD better separates the signal and noise, than do the rectangular contours of the other techniques. Furthermore, PMD takes into account the joint statistics of the coefficients across scales, while other techniques treat scales independently. We also note that data whitening, normally used to remove correlations, cannot be applied in a straightforward manner to CWD, UGT, and SURE techniques. Essentially, the scales are "mixed" linearly through the whitening transform and it is unclear how the thresholds would be estimated. For the PMD method, whitening caused slight improvements, primarily due to better estimate of the uniform component in the model . We proceed by noting that our technique can be adopted to supervised applications. No attempt was made to optimize the choice of relevant scales throughout this study, which would amount to supervision. Rather, a generic choice of scales corresponding to AP duration of 0.5 and 1.5 ms was used. As discussed in Section II-A-2, these scales are biophysically relevant and are expected to work in a variety of experimental set-ups. For supervised applications, the relevant scales could be further optimized, and would consequently yield superior detection results. Moreover, the separation of signal and noise could be parametrized. Analogous to Section II-C, more or less evidence may be required to assign a feature, , to the signal or noise components, i.e., signal if noise otherwise where is a (sensitivity) parameter. Choosing the optimal value of amounts to trading off and and requires a supervision. The PMD technique developed in this article can be viewed as a special case of the above procedure, where instead of searching for the "right" , its value is generically set to 1 (see Section II-C).
The main weakness of the PMD technique lies in its computational cost. The method is more computationally expensive than the other techniques, mainly due to the use of the EM algorithm in the estimation of the probabilistic mixture model, . The bottom row in Table I shows the average CPU times per trial in seconds, required by each of the detection methods using an Intel Core 2 Duo CPU4300@1.80 GHz processor. Despite being more computationally demanding, the PMD method is computationally affordable for any modern computer (around 2 s of processing for each second of data) while rendering a higher detection power.
V. CONCLUSION
By combining advanced signal processing and statistical tools, we have devised an AP detection algorithm that is suitable for unsupervised applications. The algorithm is adaptive in nature and provides a robust performance over a range of SNRs and FRs. At the core of our algorithm is the extraction of features of neural signals by means of the continuous wavelet transform, followed by the estimation of a probabilistic model in the feature domain. While our method does not strictly require the use of wavelet features, the choice of a suitable wavelet basis enables a sparse representation of APs, which consequently appear as outliers embedded in noise. The presence of APs is then cast as a simple model selection process, where the parameters of the model are estimated using the ML principle. Our method compares favorably to other unsupervised wavelet-based techniques, which are either overly conservative (UGT) or overly liberal (SURE). In comparison to supervised wavelet-based techniques (CWD and FDR), our method provides an advantage in performance, while being completely free of any detection sensitivity parameter. Failure mode analysis of our method shows that the majority of false alarms are low-amplitude APs originating from distant neurons, which could be potentially used in further analyses. Our method will be useful for many applications where human involvement is impractical, such as managing a large number of independently movable microelectrodes.
APPENDIX
Since the model is a mixture of two components, the ML parameters and cannot be found analytically. 6 The idea behind the EM algorithm is to maximize the likelihood by introducing a latent variable , and so-called complete data . The algorithm then proceeds by applying a twostep procedure to the log-likelihood 7 of the complete data (3) 6 An exception is the parameter V , calculated as V = M , where M = max jx (j)j, and x (j) is the jth component of the feature vector x . where has been dropped because it is a known quantity. While this appears to further complicate calculations, it actually simplifies the problem substantially. By iterating between the E-step (4) where is the expectation operator, and the M-step where and are the current estimates of and , the (local) maximum of the original log-likelihood, , is approached [48] . By substituting (3) into (4), and after noting that is a sequence of independent random variables, we have (5) where we have assumed that is a discrete random variable.
To proceed, the latent variable needs to be specified. While its definition is not unique, should indicate the class membership of each feature . Adopting the suggestion of Fraley and Raftery [40] where takes these values with probability and , respectively. An alternative definition of is given in [57] . The joint PDF in (5) can be factored out as , which based on the definition of yields if if
To complete the calculation of (5), the posterior probability needs to be evaluated, which follows readily from Bayes' rule (6) The individual terms in (6) are found as if if
Once computed from the E-step, can be maximized in a straightforward fashion, although derivations are rather involved, and will not be treated here. Instead, the interested reader is referred to [57] . Fortunately, final results are quite simple and are summarized below :
(8)
where (11)
Thus, for practical purposes the algorithm reduces to updating and in (11) and (12) (E-step), followed by updating the parameters in (7), (8), (9), and (10) (M-step). We initialized the above scheme by partitioning data into two clusters: and , where stands for the Mahalanobis distance, and is the sample covariance of . From this, we obtain the initial value of , where and are the sample mean and sample covariance of , respectively. Similarly, and , where stands for the size of a set.
