ABSTRACT Self-representation model has made good progress for a single view subspace clustering. This paper proposed the multi-view subspace clustering model based on self-representation. This model assumes that the samples from different classes are embedded in independent subspaces. Thus, the fused multi-view self-representation feature should be block diagonal, and a block diagonal regularizer with the complementarity of multi-view information is given. The model optimization algorithm by alternating minimization is proposed and its convergence without any additional assumption is proved. With the complementarity of multi-view information and the block diagonal property, our model will depict data more comprehensively than single view independently. The extensive experiments on public datasets demonstrate the effectiveness of our proposed model.
I. INTRODUCTION
Data clustering divides similar samples together by exploring the intrinsic structure between data, which is an important and fundamental topic of unsupervised learning. There are some classical clustering algorithms (for example, spectral clustering [1] and k-means) have been proposed, and have widespread applications in computer vision, pattern recognition and machine learning. In many real world applications, data are often described by different views. For example, an object can be described by cameras at different views; one sports news can be reported by diverse articles in sundry languages; and an image's features can be captured from different feature extractors such as HOG [2] , LBP [3] , GIST [4] , SIFT [5] and CENT [6] . Data from different views contains sample-specific information, they may show different discriminative features for the image clustering. Therefore, multi-view clustering is becoming more and more popular in practice, and the research on multi-view clustering model and algorithm has drawn attention.
A class of the most famous multi-view clustering algorithms is multi-view spectral clustering (MVSC).
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MVSC basically extend spectral clustering to multiview and fully exploit multi-view features with graph structure [7] - [15] . For example, in the work [15] , a novel multi-view a global graph with exact k connected components reflecting cluster indicators. The Hadamard product on all single graphs is employed to obtain precise internal structure. These multi-view clustering algorithms can effectively mine multiple heterogeneous information and get better performance. However, there still exist some challenges and difficulties. MVSC needs to construct a comprehensive graph for multiple views, which demands a complex similarity graphs construction process since many aspects needed to be considered, such as the number of different views and the method of constructing affinity graphs. There is no single standard for similarity graphs. And the existing multi-view clustering methods are difficult to accurately capture the intrinsic relationship between data. In addition, [51] propose a novel partial multi-view clustering method based on the sparse embedding framework, which can handle incomplete view data well and obtain good clustering performance. And, to consider the effective collaborations among views during clustering and distinguish the respective importance of attributes in views, collaborative multi-view clustering model and the matching algorithm referred to as the view-collaborative, attribute-weighted MEC (VC-AW-MEC) are proposed in [52] .
Another multi-view clustering algorithm is based on Multiple Kernel Learning [22] , [23] , which integrates different views by composing the different kernels and is suitable for clustering large scale and high dimension data without constructing complex similarity graph. The related researches focus on reducing redundancy and enhance the diversity of the selected kernels [23] , the multiple kernel k-means with incomplete kernels [24] and so on. Now, we briefly list the notations used in this paper in Table 1 . In the past few decades, subspace clustering especially based on spectral-type methods has developed rapidly, and their similar graphs construction based on subspace learning is also relatively stable and popular. Subspace clustering methods [16] - [21] hold the assumption that data points belong the union of k independent subspaces, and each class corresponds to one subspace. The subspace clustering based on self-representation is common, i.e., each data point can be represented by a linear combination of other points in the dataset. A general model can be formulated as follows:
Due to the presence of noise and outliers, the formulation (1) can be revised as follows:
where α > 0 balances the regularizer constraint f (Z, X) and the reconstruction error g(X−XZ), is come matric set. The main difference lies in the choice of the loss function and regularizer. For example, Sparse Subspace Clustering (SSC) [16] finds a sparse representation Z by a convex 1 -norm constraint. Low Rank Representation (LRR) [17] seeks a lowrank similarity matrix by nuclear norm minimization. But, the ideal representation matrix Z should have block diagonal properties because of the irrelevance for different class representation. Reference [21] proposes Block Diagonal Representation (BDR) for directly restricting the block diagonal structure of matrix. Multi-view representation holds rich information from various aspects, which could be beneficial to clustering. Further, a low-rank tensor constrained multiview subspace clustering(LT-MSC) method to learn the subspace representations of different views jointly is proposed in [25] .
The model(LT-MSC) is as follows:
where 
. This multi-view fusion method is too crude to capture the exact relationship between samples. Many researches also use the weightsum rule to fuse the multi-view representation [27] - [31] . The Latent Space Sparse Subspace Clustering(LS3C) [32] implements dimension reduction and sparse representation simultaneously for single-view clustering. Furthermore, the work [33] employed LS3C to multi-view problem, and proposed latent multi-view subspace clustering(LMSC) to learn the projections of various view simultaneously. The LMSC model is as follows:
where multi-view observations
T is multi-view projection representation. However, this method ignores the complementary information between the single-view representations without any structure constraints on representation matrix Z. Usually, these methods need to perform postprocessing N-cut or spectral clustering on the multi-view representation matrix to obtain the clustering labels. The fused self-representation matrix is block diagonal ideally in the multi-view subspace clustering. Motivated by single-view representations model, this paper proposed a block diagonal representation model for multi-view subspace clustering named as MSCBDR. The resulting MSCBDR is a non-convex optimization problem, and a iterative alternating minimization is developed to solve MSCBDR. The contributions of this paper are as following:
• A natural multi-view fusion method is proposed, and block-diagonal constraints on multi-view representation matrices are used to obtain accurate heterogeneous information.
• We developed an alternating minimization method to solve our MSCBDR. Although such model is nonconvex due to the existing of block diagonal regularizer, we establish the convergence guarantees without restrictive assumptions.
• Extensive experiments compared with several state-ofthe-art methods are performed to evaluate the performance of MSCBDR (see Table 2 -6). The rest of this paper is organized as follows. The section II gives the proposed MSCBDR model. In Section III, a novel optimization algorithm is proposed, and the convergence of algorithm is proven about the non-convex MSCBDR problem. Section IV provides experimental results and analysis based on five public databases. Finally, the conclusions are summarized in Section V.
II. THE PROPOSED MODEL A. BLOCK DIAGONAL REPRESENTATION FOR MULTI-VIEW SUBSPACE CLUSTERING (MSCBDR)
Given the multi-view sample set 
We directly require the multi-view representation matrix Z ∈ R n×n to be non-negative and symmetric, which are important properties of affinity matrix for spectral clustering. The term
Under the independent subspaces assumption, representation matrix Z should be block diagonal. The work in [34] demonstrates that Z k = 0 can ensure that representation Z is block diagonal. So, we add regular terms min Z Z k to model and obtain following MSCBDR model.
where
B. CLUSTERING TASKS
After solving problem (6), we can simultaneously obtain single-view and multi-view representation graph: the affinity matrix Z v and block diagonal representation Z. Both matrices Z v and Z reflect the similarity among data, which can be directly used to perform the Spectral Clustering [1] , [35] . In our experiments, the traditional spectral clustering is applied on multi-view representation Z to partition the sample points to k clusters.
III. MODEL OPTIMIZATION
In this section, we will provide a detailed solution to MSCBDR in (6) by alternating minimization, and give the convergence proof of MSCBDR.
We first convert model (6) to the following problem by introducing separated variables J v :
The above model (6) and model (7) are equivalent when λ 4 > 0 is fully big. Another advantage of (7) is that it makes the problem strongly convex and thus the solution is stable and unique.
But, Z k is too difficult to solve directly. According to Ky Fan's Theory [36] , [37] , we have the important property about
According to the above theorem, the problem (7) is further equivalent to
The proposed model (9) can be solved by updating
-th iteration, we fix the value of all other variables at t-th iteration except
We find that the problem is separable about singleview J v . So we solve the following single-view problem one by one:
The above problem (10) is convex on variable J v , taking the derivative of above formula and set it to zero, we obtain
So, the solution of 
The above problem (13) can be efficiently solved by the singular value thresholding operator [38] :
Fixing other variables in (9), we can update W by solving the following problem
It is known that the optimal solution of W is formed by UU T , where U ∈ R n×k consists of k eigenvectors of Diag(Z t * 1) − Z t corresponding to the k smallest eigenvalues.
4) Z-SUBPROBLEM
The multi-view representation matrix Z is updated by solving the following problem
We use the following equation
So, the problem (16) is equivalent to
, and a closed form solution is provided by following theorem [21] .
has a closed solution, i.e., B * = [
The problem is equivalent to arg min
The
where 8: end while Output: multi-view representation Z.
B. CONVERGENCE ANALYSIS
The optimization problem is not convex, our algorithm can not obtain a global optimal solution. But, we give the convergence guarantee of Algorithm 1 for nonconvex MSCBDR problem. For convenience, we denote f ( J, Z, W, Z) as objective function, where
We start by presenting following lemma.
Lemma 1:
The sequence { J t , Z t , W t , Z t } generated by Algorithm 1 satisfies those properties:
(1) f ( J t , Z t , W t , Z t ) is monotonically non-increasing, i.e.,
(4) The sequences { J t }, { Z t }, {W t } and {Z t } are bounded.
Proof 2: (1). According to the rules of updating {J
The Lemma B. 5 in [39] is used for the second item to the right of the above inequality. Note that f ( J t+1 , Z, W t , Z t ) is (λ 3 +λ 4 )-strongly convex w.r.t.
Then, from the optimality of W t+1 to Eq (15), we have
Summing above inequality, we have
Hence, we can see that f ( J t , Z t , W t , Z t ) is monotonically non-increasing.
(2). To show that f ( J t , Z t , W t , Z t ) converges to some constant C > −∞, we only need to show that f ( J t , Z t , W t , Z t ) is lower bounded. Indeed, W t and Diag(Z t 1) − Z t are positive semi-definite. We have that Diag(Z t 1) − Z t , W t ≥ 0. Thus f ( J t , Z t , W t , Z t ) ≥ 0. This combines with the monotonicity of f ( J t , Z t , W t , Z t ) implies that lim t→+∞ f ( J t , Z t , W t , Z t ) = C for some constant C.
(3). Summing over both sides of Eq (27) from 0 to +∞ leads to
This implies that (4). First, it is obvious {W t } is bounded due to the constraint 0 W t I. Since it implies that W t 2 ≤ 1. Then, f ( J t , Z t , W t , Z t ) is monotonically non-increasing and thus it is upper bounded. This implies that { J t }, { Z t } and {Z t } are bounded.
The proof is completed. Theorem 3: Let { J * , Z * , W * , Z * } denotes any limit point of the sequence { J t , Z t , W t , Z t } generated by Algorithm 1. Then the limit point is a stationary point of problem, i.e.,
Proof 3: Based of the boundedness of variables in
, it follows from the Bolzano-Weierstrass theorem [40] that there exists at least one accumulation point ( J * , Z * , W * , Z * ) and a subsequence { J t j , Z t j , W t j , Z t j } converges to an accumulation point ( J * , Z * , W * , Z * ), i.e., J t j → J * , Z t j → Z * , W t j → W * and Z t j → Z * . Then by Lemma 4(3), we have J t j +1 → J * , Z t j +1 → Z * , W t j +1 → W * and Z t j +1 → Z * . On the other hand, using the updating rules of J t j +1 , Z t j +1 , W t j +1 and Z t j +1 , we have
When t j → +∞ in above equality, we have
Thus, we can obtain that { J * , Z * , W * , Z * } is a stationary point of problem.
We also provide some numerical results to clearly show the convergence behavior of our proposed MSCBDR.
C. COMPUTATION COMPLEXITY
Given a n × n matrix, the computational complexity of its SVD is O(n 3 ) at a time, the inverse for n × n matrix is O(n 3 ), the multiplication for m × n matrix and n × r matrix is O(mnr). The computations of our Algorithm 1 is mainly decided by the aforementioned three operations. (1) In step 3, the computation complexity of updating single-view (2) In step 4, the total computation complexity is O(m × n 3 ). (3) step 5 mainly includes eigenvalue decomposition and matrix product, thus the complexity is O(n 3 + k × n 2 ). (4) Vector point multiplication and max{0, X}, X ∈ R n×n are used, the complexity is O(n 2 ). So, it is easy to obtain the total complexity of proposed algorithm at each iteration by summing all the steps. Note that k n,we conclude that Algorithm 1's total computation complexity is O(T (dn 2 + mn 3 )), where T is the number of total iterations.
IV. EXPERIMENTS
In this section, we evaluate the clustering performance of MSCBDR on five benchmark datasets, including ORL dataset 1 , Yale dataset 2 , MSRCv1 dataset 3 , COIL20 dataset 4 and Still DB dataset 5 . Some sample images from these datasets are shown in Fig. 1-5 . The experimental settings and analysis are presented below.
In our experiments, five benchmark datasets are adopted for evaluation. The description of each datasets is given as follows:
ORL: The dataset [41] consists of 40 different subjects and each subject has 10 facial images. These images are described by using three feature sets: intensity with dimension 4096, LBP with dimension 3304, and Gabor with dimension 6750.
Yale: This dataset [42] contains 165 gray scale facial images of 15 individuals. There are 11 images per individual, which is formed by different facial expression or configuration: happy, sad, surprised, left-light, right-light, normal, center-light, with glasses, without glasses, sleepy, and wink. Four features are extracted: LBP with dimension 900, GIST with dimension 512, Gabor with dimension 2560 and grayscale value with dimension 1024.
MSRCv1: This collection [43] is a scene recognition dataset containing 240 images in total and 8 classes. We select 7 classes, i.e., tree, building, airplane, cow, face, car and bicycle, and three types of features are extracted: LBP with dimension 900, GIST with dimension 512 and Gabor with dimension 2560 from each image to construct multi-view data.
COIL-20: The dataset [44] is a Columbia object image library and contains 1440 images of 20 categories. Each class contains 72 images. Moreover, we extracted four visual features: LBP, GIST, Gabor and grayscale value with dimension 900, 512, 2560 and 1024 from each image stated above, respectively.
Still DB: This dataset [45] consists of 467 images and includes six different actions; they are running, walking, catching, throwing, crouching and kicking. This image collection involve a huge amount of diversity by means of viewpoints, shooting conditions, cluttered backgrounds, resolution. Three features are extracted, i.e., LBP with dimension 3844, GIST with dimension 512 and Gabor with dimension 10240.
B. EXPERIMENTS SETTING
We compare our method with following baselines: co-regularized spectral clustering(CRSC) [10] , multi-modal spectral clustering(MMSC) [12] , parameter-weighted multiview clustering(PwMC) [26] , self-weighted multi-view clustering (SwMC) [26] and latent multi-view subspace clustering(LMSC) [33] . The parameter in our experiments is set as follows:
(1) CRSC 6 [10] : It is a classical multi-view clustering method. Graphs in different view are established by the Gaussian functions in CRSC. We use the default setting as authors' suggestion.
(2) MMSC 7 [12] : Multi-modal spectral clustering learns a commonly shared graph Laplacian matrix by unifying different image features and adds a non-negative relaxation to improve the robustness and efficiency of image clustering. As authors' suggestion, we use the default settings in the program.
(3) PwSC 8 [26] : This method introduce the technique of Constrained Laplacian Rank into multi-view clustering. We need to employ a group of meaningful weights to measure the importance of each view. The weights depend on the parameter γ . Typically, γ in PwSC is searched in {0.0001, 0.001, 0.01, 0.1, 1, 10, 100, 1000}.
(4) SwSC 9 [26] : PwSC provides a feasible method to merge different graphs, but it involves the undesired parameter γ . In order to avoid the influence of parameters, a selfweighted multi-view clustering method is proposed. It can learn parameters automatically.
(5) LMSC 10 [33] : Under the assumption that each view is originated from one underlying latent subspace, LMSC seeks the underlying latent representation and simultaneously performs data reconstruction based on the learned latent representation. We tune the parameter λ from {0.0001, 0.001, 0.01, 0.1, 1, 10, 100, 1000} for the best performance.
For above six methods, we run each method ten times and report the mean performance as well as the standard deviation. CRSC, MMSC, PwSC, SwSC and LMSC need to implement k-means to obtain the final label after they obtain the fused representation of data. To reduce the influence of random initialization, we run k-means clustering 30 times, and the result with minimum objective function value is reported. Some widely used criterion are employed to evaluate the performance: clustering accuracy (ACC) [46] , normalized mutual information (NMI) [48] , F-measure [49] 6 http://www.umiacs.umd.edu/abhishek/code_coregspectral.zip 7 http://www.escience.cn/people/fpnie/papers.html 8 https://github.com/kylejingli/SwMC-IJCAI17 9 https://github.com/kylejingli/SwMC-IJCAI17 10 http://cs.tju.edu.cn/faculty/zhangchangqing/code.html and purity [47] . They can be computed by comparing the obtained label of each data with the ground-truth provided in advance. For all these criterion, the larger value indicates better clustering performance.
For our method, we search the parameters λ 1 , λ 2 , λ 3 and λ 4 from {0.0001, 0001, 0.01, 0.1, 1, 10, 100, 1000} for all datasets. The number of clustering is required to know when computing the multi-view representation and using the standard spectral clustering to finish the final clustering. Now, we only consider the case that the number of classes is known. Our algorithm converges until reaching the stop condition, i.e., max{
In addition, all experiments are carried out on a workstation running Windows 7 64bit operating system with Inter Core i5-4590 3.3GHz CPU and 4G RAM, and are implemented in Matlab R2018b version. From Table 2 -6, the following observations can be made: (1) overall, MSCBDR achieves very competitive and stable performance compared to most baselines. Taking the benchmark datasets ORL, Yale and Still DB for example, MSCBDR outperforms all the traditional methods in all metrics. (2) LMSC also obtain relatively satisfactory results in above five datasets. The main reason is that all approaches except LMSC and MSCBDR separate the learning of singleview similarity matrix from the learning of multi-view fusion matrix. Thus, the final representation matrix may be not optimal. (3) Although the performance of our model is not always top, while the performance of some approaches is variable and not unpredictable. For example, SwSC achieves the satisfactory performance on COIL20. However, on other four datasets, SwSC does not perform very well. (4) In MRSCv1, our method is slightly worse than CRSC. The cause of the result is that the data size is small and objects in this dataset have big inter-class similarity which may degrade the clustering accuracy. (5) Our method always outperforms the LMSC about all measurements in any datasets. This implies that block diagonal structure can capture more accurate information than low rank structure.
For visually intuition, we show the corresponding derived affinity matrix, as a clearer block diagonal structure of the affinity matrix results in higher clustering performance. We show the three datasets(ORL, Yale, COIL20) in Fig. 6 . Clearly, the affinity matrix of multi-view representation has apparent block diagonal structure.
In Section III-B, the strict convergence of Algorithm 1 is proved. We also give an experiment to show the convergence property of MSCBDR, the convergence curve is given in Fig. 7-Fig. 11 based on five benchmark datasets. In each figure, we define the horizontal axis to represent the number of iteration steps and the vertical axis to correspond to the value of termination criterion, respectively. It observes that MSCBDR algorithm can converge with few iteration steps. 
V. CONCLUSIONS
In this paper, we proposed a novel multi-view subspace clustering model with block diagonal representation named MSCBDR. This model introduces self-representation of multi-view data as fused multi-view feature, and employed the block diagonal constraints on this feature for improving the representation ability of fused feature. Thus, MSCBDR can learn a global graph representation from different single view data which has k connected components revealing the inner structure. Our method is robust because of block diagonal representation and noise sparse representation. An efficient algorithm is provided to optimization MSCBDR, and convergence of proposed algorithm is proved. Numerical experiments demonstrate the effectiveness of MSCBDR.
