Abstract-This paper presents a new method for estimating the rate of change of frequency (RoCoF) of voltage or current signals measured using instrument transformers. The method is demonstrably superior to currently available methods in the literature, in terms of estimation latency and estimation error. The estimation is performed in two steps. In the first step, the analog voltage or current signal obtained from an instrument transformer is statistically processed using interpolated discrete Fourier transform (IDFT) in order to obtain the means and variances of the signal parameters. These means and variances are then given as inputs to the second step, in which Kalman filtering (KF) is used to find the final RoCoF estimate. Accurate mathematical expressions for the means and variances of signal parameters have been derived and used in the second step, which is the main reason behind the superior performance of the method. The applicability of the method has been demonstrated on a benchmark power system model. Index Terms-Rate of change of frequency (RoCoF), statistical signal processing, discrete Fourier transform (DFT), Kalman filtering (KF), Hanning-window, instrument transformers.
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I. INTRODUCTION
R ATE of change of frequency (RoCoF) is an important indicator for assessing the stability of energy networks and is also used as an input for protection and control devices used in power systems. RoCoF in modern energy networks is increasing as system inertia decreases due to increased integration of wind and solar energy, which are inertia-less sources of energy. RoCoF as high as ±1 Hz/s for durations of more than 1 s have been reported by grid operators of relatively smaller grids with high penetration of wind energy, such as those of United Kingdom and Ireland [1] , [2] . Grid stability challenges associated with such a high RoCoF have also been reported and studied [3] - [5] .
Any control or protection scheme designed to mitigate the stability problems arising due to high RoCoF necessarily requires fast and accurate estimation of RoCoF. Inaccurate RoCoF can lead to malfunction of protection relays and limiters, and cause damage to the system. For instance, if the estimated RoCoF is lower than the actual RoCoF, then RoCoF-relays will not get triggered. However, the current limiters of automatic voltage regulators (AVRs) can get triggered due to overcurrent or undercurrent observed during a high RoCoF period. This conflicting behaviour of the two protection devices can be hazardous to the generators and the rest of the devices in the system which they are supposed to protect. Accurate estimation of RoCoF is, thus, an important necessity for safe operation of energy networks. The significance of fast and accurate estimation of RoCoF can be inferred from the fact that tripping of a RoCoF-relay played a key role in the UK power blackout of 2008 [1] .
The simplest method to estimate RoCoF is to obtain it as an average quantity. This is done by finding the change of frequency over a rolling window period, and dividing the frequency change by the duration of the window period. The problem with this method is that if RoCoF is high, then average RoCoF becomes significantly different from instantaneous RoCoF: larger the window period, larger will be the difference between average RoCoF and instantaneous RoCoF. Hence, shortest possible rolling window period should be chosen to evaluate average RoCoF in order to make it close to the instantaneous or actual RoCoF [6] . But with a shorter window period, noise or errors in measured frequency have a greater deteriorating effect on average RoCoF, rendering the estimates to be inaccurate. As noise and errors are invariably present in any measurement, an alternative solution for fast and accurate estimation of RoCoF is to use methods based on statistical signal processing, which work on the idea of filtering out noise and errors using their statistical properties.
Several methods of RoCoF estimation have been proposed in literature utilizing various techniques of statistical signal processing [7] - [19] . These techniques involve phase locked loop (PLL) ( [7] , [14] ), Taylor-Fourier transform (TFT) and Taylor weighted least squares (TWLS) ( [8] , [13] , [14] , [16] - [19] ), convolution and interpolation ( [9] - [11] , [15] ) and Kalman filtering [12] . These papers do not focus specifically on estimation of RoCoF, instead, RoCoF is obtained as one of the parameters of synchrophasor estimation. Also, these papers do not study the relation between accuracy and latency of RoCoF estimation, or how the accuracy of estimation can be controlled. This paper aims to address this limitation, and proposes an optimal method for accurate RoCoF estimation which balances the trade-off between accuracy and latency of estimation. The novel contributions and advantages of the proposed method are enumerated as follows.
r It has been mathematically shown that it is possible for a two-step estimator to achieve a lower estimator-variance as compared to any single step estimator for RoCoF estimation.
r A two-step estimator has been proposed in which interpolated discrete Fourier transform (DFT) [20] and Kalman filtering (KF) [21] have been combined as two stages of estimation. The DFT stage dynamically provides estimates of means and variances of the inputs required by the KF stage, and this continuous updation of variances leads to noise-robustness of RoCoF estimation. Rest of the paper is organized as follows. Section II studies what type of estimator should be used for RoCoF estimation. Section III describes the process for estimation of magnitude, phase and frequency of an analogue signal, while Section IV explains how these estimates can be further used for RoCoF estimation using KF. Section V presents simulations to demonstrate the developed estimation method. Section VI concludes the paper.
II. CHOICE OF ESTIMATOR FOR ROCOF ESTIMATION
RoCoF (R f ) can either be estimated in a single estimation step, together with the phase (θ), magnitude (Y m ) and frequency (f ) of a sinusoidal signal; or it can be estimated in two steps, with phase, magnitude and frequency (or a subset of these) being estimated in the first step, and the RoCoF being estimated in the second step. In order to test which strategy of the two is a better one, Cramer Rao bounds (CRBs) have been derived in Appendices A-B. CRB gives a lower bound on the variance of any unbiased estimator [22] . If RoCoF is estimated in a single step by including it in the estimation model, then the CRBs for phase and frequency of the signal are given as follows (as derived in Appendix B).
Here σ 2 Y is the variance of the noise in the sinusoidal signal, N is the total number of samples used for finding the estimates and f s is the sampling frequency. Alternatively, if RoCoF is estimated in two steps by not including it in the estimation model for the first step, then the CRBs for phase and frequency of the signal are given as follows (as derived in Appendix A).
It can be inferred from (1), (2) that for given σ 2 Y , N and f s , and for large N (that is, N >> 1), CRB(θ) for one-step estimation strategy is approximately 9/4 times larger than CRB(θ) for two-step estimation strategy. Similarly, CRB(f ) for one-step estimation is approximately 16 times larger than CRB(f ) for two-step estimation. This shows that if RoCoF is included in estimation model, then the CRBs for phase and frequency estimation are always larger than when RoCoF is not included in the estimation model. Thus, it is better to first estimate phase and frequency, and then use their means and variances in a second step to estimate RoCoF, as two-step estimation of RoCoF can achieve lower variance for estimates than single step estimation. Also, as RoCoF is related to phase and frequency using a simple linear and dynamic model, Kalman filter can be used to dynamically estimate RoCoF if the means and variances of phase and frequency are already known. This is the rationale behind using a two-step estimator, in which the first step provides accurate estimates of means and variances of phase and frequency of a sinusoidal signal, and the second step dynamically provides RoCoF estimation using KF. The next two sections provide the details of the two steps of estimation.
III. STEP 1: INTERPOLATED DFT BASED ESTIMATION
Several methods have been proposed in literature for estimating the parameters of a sinusoidal signal, but most of these methods are computationally expensive and, hence, are not suitable for real-time applications [23] . Recently, an interpolated DFT based estimation method was proposed in [20] and was shown to be both fast and accurate enough for real-time control applications in power systems. This method has been further developed in this section for finding the estimates of frequency, magnitude and phase of the fundamental components of measurements obtained from CTs and VTs.
The kth sample of an analogue signal Y (t), sampled at a
where Y m sin 2π kf f s + θ is the fundamental component of the signal, while denotes other harmonics and high-frequency components in the signal. The fundamental component of the signal can be extracted by multiplying the samples of the analogue signal with a suitable window function which eliminates other harmonics and high-frequency components in the signal, followed by finding its DFT. One such function is Hanning window function given by h k = sin 2 ( π k N ), and if this function is multiplied with N samples of Y k , the DFT of the product is given by Z(λ) as follows [20] .
where, Y m , θ and f are magnitude, phase and frequency of Y 's fundamental component, respectively; λ ∈ {0, 1, ..., N − 1}; and W (λ) is the following DFT of Hanning window function.
The key concept in interpolated-DFT based estimation is to approximate W (λ) with the following expression, provided that N >> 1 and λ << N [20] , [24] .
By substituting (5) in (3), Z(λ) can be expressed as follows for N >> 1 and λ << N .
whereŶ m ,θ andf denote the estimates of Y m , θ and f , respectively. As (6) has three unknowns (which areŶ m ,θ andf ), three distinct equations are required to estimate these unknowns. This can be done by choosing any three distinct values of λ in (6) (say λ = 1, λ = 2 and λ = 3). The obtained values ofŶ m ,θ andf will have associated estimation errors which will depend on N and on the values of λ which are used for generating the three distinct equations. More precisely, these estimation errors are inversely proportional to N 4 [20] , and, hence, N should be as large as practically feasible. In this paper N is taken to be in the order of 10 3 , as this is the highest order for N for which interpolated-DFT can run on a state-of-the-art DSP processor without overloading it [20] . should not be greater than 3 as then the latency in obtaining the estimated values becomes too large, and at the same time it should not be too small as then the accuracy of estimation is diminished [20] . In this paper an intermediate value off is an unknown quantity as f needs to be estimated. But because of power system operational requirements [25] , f should remain within 5% of the base system frequency, f 0 (which is usually 50 Hz or 60 Hz), and, hence, if N and f s are chosen such that 
Equation (7) implies that the product of a square-matrix and a column vector is equal to a zero vector, when both the matrix and the vector have non-zero elements. This can only happen if the columns of the matrix are linearly dependent, that is, the determinant of the matrix is zero, given as follows.
Simplification of the above determinant givesf as follows.
θ can be obtained by substituting the above value off back into (6) and eliminatingŶ m . To do this, the equation which is obtained by putting λ = 0 in (6) is divided by the equation obtained by putting λ = 1 in (6), which comes as follows.
Solving for e jθ using (10) gives the following expression.
Using (11) and (6) (with λ = 0),Ŷ m comes as follows.
where B, C, and e jθ are given by (10), (11) . Remark 2: It should be noted thatf ,θ andŶ m are real quantities, but they are obtained as functions of complex quantities (given in the right hand sides (RHSs) of (9), (11) and (12), respectively). Hence, these quantities will have negligible but finite imaginary parts associated with them because of finite computational accuracy of any computational device. This fact can be further understood using a simple example. Suppose the real and imaginary parts of e iπ need to be computed. From basic maths, it is known that real part of e iπ is cos π = −1, and its imaginary part is sin π = 0. But, as π is an irrational number, any computer stores only an approximate value for π, with finite number of digits after decimal. The computer uses this stored value of π for calculating the real and imaginary parts of e iπ . If the value stored for π in the computer is (π − ), where is the difference between the actual value of π and the stored value of π, then the value which is computed for the imaginary part of e iπ is equal to sin(π − ) ≈ . Thus, the imaginary part computed for e iπ is non-zero, and it is approximately equal to a small number , which corresponds to the computational accuracy of the computer. This fact can be easily verified by evaluating the expression imag(exp(i*pi)) in MATLAB (or a similar expression in any other programming software). Just as the actual imaginary part of e iπ is zero, in the same way, the actual values off ,θ orŶ m should have zero imaginary parts. This is becausef ,θ orŶ m denote real quantities, and their mathematical expressions will also be purely real, as these expressions have been derived by applying principles of maths on equation (7) . Thus, during implementation, the imaginary parts should be ignored and only the real parts of RHSs of (9), (11) and (12) should be assigned tof ,θ orŶ m , respectively. Also, asf andŶ m are strictly positive, absolute values of real parts of respective RHSs should be assigned to them. Moreover, as by definitionθ lies in the interval (−π/2, π/2], hence, it should be 'unwrapped' by adding or subtracting suitable multiples of π.
It was found in [20] that the variance of the above estimate off in (9) is approximately twice the minimum possible variance which is theoretically achievable using any unbiased estimator (known as Cramer-Rao bound (CRB) [26] ). CRB for frequency estimation of a sinusoidal signal has been derived in [26] (and also in Appendix A) and is given by CRB(f ) (in Hz 2 ) as follows.
Here σ 2 Y is the p.u. noise variance of Y . CRBs for variances of Y m andθ, and cross-variance ofθ andf have been derived in Appendix A (and not in [26] ), and are given by CRB(Ŷ m ) (in p.u.), CRB(θ) (in rad 2 ) and CRB(θ,f ) (in rad/s), respectively, as follows.
Following the statistical analysis given in [20] for finding the variance off , the variances off ,Ŷ m andθ, and cross-variance ofθ andf are found to be approximately two, two, six and two times the above CRBs in (14) , respectively; and hence, the estimated variances off ,θ andŶ m , and estimated crossvariance ofθ andf are given byσ
(in rad 2 ) andσ θf (in rad), respectively, as follows.
where CRB(f ), CRB(Ŷ m ), CRB(θ) and CRB(θ,f ) are given by (13) (13)- (15) is that these estimates of variances and cross variance can be continuously updated and provided to the Kalman filtering stage, along withf andθ, thereby improving the accuracy of RoCoF estimation.
IV. STEP 2: KALMAN FILTERING
Kalman filtering is a recursive method for obtaining state estimates of a dynamic system. As a simple and linear dynamic model defines RoCoF in terms of phase and frequency of an analog signal, any variant of Kalman filter can be used to estimate RoCoF. In this paper unscented KF (UKF [21] ) has been used for performing RoCoF estimation using the parameter estimates obtained from the interpolated DFT (IDFT) stage.
The process model used for estimating RoCoF is given as follows. KF is a discrete method and, hence, the process model given by (16) needs to be discretized before KF can be applied to it. Discretizing (16) at a sampling period T 0 , by using zero order hold (ZOH) approximation [27] , gives the following equation (where k andk represent the k th and (k − 1) th samples, respectively). in Hz 2 /s 2 ), the process-noise model is given as follows.
in the above process-noise model is the only non-zero term of P v and it corresponds to the expected variance of the noise in RoCoF estimates. Hence, σ 2 R f directly controls the accuracy of RoCoF estimation. This has been further explained and demonstrated in Section V-B.
Kalman filter also requires a measurement model besides a process model. The estimates of phase, θ k (defined by (10), (11) and denoted byθ k ), and of frequency, f k (defined by (9) and denoted byf k ), which are obtained in the IDFT stage, are used as measurements for the UKF stage. After incorporating the measurement noise, w k , the measurement model is given as follows.
y k in the above measurement model consists of estimated quantities which have finite measurement-noises. These noises are denoted by w k in the measurement model, and associated mean and variance are defined as follows. (19)- (20) and (9)- (15) . These quantities should be updated every T 0 s, which is the sampling period of the UKF stage. With (16)- (20) as model, the filtering equations of UKF for kth sample are given as follows [28] .
STEP 2: Generate sigma points
STEP 3: Predict states χ
T STEP 6: Output and time update outputx k and P k x , k ← (k + 1), goto STEP 1.
V. CASE STUDY
A model 16-machine, 68-bus benchmark test system (Fig. 1 ) has been used for the case study and MATLAB-Simulink has been used for its modelling and simulation. A detailed description of the system is given in [29] , [30] or [31] .
The RoCoF of the terminal voltage of each generation unit in the system is obtained dynamically using the proposed IDFT-UKF RoCoF estimator. The measurement which is required by the estimator is the terminal voltage of a generation unit, V (t), and is generated by adding noise to the simulated analogue values of terminal voltage the unit. As mentioned in IEEE and IEC standards ( [35] , [36] ), the measurement error in industrial CTs and VTs lies in the range of 0.1%-3%. In this case study, an intermediate value has been taken for the variance of noise in V (t), and it is set as 1%, that is, σ 2 Y = 0.01 2 (p.u.). Also, as explained in Section III, N , f 0 and f s are taken as 1200, 50 Hz and 40000 Hz, respectively. The sampling period of UKF stage, T 0 , is taken as 0.01 s, as explained in [29] , [28] or [32] ; and thus, the estimates obtained from the IDFT stage are also updated every 0.01 s. Also, σ
2 ) in (18) . The estimation results of the proposed method have also been compared with currently available methods. Due to limitation of space, results of only selected methods have been shown in this case study, and these methods include: 1) the rolling window averaging method (or Δf/Δt method), 2) a standard PMU based method as given in [19] , and 3) the method given in [13] , which is one of the currently best available methods in literature in terms of accuracy and estimation-latency.
Estimation latency refers to the total interval between the time at which a physical quantity takes a certain value, and the time at which this value of the physical quantity gets estimated. In the case study, estimation latency translates to the interval between the time at which a simulated value of RoCoF arrives, and the time at which this value of RoCoF is estimated by an estimator using some measurable quantity (or quantities) as input (which is analog voltage signal in this case).
The system starts from a steady state in the simulation. Then at t = 1 s, a disturbance is created by a three-phase fault at bus 54 and is cleared after 0.18 s by opening of one of the tie-lines between buses 53-54. This creates a RoCoF event in which the system RoCoF touches around ±1 Hz/s for a few seconds. The simulated RoCoF along with its estimated values for one of the units (the 13th generation unit) have been plotted in Fig. 2 for the four RoCoF estimation methods. The parameters of the estimators have been selected in such a way that the estimation latencies for all the methods remain same and are equal to 110 ms.
A. Estimation Accuracy
It can be observed from Fig. 2 that the estimation performance of the bottom two methods is comparable, and is far superior than the top two methods. As it is not clear from Fig. 2 whether the proposed IDFT-UKF method performs better than the GTWLS-IDFT method, both of these methods have been plotted together in Fig. 3 , along with the plots of corresponding squared estimation errors.
It can be seen in Fig. 3 that the estimation provided by the proposed IDFT-UKF method is relatively 'smoother' than the GTWLS-IDFT method, that is, the estimation errors are closer to zero and the maximum estimation error is much lower. To be precise, the root mean square errors (RMSEs) and the maximum errors for the four methods have been tabulated in Table I for estimation latency of 110ms. It can be inferred from Table I that both the RMSE and the maximum error for the proposed method remain around three-fifth of those for the GTWLS-IDFT method. In fact, the proposed method satisfies all the IEEE standard limits for RoCoF estimation as specified in [33] , [34] . These limits are: maximum error of 0.10 Hz/s, RMSE of 2 × 10 −2 Hz/s and corresponding maximum estimation latency of 120 ms.
B. Controlling RMSE and Its Effect on Estimation Latency
It was briefly mentioned in Section IV that σ 2 R f is the processnoise variance (in p.u./s 2 ) associated with the RoCoF, and as it is the only non-zero term of P v as given in (18) . Fig. 4 shows how estimation latencies vary with RMSEs for a fixed σ 2 Y = 0.01 2 (p.u.) for the proposed method. It can be observed from the figure that latency is low for high RMSEs, and latency increases with decrease in RMSE. This is expected as the UKF estimator requires longer time to achieve smaller RMSE in the estimated RoCoF. Thus, for a given noise level of input signal, a desired level of estimation RMSE can be directly obtained, and such a control over accuracy of estimates can be beneficial in accuracy sensitive applications. Also, for latency sensitive applications a given level of latency can be obtained indirectly by assigning a suitable value to σ 2 R f . In any case, as only one parameter, σ 2 R f , decides both RMSE and latency, it can be easily manipulated as per the application, or to achieve balance in accuracy and latency.
Remark 5: It should be noted here that σ
should not be set as zero, or to infinitesimal values, as this would produce incorrect estimation results from UKF -no estimator can provide infinite accuracy of estimation. This limiting value of σ 2 R f , below which incorrect estimation results are obtained, depends on noise variance of input signal, and can be obtained using trial-and-error. In the case study, it is found that for an input noise variance of σ 
C. Computational Feasibility
Computational feasibility of the proposed method can be inferred from the fact that the entire simulation, including simulation of the power system, with the four estimators at each machine, runs in faster-than-real-time on a personal computer with Intel Core 2 Duo, 2.0 GHz CPU and 2 GB RAM. The expression 'faster-than-real-time' here means that 1 second of the simulation takes less than 1 second of processing time. Thus, the method can be easily implemented using current technologies.
VI. CONCLUSION
A two-stage method for dynamic RoCoF estimation in power systems has been proposed which can provide RoCoF estimates of analogue signals of voltage or current measured using instrument transformers. The proposed method provides better accuracy for a given estimation latency as compared to currently available methods. The proposed method also provides direct control over the accuracy of estimation, and can be easily tweaked to suit any kind of application and to strike a balance between accuracy and estimation latency. The set of parameters which need to be estimated for (21) is Θ = {Θ 1 , Θ 2 , Θ 3 } = {Y m , θ, f}. A lower bound on the variance of any unbiased estimator of Θ is given by the CRB [22] , which is found using the inverse of the information matrix, I(Θ). For (21), the (i, j)th element of the matrix I(Θ) is given as follows.
After evaluating the partial derivatives in (22) using (21), various elements of I(Θ) are given as follows. 
