Abstract-Image-based abstraction (or summarization) of a Website is the process of extracting the most characteristic (or important) images from it. The criteria for measuring the importance of images on Websites are based on their frequency of occurrence, characteristics of their content, and Web link information. As a case study, this work focuses on logo and trademark images. These are important characteristic signs of corporate Websites or of products presented there. The proposed method incorporates machine learning for distinguishing logo and trademarks from images of other categories (e.g., landscapes and faces). Because the same logo or trademark may appear many times in various forms within the same Website, duplicates are detected and only unique logo and trademark images are extracted. These images are then ranked by importance taking frequency of occurrence, image content, and Web link information into account. The most important logos and trademarks are finally selected to form the image-based summary of a Website. Evaluation results of the method on real Websites are also presented. The method has been implemented and integrated into a fully automated image-based summarization system, which is accessible on the Web at http://www.intelligence.tuc.gr/ websummarization.
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INTRODUCTION
T HE World Wide Web (WWW) has grown substantially in recent years. At the same time, Websites have grown in size and have become more complex in content and structure so that it is often difficult to skim over their contents. Website abstraction (or summarization) provides a means for fast and efficient Web browsing and retrieval. The goal of abstraction is to produce coherent summaries that are as good as human-authored summaries. This allows for faster and better understanding of the contents of a Website without first browsing through its content. Text abstraction (or summarization) in particular produces a concise summary of a Website by extraction of important phrases or sentences appearing in the Website using statistical approaches [1] , linguistic approaches [2] , or combination of the two [3] .
Images are used to enhance the information content of Web pages, to capture the attention of users, or to reduce the textual content of Websites. In many scientific, artistic, technical, or corporate Websites, images comprise the majority of digital content and are characteristic of the content and type of these Websites. Despite the great significance of images in realizing Web contents, image-based summarization approaches of Websites have not been proposed in the literature. Augmenting text-based with image-based summarization could lead to more comprehensive summaries and allow for more effective Web browsing and retrieval.
Image-based summarization requires that content descriptions be extracted from Web images and used to determine the importance of images. However, general purpose image analysis approaches for extracting meaningful and reliable descriptions for all image types are not yet available. To achieve consistency of image content representation and high-quality results, image-based summarization needs to be geared toward specific image types. For this, we choose the problem of logo and trademark images as a case study for the evaluation of the proposed methodology.
The reasons for the selection of this image type are given as follows:
. Logos and trademarks are important characteristic signs of corporate Websites or of products presented there. A recent contribution [4] reports that logos and trademarks comprise 32.6 percent of the total number of images on the Web. . Image-based summarization of logo and trademarks is of significant commercial interest (e.g., Patent Offices provide services on detection of unauthorized uses of logos and trademarks). . Logo and trademark images are easier to describe by low-level image features (such as those used in this work) than other types of images, such as photographs. Therefore, it is easier to extract reliable content descriptions and construct accurate image summaries.
To properly categorize images on the Web, filters based on machine learning by decision trees [5] for distinguishing logo and trademark images from images of other categories (e.g., photographs) are designed and implemented. The images of a Website are then ordered by importance and only the most important images are included in the summaries. Appropriate importance criteria are defined based on the frequency of appearance of an image in a Website, its content, and its position in the Website hierarchy. Because multiple instances of the same image may appear many times in a Website in different forms (i.e., different sizes, illumination, colors, or even processed and combined with different background), the method groups similar or duplicate images together (based on appropriate similarity criteria and matching algorithms) so that only one instance of each image is included in the summary. This process is fully automated, extensible for more image types (provided that suitable content descriptors and matching algorithms are available for the image types), and scalable (i.e., works even for large Websites).
The contributions of the proposed work are the following:
. We introduce the concept of image-based summarization for improving the quality of Website summaries and as a tool for more effective Web browsing and retrieval. . A fully automated image-based summarization approach is proposed. The method is based on machine learning and image analysis for selecting the most characteristic images of a Website. Appropriate criteria for measuring the importance of images in Websites are proposed based on their frequency of occurrence, characteristics of their content, and Web link information. . The evaluation of the method on corporate Websites is presented. This is a very important application in itself, aiming at creating summaries consisting of important logos and trademarks. . The proposed method has been implemented and integrated within a complete automated Website image summarization system. The system is accessible on the Web. 1 Existing approaches for handling logos and trademarks (e.g., [6] and [7] ) focus entirely on image content analysis and high-precision answers to queries by image example. They neither focus on detection (i.e., discrimination between trademark and not trademark images) nor do they perform Website abstraction (summarization) by image content. This work handles both of these issues. Recent contributions [8] , [9] , [10] on image content analysis deal with the problem of image categorization into a set of predefined categories based on training and machine learning but neither of these methods performs summarization.
The rest of this paper is organized as follows: Extraction of meaningful image descriptions for logos and trademarks is discussed in Section 2. The proposed method is discussed in Section 3. Experimental results are presented in Section 4, followed by conclusions in Section 5.
IMAGE FEATURE EXTRACTION
The focus of this work is not on novel image feature extraction but on showing how to automatically extract the most characteristic logo and trademark images of a Website for a given and well-established set of features (such as those used in [6] and [7] ).
Logos and trademarks are small size graphic images, with a limited number of distinct intensity levels and colors. In addition, logos and trademarks exhibit a lower spatial distribution of intensities than images of other categories (e.g., faces and landscapes). This information is mostly captured by gray-level intensity information rather than by color. In addition, the same logo or trademark image may appear as color or gray-scale image in the same Website. For this reason, color information is not useful. In the following, all images are converted to gray scale.
Image information is captured by intensity and frequency histograms. The following types of intensity and frequency histograms are computed [11] : the power spectrum over 256 regions (wedges) of the DFT spectrum of the image defined by multiples of the azimuthal angle between À and . The Fourier spectrum describes an image by its frequency content. Sharp intensity changes correspond to high frequencies in the Fourier spectrum while smooth intensity changes correspond to low frequencies. Logos and trademarks (e.g., graphic images) exhibit sharp intensity variations corresponding to high frequencies in the frequency domain (Fourier spectrum).
The Radial histogram measures image detail: High values in large rings correspond to fine detail. Logos and trademarks exhibit sharp intensity changes that give rise to high frequencies in the Radial histogram. The Angle histogram measures directionality of edges, which usually appears in natural (e.g., outdoor) images and photographs of man-made structures and rarely in logos and trademarks. If an image has edge texture in direction , then high energy will be present in wedge þ =2.
All histograms are normalized (i.e., the sum of all histogram bins is equal to 1). Table 1 illustrates examples of logo and nonlogo images together with their Intensity, Radial, and Angle histograms. We observe that most intensity values in the Intensity histogram of the logo image are concentrated at 255. The Radial histogram also exhibits rich high-frequency content as opposed to the rich low-frequency content of the nonlogo image. As expected, the two images cannot be distinguished based on the content of their Angle histograms (i.e., none of the two images shows directionality of intensity changes).
Image Representation
Frequency and Intensity histograms are useful representations by themselves. However, a more compact representation of image content that takes advantage of the peculiarities of histograms consists of the following set of features:
. [12] , an optimal thresholding method, is applied (i.e., the thresholding problem is formulated as a discriminant analysis). Like the mean, the threshold represents the luminance of an image and takes greater values for logo and trademarks than other types of images. . Skewness [13] . Characterizes the degree of asymmetry of a histogram around the mean value. It takes both positive and negative values (depending on whether the distribution extends rightward or leftward, respectively). It is computed as
. Kurtosis [13] . Measures the peakiness or flatness of the histogram (corresponding to positive and negative values, respectively) and is computed as
. Energy [14] . The more homogeneous an image is, the higher is the value of the energy. Logo and trademarks are generally characterized by large energy values (i.e., they are more homogeneous than other types of images). It is computed as Table 2 illustrates the features of the logo and nonlogo images in Table 1 . In addition to the features of histograms, images are also represented by moment invariants [11] . These are computed as a vector of seven moment coefficients, which describes the image by its spatial arrangement of intensities. Moment invariants have been proven to be effective representations of image content for logo and trademark images [6] , [7] .
The vector of the features described above serves two purposes, logo-trademark detection and similarity.
. Logo-Trademark detection. Each image is represented by a vector of 23 features computed on histograms (seven features for each of the three histograms, plus image file size and number of distinct intensities in the image). The detection of logo and trademarks based on histogram features is discussed in Section 3.2. . Logo-Trademark similarity. Given that two images are logos or trademarks, their similarity is computed by matching their 1) feature vectors, 2) vectors of moment invariants, and 3) histograms. The similarity between histograms is computed by their intersection [11] , whereas the similarity of vectors (i.e., feature vectors or vectors of moment invariants) is computed by subtracting their euclidean vector distance from the maximum value of distance. Similarity detection between logo and trademark images is discussed in Section 3.3. Notice that not all features are equally important for logo-trademark detection or for measuring image similarity. In addition, the Angle histogram might be less useful than the Intensity and Radial histograms, because edge directionality is less frequent in images. However, instead of manually selecting important features at this stage, this is left to the machine learning stage to decide algorithmically (e.g., by pruning the decision tree).
PROPOSED METHOD
A complete prototype system has been developed for the task of image-based Website summarization. Given a Website, the system extracts its most characteristic images. These images form the image summary of the Website. The purpose of this summary is then twofold: 1) it is presented to the user for viewing and browsing and 2) it can be stored and used by search engines [15] for fast searching of the contents of the Web (i.e., there is no need to search through the contents of the entire Website). Fig. 1 illustrates the architecture of the proposed system. The system consists of several modules. The most important of them are discussed in the following sections.
Image Information Extraction
Typically, images are embedded within Web pages and are surrounded by text. Image files are extracted and processed. The following information is computed for each image:
. Link information. The position of each image in the Website hierarchy is determined and characterized by its number of appearances in the Website (i.e., the same image may be used or pointed to more than once by many Web pages within the same Website) and by its depth ðLinkDepthÞ in the Website. It is defined as the minimum number of links from the root page that needs to be visited in order to access the image. 2 It is normalized by the maximum image depth of the Website:
An image in the root page always has Depth ¼ 1. 
Logo and Trademark Detection
Machine learning by decision trees is employed for training the system to distinguish between logo or trademark images and images of other categories, on the basis of the [5] that is trained to detect logo and trademark images. Table 3 illustrates the results of training for different confidence values and for 10-fold stratified cross-validation training [5] . This method estimates performance on data that has not been used for training. For each image, an estimate of its probability of being logo or trademark is computed. The average probability measured over all testing instances is the "classification accuracy" of the decision tree. The "confidence value" controls the degree of pruning of the decision tree. Lower values of confidence value cause more drastic pruning and create shorter trees than higher values.
Because the feature vectors may involve correlated attributes, we repeated the same experiment with uncorrelated attributes obtained by Singular Value Decomposition (SVD). Only the 10 higher order features were retained ignoring the less significant (lower order) features. The main idea was that lower order features correspond to less discriminating features that could potentially bias the results of the classification overall. However, the experimentation did not show any improvement by using SVDbased features.
The best decision tree demonstrated classification accuracy as high as 84.49 percent corresponding to a confidence value of 0.1 and raw feature vectors (without SVD). Table 4 illustrates sample images along with their logo-trademark probabilities. The first two images are two different forms of the same logo image.
The training method used above requires that each image be analyzed and represented by its feature vector. A faster method would be to concatenate the three histograms and use the merged histogram unprocessed (i.e., without computing any features at all) as a vector of 768 histogram values for training. We repeated the same experiment with the 40 uncorrelated attributes obtained by SVD ignoring the less significant (lower order) features. Again, the testing method is stratified cross validation. Table 5 summarizes the results of this training. Training the decision tree using histogram features outperforms training using raw histograms. Raw histograms are low-level image representations of image content. The decision trees become overfitted to the training set and fail to generalize well to the test sets (e.g., getting trapped easily by outliers of the test sets). Therefore, the preferred method is training based on histogram features.
. Similarity detection. The purpose of this step is to train a decision tree to detect pairs of similar images. The training data set consists of 2,229 image pairs (338 pairs of similar images and 1,891 pairs of dissimilar images). For each image pair, a 27-D attribute vector is formed. The attributes in this vector are computed as feature differences. There are 23 attributes corresponding to differences over 23 features (i.e., seven features for each one of the three histograms plus image file size and number of distinct intensities), three attributes corresponding to three histogram intersections, and one attribute corresponding to the euclidean distance of their vectors of moment invariants. The decision tree accepts pairs of images and classifies them into similar or not (i.e., a "yes"/"no" answer). The decision tree was pruned with a confidence value of 0.1 and achieved a 93.89 percent average classification accuracy. The evaluation method is again stratified cross validation. . Image clustering. The purpose of this step is to group all similar images together into clusters. Because there may exist a certain degree of uncertainty in detecting whether two images are similar (depending on the classification accuracy of the decision tree), an image is allowed to be a member of more than one cluster. In this work, they are assigned to the bigger cluster. The algorithm can be easily modified to assign the image to multiple clusters. The problem is formulated as one of finding the fully connected components (or "cliques") on the image similarity graph: Each image corresponds to a node of the graph and two images (nodes) are connected by an edge if the decision tree determined that they are similar. A greedy algorithm for finding all cliques on the image similarity graph is applied [16] . Fig. 2 illustrates this process. A clique clustering algorithm reveals three cliques (clusters). In this example, the first two clusters share a common image. The following two stages work on the set of logo or trademark images detected at this stage.
Duplicate Logo and Trademark Detection
Because the same logo or trademark image may be found many times in various forms (e.g., as gray-level or color image) within the same Website, the next step is to group all detected logo and trademarks into clusters. Each cluster contains various instances of the same logo or trademark (i.e., not only identical but also similar logo or trademarks). From each cluster, one image is selected to represent the cluster in the summary.
This stage is implemented in two steps.
Logo and Trademark Ranking
The purpose of this stage is to find the most important (or characteristic) logo and trademark images in a Website. The importance of an image is computed based on the following criteria:
. Probability. The higher the probability of being a logo or trademark, the more important the image is. It corresponds to the classification accuracy of the decision tree measured for the image. . Instances. The more the instances of an image in the Website hierarchy, the more important it is. It takes values in [0, 1] by normalizing the total number of logo-trademark images in a Website. . Depth. The higher an image is in the Website hierarchy, the more important it is. It is computed as in Section 3.1 and takes values in [0, 1]. The following formula combines the above ideas and computes the importance of an image:
Images appearing with the same URL (address in Website) are identical, regardless of Web page of appearance. An image appearing many times has the same URL. If the images are exactly the same but have different URLs, they are considered to be different images. This, however, would not be a problem since both images will be detected as similar and will be included in the same cluster. Based on the importance scores, one of these images will be selected for the summary.
Image-Based Summarization
The method above ranks individual images. Because the images within a cluster represent the same logo or trademark and a cluster may contain many images, only the most characteristic (important) image from each cluster is represented in the summary. However, the number of clusters can be very large, and it becomes meaningful to rank the clusters themselves by importance (so that only the clusters ranked higher are represented in the summary). The number of clusters represented in a summary is user defined.
The importance of a cluster depends on the importance of the images it contains and is computed as
ImageImportance i : ð3Þ
The more images are in a cluster and the more important these images are, the more important the cluster is.
EXPERIMENTAL RESULTS
Summarizing the above discussion, the method works as follows:
1. A Website is downloaded or is available to a local computer. 2. All images within the Website are extracted (Section 3.1). 3. All logo and trademark images are detected (Section 3.2). 4. Similar logo and trademark images are grouped into clusters (Section 3.3). 5. All detected logo and trademark images are ranked by importance (Section 3.4). 6. All clusters are ranked by importance (Section 3.5).
The top k clusters are represented in the summary (k is user defined). 7. Each cluster is represented in the summary by its most important logo or trademark image. The prototype system is accessible on the Web. 3 The inputs to the system are Websites crawled using the Larbin crawler. 4 A local collection of 1.5 million pages with images corresponding to 31,217 Websites was assembled. The crawler started its recursive visit of the Web from a set of 14,000 initial pages (the answers of Google image search 5 to 20 queries on various topics). The crawler worked recursively in breadth first order and visited pages up to depth of six links from each origin. Therefore, very deep Websites are only partially downloaded (i.e., they are available up to a depth of 6). The method can work with any Website. The only requirement is that the Website has been downloaded to a local disk. 
Evaluation
The results obtained by the method are also evaluated by a human. Below, we present average results (over 50 Websites) of logo-trademark detection accuracy (measured as the percentage of logo and trademarks detected by the method), classification accuracy (measured as the percentage of correctly classified logo and trademarks), and overall system performance (measured as the percentage of qualifying logo and trademark images detected by the method with respect to the total number of logo and trademark images detected by the human). The results indicate that it is possible for the method to approximate algorithmically the human notion of image abstraction reaching up to 76 percent detection accuracy, up to 85 percent classification accuracy, and finally, up to 64 percent summarization accuracy (overall system performance). The Appendix presents the measurements on the 50 Websites used in this experiment in Table 12 .
Examples
The user is allowed to select a Website through the user interface. As an example, the method is applied to the Java Website (www.java.com) and the results at each stage are discussed below. The downloaded images are shown in Table 6 . The descriptive text of each image is not shown. Table 7 shows logo and trademark images detected by the method. Very small images as well as buttons and bars were filtered out. The "Sun" logo was falsely filtered out by the decision tree because it is very small. The method detected a number of bars as logos. This reveals an inherent deficiency of the method: Buttons and bars (in many cases) exhibit the same characteristics with logo and trademark images such as low detail, low color variability, and low spatial distribution of intensity values and cannot be effectively filtered out. Excluding all such images from the summaries is possible (e.g., by training the system to do so) but the risk of losing actual logo and trademark images is high. In this implementation, we opted for a less rigorous filter for logo-trademark detection, which exchanged a small probability for false positives (allowing some button and bar images to be included in the summaries) for much higher recall. Table 8 illustrates the grouping of logo and trademark images into clusters of similar images. Notice that the method detected image similarities at a coarse scale. Logos with different text messages are grouped together. This is a rather desirable characteristic of the method since the messages in all these images represent similar meaning. Methods supporting detection and recognition of text within images (e.g., text segmentation and optical character recognition methods) [17] , [18] can also be applied for grouping such images based on the meaning of their included text. We finally note that all bars and buttons are effectively grouped in one cluster (so that only one representative from this cluster will appear in the summary). Table 9 shows the final image summary of the Website. Only the most characteristic image of each cluster is included in the summary. Because only three clusters are detected, all clusters are represented in the summary. Notice that the summary may also be extended to include more than one image from each cluster. The images included in the summary are mostly images that appear higher than other similar images (within the same cluster) in the Website hierarchy. Table 10 illustrated the images downloaded from the Website or Princeton University (www.princeton.edu). The system correctly filtered out all nonlogo images (including buttons and bars) and detected only one image (shown in Table 11 ) in the summary. The image at the bottom row of Table 10 is very small and was filtered out.
CONCLUSIONS
We have introduced the concept of image-based summarization for improving the quality of Website summaries and as a tool for more effective Web browsing and retrieval. Appropriate criteria for measuring the importance of images in Websites are also proposed based on their frequency of occurrence, characteristics of their content, and Web link information.
A novel image-based summarization method for the Web is presented and discussed. We choose the problem of summarization of large corporate Websites by logo and trademark as a case study for the evaluation of the proposed method. The method works in steps, first by extracting images with high probability of being logos or trademarks, then by clustering similar images together and by ranking images in each cluster by importance. The most important image from each cluster is included in the summary. The method relies on image feature extraction for representing image content and on machine learning for distinguishing logos and trademarks (from images of other categories) and for detecting similarities between such images. A prototype Web summarization system for logo and trademark images is also implemented. Experimental results of the method were described, while the prototype system is accessible on the Web.
Extending the proposed methodology to handle more image types is straightforward (i.e., the algorithms for logo and trademark selection, description, and matching can be replaced by algorithms for the new image type [19] ). While logos and trademarks are permanent features of the Website, summarization may not be meaningful for other types of images that may be transitory. For example, images from CNN's news pages change every few hours and do not appear frequently and in different variations (these images do not repeat). Aiming for summaries of stream image data (like the CNN data) is a different problem from what we are addressing in this work.
The proposed method is currently being integrated into IntelliSearch, 6 an intelligent Web search engine that has been developed in our laboratory. Future work includes experimentation with larger training data sets and image types for improving the performance machine learning. More elaborate machine learning methods (i.e., support vector machines, Bayesian networks, and neural networks) for improving the classification accuracy and sensitivity (i.e., better adaptation to the feature space) of the learning process can also be used. 
APPENDIX EVALUATION RESULTS
The measurements on the 50 Websites used in the experiment discussed in Section 4.1 are shown in Table 12 . . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
