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Noncommutative modular symbols
and Eisenstein series
Gautam Chinta, Ivan Horozov, Cormac O’Sullivan
Abstract
We form real-analytic Eisenstein series twisted by Manin’s noncommutative modular sym-
bols. After developing their basic properties, these series are shown to have meromorphic
continuations to the entire complex plane and satisfy functional equations in some cases. This
theory neatly contains and generalizes earlier work in the literature on the properties of Eisen-
stein series twisted by classical modular symbols.
1 Introduction
1.1 Background
Let Γ be a congruence subgroup acting on the complex upper half plane H together with its cusps:
H = H ∪ P1(Q). The quotient is the modular curve X = Γ/H. Manin [Man72] introduced modular
symbols, which are elements ofH1(X,Q). There is a natural pairing betweenmodular symbols and
holomorphic weight two cusp forms on Γ, obtained by integration. This pairing, combined with
the action of Hecke operators, yields rich arithmetic information about periods of elliptic curves,
special values of L-functions and Fourier coefficients of modular forms.
In [Gol99] Goldfeld began a program of studying the distribution of modular symbols. For
γ ∈ Γwe use the notation
⟨γ, f ⟩ ∶= 2πi∫ γz0
z0
f(u)du (1.1)
for the pairing between the modular symbol {z0, γz0} and the weight two cusp form f for Γ. It
may be seen that (1.1) is independent of z0 ∈ H, and since f is a cusp form, ⟨γ, f⟩ depends only on
the bottom row of the matrix γ. Following earlier work of O’Sullivan [O’S00] and Petridis [Pet02],
it is shown in Petridis-Risager [PR04, Thms. A,G] that as T →∞ the values in
⎧⎪⎪⎨⎪⎪⎩
Re⟨ ( ∗ ∗c d ) , f ⟩√
log(c2 + d2) ∶ c
2 + d2 ⩽ T⎫⎪⎪⎬⎪⎪⎭
follow a normal distribution, and that
∑
c2+d2⩽T
∣⟨ ( ∗ ∗c d ) , f ⟩∣2 = 16π2vol(Γ/H) ∣∣f ∣∣2T logT +O(T ) as T →∞.
Very recently, Petridis and Risager in [PR18] have also verified, exactly and on average, some of
the conjectures of Mazur, Rubin and Stein on the statistics of modular symbols.
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These results depend on properties of Eisenstein series twisted by modular symbols, that is, func-
tions of the form
E(z, s;f) = ∑
γ∈Γ∞/Γ
⟨γ, f⟩Im(γz)s (1.2)
and their generalizations, as in [Gol99]. Here z is in the upper half plane and s is a complex
number, initially with real part bigger than 1 to ensure convergence. The function E(z, s;f) is not
automorphic in z, but it does satisfy the more complicated relation
E(γ1γ2z, s;f) −E(γ1z, s;f) −E(γ2z, s;f) +E(z, s;f) = 0 (1.3)
for all γ1, γ2 ∈ Γ.
Define (f ∣kγ)(z) as j(γ, z)−kf(γz) for j(( a bc d ) , z) ∶= cz + d and extend this action to the group
ring C[Γ] by linearity. The relation (1.3) led Chinta-Diamantis-O’Sullivan [CDO02] to define a
second-order modular form on Γ of weight k as a holomorphic function on the upper half plane
which satisfies
f ∣k(γ1 − I)(γ2 − I) = 0, for all γ1, γ2 ∈ Γ. (1.4)
An nth-order modular form of weight k on Γ satisfies
f ∣k(γ1 − I)(γ2 − I)⋯(γn − I) = 0, for all γi ∈ Γ. (1.5)
Higher-ordermodular forms were also independently defined by Kleban and Zagier [KZ03]. Their
motivation comes from the study of modular properties in crossing probabilities on 2 dimensional
lattices. One can similarly define higher-order (real-analytic) Eisenstein series generalizing the
second-order series in (1.2) as in [PR04] and [JO08]. Very general series of this form are studied by
Diamantis and Sim [DS08].
Manin [Man06] has initiated the development of a theory of noncommutative modular symbols.
These arise as iterated integrals of cusp forms and Eisenstein series. The principal motivation for
their study comes from multiple zeta values. See, for example, the paper of Choie and Ihara [CI13]
which gives explicit formulas for iterated integrals in terms of multiple Hecke L-functions. Gener-
alizing in another direction, Horozov [Hor15] defines noncommutative Hilbert modular symbols.
In the present paper we construct Eisenstein series twisted byManin’s noncommutative modu-
lar symbols. The result is a generating series whose coefficients contain the higher-order Eisenstein
series studied in [PR04, JO08, DS08] as well as further new series not studied before. We find that
the automorphic properties and functional equations of the earlier higher-order Eisenstein series
are elegantly and succinctly encapsulated in our new formalism.
1.2 Main results
We introduce some basic notation in order to state our main results; see e.g. Iwaniec [Iwa02] for a
fuller background. The group SL2(R) acts by linear fractional transformations on H ∪ P1(R). Let
Γ ⊂ SL2(R) be a Fuchsian group of the first kind, i.e. a discrete subgroup of SL2(R) with quotient
Γ/H of finite hyperbolic volume. We may fix a finite set of inequivalent cusps for Γ, which we
assume to be nonempty. Let Γa be the subgroup of Γ fixing the cusp a. Then Γa is isomorphic
to Z, where the bar means the image under the map SL2(R) → SL2(R)/ ± I . (We don’t assume−I ∈ Γ.) This isomorphism can be seen explicitly as there exists a scaling matrix σa ∈ SL2(R) such
that σa∞ = a and
σ−1a Γaσa = {± ( 1 ℓ0 1 ) ∣ ℓ ∈ Z} .
A function f on H has weight k for Γ if f satisfies (f ∣kγ)(z) = f(z) for all γ ∈ Γ. If f is also
holomorphic on H and has a Fourier expansion at each cusp a of the form
(f ∣kσa) (z) = ∞∑
m=0
ca(m;f)e2πimz (1.6)
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then f is a modular form for Γ. If ca(0;f) = 0 for every cusp a then f is called a cusp form.
For a and b in H ∪ {cusps}, set
Cba(f1, f2, . . . , fn) ∶= ∫ b
a
fn(zn)∫ zn
a
fn−1(zn−1)⋯∫ z2
a
f1(z1)dz1⋯dzn (1.7)
where f1, f2, . . . , fn are weight 2 holomorphic cusp forms for Γ. Near end-points that are cusps,
we assume the path of integration follows a geodesic to ensure we remain in the region where the
cusp forms have exponential decay. In this way (1.7) is always absolutely convergent.
Let f = (f1, f2, . . . , fr) be an r-tuple of not necessarily distinct, weight 2 holomorphic cusp
forms for Γ. To each fi we associate the variable Xi and define
Iba = Iba(f) ∶= 1 +∑
i
Cba(fi) ⋅Xi +∑
i,j
Cba(fi, fj) ⋅XiXj + ∑
i,j,k
Cba(fi, fj , fk) ⋅XiXjXk +⋯. (1.8)
Thus Iba is an element of the ring C⟪X1, . . . ,Xr⟫ of formal power series in the non-commuting
variables Xi with coefficients in C. We will also use the notation I
b
a(f1, f2, . . . , fr) for (1.8). In the
case when r = 0 it is convenient to set
Iba() ∶= 1, Cba() ∶= 1. (1.9)
As we will see, these symbols satisfy the two key relations of concatenation and Γ-invariance:
IbaI
c
b = Ica, (1.10)
Iγbγa = Iba (1.11)
for all a, b, c ∈ H ∪ {cusps} and all γ ∈ Γ. Manin’s noncommutative modular symbol is Iaγa for γ ∈ Γ
and base point a ∈ H ∪ {cusps}. As described in [Man06, Prop. 2.5.1], Iaγa is a representative
of a nonabelian cohomology class in H1(Γ,Π) where Π is the group of invertible elements of
C⟪X1, . . . ,Xn⟫with constant term 1.
For each cusp bwe define the Eisenstein series with noncommutative twists as
Eb(z, s) ∶= ∑
γ∈Γb/Γ
Iaγa ⋅ Im(σ−1b γz)s. (1.12)
Our first result proves the basic properties of this series. Recall that the hyperbolic Laplacian ∆ is
given by y2(d2/dx2 + d2/dy2) for z = x + iy.
Theorem 1.1. The series Eb(z, s) is well-defined and absolutely convergent for Re(s) > 1. It is an eigen-
function of the Laplacian:
∆Eb(z, s) = s(s − 1)Eb(z, s) (1.13)
and for all δ ∈ Γ satisfies Eb(δz, s) = Iδaa ⋅ Eb(z, s). (1.14)
In the above statement, the absolute convergence of Eb(z, s) means that the coefficient of each
Xi1⋯Xin in the formal power series defining Eb(z, s) is an absolutely convergent sum over γ ∈
Γb/Γ. The meromorphic continuation of Eb(z, s) described below has the same meaning.
Note that changing the base point in (1.12) has a simple effect: if E ′
b
(z, s) is defined as in (1.12),
but with base point c instead of a, then E ′
b
(z, s) = Iac ⋅ Eb(z, s) ⋅ Ica since
Icγc = Iγaγc ⋅ Iaγa ⋅ Ica = Iac ⋅ Iaγa ⋅ Ica (1.15)
by (1.10) and (1.11).
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Theorem 1.2. The series Eb(z, s) admits a meromorphic continuation to all s ∈ C.
Theorem 1.2 is shown in Section 4.2. In fact much more is proved there, including bounds on
the continued series Eb(z, s) as well as its Fourier coefficients.
When r = 1, so there is just one cusp form f1 = f and Iba is in the commutative power series
ring CJXK, the function Eb(z, s) makes sense not just as a formal power series but also as a con-
vergent series in the real parameter X. In fact, this is the approach taken by Petridis [Pet02] and
Petridis-Risager [PR04] who use spectral deformation theory to study generalizations of the series
(1.2). Thus our work may be considered an extension of their ideas in using a generating series to
simultaneously study the properties of a collection of modular symbols or iterated integrals. See
also our remarks following Theorems 4.3 and 4.4.
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2 Properties of iterated integrals
2.1 Basic properties
We collect in this section properties of iterated integrals which we will need in our study of non-
commutative modular symbols and the associated Eisenstein series. Note that the definition (1.7)
makes sense for general holomorphic functions f1, . . . , fn on C and endpoints a, b ∈ C. So, just in
this subsection, we include these more general functions fi.
Proposition 2.1. Let a, b, c ∈ C and let f1, . . . , fn be holomorphic functions on C. Then we have
(i) Cba(
nucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
f1, f1, . . . , f1) = 1
n!
(∫ b
a
f1(u)du)
n
,
(ii) Cba(f1, f2, . . . , fn) = (−1)nCab (fn, fn−1, . . . , f1),
(iii) Cca(f1, f2, . . . , fn) = ∑0⩽i⩽nCba(f1, . . . , fi) ⋅Ccb(fi+1, . . . , fn).
Proof. Part (i) follows by induction and the change of variables w = ∫ za f(u)du. Part (ii) is [DH13,
Lemma 1.1, (v)]. We may also give an elementary proof by induction as follows. The cases n = 0,1
are true, so assume n ⩾ 2. Set
Fj(z) ∶= ∫ z
a0
fj(w)dw (2.1)
for some fixed a0. Then
Cba(f1, f2, . . . , fn) = Cba(F1 ⋅ f2, f3, . . . , fn) −F1(a)Cba(f2, . . . , fn). (2.2)
The induction hypothesis yields
Cba(f1, f2, . . . , fn) = (−1)(n−1) (Cab (fn, . . . , f2 ⋅ F1) − F1(a)Cab (fn, . . . , f2)) . (2.3)
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Applying (2.2) to each term on the right of (2.3) and using induction again shows
Cba(f1, f2, . . . , fn) = −Cba(F1 ⋅ f2, f3, . . . , fn−2, fn−1 ⋅ Fn) +Fn(b)Cba(F1 ⋅ f2, f3, . . . , fn)
+F1(a)Cba(f1, . . . , fn−2, fn−1 ⋅ Fn) −F1(a)Fn(b)Cba(f2, . . . , fn−1). (2.4)
Expressing Cab (fn, fn−1, . . . , f1) with formula (2.4) and using the induction hypothesis completes
the proof of (ii).
Part (iii) is [DH13, Lemma 1.1, (iii)]. We may easily prove it by taking a0 = a in the definition
(2.1) of F1 to get
Cca(f1, f2, . . . , fn) = Cca(F1 ⋅ f2, f3, . . . , fn). (2.5)
Applying (2.5) to both sides of (iii) and using induction completes the proof.
Proposition 2.1 (iii) implies the concatenation relation (1.10). With Proposition 2.1 (i) we have,
at least formally,
Iba(f1) = 1 +Cba(f1) ⋅X +Cba(f1, f1) ⋅X2 +Cba(f1, f1, f1) ⋅X3 +⋯ = exp(∫ b
a
f1(u)du ⋅X).
Wewill see that the iterated integrals Cba(f1, f2, . . . , fn) satisfy a further family of general identities
in (5.8).
2.2 Modular properties
The iterated integrals will have certain modular invariance properties when f1, . . . , fn are weight
2 cusp forms, as we assume for the rest of the paper. The Γ-invariance relation (1.11) is equivalent
to
Cγbγa(f1, f2, . . . , fn) = Cba(f1, f2, . . . , fn)
which may be easily verified directly.
Proposition 2.2. For any a ∈ H and any parabolic γ ∈ Γ we have Cγaa (f1, f2, . . . , fn) = 0 when n ⩾ 1.
Proof. Suppose γ fixes the cusp b. Then σ−1
b
γσb = ± ( 1 ℓ0 1 ) for some ℓ ∈ Z. We first consider Cba for
b ∈ H. Using the change of variables zi = σbwi in (1.7) yields
Cba(f1, f2, . . . , fn) = ∫ σ
−1
b
b
σ−1
b
a
fn(σbwn)∫ wn
σ−1
b
a
fn−1(σbwn−1)⋯∫ w2
σ−1
b
a
f1(σbw1)dσbw1⋯dσbwn
= ∫ σ
−1
b
b
σ−1
b
a
(fn∣2σb)(wn)∫ wn
σ−1
b
a
(fn−1∣2σb)(wn−1)⋯∫ w2
σ−1
b
a
(f1∣2σb)(w1)dw1⋯dwn.
Writing u = σ−1
b
a, v = σ−1
b
b, e(z) ∶= e2πiz and using (1.6) shows
Cba(f1, f2, . . . , fn) = ∑
m1,...,mn∈Z⩾1
cb(m1;f1)⋯cb(mn;fn)
×∫ v
u
e(mnwn)∫ wn
u
e(mn−1wn−1)⋯∫ w2
u
e(m1w1)dw1⋯dwn. (2.6)
Note that (2.6) is absolutely convergent because the coefficients cb(mi;fi) have polynomial growth
inmi and the integrals have exponential decay when u, v ∈ H. Taking b = γa we find
v = σ−1b γa = σ−1b γσbu = u + ℓ.
Since the integrand in (2.6) is a polynomial in e(wn)with constant term zero, it follows that (2.6) is
zero for b = γa as desired.
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Corollary 2.3. For any a, b ∈ H ∪ {cusps} and any parabolic γ ∈ Γ we have
Iγba = Ibγa = Iba, (2.7)
Cγba (f1, f2, . . . , fn) = Cbγa(f1, f2, . . . , fn) = Cba(f1, f2, . . . , fn). (2.8)
Proof. Let c ∈ H and we may change to this base point using
Iγba = Ica ⋅ Iγcc ⋅ Ibc (2.9)
which follows as in (1.15). Proposition 2.2 implies that Iγcc = 1 and hence Iγba = Iba. The second
identity in (2.7) is similar and then (2.8) follows from (2.7).
Example 2.4. To give an example of the relation (2.6), we compute
∫ v
u
e(m2w2)∫ w2
u
e(m1w1)dw1dw2
= 1(2πi)2 (
e((m1 +m2)v) − e((m1 +m2)u)
m1(m1 +m2) +
e((m1 +m2)u) − e(m1u +m2v)
m1m2
) .
With the identity
−
1
m1(m1 +m2) +
1
m1m2
= 1
m2(m1 +m2)
we obtain, with u = σ−1
b
a, v = σ−1
b
b as before,
Cba(f1, f2) = ∑
m1,m2∈Z⩾1
cb(m1;f1)cb(m2;f2)(2πi)2 (
e((m1 +m2)v)
m1(m1 +m2) +
e((m1 +m2)u)
m2(m1 +m2) −
e(m1u +m2v)
m1m2
) .
See [CI13] for more examples of expressing iterated integrals as multiple L-functions.
2.3 Growth estimates for iterated integrals
Here we give some growth estimates which will be needed for the convergence of Eisenstein series
formed with noncommutative modular symbols.
Proposition 2.5. Let b be a cusp of Γ and let a ∈ H ∪ {cusps}. For an implied constant independent of
b ∈ H,
Cba(f1, f2, . . . , fn)≪ 1 + ∣ log Im(σ−1b b)∣n. (2.10)
Proof. Recall that for any cusp form f of weight 2, we have y∣f(z)∣ ≪ 1 for all z ∈ H. We use
induction on n to prove the proposition, the case n = 0 being clear. First consider Cbσbi(f1, . . . , fn)
with imaginary number i. There exists γ ∈ Γb such that Re(σ−1b γσbi) = Re(σ−1b b) + t for ∣t∣ ⩽ 1/2. By
Corollary 2.3, Cbγσbi(f1, . . . , fn) = Cbσbi(f1, . . . , fn). Hence
Cbσbi(f1, . . . , fn) = ∫ bγσbi fn(w) ⋅Cwγσbi(f1, . . . , fn−1)dw
= ∫ σ
−1
b
b
σ−1
b
γσbi
(fn∣2σb)(z) ⋅Cσbzσbi (f1, . . . , fn−1)dz.
With our cusp form bound and induction, the integrand is≪ (1 + ∣ log y∣n−1)/y. Hence
Cbσbi(f1, . . . , fn)≪ ∫ i+1/2
i−1/2
1 + ∣ log y∣n−1
y
dx +∫ Im(σ
−1
b
b)
1
1 + ∣ log y∣n−1
y
dy
≪ 1 + ∣ log Im(σ−1b b)∣n.
6
Finally, use the identity
Cba(f1, f2, . . . , fn) = ∑
0⩽j⩽n
Cσbia (f1, . . . , fj)Cbσbi(fj+1, . . . , fn) (2.11)
to obtain (2.10) and complete the induction.
Note that, with Proposition 2.1 (ii) it is clear that we may replace Cba(. . . ) by Cab (. . . ) in the
statement of Proposition 2.5.
Corollary 2.6. Let b be a cusp of Γ. For an implied constant independent of a, b ∈ H,
Cba(f1, f2, . . . , fn)≪ 1 + ∣ log Im(σ−1b a)∣n + ∣ log Im(σ−1b b)∣n.
Proof. This follows from Proposition 2.5 and (2.11).
Corollary 2.7. Let b be a cusp of Γ and let a ∈ H ∪ {cusps}. For an implied constant independent of γ ∈ Γ
and z ∈ H,
Caγa(f1, f2, . . . , fn)≪ 1 + ∣ log Im(σ−1b z)∣n + ∣ log Im(σ−1b γz)∣n.
Proof. Since Iaγa = IγzγaIzγzIaz = IzaIzγzIaz , we have
Caγa(f1, f2, . . . , fn) = ∑
0⩽i⩽j⩽n
Cza(f1, . . . , fi)Czγz(fi+1, . . . , fj)Caz (fj+1, . . . , fn).
With Proposition 2.5 and Corollary 2.6, this is
≪ ∑
0⩽i⩽j⩽n
(1 + ∣ log Im(σ−1b z)∣i) (1 + ∣ log Im(σ−1b z)∣j−i + ∣ log Im(σ−1b γz)∣j−i)
× (1 + ∣ log Im(σ−1b z)∣n−j)
and the result follows.
The implied constants in Proposition 2.5 and Corollaries 2.6, 2.7 may depend on the remaining
parameters. For example, the implied constant in Corollary 2.7 depends on b, a, n and f1, . . . , fn.
3 Eisenstein series twisted by noncommutative modular symbols
In this section we introduce our primary object of study, the Eisenstein series formed with non-
commutative modular symbols. The series we define here are slightly more general than those
described in the introduction.
3.1 Definition and convergence
Let f = (f1, f2, . . . , fr) and g = (g1, g2, . . . , gt) be lists of weight 2 cusp forms. To each fi we associate
the variable Xi and to each gi we associate Yi. Let I
b
a = Iba(f) be as before in (1.8) and put
Jba = Jba(g) = 1 +∑
i
Cba(gi) ⋅ Yi +∑
i,j
Cba(gi, gj) ⋅ YiYj +⋯. (3.1)
Then Iba ⋅ J
b
a is an element of the ring of formal power series in the variables Xi and Yi with coeffi-
cients in C. We take these variables to be non-commuting, except for the relations XiYj = YjXi for
1 ⩽ i ⩽ r, 1 ⩽ j ⩽ t. We may write
Iba ⋅ J
b
a = 1 +∑
i
Cba(fi) ⋅Xi +∑
i
Cba(gi) ⋅ Yi
+∑
i,j
Cba(fi, fj) ⋅XiXj +∑
i,j
Cba(fi)Cba(gj) ⋅XiYj +∑
i,j
Cba(gi, gj) ⋅ YiYj +⋯. (3.2)
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Fix a base point a ∈ H ∪ {cusps}. For z ∈ H and any cusp b of Γ, define the Eisenstein series
twisted by noncommutative modular symbols as
Eb(z, s) ∶= ∑
γ∈Γb/Γ
Iaγa ⋅ J
a
γa ⋅ Im(σ−1b γz)s. (3.3)
This agrees with our earlier definition (1.12) when g is empty. The summands are well-defined by
Corollary 2.3. Expanding with (3.2) gives
Eb(z, s) = Eb(z, s) +∑
i
Eb(z, s;fi) ⋅Xi +∑
i
Eb(z, s;gi) ⋅ Yi
+∑
i,j
Eb(z, s;fi, fj) ⋅XiXj +∑
i,j
Eb(z, s;fi, gj) ⋅XiYj +∑
i,j
Eb(z, s;gi, gj) ⋅ YiYj +⋯ (3.4)
where
Eb(z, s;fi1 , . . . , fim , gj1 , . . . , gjn) ∶= ∑
γ∈Γb/Γ
Caγa(fi1 , . . . , fim)Caγa(gj1 , . . . , gjn)Im(σ−1b γz)s. (3.5)
Theorem 3.1. The series Eb(z, s;f1, . . . , fm, g1, . . . , gn) from (3.5) is absolutely convergent for Re(s) > 1.
This convergence is uniform for s in compact sets.
Proof. In the casem = n = 0 the theorem is true for Eb(z, s), which is just the ordinary real-analytic
Eisenstein series for Γ. By Corollary 2.7, the summand of the series corresponding to γ is bounded
by a constant times
(1 + ∣ log Im(σ−1b z)∣m+n + ∣ log Im(σ−1b γz)∣m+n) Im(σ−1b γz)Re(s). (3.6)
The elementary inequality ∣ log y∣k < (2/ε)k(yεk + y−εk)
for all y, ε > 0 and k ⩾ 0, implies the first factor in (3.6) is
≪ Im(σ−1b z)ε(m+n) + Im(σ−1b z)−ε(m+n) + Im(σ−1b γz)ε(m+n) + Im(σ−1b γz)−ε(m+n).
Hence
∑
γ∈Γb/Γ
∣Caγa(f1, . . . , fm)Caγa(g1, . . . , gn)Im(σ−1b γz)s∣
≪ Eb(z,Re(s)) +Eb(z,Re(s) + ε(m + n)) +Eb(z,Re(s) − ε(m + n))
for any ε > 0, with the implied constant depending on ε and z. The result follows.
3.2 Transformation properties
Proposition 3.2. For Re(s) > 1 and all δ ∈ Γ
Eb(δz, s) = Iδaa ⋅ Jδaa ⋅ Eb(z, s). (3.7)
Proof. We have
Eb(δz, s) = ∑
γ∈Γb/Γ
Iaγa ⋅ J
a
γa ⋅ Im(σ−1b γδz)s
= ∑
γ∈Γb/Γ
Iaγδ−1a ⋅ J
a
γδ−1a
⋅ Im(σ−1b γz)s.
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Then Ia
γδ−1a
= Iγa
γδ−1a
Iaγa = Iaδ−1aIaγa = Iδaa Iaγa and similarly Jaγδ−1a = Jδaa Jaγa. Using these relations we
obtain
Eb(δz, s) = ∑
γ∈Γb/Γ
Iδaa I
a
γa ⋅ J
δa
a J
a
γa ⋅ Im(σ−1b γz)s
= Iδaa Jδaa ∑
γ∈Γb/Γ
Iaγa ⋅ J
a
γa ⋅ Im(σ−1b γz)s.
The relation (3.7) elegantly encapsulates a lot of information. Comparing corresponding coef-
ficients shows
Eb(δz, s;f1, . . . , fm, g1, . . . , gn)
= m∑
i=0
n∑
j=0
Cδaa (f1, . . . , fi)Cδaa (g1, . . . , gj)Eb(z, s;fi+1, . . . , fm, gj+1, . . . , gn). (3.8)
When f = (), a similar formula is given by Diamantis and Sim [DS08, Eq. (3.30)].
Example 3.3. Another special case of Proposition 3.2 appears in [JO08]. Suppose that Eb(z, s) is
defined with modular symbols Iba(f) and Jba(g) with each depending on single cusp forms. Then
the coefficients in the series (3.4) take the form
Eb(z, s;f, . . . , f´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
m
, g, . . . , g´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n
) = ∑
γ∈Γb/Γ
Caγa(f, . . . , f)Caγa(g, . . . , g)Im(σ−1b γz)s
= ∑
γ∈Γb/Γ
1
m!
(∫ a
γa
f(u)du)m 1
n!
(∫ a
γa
g(u)du)nIm(σ−1b γz)s
= (−1)m(2πi)m+n
1
m!n!
∑
γ∈Γb/Γ
⟨γ, f ⟩m⟨γ, g ⟩nIm(σ−1b γz)s (3.9)
where the modular symbol pairing was defined in (1.1). The series in (3.9) is studied in detail in
[PR04], [JO08] and written as
E
m,n
b
(z, s;f, g) ∶= ∑
γ∈Γb/Γ
⟨γ, f ⟩m⟨γ, g ⟩nIm(σ−1b γz)s. (3.10)
It follows from relation (3.7), by translating the terms of (3.8) with (3.9), that
E
m,n
b
(δz, s;f, g) = m∑
i=0
n∑
j=0
(m
i
)(n
j
)(−⟨γ, f ⟩)i(−⟨γ, g ⟩)jEm−i,n−j
b
(z, s;f, g)
for all δ ∈ Γ. This is Lemma 4.1 of [JO08].
The results in Sections 3.1 and 3.2 complete the proof of Theorem 1.1, except for the verification
of (1.13). But this follows from ∆ys = s(s − 1)ys as in the classical case for Eb(z, s).
3.3 Fourier expansions
Write z = x + iy for z ∈ H. Let a and b be cusps for Γ. By [Iwa02, Thm. 3.4], the Fourier expansion
of the classical real-analytic Eisenstein series is
Ea(σbz, s) = δabys + φab(s)y1−s + ∑
k∈Z≠0
φab(k, s)Ws(kz). (3.11)
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The function Ws(z) is a Whittaker function and φab(s), φab(k, s) may be expressed in terms of
Kloosterman sums. Also δab takes the value 1 if a and b are Γ-equivalent and is 0 otherwise.
The same proof gives the expansion
Ea(σbz, s;f1, . . . , fm, g1, . . . , gn)) = φab(s;f1, . . . , gn))y1−s + ∑
k∈Z≠0
φab(k, s;f1, . . . , gn))Ws(kz) (3.12)
form+n ⩾ 1. The coefficients φab(s;f1, . . . , gn)) and φab(k, s;f1, . . . , gn))may be written in terms of
Kloosterman sums twisted by iterated integrals, similarly to [O’S00, Eqs. (1.2),(1.3)]. It is an inter-
esting question to find explicit forms for these coefficients. See [GO03, Remark 5.5] and [Ris03, Sect.
4.1] for the determination of φab(s;f1). In Bruggeman-Diamantis [BD16], φab(s;f1) and φab(k, s;f1)
are expressed in terms of L-functions and shifted convolution sums.
Combining the expansions (3.12) gives the Fourier expansion of Ea(z, s) as
Ea(σbz, s) = δabys +Φab(s)y1−s + ∑
k∈Z≠0
Φab(k, s)Ws(kz) (3.13)
where
Φab(s) = φab(s) +∑
i
φab(s;fi) ⋅Xi +∑
i
φab(s;gi) ⋅ Yi
+∑
i,j
φab(s;fi, fj) ⋅XiXj +∑
i,j
φab(s;fi, gj) ⋅XiYj +∑
i,j
φab(s;gi, gj) ⋅ YiYj +⋯ (3.14)
and Φab(k, s) is a similar series.
4 Meromorphic continuation
The meromorphic continuation of the classical Eisenstein series Ea(z, s) to all s ∈ Cmay be shown
using its Fourier expansion in simple cases, such as when Γ = SL2(Z). Selberg proved the contin-
uation for general groups Γ and one of Selberg’s methods, as described in [Iwa02, Chap. 6], was
extended in [JO08] to prove the continuation of Em,na (z, s;f, g). We recall from (3.9) that this is a
constant times
Ea(z, s;f1, . . . , fm, g1, . . . , gn) (4.1)
where f1 = f2 = ⋯ = fm = f and g1 = g2 = ⋯ = gn = g. The proof in [JO08] goes through almost
without change in the general case of distinct functions fi and gj . The twomain properties that the
proof needs are that (4.1) is an eigenfunction of the Laplacian and that it transforms into itself as
z is replaced by γz for γ ∈ Γ except for the addition of a lower-order term. The proof also requires
some growth estimates that we describe next.
4.1 Growth estimates for twisted Eisenstein series
Following [Iwa02], we may measure the growth of Γ-invariant functions in terms of the invariant
height function defined by
yΓ(z) ∶=max
a
max
γ∈Γ
(Im(σa−1γz))
for z ∈ H where the outer maximum is taken over our fixed set of inequivalent cusps. Thus yΓ(z)
approaches∞ as z approaches any cusp.
The twisted Eisenstein series are not Γ-invariant and it is more convenient to fix a fundamental
domain F and examine their growth there. Let PY ⊂ H denote the strip with ∣x∣ ⩽ 1/2 and y ⩾ Y .
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We choose F so that its closure contains the cuspidal zones σaPY for all a and Y large enough; see
[Iwa02, Section 2.2]. For z ∈ Fwe define the domain height function
yF(z) ∶=max
a
(Im(σa−1z)).
Clearly, yF(z) is bounded below by a positive constant for z ∈ F and bounded above by yΓ(z).
In fact yF(z) = yΓ(z) when z is in the cuspidal zones σaPY for all a and Y large enough. Hence
yΓ(z) ≪ yF(z) for z ∈ F. It is also shown in [JO08, Lemma A.1] that, for any cusp b and all z ∈ H
yΓ(σbz) ⩽ (cΓ + 1/cΓ)(y + 1/y) (4.2)
for cΓ depending only on Γ.
With Proposition 2.5 we have shown that, for any cusp b,
Cza(f1, f2, . . . , fn) ≪ 1 + ∣ log Im(σ−1b z)∣n (4.3)
for all z ∈ H. It follows from (4.3) that
Cza(f1, f2, . . . , fn) ≪ logn(yF(z) + e) (4.4)
for all z ∈ F. We have, writing σ = Re(s) as usual,
Ea(z, s) ≪ yΓ(z)σ (4.5)
as in [Iwa02, Corollary 3.5] for example. Using (4.4) in the proof of [JO08, Prop. 3.3] shows
Ea(z, s;f1, . . . , fm, g1, . . . , gn) ≪ yF(z)1−σ+ε (4.6)
for all ε > 0 and all z ∈ F whenm + n > 0.
Our next goal is to extend (4.6) to a bound on all of H. Similarly to [JO08, Sect. 5.1] we may do
this neatly using the series
Qb(z, s;f1, . . . , fm, g1, . . . , gn) ∶= ∑
γ∈Γb/Γ
Caγz(f1, . . . , fm) ⋅Caγz(g1, . . . , gn) ⋅ Im(σ−1b γz)s. (4.7)
Proposition 4.1. The series Qb(z, s;f1, . . . , fm, g1, . . . , gn) converges absolutely for Re(s) > 1 to a Γ-
invariant function of z. It satisfies the bound
Qb(z, s;f1, . . . , fm, g1, . . . , gn) ≪ logm+n(yΓ(z) + e) ⋅ yΓ(z)σ (4.8)
for all z ∈ H and is related to the twisted Eisenstein series through the identities
Qb(z, s;f1, . . . , fm, g1, . . . , gn)
= m∑
i=0
n∑
j=0
Caz (f1, . . . , fi) ⋅Caz (g1, . . . , gj) ⋅Eb(z, s;fi+1, . . . , fm, gj+1, . . . , gn), (4.9)
Eb(z, s;f1, . . . , fm, g1, . . . , gn)
= m∑
i=0
n∑
j=0
Cza(f1, . . . , fi) ⋅Cza(g1, . . . , gj) ⋅Qb(z, s;fi+1, . . . , fm, gj+1, . . . , gn). (4.10)
Proof. We first see that (4.9) follows from the identities Iaγz = Iγaγz Iaγa = Iaz Iaγa. Hence (4.7) converges
absolutely for Re(s) > 1. It is Γ-invariant because replacing z by δz for δ ∈ Γ just reorders the series.
Use (4.4), (4.5) and (4.6) to bound the right side of (4.9) and obtain
Qb(z, s;f1, . . . , fm, g1, . . . , gn) ≪ logm+n(yF(z) + e) ⋅ yF(z)σ (4.11)
for all z ∈ F. Then (4.8) is a consequence of (4.11) since Qb is Γ-invariant.
The relation (4.10) follows similarly to (4.9).
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Corollary 4.2. For every cusp b and all z ∈ H we have
Ea(σbz, s;f1, . . . , fm, g1, . . . , gn) ≪ logm+n(y + 1/y) ⋅ (yσ + y−σ). (4.12)
Proof. Use (4.2) in (4.8) to show that
Qa(σbz, s;f1, . . . , fm, g1, . . . , gn) ≪ logm+n(y + 1/y) ⋅ (yσ + y−σ) (4.13)
for all z ∈ H. Then (4.13) and (4.3) along with the inequality ∣ log y∣ + 1 < 3 log(y + 1/y) bound the
right side of (4.10).
The estimates we have developed in this subsection are the same as those found in Sections 3.2
and 5.1 of [JO08] for the case of equal cusp forms: f1 = ⋯ = fm and g1 = ⋯ = gn.
4.2 Continuation using the Fredholm theory of integral equations
We are following Sections 5.2 and 5.3 of [JO08] in the next discussion. Set
u(z,w) ∶= ∣z −w∣2
4Im(z)Im(w) , Gα(u) ∶=
1
4π
∫ 1
0
(t(1 − t))α−1(t + u)−α dt.
It is convenient to let f = (f1, . . . , fm) and g = (g1, . . . , gn). The resolvent of the Laplacian may
be written as an integral operator with kernel given by the above Green function Gα(u). Since
Ea(z, s; f ,g) is an eigenfunction of∆ and Corollary 4.2 holds, we obtain
−Ea(z, s; f ,g)(α(1 −α) − s(1 − s)) = ∫HGα(u(z, z′))Ea(z′, s; f ,g)dµ(z′) (4.14)
for 1 < Re(s) < α − 2. To remove a logarithmic singularity at u = 0 we set Gαβ(u) ∶= Gα(u) −Gβ(u)
for β < α. Also put
ναβ(s) ∶= (α(1 −α) − s(1 − s))−1 − (β(1 − β) − s(1 − s))−1
and, on breaking up H into the images of F under Γ, (4.14) becomes
− ναβ(s)Ea(z, s; f ,g) = ∫
F
∑
γ∈Γ
Gαβ(u(z, γz′))Ea(γz′, s; f ,g)dµ(z′) (4.15)
for 1 < Re(s) < β − 2 < α− 2. Use the transformation property (3.8) of Ea(γz′, s; f ,g) to expand this.
With
G
i,j
αβ
(z, z′) ∶= ∑
γ∈Γ
Cγaa (f1, . . . , fi)Cγaa (g1, . . . , gj)Gαβ(u(z, γz′))
and Gαβ(z, z′) ∶= G0,0αβ(z, z′)we find
Ea(z, s; f ,g) = qm,n(z, s) + λ∫
F
Gαβ(z, z′)Ea(γz′, s; f ,g)dµ(z′) (4.16)
for λ = λ(s) ∶= −1/ναβ(s), a polynomial in s of degree 4, and
qm,n(z, s) ∶= λ∑
i,j
∫
F
G
i,j
αβ
(z, z′)Ea(z′, s;fi+1, . . . , fm, gj+1, . . . , gn)dµ(z′) (4.17)
where the sum in (4.17) is over all i, j that satisfy 0 ⩽ i ⩽m, 0 ⩽ j ⩽ n and are not both zero.
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The integral equation (4.16) is valid for 1 < Re(s) < β − 2. However, it determines Ea(z, s; f ,g)
uniquely and by the Fredholm theory there exists a kernelDλ(z, z′) and a functionD(λ) /≡ 0, which
are both built from Gαβ(z, z′) and analytic in λ, so that
Ea(z, s; f ,g) = qm,n(z, s) + λ
D(λ) ∫FDλ(z, z′)qm,n(z′, s)dµ(z′). (4.18)
This provides the desired analytic continuation of Ea(z, s; f ,g) with an induction argument when
we know that the lower-order series qm,n(z, s) already has a continuation.
We simplified the presentation above by omitting a step. The kernel Gαβ(z, z′) in (4.16) is not
bounded, as required by the Fredholm theory we are using, and must be replaced by a truncated
version η(z)η(z′)Hs(z, z′) as described in [Iwa02, p. 84] and [JO08, Sect. 5.3].
Theorem 1.2 follows immediately from the next result.
Theorem 4.3. Let f = (f1, . . . , fm) and g = (g1, . . . , gn) for m,n ∈ Z⩾0. For every ball Br ⊂ C of radius
r about the origin there exist functions Aa(s), φab(s; f ,g) and φab(k, s; f ,g) for all k ∈ Z≠0 so that the
following assertions hold:
(i) Aa(s) is analytic on Br and not identically 0.
(ii) φab(s; f ,g) and φab(k, s; f ,g) are meromorphic functions of s on Br.
(iii) For all s ∈ Br
Am+n+1a (s) ⋅ φab(s; f ,g) ≪ 1,
Am+n+1a (s) ⋅ φab(k, s; f ,g) ≪ (logm+n ∣k∣ + 1)(∣k∣σ + ∣k∣1−σ).
(iv) The Fourier expansion
Ea(σbz, s; f ,g) = δm,n0,0 ⋅ δabys + φab(s; f ,g)y1−s +∑
k/=0
φab(k, s; f ,g)Ws(kz) (4.19)
agrees with (3.11), (3.12) for Re(s) > 1 and, for all z ∈ H, converges to a meromorphic function of
s ∈ Br.
(v) For all s ∈ Br and z ∈ F we have
Am+n+1a (s) ⋅Ea(z, s; f ,g) ≪ yF(z)∣σ−1/2∣+1/2. (4.20)
Proof. The case m + n = 0 is given in [JO08, Thm. 6.1]. Note that it should have been stated there
thatAa(s) is not identically 0. This follows from its construction fromD(λ) in [JO08, Eq. (6.6)] and
the fact thatD(0) = 1 from [Iwa02, p. 193].
The rest of the proof uses induction onm+ n. This is the same as the proof of [JO08, Thm. 6.5],
but based on the integral equation (4.16) and using the bounds from Section 4.1.
The techniques of Diamantis-Sim [DS08] should also give the meromorphic continuation of
Ea(z, s; f ,g) to all s ∈ C. There, they essentially find the continuation of Qa(z, s; f ,g), as defined in
(4.7), by means of its spectral expansion. Their proof is for f empty but should carry over to our
setting without difficulty; see [DS08, Theorem 3.4].
The first proof of the continuation of Em,na (z, s;f, g), corresponding to the case of equal cusp
forms f1 = ⋯ = fm and g1 = ⋯ = gn, was given in Petridis-Risager [PR04], following earlier work in
Petridis [Pet02]. This method exploits the fact that
χfε (γ) = χε(γ) ∶= exp (ε∫ γz0
z0
f(u)du) (4.21)
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is a character with χε(γ1γ2) = χε(γ1)χε(γ2). Setting
Eb(z, s;χε) ∶= ∑
γ∈Γb/Γ
χε(γ) ⋅ Im(σ−1b γz)s, (4.22)
we find that Eb(z, s;f) can be recovered as ddεEb(z, s;χε)∣ε=0. To obtain Em,na (z, s;f, g), the char-
acter χε is replaced with a product χε1 ⋅ χε2⋯ with different parameters; see [PR04, Eq. (1.10)].
The meromorphic continuation of (4.22) and this many parameter generalization is achieved in
[Pet02, PR04] by employing spectral deformation theory. Taking derivatives then gives the contin-
uation of Em,na (z, s;f, g).
It is not clear if the methods of [Pet02, PR04] extend to proving the continuation of the general
Eisenstein seriesEa(z, s; f ,g) studied in this paper. For example, if the integral in (4.21) is replaced
by Cγz0z0 (f1, f2) then χε(γ) will not be a character in general. By Example 5.2 (iv) and (5.3), it will
satisfy the more complicated relation
χε(γ1γ2γ3) = χε(γ1γ2)χε(γ1γ3)χε(γ2γ3)
χε(γ1)χε(γ2)χε(γ3) .
4.3 Functional equations
By analogy with the classical Eisenstein series, we expect a relationship between the values of
Ea(z, s; f ,g) at s and 1 − s. In some cases we do have such a functional equation and to express it
we set up the following notation.
Suppose Γ has h inequivalent cusps. Let E(z, s; f ,g) be the h × 1 column vector with entries
Ea(z, s; f ,g) as a lists the inequivalent cusps. With the same ordering, let φ(s; f ,g) be the h × h
matrix with entries φab(s; f ,g).
The formal series version of E above is E(z, s), the h × 1 column vector with entries Ea(z, s). It
satisfies the vector version of (3.4):
E(z, s) = ∑
c,d⩾0
∑
i1,...,ic,j1,...,jd
E(z, s;fi1 , . . . , fic , gj1 , . . . , gjd) ⋅Xi1⋯XicYj1⋯Yjd.
The formal series version of φ is Φ(s), the h × h matrix with entries Φab(s). It satisfies the matrix
version of (3.14):
Φ(s) = ∑
c,d⩾0
∑
i1,...,ic,j1,...,jd
φ(s;fi1 , . . . , fic , gj1 , . . . , gjd) ⋅Xi1⋯XicYj1⋯Yjd .
We may give a simple reformulation of [JO08, Thm. 7.1] as follows.
Theorem 4.4. Define E(z, s) with modular symbols Iaγa(f) and Jaγa(g) depending on single cusp forms.
It satisfies the functional equation
Φ(1 − s)E(z, s) = E(z,1 − s) (4.23)
with
Φ(1 − s)Φ(s) = I (4.24)
for I the h × h identity matrix.
The formal series equations (4.23) and (4.24) are equivalent to showing the matrix equations
m∑
i=0
n∑
j=0
φ(1 − s;
iucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
f, . . . , f ,
jucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
g, . . . , g)E(z, s;
m−iucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
f, . . . , f ,
n−jucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
g, . . . , g) = E(z,1 − s;
mucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
f, . . . , f ,
nucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
g, . . . , g), (4.25)
m∑
i=0
n∑
j=0
φ(1 − s;
iucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
f, . . . , f ,
jucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
g, . . . , g)φ(s;
m−iucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
f, . . . , f ,
n−jucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
g, . . . , g) = { I, ifm = n = 0;
0, otherwise
(4.26)
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for allm, n ∈ Z⩾0. Them = n = 0 cases of (4.25) and (4.26) are the classical functional equations
φ(1 − s)E(z, s) = E(z,1 − s), φ(1 − s)φ(s) = I
as shown in [Iwa02, Sect. 6.3].
In fact the functional equation of Theorem 4.4 appears already in Petridis [Pet02]. We may
write the functional equation [Pet02, Eq. 1.9] of the series (4.22) as the matrix equation
φ(1 − s;χfε ⋅ χgε′)E(z, s;χfε ⋅ χgε′) = E(z,1 − s;χfε ⋅ χgε′). (4.27)
Now we see that (4.27), treated as a relation of formal series in ε and ε′, agrees with (4.23).
See also [Ris03, Thm. 43] where a functional equation equivalent to (4.23) is proved, but with
scattering matrix Φ(1 − s) defined differently.
It is natural to ask whether E(z, s) satisfies the functional equation (4.23), or some other one,
when it contains modular symbols Iaγa(f) and Jaγa(g) depending on more than one cusp form.
5 Higher-order automorphic forms and maps
We see next how the seriesEb(z, s; f ,g) and the iterated integrals Cza(f) and Cγaa (f) fit into a larger
framework.
5.1 Higher-order forms
Following the description in [JO08, Sect. 3], we may define a sequence An(Γ) of sets of smooth
functions from H→ C recursively as follows. LetA0(Γ) ∶= {H → 0} and for n ∈ Z⩾1 set
An(Γ) ∶= {ψ ∣ψ(γz) −ψ(z) ∈ An−1(Γ) for all γ ∈ Γ}.
Elements of An(Γ) are called nth-order automorphic forms, naturally forming a vector space over C.
The classical Γ-invariant functions, such as Ea(z, s), are in A1(Γ) and so are first-order. If we let
γ ∈ Γ act on ψ by (ψ∣γ)(z) ∶= ψ(γz), and extend this action to all C[Γ] by linearity, then we see that
ψ ∈ An(Γ) if and only if
ψ∣(γ1 − I)(γ2 − I)⋯(γn − I) = 0 for all γ1, γ2, . . . , γn ∈ Γ.
Inductive arguments show that
Am(Γ) ⊆ An(Γ) for all 0 ⩽m ⩽ n (5.1)
and if φ(z) ∈ Am(Γ) and ψ(z) ∈ An(Γ) then
φ(z) ⋅ ψ(z) ∈ Am+n−1(Γ)
for m + n ⩾ 1. With (3.8), Ea(γz, s;f) − Ea(z, s;f) ∈ A1(Γ) implying that Ea(z, s;f) ∈ A2(Γ). So
Ea(z, s;f) is a second-order form satisfying (1.3).
Proposition 5.1. For allm, n ∈ Z⩾0 we have
(i) Cza(f1, . . . , fm) ∈ Am+1(Γ),
(ii) Ea(z, s;f1, . . . , fm, g1, . . . , gn) ∈ Am+n+1(Γ).
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Proof. Part (i) is proved by induction onm. Them = 0 case is true since Cza() = 1, so assumem ⩾ 1.
With
Iγza = Iγaa Iγzγa = Iγaa Iza
we find
Cγza (f1, f2, . . . , fm) −Cza(f1, f2, . . . , fm) = m∑
j=1
Cγaa (f1, . . . , fj)Cza(fj+1, . . . , fm). (5.2)
By induction Cza(fj+1, . . . , fm) ∈Am−j+1(Γ). With (5.1), the right side of (5.2) is inAm(Γ) and hence
Cza(f1, . . . , fm) ∈Am+1(Γ), completing the induction.
Part (ii) has a similar proof using (3.8).
Note that results equivalent to Proposition 5.1 are proved in [DS08, Sect. 3.2].
5.2 Higher-order maps
As in [IO09, Sect. 10], one can define a related sequence Hom[n](Γ,C) of sets of functions from Γ
to C as follows. Let Hom[0](Γ,C) ∶= {Γ → 0}. With the notation Lδ(γ) ∶= L(γδ) − L(γ) and n ∈ Z⩾1
define
Hom[n](Γ,C) ∶= {L ∶ Γ → C ∣Lδ ∈ Hom[n−1](Γ,C) for all δ ∈ Γ}.
For L ∶ Γ→ C and γ ∈ Γ, set L∣γ ∶= L(γ) and extend this linearly to all C[Γ]. Then L ∈ Hom[n](Γ,C)
if and only if
L∣(γ1 − I)(γ2 − I)⋯(γn − I) = 0 for all γ1, γ2, . . . , γn ∈ Γ.
We see that Hom[1](Γ,C) is the space of constant functions. Elements L of Hom[2](Γ,C) satisfy
L(γ1γ2) −L(γ1) −L(γ2) +L(I) = 0 for all γ1, γ2 ∈ Γ,
making γ ↦ L(γ) − L(I) a homomorphism into the additive part of C. Similarly, elements L of
Hom[3](Γ,C) satisfy
L(γ1γ2γ3) −L(γ1γ2) −L(γ1γ3) −L(γ2γ3) +L(γ1) +L(γ2) +L(γ3) −L(I) = 0 (5.3)
for all γ1, γ2, γ3 ∈ Γ. We may call elements of Hom[n](Γ,C) nth-order maps from Γ to C and they
form a complex vector space. Inductive arguments demonstrate that
Hom[m](Γ,C) ⊆ Hom[n](Γ,C) for all 0 ⩽m ⩽ n
and if L ∈ Hom[m](Γ,C) and L′ ∈ Hom[n](Γ,C) then
L ⋅L′ ∈ Hom[m+n−1](Γ,C) (5.4)
for m + n ⩾ 1. If γ is an elliptic element of Γ, with γN = I for some N > 0, then a similar proof to
[IO09, Lemma 17] shows L(γ) = L(I) for all L ∈ Hom[n](Γ,C)with n ⩾ 0.
Example 5.2. We have the following examples of higher-order maps:
(i) The modular symbol map γ ↦ ⟨γ, f ⟩ is in Hom[2](Γ,C). In fact, if we define
Hom
[n]
0
(Γ,C) ∶= {L ∈ Hom[n](Γ,C) ∣L(γ) = 0 for all parabolic γ ∈ Γ}
then ⟨γ, f ⟩ is in Hom[2]
0
(Γ,C). Note that L ∈ Hom[n]
0
(Γ,C) implies L(I) = 0.
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(ii) It now follows from (5.4) that, for example,
⟨γ, f ⟩m⟨γ, f ⟩n ∈ Hom[m+n+1]
0
(Γ,C). (5.5)
(iii) If ψ ∈ An(Γ) then, for fixed z0 ∈ H, L(γ) defined as ψ(γz0) is in Hom[n](Γ,C).
(iv) As functions from Γ to C, the iterated integral Cγba (f1, f2, . . . , fn) and its complex conjugate
are in Hom[n+1](Γ,C). This follows from the previous example and Proposition 5.1 (i). With
the identity (2.9), we may allow a and b to be inH∪{cusps}. By Corollary 2.3 these functions
are in the subspace Hom
[n+1]
0
(Γ,C) for n ⩾ 1.
(v) An interesting third-ordermap θa is obtained in the paper [JOS]. The Kronecker limit formula
gives the first two terms in the Laurent expansion of Ea(z, s) at s = 1. From the second term
we may derive the modular Dedekind symbol Sa which is a map from Γ to R. Doing the same
with the Eisenstein series Em,ma (z, s;f, f) from (3.10) for m ⩾ 1 produces the higher-order
modular Dedekind symbol S∗a which is independent ofm and is also a map from Γ to R. Then,
as shown in [JOS, Sect. 5.5]
θa ∶= S∗a − Sa ∈ Hom[3](Γ,C).
However θa is not zero on all parabolic elements and so cannot be expressed in terms of prod-
ucts such as (5.5) or the iterated integral Cγba (f1, f2). It would be interesting to understand
how these higher-order modular Dedekind symbols fit into the context of the noncommuta-
tive Dedekind symbols Manin introduces in [Man14].
5.3 The subspace H[n](Γ,C)
For fixed a ∈ H ∪ {cusps}, we see by Example 5.2 (iv) and (5.4) that
Cγaa (f1, . . . , fj)Cγaa (fj+1, . . . , fm) (5.6)
is in Hom
[m+1]
0
(Γ,C) for m ⩾ 1. For n ⩾ 1, let H[n](Γ,C) be the subspace of Hom[n]
0
(Γ,C) spanned
by maps of the form (5.6) for 0 ⩽ m ⩽ n − 1. It follows from the identity (2.9) for changing the base
point that H[n](Γ,C) is independent of a.
The next result shows that including more iterated integrals in the product and changing end-
points does not take you out of the spaceH[n](Γ,C), provided that the number of cusp forms used
is ⩽ n − 1.
Proposition 5.3. We have
u∏
i=1
Cγbiai (fi1 , . . . , fir(i))
v∏
j=1
C
γb′
j
a′
j
(fj1 , . . . , fjt(j)) ∈ H[n](Γ,C) (5.7)
for ai, bi, a
′
j , b
′
j in H ∪ {cusps} and r(1) +⋯ + r(u) + t(1) +⋯+ t(v) ⩽ n − 1.
Proof. With (2.9) we may rewrite (5.7) as a linear combination of terms of the same form as (5.7)
but with every ai, bi, a
′
j , b
′
j replaced by a fixed a.
We next introduce the shuffle permutations; see for example [DH13, Lemma 1.1, (iv)]. Let sh(j, k)
be the set of all permutations ρ of {1,2, . . . , j + k} such that
ρ(1) < ⋯ < ρ(j) and ρ(j + 1) < ⋯ < ρ(j + k).
Then the shuffle relation implies
Cγaa (f1, . . . , fj)Cγaa (fj+1, . . . , fk) = ∑
ρ∈sh(j,k)
Cγaa (fρ(1), fρ(2), . . . , fρ(j+k)). (5.8)
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Therefore products of two iterated integrals may be expressed as a sum of single iterated integrals.
Applying this repeatedly then gives (5.7) as a linear combination of terms of the form (5.6) as
desired.
For the inclusion
H[n](Γ,C) ⊆ Hom[n]
0
(Γ,C), (5.9)
we clearly have equality when n = 1 and also when n = 2 by [GO03, Prop. 2.1], for example. Do we
have equality in (5.9) for higher values of n? If not, how are the extra nth-order maps on the right
described?
References
[BD16] Roelof Bruggeman and Nikolaos Diamantis. Fourier coefficients of Eisenstein series formed with
modular symbols and their spectral decomposition. J. Number Theory, 167:317–335, 2016.
[CDO02] G. Chinta, N. Diamantis, and C. O’Sullivan. Second order modular forms. Acta Arith., 103(3):209–
223, 2002.
[CI13] YoungJu Choie and Kentaro Ihara. Iterated period integrals and multiple Hecke L-functions.
Manuscripta Math., 142(1-2):245–255, 2013.
[DH13] Anton Deitmar and Ivan Horozov. Iterated integrals and higher order invariants. Canad. J. Math.,
65(3):544–552, 2013.
[DS08] Nikolaos Diamantis and David Sim. The classification of higher-order cusp forms. J. Reine Angew.
Math., 622:121–153, 2008.
[GO03] Dorian Goldfeld and Cormac O’Sullivan. Estimating additive character sums for Fuchsian
groups. Ramanujan J., 7(1-3):241–267, 2003. Rankin memorial issues.
[Gol99] Dorian Goldfeld. The distribution of modular symbols. In Number theory in progress, Vol. 2
(Zakopane-Kos´cielisko, 1997), pages 849–865. de Gruyter, Berlin, 1999.
[Hor15] Ivan Horozov. Noncommutative Hilbert modular symbols. Algebra Number Theory, 9(2):317–370,
2015.
[IO09] O¨zlem Imamog¯lu and Cormac O’Sullivan. Parabolic, hyperbolic and elliptic Poincare´ series. Acta
Arith., 139(3):199–228, 2009.
[Iwa02] Henryk Iwaniec. Spectral methods of automorphic forms, volume 53 of Graduate Studies in Mathemat-
ics. American Mathematical Society, Providence, RI, second edition, 2002.
[JO08] Jay Jorgenson and Cormac O’Sullivan. Unipotent vector bundles and higher-order non holomor-
phic Eisenstein series. J. The´or. Nombres Bordeaux, 20(1):131–163, 2008.
[JOS] Jay Jorgenson, Cormac O’Sullivan, and Lejla Smajlovic. Modular Dedekind symbols associated
to Fuchsian groups and higher-order Eisenstein series. Submitted. Available on the arXiv.
[KZ03] Peter Kleban and Don Zagier. Crossing probabilities and modular forms. J. Statist. Phys., 113(3-
4):431–454, 2003.
[Man72] Ju. I. Manin. Parabolic points and zeta functions of modular curves. Izv. Akad. Nauk SSSR Ser.
Mat., 36:19–66, 1972.
[Man06] Yuri I. Manin. Iterated integrals of modular forms and noncommutative modular symbols. In Al-
gebraic geometry and number theory, volume 253 of Progr. Math., pages 565–597. Birkha¨user Boston,
Boston, MA, 2006.
[Man14] Yuri I. Manin. Non-commutative generalized Dedekind symbols. Pure Appl. Math. Q., 10(2):245–
258, 2014.
[O’S00] Cormac O’Sullivan. Properties of Eisenstein series formed with modular symbols. J. Reine Angew.
Math., 518:163–186, 2000.
18
[Pet02] Yiannis N. Petridis. Spectral deformations and Eisenstein series associatedwithmodular symbols.
Int. Math. Res. Not., (19):991–1006, 2002.
[PR04] Y. N. Petridis and M. S. Risager. Modular symbols have a normal distribution. Geom. Funct. Anal.,
14(5):1013–1043, 2004.
[PR18] Yiannis N. Petridis andMorten S. Risager. Arithmetic statistics of modular symbols. Invent. Math.,
212(3):997–1053, 2018.
[Ris03] M. S. Risager. Automorphic forms and modular symbols. PhD thesis, University of Aarhus, 2003.
DEPARTMENT OF MATHEMATICS, THE CITY COLLEGE OF NEW YORK, NEW YORK, NY 10031, USA
E-mail address: gchinta@ccny.cuny.edu
DEPARTMENT OF MATHEMATICS, CITY UNIVERSITY OF NEW YORK, BRONX COMMUNITY COLLEGE,
NEW YORK, NY 10453, USA
E-mail address: ivan.horozov@bcc.cuny.edu
DEPARTMENT OF MATHEMATICS, THE CUNY GRADUATE CENTER, NEW YORK, NY 10016, USA
E-mail address: cosullivan@gc.cuny.edu
19
