Introduction 35
Temperature is a prime driver of biological systems through the temperature-dependence of bio-36 logical rates (Brown, Gillooly, Allen, Savage, & West, 2004) . Effects of temperature on biological prey densities reached in the maintenance cultures (1500 & 3075, 1500 & 2890 and 2000 & 4177 136 individuals per millilitre respectively at 15, 20 and 25 • C). Prey density was manipulated by dilu-137 tion. For each temperature and density level we had nine replicates, six with predators present (five 138 predator individuals added) and three control replicates (no predators added). We used 24-well 139 plates and on each we distributed two treatment replicates and one control replicate belonging to a 140 temperature level. By using block randomisation, we randomly assigned each well within a plate 141 to a density and treatment / control (predator or no predator) . 142 To improve the comparability of the experiment across the three temperature levels, we pre-fed 143 the predators according to the temperature at which they were maintained. We adjusted the feeding 144 rates and amounts for each temperature such that the starvation period prior the experiment was 145 long enough for digestion but not so long that the individuals would show signs of food short-146 age. The length of starvation period was determined based on laboratory observations during the 147 acclimatisation period. 148 Predator individuals were pipetted from the maintenance plates to the wells assigned to the 149 treatment following a randomisation pattern. After the addition, we confirmed that each well con-150 tained the correct number of predators and filled each well with 1 mL of prey culture. Plates were 151 incubated for 24 hours in temperature-controlled incubators with positions in the incubators cho-152 sen randomly. Evaporation during the 24 hour period was limited by placing sterile jars containing 153 deionised water alongside the plates. Plates were kept in the dark during the experiment.
154
After the incubation period, we manually counted predators using a light microscope to record 155 predator growth. To estimate the prey densities we homogenised the volume in a well by gently 156 pipetting the liquid three times. We then sampled 0.6 mL from each well by pipetting it into a Schtickzelle, & Petchey, 2015) to estimate prey density. We calculated the change in prey densities 162 by subtracting the final prey densities from initial prey densities. Positive values show a decrease 163 in prey density (due to predator consumption) and negative values indicate an increase (due to prey 164 growth).
165
Constructing the model: accounting for predator and prey growth and mor- prey items are not replaced. This is known as prey depletion (Rogers, 1972; Rosenbaum & Rall, 177 2018). The total prey depletion is F(N) · P, where P is the predator density. If predation is the only 178 process affecting prey density we expect the instantaneous rate of change in prey density to be the 179 negative time derivative of the total prey consumption:
Equation 2 is only correct if the growth and background mortality rates of the prey are negligibly 182 small. In other words, only if the time interval considered is sufficiently short so that there is no or almost no change in prey density caused by other reasons than predation. Following Rosenbaum 184 and Rall (2018), prey growth can be taken into account by extending equation 2 with the addition 185 of a logistic growth term (equation 3).
The added parameters are the carrying capacity K and the intrinsic growth rate r.
188
Equations 2 and 3 assume that the predator density is constant. This is only justified if the 189 effects of the predator's growth and mortality rates are negligible in the time frame considered. tered predator growth and observed no or close to no cysts ( Fig. S1 ). Therefore, we simplified 203 equation 4 by setting the predator mortality rate to 0 (equation 5).
Fitting the model 206 We used the temporal changes in the prey and predator densities recorded in the feeding experiment 207 to investigate the temperature-dependence of the functional response. We applied the method devel-208 oped by Rosenbaum and Rall (2018), which finds the set of parameter values that provide the best 209 fit to the observed prey density change. To do so, this method repeatedly and numerically solves 210 equation 3 (prey dynamics) for each start prey density, with different parameter values each time.
211
Each combination of parameter values yields a set of predicted end prey densities and thus a set of 212 predicted prey density changes (i.e. end densities subtracted from the start densities). The method 213 calculates the likelihood of each set of predicted prey density changes assuming that each predicted 214 change is log-normally distributed around the respective observed change (with variance estimated 215 by the method). The set of parameter values that results in the predicted prey density changes with 216 the highest likelihood is ultimately chosen as the best fit. In other words, the method is an iterative 217 maximum likelihood method which tests different sets of parameter values and determines which 218 one of them predicts the observed prey density change the best. 219 We extended this method to solve equation 5 (predator dynamics) along with equation 3. We 220 adjusted the maximum likelihood estimation algorithm by adding the likelihood of the predicted 221 end predator densities, assuming that they are log-normally distributed around the observed end 222 predator abundances (similar to the prey case). Thus, the estimation of the functional response 223 parameters takes into account both the prey and the predator dynamics.
224
For the numerical solution of the ordinary differential equations (ODEs) we used the pack- and has no effect on the optimal solution (see the manual of Rosenbaum & Rall, 2018) . However,
232
we kept the carrying capacity and the constant b on the log-scale, since their magnitudes were too 233 different.
234
To test whether the inclusion of predator growth significantly improved our model, we com-235 pared the AIC values of the models with and without predator growth (i.e. setting the conversion 236 efficiency c to 0 for the latter). The model including predator growth showed the better fit across . Similarly, we also tested whether imposing a classical Type II functional response (i.e.
239
exponent q fixed to 0) improved the fit. We found that the model with free q showed the better fit at 240 all temperature levels (dAIC of 12.9, 4.8 and 17.3 for temperatures 15, 20 and 25°C, respectively).
241
Refer to Table S1 for more information about the model comparisons.
242
We simulated the 95% confidence intervals for the functional response across temperature by 243 first drawing the model parameters 1,000 times randomly from a multivariate normal distribution 244 (mean = estimated parameter values, variance = covariance matrix of model fit). We excluded 245 parameter combinations that included biologically meaningless values (i.e. handling times below 246 0). We then used these parameter combinations to simulate the prey consumption curves. From 247 these we selected the 2.5% and the 97.5% quantiles for our confidence intervals.
248

Stability analysis 249
To explore the stability implications of the functional response parameter combinations across tem-250 perature, we simulated the predator-prey population dynamics. This approach takes into account 251 that temperature simultaneously affects multiple parameters (with potentially counteracting effects) 252 and hence evaluates the dynamic consequences of changes for the whole system rather than testing 253 whether the differences between the specific parameters deviate from zero effect in isolation.
254
For each temperature level we used 10,000 parameter combinations obtained by sampling ran-255 domly from a multivariate normal distribution (mean = estimated parameter values, variance = 256 covariance matrix of model fit), again excluding parameter combinations that contained biologi-257 cally meaningless values. We used the remaining parameter combinations and equations 3 and 5 to 258 simulate the population dynamics at each temperature for 100 days with time-step dt = 0.01 d.
259
As we did not measure mortality experimentally, we collected mortality rates from the literature 
274
To explore the effect of the predator mortality rates on these population dynamics we carried out a 275 sensitivity analysis, varying the death rate values.
276
Stability was quantified as the percentages of replicate simulations with prey persistence, where 277 the extinction threshold is 1 individual per millilitre. For the cases in which the prey went extinct, 278 we calculated the time to extinction.
279
Results
280
Estimating the functional response across temperatures 281
Temperature had a clear effect on changes in prey density under predation and control treatments 282 (Fig. 1) . At low and high prey density, prey consumption was visible, whereas at intermediate 283 prey densities the prey growth exceeded consumption, resulting in a hump-shaped pattern of prey 284 change which was consistent across temperatures ( Fig. 1A-C) . Temperature also influenced preda-285 tor density, most noticeably when prey density and temperature were high (Fig. S1 ). As the fitting 286 took both processes into account, the model accurately captured these dynamics (Fig. 1A-C and 287 Fig. S1 ).
288
Importantly, the functional response transitioned from a type III at 15 and 20°C to a Type II at 289 25°C (Fig. 2) , and the prey consumption was biggest at the highest temperature ( Fig. 1D-F , for a 290 close up at low prey density refer to Fig. S2 ). While the exponent q was larger than 0 (i.e. Type III) 291 at 15 and 20°C, it changed to q to -0.53 (i.e. Type II) at 25°C. As Type II is usually associated with 292 q = 0, we also fitted the model constraining the exponent to zero ( Table S2 in the supplementary 293 material). The results were qualitatively similar and hence the patterns in population dynamics are 294 independent of the approach chosen ( Table S4 in the supplementary material).
295
All of the other functional response parameter values showed temperature dependence (Fig. 2, 296 Table S2 ). The space clearance constant overlapped for 15 and 20°C but was greater for 25°C.
297
Handling time responded in the opposite fashion, being similar for 15 and 20°C but decreased 298 at 25°C. Consistent with the observed predator growth, the conversion efficiency increased with 299 warming. Further, the growth rate of the prey increased with warming. However, the increase was . Negative values on the y-axis denote a reduction in prey density (i.e. prey consumption) and positive values denote an increase (i.e. prey growth). The lines and areas are the fit and confidence intervals. D) -F) The estimated functional response across temperature. For the estimation we set the prey growth rate r = 0. The black line represents the theoretical maximal prey consumption.
Population stability 304
To evaluate the ecological significance of temperature effects on the trophic interaction, we simu-305 lated predator-prey population dynamics based on estimated parameters and temperature-dependent 306 mortality rates (m 15 = 0.1 d −1 , m 20 = 0.156 d −1 and m 25 = 0.241 d −1 , Fig. 3A-B ). In the vast major-307 ity of simulations, the prey persisted at 15 and 20°C (Fig. 3C) . In contrast, in almost all simulations 308 at 25°C the prey went extinct. Moreover, for cases in which prey went extinct, the time to extinc-309 tion was much shorter at 25°C (Fig. 3D) . These patterns persisted (although attenuated) across considerably higher mortality rates as well as in simulations where we prevented negative values 311 for the exponent q (see Tables S3-4 ).
312
Discussion 313 We show that warming can shift a predator-prey interaction from having a Type III to a Type II 314 functional response. Simulations of the dynamics of the system illustrate the ecological significance 315 of the shift in functional response type, driving prey extinct in greater than 99% of all simulations 316 at the highest temperature, compared to less than 10% at the low and intermediate temperature.
317 Figure 3 : Stability analysis with the estimated model parameters and predator mortality rate set to 0.1 d −1 , 0.156 d −1 and 0.241 d −1 at 15°C, 20°C and 25°C, respectively. A) Prey dynamics at respective temperature including 95% confidence intervals. B) Predator dynamics at respective temperature including 95% confidence intervals. C) Proportion of prey extinction in the simulations at the respective temperature. D) Box plots for the time to extinction in the simulations in which the prey died out at the respective temperatures.
The change in the functional response to a Type II corroborates the findings that warming alters 318 and potentially destabilises food webs (Petchey et al., 1999; Rall et al., 2010) . However, contrary to 319 other studies, destabilisation with warming is not caused by predator extinction through starvation 320 (Fussmann et al., 2014; Vucic-Pestic et al., 2011) but by the prey being driven to extinction by 321 predation. If the predator cannot switch to another prey, this will result in subsequent predator 322 extinction. As predator-prey interactions are an integral part of food webs, such a destabilisation 323 may have important consequences for secondary extinctions (Rall et al., 2010) .
324
A great number of studies have investigated the effects of warming on the functional response of 325 specific predator prey pairs (e.g. Novich, Erickson, Kalinoski, & DeLong, 2014; Sentis et al., 2012;  
