In this paper, we consider a single phytoplankton species which relies on the light for maintaining the metabolism of life in a periodically evolving environment, where the light intensity and the death rate depend on the water column depth triggered by seasonal variation. Based on the basic reproduction number R 0 , a threshold type result on the dynamics of the model is established. Especially, various features of R 0 with respect to the vertical turbulent diffusion rate, the buoyant or sinking rate, and the evolving rate of water column depth are derived. Our theoretical results and numerical simulations show that big evolving rate, vertical diffusion rate and water column depth all have an adverse effect on survival of phytoplankton.
Introduction
Phytoplankton populations include a diverse representation of both microscopic eukaryote algae and prokaryote cyanobacteria. They are major oxygen producers and also represent the initial food source for numerous food webs in freshwater, estuarine, and Peng and Zhao [21] developed the model and studied a nonlocal reaction-diffusionadvection model of a single phytoplankton species
u(x, 0) = u 0 (x) ≥, 0, 0 < x < L 0 , t > 0, (1.1) where light intensity I(x, t) = I 0 e −k 0 x−k 1
x 0 u(s,t)ds , I 0 = I 0 (t) ≥ 0, 0, I 0 is T −perodic in t for some T > 0 and denotes the incident light intensity, k 0 and k 1 are positive constants which express the background turbidity and the absorption coefficient of the phytoplankton species respectively. Specific growth rate g(I) is a function of the light intensity I(x, t) and g is strictly increasing with g(0) = 0. The death rate d(x, t) is a T −periodic in t and satisfies that either d x (x, t) ≥ 0, 0 on [0, L 0 ] × [0, T ] and k ≥ 0, or d(x, t) ≡ d(t) and k 0 > 0. x stands for the depth from 0 (the top) to L 0 (the bottom) in a column of water. They investigated persistence and extinction of phytoplankton species in accordance with the basic reproduction number R 0 , which depends on the water column depth L, the vertical turbulent diffusion rate D and the settling (or buoyant) rate α > 0(or < 0).
As is well-known, lake depth changes periodically, and the periodic annual changes mainly depend on the replenishment of lake water. Lakes supply comes from precipitation, such as Poyang lake, which is China's largest fresh water lake, has the highest water level in rainy season and the lowest in dry season [29] . Plateau lakes are mainly replenished by melting water from snow and ice, with the highest water level in summer and the lowest in winter. Take lumajiangdong and qinghai lake for examples. Trends in lake level of lakes across the Tibetan Plateau in a hydrological year are given in [17] , it can be easily seen from Fig. 1 that the lakes have striking characteristics, their lake level in summer is significantly higher than that in winter. Moreover, it is widely understood that evolving of environment plays a critical role in species' migration [2] [3] [4] . The rivers, lakes and seas, where phytoplankton species habitats, are evolving, therefore studying the dispersal of phytoplankton in an evolving environment is essential for understanding phytoplankton growth in biological systems.
As in [2, 26] , let (0, L(t)) be a bounded evolving interval at time t > 0 with its shifting depth L(t). For any point x(t) ∈ (0, L(t)), we assume that u(x(t), t) is the population density of the phytoplankton species at position x(t) and time t > 0.
Let
) denote arbitrary two depth within the water column where x(t) varies from 0 ( the top ) to L(t) ( the bottom ), obviously, (a(t), b(t)) ⊂ (0, L(t)) be a bounded evolving interval at time t > 0 with its moving top
According to the law of mass conservation, one sees immediately that
represents the change rate of phytoplankton population density in the interval (a(t), b(t)), the term Du x (b(t), t) − Du x (a(t), t) denotes the net flow through the boundary (flows in from boundary x = a(t) and out of boundary
represents the net increase of the reaction term in the interval (a(t), b(t)).
Equation (1.2) can be simplified if we suppose that the region evolution is isotropic and uniform. That is, the evolution of the interval takes place at the same proportion as time elapses. Mathematically, x(t) can be described as follows
where the positive continuous function ρ(t) is called evolving rate subject to ρ(0) = 1. Let L 0 = L(0), we have evolving interval (0, L(t)) = (0, ρ(t)L 0 ). Set a(t) = ρ(t)y 1 and b(t) = ρ(t)y 2 , therefore y 1 , y 2 ∈ (0, L 0 ). Furthermore, if ρ(t) = ρ(t + T ) for some T > 0, the habitat is periodically evolving, while ifρ(t) ≥ 0, we say it is growing and ifρ(t) ≤ 0, it is called shrinking habitat. Noticing that u(x(t), t) = u(ρ(t)y, t), we then define u(x(t), t) = v(y, t). From the left side of (1.2), we get
then the right side of (1.2) becomes
We conclude from (1.2), (1.4) and (1.5) that
According to arbitrariness of a(t) and b(t), (1.6) holds for any y 1 , y 2 ∈ (0, L 0 ). On account of its boundary condition, we derive the following problem in a fixed interval
For later application, we also consider problem (1.7) with the periodic condition v(y, 0) = v(y, T ), 0 < y < L 0 .
(1.9)
In order to study the impact of D and α, we would better make a transformation. Let z(y, t) = e − α D ρ(t)y v(y, t), (1.7) with (1.8) turns to
(1.10)
The present paper is build up as follows. In Section 2, we define the basic reproduction number based on the principal eigenvalue, a comparison principle for the basic reproduction number is established. Moreover, various features of R 0 with respect to the vertical turbulent diffusion rate and the water column depth are derived. Section 3 is devoted to the asymptotic behavior of solution. The paper ends with some simulations and ecological significance for our analytical findings.
The basic reproduction number and comparison principle
In this section, we define the basic reproduction number R 0 , and then investigate its threshold-type dynamics for the system (1.7), (1.8) in terms of R 0 . To do so, we first consider the corresponding periodic problem. Obviously, v * ≡ 0 is an equilibrium solution of the periodic problem (1.7), (1.9), a routine computation gives rise to the corresponding linearized system of problem (1.7) at v * ,
Let η(t, s) be the evolution operator of the problem
On account of the standard semigroup theory, it has become obviously that there exist positive constants K and c 0 such that
Let C T be the ordered Banach space consisting of all T − periodic and continuous function from R to C([0, L 0 ], R) with the maximum norm · and the positive cone
L 0 ]}. The notation σ(y, t) := σ(t)(y) will be adopted for any given σ ∈ C T . According to [31] , a linear operator A on C T is introduced
From the hypothesis of g and I 0 , it is quite clear that A is positive, continuous and compact on C T . We define the spectral radius of A
as the basic reproduction number for periodic system (1.7),(1.9). In order to describe the basic reproduction number more clearly, the following two eigenvalue problems are given
and
where (µ 0 , φ) and (λ 0 , ψ) are the principal eigen-pairs of eigenvalue problems (2.3) and (2.4), respectively. With above definitions, we have the following result, see similar results in [21] .
Further, based on (1.10),
is the principal eigen-pair of the following periodic-parabolic eigenvalue problem
5)
which can be written as the following
(2.6)
7)
for some real number R 1 , then R 0 ≤ R 1 and the equality holds only when (R 0 ,z) is the principal eigen-pair of eigenvalue problem (2.5).
for some real number R 2 , then R 0 ≥ R 2 and the equality holds only when (R 0 ,ẑ) is the principal eigen-pair of eigenvalue problem (2.5).
Proof: We only verify the assertion (i), because (ii) can be proved in the same manner. From [11] , one knows that for the adjoint problem of (2.6)
which is equivalent to
it admits the same principal eigen-pair (R 0 , w). Now we multiply (2.10) by e α D ρ(t)yz , (2.7) by w, and subtract the resulting equations to obtain
(2.11)
Integrating the above inequality over (0, L 0 ) × (0, T ) and using the initial boundary conditions of (2.7), (2.10), one has
where the periodicity of w and z has been used. Moreover, recalling the hypothesis of g and I yields R 0 ≤ R 1 . By [9] , the positive eigenfunction corresponding to the principal eigenvalue R 0 is unique ( subjects to a constant multiple ). Based on the above argument, we are confident that the last claim of lemma can be proved.
Next we consider the general case that α 0. Multiplying both side of (2.5) by 1 ϕ , and integrating over (0, L 0 ) × (0, T ) yield
which derive the following inequality 
Now we consider the species case α = 0. Noting that g(I 0 (t)e −k 0 ρ(t)y ) − d(ρ(t)y, t) is strictly decreasing with respect to y, which is straightforward to show that
(2.16)
We then consider the following auxiliary problem
integrating (2.18) over (0, T ) with a view to periodicity of ρ(t) yields
It is accessible to obtain from (2.17)
which together with Lemma 2.2 gives that R 2 ≤ R 0 . Similarly, we continue in this fashion to obtain R 1 ≥ R 0 with
We then conclude that . Now we are more interested in the relationship of R 0 with respect to the the water column depth L and the vertical turbulent diffusion rate D. We first present the following monotonicity, whose proof is the same as that of [20] and so is omitted. Lemma 2.3 Assume that α = 0, for any given D, L > 0, ϕ y (y, t) < 0 in (0, L) for all t, where ϕ(y, t) is the nonnegative eigenvalue function corresponding to the principal eigenvalue of problem (2.5).
Based on the lemma, we have the monotonicity of R 0 with respect to the the water column depth L. Lemma 2.4 Assume that α = 0, for any given D > 0, R 0 (D, 0, L) is strictly monotone decreasing in L.
Proof: For ease of notations, we write R 0 (L) = R 0 (D, 0, L). Given 0 < L 0 < L 1 , our goal is to show that R 0 (L 0 ) > R 0 (L 1 ). We denote by (R 0 (L 1 ), ϕ) and (R 0 (L 0 ), w) are the principal eigen-pairs of (2.6) and (2.10), respectively. By virtue of our notations, we have
(2.24)
Now multiplying (2.23) by w, and (2.24) by ϕ, then subtracting the resulting equations to obtain
].
(2.25)
Integrating the above equation over (0, L 0 ) × (0, T ) and using the initial boundary conditions of (2.23), (2.24), one has
in which we have used the fact that ϕ y (y, t) < 0 for 0 < y < L 1 , 0 < t < T due to Lemma 2.3, we then have R 0 (L 0 ) > R 0 (L 1 ). Lemma 2.5 Assume that α = 0, for any given D > 0, R 0 (D, 0, L) is strictly monotone decreasing in D.
Proof: Let R 0 = R 0 (D, 0, L) and (R 0 , ϕ) is the principal eigen-pair of (2.5). Clearly, R 0 (D, 0, L) and ϕ are C 1 − function of D. For simplicity of presentation, we denote ∂ϕ ∂D by ϕ ′ and ∂R 0 ∂D by R ′ 0 . Letting α = 0, by assumption, and differentiating (2.5) with respect to D yields
27)
Let w be the principal eigenfunction corresponding to R 0 which satisfies (2.10). Multiplying (2.27) by w and integrating the equality over (0, L 0 ) × (0, T ), by integration by parts, yields
(2.28)
In accordance to d(ρ(t)y, t) is strictly decreasing with respect to y, using the same argument as in the proof of Lemma 2.3, we can easily carry out
The threshold-type dynamics
The following result shows the long time behavior of solution depends on the basic reproduction number R 0 . 
, from the hypothesis of g and mathematical expression of I, we then haveṽ Next, we claim that (1.7), (1.9) has no positive solution if R 0 ≤ 1. Assume that v * (y, t) is a positive solution of (1.7), (1.9). By the assumption that g is strictly increasing with respect to I and I = I 0 e −k 0 ρ(t)y−k 1 ρ(t)y 0 v * (s,t)ds , we obtained
In a similar way, let z(y, t) = e − α D ρ(t)y v * (y, t), thus z > 0 and z satisfies
In connection with Proposition 5.2(ii) [21] , which deserve λ 0 < 0. In addition, we deduce from Lemma 2.1(ii) that R 0 > 1, which contradicts R 0 ≤ 1. So we admit that (1.7), (1.9) does not have any positive solution provided that R 0 ≤ 1.
For R 0 = 1, then λ 0 = 0, (1.7), (1.9) has no positive solution, it is pretty easy for us to verify conclusion (i) by making use of Theorem 3.4 [7] and Lemma 2.4 [21] .
(ii) When R 0 > 1, assume, for the sake of contradiction, that for any δ there exists a positive solution v(y, t) of problem (1.7) and (1.8) 
For the above given δ, there exists T δ such that +∞) . We now choose a sufficiently small number η > 0 such that v(y, T δ ) ≥ ηφ(y, T δ ), (3.5) where φ(y, t) > 0 for (y, t)
for y ∈ (0.L 0 ), and direct calculations show that, v(y, t) = ηe λ 0 (t−T δ ) φ(y, t) satisfies
It follows from (3.4) and the comparison principle that
therefore, v(y, t) → ∞ as t → ∞, which contradicts (3.3) . This proves statement (ii).
Simulation and discussion
In this section, we first carry out numerical simulations for problem (1.7), (1.8) to illustrate the theoretical results by using Matlab. The term g (I(ρ(t)y, t) ) is the specific growth rate of phytoplankton as a function of light intensity I(ρ(t)y, t). A standard model that incorporates saturation is g(I) = aI 1+bI (see [15] ). Let us fix some coefficients. Assume that D = 0.001, α = 0.001, a = 3, b = 2, I = I 0 e −k 0 ρ(t)y , I 0 = 0.1, k 0 = 0.2, L 0 = 1, z 0 (y) = 4 + 2 cos(πy) + cos(2πy), then the asymptotic behaviors of the solution to problem are shown by choosing different ρ(t) and d(ρ(t)y, t).
We first choose ρ 1 (t) ≡ 1, which means that the habitat is fixed. From (2.15) , direct calculations show that
It is easily seen from Fig. 2 that the phytoplankton species z decays to zero. Now we choose ρ 2 (t) = e −0.5(1−cos(3t)) , it follows from (2.15 ) that
Easily to see from Fig. 3 that the phytoplankton species z stabilizes to a positive periodic steady state. One can see from the example that the phytoplankton vanishes in a fixed interval, but persist in a periodically evolving interval. Example 4.2 Fix d(ρ(t)y, t) = 0.1 + 0.2ρ(t)y. We first choose ρ 3 (t) ≡ 1, which means that the interval is fixed. Direct calculations show that
It is easily seen from Fig. 4 that the phytoplankton species z stabilizes to a positive periodic steady state. Easily to see from Fig. 5 that the phytoplankton species z decays to zero.
Next, we verify the monotonicity of R 0 with respect to L. Assume that D = 0.001, α = 0, a = 1, b = 3, g = aI 1+bI = aI 0 e −k 0 ρ(t)y 1+bI 0 e −k 0 ρ(t)y , I 0 = 2, k 0 = 0.02, ρ 5 (t) = e −0.5(1−cos(3t)) , z 0 (y) = 4 + 2 cos(πy) + cos(2πy). It is easily seen from Fig. 6 that phytoplankton species z decays to zero. Now we choose d(ρ 5 (t)y, t) = 0.29 + 0.1ρ 5 (t)y and L 0 = 1, it follows from (2.23) that
Easily to get from Fig. 7 that z stabilizes to a positive periodic steady state.
Recently, lots of models in evolving domains have been theoretically studied, for instance, models in period evolving domains [14, 24] , in growing domains [25, 26] , and in shrinking domains [28] . In this paper, to understand the impacts of the evolving rate and depth on the dynamics of the single phytoplankton species, which depends upon the light for keeping the metabolism working constantly, a mathematical model in a periodically evolving environment has been established and studied.
The main conclusions are as follows: firstly, we introduce the basic reproducing number R 0 , which is used to describe threshold-type dynamics of our model, and give comparison principle in order to investigate the connection of R 0 with regard to evolving rate ρ(t), diffusion rate D, the sinking or buoyant rate α and the depth of water L 0 . It is shown that that R 0 (D, 0, L) is strictly monotone decreasing in L and D respectively if α = 0. Especially, for enough small D and α, the limitation of R 0 (D, α, L) (denote R * 0 ) relies on the the domain evolution ρ(t) and depth L. A point that should be stressed is that R * 0 is strictly monotone decreasing with respect to ρ(t). Secondly, it is proved in Theorem 3.1 that if R 0 ≤ 1, the phytoplankton species dies out in a long run, while if R 0 > 1, then problem (1.7), (1.9) admits at least one positive periodic solution, and there exists δ 0 > 0 such that lim sup t→∞ v(y, t) ≥ δ 0 uniformly for y ∈ [0, L 0 ], which means the phytoplankton species persists uniformly. Furthermore, our numerical simulations indicate that the periodical domain evolution with small evolution rate has a positive effect on the survival of phytoplankton (see Figs. 2 and 3) , on the contrary, with large evolution rate has a negative effect on the survival of phytoplankton (see Figs. 4 and 5) . Meanwhile, large depth of water has a adverse effect on the survival of phytoplankton (see Figs. 6 and 7) , which matches closely our theoretical analysis. In view of the complexity of the model, caused by ρ(t) and α, the mathematical expression of R 0 has not yet given if α 0, we leave this for future work.
