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Abstract
The Parkinson’s disease is a chronic and progressive neurodegenerative disorder cha-
racterized by motor alterations such as muscular rigidity, tremor at rest, slowed movement,
impaired posture and balance, loss of automatic movements, speech and writing changes.
In the whole world around 6.3 millions of people, as women as men,bear the Parkinson’s
disease. Although nowadays doesn’t exist a cure for Parkinson’s disease, the specialists
provide pharmacological and surgical treatment specialized for every patient, they both
supported by a physical therapy. In most of the cases, the rehabilitation therapy is done
exclusively at trainning or health centers, which for some patients could be difficult in order
to supply the mobility expenses. Additionally the assessment of the progress or deteriora-
tion of the patient is a subjective concept of the specialist, just using his somatosensory
system but no based on actual quantitative measures. In this research we designed and
implemented a set of virtual interactive stages for rehabilitation of patients with Parkin-
son’s disease based-on 3D capture sensor. Moreover, the computarized system allows the
quantification of physical parameters such as speed, acceleration, rank of mobility, stabi-
lity, flexibility etc. to provide objective measures about the progress or deterioration of the
motor functions of the patient, ensuring a suitable intervention of the specialist. The exer-
cises are performed in therapy are focused at moderate the motor effects of the disease. In
this regard, they performed balance, handling and manual skills, facial mimicry, working
with pulleys, alternating movements of the upper and lower body exercises. Such exercises
are guided by therapists and from execution is possible to assess coordination, muscle
strength, speed, range and variability of the movements. Three virtual rehabilitation sce-
narios have been developed focusing on upper-body joint mobility, dexterity and body
agility using characteristic selection techniques such as heuristic search with classification
algorithms such as cost functions (k-nearest neighbors). Finding what are the characteris-
tics that provide the most information about body condition. This complementary home
rehabilitation system is easy to configure, efficient, flexible and cheap. It provides accu-
rate and stable results with the intention of reducing muscle rigidity, improving postural
position and increasing autonomy and independence of the patient.
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Resumen
La enfermedad de Parkinson es un trastorno neurodegenerativo crónico y progresivo ca-
racterizado por alteraciones motoras tales como rigidez muscular, temblor en reposo, mo-
vimiento lento, daños en la postura y el equilibrio, pérdida de movimientos autónomos,
cambios de habla y escritura. En el mundo alrededor de 63 millones de personas, pade-
cen de tal enfermedad. Aunque actualmente no existe una cura para la enfermedad de
Parkinson, los especialistas proporcionan a los pacientes un tratamiento farmacológico y
quirúrgico, ambos, apoyados por sesiones de terapia física. En la mayoría de los casos,
la terapia de rehabilitación se realiza exclusivamente en centros especializados o centros
de salud, lo que puede resultar difícil para el paciente en cuanto gastos de movilidad.
Adicionalmente, la evaluación del progreso o deterioro del paciente es un concepto subje-
tivo del especialista, el cual no está basado en medidas cuantitativas objetivas. En esta
investigación se diseñó e implementó un conjunto de etapas interactivas virtuales para la
rehabilitación de pacientes con enfermedad de Parkinson basada en un sensor de captura
3D. Por lo tanto, el sistema computarizado permite la identificación de estados corpora-
les, el seguimiento de articulaciones y la cuantificación de parámetros físicos tales como
velocidad, aceleración, fuerza, proporcionando así medidas objetivas sobre el progreso o
deterioro de las funciones motoras del paciente, asegurando una intervención adecuada del
especialista. Los ejercicios que se realizan en fisioterapia se enfocan a moderar los efectos
motores y cognitivos de la enfermedad. Para ello realizan sesiones de equilibrio, manejo
de habilidades manuales, mímica facial, trabajo con poleas, ejercicios con movimientos
alternos de la parte superior e inferior del cuerpo. Se han desarrollado tres protocolos
de rehabilitación virtual propuestos por los fisioterapeutas del Instituto de Epilepsia y
Parkinson del Eje Cafetero S.A. -Neurocentro- enfocados a la movilidad articular del tren
superior, destreza y agilidad corporal usando técnicas de selección de características co-
mo Sequential Forward Selection (SFS) con algoritmos de clasificación como funciones de
costo (k-vecinos más cercanos) se encontraron cuales son las características que ofrecen
mayor información acerca del estado corporal.
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Capítulo 1
Introducción
En las últimas décadas se han producido importantes avances a nivel tecnológico en el
campo de la salud y se han desarrollado nuevos recursos terapéuticos, médicos y quirúrgi-
cos para el tratamiento de de los trastornos del movimiento como los que están vinculados
a la enfermedad de Parkinson.
Se estima que la enfermedad de Parkinson afecta aproximadamente al 1% de la población
mundial mayor de 65 años y al 0.4% de los mayores de 40 años. Aunque actualmente
no existe cura, una serie de alternativas farmacológicas, quirúrgicas y físicas permiten
controlar su evolución. En particular, la terapia de rehabilitación física está orientada al
mejoramiento de calidad de vida del paciente a través de ejercicios de equilibrio, agilidad,
movilidad, flexibilidad y coordinación corporal. Las terapias se realizan de manera activa
y continua de tres a cuatro veces por semana durante un periodo de 30 minutos. Dichas
terapias están limitadas por el acceso a centros de rehabilitación, los horarios de disponi-
bilidad y los costos por sesión, por lo que una nueva alternativa de rehabilitación virtual
contribuye al desarrollo entornos eficientes, flexibles y baratos que a partir de estímulos
visuales y auditivos en tornos amigables e intuitivos proporcionan resultados precisos y
estables con la intención de reducir la rigidez muscular, mejorar la postura y aumentar la
autonomía e independencia del paciente.
Tanto la terapia como la evaluación del proceso de rehabilitación son realizadas según el
criterio del especialista el cual carece de mediciones objetivas y registros, lo que resulta
ser un problema a la hora de cuantificar los cambios del paciente. Normalmente no es po-
sible realizar un adecuado control y seguimiento del avance o el deterioro de las funciones
motoras.
El desarrollo de este proyecto brindará una herramienta tecnológica como alternativa de
rehabilitación posibilitando la cuantificación de variables físicas que le permitirá monito-
rear con objetividad las funciones motoras de los pacientes. Podrán controlar y evaluar
el progreso del paciente y ajustar el proceso y dificultad de terapia según las necesidades
particulares.
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Capítulo 2
Objetivos
2.1. Objetivo general
Diseñar e implementar una metodología de rehabilitación para personas con enfermedad
de Parkinson usando un sensor de captura tridimensional que además de mejorar la ex-
periencia del paciente durante la terapia, permita realizar al especialista, una valoración
objetiva y cuantitativa del estado actual y la evolución de la enfermedad.
2.2. Objetivos específicos
1. Adecuar una metodología de rehabilitación de terapia física para personas con en-
fermedad de Parkinson para un entorno virtual simulado por computador usando un
sensor de captura tridimensional.
2. Determinar el conjunto de variables cuantitativas que pueden servir al especialista
para realizar un seguimiento objetivo a la evolución del paciente durante el trata-
miento de rehabilitación.
3. Implementar los algoritmos de rehabilitación en una interfaz gráfica amigable para
el paciente y el especialista.
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Parte I
Preliminares
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Capítulo 3
Preliminares
3.1. Enfermedad de Parkinson
La enfermedad de Parkinson es el segundo transtorno neurodegenerativo más común des-
pués de la enfermedad de Alzheimer [1]. Se caracteriza por presentar alteraciones motoras
como la rigidez muscular, temblor en reposo, bradicinesia, inestabilidad postural y difi-
cultades en la coordinación de los movimientos [2]. Se estima que la prevalencia de la
enfermedad de Parkinson en países desarrollados es del 0.3% sobre toda la población
y alredededor del 1% en las personas mayores de 60 años [3]. En Colombia, el estudio
neuro-epidemiológico (EPINEURO) estima que hay alrededor de 4,7 personas mayores de
50 años con esta patología por cada mil habitantes [4].
Con el avance de la enfermedad de Parkinson se reduce la calidad de vida de los pacientes,
la cual limita la movilidad y la actividad funcional. Los problemas motores crean una
deficiencia física que hace imposible realizar actividades funcionales como subir escaleras,
cepillarse los dientes o incluso vestirse.
El diagnóstico de la enfermedad de Parkinson es un diagnóstico clínico. Se realiza con
base en la realización de un examen físico y neurológico del paciente y la revisión de su
historia clínica [5] y aunque actualmente no existe una cura, los especialistas disponen de
tratamiento farmacológico y quirúrgico, propio para cada paciente, ambos acompañados
de una terapia integral de rehabilitación física con el fin de reducir la rigidez muscular, las
alteraciones posturales y de marcha.
3.1.1. Síntomas motores de la enfermedad de Parkinson
La enfermedad de Parkinson se caracteriza por la lenta aparición de modo asimétrico de
cuatro elementos principales: temblor de reposo, bradicinesia, rigidez, y alteración de los
reflejos posturales. Además, hay numerosas manifestaciones tanto motoras como cogniti-
vas, autonómicas y sensoriales [6].
– Temblor: Hasta un 70% de los pacientes comienzan con temblor como primer sínto-
ma de la enfermedad. La frecuencia del temblor es de cuatro a seis ciclos por segundo,
4
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aunque puede llegar a los ocho. Al igual que la rigidez suele ser asimétrico o uni-
lateral [7]. Es característicamente un temblor de reposo, es decir, aparece cuando
no se realiza ninguna tarea con la parte del cuerpo que tiembla. Típicamente suele
comenzar en las extremidades, afectando a la mano o a un pie, pero también puede
afectar a la mandíbula o a la cara (párpados, labios). Si bien el temblor es la señal
externa más notoria, no todas las personas que padecen la enfermedad de Parkinson
lo desarrollan [8].
– Bradicinesia: Se refiere a la lentitud para realizar un movimiento. El paciente con
enfermedad de Párkinson tardará en realizar una tarea más tiempo de lo que previa-
mente hubiera necesitado, puede tener dificultad para iniciar un movimiento o cesar
bruscamente una actividad que esté llevando a cabo. La bradicinesia se refleja tam-
bién en la reducción en la amplitud de los movimiento, así como en tareas motoras
finas de la vida cotidiana como abrocharse los botones, cortar la comida, atarse los
cordones de los zapatos o cepillarse los dientes [8].
– Rigidez: También denominada incremento del tono muscular, implica dureza o infle-
xibilidad de los músculos. Normalmente, los músculos se contraen cuando se mueven
y se relajan cuando están en reposo. El tono muscular de algun miembro afectado
siempre está rigido y no se relaja, contribuyendo así a una reducción en el rango de
movimiento. La rigidez también puede provocar dolor y calambres; como resultado
de ello, mucha gente que padece la enfermedad de Parkinson experimenta tensión
en el cuello y las piernas. Afecta a toda la musculatura siendo la cervical y pro-
ximal de las extremidades los grupos musculares afectados con mayor intensidad y
precocidad [7].
– Inestabilidad postural: A medida que la enfermedad avanza, los pacientes tienden
a adoptar una postura encorvada, reflejada en la posición de su cabeza, hombros y
brazos. El tronco, las rodillas y caderas se tornan levemente flexionadas lo que con-
tribuye a la mala postura. La alteración del equilibrio puede ocasionar inestabilidad
y, por tanto, riesgo de caídas en situaciones de la vida cotidiana, como levantarse de
una silla, realizar un movimiento brusco, dar un giro o caminar [7] .
3.2. Terapia física
Los trastornos del movimiento componen un conjunto heterogéneo de enfermedades neu-
rodegenerativas entre los cuales se destaca la enfermedad de Parkinson por su elevado
predominio y repercusión social en relación con el aumento de la esperanza de vida de la
población. Siendo una enfermedad de rigidez, fatiga y debilidad muscular es necesario que
además del tratamiento farmacológico se realicen terapias de rehabilitación física dirigida
a aliviar los síntomas motores y mitigar las consecuencias de la enfermedad para mantener
las funciones motoras y cognitivas que se ven afectadas.
La terapia física se considera un proceso activo y continuo, el cual debe ser personalizado y
revisado periódicamente. Está orientada a promover el aprendizaje motor a través de ejer-
cicios funcionales de movilidad, flexibilidad, equilibrio y coordinación corporal. A través
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de movimientos rítmicos y de rotación se evalúa la fuerza muscular, amplitud, velocidad
y variabilidad de los movimientos [9].
Las principales terapias rehabilitadoras son: fisioterapia, logopedia, terapia ocupacional,
estimulación cognitiva y apoyo psicológico y emocional [10].Se lleva a cabo de tres a cuatro
veces por semana durante un período de 30 minutos en centros especializados [9]. Tanto
la terapia como la evaluación del proceso de rehabilitación son realizadas según el criterio
del especialista el cual carece de mediciones objetivas y cuantitativas lo que resulta ser un
problema a la hora de determinar los cambios del paciente, dificultando realizar control y
seguimiento del avance o el deterioro de las funciones motoras.
3.2.1. Protocolo de fisioterapia
Los especialistas cuentan con un completo programa de rehabilitación física enfocado a las
principales alteraciones motoras que impactan de manera negativa en la calidad de vida del
paciente. Las sesiones de terapia están dirigidas a aliviar el dolor, corregir las alteraciones
posturales, fortalecer la musculatura debilitada, ganar expresividad y funcionalidad de la
musculatura orofacial, facilitar la deglución y la masticación, mejorar la función respira-
toria, mejorar la función intestinal, mejorar la coordinación, corregir los trastornos de la
marcha [7]. Generalmente las sesiones se llevan a cabo en grupos de 10 a 12 pacientes, que
reciben de forma coordinada los tratamientos de fisioterapia y de terapia ocupacional [11].
Una descripción detallada de cómo se realizan las sesiones de fisioterapia se presenta a
continuación.
Movilización general de la musculatura facial Se realiza con el objetivo de evitar
la pérdida de la capacidad gestual, y consiste en movimientos analíticos de cada músculo
facial: elevación de las cejas (frontal y supraciliar), cierre y apertura de los ojos, aproxi-
mación de las cejas, despegue de las alas de la nariz (dilatador del ala nasal y zigomático
menor), aproximación de las alas de la nariz (transverso de la nariz), sonreír, elevación del
labio superior, silbar y llevar el labio inferior hacia fuera y hacia abajo [11].
Corrección las alteraciones postulares delante del espejo, el paciente se observará de
frente y de perfil para poder apreciar las alteraciones en los planos frontal y sagital. A
través de estímulos verbales y visuales se trata de concientizar al paciente de la postura
errónea. Esta corrección debe realizarse durante toda la sesión de fisioterapia [7].
Movimiento articular movilización de todas las articulaciones, como columna verte-
bral y cintura escapular. También se llevan a cabo de forma analítica, articulación por
articulación [11]:
– Cuello: flexión-extensión, lateralización y rotación.
– Cintura escapular: elevación y descenso de los hombros, protracción y retracción,
flexo-extensión abducción-aducción de hombros.
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– Codos: flexión-extensión, pronosupinación y movimientos combinados con la cintura
escapular
– Muñecas: desviaciones cubital y radial, flexo extensión y circunducción.
– Dedos: pinza manual y abducción-aducción.
– Columna vertebral: flexo extensión, lateralización y rotación.
– Miembros inferiores: flexo extensión de caderas, flexo extensión de las rodillas, y
flexión dorsal y plantar y prono supinación de tobillos.
Coordinación y equilibrio
– Extensión de la pierna hacia la posición indicada por una señal en el suelo.
– Sentado y flexionado hacia delante, ponerse de pie y sentarse nuevamente.
– Con uno de los brazos apoyados sobre una mesa: flexión-extensión del hombro para
colocar la mano en una posición determinada.
– Coger objetos y colocarlos sobre señales determinadas.
Manipulación y destreza orientados a establecer coordinación, velocidad del movimien-
to y fuerza muscular
– Rasgar y cortar papel: Se le solicita al paciente que con las dos manos coja el papel,
lo rasgue y lo corte con las tijeras.
– Se le solicita al paciente que realice círculos sin tocar las lineas
3.2.2. Rangos de movilidad articular
Las articulaciones del cuerpo humano están destinadas a moverse dentro de unos rangos
que de manera estándar se han catalogado como normales. Estos rangos pueden variar por
factores como la genética, enfermedades, lesiones y la edad. En la tabla 3.1 se encuentra
de manera detallada los ángulos de movilidad [12].
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Rangos de movilidad
Movimiento/Articulación Cuello Espina Lumbar Hombro Codo Muñeca Cadera Rodilla Tobillo
Aducción na na 45° na na 20°a 30° na na
Abducción na na 180° na na 45°a 50° na na
Flexión 70°a 90° 75° na 30° 80°a 90° 110°a 130° 130° 45°
Flexión Lateral 35° 35° na na na na na na
Flexión horizontal na na 130° na na na na na
Flexión vertical na na 180 ° na na na na na
Extensión 55° 30° na 180° 70° 30° 15° 20°
Extensión horizontal na na 45° na na na na na
Extensión vertical na na 60° na na na na na
Supinación na na na 90° na na na 20°
Pronación na na na 90° na na na 30°
Rotación 70° na na na na na na na
Rotación interna na na na na na 40° 10° na
Rotación externa na na na na na 45° na na
Desviación radial na na na na 20° na na na
Desviación ulnar na na na na 30°a 50° na na na
Tabla 3.1: Rangos de movilidad articular.
Es así como se ha definido de manera general la variabilidad del movimiento articular,
su importancia recae en el hecho de que la ejecución de los ejercicios y la valoración del
progreso de la enfermedad están altamente relacionada con la capacidad de cuantificar las
variables físicas involucradas.
3.3. Terapia con medios digitales
Actualmente se han estado desarrollando nuevas alternativas de rehabilitación física que
involucra la interacción tecnológica a través de plataformas de software y hardware. Estos
dispositivos han tenido un avance significativo y se han encontrado sus beneficios en varios
campos de la medicina proporcionando nuevas posibilidades de valoración y tratamientos
para los pacientes con algún tipo de trastorno de movimiento [13].
La rehabilitación virtual es aplicada en enfermedades neuromusculares o de movilidad,
enfermedades neurodegenerativas y en casos de daño cerebral adquirido. Se puede propor-
cionar un entrenamiento completo para pacientes en diferentes escenarios y fases dado que
es posible presentar situaciones desafiantes dentro de un ambiente seguro, manteniendo
un control experimental sobre la medición y los estímulos [14].
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Figura 3.1: Rehabilitación con medios digitales
3.3.1. Sensor de captura tridimensional
Un sensor de captura tridimensional es un dispositivo que permite interactuar de manera
espontánea en escenarios planificados. El sensor proporciona una interfaz de usuario natu-
ral (NUI) para la interacción a través de comandos de voz, movimientos y gestos corporales
sin ningún tipo de control de mano [15]. En el se incorporan varios equipos avanzados de
detección, los cuales permiten acceder a datos de color, profundidad, infrarrojo, rastreo
de 25 articulaciones del cuerpo humano y fuentes de sonido. En general con estos datos es
posible crear imágenes de vídeo en tiempo real, reconocimiento de movimientos y gestos
corporales, realizar modelos 3D, generar mapas de profundidad y desarrollar comandos
por reconocimiento de voz [16].
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Capítulo 4
Métodos de rehabilitación por
computador
Las tecnologías digitales se han convertido en un recurso eficaz en varios campos de la
salud, mas ampliamente en escenarios rehabilitación física. Con beneficios en aspectos de
evaluación, tratamiento e investigación. Ofrece opciones de evaluación clínica y rehabilita-
ción que no están disponibles con los métodos tradicionales, a través de su capacidad para
permitir la creación y control de entornos con estímulos dinámicos dentro de los cuales se
puede registrar y medir la respuesta corporal. El éxito de la integración de las tecnolo-
gías virtuales en múltiples campos de la medicina ha demostrado potencial para presentar
oportunidades de interacción en escenarios desafiantes pero seguros, llevado a cabo dentro
de un contexto funcional y motivador [17] [18].
Se han realizado estudios comparativos y desarrollos virtuales que han puesto al alcan-
ce de la salud todos las ventajas de la tecnología de realidad virtual. En las sesiones de
rehabilitación que se han reportado los participantes son ubicados directamente frente al
sensor a una distancia de 3 m, que es adecuada para recoger datos precisos [19]. Cuentan
con movimientos que incluye estar de pie, desplazarse hacia adelante y hacia los lados,
pronación de las manos, tomar objetos , sentarse sobre una silla fija y ponerse de pie [20].
Se presenta a continuación algunos de los estudios mas relevantes sobre terapia de reha-
bilitación con tecnologías virtuales:
Parálisis Cerebral enfermedad que denota un grupo de condiciones motoras no progresi-
vas y no contagiosas que causan discapacidad física en el desarrollo humano, principalmente
en las diversas áreas del movimiento corporal [21]. Las personas con parálisis cerebral tie-
nen limitaciones en el control motor fino, la fuerza y el rango de movimiento. Estos déficit
pueden limitar drásticamente su capacidad para realizar tareas diarias de manera inde-
pendiente, como vestirse, peinar el cabello y bañarse. Además, estos déficit pueden reducir
la participación en actividades comunitarias y de ocio, e incluso afectar negativamente las
perspectivas ocupacionales [22]. Yao-Jen Chang, Wen-Ying Han y Yu-Chi Tsai han desa-
rrollado en su investigación [23] una herramienta que permite a los fisioterapeutas diseñar
diversos movimientos basados en las necesidades de los participantes con parálisis cerebral
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y lograr el objetivo de desarrollar ejercicios de rehabilitación personalizados, diseñando
un sistema para ayudar a motivar a las personas a aumentar el número de ejercicios y
mejorar la movilidad motora y calidad de vida. El sensor de captura tridimensional se uso
para para establecer un sistema de rehabilitación de miembros superiores para personas
con parálisis cerebral. Este sistema permite a los fisioterapeutas desarrollar una serie de
posturas para rehabilitación basadas en el nivel de deterioro motor de cada participante.
Estas posturas se pueden adaptar para entrenar a los participantes a vestirse o desvestirse,
para entrenar a los participantes a sujetar objetos, y para auto alimentarse, por nombrar
algunos. Además, este sistema detecta puntos de articulación y posteriormente calcula
varios ángulos (es decir, flexión del hombro, extensión del hombro, abducción externa del
hombro, rotación externa del hombro, rotación interna del hombro y flexión del codo) para
las poses solicitadas y así determinar si el movimiento del miembro superior corresponden
a las expectativas del terapeuta [23].
Movilidad articular Se ha desarrollado una herramienta de rehabilitación virtual para la
terapia de hombro post operatorio. El sensor mide varios ángulos de inclinación mientras
que los participantes realizaban una serie de poses estáticas. Estas posturas consistían en
configuraciones de hombro comúnmente utilizadas en la rehabilitación post operatoria del
hombro. Se realizaban de manera aleatoria dos repeticiones por cada una de los siguientes
ejercicios estáticos: flexión, abducción y rotación externa [24]
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Registro y caracterización
El sensor de captura tridimensional incorpora varios dispositivos de detección avanzados.
En particular contiene un sensor de profundidad, una cámara de color y una matriz de
cuatro micrófonos que proporcionan capacidad de reconocimiento de movimiento y reco-
nocimiento de voz en 3D de cuerpo completo [16].
Fue diseñado para permitir a los usuarios interactuar en un sistema de juego sin la necesi-
dad de un controlador de mano tradicional. En su lugar, el sensor reconoce los gestos del
usuario y los comandos de voz. Lo esencial para el reconocimiento de gestos es la cámara
de profundidad del dispositivo, que consta de un proyector láser infrarrojo y una cámara
de vídeo infrarroja montada dentro de la barra del sensor [19].
Para calcular distancias entre un cuerpo y el sensor, el sensor emite un haz de láser infra-
rrojo que proyecta un patrón de puntos sobre los cuerpos. Una cámara infrarroja capta
este patrón y por hardware calcula la profundidad de cada punto. El rango máximo de
profundidad del sensor está entre 4.5 a 5 metros. Existen 2 modos (Default y Near) para
determinar distancias de hasta 40 cm delante del dispositivo sin perder exactitud ni pre-
cisión. [25].
Normalmente, el flujo de datos crudos que suministra el sensor proporciona la información
de 25 articulaciones del cuerpo cuando está dentro del rango visual admisible. De esta
manera, es posible obtener la información de la posición en tiempo real y en los 3 ejes
cartesianos de estos 25 puntos por persona. La información de imágenes tiene resolución de
1080x1920 píxeles con una frecuencia de muestreo de 30 FPS. Con el fin de obtener todas
las trayectorias que realiza una persona, es necesario registrar y archivar los 25 puntos que
entrega el dispositivo. Cabe destacar que esta es la funcionalidad más importante que tiene
el sensor para la aplicación buscada, dado que otorga la posibilidad de tener la posición
tridimensional en cada instante de tiempo.
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5.1. Seguimiento corporal
La estimación de la posición del cuerpo humano a partir de imágenes ha sido un objetivo
de la visión por computador durante décadas, y la reciente disponibilidad de sensores de
profundidad de alta velocidad ha hecho que esta tarea en tiempo real sea una realidad [26].
El sensor es un dispositivo de interfaz de usuario natural reconocida como NUI por su
nombre en ingles natural user interface que permite a los usuarios interactuar con el sis-
tema informático utilizando sus cuerpos. Esta tecnología implica cámaras de detección
de profundidad que producen imágenes a una velocidad de 30 fotogramas por segundo, y
software para procesar esas imágenes. El software rastrea múltiples participantes humanos
en una escena e identifica sus poses, hasta sus partes individuales del cuerpo [27].
El sensor realiza esta tarea a partir de los datos de profundidad sobre los cuales se puede
identificar fácilmente los píxeles que representan a la persona que esta delante. En reali-
dad no es sólo sobre el seguimiento de las articulaciones, más bien, sigue el movimiento
completo del cuerpo. El reconocimiento de la postura humana en tiempo real es difícil y
desafiante debido a las diferentes gestos del cuerpo. Es necesario además considerar, que
una sola parte del cuerpo puede moverse en diferentes direcciones y formas, el tamaño de
los personas varían, la altura humana podría ser alta, corta, media, y así sucesivamente [15].
Para superar tales problemas y para rastrear diferentes articulaciones, independientemente
de la pose del cuerpo, el sensor utiliza un pipeline de renderizado donde los datos entrantes
(datos de profundidad del sensor) coinciden con los datos entrenados de la muestra. El
algoritmo de reconocimiento de la postura humana utiliza varios modelos de caracteres
básicos que variaron con diferentes alturas, tamaños, prendas de vestir y otros factores.
Los datos entrenados se recogen de los personajes de base con diferentes tipos de poses,
tipos de cabello y ropa, y en diferentes rotaciones y vistas. Los datos están etiquetados
con partes individuales del cuerpo y emparejados con los datos de profundidad entrantes
para identificar a qué parte del cuerpo pertenece. El pipeline procesa los datos en varios
pasos para rastrear partes del cuerpo humano a partir de datos de profundidad [15].
A continuación se muestra el proceso pipeline el cual cuenta con 4 etapas: (1) segmentación
de la imagen RGB, (2) clasificación de las partes del cuerpo, (3) cálculo de los centroides
y (4) ajuste del modelo [27].
Sensor de 
Cámara/profundidad
Sensor NUI Pipeline Aplicación 
de Usuario
Imagen de profundidad Segmentación de imagen RGB
Clasiﬁcación de 
las partes del 
cuerpo
Cálculo del 
centroide
Ajuste del 
modelo Esqueleto de usuario
Figura 5.1: Proceso de adquisición de datos con el sensor.
El paso (1) marca cada píxel en el mapa de profundidad como perteneciente a un jugador
o al fondo. El paso (2) mejora aún más la clasificación de píxeles del jugador con la proba-
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bilidad de pertenecer a una de las 25 partes del cuerpo (cabeza, cuello, manos, etc.). Este
paso se ha demostrado previamente en el hardware [28]. El paso (3), agrega los mapas
de probabilidad en uno o más centroides, es decir, ubica de manera específica el centro
de cada parte del cuerpo, para cada jugador. El último paso (4), agrega los centroides en
esqueletos humanos, tratando con ruido y oclusiones.
El sensor puede identificar el rango de píxeles de una persona a partir de los datos de
profundidad. En los pasos iniciales del proceso pipeline, el sensor identifica el cuerpo hu-
mano como un objeto, que no son mas que datos de profundidad similares a cualquier otro
objeto capturado por el sensor. En ausencia de cualquier otra lógica, el sensor no sabrá si
se trata de un cuerpo humano u otra estructura.
Para comenzar a reconocer un cuerpo humano, los sensores comienzan a emparejar cada
píxel individual de los datos de profundidad entrantes con los datos que la máquina ha
aprendido. Este match se realiza dentro del sensor con una velocidad de procesamiento
muy alta. Los datos que cada máquina individual ha aprendido están etiquetados y tienen
algunos valores asociados para coincidir con los datos entrantes. Esta coincidencia com-
pleta se basa en la probabilidad de que los datos entrantes coincidan con los datos que la
máquina ha aprendido.
El siguiente paso inmediato en el reconocimiento de la pose es etiquetar las partes del
cuerpo creando segmentos. Esta creación de segmentos se realiza por coincidencia de los
datos similares mas probables. El sensor utiliza una estructura de árbol, conocida como
árbol de decisión, entrenada para hacer coincidir los datos de un tipo específico del cuerpo
humano. Este árbol es conocido como bosque de decisión.
…
árbol 1 árbol T
l
l
1 (u)
T(u)
u u
Figura 5.2: Bosques de decisión aleatorios.
Como puede verse en la figura 5.2 un bosque de decisión es un conjunto de T árboles de
decisión. Cada árbol consta de nodos divididos (azul) y nodos de hoja (verde). Las flechas
rojas indican los diferentes caminos que pueden ser tomados por diferentes árboles para
una entrada particular [29].
Cada nodo n del árbol de decisión esta asociado a una distribución de clase aprendida
p(c|n). Un árbol de decisión funciona mediante la ramificación recursiva hacia abajo, de
izquierda o derecha, del árbol de acuerdo con una función binaria aprendida del vector
de característica, hasta que se alcanza un nodo de la hoja l. Todo el bosque consigue una
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clasificación precisa y robusta promediando las distribuciones de clase sobre los nodos de
hoja L = (l1, ..., lT ) alcanzados para todos los T arboles [29]:
p(c|L) = 1
T
T∑
t=1
p(c|lT ) (5.1)
Se puede visualizar la parte del cuerpo más probable inferida en cada píxel como una ima-
gen, es decir, todos los nodos de este árbol son datos diferentes de caracteres del modelo,
etiquetados con nombres de partes del cuerpo. Eventualmente, cada uno de los datos de
píxeles pasa a través de este árbol para que coincida con las partes del cuerpo. El proceso
completo de coincidencia de datos se ejecuta una y otra vez. Siempre que haya datos que
coincidan, el sensor empieza a marcarlos y comienza a crear segmentos de cuerpo.
Una vez que se identifican las diferentes partes del cuerpo, el sensor posiciona los puntos
de las articulaciones con los datos mas altos que han coincidido. Con las articulaciones
identificadas y su movimiento, el sensor puede seguir el rastro del cuerpo completo.
Las posiciones de la articulación se miden por tres coordenadas (X, Y, y Z), donde X e
Y definen la posición de la articulación y Z representa la distancia desde el sensor. Para
obtener las coordenadas correctas, el sensor calcula las tres vistas de la misma imagen:
vista frontal, vista lateral y vista superior, mediante la cual el sensor define la propuesta
de cuerpo 3D.
El sensor cuenta con un SDK que proporciona un conjunto de API’s que permiten un
fácil acceso a las articulaciones del esqueleto. El SDK admite el seguimiento de hasta 25
puntos de unión. Cada posición articular se identifica por su nombre (cabeza, hombros,
codos, muñecas, brazos, columna vertebral, caderas, rodillas, tobillos, etc.) y el estado de
seguimiento del esqueleto es determinado por tracked , not tracked o only position. El
SDK utiliza varios canales para detectar el esqueleto. El canal predeterminado realiza un
seguimiento de las 25 posiciones de la articulación esquelética con el modo de seguimien-
to tracked, not tracked o inferred. El siguiente diagrama representa un esqueleto humano
completo frente al sensor, formado con 25 puntos de unión:
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Cabeza
Cuello
Espina Hombro
Hombro Izquierdo
Codo Izquierdo
Muñeca Izquierda
Pulgar Izquierdo
Indice Izquierdo
Mano Izquierda
Espina Media
Cadera Izquierda
Rodilla Izquierda
Tobillo Izquierdo
Pie Izquierdo
Espina Base
Hombro Derecho
Codo Derecho
Muñeca Derecha
Pulgar Derecho
Indice Derecho
Mano Derecha
Cadera Derecha
Rodilla Derecha
Tobillo Derecho
Pie Derecho
Figura 5.3: Articulaciones detectadas por el sensor
El sensor puede controlar completamente hasta dos usuarios y puede detectar un máximo
de seis usuarios dentro del rango visible. Los otros cuatro se conocen como esqueletos
propuestos. Sólo puede obtener las 25 articulaciones completas para los esqueletos com-
pletamente rastreados, para las otras cuatro personas, obtendrá información sólo sobre la
articulación del centro de la cadera. Entre los dos esqueletos seguidos, uno estará activo y
el otro será tratado como pasivo basado en como se este utilizando los datos del esqueleto.
Si se realiza un seguimiento completo de un esqueleto, los siguientes cuadros sucesivos
devolverán los datos completos del esqueleto, mientras que para los esqueletos controlados
pasivamente, sólo se obtendrán las posiciones propuestas.
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Capítulo 6
Análisis de datos y reducción de
dimensión
Los sistemas convencionales de reconocimiento de patrones se encuentra divididos en dos
secciones, el análisis de características y la clasificación de patrones. Para todo el proceso
de análisis es necesario tener un registro de observaciones descritas a partir de variables
denominadas características. [30].
Por ejemplo se puede considerar una aplicación en la que un sistema procesa datos (señale
de voz, imágenes o patrones en general) en forma de una colección de vectores, que de
manera individual almacena todos los atributos que la caracterizan. Considerando que la
efectividad del sistema es proporcional a la dimensión del espacio, el problema de reduc-
ción de dimensión aparecerá cuando los datos, sean de hecho, de una dimensión más alta
que tolerada. Por lo tanto es necesario reducir primero la dimensión de los datos a un
tamaño manejable (manteniendo la mayor cantidad posible de información original) y así
proceder después a entregar la información al sistema.
La etapa de reducción de dimensión en el análisis de características permite facilitar el
análisis de los datos, remover redundancia, revelar la estructura intrínseca de los datos
y extraer la información más relevante, mejorando el desempeño tanto en tareas de vi-
sualización y de clasificación, entre otras [31]. Descrita de manera sencilla la etapa de
reducción de dimensiones consiste en escoger un subconjunto de variables, de tal manera
que, el espacio de características quede óptimamente reducido de acuerdo a un criterio de
evaluación, con el fin de distinguir el subconjunto que representa mejor el espacio inicial
de entrenamiento [32]. Como cada característica que se incluye en el análisis, puede incre-
mentar el costo y el tiempo de proceso de los sistemas, hay una fuerte motivación para
diseñar e implementar sistemas con pequeños conjuntos de las mejores características. [33].
A menudo, la representación original de los datos será redundante por varias razones: Mu-
chas de las variables tendrán una variación más pequeña que el ruido de medición y por
lo tanto serán irrelevantes. Además, posiblemente muchas de ellas estarán correlacionadas
entre sí (por ejemplo, mediante combinaciones lineales u otra dependencia funcional). Por
lo tanto, es frecuentemente necesario eliminar de alguna manera la información redun-
dante, produciendo una representación más consisa de los datos. [31]. Existen diferentes
18
6. ANÁLISIS DE DATOS Y REDUCCIÓN DE DIMENSIÓN
metodologías de reducción de dimensión de los vectores de características, una manera
obvia seria simplemente descartar algunas de las características, el desafío surge cuando
debe decidirse la estrategia o función de costo para tal propósito. Lo anterior ha motivado
el desarrollo de una variedad de técnicas que ofrecen encontrar el subconjunto óptimo
a partir de un conjunto inicial de características. Sin embargo, muchas de esas técnicas
pueden solamente manipular ciertos tipos de datos [34].
6.1. Estandarización
Sea x un vector definido como x = x1, x2, x3...xn de dimensión n, donde xi son las com-
ponentes originales. Podrá construirse un vector x’ de características transformadas de
dimensión n’ a partir de las siguientes procesos [35]:
– Estandarización: las características pueden tener diferentes escalas aunque se refieran
a objetos comparables. Considerando por un instante un patrón de distancias x =
x1, x2, donde las unidades de x1 son metros y x2 son centímetros. Ambas pueden ser
comparadas, añadidas o extraídas pero sería irrazonable hacerlo sin antes haberlas
normalizado. El centrado y escalada clásico de los datos es x′i = (xi − µi)/σi donde
µ y σ son el promedio y la desviación estándar de las características xi.
– Normalización: considerar por ejemplo el caso donde x es una imagen y xi son el
número de píxeles con color i, tiene sentido normalizar dividiendo por el número
total para codificar la distribución y eliminar la dependencia con el tamaño de la
imagen. Esto significa que x′ = x/ ‖x‖.
– Filtrado: la relación señal ruido puede ser mejorada aplicando un filtro de proce-
samiento de señal o imagen , incluye la eliminación de la línea base o de fondo, el
ruido, suavizado. Los métodos mas conocidos para esta tarea son la transformada
de Fourier y transformada wavelet.
Esta sección es uno de los pasos claves para el proceso de análisis de datos, es importante
resaltar que los métodos anteriormente descritos no alteran la dimensión del espacio de
características.
6.2. Selección de características
La selección de características es el proceso de escoger un subconjunto de características
relevantes para usar como fuente de datos en posteriores etapas de construcción de mo-
delos o técnicas de reconocimiento automático de patrones. La selección de características
permite encontrar un espacio de representación de menor dimensión reduciendo tanto las
variables ruidosas, las redundantes o correlacionadas y las variables irrelevantes pues difi-
cultan la detección de patrones significativos a partir de los datos.
Todo proceso de selección de atributos tiene un punto de partida, que puede ser el conjunto
completo de atributos, el conjunto vacío o cualquier estado intermedio. Tras evaluar el
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primer subconjunto, se examinarán otros subconjuntos según una dirección de búsqueda,
hacia adelante, hacia atrás, aleatoria o cualquier variación o mezcla de las anteriores. El
proceso terminará cuando se recorra todo el espacio o cuando se cumpla una condición de
parada, según la estrategia de búsqueda seguida [36].
La selección de características contempla dos etapas básicas: la estrategia de generación
y la función de evaluación. De acuerdo a esto, se presenta a continuación, uno de los
algoritmos más comunes de búsqueda para la generación de subconjuntos
6.2.1. Métodos de generación
Para la generación de subgrupos de características se encuentran los siguientes procedi-
mientos [37] [38]:
1. Exhaustiva: Es la aproximación básica al proceso de selección de características. El
generador de subconjuntos realiza la búsqueda sobre todas las posibles combinaciones
que se pueden formar con el conjunto completo de características para encontrar el
subconjunto óptimo de acuerdo a la función de evaluación dada. La cantidad de
subconjuntos está dada por,
N° de subconjutnos =
p!
(p−m)!m! (6.1)
Para m ≤ p Donde cada conjunto evaluado por la función de costo determinada,
la cual en adelante se llamará J. La búsqueda es exhaustiva, debido a que para
un conjunto de características con dimensión p, el número total de subconjuntos
candidatos, inducirían una complejidad equivalente a 2p, lo cual puede ser muy
costoso computacionalmente.
2. Heurística: Del conjunto inicial de características (p variables) se selecciona alguno
de los posibles grupos sub-óptimos con dimensión m, tal que m < p, y supere un
umbral de aceptación para J a priori dada. Estos métodos están basados en técnicas
de búsqueda que operan en concordancia con reglas empíricas y están destinados
a reducir la complejidad computacional, sin disminuir el rendimiento del sistema.
Además, requieren de una condición de parada para prevenir que la búsqueda de
subconjuntos se vuelva exhaustiva. Inicialmente, se determina el punto (o puntos)
de partida en el espacio inicial de características, los cuales darán la dirección de
la búsqueda y se usan procedimientos basados en técnicas estadísticas o evolutivas
para generar los estados siguientes [39]. Existen diversos tipos de búsquedas, a con-
tinuación se describen dos de los algoritmos más comunes de búsqueda heurística
para la generación de subconjuntos.
Selección secuencial hacia adelante (SFS - Sequential Forward Selection) es una
técnica de búsqueda abajo-arriba (bottom-up). Selecciona primero la mejor variable
según el criterio J luego se combina la variable original con cada una de las variables
restantes, entonces, se busca la pareja que aporta el mayor valor de evaluación y se
escoge como nuevo conjunto de partida. A continuación se combina esta pareja con
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cada una de las variables restantes, formando ternas, se selecciona la terna que dé
un mayor valor en el criterio de evaluación. El proceso se repite una y otra vez en
la misma forma. La búsqueda se detiene cuando un conjunto de más variables no
mejore los resultados de la función de costo para un conjunto de menos variables,
es decir cuando J(Ωkˆ) > J(Ωkˆ+1), donde la dimensión del subconjunto Ωkˆ es menor
que la dimensión del subconjunto Ωkˆ+1 [39].
La selección secuencial hacia atrás (SBS - Sequential Backward Selection), al
igual que la técnica anterior, la idea es construir conjuntos diferentes, iteración tras
iteración, con la diferencia que ahora se inicia con el conjunto completo de caracte-
rísticas de dimensión p, y en cada iteración se remueve una variable. La variable que
se elimina es aquella que al no estar presente en el subconjunto a evaluar, hace que
la función de costo reporte el mayor valor entre todos los subconjuntos evaluados en
la misma iteración. El algoritmo se detiene cuando J no supera cierta cota preesta-
blecida, es decir, cuando en una iteración ninguno de los subconjuntos formados al
ser evaluados supera dicho umbral [39].
3. Aleatoria: Este procedimiento halla aleatoriamente el espacio inicial de búsqueda
y luego usando algoritmos basados en elecciones probabilísticas, o medidas de con-
sistencia de los datos, es guiado a una solución óptima respecto a una función de
evaluación dada [40].
Los tres procedimientos expuestos para la generación de subconjuntos se diferencian bási-
camente en la conformación del subconjunto inicial al momento de empezar la búsqueda.
Es decir, el procedimiento denominado exhaustivo hace un barrido por todas las posibles
maneras de conformación de subconjuntos usando algún orden pre-establecido comenzan-
do desde el primero hasta el último; la estrategia denominada heurística usa métodos como
pueden ser los estadísticos o evolutivos para inicializar la búsqueda con un subconjunto
sub-óptimo y luego continuar la búsqueda mediante reglas heurísticas; finalmente la estra-
tegia aleatoria elige el primer subconjunto de búsqueda aleatoriamente, es por esto que,
como puede encontrarse el subconjunto óptimo rápidamente, puede llegar a ser exhaustivo,
o no efectivo, en casos cuando el número de características es muy grande [37].
6.2.2. Función de costo
Estas funciones evalúan los subconjuntos de características usando alguna métrica que
relaciona la capacidad que tienen para discriminar entre las clases existentes de los datos
de entrenamiento [39]. Relativo a la dependencia que existe entre la función de evalua-
ción y la etapa de clasificación que se aplica finalmente al subconjunto de características
seleccionado, los métodos de selección de características se agrupan en dos tipos:
– Métodos tipo filtro: cuando son independientes de la etapa de clasificación, y se
evalúan parámetros o funciones para lo cual se asume que influyen indirectamente
en el rendimiento total del clasificador.
– Métodos de envolvente (wrapper): cuando se evalúa directamente el rendimiento
total de clasificación [41]
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La selección de características orientada a un problema de clasificación, por lo general,
se puede llevar a cabo por el siguiente criterios de efectividad incluido en la función de
evaluación:
– Rendimiento de proceso: Cuando el subconjunto de características mejora la tasa
de rendimiento del clasificador o disminuye el tamaño de la estructura sin redu-
cir significativamente la precisión del clasificador construido, usando solamente las
características seleccionadas [42].
6.3. Extracción de características
Las técnicas de selección pueden ser distinguidas de las de extracción. La extracción crea
nuevas características combinando las características originales, mientras la selección de
características retorna un subconjunto de estas. En el reconocimiento de patrones, y en ge-
neral, en problemas de clasificación, métodos como el análisis de componentes principales
(PCA) han sido ampliamente estudiados [43]. Este método realiza un mapeo del espacio
de características a un espacio transformado que puede ser de menor dimensión.
PCA es una técnica que tiene por objetivo principal reducir la dimensión de un conjunto
de variables, conservando la mayor cantidad de información que sea posible. Esto se logra
mediante la transformación a un nuevo conjunto de variables las cuales son no correlacio-
nadas y se ordenan de modo tal que unas pocas (las primeras) retengan la mayor cantidad
de variación presente en el conjunto original de variables [44].
Dada una matriz de datos, se busca la posibilidad de representar adecuadamente la in-
formación, con un número menor de variables que son construidas como combinaciones
lineales de las originales. La técnica PCA presenta una doble utilidad: permite representar
óptimamente en un espacio de dimensión pequeña observaciones de un espacio general de
dimensión p (posible identificación de variables latentes), además, permite transformar las
variables originales que generalmente están correlacionadas, en nuevas variables no corre-
lacionadas que facilitan la interpretación [45].
Sea X la matriz original de datos de dimensión n × p. Las filas corresponden a las ob-
servaciones y las columnas a las variables, donde la media de cada una de las variables es
cero.
X = {xij}, i = 1, ..., n representa la observación
j = 1, ..., p presenta la variable
El propósito es hallar un subespacio de dimensiónm, m < p, tal que al proyectar los puntos
sobre dicho subespacio, los puntos conserven su estructura con la menor distorsión posible.
En una primera aproximación, se desea proyectar todos los puntos observados sobre un
subespacio de dimensión uno (una recta), de tal forma que todos los puntos mantengan,
en la medida de lo posible, sus posiciones relativas. Esto se traduce en que las distancias
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entre los puntos originales y sus proyecciones sobre la recta sean mínimas, por tanto, si
se considera el punto xi y una dirección a1 = (a11, ..., a1p)>, definida por el vector a1 de
norma unidad, la proyección del punto xi sobre esta dirección es el escalar:
zi = a1
>xi> (6.2)
Sea di la distancia entre el punto xi y su proyección sobre la dirección a1, se busca que:
min
n∑
i=1
di
2 = min
n∑
i=1
|xi − zia1>|2 (6.3)
Una forma alternativa de esta condición es:
max
n∑
i=1
zi
2 = max
n∑
i=1
a1
>xi>xia1 (6.4)
Debido a que las proyecciones zi son variables aleatorias con media cero, minimizar sus
cuadrados según (6.4) es equivalente a maximizar su varianza, lo que significa encontrar
la dirección de proyección que maximice la varianza de los datos proyectados.
Considerando el vector de proyecciones:
z1 = (z1, z2, ..., zi, ..., zn)
> = Xa1 (6.5)
se puede reescribir (6.4) como,
max(z1
>zi) = max(a1>X>Xa1) (6.6)
Por otra parte, la media de z1 es nula, mientras su varianza es:
1
n
z1
>z1 =
1
n
a1
>X>Xa1 = a1
>Sa1 (6.7)
donde S es la matriz estimada de covarianzas de las observaciones. Con el objetivo de
maximizar (6.7) se utilizan multiplicadores de Lagrange, tal que a1>a1 = 1
M = a1
>Sa1 − λ(a1>a1 − 1) (6.8)
luego, derivando e igualando a cero se tiene,
∂M
∂a1
= 2Sa1 − 2λa1 = 0 (6.9)
finalmente,
Sa1 = λa1 (6.10)
Esto significa que a1 es un vector propio de la matriz S asociado al valor propio λ, que
corresponde a la varianza zi. Por tanto, el vector propio asociado al mayor valor propio de
S corresponde al primer componente principal.
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En general, es posible hallar el espacio de dimensión m que mejor represente los datos, el
cual está dado por los vectores propios asociados a los m mayores valores propios de S. Es-
tas nuevas direcciones se denominan direcciones principales de los datos y las proyecciones
de los datos originales sobre estas direcciones se conocen como componentes principales.
Usualmente, la matriz X tiene rango p (también la matriz S), existiendo entonces tantos
componentes principales como variables, que se obtienen calculando los valores propios
λ1, ..., λp de la matriz de covarianza S.
En síntesis, los pasos para calcular los componentes principales son:
COMIENZO
1: Centralizar la matriz de datos X (hacer que cada variable tenga media cero).
2: Obtener la matriz de covarianza S 1
n
X>X
3: Calcular los valores propios de la matriz S y sus respectivos vectores propios.
4: Ordenar de forma descendente los valores propios.
5: Proyectar los datos sobre las direcciones principales luego del ordenamiento de los
valores propios.
FIN
Por otra parte, las componentes principales tienen las siguientes propiedades [45]:
1. Conservan la variabilidad inicial, es decir, la suma de las varianzas de los compo-
nentes es igual a la suma de la varianzas de las variables originales, y la varianza
generalizada de los componentes es igual a la original.
2. La proporción de variabilidad explicada por un componente es el cociente entre su
varianza, el valor propio asociado al vector propio que lo define, y la suma de los
valores propios de la matriz. Así, la proporción de variabilidad total explicada por
el componente h es:
λh∑
j λj
(6.11)
3. Las covarianzas entre cada componente principal y las variables originales, vienen
dadas por el producto de las coordenadas del vector propio que define el componente
por su valor propio:
cov(zj;x1, ..., xp) = λjaj = (λjaj1, ..., λjajp) (6.12)
donde aj es el vector de coeficientes de la componente zj
4. La correlación entre un componente principal y una variable original es proporcional
al coeficiente de esa variable en la definición del componente, y el coeficiente de pro-
porcionalidad es el cociente entre la desviación típica del componente y la desviación
típica de la variable.
5. Los m componentes principales (m < p) proporcionan la predicción lineal óptima
con m variables del conjunto de variables.
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6. Si se estandarizan los componentes principales, dividiendo cada uno por su desvia-
ción, se obtiene la estandarización multivariante de los datos originales.
El análisis de componentes principales implica interpretar adecuadamente dichos compo-
nentes. Así, cuando existe una alta correlación entre todas las variables, el primer compo-
nente principal tiene todas sus coordenadas del mismo signo y puede interpretarse como
un promedio ponderado de todas las variables, o un factor global de tamaño, los restantes
componentes se interpretan como factores de forma. Es posible simplificar la interpreta-
ción de los componentes, suponiendo que los coeficientes pequeños son cero y redondeando
los coeficientes grandes para expresar el componente como cocientes, diferencias o sumas
entre variables. Este tipo de aproximaciones son justificadas si mejoran la interpretación y
modifican poco la estructura de los componentes. Es posible medir el cambio introducido
al modificar el vector propio aj , determinando el cambio en la proporción de variabilidad
explicada por el componente,
λj − λjM
λj
(6.13)
es decir, verificar que la relación dada por 6.13 sea pequeña, en la cual λj es el valor
propio asociado al vector propio original y λjM es el valor propio asociado al vector propio
modificado.
Como se menciona inicialmente, el objetivo de PCA es reducir el número de variables
de análisis, por tanto, es importante establecer algún criterio para determinar qué y cuán-
tos componentes principales se deben usar en la nueva representación de los datos. Las
siguientes son algunas reglas que pueden ayudar en esta labor [44] [45].
1. Realizar un gráfico de los valores propios ordenados contra su respectiva posición
ordinal (λj contra j) y seleccionar los primeros componentes hasta que los compo-
nentes restantes tengan aproximadamente el mismo valor de λj , es decir, buscar un
codo en el gráfico. De esta forma, se excluyen los componentes asociados a valores
pequeños y aproximadamente del mismo tamaño.
2. Seleccionar los primeros componentes hasta alcanzar un valor fijo a priori de varianza
acumulada, por ejemplo el 80%, el 90% ó el 100%.
3. Seleccionar los componentes asociados a valores propios superiores a una cota, la
cual suele establecerse como la varianza media,∑
j λj
p
(6.14)
Cuando se trabaja con la matriz de correlación el valor propio medio de los compo-
nentes es 1, y por tanto, la regla anterior selecciona los valores propios mayores que
la unidad.
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Capítulo 7
Reconocimiento de patrones
El reconocimiento de patrones es el estudio de como los sistemas de aprendizaje de máqui-
nas observan el entorno. Su objetivo principal es aprender a distinguir patrones de interés
y tomar decisiones acertadas y razonables sobre la categoría de estos patrones [46] [47] [48].
Un patrón es lo opuesto a un caos, es una entidad vagamente definida, a la cual se pude
asignar un nombre [49]. Por ejemplo, un patrón puede ser un rostro humano, una señal de
voz, el movimiento de una articulación.
El diseño de un sistema de reconocimiento de patrones esencialmente involucra los si-
guientes tres aspectos: (1) adquisición de datos y pre-procesamiento, (2) representación
de los datos, y (3) toma de decisiones. Estos sistemas de reconocimiento son operados en
2 modos: entrenamiento (aprendizaje) y clasificación (prueba). Existen también diversos
tipos de aprendizaje, los cuales se mencionan a continuación.
– Aprendizaje supervisado: Se requiere encontrar una función a partir de un conjunto
de datos de entrenamiento, los cuales consisten en pares de objetos (usualmente
vectores): una componente del par son los datos de entrada y el otro, los resultados
deseados. El objetivo del aprendizaje supervisado es el de crear una función que
pueda predecir la salida (valor) correspondiente a cualquier entrada válida después
de haber sido sometido a una serie de datos ejemplos (datos de entrenamiento), es
decir, el sistema generaliza en base de los datos que se le presentan a las situaciones
que no ha visto. Este tipo de aprendizaje soluciona principalmente problemas de
regresión (salida: valores numéricos) y clasificación (salida: etiquetas de clase).
– Aprendizaje no supervisado: Se base en ajustar un modelo a un conjunto de obser-
vaciones, es decir, dado un conjunto de objetos de entrada, este trata los objetos
como un conjunto de variables aleatoria y construye un modelo de densidad para el
conjunto de datos. A diferencia del aprendizaje supervisado, en este no hay un cono-
cimiento a priori y los problema que principalmente resuelve son los de compresión
de datos y agrupación.
– Aprendizaje semi supervisado: Consiste básicamente en el aprendizaje no-supervisado,
con la diferencia que utiliza etiquetas en sus procesos.
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– Aprendizaje Activo: Este es un tipo de aprendizaje supervisado iterativo en el cual el
algoritmo de aprendizaje consulta al usuario constantemente por las etiquetas de los
datos, cuando estos no tiene etiquetas. Dado que el estudiante elige los ejemplos, el
número de ejemplos para aprender un concepto a menudo pueden ser mucho menores
que el número requerido en el aprendizaje supervisado normal.
– Aprendizaje en Línea: Este tipo de aprendizaje puede ser supervisado o no-supervisado
y principalmente se base en extraer la máxima información posible de los datos con
número mínimo de revisada de los datos, es decir, este tipo de algoritmo se basa
maneja un gran volumen de datos y se requiere idealmente (debido al número de
datos) que solamente tenga que revisarlo.
En cuanto a la etapa de prueba, los clasificadores entrenados asignan el patrón de entrada
a una de las clases bajo consideración basados en las características medidas [50].
7.1. Clasificación
En la teoría del aprendizaje de máquina, la clasificación es el problema de identificar a
cual clase corresponde una nueva observación, las variables observadas que se utilizan para
determinar la pertenencia a la clase a menudo se denominan características. Ejemplos de
características son atributos físicos tales como longitud y peso, o mediciones de voltaje.
Un número de estos atributos se almacenan en un vector de características. El número
de atributos diferentes es la dimensión de las características. Observar la longitud, el
peso y la edad de una población de seres humanos proporcionará, por ejemplo, vectores
de características tridimensionales. Las características también pueden ser el resultado
de una transformación de datos medidos, tales como una transformada de Fourier. Las
propiedades de las clases diferentes pueden ser conocidas, pero más a menudo tienen que
ser estimadas a partir de las observaciones [51].
7.1.1. Clasificador de k-vecinos más cercanos
El clasificador conocido por siglas en ingles k-NN (k Nearest Neighbour) o k-vecinos más
cercanos, tiene como fundamento básico de clasificación, que un nuevo caso a clasifi-
car pertenecerá a la clase más frecuente a la que pertenecen sus k vecinos más cerca-
nos [52], [53] [54]. Sin embargo, debido a la evolución en las tareas de clasificación, este
algoritmo ha sufrido variantes, según lo reportado en la literatura, el algoritmo k-NN pre-
senta 5 variaciones del algoritmo básico; k-NN con rechazo, k-NN con distancia media,
k-NN con distancia mínima, k-NN con pesado de casos seleccionados y K-NN con pesado
de variables.
El conjunto de datos que tenemos se nos presenta de la siguiente manera [53]:
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X1 . . . Xj . . . Xn C
(X1, c1)
...
(Xi, ci)
...
(XN , CN)
1
...
i
...
N
x11 . . . x1j . . . x1n
...
...
...
xi1 . . . xij . . . xin
...
...
...
xN1 . . . xNj . . . xNn
c1
...
ci
...
cN
X N + 1 xN+1,1 . . . xN+1,j . . . xN+1,n ?
Tabla 7.1: Conjunto de datos del algoritmo.
– D indica un fichero de N casos, cada uno de los cuales está caracterizado por n
variables predictoras, X1, . . . , Xn y una variable a predecir, la clase C.
– Los N casos se denotan por:
(X1, c1) , . . . , (XN , CN) donde
Xi = (xi,1 . . . xi,n) para todo i = 1, . . . , N
ci ∈ {c1, . . . , cm} para todo i = 1, . . . , N
c1, . . . , cm denotan los m posibles valores de la variable C.
– El nuevo caso que se pretende clasificar se denota por X = {x1, . . . , xn}.
Lo primero para la tarea de clasificación será, calcular las distancias de todos los casos ya
clasificados al nuevo caso X, que se pretende clasificar. Una vez seleccionados los k vecinos
ya clasificados, Dkx más cercanos al nuevo caso X se le asignará la clase más frecuente de
entre los k objetos Dkx, es decir, se le asignará un valor de la clase C más frecuente para
sus k vecinos.
El siguiente es el pseudocódigo propuesto para el k-NN básico [53], [52]:
COMIENZO
Entrada: D = {(X1, c1) , . . . , (XN , CN)}
X = (x1, . . . , xn) nuevo caso a clasificar
Para todo objeto ya clasificado (xi, ci)
calcular di = d(Xi, X))
Ordenar di(i = 1, . . . , N) en orden ascendente
Quedarnos con los k casos Dkx ya clasificados más cercanos a X
Asignar a X la clase más frecuente en Dkx
FIN
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En caso de que se produzca un empate entre dos o más clases, se conviene tener una regla
heurística para su ruptura. Ejemplos de reglas heuristicas para la ruptura de empates,
pueden ser: seleccionar la clase que contenga al vecino más próximo, seleccionar la clase
con distancia medio menos, etc.
Otro cuestión importante es la determinación del valor de k. Se constata empíricamente
que el porcentaje de casos bien clasificados es no monótono con respecto de k, siendo una
elección valores de k comprendidos entre 3 y 7.
7.1.2. Clustering
Un problema de clasificación no supervisada parte de un conjunto de casos u objetos cada
uno de los cuales está caracterizado por distintas variables, y a partir de dicha información
trata de obtener grupos de objetos, de tal manera que los objetos que pertenecen a un
grupo sean muy homogéneos entre sí y por otra parte la heterogeneidad entre los distintos
grupos sea muy elevada. Expresado en términos de variabilidad se hablaría de minimizar
la variabilidad dentro de los grupos para al mismo tiempo maximizar la variabilidad entre
los distintos grupos.
Es así como el proceso de clustering es una de las formas más comunes de aprendizaje
no supervisado y a menudo es usado para entender el comportamiento de los datos. Este
proceso puede entenderse fácilmente como la tarea de dividir los datos en subgrupos a
partir de unas características similares.
7.1.3. Algoritmo k-means
El agrupamiento por k −means es un procedimiento de agrupación no jerárquico que se
ha convertido en la técnica más común para particionar un conjunto de datos de manera
que la suma de las variaciones dentro del cluster se minimice [55]. Generalmente se aplica
a conjuntos de datos donde todas las variables son cuantitativas y la distancia entre las
observaciones se mide usando la distancia euclidiana cuadrada, que se define como:
d(xi, xi′) =
p∑
j=1
(xij − xi′j)2 (7.1)
Donde xi y xi′ son las observaciones del conjunto de datos con p características, y xij
representa el valor de la j-ésima característica para la observación i. El algoritmo de
clustering por k-means Intenta asignar cada observación a un grupo para minimizar la
siguiente función objetivo [56]:
K∑
k=1
∑
Ci=k
∑
Ci′=k
p∑
j=1
(xij − xi′j)2 (7.2)
En la anterior expresión, K representa el número de clusters, y Ci representa el culster al
que fue asignado la observación i, donde 1 ≤ Ci ≤ K. Esta función objetivo es también
conocida como suma de cuadrados dentro del grupo.
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Es necesario notar que la ecuación 7.2 puede ser re-escrita como:
K∑
k=1
nk
∑
Ci=k
p∑
j=1
(xij − xkj)2 (7.3)
Donde nk es el número de observaciones en el cluster k y xkj es el promedio de la caracte-
rística j en el cluster k. Varios algoritmos de k-means se han desarrollado con el propósito
de minimizar la anterior expresión. Sin embargo cada algoritmo utiliza alguna variación
de la siguiente estrategia:
1. Asignación aleatoria de cada observación a un grupo inicial.
2. Para cada característica j y el cluster k, calcular xkj, el promedio de la característica
j en el cluster k.
3. Asignar cada observación i al nuevo cluster Ci de la siguiente manera:
Ci = argmin
p∑
j=1
xkj)
2 (7.4)
4. Repetir los pasos 2 y 3 hasta que el algoritmo converge.
El algoritmo anterior está garantizado para converger, pero puede converger a un mínimo
local. Por lo tanto, es aconsejable repetir el algoritmo varias veces con diferentes clústeres
iniciales y elegir el conjunto de clusters que produce la menor función objetivo [56].
A continuación se presenta además el pseudo código del algoritmo anteriormente des-
crito:
COMIENZO
Elegir el número de cluster K
Inicializar de manera aleatoria los centroides de los k clusters
Asignar cada punto al centroide mas cercano de acuerdo a la distancia Euclidea mínima.
Calcular la varianza intra cluster.
Re calcular los centroides una y otra vez hasta el algoritmo converge.
FIN
7.1.4. Estrategias de inicialización
Para aumentar la probabilidad de llegar a una buena partición final de los datos se han
desarrollado algunas técnicas de inicialización inteligentes de los puntos semillas o centroi-
des. A continuación se presentan algunos de los procesos mas relevantes para inicializar el
algoritmo de K-means descrito anteriormente [57]:
Astrahan 1970: Uno de los primeros procedimientos de inicialización fue propuesto por
Astrahan (1970) y se basa en las densidades de vecinos más cercanos de un objeto. A
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continuación se describe brevemente el procedimiento:
1. Definir una distancia d1 Una elección razonable es la distancia media euclidiana:
d1 =
1
n(n− 1)
P−1∑
i=1
P∑
j=i+1
d(xi, xj) (7.5)
2. Para cada punto xi, calcular el número de otros puntos de datos que están dentro
d1 de x. Esto es análogo a contar el número de puntos que caen dentro de un círculo
de radio d1 centrado en xi. El número final de puntos en el círculo se conoce como
la densidad. El punto de datos con la densidad más alta se elige como la semilla de
primer grupo.
3. Las semillas K − 1 restantes se eligen por disminución de la densidad, siempre y
cuando estén por lo menos a otra distancia pre - especificada, d22, de todas las
semillas que ya han sido elegidas. Es aceptable establecer d2 = d1.
Bradley and Fayyad 1998: Bradley y Fayyad (1998) propusieron un procedimiento tipo
bootstrap para determinar Las semillas iniciales, así:
1. En primer lugar, se debe elegir S sub-muestras aleatorias de la matriz de datos
original, X, denotada como X11, X2, ..., XS. Bradley y Fayyad (1998) recomiendan
S = 10, donde cada una de las 10 submuestras contenía una décima parte del número
de observaciones como X.
2. Agrupar cada una de las submuestras S con el algoritmo K-means (donde se usa un
punto de partida aleatorio), obteniendo una matriz de S centroides, donde la i-ésimo
matriz de centroides es CKxP (i) (cada fila representa un centroide para uno de los K
clusters). El nuevo conjunto de datos será:
X∗SKxP =

C
(1)
C
(2)
...
C
(s)
 (7.6)
3. el algoritmo se repite una y otra vez usando cada una de los Ci como configuraciones
de inicio.
Faber 1994 : El método para inicializar K-means propuesto por Faber (1994) es elegir
una muestra aleatoria de K puntos de datos de toda la población de puntos de datos.
El principal argumento detrás de este procedimiento es que las semillas iniciales serán
puntos de datos reales en lugar de un conjunto de puntos de datos arbitrariamente elegidos
contenidos en el espacio de datos. Puesto que las semillas iniciales son puntos de datos, las
áreas más densas de los datos tienen más probabilidades de ser representadas por semillas
iniciales.
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Capítulo 8
Esquema de trabajo
Es este capítulo se describe la metodología de los tres escenarios de rehabilitación virtual
desarrollados a través de un sensor de captura tridimensional a partir de los protocolos
usados en la terapia física por los especialistas del Instituto de Epilepsia y Parkinson del
Eje Cafetero–Neurocentro.
A continuación se presenta de manera general el esquema de trabajo utilizado en la im-
plementación de cada uno de los escenarios de rehabilitación.
Procesamiento de datos
(Articulaciones de interés)
Adquisición de datos
(Sensor de captura tridimensional) Análisis y clasifiación Evaluación
Figura 8.1: Esquema de trabajo
8.1. Base de datos
Está metodología de rehabilitación física a través del sensor de captura tridimensional fue
evaluada con una base de datos de 35 personas sanas formada tanto por hombres y mujeres
con un rango de edad entre los 15 y 70 años. Cada muestra corresponde a registros de
distancias en tres dimensiones y ángulos con respecto a la movilidad articular. Las señales
emitidas por cada una de las 25 articulaciones fueron capturadas por el sensor bajo las
mismas condiciones en el ambiente.
Es importante resaltar que se analizaron 76 características por persona durante alrededor
de un minuto, pues este era el tiempo promedio de ejecución para realizar el ejercicio
propuesto. La manipulación, visualización y análisis de estas señales fue hecha con la
ayuda del software de programación Visual Studio Community y Matlab®.
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8.2. Primer escenario
Este escenario de rehabilitación está orientado a la movilidad articular del tren superior.
Se realizarán movimientos de flexión y extensión con el brazo derecho y con el brazo iz-
quierdo con el objetivo de medir el rango funcional de movimiento en la articulación del
codo y además del resto de variables físicas involucradas.
1
5
4
3
2
Figura 8.2: Interfaz: Ejercicio Poleas.
En la Figura 8.2 se presentan los siguientes cinco elementos:: (1) área de ejecución del
ejercicio, (2) repeticiones, (3) botón de inicio, (4) elección del brazo y (5) parámetros
generales.
El software implementado permite visualizar y monitorear en tiempo real las posiciones de
las articulaciones del hombro , el codo y la muñeca. A través de su posición en el espacio
de coordenadas x, y y z se calculan una distancia d1 que corresponde a la medida entre
el hombro y el codo y una distancia d2 medida del codo a la muñeca. Una vez se conocen
esta distancias el programa permite calcular el valor del ángulo y es capaz de contar cada
repetición hecha como un éxito o fracaso. Una repetición consiste en una flexión y una
extensión completa del brazo y tomar como exitosa cuando el ángulo medido esté dentro
del rango de normalidad para la articulación del codo descrito en el capítulo 3. Además
se calculan otras variables de interés como lo son la velocidad, la aceleración, la fuerza, el
torque y el tiempo de ejecución para su posterior análisis.
Como primera instancia se le solicita al especialista que ingrese el nombre del usuario
o su número de registro para el posterior almacenamiento de los datos. Debe también
ingresarse por teclado el peso en gramos de la mancuerna y asignar el brazo con la cual
hará el movimiento, todo esto a manera de inicializar los parámetros de ejecución de la
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sesión. Una vez hecho esto, se le indica a la persona que se coloque de pie en frente del
sensor y empiece el movimiento de flexión y extensión. El número de series y repeticiones
son consideraciones particulares del especialista.
8.3. Segundo escenario
En este escenario de rehabilitación se realizará el movimiento de sentarse y ponerse de pie
sobre una superficie plana y firme con el objetivo de evaluar la fuerza muscular, movilidad
articular y la visión.
2
3
4
5
1
Figura 8.3: Interfaz: Ejercicio sentarse y levantarse.
En la figura 8.3 se presentan los siguientes cinco elementos: (1) área de ejecución del ejerci-
cio, (2) nombre de registro, (3) conteo de repeticiones, (4) estado y (5) e inicio del ejercicio.
En la figura 8.4 se muestra el diagrama de flujo que sintetiza de manera clara y precisa el
esquema de trabajo para este escenario de rehabilitación.
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Datos crudos
(35 Usuarios)
Sensor de catprura
tridimensional
Etiquetado inicial
(K-means)
Búsqueda Heurística
(K-Nearest Neighbour)
Estandarización de datos
(Z-Score)
Agrupación final
(K-means sobre centróides)
Implementación Visual C#
(Knn con muestras relevantes)
Nuevo Frame
(Clasificación de estado)
Figura 8.4: Diagrama de flujo para el ejercicio de sentarse y pararse
El software implementado permite visualizar y monitorear en tiempo real las posiciones de
las 25 articulaciones del cuerpo. Con el flujo de datos que se va capturando, el programa
rastrea uno de los tres posibles estados que se han generado. Estos estados son sentado,
en movimiento o de pie los cuales permiten evidenciar una transición y así saber cuándo
se hizo una repetición.
Para la realización de este ejercicio se ha ubicado una silla delante del sensor, allí la per-
sona se deberá sentar y poner de pie. La cantidad de veces y el período de tiempo será
definido por el especialista.
El proceso para identificar uno de los tres estados fue el siguiente: El sensor permite
capturar las posiciones de las 25 articulaciones en un espacio tridimensional, es decir, cada
articulación aportó tres características y un número n de observaciones en la construcción
de la base de datos. Los datos fueron estandarizados y llevados a una primera etapa de
clustering bajo el algoritmo k-means con el objetivo de obtener las etiquetas iniciales de
los tres estados. Posteriormente se realizó una búsqueda heurística con un clasificador
knn para identificar cuáles eran las características mas relevantes para identificar dichos
estados y a su vez reducir la dimensión (pasar a un espacio de 76 a 35 características).
A partir de allí con una nueva aplicación del algoritmo k-means fue posible visualizar los
tres grupos de datos correspondientes a cada uno de los estados,
Esta representación final permitió establecer tres clases las cuales fueron usadas para
el entrenamiento del clasificador y así asignar cada frame a la clase que mas se parezca.
8.4. Tercer escenario
En este escenario de rehabilitación se realizarán movimientos de agilidad y destreza a tra-
vés de trazos circulares sobre una espiral con el objetivo de coordinar el movimiento del
antebrazo, muñeca y dedos.
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Figura 8.5: Interfaz: Ejercicio Espiral.
En la figura 8.5 se presentan los siguientes cinco elementos: (1) área de ejecución del ejer-
cicio, (2) puntuación, (3) mensajes de instrucción, (4) nombre de registro y (5) reinicio
del ejercicio.
El software implementado cuenta con una secuencia de botones principales sobre un trazo
en forma de espiral los cuales permiten puntuar el progreso a medida que se va pasa por
encima de ellos. Estos botones se activan secuencialmente garantizando siempre que el
movimiento sea hacia el interior de la espiral, tienen la función de estimular y guiar al
usuario. Adicionalmente existen una serie de botones invisibles que estarán sobre la linea
de tendencia de la espiral. Estos botones tendrán como objetivo puntuar la precisión del
usuario al intentar seguir el trazo guía. Las variables de interés a estudiar en este ejercicio
son el tiempo y fidelidad del trazo (precisión). El tiempo se medirá desde que el usuario
pase por el primer botón hasta que llegue al último botón en la espiral, por otro lado la
precisión será medida a través del puntaje obtenido en el ejercicio.
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Capítulo 9
Resultados
A continuación se presentan los resultados obtenidos para cada uno de los escenarios, usan-
do la base de datos descrita en la sección 8.1, para cada uno de ellos, las características
de relevancia fueron extraídas y analizadas.
9.1. Primer Escenario
Como se describió en el capitulo 8, de la sección 8.2, la figura 9.1 muestra la medición y
progresión en el tiempo para el ejercicio realizado por uno de los usuarios. Se observan las
posiciones de la mano con la cuál se realizó el ejercicio, de allí se determinan las variables
físicas asociadas al movimiento del usuario según el ejercicio.
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Figura 9.1: Variables físicas de interés
Para los 35 usuarios descritos en la base de datos, los resultados de la ejecución de este
ejercicio, siguen una tendencia definida.
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9.2. Segundo Escenario
En la sección 8.3 del capítulo 8, se describe con detalle la realización de este ejercicio. Este
ejercicio sin embargo, requirió de un análisis preliminar para determinar los estados de los
usuarios de manera objetiva. Es decir, un análisis de datos tuvo que ser llevado a cabo, pa-
ra determinar si el usuario que ejecutaba el ejercicio, estaba de pie, sentado o en transición.
Debido a la gran cantidad de características iniciales, que fueron capturadas por el sensor,
y la dificultad que supone determinar el estado del usuario (De Pie, Sentado o En movi-
miento) eliminando la subjetividad, se llevó a cabo el siguiente procedimiento:
– K-means: Debido a que se quería determinar de manera objetiva el estado del
usuario, pero ya que un etiquetado inicial era necesario para alcanzar la finalidad
del ejercicio, una etapa inicial de agrupamiento fue realizada. Tomando en cuenta,
que se buscaban tres estados sobre los datos adquiridos, se utilizó el algoritmo de
clustering no-supervisado k-means con un k = 3, se pudo obtener y visualizar tres
concentraciones de datos definidas para cada usuario.
– Búsqueda Heurística: Con la intención de encontrar que características aportaban
más en la tarea de determinar el estado del usuario, se realizó una búsqueda Heu-
rística, sobre los datos. Teniendo en cuenta el etiquetado arrojado por el algoritmo
de k-means usado en la etapa anterior, se usó como función de costo un clasificador
k-nn de 5 vecinos y se obtuvo un histograma de frecuencia para las características
que fueron más relevantes en un validación cruzada con un fold de 10. La figura 9.2,
muestra la frecuencia de aparición (importancia) de las características en el proceso
de determinar el estado del usuario.
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Figura 9.2: Histograma de frecuencia.
En la tabla 9.1 se muestra con más claridad, el número de veces que cada caracterís-
tica fue seleccionada como importante o que aportaba información, por la búsqueda
heurística.
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Característica Frecuencia Característica Frecuencia Característica Frecuencia
Cabeza X (1) 1 Pulgar I. Y (26) 3 Espina C. Z (51) 3
Cabeza Y (2) 10 Pulgar I. Z (27) 0 Cadera I. X (52) 0
Cabeza Z (3) 6 Hombro D. X (28) 0 Cadera I. Y (53) 1
Cuello X (4) 1 Hombro D. Y (29) 3 Cadera I. Z (54) 1
Cuello Y (5) 3 Hombro D. Z (30) 1 Rodilla I. X (55) 7
Cuello Z (6) 7 Codo D. X (31) 2 Rodilla I. Y (56) 5
Espina H. X (7) 0 Codo D. Y (32) 6 Rodilla I. Z (57) 3
Espina H. Y (8) 6 Codo D. Z (33) 3 Tobillo I. X (58) 2
Espina H. Z (9) 3 Muñeca D. X (34) 1 Tobillo I. Y (59) 2
Hombro I. X (10) 2 Muñeca D. Y (35) 3 Tobillo I. Z (60) 1
Hombro I. Y (11) 4 Muñeca D. Z (36) 5 Pie I. X (61) 2
Hombro I. Z (12) 4 Mano D. X (37) 2 Pie I. Y (62) 1
Codo I. X (13) 2 Mano D. Y (38) 3 Pie I. Z (63) 2
Codo I. Y (14) 9 Mano D. Z (39) 2 Cadera D. X (64) 0
Codo I. Z (15) 6 Palma D. X (40) 1 Cadera D. Y (65) 0
Muñeca I. X (16) 1 Palma D. Y (41) 3 Cadera D. Z (66) 1
Muñeca I. Y (17) 6 Palma D. Z (42) 1 Rodilla D. X (67) 1
Muñeca I. Z. (18) 3 Pulgar D. X (43) 0 Rodilla D. Y (68) 4
Mano I. X (19) 1 Pulgar D. Y (44) 3 Rodilla D. Z (69) 1
Mano I. Y (20) 6 Pulgar D. Z (45) 1 Tobillo D. X (70) 2
Mano I. Z (21) 6 Espina M. X (46) 0 Tobillo D. Y (71) 1
Palma I. X (22) 0 Espina M. Y (47) 2 Tobillo D. Z (72) 2
Palma I. Y (23) 5 Espina M. Z (48) 10 Pie D. X (73) 0
Palma I. Z (24) 2 Espina C. X (49) 2 Pie D. Y (74) 2
Pulgar I. X (25) 0 Espina C. Y (50) 2 Pie D. Z (75) 0
Tabla 9.1: Tabla de frecuencia para las características, según la búsqueda heurística.
Debido a que se busca reducir la cantidad de características, comparando entre sí,
todas las características, se determinó que aquellas que tuvieron una frecuencia me-
nor o igual que 3, no son importantes o no aportan información relevante para la
tarea de determinar el estado.
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Figura 9.3: Muestras más relevantes entre los cluster de cada uno de los usuarios.
– Una vez obtenidas las características más relevantes, se usó de nuevo una agrupación
por cluster mediante el método k-means, pero esta vez, para encontrar las muestras
más importantes entre los grupos encontrados para cada usuario. En la figrua 9.3 es
posible apreciar tres concetraciones de datos , los cuales sugieren las 3 clases de los
3 estados buscados. Esto permitió validar los datos de todos los usuarios, determi-
nando el estado de un usuario nuevo. Para ello, y asegurando de que el algoritmo
funcionaba de manera no-supervisada, se utilizó de nuevo el algoritmo de k-means,
comparando cada frame entrante del paciente nuevo, con los datos obtenidos durante
las etapas previas. En la figura 9.4 se muestra el resultado del proceso por etapas
para determinar el estado del usuario y posteriormente para comparar los datos pro-
venientes de otros usuarios.
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Figura 9.4: Base de datos clasificada.
– Análisis de componentes principales A partir del conjunto de datos proveniente
de la base de datos, se llevo a cabo una etapa de generación o extracción de caracte-
rísticas mediante la técnica análisis de componentes principales con la intención de
visualizar la transición que presentan los datos entre los tres estados.
Una vez se hizo la transformación al nuevo espacio de características fue posible
visualizar de manera porcentual el aporte realizado por cada una de las 35 compo-
nentes principales, así:
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Figura 9.5: Aporte en porcentaje de las componentes principales
Además los tres posibles estados han sido representados en el espacio de las tres
primeras componentes principales por su media y su desviación estándar,
44
9. RESULTADOS
-4 -3 -2 -1 0 1 2 3
-10
-5
0
5
10
Componenetes(2,1)
STD (,21)
Media(,21)
STD (,31)
Media(,21)
STD (,32)
Media(,21)
Nuevo Dato
-3 -2 -1 0 1 2 3 4
-10
-5
0
5
10
Componenetes(3,1)
-3 -2 -1 0 1 2 3 4
-5
0
5
Componenetes(3,2)
Figura 9.6: Progresión de los estados en el espacio de tres componentes principales
9.3. Tercer Escenario
Como se describió anteriormente en el capítulo 8 en la sección 8.4 la figura muestra la
progresión en tiempo real del ejercicio realizado por 5 usuarios cada uno con 20 repeti-
ciones. En la figura 9.5 se puede observar la puntuación del usuario al intentar replicar la
espiral. Además se puede medir el tiempo que le tomó a cada uno de los usuarios realizar
el ejercicio. Estos dos indicadores, permiten medir de manera indirecta la calidad del trazo
y variabilidad del movimiento realizado por el usuario.
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Figura 9.7: Gráficas de puntaje y puntuación para 5 usuarios.
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Capítulo 10
Discusión
10.1. Discusión de primer escenario de rehabilitación
Se ha demostrado que el sensor proporciona medidas confiables y estables a partir de las
cuales sea hace posible extraer y analizar de manera oportuna cada uno de los datos que se
van adquiriendo. En particular los ejercicios de movilidad articular descritos en el capítulo
3 en la subseccion 3.2.1 permiten utilizar al máximo herramientas matemáticas para la
obtención de variables físicas como velocidad, aceleración, fuerza, torque y la medición de
ángulos.
Cabe resaltar que la adquisición de los datos se ha realizado en ambientes controlados,
sin presencia de ningún otro elemento externo al ejercicio o al usuario y fue así como se
obtuvieron las gráficas de progresión consignadas en la figura 9.1 donde se evidencia la
continuidad del movimiento.
La gráfica 9.1 la componen el registro de la progresión en el tiempo de las variables físicas
a las que el especialista tiene acceso del software implementado para este escenario(con
la posibilidad de extraer la tabla de valores al finalizar el ejercicio). Es posible observar,
como se esperaba, que la posición de la mano en el espacio tridimensional no presenta
una variación considerable ya que se solicitó al usuario que realizara el ejercicio siempre
en el mismo lugar. Las demás variables tienen una tendencia continua y sin alteraciones
significativas ya que las repeticiones hechas por el usuario fueron controladas, de tal manera
de no perder la rigurosidad y la intención del movimiento. El comportamiento registrado
y reflejado en el tiempo esta altamente relacionado con el peso en gramos de la mancuerna
utilizada.
10.2. Discusión de segundo escenario de rehabilitación
Se hace importante resaltar que al implementar la búsqueda heurística, el algoritmo siem-
pre se detuvo utilizando de 6 a 9 características en promedio, es decir, nunca se obtuvieron
mejores resultados de clasificación con más de 9 características. Debido a que los resulta-
dos de la búsqueda fueron diversos tal como se muestra en el capítulo 9 en la figura 9.2
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se tomaron de acuerdo al criterio subjetivo aquellos que fueran frecuentes más de 3 veces,
dentro de las cuales se destacan por su mayor aporte la cabeza, el codo, el cuello y la
espina media sobre la dimensión y del espacio, que corresponde al eje vertical del sensor.
Está información se encuentra de registrada de manera especifica la tabla 9.1, de allí se
hace notorio, resaltar también, que las articulaciones que hicieron el menor aporte fueron
las provenientes del eje x que corresponde al eje horizontal. Esto ultimo concuerda con lo
esperado ya que las personas realizaron el ejercicio siempre en el mismo lugar, sin hacer
ningún desplazamiento.
Toda esta etapa dejo como resultado final 35 características, con un promedio de pre-
cisión para todos los usuarios de 95% con un clasificador knn que funciona de manera
no supervisada. En la figura 9.3 se hace notoria la concentración de los datos en los tres
estados corporales esperados. Estos resultados indican que para una fase fuera de línea,
ya no sería necesario extraer tal cantidad de características si no solamente las necesarias,
porque gracias a este proceso es posible saber cuáles son las realmente importantes.
Los resultados de la etapa de extracción de características fueron satisfactorios bajo la téc-
nica de análisis de componentes principales. En la figura 9.5 puede observarse de manera
porcentual el aporte realizado por cada uno de las componentes. El mas significante fue
el aporte realizado por la primer componente, fue de un 80% sobre las demás, después la
segunda componente con un aporte del 12% y la tercera componente con un aporte 5%,
de ahi en adelante, el aporte en general fue mínimo.
La figura 9.6 ofrece una representación consolidada del objetivo de identificar los tres es-
tados corporales al realizar el movimiento de sentarse y ponerse de pie. Allí es posible
visualizar a partir de la media y la desviación estándar en el espacio de las componentes
principales la representación de esos tres estados deseados. Los nuevos datos son compa-
rados con ellos y de esta manera se asigna la clase a la que pertenezca.
10.3. Discusión de tercer escenario de rehabilitación
La relevancia de este escenario recae en la oportunidad que se brinda para medir de manera
objetiva la agilidad y la destreza de las manos. Se hace posible cuantificar la progresión de
acuerdo al puntaje que se va obteniendo a medida que se sigue el trazo. Las gráficas que se
presentan en la figura 9.7 se hace posible identificar que los usuarios siguen una tendencia
promedio y que conforme se van aumentando las repeticiones se tiene mas fidelidad en el
trazo, lo que se ve reflejado en el puntaje, es decir que, entre mas repeticiones, se podrán
tener trazos mas acertados y cuando no lo sean igual estarán entre el promedio general.
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Capítulo 11
Conclusiones y trabajo futuro
11.1. Conclusiones
– Con este proyecto se presentó una potencial metodología de rehabilitación para per-
sonas con enfermedad de Parkinson usando un sensor de captura tridimensional. Los
resultados mostraron que la metodología propuesta ofrece una alternativa a la tera-
pia física convencional que puede ser usada para la enfermedad del Parkinson. Esto
partiendo del rastreo del cuerpo humano con el sensor, lo que permite cuantificar y
tener acceso a las variables físicas de interés.
– Se determinó que según el ejercicio que requiera el paciente, un conjunto de carac-
terísticas específicas medidas con el sensor pueden ser estudiadas y tratadas, permi-
tiendo tener acceso a un historial digital de la terapia del paciente, y permitiendo al
especialista llevar un control sobre él.
– Se presentaron 3 interfaces que proponen una nueva forma de realizar la terapia
física, de fácil interpretación y de fácil uso para el especialista y para el usuario.
Estas interfaces se presentan como una herramienta interactiva intuitivas, motivando
al paciente a realizar los ejercicios, ofreciendo la ventaja de poder ser portada por
este a su lugar de residencia, pero a su vez permitiendo al especialista su monitoreo
constante.
11.2. Trabajo futuro
El trabajo futuro para este proyecto, consistirá en realizar mejoras a los escenarios imple-
mentados, incluyendo mas herramientas y teniendo acceso a más información que pueda
llegar a ser útil al especialista. Se desea mejorar la experiencia del usuario a partir estímu-
los auditivos que lo guien en la ejecucion de las sesiones de trabajo. Se propone además
ampliar la metodología a mas escenarios de rehabilitación. Permitiendo la integración de
nuevas ejercicios, niveles de dificultad, representación visual en tiempo real de las variables
físicas involucradas. Se plantea también hacer la respectiva validación con las personas con
enfermedad de Parkinson.
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