1. Introduction. Let D be a domain in an m-dimensional space and <I> [D] be a number which depends on the domain. We shall call <i> [D] a domain functional. Insofar as D is also characterized by its boundary C or its complement D, we may sometimes consider the functional <fi [D] as dependent on C or D instead of D. The problem with which we are occupied is to establish a calculus for the functional with respect to changes of its variable; in other words, a calculus of variations for <t> [D ].
The first domain functionals of nonelementary character to be studied seem to have been the eigenvalues X"(D) of a plane domain [17] and the electrostatic capacity of a three-dimensional conductor [l5] . Since both these quantities are closely related to the Green's function of the domains considered with respect to Laplace's equation, their theory can be reduced to that of the Green's function. Hadamard treated G(x y £) from the general point of view of functional analysis and gave for the first time a systematic basis to the whole problem complex [7] .
In order to study the dependence of a functional on its variable, we have, in the spirit of classical analysis, to investigate how the functional changes under an infinitesimal change of the domain. Hadamard assumed that the domain D is bounded by a closed smooth surface C. He deforms C into a surface C* by pushing each point f on C by an amount hn in the direction of the exterior normal. Under An address delivered before the Pasadena meeting of the Society on November 28, 1953, by invitation of the Committee to Select Hour Speakers for Far Western Sectional Meetings; received by the editors December 15, 1953 . 1 This work was done under a contract with the Office of Naval Research.
certain restrictive assumptions on on, we can assert that C* is also a smooth surface which bounds a domain D* with a Green's function G*(x, £). If on>0, G*(x, §) is well-defined in D and, by Green's identity, we find (LD "Jicr^-"^e"irJ* Now, G(r, §)=0on Cand G*(f+8r > ö=G*(r > €) + (aG*/3n)5»+ • • -0.
Hence obviously (1.2) 5G(x, 0=11 Wo\ J J c an dn This is Hadamard's variational formula for the Green's function.
Though the above derivation is purely formal, it can be justified if the surface C is regular enough and many interesting applications can be made. Since dG/dn<0 on C, we recognize, for example, that SG>0 if on>0, that is the monotony of the Green's function in dependence of the domain. Our formula would, at first, guarantee this monotonicity only for domains with sufficiently regular boundary. But it is easy to extend this result to the most general domains, since every domain can be approximated arbitrarily by domains whose boundary is even analytic.
Much deeper results can be derived by similar considerations; each time when we have a functional of D which is a combination of Green's functions and various partial derivatives of Green's functions such that the coefficient of bndc in the variational formula is positive, we arrive at a monotonicity theorem for this functional.
Similar variational formulas can be easily established for the Green's functions of other partial differential equations of elliptic type, for higher orders, and for different boundary conditions. Hadamard studied, in particular, the Green's functions for the biharmonic equations which play a central role in the theory of elasticity of plates. But while the theory of boundary value problems in partial differential equations proceeded to more general domains, D, the variational method was inherently tied to a very restricted class of regular domains. Even very simple extremum problems for domain functionals could not be solved by variational methods, since one is not sure, a priori, that the sought extremum domain is regular enough to admit a variational formula. It is clear that the difficulty lies in the kinematics of our variation. Since we describe the transition from one domain to its neighbor by a normal shift, it is obvious that the normal at the varied points of C will play a role in the variational formula, and that we shall, a priori, exclude all domains D from the theory whose boundary C does not possess a normal at each point.
2. Theory of univalent functions. The theory of domain functionals was applied in a precise and successful manner at first in the theory of conformai mapping. Let A be a domain in the complex s-plane which contains the point at infinity. We call a domain D in the complex w-plane conformally equivalent to A if there exists in A a univalent analytic function which has near z = oo the development The existence of such a domain is insured by theorems on the normality of the family of univalent functions with the development (2.1) at infinity. There is only the question of characterizing the extremum function, de Possel showed that the extremum domain D consists of the whole w-plane slit along rectilinear segments parallel to the real axis. Since the existence of the extremum domain is sure, this constitutes an existence proof for a canonical conformai mapping. 
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is easily seen to be the harmonic Green's function of D with the source point at the origin. Thus, the coefficient problem for univalent functions may be considered as an extremum problem for the Green's function of a domain D. That this point of view is natural is seen from the following fact. The function c/>(z) which is nearer to the Green's function than its inverse f(z) also gives rise to a coefficient problem. This problem is simpler than the preceding one and was solved completely by Löwner in 1923 [ll] . Thus, the problem closer to the Green's function problem seems for this reason to be easier to handle. In his classical paper of 1923 Löwner considered a sequence of varying domains which depend on a parameter / as follows. Let T be a Jordan arc z(t) which runs from z(0) to infinity as t runs from zero to infinity. Let T t be the subarc of V between z(t) and infinity and let (2.6) ƒ(*,*) = X>,Ws"
be the function which maps the unit circle onto the complex plane slit along the arc IV Then, f(z, i) is differentiable in / and satisfies a simple and elegant first order partial differential equation in z and t.
On the other hand, Julia [9] transformed Hadamard's variational formula for the Green's function into a variational formula for the corresponding mapping function f(z) and Biernacki [l ] showed that Löwner's differential equation follows from Julia's formula by a proper passage to the limit. Thus, one of the most successful methods in the theory of univalent functions was tied to Hadamard's variational method.
In the special case of the Laplace equation in two variables there exists a simple device in order to extend Hadamard's formula to general domains and thus to make it applicable to extremum problems. This device is based on the fact that a harmonic function in two variables remains harmonic under conformai mapping; if u(z) is harmonic in x, y (z = x+iy), then w [ƒ($")] is harmonic in £, rj (Ç = %+ir)). Let now D be a domain in the s-plane with finitely many analytic boundary curves C; let A be a subdomain interior to D with finitely many analytic boundary curves T. Let f(z) be regular analytic outside of A; then z* = z+ef(z) will be regular analytic on C and, for small enough e, even univalent. Hence, the curve system C will be mapped onto a new curve system C* which determines a new domain D* with the Green's function G*(z; f). Clearly is harmonic in D -A for zT*f and vanishes for z or f on C. We assume that 0, f lie in D-A and apply Green's identity:
as well as g(t, f) vanishes on C, there remains only the integration over the curve T, interior to D.
Formula (2.8) was derived for a domain D with analytic boundary C; but now we may extend this formula to the most general case C by approximating C by analytic curves. Using theorems on the uniform convergence of the corresponding Green's functions in a closed subdomain of D, we can justify the above result for the general case.
The law of deformation (2.9) z* = z + ef (z) defines to the most general boundary C of a domain D a new boundary C* if C lies outside of A and if e is small enough. For most applications it is sufficient to choose f(z) in a very special way, namely,
Using variations of this type, numerous extremum problems in the theory of univalent functions could be treated [6; 19; 20; 21 ] . One of the simplest and most important results states that the extremum functions of the coefficient problem are analytic on the periphery of the unit circle with the exception of finitely many points.
More precisely, a function f(z) belonging to a maximal value of \a n \ satisfies an ordinary differential equation
where P n and Q n are polynomials whose coefficients depend in a specified manner on the first n coefficients of f(z) itself. It can be shown that the function then Re {a n } will be maximal for this function with respect to all functions of the family % which have the same first n -1 coefficients as f(z). This result shows that every univalent solution of (2.11) is in some sense an extremum function. However, in order to decide whether f(z) is the extremum function of some specific extremum problem, more powerful methods seem to be needed. It is natural to expect additional information from a theory of the second variation for the functionals considered. Since the vanishing of the first variation ensures already the analyticity of the boundary of the extremum domain, it seems sufficient to establish a formula for the second variation in the Hadamard kinematics. However, the computational difficulties in deriving the second variation for the Green's function are considerable; the formula was established only very recently and will be given in §4.
3. General interior variations. The variational kinematics used in the preceding section can be easily applied to much more general domain functionals. In particular, it permits us to deal with functionals which are connected with boundary value problems for selfadjoint elliptic differential equations. For the sake of simplicity, we shall illustrate the method by treating Laplace's equation in threespace.
We define in the space with coordinates Xi (i = 1, 2, 3) a vector field Si(x) which is twice continuously differentiate and consider the transformation of the whole space
which depends on the real parameter e. If € is small enough, this transformation will be univalent in a given sphere of radius R. Every domain D in this sphere is mapped topologically onto a domain D* and we denote the corresponding harmonic Green's functions by G(x, £) and G*(x, £), respectively. Our problem is to express G*(x> £) in terms of G(x, £) and of the transformation vector field. We shall call the deformation of a domain by means of such a vector field an interior variation.
In order to study G*(x, £), we consider the function We observe that the coefficients of the new differential equation depend analytically on e. It is clear that g(x } £; e) and G*(x, £) are equivalent functions and that the knowledge of one leads to the other in an elementary way. The dependence of the solution of a partial differential equation L e [u] = 0 with fixed boundary value on the parameter e occurring in the coefficients of the equation has been frequently investigated. Hubert applied the parametrix method successfully for this problem [8] . It can be shown [3] that in our particular case the Green's function g(x, £; e) depends analytically on the parameter e.
We may develop g into a power series in e and calculate without difficulty the coefficients of this development. These are clearly closely related to the variations of the respective orders of the Green's function G(x, £). We find, for example:
The tensor Tik(rj; x, J) plays a central role in the variational theory of the Green's function. It may be called the Maxwell tensor of D; if we put x = £, we see in fact that Tik(rj; x y x) is the classical Maxwell tensor of the electrostatic field created in the domain D with grounded conducting walls C by a unit charge at the point x£.D. The tensor Tik is obviously symmetric in its indices as well as in x and {.It satisfies the divergence condition
This identity indicates that formula (3.4) can be simplified considerably by use of the divergence theorem; we can reduce the triple integral into an integral over the surface C of D provided that C is regular enough to admit the application of the divergence theorem. We have to observe in the transformation of the integral that Tik becomes infinite for rj = x and rj=l* and have to consider the residues from these singular points. Carrying out all the indicated steps, we arrive at
which is exactly Hadamard's variational formula (1.2). We obtain in this way a new and precise proof for Hadamard's classical formula under the weakest assumptions. On the other hand, (3.4) appears now clearly as the generalization of this formula to the case of arbitrarily bounded domains D.
A completely analogous formula holds also in the case of twodimensional harmonic Green's functions. In this case it happens that the trace X)»T« of the Maxwell tensor vanishes identically. Hence, Tik has only two essential components, and we have
If we choose now the vector field Si(x) in such a way that
we see that the integrand in (3.4) vanishes identically. This means, of course, the invariance of the Green's function under conformai mapping. It is now clear why the method of interior variation is particularly successful in the two-dimensional case ; by choosing S to be an analytic vector field in the whole plane except for isolated singular points, we can express the variation of the Green's function in terms of its values and the values of its derivatives at these distinguished critical points. Extremum conditions on the Green's function which have, in general, the form of integro-differential equations reduce in this case to ordinary differential equations. We illustrate the general variational method in a relatively simple case. We consider a plane, finite, and simply-connected domain D with boundary C and the eigenvalue problem
Let z 0 be the complex coordinate of a point in the 3-plane but not on C. We use the deformation 
o(e) can be estimated uniformly for all domains D whose boundaries stay outside of a fixed circle | s -s 0 | =a. The above formula applies, in particular, always to the first eigenvalue \i(D) which is known to be nondegenerate. Under the same variation (3.10) the area A(D) is transformed into
We may now treat Rayleigh's problem to find the minimum for the product A -Xi. The existence of a minimum domain can be derived by use of the conformai mapping function which carries D into the unit circle and applying the normality of the family of univalent functions. We can characterize the extremum domain by the fact that the first variation of \iA has to vanish for each choice of € and z^C. This leads to the functional equation
By a careful analysis of this condition one can show that D has an analytic boundary curve C along which du/dn = const. We obtain by the variational method less than from the more elementary method of symmetrization which has been developed in great elegance by Pólya-Szegö [13] . However, the same variational technique can be applied in much more general problems where the extremum domain will not happen to be symmetric and the method will work as well. In §2, we pointed out that the variational theory of domain functional leads often to important existence theorems. We want to discuss here a problem which plays a role in applications. Let B be a body in three-space, considered immersed in an incompressible nonviscous fluid of density 1. Suppose that the fluid stream past the body is a stationary irrotational flow with velocity one at infinity and direction parallel to the x-axis. We denote the velocity potential of the flow by $ (x, y, z) ; it is a harmonic function in the domain D outside of B except at infinity and is at each fixed point in D a domain functional of B (or D). If we split off from <j>(x, y, z) the singular term due to the source of the flow at infinity, we can write it in the form (3.14)
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where <p is regular harmonic in D. The quantity Suppose now that we deform the surface C of B into a surface C* of B* by a normal shift on applied to all its points. It can be shown [22] that We apply these results to an important problem in fluid dynamics, namely, the free boundary problem. Helmholtz was the first to point out that the flow past a body B is by no means uniquely determined. The moving fluid may bypass the body B and leave also a part of the fluid itself adjacent to B at rest. The part of the fluid at rest together with the body B forms a larger body B r whose velocity potential <j>'(x, y y z) determines the correct velocity field of the flow. However, since the hydrostatic pressure in the resting fluid must be constant, it is easily seen that along the surface dividing between resting and moving fluid, the so-called free boundary, the velocity has to be constant, that is, (V0') 2 -const. Hence, under a Sw-deformation which affects only the free boundary of the body J5', we should have, by (3.16) and (3.17), oM'-jjioV'. Thus, a free boundary leads to a stationary value for M-ixV. One can now invert the reasoning and pose the extremum problem for M-JJLV [l8J. If one can show that a solu-Uuly tion exists and leads to a regular surface, one arrives at an existence proof for an interesting flow pattern. Such existence proof could be carried out indeed by interior variations in the case of plane flow [5] and of axially-symmetric flow [2] , The general case of a flow in three dimensions has not yet been solved satisfactorily.
The alternative approach to the free boundary problem for plane flows due to Leray [lO] is based on fixed point theorems in function spaces and utilizes therefore also higher methods of functional analysis. 
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In this case, it is clear that there can exist only one domain in the class for which 8<fi = 0 for all admissible variations and which yields, consequently, a minimum of <j>. In many cases, it is more important to know that the functional equation implied by d<p = 0 has a unique solution than to know the exact value of the minimum. This is, for example, the case if the minimum problem has been set up artificially in order to obtain an existence proof as in the free boundary problem of the preceding section. In such cases, the knowledge of the second variation is most useful. Often it will even be sufficient to show that d 2 (t> t /dt 2 >0 only in the case that S# = 0 in order to make analogous deductions.
As indicated already in §3, it is often easy to find the higher order variations for functionals if we use the method of interior variations. Returning to the special case of the three-dimensional harmonic Green's function, we know already that g(x, £; e) is analytic in e and that we can derive formally all coefficients in the power series development in e, obtaining finally all desired variations for the Green's function. We may express, for example, the second variation of G(x, £) in terms of a triple integral over the domain D involving the vector field Si{%) and the Green's function itself. We know, however, a priori that the variation of G must depend only on the shift of the boundary C of D and not on the interior values of the field ; for the deformation of C alone determines the varied domain D* with the Green's function G*. Thus, it must be possible to express the second variation of the Green's function in the form of a surface integral over C, provided only that the boundary surface C of D is smooth enough. Similar arguments hold, of course, also in the case of variations of higher order.
We can give an elegant formula for the second variation of G(x, £) in the case that the boundary surface C is three times continuously differentiable. We consider a fixed vector field Si and denote by G e (Xy £) the Green's function of the domain D 6 which arises from D = D 0 through the variation (3.1). We define G(x, £) =G 0 (x, £). Let This formula holds under the additional assumption that the vector field S has on C exact normal direction; otherwise some additional terms will come in depending on the tangential components of S. Such effect of the tangential deformation was to be expected in the theory of the second variation; for, if we displace each boundary point in direction of the tangent plane, we do not affect the domain in the first order, but we must expect an influence of the second order variation. The above formula for the second variation can be simplified considerably in important special cases. Consider, for example, a closed surface T which encloses the boundary C of D. Let V{x) be harmonic in the shell between C and T and let V = 0 on C, V= 1 on T. In other words, V(x) is the potential of the conductor made up of the surfaces C and T. The level surfaces
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V(x) = t, O^^l, are a continuously varying sequence of surfaces C t between C and T.
Let G t (x y £) be the Green's function of the domain D t interior to C t .
It is then easily shown that ô 2 (4.5)
= -2
We observe that
where T t (x, £) is regular harmonie in the entire domain D. Since the singularity term is independent of the domain,
Hence, we find for any choice of the constants a»-and of the points x (i) in D. We arrive thus at a very general convexity theorem in potential theory and the applications indicated at the beginning of this section become possible.
Sometimes we can utilize the formula for the second variation more effectively than by just using the fact that it is positive. Take, for example, the functional ÜT[B], the electrostatic capacity of the body B; it is defined as follows: Let \p(x) be harmonic in the outside D of B and have the boundary value 1 on C Then, \p(x) is called the conductor potential of B. It has at infinity the behavior 
which means that K^1 is convex from above as a function of L This result is the best possible; for in the case that T is a level surface \[/(x) = const, of the conductor potential of 5, it is easily seen that Kf l is linear in t. As another application, we consider two convex curves Co and G in the plane which are described by their supporting functions po(<t>) and pi{<i>). We can connect both curves by a continuous sequence of convex curves C t which are determined by the supporting functions, where G t is the Green's function of the interior D t of Cu This result leads again to numerous applications and convexity theorems in conformal mapping. A main problem in applying the theory of the second variation is to find a convenient parametrization which permits us to connect any two domains of the class considered and which leads, on the other hand, to a simple second derivative of the functional in question with respect to that parameter.
5. Transplantation. Till now, we dealt mostly with functionals which arise from certain boundary value problems in partial differential equations. We consider now the important subclass of functionals which are defined as the minimum value of a given positivedefinite integral extended over the domain considered and depending on functions of a prescribed function class with respect to this domain. The fact that the functional is an actual minimum allows certain estimates by use of competing functions which lead to interesting inequalities and even to variational formulas.
We explain the method for the case of the electrostatic capacity Thomson's principle leads to lower bounds for K [B] and is very useful in combination with the preceding Dirichlet principle.
3. Gauss 9 principle: Consider all functions fi(P) defined on the boundary surface C with the normalization
Then and the minimum value is attained for fx(x) = -(l/4:wK)d\l//dn. Gauss' principle stresses the fact that the capacity is ultimately a functional of the surface C only. In physical interpretation, it expresses the capacity in terms of electric charges rather than in terms of electric fields.
We start now with a body B=B(1) and consider the transformation of the x-space
this is a stretching in the Xi-direction in the ratio t'A. The body B(l) is deformed continuously through a sequence of bodies B(t) with exteriors D{t), boundaries C(t), conductor potentials ypt(x), and capacities K(t).
is well-defined in D(t). It has the boundary value 1 on C(t) and the correct continuity and asymptotic behavior at infinity in order to be admissible in the Dirichlet principle (5.1) with respect to D(t). Thus, we obtain Hence, if we plot t~~lK(t) versus r = /~2, we see that the straight line ar+B touches this curve at the point r 0 = tö 2 but lies elsewhere always above it. Hence, the curve t~xK{t) possesses at r 0 a supporting line from above. Since to is arbitrary, we proved that t~lK(t) is convex from above as a function of t~2. If we did not know already from the general theory that K(t) is analytic in /, we could deduce at least from the convexity result that K(t) has a derivative in t almost everywhere. We can easily derive
and the differential inequality stating the above convexity (5.11)
PK"{t) + tK'(t) ^ K(t).
The basic idea in the above procedure is the transplantation of the correct extremum function from its domain D(t 0 ) into another domain Dit) where it serves as a comparison function in the extremum principle and leads thus easily to an inequality between the functional of D(t Q ) and Dit). This method of transplanting the extremum function has been used extensively in the following form. One uses one distinguished domain Z>o, which is suspected to be the extremum domain, and its extremum function. Transplating this extremum function into all admissible domains D of the class considered one shows that the functional <t> [D ] by its minimum property is less than the value achieved by the transplanted function and moreover that this latter value is less than 0[£>o]. This shows that $[.Do ]><£ [#] and establishes the extremum property of D 0 [13] .
The difference between this well known and useful device and the above method is that in the latter we transplant the extremum function of each domain into each other domain ; in this way, we obtain convexity statements and differential inequalities [14] . will be defined in D(t) and represent a solenoidal vector field there. It is easily seen that the normalization (5.2) is transplanted also. Hence, we may use q t in order to obtain a lower bound for K{t). An easy calculation shows that tK(t)~l is convex from above as a function of t 2 . This leads to another differential inequality which combines with (5.11) to estimate K"(t) from above and from below. We obtain the inequality
where equality holds on both sides for t = to. Thus, the curve t~~lK(t) lies between two differentiate curves which touch for t = to. Clearly, t~lK(t) must be also differentiate there and since to is quite arbitrary, we have proved that K(t) is differentiate in t everywhere. Thus, combining the Dirichlet with the Thomson principle we obtained a much stronger result than could have been obtained from each of them. Finally, we may utilize the Gauss principle by transplanting the charge density ixdc in the deformation. This leads to the result that tKif)" 1 is convex from above as a function of t. This result is an improvement on the convexity statement derived from the Thomson principle. It is also easy to read off from the Gauss principle that K(t) increases with t; in fact, under transplantation corresponding charges are pulled away from each other and the energy of the charge distribution is clearly decreased and the capacity K is, consequently, increased. On the other hand, K r (t) is given by (5.10) and it is by no means clear that this integral must be non-negative. But the combination of the two results leads to the inequality valid for every conductor potential and arbitrary choice of the coordinate system. Equality holds in (5.13) if the body B is a plate in a plane #1 = const. In fact, such a plate is not affected by a stretching in the Xi-direction and hence K'(t)^0. It seems that the transformation by stretching is a very special kind of deformation and that the results obtained in this way are rather restricted. Before discussing other and more general deformations which admit a similar treatment, we want to show a slight generalization of the stretching deformation which leads to rather important applications. We consider the transformation
This is a continuous transformation of the x-space, but it is no longer continuously differentiable. We call it a partial stretching in the redirection.
If we want to apply the transplantation method to the capacity i£ [5] in the case of a partial stretching, we have to observe, at first, that the transplanted functions and vector fields have discontinuities or discontinuous derivatives along the plane #i = 0. However, it can be seen that Dirichlet's and Thomson's principles still hold for extended classes of functions or vector fields, which include the transplanted fields obtained. Hence, it can be shown, as before, that t~lK(t) is convex from above in t~2 while tK(t)~l is convex from above in 2 2 , even in the case of a partial stretching. The derivative of K(t) with respect to t can be shown to be
where D(t) + is the intersect of D(t) with the half-space Xi^O. Since we may put the axes of reference arbitrarily with respect to the body considered, we obtain a great variety of deformations of the original body under partial stretching. In particular, we may put the plane x± = 0 in such a way that it cuts off only a very small part of the body B so that the partial stretching becomes a variation of a surface element of B. Using our above results, and in particular (5.15), we obtain a new approach to variational formulas of the Hadamard type.
Other interesting applications of the transplantation method arise in eigenvalue problems. In the membrane equation The minimum is attained by the eigenfunction of (5.16) to the eigenvalue Xi.
It is easy to find upper bounds for the eigenvalue Xi because of its minimum definition; it is, in general, not quite as easy to derive lower bounds. Here, convexity statements for the eigenvalue in dependence on some parameter t for a sequence of domains D(t) may be of great value.
We can easily show that under a stretching 
J J D(0)
Observe that the Dirichlet integral in the numerator of (5.17) is invariant under conformai transformation. Thus, (5.17) applied to D(t) leads to
>(0)
This shows that Xi^)"" 1 is convex from below as a function of t, since we can deduce in the same way the existence of a supporting line for every value of L Using the extremum definition for the higher eigenvalues and the same transplantation argument, we can prove that X^iXj 1^) is convex from below as a function of t, for every choice of the integer N. This result leads to interesting inequalities between the eigenvalues of the membrane problem and conformai moduli of the domain D [14] .
An extension of the preceding convexity result to the more general system (5.19) seems not easy. The boundary conditions are only conformally invariant if k = 0 and, in this case, we have Xi = 0. Hence, no corresponding result is known in the more general case (5.19).
We do not want to multiply examples, but mention that the transplantation method proved also useful in the theory of torsional rigidity, virtual mass, conformai radius, etc. [14] .
It may be of interest to quote a result from the theory of differential equations of higher than the second order. Consider the differential equation In many important cases, it is possible to verify that all these assumptions are fulfilled.
We derive now from (6.6) and (6.7) the inequality Thus, u(x; e) converges to u(x\ 0) in the Q-metric and, consequently, in view of the assumed continuity properties of Qi[u; e], we find from (6.9) 0(e) -0(0) (6.14)
lim--^ = Qi [u(x;0) ;0].
«-•o e
This proves the differentiability of the functional and yields an explicit variational formula. which occur in (6.4) and are easily estimated from the minimum property, require a detailed investigation of the dependence of u(x; e) on e if the minimum property does not hold.
In important cases the value u(x; e) itself can be characterized by a minimum problem of the above type. In this case, the above method leads to the derivative of u(x; e) with respect to e which, in turn, leads to the second derivative of $[e]. In the case of the harmonic Green's function, for example, such reasoning leads to the derivatives of all orders of G e (x, £) with respect to the parameter.
