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Abstract
Demand substitution is a very common practice, but due to its inherent difficulty
of mathematical modeling, little has been done on the impact of the demand
substitution to the supply chain network.This dissertation studied the impact of
demand substitution to a supply chain network.
One of the most important measurements of supply chain network, Bullwhip
effect, is studied under the demand substitution case. To help understand the
influence, a new qualitative measurement of the bullwhip effect is proposed to
better capture the essence of the uncertainty associated with supply chain networks. Then a mathematical model is formulated to investigate the bullwhip
effect of two products substitution case.
Due to the difficulty of the mathematical modeling of the demand substitution
process, “Metamodel” methodology is applied to study the relationship among
different aspects of the supply chain network.
Finally, a network based algorithm is proposed to represented the demand
substitution process. Graphical Evaluation And Review Technique (GERT) is
used to solve the network model. The results demonstrated the effectiveness of
the network model to approximate the demand substitution problem. In the end,
the dissertation concludes with a summary of the contributions to the state of
the art.
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Chapter 1
Literature Review
The literatures of the demand substitution, the bullwhip effect and the metamodel are reviewed in this chapter.

1.1

Demand Process Model

The demand process can be divided into two stages: customer arrival and product selection. The customer arrival is an process that is not affected by product
attributes. The product selection process describes the way in which customer
selects products.
The two stages can be integrated into one stage to simplify the modeling effort.
One widely used demand process model that integrate the two stages together is
the one-period autoregressive model AR(1):

Dt = d + ρDt−1 + εt

(1.1)

Where Dt represents the customer demand in period t,d is a positive constant, ρ
is the autocorrelation parameter with |ρ| ≤ 1, and εt is the error term that is i.i.d.
1

(identical and independent distribution) with a symmetric distribution (e.g. normal) having mean zero and variance σ 2 and is uncorrelated with anything known
at time t − 1. The demand process Equation 1.1 was adopted as early as 1987 by
Kahn (1987). In recent years, it has been applied to the analysis of the bullwhip
effect and information sharing by many researchers. For example Chen et al.
(2000a) quantified the bullwhip effect caused by demand forecasting and order
lead times in a two-stage supply chain with a manufacturer and a retailer who
faces the demand process AR(1). Chen et al. (2000b) considered two demand
processes, AR(1) and a demand process with linear trend, and they quantitatively analyzed the bullwhip effect for two-stage supply chains consisting of a
manufacturer and a retailer. The retailer was assumed to use the exponential
smoothing and moving average forecasting techniques to update the mean and
standard deviation of demand and thus the retailer’s order-up-to point for each
period. Leng and Palar (2008) use Equation 1.1 to model the demand process
faced by the retailer, compute cost savings generated by information sharing,
and conduct a cooperative game analysis for the fair allocation of cost saving
in a three-level supply chain.

Gilbert (2005) generalized the AR(1) process to

Autoregressive Integrated Moving Average Model (ARIMA(p,d,q)) and studied the
causes of the bullwhip effect.
For two stage demand process model, the two stages need to be modeled
separately to study the demand substitution. Poisson process is normally used
to model the number of customer arrivals. Normal distribution is used when the
variance of customer arrival is not equal to the mean of the customer arrival.
There are two major methods to model the demand substitution process:the
rational deterministic allocation model and the dynamic substitution model. The
rational deterministic allocation model is widely used in many literatures (McGillivray
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and Silver, 1978; Parlar and Goyal, 1984; Parlar, 1988; Netessine and Rudi,
2003; Hopp and Xu, 2008; Rajaram and Tang, 2001). In this model, the customer will chose a product based on a predetermined value. Specifically, there
is an exogenously random demand for each product. When the demands exceed the inventory, stock-out takes place. In this case, the demand is allocated
to other products including leaving without buying based on a predetermined
deterministic proportion value.
The second method is not so widely used due to its complexity.

In this

method, the demand process will be explicitly modeled and studied. The customer is assigned with a utility vector and they will make choices to maximize
their utility (Mahajan and van Ryzin, 2001b,a). This method is considerably more
complex than the rational deterministic allocation model due to the involvement
of a dynamic sample path model.

1.2

Demand Substitution Models

There are two fundamental forms of substitution: “supplier driven” and “consumer driven”. In supplier driven substitution, the decision of product substitution is made by the supplier. Supplier will substitute the product based on its
own inventory position, the market forecast and other related information. It often occurs in multi-product manufacturing system and some service industry. In
semiconductor industry producing similar integrated circuits with varying performance characteristics; circuits with higher performance characteristics (e.g.,
speed) could substitute for demand for circuits with lower performance characteristics but not vise versa (Bassok, Yehuda et al., 1999). Another example in
the same industry relates to memory chips where a higher capacity (2 Gigabytes)
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chip can be used to satisfy demands for lower capacity memory (say, 1 Gigabytes). Wagner and Whitin (1958) shows the example from steel industry where
steel beams of a higher strength can substitute for beams of lower strength. The
supplier can control the inventory by providing promotions, sales and etc in supplier driven substitution. For example, a computer manufacturing finds that 2
Gigabytes memory has too many inventory but 1 Gigabyte’s inventory is in critical condition. New shipment will arrive in 3 months without incurring expedite
cost. In this case, the supplier can run a promotion to lower the price of 2 Gigabytes memory so that part of the customers who want 1 Gigabyte memory will
switch 2 Gigabytes.
In consumer driven substitution, the product substitution decision is made
by the consumers. When a product is stock-out, the customer will choose other
product or leave without buying. The two methods to model this process have
been described in the above section. Due to the heterogeneous customer demands, the supplier is unable to predict the decision of each customer. To
prevent product stock-out, the seller must consider all the customer interests
to place the inventory replenishment order. In general, consumer driven substitution is more relevant to the inventory policy. Thus this thesis only consider
the consumer driven substitution case.
Substitutability is an elegant criterion which deals with the subtle connection between inventory and customer satisfaction. Acceptable levels of inventory
depend in part on how substitutable a product is in customers’ eyes, that is,
how reasonable it is to assume that a customer would cheerfully substitute another available product for the out-of-stock item he or she intended to buy. If
an SKU is highly substitutable, inventories can be lowered; inventories for nonsubstitutable SKUs must be raised. Fuller et al. (1993) discusses the potential
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advantages of recognizing substitution structures to effectively manage inventories and reduce costs.
The demand substitution is inevitable. The manufacturers try to achieve more
market share by expanding their product line and offering more types of products to the customers. To eliminate the huge cost of new product development,
the manufacturers will typically change their products over some attributes like
the color of shirts, the package size and flavor of the cereal. Having so many
choices of similar products, the customers can easily find substitutable items
to meet their demand. The substitution can also be caused by the service level
agreement. The service level agreement typically involves time limit to a certain
piece of equipment. To meet these agreement, substitution is sometime necessary. The laptop computer service industry is good example of substitution.
When customer send their laptop computers to the service providers, they will
receive an agreement that the laptop will be repaired within some time period.
During that period, certain parts might stocked out in the vendor. If they wait
for the next replenishment order arrive, some service level agreement can not be
maintained. In the long run, it is harmful to violate the service level agreement.
The lost of customer goodwill is extremely critical in today highly competitive
market. To avoid this violation, substitution using available parts is necessary.
These parts will typically have higher specification than that of the original one
to maintain customers’ goodwill.
Some may argue that if substitution is profitable, it should take place all the
way. The reason that substitution is meaningful lay in two aspects. Firstly either no substitution is optimal or complete substitution is optimal. Drezner et al.
(1995) proved that the optimal strategies for EOQ model with substitution is partial substitution- a surprising result for most people. Secondly the stock-out can
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often be observed in practice. Without the policy of substitution, the unsatisfied
customers will lead to loss of sales and loss of goodwill. Many literatures have
shown that the consideration of demand substitution in the inventory policy can
improve the profit as high as 10 percent (Rajaram and Tang, 2001). Considering
the enormous investment on the inventory, the improvement can not be ignored
by any company.
The existence of the “demand substitution” will finally affect the inventory
control policy of the items which are served as possible substitutions for each
other. For example, it is not necessary to carry out as much safety sock as
if the demand is totally independent since we can rely on the inventory of the
substitutable item to satisfy the unmet demand and to prevent from the loss
of sales due to the stock out of a particular item. The demand substitution
creates interdependency among the items because each demand for currently
unavailable item is transferred to its currently in stock substitutes. Optimizing
the inventory policy subject to the influence of the interdependency is a very
complex problem. But it is clear that the demand substitution has significant
influence on the inventory policy (Agrawal and Smith, 2003).
Demand substitution has been a research topic for decades. The first paper
study the demand substitution is McGillivray and Silver (1978). On that paper,
they investigate the effects of substitutable demand on stocking control policy
and the associated inventory/shortage costs. They assumed that all of the substitutable items have the same unit variable cost and shortage penalty. For the
parts which are in shorts, the customers will accept another available part with
a probability 0 ≤ αij ≤ 1 which is the probability that customer will accept item
j as the substitution of item i when item i is out of stock. They investigated
the benefits of no substitution and the benefits of completely substitution. The
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maximum possible savings associated with the selection of the order-up-to level
under substitution for each item is obtained. By specially focusing on two-item
case, they use simulation and heuristic approach to estimate the order-up-to
levels. Their results show that the potential dollar savings in accounting for
substitutable demand rise quickly with the inventory level of each products.
Parlar and Goyal (1984) modeled the two-substitutable-product problem as
an extension of the single-period problem. For a single-period inventory problem,
the result of classical news boy problem (Spearman and Hopp, 2001) can be
utilized. Their results showed that the optimal order quantities for each product
can be found by maximizing an expected profit function which is strictly concave
for a wide range of parameters values.
Drezner et al. (1995) investigated an economic order quantity model with two
ordered substitution products. That is, one can be used to substitute the other
at a given unit cost. Three cases are studied: no substitution, full substitution and partial substitution. The author argued that the full substitution can
not be optimal. Only partial or no substitution may be optimal. By comparing
the optimal total cost of these three situations, the author draws the following
conclusion.
• the partial substitution is optimal when ct ≤ (ch2 − ch1 )



2co
ch1 D1 +ch2 D2

1/2

• Otherwise “no substitution ” policy will be optimal
Drezner and Gurnani (2000) extended their research (Drezner et al., 1995)
from two products to N products. They studied a deterministic nested substitution problem where there are multiple products which can be substituted for
each other at a certain cost under an EOQ set-up. They found that when the
number of products exceeds two the total cost function may not be convex. A
7

series of variable substitutions lead to an objected function which is proven to
be convex and can be optimally solved.
Ingene and Moinzadeh (1993) developed long run profit maximizing stocking and pricing policies in the face of unpredictable but “stationary” demand
for a pair of related goods. They examined a profit maximizing company that
distributes two related (substitutable) products. The first product is sold in a
perfectly competitive market at price p1 . The second product is not held in stock.
It is only delivered when one or more customers demand for the item. The second product may be a substitute for the first product for the some customers.
The first product resembles the widely distributed products so that the customer
knows the fair market price of such item. The second product resembles the
high profit product with relatively limited demand so that the fair price of this
product is unknown to customers. The goal of their research is to determine the
optimal stock level of the first product and the money to charge for the second
product to maximize the expected company profit. Since the objective is to maximize the expected company profit, the customers will experience dissatisfaction
when the quantity of product or service they received falls short of the level they
expected (Parasuraman, A. et al., 1985). This would be unacceptable for some
service industries which needs very high Service Level Agreement.
Rajaram and Tang (2001) analyze the impact of product substitution on two
key aspects of retail merchandizing: order quantity and expected profits. They
extended the news vendor model to include the possibility that a product with
surplus inventory can be used to substitute the demand of the out-of-stock products. They use a parameter which range from 0 to 1 to simulate the degree of
substitution. They again assume the same holding, shortage, and salvage cost
for all products.
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Agrawal and Smith (2003) consider the problem of optimizing assortments in
a multi-item retail inventory system. The customers will buy items in set. If one
item is not available, the customer will either walk away or accept a substitution
or change the purchased item set. A demand model to capture this behavior is
proposed to derive a tractable approximation of the problem. They assumed a
fixed cycle for replenishment with no lead time. This reduces the system to a
multi-item news vendor problem, similar to the model mentioned (Ingene and
Moinzadeh, 1993). But they consider a larger set of substitutable items.
Bassok, Yehuda et al. (1999) and Bitran, G. R. and Dasu, S. (1992) consider
the “one-way substitutability” scenario. They divide the products into several
grades. The products in the higher grades can be used to substitute the product
in the lower grade with a certain cost. In their model, different holding, shortage
and salvage cost across the products are considered. Bitran, G. R. and Dasu,
S. (1992) examined the case when product demands are deterministic, but the
actual quantity produced is different from the quantity being processed due to
random yield. Then they extended their research by letting the product demand
be random and adding setup cost for each product substitution. Bassok, Yehuda
et al. (1999) shows that a myopic base stock policy is optimal and develop and
algorithm for determining and optimal ordering policy.
The similar problem can be found in many other applications. Karaesmen and
van Ryzin (2004) studied an overbooking problem with multiple reservation and
inventory classes. The inventory classes may be used as a substitution to satisfy
the demand of a given reservation class. The object is to maximum the expected
profit, given the limit inventory classes. There are two periods in this problem:
the reservation period and the service period. During the reservation period, the
overbooking level (the number of reservation on hand at the end of reservation

9

period) is decided so that the maximum profit can be obtained. After the reservation period, the cancelation and no-show logic is implemented. Then all the
remaining customers are either assigned to an inventory class or are rejected.
This is modeled as a transportation problem. Robinson (1995) also considered
the time to refuse discount bookings from airline passengers to reserve seats for
potential future passengers who are willing to pay a higher fare. The optimal
policy is to accept reservation requests as long as the cumulative seats booked
do not exceed a given booking limit, when passengers arrive in sequential fare
classes. This policy is very similar to the (s, S) inventory model.
Netessine and Rudi (2003) considered two different scenario in the demand
substitution: The centralized management where all products are managed by
a central decision maker whose objective is to maximize the expected aggregate
profit, and decentralized inventory management where each product is managed
by and independent decision maker whose objective is to maximizing the expected profit generated by this specific product while interacting with the other
decision makers. They proved the objective function with more than two products and full substitution struccture might not be concave and not even quasiconcave. Parlar and Goyal (1984) and Ernst, Ricardo and Kouvelis, Panagiotis
(1999) show that the objective function with two or three products is jointly concave.

1.3

Bullwhip Effect

The study of propagation and amplification of the lower level randomness on the
higher echelons commonly known as bullwhip effect in a supply chain has been
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ratio of variances of lead time demand to that of end customer demand. It depends on the demand process at the end customer level, lead time demand, forecasting models used, and replenishment policy employed at various levels. Lee
et al. (1997a,b)give five important causes for the bullwhip effect: the use of ‘demand signal processing’, non-zero lead times, order batch, supply shortages and
price fluctuations.
The distortion of demand information implies that the entity in the supply
chain who only observes its immediate order data will be misled by the amplified demand patterns. This distorted information will lead to inefficiencies in
many parts of the supply chain, such as excess raw materials due to unplanned
purchases from suppliers, additional manufacturing expenses created by excess
order demands, inefficient utilization and overtime, excessive warehouse cost
and so on. Fuller et al. (1993) pointed out that inefficiencies bear part responsibility for $75 billion to $100 billion worth of inventory caught between various
members of the $300 billion grocery industry in 1993.
(Lee et al., 2004) gives the quantitative analysis on the bull whip effect under
the order-up-to-S policy. Metters (1997) explores the magnitude of the bullwhip
effect by establishing an empirical lower bound on the profitability under different level of demand variance. They model the supply chain as a periodic,
time-varying, stochastic demand dynamic program with capacitated production.
Dynamic programming is used to determine the optimal ordering policy. Chen
et al. (2000b) investigate the bullwhip effect on a two-stage supply chain consisting of only one retailer and one manufacturer. The demand forecasting and
order lead times are considered in their model. Song et al. (2008) investigate the
bullwhip effect under demand substitution.
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1.4

Metamodel

Barton (1992) defines a metamodel as a model of the simulation model to expose the fundamental relationship between the input and output. Following this
definition, many famous theorems can be viewed as metamodels. For example, the Little’s Law L = λW is a metamodel. Santos and Santos (2007) define
a metamodel as abstractions of a simulation model that exposes the system’s
input-output relationship through simple mathematical expressions.
The metamodel can be constructed from the collected data using different
methods. The linear polynomial approximations are the most widely used methods due to its simplicity (Kleijnen, 2007a,b). Nonlinear techniques are more
complex but more flexible and powerful. Nonlinear regression is the most studied nonlinear techniques (Reis dos Santos and Porta Nova, 2006). Other methods
include (Kleijnen, 2007a), neural network (Badiru and Sieger, 1998), Bayesian
approaches (Cheng, 1999).
Metamodels can be built through the following steps. 1)Understand the problem. 2) Decide input values. The input values should be designed based on the
principals of the design of experiments. A robust design experiment works well
across a broad range of scenarios and provides solutions that are less likely to
produce unexpected results (Kleijnen and van Beers, 2005). The detailed input
design method can be found (Kleijnen, 2008). 3)Build the simulation model. In
most cases, the simulation model means computer based simulation. 4) Collect
the response data. The resulting simulation responses are collected from the
experiments. 5) Estimate the parameters. The appropriate mathematical model
with few parameters will be calibrated so that the responses can be fitted.
With the increasing power and decreasing cost of the computer, computer
simulation has the ability to run a large amount of experiments. This is very
13

different from the real world experiments. In real experiments, the number of
factors or the possible values of each factor are limited due to the high cost
of experiment. However, these constraints do not apply for computer simulation. Kleijnen et al. (2005) gives a detailed discussion on the similarities and the
differences between computer simulation and the real experiments.
Metamodels are very useful in many aspects. Firstly, they can show the basic
properties of the target system. Findings from a metamodel can be used to
verify and validate the model. Secondly, a metamodel can be used to identify
the factors which has the most significant impact of the output. Thirdly, due
to the low computer resource requirement, a metamodel can be replicated for
many times to test different scenarios. This is particularly important when the
output is random. That is, when the inputs of a simulation are constant, the
effect of inputs on outputs can not be estimated. When the original model is a
component of a very complex system, metamodel can be used to substitute the
original component. In some case, it is the only solution.
Metamodels are very useful in many aspects. Firstly, they can show the basic
properties of the target system. Findings from a metamodel can be used to
verify and validate the model. Secondly, a metamodel can be used to identify
the factors which has the most significant impact of the output. Thirdly, due
to the low computer resource requirement, a metamodel can be replicated for
many times to test different scenarios. This is particularly important when the
output is random. That is, when the inputs of a simulation are constant, the
effect of inputs on outputs can not be estimated. When the original model is a
component of a very complex system, metamodel can be used to substitute the
original component. In some case, it is the only solution.
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The fierce competition in the market forces all practitioners to pay attention
to not only themselves but also all entities in the supply chain. The ultimate goal
is to maintain customer relationship at a high level. Customers always expect
their demand to be satisfied as soon as possible. Delay in customer demand will
reduce the customer’s goodwill and finally lose customer. Good relationships
between suppliers and customers are built over long time cooperation. There are
many criteria to measure the level of a service. Among all the criteria, service
level agreement (SLA) is the most commonly used one. The SLAs are different in
different areas and different commodities, but they typically involve the service
time limit related to a certain piece of equipment or service. The so-called 80/20
rule, meaning 80% of all customers must be served within 20 seconds, is very
popular in call center industry (Milner and Olsen, 2008). The actual number
may vary but the form is about the same (Application Service Provider Industry
Consortium, 2000). For large companies, the vast amount of customers leads
to various service levels. For small companies, the situation may not be so
complex, but still the companies need to be prepared for multiple service level
requirements.
To provide better customer service experience, the simplest way is to increase
the on-hand inventory for any potential demand. For manufacturing industries,
producing more products will increase the possibility of satisfying the customers’
demand instantly. For service industries, maintaining more spare parts will
result in shorter service time. But on-hand inventory level can not be too high
due to the inevitable holding cost and purchasing cost. For some expensive
items, having a high level of inventory means that a high amount of capital is
locked by these items (Hopp and Spearman, 2000). Thus, the annual revenue
from the capital is reduced. This contradiction is faced by almost every manager
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in the world. Specifically, the decisions faced by supply managers in procuring
and positioning parts to satisfy these complex service agreements at minimum
inventory investment have become particularly difficult (Caggiano et al., 2007).
Much work has been done in the inventory optimization of a multi-echelon
system under the constraints of the time based service level agreements. Caggiano
et al. (2007) investigates a continuous review inventory model for a multi-item
multi-echelon service parts distribution system in which a time-based service
level requirement exists. By driving exact time-based fill-rate expressions for
each item within its distribution channel, an intelligent greedy algorithm for
large-scale problems is proposed. The simulation results show that their algorithm is efficient to large-scale problems. Caglar et al. (2004) examines a multiitem, two-echelon system with the objective of minimizing total system inventory
investment subjected to an average response time constraint. They propose a
method based on Lagrangian decomposition. The experiments show the method
is efficient for fairly large problems. Wong et al. (2007) investigate the same problem as in (Caglar et al., 2004). The experiments show that their greedy algorithm
has better computation performance. With the help of some heuristics, their
algorithm can be even more efficient. Wong et al. (2008) proposed new measurement of supply chain efficiency. Craven and Islam (2007) surveyed the recent
development of applying operation research in supply chain management.
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Chapter 2
Overall Conceptual Approach
The overall conceptual approach for proposed methodology is summarized in
Figure 2.1. The overall conceptual approach can be divided into 3 phases.
I. Input Data
Customer Arrival Process
Product Cost Type
Supply Chain Network Structure

II. Demand Substitution Process
Product Substitution Model
Inventory Control Model

III. The Impact of Demand Substitution
Step 1. The influence of two
products demand substitution
on bullwhip effect

Step 2. Metamodel analysis
of input-output relationship
of supply chain network

Step 3. Network Representation of
Demand substitution model

Figure 2.1: Overall Conceptual Approach
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Phase I Input Data The required inputs are: Customer arrival process (Poisson
or Normal); Product cost types(unit cost, carrying cost and salvage cost);
Supply chain network structure (single echelon, multi-echelon).
Phase II Demand Process Model In this phase, two important decisions need to
be made: the product substitution model(Rational deterministic allocation
model or Dynamic substitution model); the inventory control model (EOQ,
(s,S), order-up-to and etc.).
Phase III The impact of demand substitution This phase is composed of 3 steps:
Step 1 The influence of two products demand substitution on bullwhip effect. The dissertation starts from the simple case with only two products. One products is used to substitute the other product. The lower
limit of the bullwhip effect is obtained in this case.
Step 2 Metamodel analysis of input-output relationship of supply chain
network. Due to the difficulty of mathematical formulation of demand
substitution process, metamodel analysis is utilized to study the input
output relationship of a three echelon supply chain network.
Step 3 Network Representation of Demand substitution model. By replacing the stochastic inventory changing process with deterministic service rate, a network representation of the demand process is established for l products.
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Chapter 3
The Impact of Demand Substitution
to Bullwhip Effect
3.1
3.1.1

The Measurement of Bullwhip Effect
Problem Definition

The bullwhip effect has been commonly and conveniently measured as ratio of
variances of lead time demand to that of end customer demand. However, this
definition is not comprehensive. Kawagoe and Wada (2005) reports an example
that the traditional variance bullwhip measurement fails. They then propose descriptive statistics to measure the bullwhip effect. Furthermore, they take the
frequency of the variability into consideration by using the concept of stochastic dominance. All these measurements are based on statistical methodologies.
Figure 3.1 shows the order quantity patterns by applying two different inventory polices. The variances of two order quantity are the same, but clearly the
second policy (Figure 3.1(b)) incurs more order quantity changes than the first
inventory (Figure 3.1(a)) policy does. If high costs are related to the changes in
19
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(a) Inventory Policy 1

(b) Inventory Policy 2

Figure 3.1: The order quantity patterns of two different inventory policies
the order quantity, then the second inventory policy will cost more than the first
policy. The traditional variance based bullwhip effect measurement fails since
the frequency of the changes is not considered. In reality, the order quantity
patterns like Figure 3.1 are very unlikely to happen, but similar situations will
be encountered.
A supply chain consists of many parts with complex interactions among them.
It can be seen as a system, thus the methodologies of control engineering are
applicable in the analysis of supply chains. The control system engineering
approach is one of the two approaches to tackle the inventory replenishment
problems. The other approach is the traditional statistical inventory control
approach. In this section, we propose a new quantitative measurement of the
bullwhip effect based on the control engineering approach.

Spectral Analysis
Spectral analysis is a mathematical technique used to decompose a time series
into constituent frequencies or periodicities. The amplitude or variance associated with each frequency component is known as the ’spectral density estimate’.
The result is a plot of the amplitude versus the frequencies which is called the
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Figure 3.2: Periodogram of two different order quantity patterns in Figure 3.2
‘periodogram’. Figure 3.2 shows the Periodogram of two difference order quantity
patterns mentioned in Figure 3.1. It is clearly that these two order patterns are
totally different in Periodogram. Although various methods are available to conduct spectral analysis, a technique called Fast Fourier Transformation is often
used.

Fast Fourier Transformation (FFT)
The Fourier transform is an algebraic method of decomposing any time series
into a set of pure sinuous waves of different frequencies, with a particular amplitude and phase angle associated with each frequency. The algebraic sum of
the sinusoidal components, adjusted for phase angle can accurately reproduce
the original time series. Suppose that a physical process is represented by a
function of time, h(t). This function is sampled at N times, tk = kδt, where
k = 0, 1, 2, · · · , N − 1. From these N measurements, hk , N complex amplitudes, Hn ,
are determined which satisfy the N equations:

Hn =

N
−1
X

hk eik

k=0
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2πn
N

(3.1)

The Fourier analysis routine calculates the complex coefficients Hn from the
time series data hk . These concepts can be applied in inventory management area
by considering the demand data as samples of an underlying physical demand
process. Many distinct FFT algorithms involve a wide range of mathematics,
from simple complex-number arithmetic to group theory and number theory. A
wide variety of software packages are available on the Internet. Microsoft Excel
provides it own Fourier analysis function via Analysis ToolPak add-in∗ . We use
this package to analyze the demand processes and the order quantity patterns.

The New Measurement: Inventory Entropy
Both “Variance” and “Entropy” are the measurement of the disorder and uncertainty associated with a system. Entropy has been widely used in many areas such as information theory, thermodynamics, and astrophysics and so on.
We borrow the term “Entropy” here to describe the “Bullwhip” effect in supply
chains. We borrow this term to measure the degree of uncertainty before and
after the inventory control policy. Just like any other signal, the demand information is changed by different inventory control policy. The corresponding
change can be measured in different ways. Our measurement is different from
others due to the consideration in time and frequency domain.
We define the inventory entropy as the area under the curve in “Periodogram”

I=

∞
X

An ωn

(3.2)

n=−∞

Where A is the amplitude and ω is the frequency. The ratio of the entropy
of the demand process to order quantity is an new quantitative measurement of
the bullwhip effect.
∗

http://office.microsoft.com/en-us/excel/HP052038731033.aspx
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3.1.2

Numerical Experiment

The new bullwhip measurement will be applied to a supply chain with one retailer
and one manufacturer. The retailer will use moving average algorithm to forecast
future demands. Suppose the order cost is negligible, thus the Order-Up-To
policy is adopted so that the result can be compared with results from other
literatures. We use the same demand process as Chen et al. (2000b) which is
widely used in many literatures.

Dt = d + ρDt−1 + εt

Where µ is the average demand, ρ is the correlation parameter with |ρ| < 1, and
the error term, εt are independent and identically distributed from a normal
distribution with mean 0 and variance σ 2 . The order up to level is decided as:

L
yt = D̂tL + zσ̂et

L
where D̂tL is an estimate of the mean lead time demand, σ̂et
is an estimate of the

standard deviation of the L period forecast error, and z is a constant chosen to
meet a desired service level. We use simple moving average to estimate D̂tL and
L
based on the demand observations from previous p periods.
σ̂et

L
σ̂et
=L

Pp

i=1 Dt−i
p



sP

L
σ̂et
= C( L, p)

p
2
i=1 (et−i )

p

where et = Dt − D̂tl and CI,p is a constant function of L, ρ and p (Ryan, 1997). The
order quantity is
qt = yt − Yt−1 + Dt−1
and we make the assumption that the excess inventory is returned without cost.
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Bullwhip and New Measurement
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Figure 3.3: The impact of lead time on bullwhip effect.
The model is built on a spreadsheet. We arbitrarily set the value of the above
parameters as follows: µ = 10, ρ = 0.25, µE = 0, σE = 3, p = 5, L = 3, z = 1.64, and
CL , p = 1.2. The demand estimate for period 1 is set to 10, the average demand
per period. FFT technology is used to draw the periodogram.
Figure 3.3 shows the relationship between the lead time and the bullwhip effect measured both by variance and the inventory entropy. The bullwhip effect is
proportional to the lead time. The more lead time, the more significant bullwhip
effect is. (Conduct a comparison and do a discussion on the difference of the
results by the new measurement and by the previous method.)
Figure 3.4 shows the time series data of the demand process and the corresponding order quantity. The periodogram of both time series data are shown as
well. The periodogram of the demand process shows that the amplitude is distributed more evenly on all frequencies and the periodogram shows left skewed
distribution among all frequencies. This is coincided with the demand process

24

Demand VS. Order Quantity
35
30

Quantity

25
Actual
Demand
Order
Quantity

20
15
10
5
0
1

4

7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64
Time Unit

(a) Actual Demand VS. Order Quantity
Magnitude of Fourier Amplitude (Demand) VS. Frequency

Magnitude of Fourier amplitude (Order Quantity) VS. Frequency
3.5
Magnitude of Fourier amplitude
Order Quantity

Magnitude of Fourier amplitude
Demand

1.6
1.4
1.2
1
0.8
0.6
0.4
0.2
0

3
2.5
2
1.5
1
0.5
0

0

2

4

6

8

10

12

14

16

frequency

0

2

4

6

8

10

12

14

16

Frequency

(b) Fourier Amplitude (Demand) VS. Fre- (c) Fourier amplitude (Order Quantity) VS.
quency
Frequency

Figure 3.4: Demand process, order quantity process and the periodograms
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we used in the experiments since normally distributed time series data leads to
more evenly distributed amplitude on periodogram.

3.2

The Influence of Demand Substitution to a TwoEchelon Supply Chain

A simple supply chain in which in each period t, a single retailer observes the
inventory level for two products 1, 2 and places orders qti , i = 1, 2, to a single
distributor. After the order is placed the retailers observes and fills customer demand for that period, denoted by Dti , i = 1, 2. Product 1 can be used to substitute
product 2. In this model, we assume that a fixed percentage of product 1 is used
to substitute product 2. This percentage is denoted as λ,0 ≤ λ < 1. The lead time
for both products are the same, L. The order placed at the end of period t is
received at the start of period t + L. The customer demands seen by the retailer
(the lowest echelon of the supply chain) are random variables of the form:

Dt1 = µ1 + ρ1 Dt−1,1 + t1 + λDt1

(3.3)

Dt2 = µ2 + ρ2 Dt−1,2 + t2 − λDt1
where µi is a non-negative constant, ρi is a correlation parameter with |ρi | <
1 and ti are independent and identically distributed(i.i.d.) from a symmetric
distribution with mean 0 and σi2 , i = 1, 2. From eqn. 3.3, the following results can
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be obtained.
µ1
1 − ρ1 − λ
σ12
V ar(Dt1 ) =
(1 − λ)2 − ρ21
µ2 (1 − ρ1 − λ) − λµ1
E(Dt2 ) =
(1 − ρ1 − λ)(1 − ρ2 )
[(1 − λ)2 − ρ21 ]σ22 − λ2 σ12
V ar(Dt2 ) =
[(1 − λ)2 − ρ21 ](1 − ρ22 )
E(Dt1 ) =

(3.4a)
(3.4b)
(3.4c)
(3.4d)

Assume the retailer follows a simple Order-up-to inventory policy, the order-up-to
point is estimated as:
L
L
yt1 = Dt1
+ z1 σ̂et
1

(3.5)

L
L
yt2 = Dt2
+ z2 σ̂et
2

where DtiL , i = 1, 2 is an estimation of the mean lead time demand, σeti = cσiL ,
i = 1, 2 is an estimate of the standard deviation of the L period forecast error,
and zi is a constant chosen to meet a desired service level. Note that σeL = cσ L for
some constant c > 1.
L
Suppose the retailer uses a simple moving average to estimate DtL and σet

based on the information of the past p periods. Then

D̂tL

 Pp
=L

L
σˆet
= CL,ρ

i=1

Dt−i


(3.6)

p
sP
p

i=1 (Dt−i

p

− D̂t−i )2

(3.7)

where CL,p is a constant function of L and ρ, Dt−i − D̂t−i is the forecast error of the
(t − i)th period. We assume that both product have the same predication periods.
That is p is the same to both products.
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We are interested in the impact of demand substitution to the Bullwhip effect.
If we can get the relationship between the orders to the manufacturer on time
period t and the demand of time period t or t − 1, then we are able to find the
variance of the orders placed by the lowest echelon station to the up-level station.
As we already know the order-up-to inventory point is yt . Thus, at the beginning of each period, the object inventory level is known. To replenish the
inventory level to yt , an order with quantity yt − (yt−1 − Dt−1 ) is needed. yt−1 − Dt−1
is the amount of inventory left from the last period. The substitutions are also
taken into consideration. Thus, the demand for the two products are as follows.

qt,1 = yt,1 − (yt−1,1 − Dt−1,1 ) = yt,1 − yt−1,1 + Dt−1,1

Product 1

qt,2 = yt,2 − (yt−1,2 − Dt−1,2 ) = yt,2 − yt−1,2 + Dt−1,2

Product 2

Note that qt might be negative if the remained inventory from last period is greater
thatn the order-up-to point of this period. In this case, we assume that this is
the excess inventory and can be returned without any cost. Thus no inventory
holding cost is considered to simplify our model. Chen et al. (2000a) proved that
Var(q) and Var(q+) are quite close. Here q + = max{qt , 0}.
Given the equation of the order quantity, demand forecast and the standard
deviation of the L period forecast error, we can further express qt as follows:
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qt,1 = yt,1 − yt−1,1 + Dt−1,1
L
L
L
L
= (D̂t,1
+ z1 σ̂et,1
) − (D̂t−1,1
+ z1 σ̂et−1,1
) + Dt−1,1
L
L
L
L
− D̂t−1,1
) + Dt−1,1 + z1 (σ̂et,1
− σ̂et−1,1
)
= (D̂t,1
p
p
X
L X
L
L
)
= (
− σ̂et−1,1
Dt−i,1 −
Dt−1−i,1 ) + Dt−1,1 + z1 (σ̂et,1
p i=1
i=1

=

L
L
L
(Dt−1,1 − Dt−p−1,1 ) + Dt−1,1 + z1 (σ̂et,1
− σ̂et−1,1
)
p

L
L
= (1 + L/p)Dt−1,1 − (L/p)Dt−p−1,1 + z1 (σ̂et,1
− σ̂et−1,1
)

Then the variance of the order quantity qt,1 for product 1 at time period t is:

L
L
V ar(qt,1 ) = V ar[(1 + L/p)Dt−1,1 − (L/p)Dt−p−1,1 + z1 (σ̂et,1
− σ̂et−1,1
)]

= (1 + L/p)2 V ar(Dt−1,1 ) − 2(L/p)(1 + L/p) × Cov(Dt−1,1 , Dt−p−1,1 )
L
L
+ (L/p)2 V ar(Dt−p−1,1 ) + z12 V ar(σ̂et,1
− σ̂et−1,1
)
L
+ 2z1 (1 + 2L/p) × Cov(Dt−1,1 , σ̂et,1
)




L2
L
2L 2L2
= 1 + 2 + 2 2 V ar(D1 ) −
+ 2 Cov(Dt−1,1 , Dt−p−1,1 )
p
p
p
p
L
L
L
)
+ z12 V ar(σ̂et,1
− σ̂et−1,1
) + 2z1 (1 + 2L/p)Cov(Dt−1,1 , σ̂et,1
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(3.8)

To further simply Equation 3.8, we need to calculate Cov(Dt−1,1 , Dt−p−1,1 ) and
L
Cov(Dt−1,1 , σ̂et,1
)

1
(µ1 + ρ1 Dt−2,1 + t,1 ), Dt−p−1,1 )
1−λ
µ1
ρ1
= Cov(
, Dt−p−1,1 ) +
Cov(Dt−2,1 , Dt−p−1,1 )
1
−
λ
1
−
λ
|
{z
}

Cov(Dt−1,1 , Dt−p−1,1 ) = Cov(

=0

+

1
Cov(t,1 , Dt−p−1,1 )
{z
}
1−λ|
=0

=

ρ1
Cov(Dt−2,1 , Dt−p−1,1 )
1−λ

(3.9)

..
.

ρp1
Cov(Dt−p−1,1 , Dt−p−1,1 )
=
(1 − λ)p
ρp1
=
V ar(D1 )
(1 − λ)p


µ1
Note that Cov( 1−λ
, Dt−p−1,1 ) = 0 because

µ1
1−λ

is a constant, Cov(X, a) = 0. Cov(t,1 , Dt−p−1,1 ) =

0 because t,1 , Dt−p−1,1 are independent from each other.
Ryan (1997) proved the following result which can further simplify Equation 3.8.Assume the customer demands seen by a retailer are random variables
of the form given like Dt1 = µ1 + ρ1 Dt−1,1 + t1 and the error terms t are i.i.d. from
a symmetric distribution with mean 0 and variance σ 2 . Let the estimate of the
q Pp
2
L
i=1 (Dt−i −D̂t−i )
standard deviation of the L period forecast error be σet = CL,ρ
.
p
Then
L
Cov(Dt−i , σ̂et
) = 0, ∀i = 1, . . . , p

(3.10)

By apply the results of Equation 3.9 and Equation 3.10, the expression about
V ar(qt,1 ) can be further simplified. Since two products have different variance
and expectation, they will be discussed separately.
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L
L2
2L 2L2
V ar(qt,1 ) = 1 + 2 + 2 2 V ar(D1 ) −
+ 2 Cov(Dt−1,1 , Dt−p−1,1 )
p
p
p
p
L
L
L
)
) + 2z1 (1 + 2L/p)Cov(Dt−1,1 , σ̂et,1
− σ̂et−1,1
+ z12 V ar(σ̂et,1




L
L2
2L 2L2
ρp1
= 1 + 2 + 2 2 V ar(D1 ) −
+ 2
V ar(D1 )
p
p
p
p
(1 − λ)p
L
L
)+0
− σ̂et−1,1
+ z12 V ar(σ̂et,1




2L 2L2
ρp1
L
L
)
= V ar(D1 ) 1 +
− σ̂et−1,1
+ 2
1−
+ z12 V ar(σ̂et,1
p
p
p
(1 − λ)

For product 2, we apply the same procedures as product 1.

qt,2 = yt,2 − yt−1,2 + Dt−1,2
L
L
L
L
= (D̂t,2
+ z1 σ̂et,2
) − (D̂t−1,2
+ z1 σ̂et−1,2
) + Dt−1,2
L
L
L
L
= (D̂t,2
− D̂t−1,2
) + Dt−1,2 + z2 (σ̂et,2
− σ̂et−1,2
)
p
p
X
L X
L
L
= (
Dt−i,2 −
Dt−1−i,2 ) + Dt−1,2 + z2 (σ̂et,2
− σ̂et−1,2
)
p i=1
i=1

=

L
L
L
(Dt−1,2 − Dt−p−1,2 ) + Dt−1,2 + z2 (σ̂et,2
− σ̂et−1,2
)
p

L
L
= (1 + L/p)Dt−1,2 − (L/p)Dt−p−1,2 + z2 (σ̂et,2
− σ̂et−1,2
)
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(3.11)

L
L
)]
− σ̂et−1,2
V ar(qt,2 ) = V ar[(1 + L/p)Dt−1,2 − (L/p)Dt−p−1,2 + z2 (σ̂et,2

= (1 + L/p)2 V ar(Dt−1,2 ) − 2(L/p)(1 + L/p) × Cov(Dt−1,2 , Dt−p−1,2 )
L
L
− σ̂et−1,2
)
+ (L/p)2 V ar(Dt−p−1,2 ) + z22 V ar(σ̂et,2
L
+ 2z2 (1 + 2L/p) × Cov(Dt−1,2 , σ̂et,2
)




L
L2
2L 2L2
+ 2 Cov(Dt−1,2 , Dt−p−1,2 )
= 1 + 2 + 2 2 V ar(D2 ) −
p
p
p
p
L
L
L
+ z22 V ar(σ̂et,2
− σ̂et−1,2
) + 2z2 (1 + 2L/p)Cov(Dt−1,2 , σ̂et,2
)
{z
}
|
=0

Now we calculate Cov(Dt−1,2 , Dt−p−1,2 )

Cov(Dt−1,2 , Dt−p−1,2 ) = Cov(µ2 + ρ2 Dt−2,2 + t−1,2 − λDt−1,1 , Dt−p−1,2 )
= Cov(µ2 , Dt−p−1,2 ) +ρ2 Cov(Dt−2,2 , Dt−p−1,2 )
{z
}
|
=0

+ Cov(t−1,2 , Dt−p−1,2 ) −λCov(Dt−1,1 , Dt−p−1,2 )
|
{z
}
=0

= ρ2 Cov(Dt−2,2 , Dt−p−1,2 ) − λCov(Dt−1,1 , Dt−p−1,2 )
..
.
=

ρp2 V

ar(D2 ) − λ

p−1
X
i=0
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ρi2 Cov(Dt−1−i,1 , Dt−p−1,2 )

(3.12)

We assume that the covariance is only affected by the number of periods which
are taken into consideration. That is

Cov(Dt,1 , Dt−p,2 ) = Cov(Dt−1,1 , Dt−p−1,2 )
Dt,1 =

1
(µ1 + ρ1 Dt−1,1 + t,1 )
1−λ

Dt−p,2 = µ2 + ρ2 Dt−p−1,2 + t−p,2 − λDt−p,1
1
(µ1 + ρ1 Dt−1,1 + t,1 ), µ2 + ρ2 Dt−p−1,2 + t−p,2 − λDt−p,1 )
1−λ
λρ1
ρ1 ρ2
Cov(Dt−1,1 , Dt−p−1,2 ) −
Cov(Dt−1,1 , Dt−p,1 )
1−λ
1−λ
ρ1 ρ2
λρ1
Cov(Dt−1,1 , Dt−p−1,2 ) −
Cov(Dt−1,1 , Dt−p,1 )
1−λ
1−λ
−λ(1 − λ)ρp1
V ar(D1 )
(1 − λ − ρ1 ρ2 )(1 − λ)p
−λ(1 − λ)ρ1p−1
V ar(D1 )
(1 − λ − ρ1 ρ2 )(1 − λ)p−1

Cov(Dt,1 , Dt−p,2 ) = Cov(
=
Cov(Dt−1,1 , Dt−p−1,2 ) =
Cov(Dt−1,1 , Dt−p−1,2 ) =
Cov(Dt−2,1 , Dt−p−1,2 ) =
..
.

−λ(1 − λ)ρ1p−i+1
Cov(Dt−i,1 , Dt−p−1,2 ) =
V ar(D1 )
(1 − λ − ρ1 ρ2 )(1 − λ)p−i+1
..
.
Cov(Dt−i,1 , Dt−p−1,2 ) =

−λ(1 − λ)ρ21
V ar(D1 )
(1 − λ − ρ1 ρ2 )(1 − λ)2
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Thus

Cov(Dt−1,2 , Dt−p−1,2 ) =

ρp2 V

ar(D2 ) − λCov(Dt−1,1 , Dt−p−1,2 )

p
X

ρi2



i=0

= ρp2 V ar(D2 ) − λ

p
X

1−λ
ρ1

i

ρi2 Cov(Dt−1−i,1 , Dt−p−1,2 )

i=0
2

p−1

λ (1 − λ)V ar(D1 ) X
= ρp2 V ar(D2 ) +
(1 − λ − ρ1 ρ2 ) i=0

ρi2 ρ1p−i+1
(1 − λ)p−i+1

!

Substitute the above equation to Equation 3.12, we have





L
L2
2L 2L2
V ar(qt,2 ) = 1 + 2 + 2 2 V ar(D2 ) −
+ 2 Cov(Dt−1,2 , Dt−p−1,2 )
p
p
p
p
L
L
+ z22 V ar(σ̂et,2
− σ̂et−1,2
)




L2
2L 2L2
L
+ 2 ρp2 V ar(D2 )
= 1 + 2 + 2 2 V ar(D2 ) −
p
p
p
p
!


p−1
ρi2 ρp−i+1
2L 2L2 λ2 (1 − λ)V ar(D1 ) X
1
+ 2
−
p
p
(1 − λ − ρ1 ρ2 ) i=0 (1 − λ)p−i+1

(3.13)

L
L
+ z22 V ar(σ̂et,2
− σ̂et−1,2
)

Given the above derivation, the bullwhip effects for product 1 and product 2
are:




V ar(q1 )
2L 2L2
ρp1
≥ 1+
+ 2
1−
V ar(D1 )
p
p
(1 − λ)p


V ar(q2 )
2L 2L2
≥ 1+
+ 2 (1 − ρp2 )
V ar(D2 )
p
p


p−1
2L 2L2
λ2 (1 − λ) V ar(D1 ) X
−
+ 2
p
p
(1 − λ − ρ1 ρ2 ) V ar(D2 ) i=0
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(3.14)

ρi2 ρp−i+1
1
(1 − λ)p−i+1

!
(3.15)

Bullwhip Effect and the smoothing periods(λ=0,ρ=0)
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Figure 3.5: Bullwhip effect and the smoothing periods (p)
the bound is tight when z1 = 0, z2 = 0

3.3

Summary

Several observations can be made from Equation 3.14 and Equation 3.15. First,
we notice that the increase in variability from the retailer to the manufacturer is a
function of four parameters:(1) p, the number of observations used in the moving
average, (2)L, the lead time parameter, (3) ρ1 , ρ2 the correlation parameter, and
(4)λ, the substitution parameter.
The lower limit of the bullwhip effect for both products are a decreasing function of p, the number observations used to estimate the mean and the variance
of demand. Figure 3.5 shows the relationship between the bullwhip effect and
the smoothing periods (p). When p is large, the lower limit of the bullwhip effect of both product is decreased. However, when p is small, the lower limit of
the bullwhip effect can be significantly increased. In other words, the smoother
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Bullwhip Effect and lead time (p=1,λ=0,ρ=0)
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Figure 3.6: Bullwhip effect and the lead time (L)
the demand forecasts, the smaller the increase in the lower limit of the bullwhip
effect.
The lower limits of the bullwhip effects of both products are increasing functions of L, the lead time parameter. Figure 3.6 shows the relationship between
the bullwhip effect and the lead time L. As can be seen from both Equation 3.14
and Equation 3.15, the larger L, the higher the lower limits are. If the lead times
is doubled, to maintain the same order of the lower limit of bullwhip effect, twice
demand data must be supplied. That is, the retailer must use more demand data
in order to reduce the bullwhip effect if the lead time is longer.
The correlation parameter ρ1 .ρ2 can also play very important role in deciding
the lower limit of the variability. If ρ1 = 0 Then Equation 3.14 and Equation 3.15
become
V ar(q1 )
2L 2L2
≥ 1+
+ 2
V ar(D1 )
p
p


V ar(q2 )
2L 2L2
≥ 1+
+ 2 (1 − ρp2 )
V ar(D2 )
p
p
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(3.16)
(3.17)

If ρ2 = 0,


ρp1
1−
(1 − λ)p


V ar(q2 )
2L 2L2
2L 2L2 V ar(D1 ) ρp+1
1
2
≥ 1+
+ 2 −λ
+ 2
V ar(D2 )
p
p
p
p
V ar(D2 ) (1 − λ)p+1
V ar(q1 )
≥ 1+
V ar(D1 )



2L 2L2
+ 2
p
p

(3.18)
(3.19)

If ρ1 = 0 and ρ2 = 0
V ar(q1 )
≥ 1+
V ar(D1 )
V ar(q2 )
≥ 1+
V ar(D2 )

2L 2L2
+ 2
p
p
2L 2L2
+ 2
p
p

(3.20)
(3.21)

If ρ1 ≥ 0, demands are positively correlated, the larger ρ1 , the smaller the lower
limit of variability for both products. If ρ1 < 0, demands are negatively correlated,
then some strange behavior can be observed. That is, the lower bound of product
1 variability is larger when p is odd values than even value p
If ρ2 ≥ 0, demands for product 2 is positively correlated, the variability of
product 1 will not be affected. The variability of product 2 will be decreased if ρ2
is increased. If rho2 < 0, the behavior will be hard to predict since the p value can
be even or odd.
The substitution parameter λ is also very important in deciding the lower limit
of the variability for both products. If λ = 0, the lower bound of two products’
variability become the same.


2L 2L2
V ar(q1 )
≥ 1+
+ 2 (1 − ρp1 )
V ar(D1 )
p
p


V ar(q2 )
2L 2L2
≥ 1+
+ 2 (1 − ρp2 )
V ar(D2 )
p
p
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The relationship of bullwhip effect and
substitution parameter (L=4,p=2,ρ=0)
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Figure 3.7: The relationship of bullwhip effect and substitution parameter (L =
4, p = 2, ρ = 0)
If λ ≥ 0, the larger λ, the smaller the increase in variability for product 1. The
increase in variability for product 2 will be decreased with larger λ is λ < 1 − ρ1 ρ2 .
If λ > 1 − ρ1 ρ2 , then the larger λ, the larger the increase in variability. Notice
that, by allowing a fixed percentage of product 1 to substitution product 2, the
bullwhip effect for both products are lowered. Figure 3.7 shows the numerical
experiments of the bullwhip effect and the substitution parameter λ.
Next we applied the model result to a multistage supply chain network. First
we investigate the case that the demand information is shared among all stages.
Figure 3.8(a) shows an example of multistage supply chain network. We assume
that the network are practicing the same order-up-to inventory policy, the same
demand forecast technology, the same number of periods to smoothing demand
forecast. The demand substitution is done at stage 1. Lk is the lead time to ship
product 1 from stage k + 1 to stage k. Since the demand information is shared
among all stages, the centralized demand information can be think as increasing
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of the lead time. Thus the following result can be obtained:

ar(q1k )

V

≥ 1 + 2
V ar(D1 )

P

Pk

k
i=1 L1

p

+


V ar(q2k )

≥ 1 + 2
V ar(D2 )
1−

Pk

ρp2

i=1

p

Lk2

k
i=1

Lk1

p2
P

+

k
i=2

p2

Lk2

2 


 1−

ρp1
(1 − λ)p


(3.22)

2 



λ(1 − λ) V ar(D1 ) X
ρi2 ρp−i+1
1
−
p
1 − λ − ρ1 ρ2 V ar(D2 ) i=0 (1 − λ)p−i+1

!
(3.23)

For the case when the demand information is not shared among all stages, the
bullwhip is amplified significantly. Figure 3.8(b) shows the supply chain network
without sharing the demand information. The demand information is only available to its previous stage. Besides the above assumptions of the centralized case,
we assume the the safety coefficient z1,2 = 0, the substitution parameter λ = 0,
the correlation coefficient ρ1,2 = 0. Thus the following result can be obtained:


Y
Li (Li )2
V ar(q1k )
k
≥
=1 1+
+ 2
V ar(D1 )
p
p
i

(3.24)

From Equations 3.22, 3.23 and 3.24, centralized demand information can
significantly reduce the bullwhip effect.
In this chapter, we also propose a new qualitative measurement, Inventory
Entropy, of the bullwhip effect based on the concept of digital signal processing
technology. We have compared the traditional bullwhip effect measured by variance and the Inventory entropy. A simulation experiment is conducted. Orderup-to-S inventory policy is utilized in the experiment and simple moving average
forecast technique is used to forecast the future demand. The periodograms are
drawn for both demand process and order quantity pattern. Periodogram shows
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Figure 3.8: A multistage supply chain network with/without shared demand
information
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not only the amplitude but also the frequency information of the time series data.
It shows that our new measurement can accurately describe the bullwhip effect.
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Chapter 4
Metamodel Analysis on
Multi-Echelon Supply Chain
Simulation Experiments
A simulation model is constructed to mimic the reality as closely as possible.
With development of the computer technology, large size simulation models for
complex systems become possible. However, for very complex systems the simulation models themselves can be large and difficult to understand. Constraints,
such as the cost and complexity of the model development, can prevent the modeler from building multiple prototypes of the real system. In such case a simpler
model named “metamodel” can often be built as a “model of model”. The term
“metamodel” was introduced by Kleijnen (1986), which has been widely used in
the simulation community to study the behavior of complex systems.
Supply chain modeling and simulation is a hot topic in supply chain management research area. Due to its complexity and underlying uncertainty, supply
chain is hard if not impossible to be studied in pure mathematical approach.
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Only handful mathematical results are available and those results are based on
heavily simplified assumptions. It seems like the simulation is the only way to
study the system behavior in some cases.
In this chapter, a multi-echelon distribution system with time-based service
level requirements is considered. The simulation model is built. We then apply
the principles and techniques of metamodel and Design and Analysis of Simulation Experiment (DASE) to reveal the fundamental characteristics. We first
present the analysis results of first order single factor polynomial metamodel.
Then the multi-order metamodel is presented and discussed. The remainder of
the chapter is organized as follows. In section 4.1, the detailed description of
the supply chain is given. In section 4.2, the techniques of metamodel analysis
is presented. In section 4.3, the analysis results are presented. The conclusion
and discussion can be found in section 4.4.

4.1
4.1.1

Multi-Echelon Supply Chain Model
Periodic Review (s, S) Inventory Model

We consider a simple periodic review (s, S) inventory model. If the stock level at
the beginning of a period is below a certain value s, then a certain quantity is
ordered such that the inventory level reaches S. If the initial stock level is above
s, then no replenishment order is placed. Figure 4.1 shows the change of the
inventory level and inventory position under a periodic review (s, S) policy with
continuous demand where L is the lead time and T is the length of the review
period.
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Figure 4.1: A periodic-review (s, S) policy with continuous demand
It has been shown that for a single echelon system the optimal inventory
policy is of the (s, S) type (Tijms, 1972). In this chapter, the (s, S) policy is used in
all locations of the supply chain.

4.1.2

Model Assumption

The following assumptions are considered:
1. The distribution network has an arborescent structure. That is, each location is replenished from exactly one parent node of higher echelon. There is
only one location at the root of the distribution network. Figure 4.2 shows
the topology of the distribution network.
2. Demands only occur at the leaf stations in the lowest echelon. All demand
locations are assumed to be in the same echelon. To achieve this property,
a dummy station might be needed.
3. The demand processes at all locations are independent Poisson processes
and the coefficients are known and stationary.
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Item Demand

Figure 4.2: The arborescent structure of the distribution network
4. The demand is for one unit of an item at one time.
5. The unsatisfied order will be backordered.
6. The demand location will serve the demand on a first-come-first-serve basis
across the distribution network.

4.1.3

The Decision Paradigms

For inventory system research, two principal decision paradigms are used to
determine the optimal values of parameters. The first is solely cost driven. A
cost function is typically formulated during the modeling process and the optimal
value is obtained by using optimal search technology. The cost function assign
penalty cost on backlogged demand besides the traditional setup and holding
costs. The only objective is to minimize the expected total cost. Many researches
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have been done using this paradigm, such as Clark and Scarf Clark, Andrew
J. and Scarf, Herbert (1960); Hadley and Whitin (1963); Axsäter (2006); Zipkin
(2000).
The second paradigm is the service level driven approach. In this paradigm,
the constraints of meeting the customer demands within a certain probability
are considered besides the cost function. Customer demands are either satisfied
immediately or in a short time period. Silver et al. (1998) discusses a list of the
service level measurements. Two commonly used definitions are the probability of no shortage and the probability of the fill rate. Although the cost driven
paradigm is straightforward, the assessment of the penalty cost, particulary the
cost of losing customer goodwill is very difficult. Thus service level driven approaches are very popular in practice. Under this approach, the objective is to
obtain an optimal value pair of (s, S) that minimizes a cost function which only
includes setup and holding costs, subjected to the constraint that the solution
satisfies a predetermined customer service level. In this chapter, the service level
is measured by the fill rate, which is defined as the probability that an arriving
demand for an item will be satisfied within a specified period of time.

4.1.4

Model Configuration

Figure 4.3 shows the supply chain considered in this chapter. There are three
echelons. Echelon 1 has only one station “1”. Station “1” is replenished from
echelon 0 (not shown in this figure). The lead time for the replenishment is
5 days. Echelon 2 has two stations “2” and “6”. They are replenished from
station “1”. The lead time between echelon 1 and 2 is 2 days. Echelon 3 has
6 stations. Stations “3”, “4” and “5” are replenished from station “2”; stations
“7”, “8” and “9” are replenished from station “6”. The lead time between echelon
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(4.2)

where Ȳ , X̄ are vectors and will usually contain random components. In our
simulation model, the vector X̄ will include the demand rates, s and S for each
station and the initial inventory for each station. The lead time and the transportation time might also be included. Ȳ could be the average total cost, average
holding time, average shortage cost and so on. The response vector Ȳ might have
more than one value, but we typically focus our attention on only one component
of Ȳ . If so, Equation (4.2) can be written as

y = f (X̄) + 

(4.3)

Then the task of metamodel is to find a good approximation of function f and
the model of . The major issues in metamodel include i) the choice of a functional
form for f , ii) the design of experiments, i.e.. the selection of a set of x points
at which to observe y (run the full model), the assignment of random number
streams, the length of runs, et al., and iii) the assessment of the adequacy of
the fitted metamodel (confidence intervals, hypothesis tests, lack of fit and other
model diagnostics). The functional form will generally be described as a linear
combination of basis functions from a parametric family. So there are choices
for families (e.g., polynomials, sine functions, piecewise polynomials, wavelets,
etc.) and choices for the way to pick the representation horn within a family
(e.g. least squares, maximum likelihood, cross validation, etc.). The issues of
experiment design and metamodel assessment are related since the selection
of an experiment design will be determined in part by its effect on assessment
issues (Barton, 1992).
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4.2.1

Mathematical Model

As stated previously, a metamodel is used to find the input-output relationship.
Given this purpose, the inputs are carefully designed based on some principles.
For details of the design of the input value please refer to Kleijnen (2008). The
experiments are carried based on the designed input values. The output data
are collected as follows:

Yijk : i = 1, ..., N ; j = 1, ..., Ri ; k = 1, ..., Kij

where N is the number of experiment conditions. Ri is the number of replications
of experiment condition i. Kij is the total number of observation for experiment
condition i, replication j.
The mean response for each replication is

Ȳij· =

Kij
X
Yijk
k=1

Kij

, i = 1, ..., N, j = 1, ..., Ri

The central limit theory indicates that when the sample size is large, the output approximates normal distribution.

Ȳij· ∼ N (µi , σi2 )

(4.4)

If the target response is the sum or average of certain observations, the target
can be modeled using the normal distribution based on the Central Limit Theorem. The Normal distribution can be adequately described by its mean and
variance parameters. Now the parameters µi , σi2 needs to be estimated based on
the collected data.
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Many statistical methods are available to estimate the parameters, but most
of them are based on the assumption that the observations are collected and
independent and identically distributed (i.i.d.). One common technique is to test
the following hypothesis.

(4.5)

Ho : β1 = 0
H1 : β1 6= 0

where β1 is the coefficient of the first degree polynomial regression on the output:

Wi = β0 + β1 i + 

if β1 is sufficiently different from zero, then the i.i.d. assumption is not held
for the observations. The positive β1 corresponds to the learning curve and the
negative value corresponds to the fatigue curve (Leemis, 2004).
For the observation collected from i.i.d., the parameters can be estimated
using Maximum Likelihood Estimators (MLE), Least Squares and the method of
moments. MLEs are the most used in this chapter due to special properties.
MLEs for the normal distribution are
Ri
1 X
Ȳij· , σ̂i =
µ̂i = Ȳi·· =
Ri j=1

Ri
1 X
(Ȳij· − Ȳ¯i·· )2
Ri j=1

!1/2

After a parameter is estimated, the statistical goodness of fit tests like Chisquare and Kolmogorov-Smirnov tests are used to investigate the quality of the
estimation. The effectiveness of metamodel can also be justified by using test
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data. The results are often compared with outputs from corresponding simulation model. In this chapter the metamodel is validated by using the test data
set.
If the parameter is estimated by MLEs. The following confidence interval can
be used to test the effectiveness of the metamodel (Law and Kelton, 2000): Ii (µ) =
µ̂i ± σi (µ) and Ii (σ) = σ̂i ± δi (σ) where
−1/2

 2
∂ ln Li (µ̂i , σ̂i )
δi (η) = −E
∂η 2

(4.6)

and
ln Li (µi , σi2 )

Ri
√
1 X
Ri
2
= −Ri ln 2π −
ln σi − 2
(Ȳij· − µi )
2
2σi j=1

If the metamodel’s output with the estimated parameters is within the confidence interval, the metamodel is not rejected. For example, if 95% of the experiment conditions are within the confidence interval then the metamodel is said
not to be rejected.

H0 : g1 (Xi ; θ̂µ ) ∈ Ii (µ) ∩ g2 (Xp ; θ̂σ ) ∈ Ii (σ)

(4.7)

Where g1 and g2 are the transformation functions of the mean and variance.

4.3
4.3.1

Simulation and Results
Single Factor Metamodel

We build a simulation model to gain insights of the behavior of the supply chain
so that the average total cost can be reduced. Thus the output here will be the
average total cost. Many decision variables can be identified from Figure 4.3.
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We are interested in the initial inventory for each station, the selection of small
s and big S. We assume that the demand pattern at each location in the lowest
echelon is the same. That is, the demand inter-arrival times are the same across
all demand locations. The demand inter-arrival time ranged from 0.1 to 2 corresponding to the busy and idle situation respectively. We divide the range into
10 smaller ranges at the following point 0.1, 0.3, 0.5, 0.7, 0.9, 1.1, 1.3, 1.5, 1.7,
1.9. Given the demand inter-arrival time, the initial inventory and the reorder
level s and order up to level S need to be decided. Only after these variables
are determined, the average total cost can be obtained by simulation. In other
words, the final average total cost is affected by the demand inter-arrival time,
the initial inventory, and the selection s and S. The model was developed using
Arena 10.0 and the data were analyzed using MATLAB 2000. Figure 4.4 shows
the screen shot of a running model. For each experiment condition, we replicated for 100 times independently. For each replication, 2000 observations were
collected. The simulation length was set to be 300 time units (day) to reach the
steady output of the average total cost.
Figure 4.5 shows the relationship between the average total cost and the simulation time. At the beginning of the simulation, the fluctuation of the average
total cost is large. Then it becomes much stabler. To better represent the simulation output, the data points at the beginning of each replication will be removed
due to the high fluctuation. The Welch’s moving average (Law and Kelton, 2000)
algorithm will be used to identify the cutoff point.
The initial inventory of each location is determined by using Equation (4.8).
√
I = d(T + L) + zσd T + L
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(4.8)

Figure 4.4: The screenshot of the running model
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Figure 4.5: The average total cost versus the simulation time (demand interarrival time is 0.5)
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where I is the calculated initial inventory and d is the average daily demand.
If the location is not in the lowest echelon then the demand will be the sum of all
its children’s demand; T is the length of the review interval; L is the lead time;
σd is the standard deviation of the demand per time period ; and z is the safety
factor (Sahin and Robinson, 2006). Φ(z) = b/(b + h) where b is the shortage cost
and h is the holding cost. In our model, we set b = 10, h = 1. Given the demand
rate is 0.5, the calculation of the initial inventory of the location 2 is as follows:

d = 1/0.5 + 1/0.5 + 1/0.5 = 6
T = 1 L=2
σd = 6
z = 1.335 Φ(z) =

10
10 + 11

Q = 6 ∗ (1 + 2) + 1.335 ∗ 6 ∗

√
1 + 2 = 31.87

We round the calculated value to the nearest integers towards infinity. The initial inventory for location “2” is 32. Since the demand rates are the same across
all locations in the lowest echelon, we assume the initial inventory is the same
on each echelon. Note that Equation (4.8) is actually the order-up-to level of the
periodic review system with on-hand inventory is zero. The main purpose of the
initial inventory is to meet the service level agreement especially the immediately
service level agreement, denoted by SLA0, at the beginning of the simulation.
Location “7” and “8” have no requirement on immediate service, thus this calculation will tend to give more initial inventory than the real need. But we will
simply assume they are the same since the difference is not big.
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Table 4.1: The initial inventory level and the optimized
means the echelon level.
Demand
Inv1 Inv2 Inv3
s1
interarrival time
S1
S2
S3
0.1
557 160
39 141
0.3
186
54
13
47
0.5
112
32
8
29
0.7
80
23
6
21
0.9
62
18
5
16
1.1
51
15
4
13
1.3
43
13
3
11
1.5
38
13
3
10
1.7
33
10
3
9
1.9
30
9
3
8

s and S. The subscript
s2

s3

71 24
24
8
15
5
11
4
8
3
7
3
6
2
5
2
5
2
4
2

We calculate S in the same way as initial inventory based on Equation (4.8).
s is calculated using Equation (4.9) and rounded to the nearest integers towards
infinity.
√
s = dT + zσ T

(4.9)

We also assume that the s and S are the same on each echelon. That is, locations 3, 4, 5, 7, 8, 9 will have the same s and S, while location 2 and 6 will have the
same s and S. Table 4.1 shows the the results of the initial inventory and the corresponding s and S. The search for optimal s and S could also be accomplished
by using the application named OptQuest from Arena.
We choose N = 10, Ri = 100, Kij = 2000 and collect data to build our metamodel.
Table 4.2 shows the Maximum Likelihood Estimations, the σi (η). As it can be
seen from the table, the value of β1 is very close to 0. That is, the assumption (4.5)
is valid for the collected data.
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Table 4.2: Experiment condition, the MLE estimators, δi (η)
i
1
2
3
4
5
6
7
8
9
10

Xi
0.1
0.3
0.5
0.7
0.9
1.1
1.3
1.5
1.7
1.9

β1
µ̂i
0.212 1710.750
-0.002
676.125
-0.065
463.519
-0.069
355.158
-0.034
324.532
-0.043
259.489
-0.047
249.443
-0.050
227.221
-0.030
205.267
-0.026
190.939

δi (µ)
7.286
2.895
2.214
2.050
1.612
1.452
1.436
1.463
1.344
1.294

σ̂i
36.538
14.517
11.101
10.278
8.084
7.281
7.200
7.338
6.742
6.490

Table 4.3: Number of rejected points versus the degree of
sion
degree 1
2
3
4
5 6 7 8
mean 10 10 10 10 10 8 5 6
std
10 7
6
4
0 0 0 0

δp (σ)
5.208
2.069
1.582
1.465
1.152
1.038
1.026
1.046
0.961
0.925

the polynomial regres9
0
0

10
0
0

The polynomial linear regression algorithm is used to find the relationship
between the experiment condition (mean demand inter arrival time) and the simulation output (average total cost). The degree of the polynomial regression is
important. Higher degree will offer better fit but it tends to overfit. We will test
the degree from 1 to 10. The number of points will be recorded if the output of regression is out of the Maximum Likelihood Estimation Confidence Interval. The
results are shown in Table 4.3. From the table, we know that the best polynomial
degree of the mean average total cost is 9 and the best degree for the standard
deviation is 5. Figure 4.6 and 4.7 show the estimated value of the mean and the
standard deviation of the average total cost.
The result of the regression is shown in Table 4.4. Figures 4.8 and 4.9 show
the value calculated from the metamodel and the value obtained through the
simulation. As it can be seen from the figures, the prediction is fairly accurate.
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Figure 4.6: Estimated mean average total cost with the respective confidence
intervals. The solid line is the polynomial fitting line with degree 9.
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Figure 4.7: Estimated standard deviation of the average total cost with the respective confidence intervals. The solid line is the polynomial fitting line with
degree 5.
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Table 4.4: Polynomial Regression parameters (The Metamodel)
0

X
X1
X2
X3
X4
X5
X6
X7
X8
X9

mean
4.765 E03
-6.222 E04
3.648 E05
-1.184 E06
2.303 E06
-2.788 E06
2.116 E06
-9.775 E05
2.511 E05
-2.747 E04

stddev
57.425
-261.499
549.541
-548.750
257.470
-45.624

Our metamodel shown in Table 4.4 is a good approximation of the real simulation
model at the demand interarrival time range from 0.1 to 1.9. Figure 4.6 shows
that at the end of this range the metamodel can not accurately predict the mean
of the average total cost. Large fluctuation can be observed there. This might
indicate that a new metamodel is needed to study the behavior for range greater
than 1.9.

4.3.2

Multi Factors Metamodel

In the previous section, the single factor metamodel is presented and discussed.
In this section, we will present the multi factors metamodel. In the real world,
the supply chain performance is influenced by many factors. The inter-arrival
rate is just one of the important factors. Many factors can be identified easily
from the model. Below are some examples:
• Order Setup Cost
• Inter-Arrival Rate
• Unit Purchase Cost
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Figure 4.8: The predicted mean value on the test demand interarrival time versus
the fitted polynomial line with degree 9.
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Figure 4.9: The predicted standard deviation value on the test demand interarrival time versus the fitted polynomial line with degree 5.
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• Shortage Cost
• Interest Rate
• Initial Inventory for Echelon 3
• Initial Inventory for Echelon 2
• s for the (s, S)Policy
• S for the (s, S)Policy
If the (s, S) policy is different for different station, the number of variables is even
more. The large amount of factors bring problem to the simulation study even for
computer simulation. Considering 10 factors, each factor has 4 possible values.
For each design points, 5 replicates are run. Then the total number of replication
is 410 ∗ 5 = 5, 242, 880. For large systems, the actual simulation time will also be
long. Such high number of replicates will prevent even computer simulation from
running complete experiments. Thus the principle of DASE must be applied.
To simplify the research of this supply chain model, the following modifications are made on the simulation configuration:
• Echelon 1 will be out of our consideration. The cost in Echelon 1 will not
be calculated.
• All the stations in Echelon 3 will have the same service level agreement.
Which means station 7 and 8 will have the same SLAs as the other stations
in echelon 3
• The parameters are the same across the same echelon. Thus all station in
the same echelon will have the same s and S.
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Table 4.5: High Value and Low Value of Each Factor
Name
Low Value High Value
s
2
29
S
40
90
InitInv2
3
20
InitInv3
10
60
Interest Rate
0.01
0.10
Inter Arrival
0.10
1.00
SetupCost
30
60
ShortageCost
10
20
UnitCost
30
60
After having these assumptions and the assumptions mentioned in the previous section, the following 9 variables are identified: s, S, Unit Cost, InterArrival Rate, Initial Inventory Echelon 2, Initial Inventory Echelon 3, Interest
Rate,Shortage Cost, and Setup Cost. The objective is still the same: minimize
the average total cost. The constraints are to satisfy the SLAs.
The following analysis is based on 29 factorial design. We arbitrarily select
two values of each factor. Table 4.5 shows our selected values for each factor.
Figure 4.10 shows the relationship between the s,S and the SLAs. Larger values
of s and S tend to have high SLA0 value. That is, the possibility of satisfying the
customer instantly is high. But high values of s and S mean high holding cost
and order cost generally.
By using DASE methodology the following metamodel can be obtained from
the simulation model.
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Figure 4.10: The relationship among s, S and the SLAs (Service Level Agreements). SLA0 is the percentage of instantly satisfied customer, SLA1 is the percentage of customers who wait less than one day, including 0 day, SLA3 is the
percentage of customers who wait less than 3 day.
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Figure 4.11: The normal plot of residuals

AverageT otalCost = +16.636 + 13.297 ∗ s
−0.845 ∗ S − 21748.149 ∗ InterestRate
−155.397 ∗ InterArrival + 59.968 ∗ U nitCost

(4.10)

+334.945 ∗ S ∗ InterestRate
+438.932 ∗ InterestRate ∗ U nitCost
−48.619 ∗ InterArrival ∗ U nitCost

Equation 4.10 shows the relationship between the Average cost and the s, S,
Interest Rate, Inter Arrival Rate and Unit Cost. Figure 4.11 shows the residual of
2
the above metamodel. R2 = 0.9497 and Radj
= 0.9498 combining with Figure 4.11

prove that the model is significant. The metamodel shows that the average cost
is mainly affected by s, S, Interest Rate, Unit Cost, Inter Arrival Rate and their
second order intersection term. Table 4.6 shows the contribution of each factor.
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Table 4.6: Factor Contributions
Factors
%Contribution
InterArrival
32.93
Interest Rate
23.45
Unit Cost
21.93
S
5.72
S∗Interest Rate
4.21
InterArrival∗UnitCost
3.19
Interest Rate∗UnitCost
2.60
other terms
5.01
s
0.95
The Inter Arrival rate is the most important factor among all factor. The increasing inter arrival rate (decreasing average number of customers arrived per
day) will lead to decreased average total cost since there is no need to maintain a
high level of stock and order. For an efficient supply chain, the ability to adjust
with the customer inter arrival rate is important. Fail to do so will lead to increasing inefficiency of inventory. Term S ∗InterestRate and U nitCost∗InterestRate
are clearly related with holding cost. A large S or U nitCost will lead to high holding cost. The shortage cost is not shown in the metamodel because of the high
SLA. The required instant service level agreement is over 80% which means the
possibility of shortage is only 20%. Thus in the experiment data, the shortage
cost will not affect the total cost significantly. Practical policy can be inferred
from the above metamodel: to have lower average total cost, s needs to be low, S
needs to be large to reduce the ordering cost and purchase cost.

4.3.3

Metamodel Analysis on Products Substitution Case

Demand Substitution is hard to be mathematically formulated due to its inherent
stochastic inventory changing process. There are many ways to tackle this difficulty. Metalmodel analysis can be used to formulate the relationship between
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the input variable and output variable. In this section, a demand substitution
model will be analyzed using metamodel methodology.
We assume the demand process following the proportion rule. That is the
customer purchases are rationed according to a proportion rule when stock-outs
occurs. The proportion rule is used in many literatures Hopp and Xu (2008);
Netessine and Rudi (2003). We then assume that the customer didn’t know
the inventory information in the beginning. When he experiences stock-out,
the inventory information of all products is provided to customer so that the
customer can make decision accordingly. Since the inventory information is
known after the first try, the customer will not pick any stock-outs item. Thus
only one substitution is considered in this case.
We consider three products in a market with the product attraction numbers
“1, 1, 1, 1”. The first item in the set is the option of leaving. The customer may
choose to leave instead of buying any product. To facilitate the model formulation, we consider the customer leaving the same as products. The last three
items are the production attraction numbers of product 1, 2, 3. The initial inventory levels are set as product 2, 250, product 3, 300. Product 1’s inventory varies
from 150 to 250. The number of customer arrivals follows Poisson distribution
with mean 1000. Because the same product attraction number of each product,
the average demand for each product is 250. Thus, product 3 is likely to have
leftovers and product 1 will experiencing stock-out.
Hopp and Xu (2008) proved that the relationship between service rate and the
inventory level is a one to one relationship. We are interested in obtaining the
relationship between the service rate and inventory position. The inventory of
product 2 and product 3 are kept constant. Only the inventory of product 1 is
changed from 150 to 250.
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Figure 4.12: The relationship of service rate and inventory of product 1
Figure 4.12 shows the relationship between the service rate and the inventory
level of product 1. Table 4.7 shows the result of the simulation for the product
substitution case. The result of the Metamodel is given by Equation 4.11.It is
clearly shown that the service rate is always higher when the product substitution is permitted. This suggests that ignoring demand substitution may significantly underestimate the effective demand and result in inappropriate inventory
and pricing policy, which will eventually hurt the overall profit.

Service Rate = 0.1479 ∗ Inventory/100 + 0.6281

4.4

(4.11)

Summary

In this chapter, we use the methodology of metamodel to investigate a multiechelon supply chain network with time based service level agreement. Simulation models are built to study the system behavior and DASE techniques are
applied to obtain insights and practical findings.
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Table 4.7: The service rate of the simulation model with substitution
Inventory Average Standard Deviation #Replication
150
0.8453
0.0312
10
175
0.8897
0.0277
10
200
0.9271
0.0191
10
225
0.9637
0.0208
10
250
0.9932
0.0166
10
Metamodels are abstractions of the simulation model that exposes the system’s input-output relationship through simple mathematical functions.

We

look into both single factor metamodel and multi-factors metamodel for a multiecholon supply chain simulation model. For the single-factor metamodel, the
demand inter-arrival rate is set to be the input variable and the average total
cost is set to be the output variable. The goal is to reduce the average total cost
as much as possible. To calculate the average total cost, the initial inventory
and the s and S need to be calculated first. The initial inventory and S are calculated according to the order-up-to level of the periodical review model. The
value of s is calculated based on the results of continuous review model. The
metamodel is tested by applying to the testing samples. The test results show
that the metamodel performs well in the range from 0.1 to 1.9. The fitted closedform expressions for the mean and standard deviation of average total cost are
obtained. These expressions can be used as surrogate models to substitute the
actual simulation model in its parent model.
For multi-factor metamodel, nine variables are incorporated in the metamodel, DASE analysis shows that the resulting metamodel is significant. Practical policies are inferred from the metamodel. Although this study focuses on
the illustrative multi-echelon supply chain problem, we deem that the metamodel methodology, coupled with DASE techniques, can find wide applications
in many other complicated systems.
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Chapter 5
Stochastic Network Representation
of Demand Substitution Process
Mahajan and van Ryzin (2001b) proposed a fluid model to model the inventory
process. The inventory is considered as a fluid and each customer requires a
continuous quantity of fluid. The choices are ordered based on the customer’s
preference vector. The customer drains the inventory of the most preferred fluid
first. If this fluid runs out, the customer drains the second preferred inventory
and so on. This process ends when either the customers requirement is met or
the inventory fluid is exhausted. If each customer requires exactly one unit and
the fluid level are integral then the model is a discrete inventory model. Hopp
and Xu (2008) utilize this model and use static approximation of the demand
substitution. In this research, we will use the similar settings.
We consider a market with L products, indexed by L = {1, 2, . . . , l}, and assume that customers have a no-purchase option: 0. That market is open during
a finite time interval [0,T], called a season and begins with initial inventory levels
yi of product i = 1, 2, . . . , l. The inventory is assumed to be replenished at the
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beginning of each season. There is no inventory replenishment during the season. We denote χi (t) as the indicator of the availability of product i at time t; that
is χi (t) = 1 if yi (t) > 0; other wise χi (t) = 0, where yi (t) is the inventory level of
product i at time t and yi (0) = yi . Hence, if a customer picks product i at time
t, and the product is in stock, the inventory level of product i drops by 1, that
is yi (t+) = yi (t) − 1, and χi drops to 0 from 1 when product i stocks out. We let
ℵ(t) = {i ∈ L|χi (t) = 1} be the set of available products at time t. It is obvious that
ℵ(0) = L and ℵ(s) ⊆ ℵ(t), where s > t.
The customer arrivals follows an exogenous stochastic process like Poisson
process that is independent of the set of available products. At time t a customer
selects product i from the set of products that are still available with probability

Pi|ℵ(t) =

ro +

r
Pi

j∈ℵ(t) rj

(5.1)

where ri , i = 0, 1, . . . , l are assumed to be independent of the product availability
and time. Hence, ri is the attraction factor for product i which may depend on
the price, quality and other attributes of product i. In other words, the customer
is not aware of the availability of any product. The customer will pick product according to his own preference which is not affected by the availability of
product.
Given the availability process {χi (t), t ∈ [0, T ]}, i ∈ L, we can calculate the
expected effective demand for product i as
"Z
E
0

T

#
ri χi (t)
dN (t)
P
r0 + Lj=1 rj χj (t)

(5.2)

where N (t) is the exogenous customer arrival process. We denote ci as the unit
cost of product i, pi as the price, and vi as the salvage value and assume that
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pi > ci > vi . Then the expected profit for product i is
"Z

#

T

ri χi (t)
dN (t)
PL
0 r0 +
j=1 rj χj (t)
#
"
Z T
ri χi (t)
dN (t)]
+vi yi − E[
PL
0 r0 +
j=1 rj χj (t)
pi E

(5.3)

−ci yi
"Z

T

=(pi − vi )E
0

#

ri χi (t)
dN (t) − (ci − vi )yi
PL
r0 + j=1 rj χj (t)

Due to the demand substitution effect, the product availability process χi (t) of
product i is jointly determined by inventory levels of all products, which results
in a major technical difficulty.
In Figure 5.1(a), the initial state of the substitution model is shown. The
initial inventory for each product is yi , i = 1, 2, . . . , l. All products are available at
the beginning of each period. With the customer demands come in, the inventory
of each product will be reduced one by one. Here we assume that each customer
only places order for one product, no bulk order is allowed. After a certain time,
one product will become unavailable say product i. If a customer place order
on this product, he will experience stock out. After that, he will turn to another
product with new probability Pj|L−{i} , j 6= i, j = 0, 1, 2, . . . , l. 0 means that the
customer will simply leave without any purchasing. With more customer demand
arrives, more products will become unavailable. The possibility of experiencing
product stock out is increasing. Stock out will always lead to bad customer
experience, normally the customers will not try more than 2 times to buy in
one place, especially in the online shop. So we assume that if the customer
experience stock-out, he/she will only try to buy substitute product once. If that
product is also stock-out, the customer will simply leave without purchasing for
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Figure 5.2: The network representation of two products demand substitution
sure. That is P0|L−{i,j} = 1 where i, j are the products that the customer wants
during the purchasing process.
As mentioned above, the major difficulty to model the inventory problem is the
stochastic process χi (t). Hopp and Xu (2008) solve the problem by simply replace
the product availability process by a constant service rate si in the expected
effective demand for product i. The constant service rate measures the product
availability during the time period [0, T ]. Their experiments proves that the static
approximation performs well. They then model the product substitution process
with a flow network. The major assumption they made about the flow network is
the “memoryless” property of the network. That means a customer will still try
to buy the product even if that product is already stock-out. Smith and Agrawal
(2000) also made the similar assumption. But this assumption has a major
drawback from accurate modeling. If a customer experiences stock-out when try
to buy product i, he/she will never try to choose product i as his/her substitute.
In this research, I will formulate the demand substitution process as a stochastic network and explore the analytical property of this network using GERT technology.
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Figure 5.2 shows a network representation of two products substitution. Customer arrives at the shop, he needs to decide which product to purchase or leave
the shop without buying. 0 represents leaving without buying. We assume the
no-buying option is always part of the product sets. That is L = {0, 1, 2}. In
the first attempt, the customer has the probability P1|L to buy product 1, probability P2|L to buy product 2, and probability P0|L to buy nothing. Note that
P0|L + P1|L + P2|L = 1. If the customer chooses not buying, he/she will leave
with probability 1. If customer chooses to buy product 1, he/she will have the
probability s1 to get the product where s1 is the service rate of product 1. The
customer may also experience stock-out with probability 1 − s1 . If this case happens, he/she will choose the substitution product. This time product 2 will be
chosen with probability P2|L−{1} , he/she can also choose to leave without buying
with probability P0|L−{1} . If the customer chooses to buy product 2 as a substitution, he/she gets the product with probability s2 and experience stock-out
again with probability 1 − s2 . Based on our assumption, we will not consider
any further substitution. The customer will only try one substitution then leave.
The same process can be extended to N products. Figure 5.3 shows the network
representation of N products substitution.
Let the profit of each branch as the path-wise additive variable. The network
then meets the requirements of the stochastic networks (Philips and Garcia-Diaz,
1981). The profit of selling one product i is pi − ci . For those branches with probability form like Pi|L , they are not profit generating branch but the branch simulating the decision process. Thus the profit of that branch is always 0. In most
cases, the profit of selling one product is a constant. In some cases, the profit
can be a random variable. We will only consider the constant profit case. Thus
the W-function is Wij (v) = pij Mij (v) where pij is the probability of that branch
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and Mij (v) is the moment generating function of the path-wise additive variable.
Because the profit is constant, Mij (v) = E[ev(pi −ci ) ] = ev((pi −ci )) . Furthermore, when
the profit of the associated branch is 0, then Mij (v) = 1
By have the above formulation, we now have a stochastic network. Then the
GERT technology can be applied to answering the following questions:
1. What is the probability that the customer buy a product and leave?
2. What is the probability that the customer leave without buying?
3. What is the mean and variance of the profit of one customer visit?
4. How much profit will be lost if the substitution is not permitted?
Figure 5.4 shows the GERT network with return arc. There is only one firstorder loop. The notation of W-function is the node on the path from enter to the
next node. For example WEls0 is the W-function from the substitution product n
with no buying decision. The 0, 1 after L in the subscript of the W-function stands
for the availability, 0 for stock-out and 1 for in-stock. According to Mason’s
topological equation (Philips and Garcia-Diaz, 1981) with the highest order equal
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return arc
to 1, we have: 1 − WA (v)WEL (v) = 0, that is WEL (v) = 1/WA (v). The equation can be
expended to the following equation (omitting the argument v of the W-functions):

WE0 WE0L +
WE1 (WE1L + WE1s (WE1s0 WE1s0L + WE1s2 (WE1s2L0 + WE1s2L1 )+
···+
WE1sl (WE1slL0 + WE1slL1 )))+
..
.
WEl (WElL + WEls (WEls0 WEls0L + WEls1 (WEls1L0 + WEls1L1 )+
···+
WEls(l−1) (WEls(l−1)L0 + WEls(l−1)L1 ))) =
= WE0 WE0L +

l
X

1
= WEL
WA

WEi (WEiL + WEis ((WEis0 WEis0L ) +

i=1

l
X
j=1,j6=i
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WEisj (WEisjL0 + WEisjL1 )))

Thus the following equation is obtained:

WEL = WE0 WE0L +

l
X

WEi (WEiL +WEis ((WEis0 WEis0L )+

i=1

l
X

WEisj (WEisjL0 +WEisjL1 )))

j=1,j6=i

(5.4)
Now we substitute the W-function with the moment generating function and
the probability. Let bi be the profit of selling product i, dij be the cost of substituting product i with product j. Note that b0 = 0, di0 is the shortage cost
WEi = Pi|L ev∗0 = Pi|L

∀i ∈ 0, L

WEiL = si ev∗bi

s0 = 1, b0 = 0

WEis = (1 − si )ev∗0 = 1 − si

i 6= 0

WEisj = Pj|L−{i} ∗ ev∗dij = Pj|L−{i} evdij

i 6= j, i 6= 0

WEisjL0 = (1 − sj )ev∗0 = 1 − sj

i 6= j

WEisjL1 = sj ev∗bj

i 6= j

According to Equation 5.1, we have

Pi|L =
Pj|L−{i} =

r0 +

r
Pi

r0 +

P

∀i ∈ {0, L}

j∈L rj

rj
k∈L rk

∀j ∈ {0, L}, i 6= j

− ri

∀i, j ∈ L, i 6= j

P0|L−{i,j} = 1
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Substitute the above results into Equation 5.4, we have the following equation:

WEL (v) = P0|L +

X

Pi|L (si evbi + (1 − si )

i∈L

X

Pj|L−{i} evdij (1 − sj + sj evbj ))

j∈{0,L},j6=i

Since the customer will eventually leave for sure, thus pEL = 1, WEL (v) =
pEL MEL (v) = MEL (v). Thus we have

MEL (v) = P0|L +

X

X

Pi|L (si evbi + (1 − si )

i∈L

Pj|L−{i} evdij (1 − sj + sj evbj ))

(5.5)

j∈{0,L},j6=i

(5.6)

The expected profit of the l products with substitution is:
∂MEL (v)
∂v
v=0
X
Pi|L [si bi + (1 − si )
=

µEL =

i∈L

X

(5.7)
Pj|L−{i} (dij + sj bj )]

j∈{0,L},j6=i

An immediate observation from Equation 5.7 is that product substitution will
improve the expected profit. If product substitution is not permitted, Pj|L−{i} = 0.
The second term in Equation 5.7 is 0. Thus the expected profit is less. The
same conclusion is reported by Rajaram and Tang (2001). Another immediate
observation is that if the inventory of each product is infinite, then the service
rate of each product is 1. That is si = 1, i = 1, 2, · · · , l. Equation 5.7 becomes
P
µEL = li=1 Pi|L (pi − ci ) which is the expected profit of all products.
To calculate the expected profit, we need to calculate the relationship between
the service rate and the inventory level. We define the service rate as follows:
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For inventory level y, the service rate is defined as s = f (y) = E[min(y/N ), 1],
where N represents the total number of customer arrivals.
Similar definition of service rate was used by Denechere and Peck (1995) and
Hopp and Xu (2008). According to the properties of service rate, function f (y)
should have the following characteristic: f (y) is strictly increasing when y is
increasing.
The effective demand for product i can be calculated as the direct demand
allocated by the product attraction number and the demand to substitute other
products. Let Ii denote the effective demand for product i. Then Ii can be calculated as:

Ii = N ∗ Pi|L +

l
X

[N ∗ Pj|L ∗ (1 − sj )Pi|L−{j} ]

(5.8)

j=1,j6=i

To calculate the function between the service rate and the inventory level,
we consider the demand for product i in Figure 5.3. Suppose that N is the
total number of customer arrivals in a given period. The number of customer
for product i is N Pi|L . Since product substitution is allowed, product i may be
used to substitute the demand for other product. The total number of product i
P
that used to substitute the other products is lj=1,j6=i Pi|L−{j} (1 − sj )Nj . Thus the
P
total demand for product i is N Pi|L + lj=1,j6=i Pi|L−{j} (1 − sj )Nj . According to the
definition of service rate given above, we have

si = f (yi ) = E[min
= E[min

yi
N Pi|L +

Pl

j=1,j6=i

Pi|L−{j} (1 − sj )N Pj|L
!

yi
1
,1 ]
Pl
N Pi|L + j=1,j6=i Pi|L−{j} (1 − sj )Pj|L

yi
= E[min( , 1)]
Ii
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!
,1 ]

Substitute Equation 5.1 into the above equation, we have:

si = E[min 



Pl

yi
P
N ri + lj=1,j6=i

i=0 ri
ri rj
Pl
(1
i=0 ri −rj

− sj )

, 1]

(5.9)

Equation 5.9 shows the general relationship between the inventory level and
the product attraction index. By observing the equation, the following conclusions are obtained:
1. The service rate of all products are affecting each other. Higher service rate
requires higher inventory level.
2. Given the same interval level for a product, the service rate will be decreased
if the product attraction index is increased because more product will chose
that product as substitution and more demand is allocated to that product.
3. By increasing other products service rate, the service rate of this product
will also be increased since less products is requesting substitution. This is
because the increased inventory reduces the stock-out possibilities of other
products which reduces the demand for this product as substitution.
4. Note that if all si = 1, the effective demand for product i (Equation 5.8
becomes Ii = N ∗ Pi|L = N Plri

i=0 ri

5.1

which is a standard attraction model.

Numeric Experiments

We assume that the number of customer arrivals N is normal with mean λ and
√
standard deviation λ. We assume λ = 1000 and consider four scenarios of
the product attraction number and the inventory levels. In scenarios 1 and 3,
inventory level proportionally match demand for each product. In scenarios 2
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Table 5.1: The service rate under different scenarios
Scenarios
Service Rate
−
−
1 →
r = (1, 1, 1, 1)→
y = (250, 250, 250) 0.986, 0.978, 0.985
−
−
2 →
r = (1, 1, 1, 1)→
y = (150, 300, 450) 0.874, 0.999, 1.000
→
−
→
3 r = (1, 1, 2, 3)−
y = (150, 300, 450) 0.997, 0.999, 0.999
→
−
→
−
4 r = (1, 1, 2, 3) y = (250, 250, 250) 1.000, 0.905, 0.857
Table 5.2: The percentage errors of
Scenario 1
Scenario 2
−
Attraction→
r
(1,1,1,1)
(1,1,1,1)
→
−
Inventory y
(250,250,250)
(150,300,450)
κ = 0.25
0.73,0.75,0.80 -0.52,0.85,0.51
κ = 0.75
1.00,1.05,1.10 0.98,1.20,-1.21
κ= 1
1.12,1.16,1.12 1.85,1.85,-1.65
κ= 4
3.25,3.29,3.29 3.86,4.46,3.26
κ= 8
7.00,7.01,7.00 7.49,7.08,8.10

effective demand%
Scenario 3
Scenario 4
(1,1,2,3)
(1,1,2,3)
(150,300,450)
(250,250,250)
0.46,0.50,-0.47 0.94,0.83,-0.48
1.48,1.25,1.91 1.25,-1.15,-1.26
1.64,1.53,-1.77 -1.35,1.27,1.48
4.06,3.40,3.33
3.61,3.38,4.02
7.91,-7.77,7.51 9.20,8.57,10.22

and 4, inventory levels do not match demand for each product, which results in
frequent stock-outs and demand substitution. The profit of selling each product
is set to 1.
From Table 5.2, it can be seen that in scenario 1 and 4 the inventory level for
each product is the same, but the product attraction index is different. Product
3 has high attraction number in scenario 4, the service rate is thus lower, which
satisfy the observation from equation 5.9. In scenario 2, product 1 has less
inventory than the average demand. Thus product 1 will experience stock-out
frequently. By allowing demand substitution, the service rate is improved.
Table 5.2 shows the percentage error of the effective demand of the stochastic network representation model and the actual demand process model. The
experiment result shows that our model is accurate when the variance of customer arrival low. With the increasing variance of customer arrival, the error
percentage is also increased.
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5.2

Summary

In this research, we considered the demand substitution problem. We model the
demand substitution process by stochastic network. The stochastic inventory
changing process is substituted by a constant service rate. The stochastic network is then solved by the GERT technology. Our methods significantly reduce
the complexity of the dynamic model of demand substitution used by Mahajan
and van Ryzin (2001b,a). The experiment shows that the reported relationship
between the service rate and inventory level is valid. The experiment also shows
that our model is accurate when the variance of customer arrival is low. The
error is increased when the variance of customer arrival is increased.
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Chapter 6
Conclusions
The overall goal of this work was to study the impact of demand substitution to
the supply chain network. In this chapter, section 6.1 summarizes the research
conducted in this dissertation. Section 6.2 discusses research contributions and
Section 6.3 discusses possible future direction of this research.

6.1

Research Summary

In this research, demand substitution is studied from several perspectives. In
chapter 3, I mainly studied the impact of demand substitution on the bullwhip
effect. The bullwhip effect is a very important measurement of the supply chain
network. A new measurement of the bullwhip effect is proposed to measure not
only the fluctuation of amplification but also the frequency of the fluctuation.
The research shows that the demand substitution always leads to better profit.
The bullwhip effect can be reduced by allowing demand substitution.
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In chapter 4, we use the methodology of metamodel to investigate a multiechelon supply chain network with time based service level agreement. Simulation models are built to study the system behavior and DASE techniques are
applied to obtain insights and practical findings.
We look into both single factor metamodel and multi-factors metamodel for a
multi-echolon supply chain simulation model. For the single-factor metamodel,
the demand inter-arrival rate is set to be the input variable and the average total
cost is set to be the output variable. The goal is to reduce the average total cost
as much as possible. To calculate the average total cost, the initial inventory
and the s and S need to be calculated first. The initial inventory and S are
calculated according to the order-up-to level of the periodical review model. The
value of s is calculated based on the results of continuous review model. The
metamodel is tested by applying to the testing samples. The test results show
that the metamodel performs well in the range from 0.1 to 1.9. The fitted closedform expressions for the mean and standard deviation of average total cost are
obtained. These expressions can be used as surrogate models to substitute the
actual simulation model in its parent model.
For multi-factor metamodel, nine variables are incorporated in the metamodel, DASE analysis shows that the resulting metamodel is significant. Practical policies are inferred from the metamodel. Although this study focuses on the
illustrative multi-echelon supply chain problem, we deem that the metamodel
methodology, coupled with DASE techniques, can find wide application in many
other complicated systems.
We then studied a two echelon supply chain network where the substitution is
allowed. The relationship between the inventory and the service rate is obtained.
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The results shows that the relationship between service rate and inventory is
one-to-one.
In chapter 5, we considered the demand substitution problem. We model the
demand substitution process by stochastic network. The stochastic inventory
changing process is substituted by a constant service rate. The stochastic network is then solved by the GERT technology. Our methods significantly reduce
the complexity of the dynamic model of demand substitution used by Mahajan
and van Ryzin (2001b,a). The experiment shows that the accuracy is particularly good for the case of Poisson arrivals and it performs better than the results
reported by Hopp and Xu (2008).

6.2

Research Contributions

In this research, the following contributions are made:
1. Mathematically formulated the impact of two products demand substitution to the bullwhip effect under the assumption that a portion of product 1
is always used to substitute product 2. The results shows that the demand
substitution can reduce the bullwhip effect of the supply chain network.
The bullwhip effect has been widely studied on single product or multi products without demand substitution, little has been reported on the bullwhip
effect on multi products with demand substitution. This dissertation studied the bullwhip effect under two products substitution case. The lower
limit of the bullwhip effect is obtained and the implied managerial meaning
is discussed.
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2. Established the input-output relationship of a three echelon supply chain
network using Metamodel methodology. The difficulty of stochastic inventory changing process prevents the mathematical modeling of complex supply chain networks. Metamodel methodology is used to obtain the inputoutput relationship for complex supply chain network.
3. Proposed new stochastic network representation of the demand substitution process. To overcome the difficulty caused by the stochastic inventory
change process, the service rate is used to replace the stochastic inventory
changing process. Then a stochastic network is constructed to represent
the demand substitution process. By solving this network representation,
the characteristics of the demand substitution process can be studied. The
details are addressed in Chapter 5.

6.3

Future Works

There are many ways to extend the research in this dissertation. First, the impact of the two products substitution to the bullwhip effect can be extended by
modeling N products. It can also be extended by changing the demand process.
Secondly, we represented the demand substitution process by using stochastic network. It is of great importance. we assume that the product profit is
constant in this research and 0 substitution cost. The research can be easily
extended to cover these conditions. Thirdly, we use the rational deterministic allocation model to model the customer substitution process.However, literatures
from marketing and psychological research suggests that the customer purchase
pattern may not be rational at all. The purchase decision is largely influenced
by the surrounding environment, social status, emotional condition and other
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subjective factors. The research of this dissertation can be extended if the demand substitution model could capture the customer behavior more accurately.
Finally, in this model we only assume one demand substitution attempt, it might
be of interest to model multiple demand substitution attempts.
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