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1. 1N~~oDucT10N 
Our purpose in this paper is to study the asymptotic behavior of solutions 
to the nonlinear Volterra integral equation 
u(t) + b*Au(t) 3 F(t), O<t<oO, (1.1) 
where A is a closed nonlinear (possibly set-valued) accretive operator in a 
real Banach space (X, /. I), F maps R ’ into X, the kernel b is real-valued, 
and the convolution 
b*w(t) = j’ b(t - s) w(s) ds. 
0 
In Section 2 we establish the existence of solutions to (1.1) and to related 
equations (Theorems 2.1 and 2.3). In contrast with previous papers (e.g., 
[7]) we do not assume that A is m-accretive. Instead we require A to satisfy 
a weaker cone condition. Certain other facts are also included in this section. 
Throughout this paper we also assume that b is completely positive [6]. 
In the third section we present two mean ergodic theorems for the 
solutions of (1.1) in Hilbert space. 
The first theorem (Theorem 3.1) deals with weak almost convergence and 
the second (Theorem 3.4) with strong almost convergence. These results 
improve upon those of [ 1 ] and include the known results for nonlinear 
semigroups [191. It is important to establish almost convergence because it 
then follows that the solution is summed by every strongly regular kernel 
(Corollaries 3.3 and 3.5). A weak convergence criterion (Corollary 3.2) is 
also obtained. 
If the Banach space X is reflexive and strictly convex, and 0 E R(A), then 
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the nonempty zero set of A is closed and convex, and the nearest point 
mapping P: X+ A -l(O) is well defined. Let u be the solution to (1.1). In 
section 4 we prove (strong) convergence theorems for la(t) - Pu(t)l 
(Theorem 4.1), Pu(t) (Theorem 4.2), and u(t) itself (Theorem 4.4). We also 
identify the limit obtained in Theorem 3.1 (Proposition 4.3), and apply our 
results to two problems concerning nonlinear heat flow in materials with 
memory. The first (Example 4.5) is in one space dimension, and the second 
(Example 4.6) in several space dimensions. In contrast with previous papers 
[5,6] we are able to handle not only Dirichlet boundary conditions and 
operators with a unique zero, but also Neumann boundary conditions and 
operators with more than one zero. We use the convergence condition of 
[16] and [15]. 
In the last section we study the asymptotic behavior of the solutions to 
(1.1) when A is possibly zero free. We obtain, in particular, weak and strong 
convergence results for u(t)/(li b(s) ds) (Theorem 5.3). This seems to be the 
first time that results in this direction are established for the nonlinear 
Volterra integral equation (1.1). 
Some of the results presented here were previously announced in [lo] and 
[ill. 
2. EXISTENCE 
In this section we establish the existence of solutions to the nonlinear 
Volterra integral equation (1.1) and to related equations. Certain other facts 
are also included. 
Let X be a real Banach space, and let I denote the identity operator. 
Recall that a subset A of X X X with domain D(A) and range R(A) is said to 
be accretive if J~,--~l~Ix,-x,+r(y,--~)J for all [xi,yi] EA, i= 1,2, 
and r > 0. The resolvent J,: R(Z + rA) + D(A) and the Yosida approximation 
A,:R(Z+rA)+R(A) are defined by J, = (I+ rA)-’ and A, = (Z - J,.)/r. An 
accretive operator is called m-accretive if R(Z + A) =X. (It then follows that 
R(Z t rA) = X for all positive r.) 
In previous papers dealing with (1.1) the operator A was always assumed 
to be m-accretive. We shall assume instead that A satisfies the following 
weaker cone condition: there is a closed convex cone C that contains the 
domain D(A) of A and is contained in R(Z + rA) for all positive r. 
In addition, we shall make the following standard assumptions on the 
kernel b and the function F: for each T > 0, b: [0, T] -+ R is absolutely 
continuous with a derivative that is of essentially bounded variation, 
b(O)= 1, FE W’.‘(O, T;X) with f(t) = F’(t) in C for almost all t, and 
x = F(0) E cl(D(A)), the closure of D(A). (The case b(0) > 0 can be reduced 
to the case b(0) = 1.) 
NONLINEAR VOLTERRA INTEGRAL EQUATIONS 157 
Recall that the kernel b is said to be completely positive [6] on [0, 7’1 if 
there is a nonnegative and nonincreasing k E L ‘(0, T, R) such that 
b(t) + k*b(t) = 1, 0 < t < T. (This equation actually defines k E L’(0, T).) 
Since b’ E BV([O, T]; R), k E BV( [0, T]; R) too. Throughout this paper we 
also assume that b is completely positive on [0, T] for all T > 0. In addition, 
we can and shall assume that k is right continuous and, in particular, that 
k(0) = k(O+). 
Consider now the initial value problem 
u’(t) + (A + k(0) Z) u(t) 3 g(c) + k(t) x - u*k’(t), O<t<al, 
u(0) = x, 
(2.1) 
where g(t) =f(t) + k*f(t), and u*k’(t) denotes the Stieltjes integral 
J”L u(t - s) dk(s). A strong solution to (1.1) on [0, T] is a function 
u E L’(0, T, X) for which there exists w in L ‘(0, T, X) with w(t) E Au(t) and 
u(t) + b*w(t) = F(t) almost everywhere on [0, T]. A strong solution to (2.1) 
on [0, T] is a function 
u E W’(O, T; X) n C( [0, T]; cl(D(A))) 
with u(0) = x satisfying (2.1) a.e. on [0, T]. It is a fact [7] that a function u 
is a strong solution of (1.1) if and only if it is a strong solution of (2.1). 
If A satisfies the cone condition, so does A + sZ for any s > 0. Conse- 
quently, if h E L’(0, T; X) and h(t) E C a.e. on [0, T], then there is (cf. [2]) 
a unique integral solution u E C([O, T]; cl(Z)(A))) of the problem 
u’(t) + (A + k(0) Z) u(t) 3 h(t), O<t<T, 
u(0) = x. 
(2.2) 
We denote this solution by Qh. Let G: C([O, T]; cl(Z)(A))) + L’(0, T; H) be 
defined by G(u)(t) = g(t) + k(t) x - u*k’(t). Since G(u)(t) E C for almost all 
t, we can define a self-mapping K of C([O, T]; cl@(A))) by K(u) = Q(G(u)). 
It can be shown that some iterate of K is a strict contraction. Hence K has a 
unique fixed point. We define this fixed point to be the unique generalized 
solution of (2.1) and (1.1) on [0, T]. Clearly a strong solution is also a 
generalized solution. If x belongs to the domain of A andfE BV([O, T]; X), 
then the generalized solution u of (2.1) and (1.1) is Lipschitzian on [O, T] 
(cf. [7, Theorem 41). If, in addition, X has the Radon-Nikodym property 
(RNP), then it follows that u belongs to W’31(0, TX) and is a strong 
solution of (2.1) and (1.1). Summing up this discussion, we obtain the 
following existence result. 
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THEOREM 2.1. The nonlinear Volterra integral equation (1.1) has a 
unique generalized solution uEC([O,co);X). If xED(A), fE 
B V,,,( [0, 00); X), and X has the RNP, then u is a strong solution. 
Consider now the approximating equations 
u,(t) + b*A,u,(t) = F(t), O,<t< co, (2.3) 
and 
U:(t) + (A, + 4)) I) u,(t) = g(t) + k(t) x - u,*k’(t), O<t<m, 
u,(O) = 4 
(2.4) 
where r is positive. 
Since A is not assumed to be m-accretive, its Yosida approximation A, is 
not defined on all of X. Therefore a new argument is required to show that 
these two (equivalent) problems have unique strong solutions u,: [0, co) -+ C. 
To this end, we need the following modification of [3, Theorem 1.41. 
LEMMA 2.2. Let C be a closed convex cone in X, J: C-1 C a 
Lipschitzian map, x a point in C, L > 0, G E L’(0, L; X) with G(t) E C for 
almost all 0 < t Q L, and K: [0, L] + [0, co a nonincreasing function. Then ) 
the problem 
v’(t) + v(t) = G(t) + Jv(t) - v*K’(t), O<t<L, 
v(0) =x 
(2.5) 
has a unique strong solution v E W’,‘(O, L; X) n C([O, L]; C). 
THEOREM 2.3. The problem (2.3) has a unique strong solution 
u,: [O, co)-+ c. 
Proof Let a and T be positive. Applying Lemma 2.2 with J = (a/r) J,, 
L = T/a, G(t) = ag(at) + ak(at) x, and K(t) = ak(at), we obtain a solution 
v: [0, T/a] -+ C of (2.5). Defining u: [0, T] -+ C by u(t)= v(t/a), and 
choosing a so that l/a - l/r = k(O), we arrive at a strong solution of (2.4) 
on [0, T]. Since the problems (2.3) and (2.4) are equivalent, and T is 
arbitrary, the result follows. 
The following extension of [7, Theorem 41 can also be established. 
THEOREM 2.4. For each positive r, let u,.: [0, co) + C be the strong 
solution of (2.3), and let u: [0, co)-+ C be the generalized solution of (1.1). 
Then lim,,,+ u,. = u in C([O, T]; X)for all T > 0. 
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We conclude this section with several facts that will be needed in the 
sequel. For the next two lemmata see [ 131 and [ 121, respectively. We 
continue to make the standard assumptions on the kernel b mentioned at the 
beginning of the section. 
LEMMA 2.5. If b is completely positive and b(0) = 1, then 0 < b(t) < 1 
for all t. 
LEMMA 2.6. Let the resolvent kernel k be defined by b + k*b = 1. If b is 
completely positive and k E L’(0, a; R), then b(oo) = lim,,, b(t) exists and 
is positive. In fact, b(a) = (1 + I] kill)-‘. 
The duality map from the Banach space X into the family of nonempty 
subsets of its dual X* is defined by 
J(x) = {x* E x*: (x, x*> = 1x1* = 1x* I’}. 
It is single-valued if and only if X is smooth. For x # 0, we denote 
inf{(yJ):j E Jx}/I I x and sup{(~,j):jEJxJ/lxl by (Y,x)- and (y,x>+, 
respectively; (y, 0)) and (y, O), are defined to equal -1 y / and I y (, respec- 
tively. 
LEMMA 2.7. Let k: [0, co)+ [0, a) be nonincreasing and right 
continuous, w E Wi,$([O, 00); X), and j(t) E J(w(t)) for each t. Then k*w, 
k* I w(, and k* (WI* are d@rentiable a.e., and 
(4 ($(k*W)JW) 2-&F* l~l’~~~~+~~~~~I~~~~l”~ 
(b) ($ ( k*wKO, 40 i _ > $ (k* I wl)W 
for almost all t > 0. 
ProoJ It can be shown that (d/dt)(k*w)(t) = w(0) k(t) + k*w’(t) = 
k(0) w(t) + w*k’(t) whenever k is continuous at t. Hence k*w (as well as 
k*lwI and k* Iw]‘) are differentiable a.e. Since (y,j)<]ylIxl<~lxl* + 
f 1 y I 2 for all j E J(x) and (y, x) + < 1 y 1, both (a) and (b) follow. 
We now modify two results of [ 11. 
LEMMA 2.8. Let the resolvent kernel k be deJned by b + k”b = 1. Let 
w: [0, a) + [0, a~) be continuous, h E L’(0, CD), and H(t) = w(t) + k*w(t) + 
If, h(s) ds. If b is completely positive, k E L’(0, co), and H is nonincreasing, 
then w is bounded and lim,,, w(t) exists. 
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Proof: Let G(t) = w(t) + k*w(t) = H(t) - lb h(s) ds. Since H is bounded 
below by -I( h l/i, H belongs to BV(0, co) and so does G. Since 
b(a) = lim,,, b(t) exists by Lemma 2.6 and w(t) = w(O) b(t) + 
I’, b(t - s) dG(s), we obtain 
lim w(t) = w(O) b(co) + b(co)(G(co) - G(0)) = b(co) G(co). 
t-rcc 
It is also clear that w is indeed bounded. 
LEMMA 2.9. Let u be the solution to (1.1). If 0 ER(A), kE L’(0, co), 
and g E L’(0, 03; X), then u is bounded and lim,,, 1 u(t) - zI exists for each 
2 in A - ’ (0). 
Proof Let u, be the strong solution of (2.4), z E A -l(O), and 
w,.(t) = lu,.(t) - zl. Using the facts that A, is accretive and A,.z = 0, as well 
as part (b) of Lemma 2.7, we see that 
f w,(t) + f (k*w,)(t) G I &)I + lx - z I k(t) 
for almost all t. Let h(t) = -( g(t)1 - Ix - zI k(t) and w(t) = [u(t) - zl. Since 
ff,(t) = w,(t) + (k*w,N) + sfi 4 s > d s is nonincreasing, Theorem 2.4 shows 
that so is the function H(t) = w(t) + (k*w)(t) + & h(s) ds. We complete the 
proof by appealing to Lemma 2.8. 
Finally, we mention three inequalities for the solutions of (1.1) (and the 
initial value problem (2.1)). 
LEMMA 2.10. Let u be the solution to (1. l), and let u, and uz be the 
solutions to (1.1) with F = F, and F = F,, respectively. If X has the RNP, 
then 
(4 b+(t) - GI- IQ4 - uzW/ + k* 1% - u21 (4 -k* Iu, - 4 (~1 
< 1 ’ I glP> - gAr) + W-)(x, - -%)I dr s 
for all s < t; 
< I ’ I g(r) - z + k(r)@ - Y)I dr s 
for all s < t and z E Ay. 
Proof: Since X has the RNP, the generalized solution to (1.1) is the limit 
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of a sequence of strong solutions. Therefore we may restrict our attention to 
strong solutions. In this case, the accretivity of A implies that 
lu1W - dOI - I h(S) - %(S)I 
G 
I 
f (g,(r) -g*(r) + kP)(Xl - x2) 
s 
- f (k*(u, - d)(r), ul@->  uAr))+ dr 
G c ’ I gl(r> - gk) + W(xl - x2)1 dr s 
- jsf (-$ (k*k - ~JN-)~ u&9 - Q-1) dr. - 
Part (a) now follows from Lemma 2.7(b). Part (b) is a special case of (a). 
3. ERGODIC THEORY 
In this section we present wo mean ergodic theorems for the solutions to 
the nonlinear Volterra integral equation (1.1) in Hilbert space. Several 
corollaries are also mentioned. 
Recall that a locally integrable U: [0, co) +X is said to be (weakly) 
almost convergent [ 141 (as T-r co) to z EX if the (weak) 
lim,, (VT) 1,“’ v(t) dt = z uniformly in c > 0. 
THEOREM 3.1. Let H be a Hilbert space and let u: [0, a~) + H be the 
solution of (1.1). If0 E R(A), k E L’(0, a,; R), and g E L’(0, 00; H), then u 
is weakly almost convergent to a zero ofA. 
Proof: We already know (Lemma 2.9) that u is bounded. The same 
lemma also implies that if fi and fi are two zeros of A, then 
linLM>J-l -.a exists. Therefore it suffices to show that if c, > 0, 
T, -+ co, and {(l/T,) ,T;“n u(t) dt} converges weakly to z, then z is a zero 
of A. To this end, let u,, r > 0, be the solution of (2.3) (or (2.4)) with 
u,(O) = u(O), B a maximal monotone extension of A with D(B) c 
clco(D(A)) c C, and y any point in D(B). Modifying the method of [ 11, we 
estimate 
(B,Y,Y -+J’+’ u,.(t) dr) 
c 
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from below by using part (a) of Lemma 2.7 and then let I-+ O+. Since 
B, y -+ Boy (the canonical restriction of B), we obtain 
BOY,Y-+j 
Tfc 
c 
+-$(k*(u-x)(T+c)-k*(u-x)(c),x-y). 
Since u is bounded, g E L ‘(0, co ; H), and k E L ‘(0, co ; R), the right-hand 
side of this inequality tends to 0 as T+ “o, uniformly in c > 0. Hence 
(B’y,y-z)>O for all yED(B), so that OEBz. If w=(I+A)-‘z, then 
(z - w, w - z) > 0. Therefore z = w E D(A) and 0 E AZ, as required. 
This result (and Theorem 3.4 below) improves upon the results of [I] and 
includes the known results for nonlinear semigroups [191. We do not know if 
Theorems 3.1 and 3.4 are valid outside Hilbert space. 
Theorem 3.1 has two immediate corollaries [ 10). 
COROLLARY 3.2. In the setting of Theorem 3.1, the solution u(t) of the 
integral equation (1.1) converges weakly as t -+ 03 to a zero of A if and only 
ifthe weak lim,,,(u(t + h) - u(t)) = Ofor all h > 0. 
For each positive s let K(s, t):R + -+ R be of bounded variation on R ‘, and 
denote is total variation by V(s). We say that the kernel K is strongly regular 
if sr EK(;f)r is bounded in s, lim,,, J”? K(s, t) dt = 1, and 
lim,,, . 
COROLLARY 3.3. In the setting of Theorem 3.1, let u: RS + H be the 
solution of the integral equation (1.1). If the kernel K is strongly regular and 
R(s) = l? K(s, t) u(t) dt, then R(s) converges weakly as s --t 00 to a zero 
of A. 
Let clco( W) denote the closed convex hull of the weak omega-limit set of 
{u(t): t > O), and let P: H -+ A -l(O) be the nearest point mapping onto the 
(closed and convex) zero set of A. The (weak) limit obtained in Theorem 3.1 
can be identified as the unique point in A - ‘(0) n clco( F+‘) [ 11, the 
asymptotic center of {u(t); t > 0}, and as the strong lim,,, Pu(t) (see 
Section 4). 
Remark. Using different assumptions, Hirano [9] has also proved a 
mean ergodic theorem for nonlinear Volterra integral equations. We can 
establish (weak) almost convergence in his setting too. 
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Under the assumptions of Theorem 3.1, strong almost convergence does 
not occur in general, even in the nonlinear semigroups case (b(t) = 1 and 
F(t) =x). However, when an additional assumption is made, strong almost 
convergence does take place. 
THEOREM 3.4. Let H be a Hilbert space and let u: [0, CQ) -+ H be the 
solution of (1.1). Assume that 0 E R(A), k E L’(0, co; R), and 
g E L’(0, co; H). Zf lim,,, lu(t + h) - u(t)1 exists uniformly in h > 0, then u 
is almost convergent to a zero ofA. 
Proof. Let z be the weak limit obtained in Theorem 3.1, 
L = lim,,, ] u(t) - z ] (which exists by Lemma 2.9), and a(h) = 
lim,, (u(t + h) - u(t)l. I n order to show that z is, in fact, a strong limit, we 
use he method of proof of [ 1, Theorem 2] and compute 
Z(c,T)= ;lTicu(t)dt-z~*. 
c 
To this end we first show that a*(h) almost converges to 2L*. This fact is 
then used to prove that 
(l/T2)!‘c+rjc’ra2(lt-s)l)dsdt 
c c 
=(l/T2)~‘~‘a2(~t-s~)dsdt-+L2 as T-+co. 
0 0 
Now we expand Z(c, T) and show that it does indeed converge to 0 as 
T-+ co, uniformly in c > 0. (Note that in [ 11, ~(1 t - s]) should be replaced 
by s(min(s, t)).) 
We conclude this section with an analog of Corollary 3.3. 
COROLLARY 3.5. In the setting of Theorem 3.4, let u: R ’ -+ H be the 
solution of the integral equation (1.1). Zf the kernel K is strongly regular and 
R(s) = 1” K(s, t) u(t) dt, 
0 
then R(s) converges strongly as s -+ 00 to a zero ofA. 
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4. CONVERGENCE 
Let the Banach space X be reflexive and strictly convex, and assume that 
0 E R(A). Then the nonempty zero set of A is closed and convex, and the 
nearest point mapping P: X+ A -l(O) is well delined. Let u be the solution to 
(1.1). In this section we present (strong) convergence theorems for 
I u(t) - Pu(t)l, Pu(t>, and u(t) itself. We then apply our results to two 
problems concerning heat conduction in materials with memory. 
THEOREM 4.1. Let X be a Banach space, and let u: [0, co) --f X be the 
solution of (1.1). Assume that 0 E R(A), and that X is rejlexive and strictly 
convex. Let P: X -+ A -l(O) be the nearest point mapping of X onto A -l(O). If 
k E L’(0, 00; R) and g E L’(0, co; X), then lim,,, [u(t) - Pu(t)( exists. 
Proof: Let v = U, be the solution of (2.4) with u,(O) = u(O), and denote 
A; ‘(0) = A -i(O) by K. For each x in X there is a point j(x) E J(x - Px) 
such that (y - Px, j(x)) < 0 for all y in K. It follows (see [4, p. 9401) that 
; d(v(t + h), K)2 - ; d(v(t), K)’ > (v(t + h) - v(t)&)), 
where j(t) belongs to J(v(t) - Pv(t)). Since the mapping x--t d(x, K) is 
Lipschitzian, we see that for almost all t > 0, 
+; Mu(t), K)2)(0 = (v’(OJ) 
= (-A,W,.W) + (g(t) + k(t) XJW) 
- (k(O) v(t) + v*k’(W(t)) 
G I g(t) + k(t) xl 44th K) 
- (k(O)(v(t) - Pv(t)) + (v - Pv)” k’(t) 
+ k(0) Pv(t) + Pv*k’(t),j(t)). 
Now note that v is bounded by Lemma 2.9, and that 
(k(0) Pv(t) + Pv*k’(t),j(t)) 
= 
J 
: (Pv(t - s) - Pv(t),j(t)) dk(s) 
f (k(t) WhAt)) 
> (k(t) W>&>). 
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Hence, for almost all t > 0, 
+ k(t) M for some constant M. 
Part (a) of Lemma 2.7 now implies that there is a function h in L ‘(0, co) 
such that 
d(u(t), I# + k*d(v, K)*(t) + 1’ h(s) ds 
0 
is nonincreasing. Letting r-, O+, we conclude that the same is true for 
d(u(t), K)* + k*d(u, K)*(t) + j’h(s) ds. 
0 
We complete the proof by appealing to Lemma 2.8. 
The next three results hold if a condition analogous to [21, (2.3)] is 
satisfied. Alternatively, we may assume that A -l(O) is boundedly compact. 
Theorem 4.1 will be used in the proof of our next result. We shall also use 
the asymptotic radius and the asymptotic center of {u(t): t > 0) (cf. [ 171). 
See [ 18, Proposition 2.11 for the nonlinear semigroups case. 
THEOREM 4.2. Let X be a uniformly convex Banach space, and let 
u: [0, 00) -+X be the solution to (1.1). Assume that 0 E R(A) and let 
P: X+ A -l(O) be the nearest point mapping of X onto A -l(O). If 
k E L’(0, a~) and g E L ‘(0, 03; X), then the strong lim,,, Pu(t) exists. 
ProoJ: Let R and y denote the asympotic radius and asymptotic enter of 
{u(t): t > 0} with respect to A-‘(O). On the one hand, lu(t) - Pu(t)l < 
IW-YL so that lim,,, lu(t) - Pu(t)l <R. On the other hand, if 
lim,,, [u(t) - Pu(t)l < R then for some E > 0, /u(s) - Pu(s)l <R - E for all 
s > to. If a condition analogous to [21, (2.3)] is satisfied, then there is a 
positive function h in L ‘(0, co) such that 
[u(t) - Pu(s)l - [u(s) - Pu(s)l <Ia h(r) dr for all t > s. 
s 
Therefore we can choose s > to such that [u(t) - Pu(s)( <R - s/2 for all 
t > s. Thus lim,,, I u(t) - Pu(s)l < R - c/2, a contradiction. We conclude 
that 
lim I u(t) - Pu(t)l = R. t-00 
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We claim that lim I+m J%(t) =y. If this were false, then we would have 
IW/J -YI a E f or some E > 0 and t, + co. Let 6 denote the modulus of 
convexity of X. There is a positive p such that 
R, = [l - 8(e/(R +p))](R tp) < R. 
We also have ] U(tk) - Pu(t,)l < R -tp and (u(t,J - y ( < R t p for all large 
enough k. Therefore 
Iu(tk)-(Pu(t&ty)/2)< [l-&I@ tpNl(R+p)=Rl. 
Since the points wk = (Pu(t,) + y)/2 belong to A -l(O) and u is bounded, a 
condition analogous to [2 1, (2.3)] g a ain provides us with a positive 
L ‘(0, co) function h such that 
144 - %I < IGJ - WI f !1p h(r) dr for all t > t,. 
Hence there is an m such that 
We obtain a contradiction by letting t--t m. The proof is complete. 
We now use Theorem 4.2 to identify the limit obtained in Theorem 3.1. 
PROPOSITION 4.3. Let H be a Hilbert space and let u: [0, co)-+ H be the 
solution of (1.1). Then the weak limit obtained in Theorem 3.1 coincides with 
the asymptotic center of {u(t): t > 0} and with the strong lim,,, Pu(t) 
obtained in Theorem 4.2. 
Proof. Let z and y be the limits obtained in Theorems 3.1 and 4.2, 
respectively. Since 
(z - Pu(t), u(t) - Pu(t)) < 0 
for all t > 0, we see that 
(z -Y, u(t) - Pu(t)> < (Pu(t) -Y, 40 - Pu(t)) 
< lW> -Y I I at> - WI. 
Hence 
(z-y,fjoTu(t)+,jo~ ) oT Pu(O dt < WV’I j IPW --Yl dt 
for some constant M. It follows that ]z - y ]* Q 0 and z = y, as claimed. 
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Let X be a reflexive Banach space which is both strictly convex and 
smooth. Let A be an accretive operator in X. Assume that 0 E R(A) and let 
P: X+A -l(O) be the nearest point mapping onto the zero set of A. Recall 
that A is said to satisfy the convergence condition [ 16, IS] if [x,, y,] E A, 
Ix,l<kf, ].v,]\<M, and lim,,,(y,,J(x,-Px,))=O imply that 
lim,,, /x, - Px, 1 = 0. 
THEOREM 4.4. Let X be a reflexive Banach space, and let u: [0, co) +X 
be the solution of (1.1). Assume that X is both strictly convex and smooth, 
and that OER(A), kEL’(0, oo), and gEL’(0, co;X). If A satisfies the 
convergence condition, then u(t) converges trongly as t--t 00 to a zero ofA. 
Prooj Assume first that u(O) =x belongs to D(A) and that 
gE C’((0, co);X)n W’V’(O, co;X). Then u is a strong solution of (1.1) and 
there is a function w in L:,,(O, co; X) such that w(t) E Au(t) and 
u’(t) + $ (k*u)(t) + w(t) = g(t) + k(t) x 
for almost all t > 0. Following the method of proof of Theorem 4.1, but 
retaining the term involving (w(t),J(u(t) - Pu(t))), we see that there is a 
function h in L’(0, co) such that 
lu(t) - Pu(t)12 + k* Iu - Pu12 (t) 
+ i,’ (w(s), J(u(s) - Pu(s))) ds + i,’ h(s) ds 
is nonincreasing. Hence the nonnegative function (w(s), J(u(s) - Pu(s))) 
belongs to L ‘(0, co) and 
limzf (w(t), J(u(t) - Pu(t))) = 0. -a 
In order to prove that w belongs to L O” (0, co ; X), we let h be positive and 
use part (b) of Lemma 2.7 to obtain an inequality for lu(t + h) - u(t)j. We 
then let h + 0+ and conclude that there is a constant M such that the 
function 
1 u’(t)1 -t k* I u’ I (t) - i,; 1 g’(s)1 ds + Mk(t) 
is nonincreasing. Since g’ belongs to L’(0, co;X), it follows that u’ is 
bounded and so is w. We can now apply the convergence condition and infer 
that 
lim bf (u(t) - Pu(t)( = 0. -+ 
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Since lim,,, 1 u(t) - Pu(t)] exists by Theorem 4.1, we have, in fact, 
lim,,(u(t) - Pu(r)) = 0. If a condition analogous to [21, (2.3)] is satisfied, 
then there is a positive function q in L ‘(0, co) such that 
The convergence of u(t) as t -+ co follows. It is clear that the limit is a zero 
of A. Since C’([O, ao);X)n Wi9’(0, co;X) is dense in L’(0, co;X), we can 
use part (a) of Lemma 2.10 to establish the same result for all solutions of 
(1.1) with gE L’(0, (x,;X). 
We now apply Theorem 4.4 to two problems of nonlinear heat flow in 
materials with memory. The first example [5,6, l] is in one space dimension, 
and the second [5] in several space dimensions. 
EXAMPLE 4.5. Let cr be a real-valued, continuously differentiable 
function on (-co, 00) such that a(O) = 0 and a’(t) >pO > 0 for some p. and 
all t. We define an accretive (equivalently, monotone) operator A in L’[O, I] 
by 
Au = - cou(#x)x, 
where c0 is positive and D(A) = {u E H’[O, 11: u’(0) = u'(l) = O}. 
EXAMPLE 4.6. Let R be a bounded domain in R” (n = 2 or 3 for heat 
flow) with smooth boundary I’. Let m: [0, co)+ R be a continuously 
differentiable function such that m(t) > p, and tm’(t) + m(t) )po for some 
p0 > 0 and all t > 0. We define a monotone operator A in L*(s2) by 
Au=-V.(m(]Vu/)Vu) 
with D(A) = {u E H’(0): V . (m(] VU]) VU) E L*(G) and au/&r = 0 on r}. 
In both examples the zero set of A consists of the constants and A can be 
shown to satisfy the convergence condition. Therefore the solution u(t) of the 
nonlinear Volterra integral equation (1.1) converges trongly as t--f co to a 
zero of A by Theorem 4.4. In other words, the temperature tends to a 
constant limit. 
Note that Theorem 4.4 applies to Dirichlet boundary conditions (where A 
is strongly monotone) as well as to Neumann boundary conditions (where A 
is not strongly monotone). Thus we are not restricted to the case of Dirichlet 
boundary conditions and to the case of a unique zero as in [5] and [6], nor 
do we have to impose an additional condition on k as in [ 11. 
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5. UNBOUNDED TRAJECTORIES 
In this section we examine the asymptotic behavior of the solutions to 
(1.1) when A is possibly zero free. This seems to be the first time that results 
in this direction are established for the nonlinear Volterra integral equation 
(1.1). 
Let d(x, D) denote the distance of a subset D of X from a point x in X. 
Recall that a (closed) subset D of X is said to have the minimum property if 
d(0, clco(D)) = d(0, D). A n accretive operator A is said to satisfy the range 
condition if R(I + rA) 3 cl(D(A)) for all positive r. The following fact is 
Theorem 5.1 of [20]. 
PROPOSITION 5.1. Let X be a Banach space, and let A c X X X be an 
accretive operator that satisfies the range condition. If Xx is strictly convex, 
then cl(R(A )) has the minimum property. 
Let U be the unit sphere of X. Recall that the norm of X is said to be 
Frtchet differentiable if for each x in U, lim,,,(]x + ty( - Ix/)/t exists 
uniformly for y in U. We shall also need the following known lemma 
(cf. [81). 
LEMMA 5.2. The norm of X* is Frechet differentiable if and only ifX is 
reflexive and strictly convex, and has the following property: if the weak 
lim,+, x, =x and Ix,1 -+ (xl, then {x,} converges trongly to x. 
We are now ready to establish the main results of this section. 
THEOREM 5.3. Let X be a smooth Banach space, and let u: R ’ --)X be 
the solution to the nonlinear Volterra integral equation (1.1). Assume that 
kE L’(0, 00; R), 
lim F(t)/t = 0, and 
t-00 
;\; (l/t) If / g(s)1 ds = 0. 
0 
(a) If X is reflexive and strictly convex, then the weak 
lim,, Wl(~:, b(s) ds) = - v, where v is the unique point of least norm in 
clco(R(A)). 
(b) rf the norm of X* is Frechet dtrerentiable, then the strong 
lim,, u(t)/(J”h b(s) ds) = -v, and v E cl(R(A)). 
ProoJ Consider the strong solution u, to the approximating equation 
(2.3), and let B(t) = If, b(s) ds. Since (b*A,u,)(t)/B(t) belongs to clco(R(A,)) 
for each t, we see that 
4-urWW)~ clc@ (A A)) < I W)lIB(O. 
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By Lemma 2.6, b(co) = lim,,, b(t) exists and is positive. It is also clear 
that R(A,) c R(A) for all r. Hence 
and 
pil B(t)/t = b(o3) 
lim d(-u,.(t)/R(t), clco(R(A))) = 0, 
t-m 
uniformly in r > 0. Theorem 2.4 now implies that 
lim d(-u(t)/B(t), clco(R(A))) = 0. 
t+cc (5.1) 
Since the cone condition is stronger than the range condition, cl(R(A)) has 
the minimum property by Proposition 5.1. We denote d(0, clco(R(A))) = 
d(0, R(A)) by d. Note that (5.1) implies, in particular, that 
lim &f ( u(t)(/R(f) > d. (5.2) 
NOW let z E Ay. Given a positive E, there is t,, such that 1 u(t) - y 1 > 
(d - E) B(t) for all t > to. For such t we have 
(k*lu-y()(f)+(d--)(k*B)(t,))(( k(t-s)(u(s)-ylds 
to 
+ (d - c)(k*B)(t,) > (d - E)(k*B)(t). 
Since 
lim (k*B)(t)/B(t) = fl@~ (k*b)(t)/b(t) 
t+w 
= ;*; (1 - b(t))/b(t) = (1 - b(oo))/b(co), 
we can conclude that 
lir”,rrf (k* (u -yl)(t)/B(t) > d(l - b(co))/b(co). (5.3) 
We now use part (b) of Lemma 2.10 to obtain the inequality 
lu(t)-yl~Ix-~l+jt/~(r)ld~+ (fk(Wj lx--y1 
0 0 
+ Izl t - (k” 1~ -vlW 
Combining this inequality with (5.3), we see that 
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Consequently, 
lim s,“p ] u(t)]/B(t) < d. --t 
By (5.2) we have, in fact, 
(5.4) 
Now let w be a weak subsequential limit of u(t)/B(t). Since X is reflexive 
and strictly convex, the closed convex set clco(R(A)) does indeed contain a 
unique point u of norm d. Clearly 1 w 1 < d. But --w belongs to clco(R(A)) by 
(5.1). Therefore --w must coincide with u and part (a) is established. The 
strong convergence statement in part (b) follows from part (a), (5.4), and 
Lemma 5.2. The point u is already in cl@(A)) by part (b) of [20, 
Theorem 2.21. This completes the proof. 
We emphasize that Theorem 5.3 is new even in Hilbert space. It is also of 
interest when b is identically equal to 1. In this case the integral equation 
(1.1) reduces to a quasi-autonomous Cauchy problem. A somewhat different 
proof of Theorem 5.3 can be based on the estimate of [6, Theorem 3.11. 
Combining Theorem 5.3 with the proof of Theorem 3.1, we obtain the 
following result. 
COROLLARY 5.4. Let H be a Hilbert space, and let u: [0, a) + H be the 
solution to (1.1). In the setting of Theorem 5.3, 
(a) 0 E R(A) if and only if u is bounded; 
(b) 0 E cl@(A)) but 0 6G R(A) if and only if u is unbounded and 
fiz u(t)/ (r’ b(s) ds) = 0; 
0 
(c) 0 @ cl@(A)) $and only iflim,,, (u(t)]/(JL b(s) ds) > 0. 
Note added in prooJ (1) It seems that a condition analogous to 121, (2.3)] is satisfied 
only when k = 0. Therefore we have to assume in Theorems 4.2 and 4.4, as well as in 
Proposition 4.3, that A -l(O) is boundedly compact. More details can be found in the paper by 
S. Reich entitled Nonlinear Semigroups, Holomorphic Mappings, and Integral Equations 
(“Proceedings, Symp. Pure Math.,” Amer. Math. Sot., Providence, R.I., to appear). Note that 
this is indeed the case in Examples 4.5 and 4.6. 
(2) In the same paper it is shown that strong convergence of the solution to (1.1) also 
occurs when the interior of A -l(O) is not empty. A more general convergence result is 
possible in the context of [4]. 
(3) By using Theorem 2 of the paper by S. Reich, Asymptotic Behavior of Resolvents in 
Banach Spaces (Atti Accad. Nur. Lincei 67 (1979) 27-30), it can be shown that 
Corollary 5.4 is also true outside Hilbert space. 
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