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ABSTRACT
Customers of online communication and collaboration services (which bring
together different capabilities such as video conferencing, online meetings, screen sharing,
webinars, Web conferencing, and calling) have been asking for more control over the
appearance and the layout of their meetings. In particular, those customers wish to create
a custom layout governing how video and shared content will be displayed in a meeting
window. Current collaboration services lack such a capability. To address that lack,
techniques are presented herein that support the generation of a stage view. Importantly,
the generation of such a view requires minimal or no user interaction. Aspects of the
presented techniques may allow a user to upload an image to customize a stage background,
may employ elements of deep learning to automatically detect and recognize all of the
different objects that are depicted in an uploaded image, may offer predefined rules to
classify the type of the recognized objects as either background or foreground, may employ
image matting algorithms in support of such a background-foreground segmentation, and
may employ predefined rules to set the priority of the different background objects to
automatically display meeting content.
DETAILED DESCRIPTION
As an initial matter, it will be helpful to confirm the meaning of an element of
nomenclature. The discussion below refers to an online communication and collaboration
service. Such a service, which for simplicity of exposition may be referred to herein as a
collaboration service, brings together different capabilities such as video conferencing,
online meetings, screen sharing, webinars, Web conferencing, and calling.
Collaboration service customers have been asking for more control over the
appearance and the layout of their meetings. In particular, those customers wish to create
a custom layout governing how video and shared content will be displayed in a meeting
window.
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Current collaboration services lack such a capability. For example, one
collaboration service allows a user to customize a stage by adding up to eight additional
participants to the stage and then choosing to show the active speaker on the stage when
sharing content with a total of nine participants. Another collaboration service provides a
standard set of background scenes and allows a host to also upload a custom scene, but
there are no predefined spaces when using a custom scene so a participant's video must be
manually placed by the host.
To address the lack that was described above, techniques are presented herein that
support the generation of a custom stage view. Importantly, the generation of such a view
requires minimal or no user interaction.
According to aspects of the techniques presented herein, when a user opens a
"Customize and sync stage" panel, an empty stage view may be displayed as shown in
Figure 1, below.

Figure 1: Illustrative Empty Stage View
As depicted in Figure 1, above, from the panel a user may select a "Show active
speaker" option or a "Show shared content" option. Additionally, the user may move or
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drag videos to the stage from a film strip or from a participant panel. Further, the user may
synchronize the stage to other participants.
As further depicted in Figure 1, above, a user may customize the stage background
by uploading an image. To initiate such an action, the user may select a "+" button (which
is highlighted in the figure by a large upward-pointing arrow) to upload an image to create
a custom stage scene. An example of such a scene is presented in Figure 2, below.

Figure 2: Exemplary Custom Stage Scene
An uploaded image (as described above) may be displayed on the stage area and a
client, or a server, may automatically detect and recognize all of the different objects that
are depicted in the image. Aspects of the techniques presented herein may employ elements
of deep learning for such object recognition.
After the different objects are recognized, predefined rules may be used to classify
the objects into one of two categories – background and foreground. Background objects
encompass areas that are used to display meeting content, such as a blackboard to display
the shared content or a chair to display a participant's video. Foreground objects (such as a
desk or a water cup before a participant's video) may be overlaid on meeting content.
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According to aspects of the techniques presented herein, image matting algorithms
may be employed in support of the background-foreground object segmentation that was
described above.
Table 1, below, presents a number of exemplary predefined rules that may be
employed to classify background and foreground objects.
Table 1: Exemplary Predefined Rules
Background Objects

Foreground Objects

Backboard

Desk

Whiteboard

Water cup

Photograph frame

Desk name plate

Chair

Blackboard eraser

Sofa

Telephone

Map

…

Computer monitor

…

Laptop screen

…

…

…
On a stage area, any background objects may be marked with a red box and any

foreground objects may be marked with a blue box. Figure 3, below, illustrates elements
of such designations.
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Figure 3: Illustrative Stage Area Designations
In Figure 3, above, the background objects Map, Blackboard, Chair 1, Chair 2, and
Chair 3 may (as described above) be enclosed within a red box and the foreground objects
Eraser, Desk 1, Desk 2, and Desk 3 may (as described above) be enclosed within a blue
box.
Referring again to Figure 3, above, a user may right-click on a box to change the
type of the associated object. Additionally, a user may also adjust the position or the size
of a red box to best fit the meeting content.
Predefined rules may also be used to set the priority of the different background
objects to display meeting content. One example of such a rule may indicate that shared
content is the first priority to display on the largest object (e.g., a blackboard, a whiteboard,
etc.), an active speaker’s or presenter's video is the second priority to display on the second
largest object, and the third priority is other videos that may be moved to the stage.
Figure 4, below, presents elements of an example where a user selected the "Show
active speaker" option, selected the "Show shared content" option, and moved three
participants to the stage.

5
Published by Technical Disclosure Commons, 2022

6821
6

Defensive Publications Series, Art. 5431 [2022]

Figure 4: Exemplary Arrangement
As depicted in Figure 4, above, the shared content may automatically be placed on
the blackboard, the active speaker may automatically be placed on the map, and the three
participants may automatically be placed between the chairs and the desks.
According to aspects of the techniques presented herein, a user may also select how
a participant’s video should be displayed. Examples of such display options may include a
people focus mode (where the video may be cropped) or an immersive mode (where a
background may be removed). According to further aspects of the techniques presented
herein, a user may synchronize their stage to the other meeting participants.
In summary, techniques have been presented herein that support the generation of
a stage view. Importantly, the generation of such a view requires minimal or no user
interaction. Aspects of the presented techniques may allow a user to upload an image to
customize a stage background, may employ elements of deep learning to automatically
detect and recognize all of the different objects that are depicted in an uploaded image,
may offer predefined rules to classify the type of the recognized objects as either
background or foreground, may employ image matting algorithms in support of such a
background-foreground segmentation, and may employ predefined rules to set the priority
of the different background objects to automatically display meeting content.
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