In this paper, Ostrowski and Brauer type theorems are derived for the left and right eigenvalues of a quaternionic matrix. Generalizations of Gerschgorin type theorems are discussed for the left and the right eigenvalues of a quaternionic matrix. Thereafter a sufficient condition for the stability of a quaternionic matrix is given that generalizes the stability condition for a complex matrix. Finally, a characterization of bounds for the zeros of quaternionic polynomials is presented.
Introduction
This paper attempts to study localization theorems for matrices over a quaternion division algebra, which include the Ostrowski, Brauer, and Gerschgorin type of theorems. Bounds for the zeros of quaternionic polynomials are also considered. Localization theorems for quaternionic matrices have received much attention in the literature due to their applications in pure and applied sciences, especially in quantum theory [1, 2, 4, 6, 8, 13, [17] [18] [19] 25, 28, 29, [34] [35] [36] . Unlike the case of matrices over the field of complex numbers [3, 5, 11, 23, 33] , localization theorems for quaternionic matrices have been proposed for left and right eigenvalues separately in [16, 36, 37] . Ostrowski and Brauer type theorems for the right eigenvalues of a quaternionic matrix with all real diagonal entries have been introduced in [37] . A Brauer type theorem for the left eigenvalues of a quaternionic matrix has been considered in [16, Theorem 4] . Moreover, localization theorems for special quaternionic matrices, for instance, central closed quaternionic matrices, have been presented in [16] .
In the first part of this paper, we provide a general framework for localization theorems for quaternionic matrices. Let M n (H) be the space of all n × n quaternionic matrices. Then, for any A = (a ij ) ∈ M n (H), we prove a Ostrowski type theorem which states that all the left eigenvalues of A are located in the union of n balls T i (A) := {z ∈ H : |z − a ii | ≤ r i (A) γ c i (A) 1−γ }, where r i (A) := n j=1, j =i |a ij | and c i (A) := n j=1, j =i |a ji |, ∀ γ ∈ [0, 1]. From this result, we deduce a sufficient condition for invertibility of a quaternionic matrix. We also proved that the Ostrowski type theorem is valid for the right eigenvalues when all the diagonal entries of the quaternionic matrix A are real.
We find that the Brauer type theorem, proved in [16, Theorem 5] for the left eigenvalues in the case of deleted absolute column sums of a quaternionic matrix, is incorrect, and we prove a corrected version. In addition, we derive some stronger results than [16, Theorems 6, 7] and [37, Theorem 4.3] . In fact, in the case of the generalized Hölder inequality over the skew field of quaternions, we show that all the left eigenvalues of A = (a ij ) ∈ M n (H) are contained in the union of n generalized balls: B i (A) := {z ∈ H : |z − a ii | ≤ (n − 1) Further, we prove that all the right eigenvalues of A ∈ M n (H) with all real diagonal entries are contained in the union of n generalized balls B i (A). In the sequel, we present localization theorems for the right eigenvalues of quaternionic matrices.
In the second part of this paper, we provide bounds for the zeros of quaternionic polynomials using the aforementioned localization theorems. Recall that quaternionic polynomials in general are expressed in the following forms 
where q j , z ∈ H, (0 ≤ j ≤ m). The polynomials (1) and (2) are called simple and monic if q m = 1. Some recent developments on the location and computation of zeros of quaternionic polynomials can be found in [7, 14, 15, 20-22, 26, 30] . As a consequence of the localization theorems for quaternionic matrices, we provide sharper bounds compared to the bound introduced by G. Opfer in [22] for the zeros of quaternionic polynomials. Finally, we provide bounds for the zeros of quaternionic polynomials in terms of powers of the companion matrices associated with the quaternionic polynomials (1) and (2) . Some of our bounds are sharper than the bound from [22] .
The paper is organized as follows: Section 2 reviews some existing results from [24, 35] . Section 3 discusses the Greshgorin type, Ostrowski type, and Brauer type theorems for the left and right eigenvalues of a quaternionic matrix. Section 4 explains bounds for the zeros of p l (z) and p r (z). Comparisons are made with the bound provided in [22] . A sufficient condition for the stability of a quaternionic matrix is also given. Section 5 introduces bounds for the zeros of the polynomials p l (z) and p r (z) in terms of powers of their companion matrices. Finally, Section 6 summarizes this work.
Preliminaries
Notation: Throughout the paper, R and C denote the fields of real and complex numbers, respectively. The set of real quaternions is defined by H := {q = a 0 + a 1 i + a 2 j + a 3 k : a 0 , a 1 , a 2 , a 3 ∈ R} with i 2 = j 2 = k 2 = ijk = −1. The conjugate of q ∈ H is q := a 0 − a 1 i − a 2 j − a 3 k and the modulus of q is |q| := a 2 0 + a 2 1 + a 2 2 + a 2 3 . ℑ(a) denotes the imaginary part of a ∈ C. The real part of a quaternion q = a 0 + a 1 i + a 2 j + a 3 k is defined as ℜ(q) = a 0 . The collection of all n-column vectors with elements in H is denoted by H n . For x ∈ K n , where K ∈ {R, C, H}, the
T and the conjugate transpose of x is defined as x H = [x 1 , . . . , x n ]. For x, y ∈ H n , the inner product is defined as x, y := y H x and the norm of x is defined as x := x, x . The sets of m × n real, complex, and quaternionic matrices are denoted by M m×n (R), M m×n (C), and M m×n (H), respectively. When m = n, these sets are denoted by M n (K), K ∈ {R, C, H}. For A ∈ M m×n (K), the conjugate, transpose, and conjugate transpose of A are defined as
, where 1 ≤ p < ∞ and
is called an equivalence class of q ∈ H. Let x ∈ H n . Then x can be uniquely expressed as
This function ψ is an injective linear transformation from H n to C 2n .
Definition 2.1 Let A ∈ M n (H). Then A can be uniquely expressed as A = A 1 + A 2 j, where
The matrix Ψ A is called the complex adjoint matrix of A.
Then the left, right, and the standard eigenvalues, respectively, are given by
Λ r (A) := {λ ∈ H : Ax = xλ for some nonzero x ∈ H n } and 
Definition 2.4 Let A ∈ M n (H). Then the matrix A is said to be stable if and only if
H , where
Definition 2.6 A matrix A ∈ M n (H) is said to be invertible if there exists B ∈ M n (H) such that AB = BA = I n , where I n is the n × n identity matrix.
We next recall the following result necessary for the development of our theory.
Theorem 2.7 [35, Theorem 4.3] . Let A ∈ M n (H). Then the following statements are equivalent:
A has no zero eigenvalue.
Let A := (a ij ) ∈ M n (H) and define the absolute row and column sums of A as Proof. Let λ be a left eigenvalue of A. Then there exists x( = 0) ∈ H n such that (A − λI n )x = 0. This can be written as Ψ (A−λIn) ψ x = 0. Hence it follows that λ is a left eigenvalue of A if and only if det
The Gerschgorin type theorem for the left eigenvalues using deleted absolute row sums of a matrix A ∈ M n (H) is proved in [36] . However, the Gerschgorin type theorem for the left eigenvalues using deleted absolute column sums of A has not yet been established. We now state and prove the theorem. 
Proof. Let λ be a left eigenvalue of A. Then from Lemma 3.1, λ is a left eigenvalue of A H .
Then there exists some nonzero x ∈ H n such that
and let x t be an element of x such that |x t | ≥ |x i |,
This shows
We now have the following localization theorem for the deleted absolute row and column sums of a matrix A ∈ M n (H) which is known as Ostrowski type theorem. 
Proof. Let λ be a left eigenvalue of A. Then by [36, Theorem 6] , for γ ∈ [0, 1], we have
Similarly, from Theorem 3.2, we obtain
Combining (3) and (4), we get
Thus, all the left eigenvalues of A are located in the union of n balls T i (A). Next, we derive Ostrowski type theorem for right eigenvalues of A ∈ M n (H) with all real diagonal entries. 
Proof. Let λ be a right eigenvalue of A. Then there exists some nonzero x ∈ H n such that Ax = xλ. Let x := [x 1 , . . . , x n ] T ∈ H n and let x t be an element of x such that
From the t-th equation of Ax = xλ, we have
Since a tt ∈ R, a tt x t = x t a tt . Proceeding as in the proof of Theorem 3.2, we obtain
From [27, Corollary 2.7] , λ is also a right eigenvalue of A H . Then
Let γ ∈ [0, 1]. Then from (6) and (7), we obtain
Combining (8) and (9), we get
Corollary 3.5 For any A := (a ij ) ∈ M n (H), n ≥ 2 and for any γ ∈ [0, 1]. Let us assume that
Then A is invertible.
Proof. On the contrary, suppose A is not invertible. Then by Theorem 2.7, there is a left eigenvalue λ = 0 of A. Now from Theorem 3.3, we obtain |a ii | ≤ r i (A) γ c i (A) 1−γ . This contradicts our assumption (10) . Hence A is invertible.
It is known that a quaternionic matrix A ∈ M n (H) may have at most 2n complex right eigenvalues. From Theorem 3.4, all the complex right eigenvalues of a matrix A = (a ij ) ∈ M n (H) with all real diagonal entries lie in the union of n-discs
The Brauer type theorem is proved in [16] for the left eigenvalues in the case of deleted absolute column sums of a matrix A ∈ M n (H). That is, if λ ∈ Λ l (A), then its conjugate λ lies in the union of n(n−1) 2 ovals of Cassini. However, this is incorrect as the following example suggest:
Then by [16, Theorem 5] , oval of Cassini is given by {z ∈ H : |z − i| |z − j| ≤ 0} . Here, i is a left eigenvalue of A and its conjugate −i is not contained in the above oval of Cassini.
According to [16, Theorem 5] 
where
However, this result is not necessarily true as
which follows from Example 3.6. Now, we derive a corrected version of [16, Theorem 5] as follows:
Then all the left eigenvalues of A are located in the union of
ovals of Cassini
Proof. Let λ be a left eigenvalue of A. Then by Lemma 3.1, λ is a left eigenvalue of A H .
Clearly, if all the other elements of x are zero, then the required result holds. Let x s and x t be two nonzero elements of
a js x j = λx s , which implies
Similarly, from A H x = λx, we obtain
Combining (12) and (13), we have
Hence, all the left eigenvalues of A are located in the union of
Theorem 7 of [16] was stated for a central closed quaternionic matrix. Now we generalize this result for all quaternionic matrices as follows. 
Proof. Let λ be a left eigenvalue of A. Then by [16, Theorem 4] and Theorem 3.7, for γ ∈ [0, 1], we have
and
Combining (14) and (15), we have
Corollary 3.9 For any
ovals of Cassini
Proof. Substituting γ = 0, 1 in Theorem 3.8, we obtain the following:
Combining (a) and (b), we get the required result.
The following result provides better estimate than Theorem 3.4.
Then all the right eigenvalues of A are located in the union of 
Combining (16) and (17), we have
From Theorem 3.11, all the complex right eigenvalues of a matrix A := (a ij ) ∈ M n (H) with a ii ∈ R, 1 ≤ i ≤ n are contained in the union of
The following theorem shows that Theorem 3.8 is sharper than Theorem 3.3.
Theorem 3.12 Let
where G(A) and G(A) are defined in Theorem 3.3 and Theorem 3.8, respectively.
Proof. Let z ∈ K ij (A) and fix any i and j, (1 ≤ i, j ≤ n, i = j). Then from Theorem 3.8,
Now the following two cases are possible.
As the left side of (20) cannot exceed unity, one of the factors of the left side can be at most unity, that is,
From Theorem 3.3 and Theorem 3.8, we obtain
Similarly, we have the following relation between Theorem 3.11 and Theorem 3.4.
Theorem 3.13 Let
where G(A) and G(A) are defined in Theorem 3.4 and Theorem 3.11, respectively.
Proof. The proof is similar to the proof of Theorem 3.12.
The following example illustrates Theorem 3.13 for complex right eigenvalues of a matrix (11), we get the following three discs:
Similarly, let γ = 1/4 in (18), we get the following three discs: Figure 1 : Location of the complex right eigenvalues of the matrix A from Example 3.14.
We are now ready to derive the following localization theorem for left eigenvalues of a quaternionic matrix. 
for any p, q ∈ (1, ∞) with
Proof. Let µ be a left eigenvalue of A. Then there exists some nonzero x ∈ H n such that
T ∈ H n and let x t be an element of x such that |x t | ≥ |x i |,
This implies
Applying the generalized Hölder inequality to (22) , we have
Similarly, using
Combining (23) and (24) for γ ∈ [0, 1], we have
that is, |µ − a tt | ≤ (n − 1)
Let us relate Theorem 3.15 to some existing results:
• Setting p = q = 2 and γ = 1 implies that the left eigenvalues of A := (a ij ) ∈ M n (H) are contained in the union of n Greschgorin balls
. This result can be found in [36, Theorem 6] .
• Setting p = q = 2 and γ = 0 implies that the left eigenvalues of A := (a ij ) ∈ M n (H) are contained in the union of n balls
. This result can be found in [34, Theorem 1] .
We now present a generalization of [36, Theorem 7] and [37, Theorem 3.1] by applying the generalized Hölder inequality over the skew field of quaternions. For a general matrix A := (a ij ) ∈ M n (H) , all the right eigenvalues may not lie in the union of n generalized balls
On the other hand, we show that every connected region of the generalized balls B i (A), 1 ≤ i ≤ n contains some right eigenvalues of A. 
Proof. Let µ be a right eigenvalue of A. Then there exists some nonzero vector x ∈ H n such that Ax = xµ. Let x := [x 1 , . . . , x n ]
T ∈ H n and choose x t from x as given in Theorem 3.15. Consider ρ ∈ H such that x t µ = ρx t . Then we have
Using the method from the proof of Theorem 3.15, we have
Let us relate Theorem 3.16 to some existing results:
• Substituting p = q = 2 and γ = 1, we obtain
This result can be found in [36, Theorem 7] .
• Substituting p = q = 2 and γ = 0, we get
This result can be found in [37, Theorem 3.1].
We next present a sufficient condition for the stability of a matrix A ∈ M n (H). Proof. Let λ ∈ Λ r (A). From Theorem 3.16 there exists 0 = ρ ∈ H such that ρ
Proposition 3.17 Let
Without loss of generality, we assume ρ −1 λρ ∈ B l (A), that is,
Then from (27) , we obtain
The equality (28) is possible when λ 1 < 0, that is, ℜ(λ) < 0, hence λ ∈ H − . This shows that the matrix A is stable. When all the diagonal entries of a matrix A ∈ M n (H) are real, we have the following theorem. 
, where p, q ∈ (1, ∞) with
Proof. Let λ be a right eigenvalue of A. Then there exists some nonzero vector x ∈ H n such that Ax = xλ. Let x := [x 1 , . . . , x n ]
T ∈ H n and let x t be an element of x such that
since a tt ∈ R, so a tt x t = x t a tt . Then from the proof method of Theorem 3.15, we have
The above result has great significance as Hermitian and η-Hermitian matrices have all real diagonal entries. In general, η-Hermitian matrices arise widely in applications [12, 31, 32] . To that end, we state the following proposition when all diagonal entries of A ∈ M n (H) are real. In particular, this result gives a sufficient condition for the stability of a matrix A ∈ M n (H).
Proposition 3.19 Let
where p, q ∈ (1, ∞) with
From Theorem 3.18, all the complex right eigenvalues of a matrix A = (a ij ) ∈ M n (H) with all real diagonal entries lie in the union of n-discs
However, if diagonal entries are from C \ R, then it is not necessary that all the complex right eigenvalues of A are contained in the union of n-discs D i (A), 1 ≤ i ≤ n as the following examples suggest. 
and
From Figure 3 , the standard right eigenvalues of A are λ 1 , λ 3 , and λ 5 . Then
Also, from Figure 3 , we observe that ℜ(λ i ) ∈ H − (i = 1, 3, 5). Hence
Thus the matrix A is stable.
In general, similar quaternionic matrices may not have the same left eigenvalues, see, [36, Example 3.3] . However, the following result is true. Proof. Let λ be a left eigenvalue of A. Then there exists some nonzero vector x ∈ H n such that Ax = λx. Let W be an invertible real matrix. Then
Now, W AW −1 W x = λW x. Setting W x = y implies W AW −1 y = λy. 
Applying Theorem 3.3 to W −1 AW , we get the following theorem which may be sharper than Theorem 3.3 depending upon the choice of W . 
Since the above theorem holds for every W = diag(w 1 , w 2 , . . . , w n ), where w i ∈ R + , we have
where M n (S) is a set of real diagonal matrices with non-negative entries. T S (A) is called the minimal Ostrowski type set for the matrix A. Substituting γ = 1 in Theorem 3.23, we obtain
where η S (A) is called the first minimal Gerschgorin type set for the matrix A.
For γ = 0 in Theorem 3.23, we have
where Ω S (A) is called the second minimal Gerschgorin type set for the matrix A.
Equivalently, applying Theorem 3.8 to W −1 AW, we get the following theorem: 
ovals of Cassini
Since Theorem 3.24 holds for every W = diag(w 1 , w 2 , . . . , w n ) with
is called the minimal Brauer type set for the matrix A. 
Example 3.25 Let
A =    j k 2j + √ 5k 0 i + k √ 2i + j − k 0 0 2 − i    . Let γ = 1 in
Bounds for the zeros of quaternionic polynomials
In this section, we derive bounds for the zeros of quaternionic polynomials by applying the localization theorems for the left eigenvalues of a quaternionic matrix. Due to noncommutivity of quaternions, we first define some basic facts on multiplication of quaternions. For p, q ∈ H, define p × q := pq. For 0 = p ∈ H and q ∈ H, define
Recall the quaternionic polynomials p l (z) and p r (z) from (1) and (2) . Then the corresponding companion matrices of the simple monic polynomials p l (z) and p r (z) are given by
respectively. Let q 0 = 0, and define simple monic reversal polynomials of p l (z) and p r (z) as follows:
respectively. The corresponding companion matrices of the simple monic reversal polynomials q l (z) and q r (z) are denoted by C q l and C qr , respectively. We observe that the zeros of q l (z) and q r (z) are the reciprocal of zeros of p l (z) and p r (z), respectively. Now, we need the following result:
Proposition 4.1 [30, Proposition 1]. Let λ ∈ H. Then λ is a zero of the simple monic polynomial p l (z) if and only if λ is a left eigenvalue of its corresponding companion matrix
In general, a right eigenvalue of C p l is not necessarily a zero of the simple monic polynomial p l (z). For example, let a simple monic polynomial p l (z) = z 2 + jz + 2. Then its companion matrix is given by
Here i is a right eigenvalue of C p l . However, i is not a zero of p l (z). Analogous to Proposition 4.1, the following result is presented for p r (z).
Proposition 4.2 Let λ ∈ H. Then λ is a zero of the simple monic polynomial p r (z) if and only if λ is a left eigenvalue of its corresponding companion matrix C pr .
We now present bounds for the zeros of p l (z) as follows. 
Proof. From Proposition 4.1, zeros of p l (z) and left eigenvalues of C p l are same. Thus, if z is a zero of p l (z), thenz is a left eigenvalue of C p l . By applying Theorem 3.3 (Ostrowski type theorem) to C p l , we obtain
We use the respective upper bounds for the zeros of the simple monic reversal polynomial q l (z) for the desired lower bounds for the zeros of p l (z). 
Proof. Substituting γ = 0, 1 in Theorem 4.3, we obtain the desired results. Next, we derive the following lemma which gives a better bound than Opfer's bound [22, 
{1 + |q i |} and
On the other hand, if |q 0 | < 1, then α ≤ T or α > T . For example, for a simple monic polynomial p 
where W := diag(w 1 , w 2 , . . . , w m ) and γ ∈ [0, 1].
Proof. The companion matrix of p l (z) is given by Corollary 4.7 Let p l (z) be a simple monic polynomial over H of degree m. Then every zerõ z of p l (z) satisfies the following inequalities:
, where w 0 = 0.
max
Proof. Substituting γ = 0, 1 in Theorem 4.6, we get the desired results. Let w j = w m |q j |, 1 ≤ j ≤ m − 1, in the part (1) of Corollary 4.7. Then we obtain |z| ≤ max
This is called the Kojima type bound for the zeros of the simple monic polynomial p l (z). For computation of bounds of the zeros of p r (z), we define the following polynomial:
Now, we discuss the following theorem which shows relation between the zeros of p r (z) andp l (z). 
Bounds for the zeros of quaternionic polynomials by using the powers of companion matrices
First, we present some preliminary results for the powers of companion matrices C p l and C pr . In general, if λ is a left eigenvalue of a quaternionic matrix A, then λ 2 is not necessarily a left eigenvalue of A 2 . For example, for a quaternionic matrix A = 0 i −i 0 , we have 
Thus, (λ) t is a left eigenvalue of C H pr t . Then by Lemma 3.1, λ t is a left eigenvalue of C t pr . Further, we present a framework to find the powers of the companion matrix C p l which can be derived in a simple procedure as follows, keeping in view that quaternions do not commute.
(a) If t < m is a positive integer, then
. . .
.
Note that C p l (k, 1 : m) denotes the k-th row of the matrix C p l .
Proof. Assuming t = 1, (32) becomes
, where
. Thus the theorem is true for t = 1. Now, let us consider C p l as
Note that in each step, size of the identity matrix I reduces by order 1 and the size of matrix C increases by order 1. Similarly, the matrix D increases by 1 row and decreases by 1 column. Finally, after rearranging and separating 0 and I matrices we get
where C and D are of size 3 × 3 and 3 × (m − 3), respectively. Assuming that the theorem is true for t = k, we have
where the corresponding C and D matrices are given in the statement of the theorem. The proof for t ≥ m is similar.
In the case of quaternionic matrix,
This is illustrated by the following example.
Example 5.4 Consider the following simple monic polynomials over H :
The corresponding companion matrices of p l (z) and p r (z) are given by
respectively, where C p l (3, 1) = −i − j and C p l (3, 2 :
This shows that
Hence, we can derive results analogous to Theorem 5.3 for the case of C t pr , t ≥ 2. (a) If t < m is a positive integer, then 
Thus the companion matrices corresponding top l (z) andp r (z) are given by
Cp l = C p l and Cp r = C pr , respectively. Next,
Then max (r
Further, we have the following bounds for the zeros of p l (z) and p r (z) for γ ∈ [0, 1].
Theorem 5.6 Let p l (z) and p r (z) be the simple monic polynomials over H of degree m and let C t p l and C t pr (t ≥ 2) be the t-th power of the companion matrices C p l and C pr , corresponding to p l (z) and p r (z), respectively. Then, for γ ∈ [0, 1] bounds for every zeroz of p l (z) satisfy the following inequalities:
and bounds for every zeroz of p r (z) satisfy the following inequalities: 
, and bounds for every zeroz of p r (z) satisfy the following inequalities:
Proof. The proof follows from Theorem 5.6 and Appendix A.
Example 5.8 Consider the following polynomials p l (z) and p r (z) over H:
The zeros of p l (z) are given in [30] . Moreover, we find the zeros of p r (z) by Niven's algorithm [21] . Table 2 : Lower and upper bounds for the zeros of p l (z) and p r (z).
Conclusion
In this paper, we have derived Ostrowski type theorem for left eigenvalues of a quaternionic matrix that generalizes Ostrowski type theorem for right eigenvalues of a quaternionic matrix when all the diagonal entries of a quaternionic matrix are real. We have derived a corrected version of the Brauer type theorem for left eigenvalues for the deleted absolute column sums of a quaternionic matrix. Moreover, we have extended localization theorems by applying the generalized Hölder inequality for left as well as right eigenvalues of a quaternionic matrix. Bounds for the zeros of quaternionic polynomials have derived. As a consequence, we have shown that some of our bounds are sharper than the bound given in [22] . Further, we have derived bounds via the powers of companion matrices which are always sharper than the bound given in [22] .
Acknowledgements: The authors would like to thank the reviewer and editor for their valuable comments and suggestions to improve the manuscript. They also thank Professor Ivan Slapničar for careful reading and helpful comments for the improvement of the manuscript.
A Appendix
In this appendix, we state formulas for the squares of quaternionic companion matrices. For t = 2, Theorem 5.3 implies 
