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、
統 計的手法を種 々の分野へ応用す る場合,わ れわれ は,ま ず そ こ に設定 され
て い る前提条件が現実 の場 において果 して妥当 してい るか どうか を吟味 しなけ
ればな らない。 もしその前提 条件が現実 の場 において満 た されてい ない 場合 に
は,そ の統 計的手法 を利用 して得 た ところの もつ ともらしい形 を した分析結果
は,形 式的 な皮相 的 な もの とな り,実 際 目的のため には価 値の 少い もの とな る
か もしれず,或 は時 にはかな りの危険 を伴 う場合 も少 くはないで あろ う。
その様 な場合,そ の前提条件 を満す様 な現実 の場 を 作 りだす ことが 可能で あ
ることもあ り得 るで あろ う。実験計書 においてrandomization等の考案 によ
つ て確率 の場 を作 り出すのは,そ の一例 で あ る。 しか しそれが 可能で ない 場合
も存在す る。その殆ん どが非実験 的データよ り成 る経済 デー タを用 いて の経済
分析 の場合はそ うで あ る。経済分析 に統計的手法 を応用す る際は,経 済理論並
び に過去 の一般的経験 を援用 して,実 験計書 の場合 との類似性 を確保 した上で
そ れを用い ることが必 要 とな る。
お よそいか なる理論 も,そ の前提条件が緩 ければ緩い程,そ の適 用範囲 は広
くなる。そ こで上述 の問題 も,前 提 条件 を緩 め るこ とによつて解決 の方 向へ も
つてい くのは一つの方法で あ る。 しかしこ ㌧に一つ のジレンマが あ る。 例 えば
non-parametricな方 法はparametricな方法 よ りも,一 般的 な性格 を もつて
い る。 しか しもしparametricな方 法にお ける前提条件 が満 たされてい る場合
には,parametricな方法 に もとつ く分 析結果 の方が,non-parametricな方
法 に もとつ く分析結果 よ りも,一 般 に精度が よ く,無 駄が少 い。そ こで われ わ
れの態度は,理 論 的 な一般化へ の道 を指 向す る と共 に,問 題 とす るそれぞれの
特 定分 野 に関 して,理 論面 と実際面 との対 決 を通 じて,必 要情報 の究 明によ り
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理論の特殊化 を狙 うことが必要 となるであろ う。
この覚書は,統 計的手法を実際に応用す る場合の前提条件の吟味 とい うこと
を頭 におきなが ら,計量経済学 における最小二乗法 をめぐる若干の聞題点を素
描 したもので,今 後 の展開の手がかりを求めたものである。
2
近 代 統 計 学 は,今 世 紀 前 半R.A,Fisherを 基 点 と し,J.Noyman,E.S.
Pearsonを経,更 にA.Wald等 を通 じ て輝 か し い 発 展 の 道 を 歩 ん で き た 。
わ
近代統計学発展 の背後には歴史的,社 会的要請が存在 していたのであるが,な
かんず くそこには実験 の場があ り,実験的データを素材 としての理論構成並び
に応用がなされて きたことを忘れてはならない。従つて,そ れは生物学,遺 伝
学等の自然科学の分野で大部分培われて きた。 ところで経済学等 の社会科学の
分野で得 られる大部分のデータの性格は非実験的なものであ るところに,近 代
統計学において展開きれた極 めて精巧 な武器たる統計的手法を形式的 にそのま
～適用した場合の危険が内蔵されてい るものと考 えることができ るであろ う。
近代統計学の思考方法はいかなる論理構造をもつてい るか,R・A・Fisherの
線 に沿つてみれば,統 計的推理は,仮 説 の規定,推 定の問題及び仮説検定の三
　ラ
っに分けて考 えることができるであろ う。A.Waldの統 計的決定 函数論 の立
場か らは,危 険 とい う概念を導入 し,推定,検 定の問題を二段階の問題 として
冒な く,単一の問題 として統計的推理の問題 をよ り一般的 に取 り扱 うことがで
ヨ　
きるが,こ 、では直接的に関係 しないので以下 においては触れない ことにす る
ウ
仮説の規定では,デ ータが生成 され るところの メニズムをモデル化す る。 こ
れはデータを統計的に処理分析す るための基礎を形成す る。そ こでは,問 題の
理論的な関係を構成す る因果的な仮定 と,誤差項に関す る仮定 とのごつの構成
部分か ら成つてい る。実験の場 においては,何 が原因変数であ り,何 が結果変
数であ るかその因果関係 は,実験 の設計か らして明確 に把握 される性質 のもの
1)例 え ば,A.Waldのsequentialanalysisは今 次 大 戦 を契 機 と し,ま た 品 質 管 理
は大 量 生 産 方 式 に そ の 発 生 発 展 の 母 胎 を 汲 み と る こ とが で きる で あ ろ う。
2)R.A.Fisher,StatisticalMethodsforReseαrchMorkers,1950,
11thed.,P.8,
3)A.Wald,St'atisticalDecisionFunctions,1950.
(
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である。因果的な仮定は,問 題の主題を形成す るものであ り,こ れは通常対象
に関す る実質科学の観点,或 は過去 の一般的経験等をもとにして設定 され る。
実験的な状況の下 においては,実 験のメカニズムは,そ の様な因果的仮定を検
定ないし証明す る様 に設計 され る。コン トロールできない要因,或 は取 り上げし
なかつた要因の影響はrandomization等の考案 により申立化 され る。 これは
非実験的データを取 り扱 う社会科学の殆ん どの場合 と根本的 に相違す るところ
である。
誤差項に関す る仮定は,観 測値 と理論値の間の偏差 についての解釈を与 える
ので,こ れ もまた主題の内容を構成す る一部である。同時にそれ らは,推 定及
び仮説検定のための統計的手法 の理論的基礎を与 え,因 果的仮定を補充す るも
のである。誤差項 の性格は,結 果変数に影影を及ぼす と考 えられ る要因のすべ
ては取 り上げなかつたことに基因す る誤差一 これは方程式の誤差或 は規定の
誤差 と呼ばれ る一 の外 に,観測の誤差が考 え られ るであろ う。従つて誤差項
に関す る仮定 には,こ の両者が同時 に取 り入れ られなければな らぬで あろ うが
現段階 における統計的手法の不完全 さの故 に,規 定の誤差だけを取 り上げて論
ず る場合が多い。
誤差項の性質が,因 果的仮定を表現す る方程式のパラメーターの推定,検定,
並びに目的変数の推定,予 測 に基本的な役割を演ず るのであるか ら,誤差項が
仮定 した性質を もつているか どうか,標 本データを もとにして検証 した上で使
う必要がある。.既述の如 く,こ の誤差項 の性質が一般的であればある程,そ れ
の適用範囲は広 く,それが厳 しければ厳 しい程,そ の適用範囲は狭 くなる。仮
定 きれた誤差項の性質が厳 しい場合,もしそれが実際に満たされているな らば・
それを使つて分析 した結果は,そ れより緩い仮定 のもとに導出 され る結果 よ り
一般 に望 ましい ものが得 られ る。
こ㌧で因果的仮定 といつたのは,実 験的な状況 の下でそれが設定 されたか ら
である。非実験的な状況をも含 めてな らば,理 論的仮定 といつた方がよ り適切
であろ う。理論的仮定を表現 したモデルを理論的モデル,そ れに誤差項を附加
したものを統計的モデル と呼ぶ ことにしよう。 これを経済学の場 に適用す るな
らば,理 論的モデルの段階は数理経済学に対応 し,統 計的 モデルの段階は計量
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経済変数間の相互関係の計量経済学的把握の仕方には,その因果的関係に重
◎4)
点 をおいて逐次体系 を構i成す るH.Woldを申心 とす る立 場 と,その 相互依存関
係 に重点 をおいて構造方程式体系 を構成す るT.C.Koopmans等を中心 とす る
ら　
CowlesCommission流の立場の二つを区別す ることができるであろ う。 この
様iな立場 の相違は,必 然的 にモデルを表現す る方程式体系の内容の相違 を越
らす。形式的には,前 者は後者の特別の場合 とみなす ことがで きるが,変 数間
の具体的内容関係が異 る。すなわち,逐次体系 においては,変 数は一方的因果
関係によつて結ばれてい るが,構 造方程式体系では,体 系内で決定 され る内生
の
変数間の関係は因果関係ではなくして相互依存関係によつて結ばれてい る。
方程式 のパラメーター推定に関 し,逐次体系においては,各 方程式 に対 し,
因果関係 の順序 に対応 し,単独に逐次最小二乗法を適用する。構造方程式体系
で は,最 尤法を用いてパ ラメーターの推定 を行 うのが持論である。
理論的モデル として逐次体系を とるか,構 造方程式体系をとるかは今 なお論
　ラ
争申のところであるが,一 般的抽象的な水準において これは論議で きないので
はなかろうか。ある場合には逐次体系の方がよ り,適切であろ うし,ま アこある
場合には構造方程式体系の方がよ り適切であろ う。
こ～では前節で触れた誤差項の性質 と関連した理論的モデルのパラメーター
の推定に焦点を合わせ るのが 目的であるか ら,何 れの理論的モデルがよいか と
い う問題 には深 く立 ち入 らない ことにする。
こ㌧で,以 下の論議 を明確 にし,救述を簡単化す るために,最小 二乗法 に関
つ
す る若干の定理の結果 とその前提条件をあげてお こう。
4,例 え ば,・H.Wold,DemαndAnalysis,1953.
5)例 え ば,Wm.C.110ed&T.C,Koopmans,ed.,StudiesinE「conometric
Method,1953.
6)例 え ば,H.W・td,「CausualInferencefromObservationalData」,Journalo/
theRoyalStαtisticalSociety(A)Vol.119,Part1,1956,PP.28-60参 照.
7)例 え ば,T.C.Koopmans&Wm.C.Hood,「TheEstimationofSimultaneous
LinearEconomicRelationships」,Wm.C.Hood&T.C.Koopmansed.,ibid。,
PP.132-133参 照.
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條 件
(1.a)「残差 は互 に独立 に,平 均0,分 散 σ2をもって正規分布 をす る。」
次 は(1.a)の正規分布 とい う条件 を落 し,条 件 を緩 めてあ る。 ○
(1・b)「残差 は互 に独立 に,平 均0,分 散a2を もつ た確率変数で あ る。」
従 つて(1.a)は(1・b)の特別 の場合 として含 まれ る。
次 は残差 と独立変数(説 明変数)と の問の関係 を規定 した もので あ る。
(2.a)「説 明変数は外生変数 だけ を含み,従 って各残差 は外生変数 と独立 に
布分す る。
次 は説 明変数 として外生変数だけでな く時差 を伴 つた内生変数 を含む場合 で
あ る。」
2・b)「説 明変数 は既決変数(す なわち,外生変数 と時差 を伴つ7内 生変数)
を含み,そ して残差 は独立 に分布 してい るので,既 決変数 の同時値 或 は先行
値 とは独立 に分布す る。」
従つて(2.a)は(2.b)の特別 の場合 として含 まれ る。
定 理 の 結 果
(11「条 件(1.a)が満 たきれ る場合 には,最 小二乗推定値は最尤推 定値 と一
致 す る。」
(2)「条件(1.a>と条件(2.a)が満 たきれ る場 合 には最小二乗推 定値は,・一
致 ・不偏 ・有敷 推定値で あ り,従 ってまた最良線 型不偏推 定値 とな る。」
(3}「条件(1.b)と条件(2.a)が満た され る場合 には,最 小二乗推定値 は一
致 推定値で あ る。それ らは また最良線 型不偏推定値で もあ る。」
(4)「条件(1.a)と条件(2.b)が満 たきれ る場 合 には,最 小二乗推定値 は一一
致推定値で あ り,ま た漸近的 に有敷 であ る。」
{5)「条件(1.b)と条件(2.b)が満 たされ る場合 には,最 小二乗推定値 は一
致推定値で あ る。」
4
CowlesCommission流の連立方程式 接近 の立場 か らす る,単 独 に単一方程
式 に適 用 され た最小二乗法 に対 す る批判 の一 つは ・そのモデル構 成法 と関連 し
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て最小二乗推定値が偏 りをもつとい う点 にあ る。 これ に対す る反批判 の急先鋒
はH.w・ldで あ り,彼 は経済諸変数 間にみ られ る因果関係 を強調 し,7ことい
方程式の形は連立方程式であ るにせ よ,逐 次モデルを構成 し,各 方程式 に逐次
最小二乗法を適用 してパラメータの推定を行つても,最 小二乗法適用の前提条
件が満 されている限 り,その推定値はCowlesCommission流の意 味で の偏
りは もつていない とする。
連立方程式接近 におけるパラメーターの推定法 としては,最 尤法が最良 のも
の と考 えられてい る。 しかし最尤法を適用するためには,誤 差項並びに内生変
数 に関す る分布を規定 した上で,尤 度函数を構成 し,そ れが最大になる様 にパ
ラメーターが推定 されなければな らない。すなわち,誤 差項並びに内生変数に
関す る分布函数が陽表的に分つていなければ,尤 度函数を陽表的 には構成で き
ない。この意味 において最尤法はdistribution・freeの方法 ではない。通常
最 も多 くなされる仮定は,誤 差項 の分布 に関す る正規分布のそれである。 しか
し経済量の場合 これはかなりきつい条件 となる場合が少 くはないであろ う。た
といその仮定が成立するとして も,実際に最尤法を適用 してパラメーターの推
定をなすには,か なり計算手続が面倒で複雑 となる。
そこで実際上の観点か ら,誤差項 の正規分布 に関す る仮定を もつ と緩い もの
にす ると同時に,計 算の簡単化 を狙つた方式が実際には多 く用い られ ることに
なる。
普通なきれる方式 は,連 立方程式一 一構造方程式一一 をそれぞれ 内生変数 に
関 して解いた,所 謂誘導形式 を導 き,そ れにっいて最小二乗法を適用 して誘導
形式のパ ラメーター一 それは構造母数の函数 になつてい る一一 を推定 し,そ
れ らの推定値間の関係を利用 して元 の構造母数の推定値が求め られ る。 この場
合構造方程式が適度認定の条件を満 してい るな らば,誘 導形式 を通 じて推定 き
れた構造母数の推定値は一致推定値 となる。
更 に,同 時には元 の構造方程式 の情報を全部は利用せず,問 題 とす る方程式
のみを分離 して取 り扱 う制限情報最尤推定法 もしばしば使われ る。
われわれがあ る統計的手法を用い る場合,そ の前提条件が応用 の場において
果 して妥当す るかどうかを吟味 し検証 した上で使わなけれ ばな らないが,こ の
●
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様 な検証を行わずに,形 式的に応用 し,もつ ともらしい分析結果を出 している
例 を往々にして見 うけ る。例 えば,正 規分布の仮定が許容 されない場合 におい
て,パ ラメータの推定値に関す る,正規分布をもとにした種々の検定を行つた
り,或 は信頼限界を出 したとしても,そ の様な結果 に対 して・われわれは どこ
まで妥当なもので信頼のおけるものか客観的な判定を下すことはできないであ
ろ う。 これはdist「ibution-freeでない推理法 のすべてに共通 す る問題 であ
る。勿論,完 全情報最尤推定値についても,ま た制限情報推定値についてもい
えることである。
正規分布 に関連 しては申心極限定理の果す役割は極めて大 きい。算術平均の
如 き統計量は,た とい もとの分布が何であろ うと,中 心極限定理 の条件を満す
限 りその正規分布への牧敏の速度はかなり速い。従つて この様 な場合にはかな
り小 さな標本で もその様な統計量に関 し,正規分布 の仮定をおいて分析 しても
そ の結論はかなり客観的に保証 されテこものと考 えることがで きる。
最尤法適用 に当つて最 もしばしばなきれ る誤差項 の正規分布の仮定 とも関連
お　
し,H.Chernoff及びH.Rubinは,通常 の制限情報最尤法 を拡張 し,誤 差項
の 分布 に関 しては次 の様 な条件 の緩和 を行 う。
(1}線型体系 の係数,{2〕 これ らの推定値の共分散行列,C3}誤 差項 の共分散
行列,の 推定 に関連 した制限情報最尤推定 において,誤 差項 恥 に関す る条件 は
通 常{1}Utは既決変数 とは独立 に分布す る,{2}Utの分布 はすべ ての 毛に 対 し
て同 じで あ る,〔3)Utの分布 は平 均0の 正規分 布で あ る,{4}Utはtキ τ な
るUrと は独立 に分布 してい る,{5)X=E(u/tUt)はnonsingularであ る・
とい うことで ある。 ところで これ らの条件 は実際 には しば しば成 立 しない。 そ
こで彼 等は,こ れ らの条件 を緩 め る様,8個 の条件 をお く,そ の 中第7の 条件
と して次 の ものを設定す る。
γ/f皿"。の要素 は漸近的 に正規分布 をす る。
こ ～に,
8)H.Chernoff&H.Rubin,「AsymptoticI)ropertiesofLimitedInformation
EstimategunderGeneralizedConditions」,StudiesinEconometricMethod
l953,pp.200-212.
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晦一希か 翫
で,Ztは既決変数,qもは問題 とする方程式群の誤差項。Ztもqtも共 にベク トル
で,qtのダ ザシュは転置を表 わす。第7の 条件は,中心極限定理 の見地か らす
れば,q及 びzに 関 してかな り弱い制限であるとす る。しかし漸近的 とい うこ
とは,任 意の11にっいて成 り立つのではなく,大標本 の場合 にその妥当性が
保証 され るものである。t分 布 もn→ 。。の時は正規分布になる。だか らといつ
て 七なる統計量が恰 も正規分布す るかの如 くに小標本を取 り扱 えば誤 りである
ことは周知のことである。経済時系列の場合,わ れわれはこの様 な漸近性 によ
つて保証 され るに充分な程多 くのデータをもたないのが普通 といえるだろ う。
通常漸近性 に関連 した定理を利用す る際は,牧 敏の速度 を吟味す ると共に,一
般 には大標本の場合における保証が与 えられてい るにすぎない ことを忘れては
な らないであろ う。
多 くの人が,経 済関係式の場合の誤差の正規分布 とい う仮 定 に疑問を持ちな
が らも,実際上の操作,そ の他の便宜性か ら,これを深 く反省す る ことなしに
用いて分析を行つてい る。最尤法を用い る場合の誤差項の分布の仮定は殆ん ど
正規分布で,そ れをもとにして尤度函数を構成 してい る。 もし誤 差項が仮定通
りの分布を実際にしているな らば,最 尤推定値は,現 在のところでは統計的 に
最 も望ましい性質を有す るもので ある。 もしこの仮定が 満たされない場合には
この仮定が満たされ る様 にモデルを再構成す るか,或 は正 規分布 とい う仮定 を
取 り除いた もつ と緩い仮定 一一例 えば前節の条件(1.b)の如 き一 一を設定す
ることで ある。
そこでdistribution-freeの方法 としてのこの様 な最小二乗法は,こ の意味
においてはより一般的な方法 とい うことがで きるであろ う。
5
構造方程式体系申の任意の構造方程式 の係数一一構造母数一 一を最小二乗法
を用いて推定 した値は一般 に一致性 をもたない とされ る。例 えば,次 の例を考
9)
え よ う。
g)T.C.Koopmans(量Wm.C.Hood,ibid.,pp.134-135.
へ
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(1)ylt+β12y2t+γnz、t十 γ、0=Ult(需 要)
{2)y1ご+i922y2t+γ22z2t+γt。=u2s(供 給)
(t=1,2ジ 。・…,T)
但 し,β,,キ β22。
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,
こ ～に,yは 内 生 変 数,zは 外 生 変 数,β,γ は 構 造 母 数,uは 誤 差 項 とす る。
こsで はyls=農 産 物 数 量,y2s=価 格,z、t=所 得,z2ド 降 雨 量 で,(1】は 需 要
方 程 式,{2}は供 給 方 程 式 を 表 わ し て い る。
上 式 をyに 関 し て 解 け ば,次 の誘 導 形 式 が 得 られ る。
{3}Ylt一π11zls一π12z2t・一π、o=Vlt
(4)y2t一π21Z、t一πzaZ2t・一・π2。=V2t
但 し,
恥 一諾畿 ・砲 一lil…ll;一一腰 三1整,
(5}
γエ1一 γ22γ1o一 γ20
π21==『砺
一 碗,π22=β22_β12,π20==β22一 β1憂,
β22Ult一β」2u2t U2t-Ult
β22_β1匪 一 一,V2t=β 』2F==β12。
VTt=
{4)を験べ てみ る と,(5}から分 る様 に,v2tはu、`とu2tの一次 結合で あ るので,
y2は一般 にu、2に統計的 に依存 してい る。従 つて(1〕の構造方程式 に着 目 した場
合,y2tとu・tが独立で ないカ)ら,3節で述べ た様 に,最 小二乗 法 に関す る定理
の条件(1・b)がか りに満た されてい て も,条 件(2.a)が満た されてい ない の
で,こ の場合,最 小二乗推定値が一致性 をもつための充分条件 を 満た してい な
い ことにな る。同様 に して,(3}と(5}から分 る様 に,y2もまたu2}c-一般 に統計
的 に依存 してい る。従 つて(ljの構造方程式 と同様,(2}の構造方程 式 に関 して も
量杢三 乗推定値 の一致性 を もつための充分条件 を満 た していない とす る。
エの
また推 定値 の偏 りに関 しては次 の様 な論法 で進 む。 こsで は〔1〕のβ12の推定 に
ゆ
関 し,(1)を単独 に用 いた場合 の最小二乗推定値の偏 りについて考 える。β12の最
lo)例 え ば,J.Bronfenbrenner,「sourcesandsizeofLeast・squaresBiasinaTwo-
EquationM(rie1」,StuaiesinEconometricMethod,1953,pp.221・-235,参 照
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の ロ ク
小二乗推 定値b12は,y、を従属変数 として選べ ば,次 の値 に 確率牧 敏 す る(記
号 でplimと 表 わす)。,・r
T-〉Oo
ゆ
(6)潔 一pli皿 耀 一plim-m・ …ゆ
T→ 。。T→ 。。my2y2・
但 し,
01TlTT
(Tm・ ・y」ヤ 恩y・ ・y・一亜 三y・ ・三y・ 」。
これ に(3),(4、の誘導 形式 の結果 を代入 して整頓 すれ ば,β12の最小 二 乗 推定
値 の確率極 限 として次 の結果 を得 る。
(8}魂一β署轟 綴 磐甥 畿 鍔2+曜 曜
但し,
0μ2Zlz2μ
z2z2==11ZIZI-一 層
μZlz1
はz2のZlに対 す る最小二 乗回帰 か らの残差z2。の分散 を表わ す。
従 つ て この場合 におけ る漸近的 な偏 りとして次 の結果が得 られ る。
{9}蔽一薯 云鑑 薯隷7 .
この様 な偏 りの生 じた原因 としては,y2の変動 が決定的な役割 を演 じてい る。
それ はy2の変動が どの様 な変動 群か ら成 るかを見れ ば明 らか にな る。z2をz2
及 びz20で表 わせ ば,(4)・b>ら
趣m隔 歳 〔(娠イ 箆器 埼 一r22z・・一(u・t-u2t)〕+η
(Z1)(z20)(a)
==y2十Y2十y2十 η
但 は,η は 定 数 部 分 を表 わ す 。
ao)はy2を変 動 源 別 に分 解 し た もの と考 え る こ と が で き よ う。{9}の分 母 子 を
(β,2一β13)2で割 る と,分 子 は(at2-a12)/(β,2一 βi2)とな り,これ はUlと
●
y2(u)y2の 説 明 きれ な い 成 分 の 共 分 散 の 絶 対 値 を 表 わ す 。、従 つ て偏 り
は,U、 とy2の 成 分 でU1とU2に 依 存 す る部 分 との 間 の 共 分 散COV(U、,y2(u))
に 比 例 す る。y2(u)はそ の成 分 を み る と分 る様 ・に,u・ とu2の 一 次 結 合 で あ る。
?
?
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従 つて これ ら二 つは偏 りへ の寄与 をなしてい る。但 し,u2の場合はa12toの場
合 に限 る。 これ ら二 つ の偏 りの 源泉 も・{9】か ら明 らかな様 に,a12==a、2の場 合
に限 って,互 に相毅す る。
またy2の定数部 分 を除い た三つ の成分 は相互 に 独立で あ るので ・y2の分散
は次 の様 に分解 きれ る。
㎝var(y,)一 ▽a。(y,(z'))+▽ ・・(y,(■20))+V・・(Y2・u))。
〔9}の分 母 を(β22一 β12)2で割 つtcも の は,Y2('20)+y2(u)の分 散 で あ る か ら,
偏 り は,var(y2(z20)+y2("))に 反 比 例 す る こ とが 分 る。
か く し て 偏 り は,次 の 公 式 に ま と め られ る 。
ma命 一砺 一設 轟1霧il、)=▽a。そ器 譜 蓋(lii's-(i5;,、。))・
この様 にして方程式体系内の一方程式 に単独に直接的に最小二乗法 を適用 し
た場合の幅りを算出 し,方程式体系を同時的 に考慮 した上での最尤法 によるパ
ラメーター推定の優越性 に対 しての統計的な面か らす る主張の一つの根拠 とし
てい る。
6
'
前節 におけ る如 き批判 に答え,か つ自論の優越性を主張するH.Woldの議
　　　
論 は次の様なもので ある。
H.Woldは,経済関係の動態的な分析手法 としては,構 造方程式 系体 より
も,一方的因果関係 にもとつ く逐次モデルの方が一般的なもの として,逐 次体
系 を構成する。その様な逐次体系においては,体 系内の各関係式 に最小二乗回
帰 を形成すればよ く,この回帰における偏 りは,理 論的な残差 と説明変数の間
の相関々係に由来するもので,そ の関係式が体系内の一部であろ うとなかろ う
と,本 質的な相違はない。逐次体系 においては,そ れがい くつかの関係式か ら
成 つていても,一 つの関係式 におけ る規定の誤差は,他 の関係式 に影響を及ぼ
さない。
皿)例 え ば,H.Wold(1953>,更に新 しい と ころ で はH.Wold(1956)参照 。
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逐次体系 の簡単 なモデルは次 の様 な もので あ る。 こ ㌧では 三変数 とし・前節 と
同 じ記号を用い ることにす る。
0。3)y1も=0十〇十Llt十U1も
血蜀y2t=C120y1も十 〇十 工i2t十U2t
㈲Y3t=C130ylt十C230Y2t十L,t十U3t
但 し,Lは 既決変数 の一次結合。
Uitが相互 に独立 で あれ ば,;まずa3)に最小二乗法を適用 してL"に おけ るパ ラ
メーターとy、tの推定値y'、tを決定 し,次 に鯉 のYltのところへyノ・tを代入 し・
既決変数 と同様 に取 り扱 い,こ れ に対 して も最小二乗法 を適用 して パ ラメータ
並 び にyPtの推定値y/2tを導 く。次いで,y,itとy,2tを㈲ のylt・Y2tにそれぞれ
代 入 して,前 と同様 な手続 をふめばよい。 この様 な逐次解 の求 め られ る必要充
分 条件 は,内 生変数 の係数 の作 る行列が三角行列 を構成す ることで あ る。
すなわ ち
(i∵=ll:)
この行列式 の値 は1と な る。
上述 の逐次 モデル においては,説 明変数 と誤差項 とが相互 に独立で あ る限 り
不偏一致推定値 を与 え る。この独立性 の条件 が くずれ る場 合 はど うで あろ うか。
これ は前節 での構造方程式体系 よ りす る単一方程式へ の直接的 な最 小二乗法 の
適 用 に対 す る批判 へ の一 つの回答 を構成 す る。
yは 次 の関係 によつ て表 わ ぎれ るもの としよ う。
06)y==β1×1-1・一β2×2+・。…+βbXb+U*。
誤差項u*は,小 さな標準偏差,例 えば,σ(u)≦ θ1(θ、は定数)を もち,
X・・X2・…,Xhと は小 さな相関係数,例 えば,r(U・,X,S≦θ2'a(U)a(Xi)
(θ2は定数)を もつてい るもの とす る。
そ うす ると,最 小 二乗回帰
α7)y;blxユ十b2x2十一■■…十bhx、十u
にお け る回帰係数biはC16)の真 の値 β,に,小 さい オ ーダrθ1θ2の範囲内 で近
ら
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似 す る。す なわ ち
CE8]lb,一βil≦c・θ、θ2,(i=1,2プ・…h)
但 し,Gはu'*に 依存 しない 。 これ を言葉 で表現 す るな らば,残 差が小 さ く・
附加 され る変数が他 の説 明変数 とほんの僅 かの相 関 しか もたないな らば・ この
二 つの条件 は相互 に補強 的 に作用 し,規 定 の誤差 をよ り小 さな オーダ ーの限界
　ラ
内 に とズめ る。 これ は最小 二乗 回帰 に対 す るproximitytheorem或はrob。
ustneSStheoremと呼 ばれ る もので ある。 われわれ は,説 明変数 を適切 に選
択す ることによ り,残 差 の分散 を適 当 に小 さ くで き,ま た残差 と説 明変数 の相
関 を適 当 に小 さ くで きるので,非 実験デ ータを取 り扱つて最小 二乗法 を適 用 し
て も安全 な場合が 多い ことが この定理 によつ て保証 され る。
また相互依存関係式一 一構造方程式 一 による接近 に対 し,特 にモデルのオ
ペ レーシヨンナルな意義 に関 し,若 干 のあいまい な点が あ るとす る。 そのパ ラ
メーターが推定 された として も,そ の モデルについて どの様 な応用 が なされ得
るか?体 系中 の一関係式 は他 の変数 を用い ての一変数 の推定 に用い られ得 るか
?この様 な疑問 を投 げかけた後 ・彼 は・ その様 な接近法 は 「説 明過 多」 に陥 る.
可能性 の あることを指 揖す る。 これが起 る場 合 ・それは ・相互依存体系のパ テ
メーターは,概 して,同 じ現 象 に対 す る因果的 モデ ルにおける よ りも絶対値 が
　ヨ　
よ り大 きい ことを意 味す る。
7
,
3節で若干触れたが,理 論的モデル として逐次体系をとるか,或 は構造方程
式体系をとるか,と い う周題は一般的抽象的な段階での論議で何人をも承服せ
●
しめる様 な結論は出ないであろ う。それに対応 して,前 提条件の実際あ場 にお
け る吟味 を経なくては最小二乗法がよいか最尤法がよいかの結論 も下すことは
12)これ はH.Wold(1953)の 定 理12.1.3及 び12.3.2--4.の結 果 と して 導 出 され
る 。説 明 変 数1個 の 場 合 に っ い てみ る と
b・一幾 嘉 一 Σx1Σ曽,x1+u*)-P・+…謬 一β1偏 ・寄
こ れ に 上 の 条 件 を 入 れ れ ば(18)に 対 応 す る結 果 が 得 られ る 。'
13)例 え ば,C.Hildreth&F.GJarrett,AStatisticαlStudyofLivestock、
ProductionαndMarketing,1955,p.115参 照 。
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で きないで あろ う。
実際 目的か らして,一 部が逐次的で一部 が連立方程式的 な混合 モデル を構成
　の
する場合 も見 られ る。 これは,計 算 の簡単化のためもあるが,基 本的には最尤
法 による同時推定のための仮定が実際に満たされない ことが原因してい る。す
■
なわ ち,こ の場合三本 の方程式 か らなる連立方程式体 系 を考 えてい るので あ る
が,三 本 の方程式 を同時推定す るため には,誤 差項 が ランダムで あることが必
要で あ る。 しか し実際 には四半期別 のデー タの場合,こ の仮定は 妥当 しないの
で あ る。 この困難 を回避 す るため に完全逐次 モデル と今述べ た混合 モデ ル の二
つ のモデルを構 成 して分析 を行つてい る。
ま7こC.HildrethとF.G.Tarrettは,家畜類 の生産 及 びマーケ 。テ ィング
につい て統 計的研究 を なしたが,彼 等 の接近法は,基 本的 にはCowlesCom-
mission、流 の連立方程式接近で あ り,パ ラメー ターの推定 に関 して制限情報推
定値 を求 め,そ れ との比 較 におい て最小二乗推定値 をそれぞれ求 めてい る。 と
ヱら　
ころで この覚書に関連 して,次 の様 な救述は興味の あるものであ る。
「もしある方程式が同時内生変数1個 と数個の既決変数 を含み,そ してその
●
同時内生変数が最小二乗法を適用す る場合に従属変数 ζ考 え られるならば・ そ
の時は最小二乗法 と制限情報方式は,そ れ らが導出 きれる仮定か らして,同 じ
もの となる。 もしある方程式が数個の同時内生変数 を含むな らば,こ れ らめ中
の一つを除いた他のすべては,最 小二乗法の適用 に当つて独立変数 とみなされ
なければな らない。……
この仮定が正当化 されない程度に,係 数の最小二乗推定値及びそれ らの計算
された標準誤差は附加的な偏 りを含む。しか し,も し最小二乗法の仮定が近似
'的に正 しければ
,最小二乗推定値のより大なる敷率の方がそれよ りも重要であ
り得 るであろ う。・…・農業商品 を含む多くの関係式に対 しては,最 小二乗法の
仮定は充分に実際的であるとい うことは,しばしば主張 されてきたことである。
この様 な理由により,ま た制限情報推定値の小標本での性質 については殆んど
14)例 え ば,H.Barger&L.R.Klein,「AQuarterlyModelfortheunitedstates
Ec・n・my」,∫ ・urnal・ftheAmeriCanStatisticaZASS・ciati・n・
Vol.49,No.267,1954,PP.413-・437参照 。
15)c.Hildreth&F.G.Jarrett,ibid.,P,70-71・
(
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知 られていないために,両 方 の方式を用いて係数を推定することカ㍉ 本研究 に
おいては望ましい様 に思われセ。」
e
b
