A lattice of locally bistable driven-dissipative cavity polaritons is found theoretically to effectively simulate the Ising model, also enabling an effective transverse field. We benchmark the system performance for spin glass problems, and study the scaling of the ground state energy deviation and success probability as a function of system size. As particular examples we consider NP-hard problems embedded in the Ising model, namely graph partitioning and the knapsack problem. We find that locally bistable polariton networks act as classical simulators for solving optimization problems, which can potentially present an improvement within the exponential complexity class.
Introduction. Solving complex optimization problems is highly demanded in various fields of science and information technologies, ranging from economics [1] and finances [2] to biology and physics [3] [4] [5] . While certain problems can be solved deterministically in polynomial time and belong to class P, many optimization problems do not have a deterministic solution. Namely, these correspond to tasks where the number of possible solutions scales exponentially (non-polynomially, thus NP), and the true optimum should be searched for probabilistically. Methods include simulated annealing [6] , MonteCarlo sampling [7] , ant colony optimization [8] , and genetic protocols [9] , which represent improvement on brute force (greedy) algorithms. The examples of NP problems are satisfiability, graph partitioning, and Hamiltonian cycles problems (e.g. travelling salesman), among others [10] . They include NP-hard problems, which correspond to a search for the exact value of the optimal solution.
As NP-hard problems are ubiquitous in nature and their efficient solving strategies represent a major milestone in many areas, the problem has attracted much attention in computational science. One of the possible approaches was suggested in the field of quantum computing, where a quantum adiabatic algorithm searches for the ground state of an associated spin glass-type Hamiltonian [11, 12] , which can be mapped to the solution of NPcomplete problems [10, 13] . The strategy also serves as a goal for large scale quantum annealers built by DWave Inc. [14] , though operating in the open system regime. However, thus far there is no significant evidence to suggest that there is an efficient (i.e. polynomial) quantum algorithm to solve NP tasks. Up to date, only constant speed-up was demonstrated [15] . This poses the question of whether alternative strategies using classical analog simulating devices can provide similar advantages. Recently, one of these devices-a degenerate optical parametric network-attracted attention as a possible Ising model solver [16] [17] [18] [19] , and has shown scalability potential. Other considered options include pure [20] and hybrid photonic [21] quantum simulators.
A new emerging platform for classical simulation of effective spin models is the nonlinear system of excitonpolariton lattices [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . Recently, several experiments reported the generation of real space lattices of polaritonic wells, where each node corresponds to a coherent non-equilibrium condensate of polaritons [32, 33] . Coupling was realized through the delocalized photonic component, and the exciton-exciton interaction provides nonlinearity. So far classical simulators for XY-type models were considered [27, 34, 35] , as well as spin chains [36] .
In this Letter we provide a general method to encode classical spin in the nonlinear polaritonic system, and show its ability to find the ground state configuration for the effective Ising model. This is based on the mapping of high/low intensity polaritonic states into a binary information. The approach is inherently nonlinear, and is largely different from previously demonstrated phaseencoded Ising [18, 19] and XY [27, 34] simulators, both in driven-dissipative and coherent circuit settings [37] . We propose a feedback scheme that provides all-to-all coupling, and find that the suggested encoding allows to tackle concrete optimization problems without extra overhead required by mapping from other models with sparse connectivity or bias-free systems [38] . This for instance can lead to huge improvements for system size, as an all-to-all connected Ising model with O(100) spins would require up to O(10 6 ) auxiliary spins to be simulated with a 2D nearest neighbor connected graph [38] .
We consider actual optimization problems and show that native Ising encoding is beneficial for small scale optimizers. As an example, we apply bistable polaritonic networks to the NP-hard graph partitioning problem, where Ising-type interaction is encoded into polaritonic intermode tunneling. Then, we introduce bias in the system and apply the system to the knapsack problem, widely used in economics [39, 40] . Finally, we discuss possible implementation using existing technology.
Classical spin models with bistable states. To begin, we consider the driven-dissipative nonlinear Schrödinger equation describing the evolution of a system of spatially separate but interconnected nonlinear optical resonators, each containing a complex field amplitude ψ n :
(1) F n represents the amplitude of a coherent driving field acting on the mode n. We work in the frame oscillating at the frequency of this driving field, which we assume to be the same for all resonators. ∆ n represents the detuning between the driving frequency and the resonant frequency of the mode n. We allow for both F n and ∆ n to be slowly varied over time. The dissipation in the system is represented by the term −i/2, where, without loss of generality, we have taken t to have units of the inverse dissipation rate in the system. We account for a repulsive (self-defocusing) Kerr nonlinearity, the strength of which is scaled into the definition of ψ n , again without loss of generality. The term J nm allows for coherent coupling between different modes, and in general enables all-toall connectivity. While we identify exciton-polaritons in micropillar cavities as a potential implementation of the presented model, it also applies to a range of other nonlinear driven-dissipative bosonic systems (e.g., photonic crystals, superconducting circuits, driven-dissipative superfluids [41] , etc.). Under coherent excitation Josephson coupling is the most accessible [42] , but we expect that similar results could be obtained with dissipative coupling mechanisms (i.e., imaginary J nm ).
It is instructive to first consider a single isolated mode. Taking ∆ n and F n to be constant, and setting the time derivative in Eq. (1) to zero yields a cubic equation for the stationary state intensity |ψ n | 2 , namely,
In general the cubic equation yields three solutions; whether or not they are real depends on parameters. The possibilities are illustrated in Fig. 1a , which shows two types of behavior: in the unshaded region there is only one real stationary solution corresponding to monostable behavior, while in the shaded region all three solutions are real. In this latter case two of the solutions are stable and have different intensities, while the third solution is unstable. Consequently the system is considered bistable [43] , with both low or high intensity states possible under the same conditions. In Fig. 1a we can also identify a bifurcation point separating the bistable and monostable regions, at the critical pump amplitude F c = 3 −3/4 and critical detuning ∆ c = √ 3/2. The solid line in Fig. 1a represents a possible slow (adiabatic) ramping of the parameters F n (t) and ∆ n (t) according to ∆ n (t) = ∆ c t/τ and F n (t) = F n,init + (F c − F n,init ) t/τ . Here, F n,init defines the initial value of F n and τ is the time at which the bifurcation point is reached. Following this path of parameters, a dissipative phase transition is expected at the bifurcation point [44] , where the system must choose one of the two possible bistable states to lie in thereafter. The interplay of local bistability and Josephson coupling has been studied previously in Kerr nonlinear lattices, showing lattice solitons [45] [46] [47] , various collective phases [48, 49] , interaction-induced hopping [42] , phase-controlled bistability [50] , cellular automata [51] , and topological behaviour [52] .
To model the stochastic choice of the system at the bifurcation point we add a noise term θ n to the righthand side of Eq. (1), where θ * n θ m = 2θ 2 0 δ n,m dt and θ n θ m = 0. The magnitude of such a term can be controlled experimentally and it can cause jumps between bistable states [53] . The probability of a jump is high near the bifurcation point and decreases as one moves further and further beyond the bifurcation point. The choice of bistable state after passing the bifurcation point also depends on the angle of the line along which the parameters are ramped up in the F n -∆ n plane. We define an effective classical spin as s = ±1 depending on whether the system chooses the higher or lower intensity state when in the bistable zone. Fig. 1b shows how the average of this effective spin, obtained by calculating over different realizations of the stochastic noise, varies with F init . For a value of F 0 init = 0.1135, for which the line in Fig. 1a passes between the lower and upper boundaries of the bifurcation zone, we find an equal chance to form high or low intensity states, corresponding to s = 0.
To address complex optimization problems, we consider an all-to-all type coupling J nm . In principle, this could be realized with a feedback approach [54] where the optical output of all modes is extracted and fed back into the system after some manipulation. This can be done efficiently using an optical matrix multiplier comprised of a pair of lenses and a spatial light modulator [55] [56] [57] (see also [58] , Sec. A). An alternative scheme to realize a highly-connected graph can be realized with a buscoupled mechanism ( [58] , Sec. B), suitable for the graph partitioning problem.
A typical example of the system dynamics for a randomly chosen coupling matrix J nm is shown in Fig. 2a for N = 10. The coherent drive amplitude F n (t) and detuning ∆ n (t) are chosen the same for all modes and ramped slowly through the bifurcation point (following the solid line in Fig. 1a ). The overall scale of the couplings is taken such that their root mean squared value J nm is kept small ( 0.1), and that it can be considered as a perturbation to the single mode dynamics. After crossing the bifurcation point, all modes adopt either a high or low intensity, close to the exact adiabatic solutions for the single-mode case. Remarkably, although our N -mode system is multistable with 2 N stable states, for the particular noise realization used in Fig. 2a , we find empirically that the system attains the state minimizing the effective Ising Hamiltonian with arbitrary connectivity, H eff = n,m J nm s n s m , corresponding to a spin glass system. An underlying intuition for this behavior can be based on the behavior of the basins of attraction of the system, where we find that two coupled modes with J nm > 0 are more likely to form in an antiferromagnetic state (see [58] , Sec. C). Considering the N = 10 system with different noise realizations, the optimal solution ap- 
FIG. 2: a)
Colored curves show the evolution of |ψn| 2 for a ten mode system slowly ramped through the bifurcation point. The solid gray curves show the stable stationary solutions followed by the single mode system in the adiabatic limit; the dashed gray curve shows an unstable branch associated to the bistable region. Jnm was chosen as a real symmetric matrix with Gaussian distributed values of root mean square size 0.04. Other parameters were the same as in peared in over 30% of tries. We also found that the success probability increased for slower increase of F n (t) and ∆ n (t) ( [58] , Sec. D). Given that polariton lifetime can be around a picosecond, and ultrafast switching of bistable states is well established [59] [60] [61] , we conservatively predict device operation times of nanoseconds with little loss of success probability. The obtained state is sensitive to F n,init , as expected from its influence on the single mode behavior (Fig. 1b) . Fig. 2b shows that antiferromagnetically coupled modes may be forced into a ferromagnetic state under sufficient adjustment of
To characterize the polariton optimizer, we repeated our calculations with different randomly generated coupling matrices J nm . The performance was benchmarked by comparison to the ideal ground state of H eff using several metrics. The Hamming distance
n )/2 is a measure of how far in configurational space the obtained (s n ) and ideal states s (g) n are. We also defined the energy difference of the approximate solution E and the ground state as dE = (E − E g )/(E max − E g ), where the normalization factor allows to consider various instances on equal footing. Finally, the success probability p success was defined as the probability of having exactly the ground state energy.
Considering, for simplicity, the zero bias case (setting F init = F 0 init as for the single mode system), Fig. 3 shows the variation of the different performance characteristics as the system size is increased. For each system size there is an optimum of the overall scale of the coupling J . While the success probability is less than unity, it is finite, and the ability of an optical system to reach a state in nanoseconds makes it feasible to rerun the simulator several times. The time taken for the simulator to obtain the correct result after several trials is then inversely proportional to the success probability, and scales exponentially with the system size, as is expected for a non-polynomial problem. Even when a state different to the ground state is found, the Hamming distance and energy difference suggest that it is still a reasonable approximation of the ground state. Graph partitioning. We now show an Ising-type embedding of the NP-hard graph partitioning problem, and solve it emulating the bistability-based polaritonic optimizer. Given the graph G = (V, E) with vertices V = {v j } Nv j=1 and the set of edges, E = {e k } Ne k=1 , the task is to find the partitioning into two groups of equal numbers of vertices (assume N v being even) such that the number of edges between groups is minimized [10] . Such a task can be used to speed up classical calculations with parallelization and can be formulated as the minimization of an all-to-all connected Ising Hamiltonian
where J and β are real positive parameters. Here, the first term assures that each connection between the two groups of spin ±1 introduces an energy penalty, and for J > 0 the number of edges will be minimized. The second term represents a constraint, and ensures that the total spin is zero, thus giving equal partitioning for large β. Rearranging terms in the Hamiltonian (2) shows that to solve the graph-partitioning problem one shall find the ground state of the Ising network with couplings of two magnitudes, βJ and (β − 1/2)J. This for instance can be encoded in the real-space coupled polariton nodes through the common bus (see [58] , Sec. B).
As a test, we chose a particular graph partitioning problem with N = 6 ([58], Sec. E) with two degenerate energy configurations (in addition to spin degeneracy), which can make optimization more challenging. Fig. 4 shows that while the overall scale of J and the value of β should be carefully chosen, the system can solve the graph partitioning problem. The scaling with the system size for randomly chosen graphs is shown in [58] , Sec. E.
Knapsack problem. As a further example of an NPhard problem solved by the polaritonic network, we consider the knapsack problem. Having the list of N objects of fixed weight (w i ) and cost (c i ), we want to fill a knapsack maximizing its cost, given that the maximal total weight is limited to W max . Here, i is an item index running from 1 to N , and we introduce a binary variable s i , which is equal to 1 when an object is inside the box. The knapsack problem can be formulated as the minimization of an Ising Hamiltonian with bias terms, i.e., H = n,m J nm s n s m − n h n s n (see [58] , Sec. F for details). Recalling that the average effective spin population depends on F init (as shown in Fig. 1b) , we identify the difference of F init from the value favoring equal spin populations in the single mode system as an effective biasing parameter h n . As a test we choose an instance of the knapsack problem in its bounded version (see [58] , Sec. F for details). Using the effective bias, the outlined knapsack problem with 15 spins in total is modelled by time evolving Eq. (1) with the corresponding matrix J nm and the appropriate vector of biases dF init . The probability of successfully reaching the ground state of the effective Hamiltonian is shown in Fig. 5 as a function of the overall scale of dF n , where we find a success probability ∼ 50% for optimally chosen dF init .
Conclusions. We have considered nonlinear, resonantly excited, polaritonic-based lattices as coherent driven-dissipative machines which are capable of solving Ising-type optimization problems. We presented an encoding scheme for binary information based on bistable behavior of each mode, which naturally appears for polaritons due to Kerr-type interaction. Two possible schemes for experimental implementation of an all-to-all connected real space polariton network were proposed, and were exploited to solve the graph partitioning and the knapsack problem. While the results do not suggest improved scaling with system size, showing approximately exponential reduction of the probability of getting the correct ground state, the devices can speed up calcu-lation due to fast operation (few nanoseconds for N = 20 modes with ∼ 10 6 configurations) and use of now wellestablished fabrication techniques of photonic systems. Very recently, concepts of using exciton-polaritons to represent the Potts model have appeared [62, 63] . As mechanisms of resonantly driven multistability are established experimentally [60, 64, 65] generalization to such models seems within reach, together with consideration of nonresonantly driven mechanisms of bistability [66, 67] .
We thank N. G. Berloff A and B) . In section C, we provide an analysis of fixed points and their basins of attraction for two coupled modes, to show how effective antiferromagnetic coupling is favoured in our system. Section D shows the dependence of the success probability of solving the Ising problem considered in the main text on the system integration time. Section E gives further details on the graph partitioning problem and its dependence on the system size. Finally, section F gives further details of the solution of the knapsack problem considered in the main text.
A: Feedback scheme
We consider a planar polaritonic system, for example where a cavity is formed by distributed Bragg reflectors and the active medium corresponds to a stack of quantum wells, hosting excitonic quasiparticles. The lattice of localized modes can be created by an optical potential, and each mode is fully separated in space and can be driven resonantly. Assuming that the substrate on which the cavity array is grown is transparent, light is emitted through the back surface. When this emitted light passes through a Fourier lens, the localized modes in the real space of the microcavity are mapped to the reciprocal space of a plane behind the lens. There one can place a spatial light modulator (SLM), represented by material with spatially modulated refractive index (Fig. S1 ). Thus, in this plane we expect a coupling of the different modes according to the weights given by the Fourier components of the effective potential (refractive index variation) set by the spatial light modulator. Placing another mirror or retroreflector behind the spatial light modulator ensures that the light is reflected and fed back into the cavity array. Using the Fourier lens the modes in the reciprocal space of the spatial modulator ψ k are then mapped back to the real space modes of the active medium, ψ x .
As an alternative, the traditional optical matrix multiplier method could be employed (Fig. S2) . In this case the cavities are arranged into a 1D array. A lens maps their output into an array, which is focused and modulated on a spatial light modulator. The transmitted signal is mapped by a second lens into a 1D array that is returned to the original cavity array via a feedback loop.
As compared to the scheme in Fig. S1 , this alternative allows to operate with a lower resolution SLM (e.g., a shadow mask could also be used), while the overall system size is larger since the cavity array is stretched out into a 1D rather than 2D array. 
B: Bus-coupled scheme
We consider a chain of unconnected polariton wells, where the wavefunction in each box is described by the mean-field ψ n . We take the situation where there is no direct coupling between different polariton boxes, but there is a channel that runs along side the chain which represents a coherent polariton bus, similar to a quantum connecting bus used for microwave circuits [1] . In particular we consider two types of buses, being geometrically suitable for the graph partitioning problem (bus α and bus β in Fig. S3a ). The top channel is described by macroscopic wavefunction χ 0 , and is detuned to frequency f 0 . This would allow to effectively realize homogeneous all-to-all coupling, which is for instance required by the second term in Hamiltonian 3 of the main text. The bottom channel contains a set of modes, described by mean-field χ m (m ≥ 1) and bare frequency f m . If we further imagine that the potential between the channel and each polariton box is modulated in time, then we can write the equations of motion:
where F n is a coherent pump amplitude for the n-th mode with detuning ∆ n and decay κ n . Here J nm characterizes the coupling strength between the localized mode ψ n and channel mode χ m , which is modulated at frequency ω m . J 0 is the homogeneous coupling to the β bus. We account for nonlinear losses in the equation for the localized modes, which may undergo condensation (the amount of nonlinear losses has been scaled to unity through the definition of ψ and χ). We also account for losses of the channel modes, by an amount scaled to unity through the timescale. We consider the bus modes to be non-driven. Now, let χ m = χ
where we neglect fast oscillating components. Solving the last equation for the stationary state and assuming fast dynamics for the bus, we can rewrite the system using effective couplings for the modes. Similarly, the stationary solution for χ 0 (static bus) gives
Substituting the stationary solutions into equation (S1) gives the effective couplings. This ultimately allows to arrange J and Jβ terms for the partitioning problem.
To test the validity of the used approximation, we perform the dynamical simulation of an N = 6 mode system with three dynamical buses, which are detuned by 25, 10, and −15 energy units (measured by the channel's decay rate), and are coupled through J nm = 1. Other parameters are F n = κ n = 1, J 0 = 0, and we take random initial conditions. The results are shown in Fig. S3b , and reveal that the mode intensities can be successfully described by the effective theory, where time-dependent coupling is converted into selective intermode interaction.
C: Fixed points and basins of attraction
While we only claim empirical evidence for a heuristic rather than exact global minimizer, there is an intuition underlying the operation of our system. For two coupled modes, the evolution of the system is described by the equations (neglecting the noise terms):
Without coupling (in the absence of J) and above the bifurcation point the possible solutions, (
, and (ψ U , ψ U ), where ψ L and ψ U are the lower and upper intensity single mode stationary solutions. We recall that when the system is in a stationary solution it evolves with a real energy (which is zero here as we are working in the frame rotating with the pump). Considering first the state (ψ L , ψ L ), we are interested in how its energy changes in the presence of coupling J. Setting ψ 1,2 = ψ L exp(−iω 1,2 t), that is, allowing the energy of the stationary state to be changed and become complex (such that it is no longer stationary):
Here, we have made the crudest approximation on the right-hand side, assuming that the influence of one mode on another is approximately given by taking the influencing mode as being in the single mode solution. While a very crude approximation, it illustrates the principle: ω 1 and ω 2 do not change much from the single mode stationary values when both modes are in the low intensity state.
The same occurs when considering both modes in the upper intensity state, that is, (ψ 1 , ψ 2 ) = (ψ U , ψ U ). However, considering the case (ψ 1 , ψ 2 ) = (ψ L , ψ U ), we obtain
Here we find that
Above the bifurcation point, it is straightforward to find from the analytic solutions that ψ U /ψ L has a negative imaginary part, while ψ L /ψ U has a positive imaginary part. Thus, the effect of J > 0 on (ψ L , ψ U ) is to make ψ 1 drop in intensity and ψ 2 grow in intensity. This suggests that the state (ψ L , ψ U ), that is an antiferromagnetic state is more stable due to the coupling J. The argument applies in the same way to the state opposite antiferromagnetic state (ψ U , ψ L ). We can also note that if J < 0, the antiferromagnetic state will instead be less stable as the signs of ω 1 and ω 2 will be inverted. Thus, when the system passes the bifurcation point and is fluctuating in the presence of noise, the picture is that because the antiferromagnetic state (for J > 0) is more stable it is more likely to be chosen by the system. However, to verify this picture we need to consider the basins of attraction of the system in phase space [2] . While it is an educated guess that a deeper basin of attraction is also larger in phase space, we are not aware of any law to be certain before actually calculating it.
Fig . S4a shows the phase diagram of the single mode system. There are two fixed points, corresponding to the low (small dot) and high (large dot) intensity bistable states. The solid curve denotes the separatrix, corresponding to the boundary between basins of attraction between the two fixed points. Fig. S4b shows how the phase diagram of mode ψ 1 is modified by coupling to a second mode ψ 2 , assuming that the second mode ψ 2 is in the lower intensity state (treated with the single mode approximation). Remarkably, not only does the basin of attraction for the upper intensity state grow, as expected from the crude analysis presented above, but it fills the whole phase space as the lower intensity state has become unstable (therefore no separatrix for this case can be plotted and only comparison with case Fig. S4a is shown by the blue solid line) . We have also observed the opposite behavior, namely the upper intensity becoming unstable, when J < 0 (not shown in plot).
Fig . S4c shows the phase diagram of mode ψ 1 when coupled to a second mode in the upper intensity state (again treated with the single mode approximation). In this case the low intensity state has stabilized. Although the separatrix is little changed from the single mode case, the shown behavior allows the antiferromagnetic state to be stable in our system.
We note that while the phase diagrams in Fig. S4 describe well the mechanism at play for a two coupled mode system, generalization to larger systems is not obvious. As with all heuristic approaches, justification is only possible with empirical testing corresponding to sampling multiple trajectories of the multi-dimensional phase space.
D: Dependence on system integration time
The performance of the considered polariton simulator depends weakly on the rate at which the parameters are ramped through the bifurcation point. Taking a system of 10 modes, with randomly chosen couplings and no bias, as in Fig. 3 of the main text, we show in Fig. S5 the variation with the system integration time. Here τ represents the time at which the bifurcation point is reached and 2τ is the total integration time at which the system state is measured. The results suggest overall but weak improvement for slower operation times. However, in practice it may be viable to take smaller τ , while performing more repetitions.
E: Details of graph partitioning problem and its scaling with system size Example. As a particular test, we can choose the small system of size of N v = 6 vertices, where (2, 3) , (3, 4) , (4, 5) , (5, 6) , (1, 3) , (3, 5) , (4, 6) , (3, 6) , (2, 6) , (1, 6)} (S12) Phase diagrams for a single mode system (a, blue), a mode ψ1 coupled to a mode ψ2 in the lower intensity state (b, purple), and a mode ψ1 coupled to a mode ψ2 in the upper intensity state (c, green). Parameters were taken the same as in Fig. 2b , with dFinit = 0, t = 1.2τ . The large and small spots represent fixed points of high and low intensity, respectively. The solid curves mark separatrices; blue for the single mode system and green for the mode coupled to a mode in the upper intensity state. Scaling. To consider the scaling of the graph partitioning problem considered in Fig. 4 of the main text, we average over randomly selected graphs. Each graph is taken to have a number of connections equal to one half the total number of possible connections for given system size (similar results can be obtained for different connection fractions). The results are shown in Fig. S7 . 
F: Knapsack problem details and example
To formulate the knapsack problem it is convenient to begin with binary variables in the (0, 1) basis first. The spin variables s i , with i running from 1 to N are equal to 1 when an object is inside the knapsack and 0 otherwise (see Fig. S8 ). The total weight and total value then read where J nm denotes Ising coupling matrix, formed by weights, and h n is an effective magnetic field formed by the combination of cost and weight.
As a particular instance of the bounded version of the knapsack problem, we consider the example with 3 coins of weight 1 and value 5 (coin a), 2 coins of weight 2 and value 10 (coin b), and 1 coin of weight 3 and value 25 (coin c). The maximal weight is fixed to W max = 9. Using a brute force algorithm, which considers all possible item (i.e. spin) configurations, the solution is 2 a-coins, 2 b-coins, and 1 c-coin. In the classical spin language these are three degenerate configurations {s} = {0, 1, 1, 1, 1, 1}, {1, 0, 1, 1, 1, 1}, {1, 1, 0, 1, 1, 1} .
