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Therefore, scheme (2) is essentially an implementation of the generalized Newton scheme (3) that incorporates N-step successive-approximation-type inner iterations into the overall scheme. If we take N = 1 in (2), we obtain the Newton-type iterative scheme %n+1 = %?a -J; ' On setting (4 = f, p = g, $J = 0) and (4 = 0, p = g, 1c, = f) in (3) and (4), we obtain, respectively, the well-known iteratives schemes ~'(u,)u~+I
for th e solution of the equation f(u) + g(u) = 0. Conditions for the convergence of these Newton-type iterative schemes have been given by many authors (cf. [l-4] , to name but a few).
In the present paper, we employ the method of majorizing sequences to analyze the convergence of scheme (2) under generalized Zabrejko-Nguen-type hypotheses of the kind employed in [1, 4] . It turns out that under such conditions the iterates obtained from scheme (2) are well defined, and converge to a solution of problem (l), for all 1 5 N 5 00. In the following proposition, we define the majorant sequence that we will use and give its main properties. PROPOSITION 1. Let a > 0, let K*(t), T(t), and X(t) be continuous nondecreasing functions, and let K(t) be a a nondecreasingfunction, defined on an interval [0, T]. Suppose that X(0) = ~(0) = 0, n*(t) 
n(t) for all t E [O,T], and that either K(t) or T(t) is strictly increasing. For all t E [0, T], let
J t a@) = a + K(S) ds -t,(5)
7(t) + u(t) < T(S) + u(s) + a'(t)(t -s),
VO<t<s<T.
Also, since ~(0) = a, we see that p(t) 1 0 for all t E [O,t,], with equality if and only if t = t,. Furthermore, if a'(0 = 0 for some i? E (0, t*], then convexity implies that E is a minimal point of u(t), and hence, that 0 5 /.@) = u(tJ + I + X(t? 5 a(L) + T(t*) + X(L) = 0, which implies that f = t,. Since a'(O) = -1 < 0, it follows that u'(t) 5 0 for all t E [0, t,], with equality if and only if t = t,.
In (lo), if we set t = 0 and s = t,, we see that a < o(L) + -r(L) + t, = t, -A@,). For all n = l,..., N, it follows that tl,,, = a + X(t l,,+l) < t, + A(tl,,-1) -X(L). A straightforward induction argument baaed on this expression shows that (8) holds when m = 1. Suppose now, by induction, m 2 1 and that (8) holds. Consider the inequality t m+l.n-1 2 tm+1,n < t*.
Since t m = tm+l,O = tm,N < t, (by induction hypothesis), and &+I,0 = t, < tm-
t we see that (11) holds when n = 1. Suppose, by induction, that (11) holds when n = q.
Then on using (10) and the fact that A(t) is nondecreasing and o:(t) I a'(t), we obtain the following inequalities: show that, for fixed n, t, and t,,,,,, are monotone increasing sequences that are bounded above. Both sequences converge, as m tends to infinity, to the same real number t, with the property that 0 5 t 5 t,. If 0 = u:(t), then a'(t) = 0, and if a:(t) # 0, then on letting m tend to infinity in (7), we see that p(t) = 0. In either case, it follows from the comments in the first paragraph of the proof that t = t,. I We next prove the convergence of the generalized Newton-type scheme (2) under generalized Zabrejko-Nguen-type hypotheses of the kind used in [l].
THEOREM 1. Let uo E X and let 4, $, and p be functions defined in B[uo,T], with values in Y such that C$ and II, are JMchet differentiable on B(uo,T). Suppose further that JO = @(ILO) + $'(uo) is invertible, that 11 J;'[rj(uo) + $(uo) + p(uo)]II 5 a, and that whenever 0 5 t 5 s F T, cc E B(uo, t), and y E B(z, s -t) we have
and let a(t) and a,(t) be defined 8s in @J,(6). If the function p(t) = a(t) + 7(t) + A(t) and the sequences t,, tm,,, satisfy the hypotheses of Proposition 1, then the generalized Newton iterates in (2) are all well defined for any 1 5 n < N and converge to a solution u of equation (1) 
lb, -uoll I bn,
II% -%,nII 5 &I -Lvl,
II% -urn-111 5 trn -tm-1,
Il~m+l,n -wn,nlI 5 tm+1,n -tm,n,
IIU -%a,nIl 5 t* -L,n,
lb -Umll 5 t* -h (21) for n = 0, 1, . . . , N.
PROOF. If a = 0, then u = 210 solves equation (l) , and estimates (15)- (21) The sequence (tl,, I n'= 0,. . . , N) is monotone increasing and bounded above by t, (Proposition 1). Therefore, u1 is well defined as ~1,~ = limn+ca ul,,, when N = 00, or U&N when N < 00, and satisfies the inequalities llul -u&II 2 tl -tl+ for n = 0,. . . , N. By setting n = 0 in this inequality, we see that (16) For this example, we see that scheme (2) with 2 I N 5 5 is more efficient than the standard Newton-type scheme with N = 1.
