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Abstract 
In this paper, a tele-operation construction robot (TOCR) control system with virtual reality is discussed. The 
system consists of TOCR driven by hydraulic servo system, two joysticks for controlling the TOCR, and 2-
dimensional working environment created by virtual reality technology. And the operator performs the remote 
operation of the construction robot by manipulating the graphic robot directly in virtual environment using the 
joysticks. The position and shape of the task objects in virtual world are updated in real-time on basis of image 
information obtained by a trinocular stereo vision camera fixed in the remote site. To improve the efficiency as well 
as security of tele-operation, and overcome the shortcomings of conventional visual display, the methods of auto 
point of view (APV) and semi-transparent object (STO) are introduced in this paper. Finally, the experiments 
confirmed that one-screen visual display combining APV and STO is superior in operability, safety, and reduction of 
stress than the conventional visual display. 
© 2011 Published by Elsevier Ltd. 
Selection and/or peer-review under responsibility of [CEIS 2011] 
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1. Introduction
Due to the dangers associated with the recovery work at disaster sites and work in extreme
environments, the remote operation of the construction robots has become important. To the conventional 
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remote operation systems, task efficiency is significantly reduced because the operator is unable to obtain 
adequate information regarding the actual site. Application of virtual reality (VR) technology offers the 
possibility of performing remote operation with greater safety and comfort in this kind of remote 
operation[1-3]. In previous research, the system was constructed using a trinocular stereo vision camera to 
obtain object shape and color information on the remote site and create the computer graphics (CG) by 
the object shape and color information. The research showed that tasks could be performed with high 
efficiency even with a visual display consisting only of CG images. However, problems remained, 
including a lack of reproducibility of the task object and the construction robot on CG. Therefore, the 
purposes of the present research are to solve the problems and to improve its operability by incorporating 
improvements which give the operator an effective visual sense, while taking advantage of the distinctive 
features of VR. The usefulness of the system is also verified from the evaluation method of risk indexes. 
2. Tele-operation Construction Robot System with Virtual Reality 
The TOCR control system in this research is divided into two parts, namely,  the master system and the 
slave system, which is shown as Fig.1[4]. Here, the slave system is a construction robot, which is 
equipped with trinocular stereo vision camera and acceleration sensors, and has four hydraulic actuators 
controlled by four servo values through a computer (PC1). And the master system is controlled by an 
operator and consists mainly of a manipulator, a projector and a projection screen. The manipulator 
controlled by the operator is mainly composed of two joysticks with force feedback. Each joystick can be 
operated on an X and Y axis direction. The four angular displacements of the two joysticks are 
corresponding to linear displacement of the construction robot’s hydraulic cylinder of the slewing, boom, 
stick and glove. 
The working process of TOCR is as follows. The operator performs the remote operation of the 
construction robot by using the joystick and watching the screen in front of him/her. Operational 
information from the joystick is input into a computer (PC1), which calculates operational signals for the 
servo valves of the robot using these command signals and outputs the signals to the servo amp on the 
construction robot. A computer (PC2) for use in displaying the virtual space creates images of the 
construction robot and the task objects in virtual space based on the operational information from the 
Fig.1. Construction tele-robot system with virtual reality 
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joystick and information on the position and shape of the task object obtained from the trinocular stereo 
vision camera, and transmits these video signals to a projector which projects the images on a screen. In 
the developed presentation system, the operator can view CG images of the remote robot and the task 
object from all directions. To give the operator a real feeling of remote operation and prevent the operator 
from directly hearing any work sounds, in this research, experiments were conducted in two rooms 
separated by a sufficient distance.  
3. Working Environment Display in Virtual Space  
The conventional visual display to the operator normally consists of three screens, namely, the upper 
screen, the left screen and the right screen. This type of visual display has the advantage of a small dead 
angle, but a mistaken selection of the screen which is to be observed can result in a dangerous inclined 
orientation of the construction robot. 
To prevent these problems, a function which moves the point of view automatically and the reference 
point in response to the behavior of the slewing and boom was added so as to facilitate work when using a 
single-screen display. However, the remote site was assumed to be flat and blocks were not stacked more 
than 3 high. In setting the point of view, it is necessary to set the parameters of the point of view and the 
reference point (Xi, Yi, Zi) (i=1, 2) respectively. Equations (3) and (4) show the point of view (Xi, Yi) (i=1),
(Yj, Zj) (j=1) and reference point (Xi, Yi) (i=2), (Yj, Zj) (j=2), which are moved depending on the joint angle 
θ of the slewing, the joint angle ϕ  respectively. To make it easier to grasp the blocks, the arbitrary  
constants (ai, bi, ci, di) (i=1, 2) (aj, bj, cj, dj) (j=1,2) were decided considering the fact that the point of 
view is inclined with respect to the stick and the ability to command a view of the entire scene. 
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These parameters cause the viewpoint movement to the left or right corresponding to the lateral-
direction behavior of the construction robot and upward or downward corresponding to its vertical-
direction behavior. Because this enables natural spatial recognition of the operator while performing 
tasks, it can be expected to increase judgment speed and improve safety. Furthermore, in the operation of 
actual construction robots, as well as in the operation of CG robots, there are cases where the task object 
is hidden behind the stick or boom of the construction robot itself. This is not only a hindrance to 
Fig.2. (a) The display environment with opacity function;   (b) The semitransparent display environment 
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operation, but is also an operator stress factor. Therefore, a function which expresses the robot as semi-
transparent was added, as shown in Fig. 2, by setting the degree of transparency when creating CG. 
Moreover, as the supplementary information in the virtual working environment display space, the 
shadows of the TOCR and task objects, such as the white blocks, were drawn and a gauge from the fork 
glove part was drawn perpendicular to the ground surface or block in order to improve the operability and 
the safety. The shadows were drawn in darker colors when the projected object are close to the ground or 
objects and in lighter colors when being more distant to provide a more realistic sense of vertical distance.  
4. Experiments Results Analysis 
In order to test the accuracy of the design principle of the control system, and examine the feasibility 
of the view point control approach in TOCR control system, a conventional three-screen viewpoint 
method and the methods of auto point of view and semi-transparent object are implemented. Before 
starting the main experiment, some preparation stages are required. All the electronic components and 
devices are connected in a proper way and trial tests are performed to confirm whether all the components 
of the system are working well. Having successfully passed the initial test, it is possible to implement an 
actual controller to the experimental system. In practice, many attempts are required to get the best 
performance using trial-and-error methods. In experiments, the operators performed specified tasks by 
operating the construction robot with the joystick. For simplification, only the risk indicator evaluation 
method is selected in experiment. To the risk indicator, two indices need to be considered. One is the 
contact time denoted as tc, which is defined as the time that TOCR has fallen into the unstable state when 
its reception desk part comes in contact with the ground or the object. And the other is the average 
generation force denoted as Fc, which is defined as the force in which the arm cylinders of TOCR 
generated when it has fallen into the unstable state[5]. In order to obtain tc and Fc, the total generation 
force denoted as Ft, which is defined as the sum of the excessive generation force where the arm cylinders 
of TOCR generates, is introduced. The possibility that makes TOCR fall into the unstable state is low 
because the glove is only used for the holding operation, the excessive generation force in the cylinder of 
the glove can be neglected. In addition, a threshold is set, and the time that the total generation force Ft
exceeded this threshold is considered to be the unstable state to TOCR. Therefore, the contact time tc is
considered to the sum of the each time that the total generation force exceeded this threshold in the 
unstable state. Moreover, the average generation force Fc is defined as sum of the integration value of 
total generation force Ft corresponding to the each time in the unstable state divided by tc.
Therefore, in the present experiment, tasks such as the transportation and stacking of blocks in the 
working area of construction tele-robot are conducted to simulate real-life operations, as illustrated in Fig. 
3.  The content of the task is as follows：The initial glove position for TOCR is at location marked B. 
The initial condition of the task is as follows: Move the 1st block marked “1” to location marked A firstly, 
and then move the block marked “3” to the location marked D, and place the block marked “4” on the 
block located at D. At last, move the block marked “2” to the location marked C. The operator returns the 
TOCR’s glove to the location B after the task is finished and waits for the next operation. The experiment 
was performed under three view point method and APV with STO method respectively. With the 3 view 
method, because the task is displayed on 3 screens, time is lost in selecting the screen to be viewed. On 
the other hand, APV with STO method, it is considered that judgments could be made quickly because 
the dead angle is small and spatial recognition is possible simultaneously with the task. Fig. 4 shows the 
averaged results of the time and force of contact between the TOCR and floor. As above, the abscissa 
shows the visual conditions. The right ordinate shows the time of contact with the floor, tc in seconds, and 
the left ordinate shows the dimensionless force Fc obtained from the average force generated by the 
boom, stick, and slewing. On both the right and left axes, larger values indicate risk. The fact that natural 
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spatial recognition with auto point of view and semi-transparent object has an effect on safety can be 
understood from this figure.  
5. Conclusions 
In this research, a remote operation system was constructed by introducing virtual reality technology 
and adding a virtual space display using computer graphics. In contrast to the conventional 3-screen 
visual display, effective visual display was possible while taking advantage of the distinctive features of 
VR. A comparative study of a 1-screen visual display combining APV with STO and a conventional 3-
screen visual display was carried out based on the results of evaluation experiments of risk measurement. 
The experiment confirmed that 1-screen visual display combining APV and STO is superior in 
operability, safety, and reduction of stress. However, we used the simple and regular shape with white 
color concrete blocks as the object only in experiment, since it is the first step of the research. So, other 
future objectives, such as the irregular shape or black color object, the deformed objects, the objects with 
the holes, etc., include the construction of a system which enables measurement of the position and shape 
of deformed or the black color objects and reflection of this information in the displayed image by 
computer graphics.  
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