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Abstract
Motivated by the problem of giving a bijective proof of the fact that the bira-
tional RSK correspondence satisfies the octahedron recurrence, we define inter-
lacing networks, which are certain planar directed networks with a rigid struc-
ture of sources and sinks. We describe an involution that swaps paths in these
networks and leads to Plu¨cker-like three-term relations among path weights.
We show that indeed these relations follow from the Plu¨cker relations in the
Grassmannian together with some simple rank properties of the matrices corre-
sponding to our interlacing networks. The space of matrices obeying these rank
properties forms the closure of a cell in the matroid stratification of the totally
nonnegative Grassmannian. Not only does the octahedron recurrence for RSK
follow immediately from the three-term relations for interlacing networks, but
also these relations imply some interesting identities of Schur functions reminis-
cent of those obtained by Fulmek and Kleber. These Schur function identities
lead to some results on Schur positivity for expressions of the form sνsρ− sλsµ.
1. Introduction
The Robinson-Schensted (RS) correspondence is a bijection between per-
mutations σ in the symmetric group Sn and pairs (P,Q) of standard Young
tableaux of the same shape λ ⊢ n. Under this correspondence, the first part λ1
of λ has a simple interpretation as the size of the longest increasing subsequence
of σ; more generally, the partial sum λ1 + λ2 + · · · + λk is equal to the maxi-
mum size of a union of k disjoint increasing subsequences in σ. This description
of the shape under RS of a permutation in terms of longest increasing subse-
quences is known as Greene’s theorem [12]. The Robinson-Schensted-Knuth
(RSK) correspondence is a generalization of the RS correspondence which takes
arbitrary n × n N-matrices A to pairs (P,Q) of semistandard Young tableaux
1Email address: mfarber@mit.edu. This author is supported in part by the NSF Graduate
Research Fellowship grant 1122374.
2Email address: shopkins@mit.edu.
3Email address: wuttisak@mit.edu.
Preprint submitted to Elsevier July 12, 2018
of the same shape λ. In the RSK correspondence, the first part λ1 has an
analogous interpretation as the maximum weight of a path in A from (1, 1)
to (n, n). Here the weight of a path is just the sum of the entries of the boxes
it visits. Similarly, the partial sum λ1 + λ2 + · · ·+ λk is equal to the maximum
weight over k-tuples of noncrossing paths in A connecting (1, 1), (1, 2), . . . , (1, k)
to (n, n−k+1), (n, n−k+2), . . . , (n, n). This extension of Greene’s theorem to
RSK is apparently folklore; the best reference we have for it is [19, Theorem 12].
For general background on RSK and its importance in the theory of symmetric
functions, see [33, Chapter 7].
Recently there has been significant interest in a birational lifting of RSK
which takes matrices with entries in R>0 to certain three-dimensional arrays
with entries in R>0; see, e.g., [18], [24], [5], [4], [3], [26], [25]. The noncrossing
paths interpretation of RSK has a direct analog in the birational setting (where
in this process of detropicalization, maximums becomes sums and sums become
products). Also it turns out that, subject to the proper renormalization, the out-
put array of this birational map obeys the octahedron recurrence [6], [4]. For an
excellent introduction to the octahedron recurrence and its appearance in vari-
ous combinatorial problems, see [32]. This paper’s main motivation is to provide
a combinatorial proof of the fact that the sums over weighted tuples of noncross-
ing paths of the form encountered in the birational RSK correspondence obey
the octahedron recurrence. Although this has been established already in [4] by
algebraic means, we present a direct, bijective proof, akin to the standard proof
of the famous Lindstro¨m–Gessel–Viennot lemma (see [34, Theorem 2.7.1]).
To this end, in §2 we define “interlacing networks”, which are certain planar
directed networks with a rigid structure of sources and sinks. In §3 we state and
prove our main result concerning these networks: the existence of an involution
that swaps pairs of tuples of noncrossing paths connecting sinks and sources.
This involution leads to several three-term relations between the weights of these
pairs of tuples of noncrossing paths that are akin to the three-term Plu¨cker re-
lations. Because of the well-known correspondence between totally-positive ma-
trices and planar directed networks, these three-term relations are equivalent
to determinantal identities for matrices of a particular form. We study these
matrices in §4, where we give an alternative algebraic proof of these determi-
nantal identities via the Plu¨cker relations. Indeed, the identities follow from
a simple rank property of these matrices together with the Plu¨cker relations.
The space of matrices obeying this rank property forms the closure of a cell
in the matroid stratification of the positive Grassmannian. Thus we connect
interlacing networks to the combinatorial theory of total positivity initiated by
Postnikov [27].
In §5 we return to our original motivation and show how the octahedron re-
currence for birational RSK follows immediately from the three-term relations.
In §6 we give a rather different application of these three-term relations: namely,
we show that they imply some interesting Schur function identities. These iden-
tities are reminiscent of those obtained by Fulmek and Kleber [11] (and earlier
by Kirillov [17]). Fulmek and Kleber also give a bijective proof of their identities
by an explicit procedure that swaps pairs of tuples of noncrossing paths, though
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their swapping procedure and their identities differ in significant ways from our
own. These kind of Schur function identities are closely related to questions
of Schur positivity studied, for instance, in [9], [1], [20], [23]. In particular, we
explain how these Schur function identities prove some special cases of a con-
jecture communicated to us by Alex Postnikov about general conditions under
which symmetric functions of the form sνsρ−sλsµ are Schur positive. We go on
to demonstrate some further Schur function identities obtained from the same
involution defined in §2 by observing that this involution turns out to apply to a
more general class of networks than the interlacing networks we were originally
interested in studying. These additional Schur function identities are no longer
three-term, but still lead to additional results about Schur positivity.
In short, the theory of interlacing networks lies at the intersection of many
topics in modern algebraic combinatorics: RSK, the octahedron recurrence, the
Lindstro¨m–Gessel–Viennot method, total positivity, Schur functions, and Schur
positivity.
Acknowledgements: This paper developed out of some discussion about bira-
tional RSK during the weekly combinatorics preseminar held at MIT. We thank
all those who participated in this preseminar and we especially thank the orga-
nizer Alex Postnikov. We also thank Darij Grinberg for his careful reading and
for pointing out the paper [11] to us. Finally, we thank the anonymous referees
for many helpful comments and help with the references.
2. Interlacing networks: definitions and notation
For two integers m,n ∈ Z we set [m,n] := {m,m+1, . . . , n} (which is empty
ifm > n) and [n] := [1, n]. For X ⊆ Z we set Xeven := X∩2Z. For a finite set X
and k ∈ N, we use (Xk ) to denote the set of subsets of X of cardinality k, and
use 2X := ∪∞k=0
(
X
k
)
to denote the powerset of X . For a tuple T = (t1, . . . , tk) we
sometimes write t ∈ T as though T were a set to mean t = ti for some i ∈ [k].
Finally, if A is a m×n matrix and U ⊆ [m] and W ⊆ [n], we denote by A[U |W ]
the submatrix of A with rows indexed by U and columns indexed by W .
For our purposes, a graph G = (V,E, ω) is a finite, directed, acyclic, planar,
edge-weighted graph with vertex set V , edge set E ⊆ V × V , and edge-weight
function ω : E → R>0. Let G be a graph. A path in G is a sequence π = {vi}ni=0
of distinct elements of V with (vi−1, vi) ∈ E for all i ∈ [n]. We say that such
a path π connects v0 and vn, and that v0 is the start point of π and vn is its
end point. We use Vert(π) to denote the set of vertices in π. The weight of π
is wt(π) :=
∏n
i=1 ω(vi−1, vi). A subpath of π is a subsequence of consecutive
vertices. Sometimes we view paths as simple curves embedded in the plane in
the obvious way. Two paths π and σ are noncrossing if Vert(π) ∩ Vert(σ) = ∅.
Let Π = (π1, . . . , πn) be a tuple of paths. We say Π is noncrossing if πi and πj are
noncrossing for all 1 ≤ i 6= j ≤ n. Suppose that X = {xi}ni=1 and Y = {yi}ni=1
are two sequences of vertices in V of the same length n. Then we denote the set
of all n-tuples of noncrossing paths connecting X and Y by NCPathG(X ,Y).
We omit the subscript G when the network is clear from context. We define
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the weight of the tuple Π to be wt(Π) :=
∏n
i=1 wt(π). Recall that we are most
interested in pairs of tuples of noncrossing paths, so for a pair (Π,Σ) of tuples
of paths we define wt(Π,Σ) := wt(Π) · wt(Σ).
Let k ≥ 2 be some fixed constant. A network is a triple (G,S, T ), where
• G = (V,E, ω) is a graph (in the sense above);
• S = (s1, . . . , s2k−1) ∈ V 2k−1 is a tuple of source vertices;
• T = (t1, . . . , t2k−1) ∈ V 2k−1 is a tuple of sink vertices,
such that G is embedded inside a planar disc with s1, . . . , s2k−1, t2k−1, . . . , t1
arranged in clockwise order on the boundary of this disc. Note that both S
and T are allowed to have repeated vertices. Needless to say, such networks
are considered up to homeomorphism. We assume the edges of G intersect the
boundary of the disc into which G is embedded only at vertices. In this section
and the next we will work with a fixed network (G,S, T ); we will refer to this
network from now on as simply G with the sources and sinks implicit. Note in
particular that the parameter k is therefore fixed in this section and the next.
A pattern on G is just a pair (I, J) with I, J ∈ ([2k−1]k−1 ), where we think of si
and tj being colored red for all i ∈ I and j ∈ J , and the other source and sink
vertices being colored blue. We call I the source pattern of (I, J), and J its sink
pattern. We will use Pat(G) to denote the set of patterns on G.
Let I, J ∈ ([2k−1]m ) where the elements of I are i1 < · · · < im and the el-
ements of J are j1 < · · · < jm. Define the set of tuples of noncrossing paths
of type (I, J) to be NCPathG(I, J) := NCPathG({sil}ml=1, {tjl}ml=1). Now fix
a pattern (I, J) ∈ Pat(G). Define the set of pairs of tuples of noncrossing
paths of type (I, J) to be PNCPathG(I, J) := NCPathG(I, J)×NCPathG(I, J),
where for a subset K ⊆ [2k − 1] we set K := [2k − 1] \ K. Again, we omit
the subscripts of NCPathG(I, J) and PNCPathG(I, J) when the network is
clear from context. We then define the weight of a pattern (I, J) ∈ Pat(G) to
be wt(I, J) :=
∑
(R,B)∈PNCPath(I,J)wt(R,B). Denote the set of all pairs of tu-
ples of noncrossing paths of G by PNCPath(G) :=
⋃
(I,J)∈Pat(G) PNCPath(I, J).
We now define what it means for a network to be interlacing, the key property
that will allow us to find three-term relations among the pattern weights. This
condition may at first appear ad-hoc, but the later algebraic treatment of these
networks will show that this definition suffices for the corresponding matrix to
have a certain easily-stated rank property. Let us call U ⊆ V non-returning
if for all u1, u2 ∈ U and paths π connecting u1 and u2, we have Vert(π) ⊆ U
(this is a technical condition required for our sink-swapping algorithm to work).
Then we say G is k-bottlenecked if there exists a non-returning subset N ⊆ V
with |N | ≤ k so that for all i, j ∈ [2k − 1] and paths π connecting si to tj ,
there is v ∈ Vert(π) for some v ∈ N . Let us call U ⊆ V sink-branching if for
all u ∈ U , i ∈ [2, 2k − 2], j ∈ {1, 2k − 1} and paths π′ connecting u and ti
and π′′ connecting u and tj , we have that Vert(π
′) ∩ Vert(π′′) = {u} (this
is another technical condition). Then we say G is (k − 1)-sink-bottlenecked if
there exists a non-returning and sink-branching NT ⊆ V with |NT | ≤ k − 1
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Figure 1: Γ48,10 and an element of PNCPath({2, 4, 6}, {2, 4, 6}).
so that for all i ∈ [2k − 1], j ∈ [2, 2k − 2] and paths π connecting si to tj ,
there is v ∈ Vert(π) for some v ∈ NT . We say G is interlacing if it is both
k-bottlenecked and (k − 1)-sink-bottlenecked.
Example 2.1. The following interlacing network, the rectangular grid Γkm,n,
will serve as our running example and will also be key for the motivating prob-
lem concerning birational RSK. Let m,n ≥ 3 and 2 ≤ k < min(m,n). The
graph Γm,n has vertex set V := {(i, j) ∈ Z2 : i ∈ [m], j ∈ [n]} and edge
set E := E1 ∪ E2 where
E1 := {((i, j), (i+ 1, j)) : i ∈ [m− 1], j ∈ [n]};
E2 := {((i, j), (i, j + 1)): i ∈ [m], j ∈ [n− 1]}.
We allow the weight function ω of the graph Γm,n to be arbitrary. The net-
work Γkm,n has underlying graph Γm,n with sources and sinks
S := ((k, 1), (k − 1, 1), (k − 1, 2), (k − 2, 2), . . . , (1, k − 1), (1, k))
T := ((m,n− k), (m− 1, n− k), · · · , (m− k, n− 1), (m− k, n)).
Our term “interlacing network” derives from the fact that these sinks and
sources are arranged in a zig-zag. Strictly speaking, in order to satisfy the net-
work condition requiring our graph to lie inside a disc with the source and sink
vertices on the boundary, we should restrict the vertex set of Γkm,n to V
′ ⊆ V
where V ′ := {v ∈ V : si ≤ v ≤ tj for some i, j ∈ [2k − 1]}. However, vertices
in V \ V ′ will never be used in a path connecting a source to a sink, so this
technicality will not concern us from now on.
Observe that Γkm,n is interlacing: we may take N = {s1, s3, . . . , s2k−1} to
satisfy the k-bottlenecked condition, and NT = {t2, t4, . . . , t2k−2} to satisfy the
(k − 1)-sink-bottlenecked condition. Figure 1 depicts Γ48,10 along with an ele-
ment of PNCPath({2, 4, 6}, {2, 4, 6}). Note that vertex (1, 1) is the top-leftmost
vertex in this picture, (8, 1) is the bottom-leftmost vertex, and (1, 10) is the
top-rightmost: we use “matrix coordinates”’ with edges directed downwards
and rightwards in Γkm,n. We warn the reader that there are various conventions
for orientation of such a grid, and we will at different times use several of them.
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3. The sink-swapping involution
In this section we obtain three-term Plu¨cker-like relations between pattern
weights of an interlacing network G via an algorithmically-defined involution
on PNCPath(G) that swaps sink patterns. It turns out that this same involution
makes sense even assuming only that G is k-bottlenecked and in this case also
leads to relations among pattern weights. The relations obtained when G is
k-bottlenecked are weaker than for interlacing G, but they are nevertheless
interesting (and will have applications to Schur function identities in §6).
Definition 3.1. For J, J ′ ∈ ([2k−1]k−1 ), we say that J ′ is a swap of J if J ∩J ′ = ∅.
Clearly the relation of being a swap is symmetric. If J and J ′ are swaps of one
another, there is a unique element j∗ ∈ [2k − 1] \ (J ∪ J ′) and we call j∗ their
pivot. We say J ′ is a balanced swap of J if it is a swap of J and their pivot j∗ is
such that |J ∩ [j∗]| = |J ′ ∩ [j∗]|. We say that that J ′ is a end swap of J if it is a
swap of J and their pivot j∗ is either 1 or 2k− 1. Observe that J ′ being an end
swap of J implies it is a balanced swap of J . Define bswap(J) (resp. eswap(J))
to be the set of balanced swaps (resp. end swaps) of J .
Our goal in this section is to prove the following theorem and corollaries:
Theorem 3.2. Suppose G is k-bottlenecked. Then there is a weight-preserving
involution τ : PNCPath(G)→ PNCPath(G) with
τ(PNCPath(I, J)) ⊆
⋃
J′∈bswap(J)
PNCPath(I, J ′),
for all (I, J) ∈ Pat(G).
Suppose further that G is interlacing. Then for all (I, J) ∈ Pat(G) we have
τ(PNCPath(I, J)) ⊆
⋃
J′∈eswap(J)
PNCPath(I, J ′).
Corollary 3.3. Suppose G is k-bottlenecked. Fix a source pattern I ∈ ([2k−1]k−1 ).
Fix some K ⊆ [2k − 1]even and set K ′ := [2k − 1]even \K. Then
τ
( ⋃
(I,J)∈Pat(G)
Jeven=K
PNCPath(I, J)
)
=
⋃
(I,J′)∈Pat(G)
J′even=K
′
PNCPath(I, J ′)
and thus ∑
(I,J)∈Pat(G),Jeven=K
wt(I, J) =
∑
(I,J′)∈Pat(G),J′even=K
′
wt(I, J ′).
Corollary 3.4. Suppose G is interlacing. Fix a source pattern I ∈ ([2k−1]k−1 ).
Suppose that the sink pattern J ∈ ([2k−1]k−1 ) is such that {1, 2k − 1} ∩ J = ∅.
Define J ′ := [2, 2k − 1] \ J and J ′′ := [1, 2k − 2] \ J . Then
τ(PNCPath(I, J)) = PNCPath(I, J ′) ∪ PNCPath(I, J ′′)
and thus wt(I, J) = wt(I, J ′) + wt(I, J ′′).
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Remark 3.5. An anonymous referee pointed out to us the paper of Danilov,
Karzanov, and Koshevoy [7] in which the authors classify quadratic Plu¨cker-like
relations for functions generated by network flows using nonintersecting paths
as in the above theorem and corollaries. Their approach is similar to the clas-
sification of inequalities between products of two matrix minors obtained by
Skandera [31]. However, the formulae of [7] seem somewhat complicated to
apply for our purposes because they are satisfied by all planar networks (or
equivalently all totally nonnegative matrices); whereas by restricting to net-
works (or equivalently matrices) of a special interlacing form we derive much
simpler formulae that directly apply to our motivating problem of showing that
birational RSK satisfies the octahedron recurrence.
Before we can describe the bijection τ we need a technical result about
posets. First we recall some poset terminology. Let (P,≤) be a finite poset.
For x, y ∈ P , we write x < y to denote x ≤ y and x 6= y, as is standard. At
some point we will require the notion of a downset; for a subset P ′ ⊆ P the
downset of P ′ is the set of all x ∈ P with x ≤ y for some y ∈ P ′. Recall that
a chain in P is a subset C ⊆ P such that any two elements of C are related,
and an antichain in P is a subset A ⊆ P such that no two elements of A are
related. If |A| = k, then we say A is a k-antichain. Suppose that m is the
maximal size of an antichain in P . In this case, we can find a partition of P
into chains C1, . . . , Cm: that is, each Ci is a chain and we have ∪mi=1Ci = P
and Ci ∩ Cj = ∅ for i 6= j. (This result is known as Dilworth’s theorem; see
for example Freese [10], who proves not only that the poset of maximal size
antichains has a minimum, as we show below, but also that this poset is in fact
a lattice.) Let Am(P ) denote the set of m-antichains of P . For any A ∈ Am(P )
we must have that |A∩Ci| = 1 for all i ∈ [m]. Thus we can define the following
partial order on Am(P ): for two m-antichains X = {xi}mi=1 and Y = {yi}mi=1
such that X ∩ Ci = {xi} and Y ∩ Ci = {yi} for all i ∈ [m], we say that X ≤ Y
if and only if xi ≤ yi for all i ∈ [m].
Proposition 3.6. The poset Am(P ) has a minimum.
Proof. Given any X,Y ∈ Am(P ) which are incomparable, we claim that there
is Z ∈ Am(P ) so that Z ≤ X and Z ≤ Y . Define zi := min(xi, yi) for all i ∈ [m]
and set Z := {z1, . . . , zm}. Note that Z is still an antichain: if zi < zj , then
min(xi, yi) < min(xj , yj), which means min(xi, yi) < xj and min(xi, yi) < yj ,
which forces a relation in X or in Y . Because Am(P ) is evidently finite, and by
definition nonempty, it has a minimum.
The order we defined on Am(P ) above in principle depended on the choice
of chains {C1, . . . , Cm}; but in fact we can give a description of this order
which does not depend on such a choice. Namely, for X,Y ∈ Am(P ), let us
say X ≤′ Y if for each x ∈ X there exists y ∈ Y such that x ≤ y. Then X ≤′ Y
if and only if X ≤ Y . The implication X ≤ Y ⇒ X ≤′ Y is trivial. To
see X ≤′ Y ⇒ X ≤ Y , write X = {xi}mi=1 and Y = {yi}mi=1 with X ∩Ci = {xi}
and Y ∩ Ci = {yi} for all i ∈ [m]. Then for i ∈ [m], we have that there is
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✤τ
//
IntR+B
Figure 2: Example 3.7 for the involution τ : the interlacing network is Γ49,9; on the left
is (R,B) ∈ PNCPath({2, 4, 6}, {2, 4, 6}) and τ(R,B) ∈ PNCPath({2, 4, 6}, {3, 5, 7}) is on the
right. The intersection poset IntR+B is depicted far right.
some yj such that xi ≤ yj . If i = j, then we are okay. So suppose i 6= j. It
cannot be that yi ≤ xi as then yi ≤ yj and Y would fail to be an antichain.
But Ci is a chain, so this means xi < yi. Therefore we have X ≤ Y .
We now define the poset of intersections of a tuple of paths in G, which will
be key in defining the bijection τ of Theorem 3.2. Let Π = (π1, . . . , πm) be
a tuple of paths in G. Then define IntΠ := ∪i6=jVert(πi) ∩ Vert(πj) to be the
set of all intersections between paths in Π. First of all, we give IntΠ a labeling
function ℓΠ : IntΠ → P({π1, . . . , πm}), whereby ℓΠ(u) := {πi : u ∈ Vert(πi)}.
Secondly, we give IntΠ a partial order ≤ as follows. For a path πi = {vj}nj=0,
if vi, vj ∈ IntΠ for 0 ≤ i ≤ j ≤ n we declare vj  vi. We then define ≤ to be
the transitive closure of . It is routine to verify that ≤ indeed defines a partial
order on IntΠ (but note that here we use the acyclicity of G in an essential way).
We need just a little more terminology related to paths in order to de-
fine τ . For a tuple Π = (π1, . . . , πn) of paths, let us say a vertex v ∈ V is
a 2-crossing of Π if |{i : v ∈ Vert(πi)}| = 2. Let v be a 2-crossing of Π and
suppose that v ∈ πi ∩ πj for i 6= j. Say πi = {u1, . . . , ua, v, ua+1, . . . , ub}
and πj = {w1, . . . , wc, v, wc+1, . . . , wd}. Then define the flip of Π at v to
be flipv(Π) := (π
′
1, . . . , π
′
n) where
π′m :=

{u1, . . . , ua, v, wc+1, . . . , wd} if m = i;
{w1, . . . , wc, v, ua+1, . . . , ub} if m = j;
πm, otherwise.
For any two 2-crossings u, v of Π, we have flipu(flipv(Π)) = flipv(flipu(Π)). Thus
for a set U = {u1, . . . , up} ⊆ V of 2-crossings of Π, let us define the flip of Π
at U to be flipU (Π) = flipu1(flipu2(· · · flipup(Π) · · · )), where the composition
may be taken in any order. Finally, for two tuples of paths Π = (π1, . . . , πm)
and Σ = (σ1, . . . , σn), set Π + Σ := (π1, . . . , πm, σ1, . . . , σn).
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We proceed to define the involution τ . So we assume from now on that G
is k-bottlenecked. Let N ⊆ V be the subset guaranteed by the k-bottlenecked
property of G. If |N | < k, then PNCPath(G) = ∅; so we may assume |N | = k.
Let (I, J) ∈ Pat(G) and let (R,B) ∈ PNCPath(I, J). Here we use R for “red”
and B for “blue” as the example below will make clear. Say R = (r1, . . . , rk−1)
and B = (b1, . . . , bk) and set Π := R + B. Because N is non-returning there
is a subset of N of size k − 1 consisting of 2-crossings of Π which in fact is a
(k−1)-antichain of IntΠ. It is also clear that there is no antichain of size greater
than k−1: indeed, given an antichain U of IntΠ and any two elements u, v ∈ U ,
for each r ∈ R we have that r ∈ ℓΠ(u)⇒ r /∈ ℓΠ(v); but on the other hand, for
any u ∈ U , there must be some r ∈ R with r ∈ ℓΠ(u). So by Proposition 3.6,
we conclude that Ak−1(IntΠ) has a minimum. Starting with this minimum
antichain, we define τ(R,B) by the algorithm below.
Algorithm defining τ
initialization:
Let U ⊆ IntΠ be the minimum of Ak−1(IntΠ).
Let FLIP0 := U .
Initialize the counter c to 0.
Let bnc be the unique bi with bnc /∈ ℓΠ(u) for all u ∈ U .
If there is w in the downset of U with bnc ∈ ℓΠ(w):
Let wc+1 be maximal in the downset of U with bnc ∈ ℓΠ(wc+1).
Increment the counter c by 1.
Enter the loop.
Else:
Skip the loop. Proceed directly to output.
loop:
Let rmc be the unique ri with rmc ∈ ℓΠ(wc).
Let vc be minimal in Int
Π with wc < vc and rmc ∈ ℓΠ(vc).
Let FLIPc := FLIPc−1∆{vc, wc} (with ∆ = “symmetric difference”).
Let bnc be the unique bi with bnc ∈ ℓΠ(vc).
If there is w with bnc ∈ ℓΠ(w) and w < vc:
Let wc+1 be maximal in Int
Π with wc+1 < vc and bnc ∈ ℓΠ(wc+1).
Increment the counter c by 1.
Return to the beginning of the loop.
Else:
Exit the loop.
output:
Define τ(R,B) := (R′, B′) where R′ +B′ := flipFLIPc(Π).
Example 3.7. Before we prove the correctness of this algorithm, we give an
example run of it. Let our network be Γ49,9 and consider the pair of tuples of
noncrossing paths (R,B) ∈ PNCPath({2, 4, 6}, {2, 4, 6}) depicted in Figure 2.
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Suppose R = (r1, . . . , r3) and B = (b1, . . . , b4) so the paths are labeled in left-
to-right order in the figure. To apply τ to (R,B), first we find the minimum
3-antichain U in IntΠ where Π := R + B. This vertices in this antichain are
circled by small olive-colored circles in Figure 2, and the poset IntΠ is depicted to
the right in the figure. In this case it turns out that U = {(7, 3), (2, 3), (1, 4)}.
We initialize FLIP0 := {(7, 3), (2, 3), (1, 4)} and find that n0 = 2. There is
some w in the downset of U with b2 ∈ ℓΠ(w), so we set w1 := (5, 5) and enter
the loop.
1. We find m1 = 2 and v1 = (3, 4), and we set
FLIP1 := {(7, 3), (2, 3), (1, 4), (5, 5), (3, 4)}.
We find n1 = 3 and there is w with b3 ∈ ℓΠ(w) and w < v1, so we
set w2 := (5, 6) and enter the loop again.
2. We find m2 = 2 and v2 = (5, 5), and we set
FLIP2 := {(7, 3), (2, 3), (1, 4), (3, 4), (5, 6)}.
We find n2 = 2 and there is w with b2 ∈ ℓΠ(w) and w < v2, so we
set w3 := (7, 5) and enter the loop again.
3. We find m3 = 1 and v3 = (7, 3), and we set
FLIP3 := {(2, 3), (1, 4), (3, 4), (5, 6), (7, 5)}.
We find n3 = 1 and there is no w with b1 ∈ ℓΠ(w) and w < v3, so we exit
the loop.
Finally, we define τ(R,B) := (R′, B′) where R′ + B′ := flipFLIP3(Π). The ele-
ments of FLIP3 are circled by large light green circles in Figure 2 and τ(R,B) is
shown to the right of (R,B). Note that τ(R,B) ∈ PNCPath({2, 4, 6}, {3, 5, 7})
and this is consistent with Theorem 3.2 because {3, 5, 7} ∈ eswap({2, 4, 6}).
We proceed to verify the correctness of the algorithm defining τ . In the
following series of claims we refer to the variables defined above in the description
of the algorithm. In particular, c refers to the value of the counter at the end
of a run of the algorithm. Also, say R′ = (r′1, . . . , r
′
k−1) and B
′ = (b′1, . . . , b
′
k)
and set Π′ := R′ +B′. Some of this analysis is tedious but it is all necessary.
Claim 3.8. For i ∈ [c], there exists a unique ui with wi < ui and rmi ∈ ℓΠ(ui)
such that ui ∈ U .
Proof. This claim is required for the algorithm to make sense because it shows
that vi is always well-defined. This claim also shows that vi always belongs to
the downset of U . Observe that the uniqueness is trivial because for any r ∈ R
there is a unique u ∈ U with r ∈ ℓΠ(u). So existence is what is at issue. We
prove this claim by induction on i. For i = 1 it is clear because w1 ≤ u1 by
definition, where u1 is the unique element of U with rm1 ∈ ℓΠ(u1), and w1 6= u1
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because bn0 ∈ ℓΠ(w1) but bn0 /∈ ℓΠ(u1). So suppose i > 1 and the claim holds
for smaller i. Then assume wi ≥ ui where ui is the unique element of U
with rmi ∈ ℓΠ(ui). Note that wi < vi−1 and vi−1 ≤ ui−1 by our inductive
assumption. Thus we conclude ui < ui−1. But this contradicts the fact that U
is an antichain. So in fact wi < ui. The claim follows by induction.
Claim 3.9. The algorithm terminates.
Proof. We claim it is impossible that wi = wj for i < j. If i > 1, then wi = wj
implies wi−1 = wj−1. So suppose i = 1. Then w1 = wj for some j > 1 implies
that vj−1 > w1 with bn0 ∈ ℓΠ(vj−1). But vj−1 is in the downset of U and w1
was chosen to be maximal in the downset of U such that bn0 ∈ ℓΦ(w1), which
is a contradiction. So indeed wi 6= wj for all i 6= j. Therefore, the algorithm
terminates since IntΠ is finite.
Claim 3.10. The tuples of paths R′ and B′ are noncrossing.
Proof. For 0 ≤ i ≤ c, let us define R′i and B′i by R′i + B′i := flipFLIPi(Π). For
such i, set Π′i := R
′
i + B
′
i. For all such i we have Int
Π = IntΠ
′
i as unlabeled
posets. Thus, the only way that one of R′i or B
′
i could fail to be noncrossing
is if there were w ∈ IntΠ′i where w is a 2-crossing of R′i or of B′i. Let us say
that such a w is bad at step i. We claim that if there is a w which is bad at
step i, then i < c. Clearly this proves the claim because R′ = R′c, B
′ = B′c,
and Π′ = Π′c.
If w is bad at any step then w must belong to the downset of U as otherwise w
would be above every vertex that we flip at. So we restrict our attention to w
in the downset of U . For 0 ≤ i ≤ c and w in the downset of U , we claim the
following:
1. r ∈ ℓΠ(w) for any r ∈ R implies b′ ∈ ℓΠ′i(w) for some b′ ∈ B′i;
2. b ∈ ℓΠ(w) for any b 6= bni ∈ B implies r′ ∈ ℓΠ
′
i(w) for some r′ ∈ R′i;
3. if i > 0 and w ≥ vi, then bni ∈ ℓΠ(w) implies r′ ∈ ℓΠ
′
i(w) for some r′ ∈ R′i.
This claims implies that if there is a w which is bad at step i, then i < c as this
claim shows such a w would have to have bni ∈ ℓΠ(w), with w < vi if i > 0.
We prove this claim by induction on i. For i = 0, (1) and (2) hold because we
flip at U to obtain Π′0, and (3) does not apply. So now assume that i > 0 and
the claim holds for i − 1. Note that Π′i is obtained from Π′i−1 by flipping at vi
and wi. Therefore the labels of the intersection poset only change for vertices
that are below wi or vi. The effect is that for w in the downset of U we have
the following:
• bni−1 ∈ ℓΠ(w) now implies r′ ∈ ℓΠ
′
i(w) for some r′ ∈ R′i even if w ≤ wi;
• if w ≤ vi, bni ∈ ℓΠ(w) may no longer imply r′ ∈ ℓΠ
′
i(w) for any r′ ∈ R′i;
• but if w ≥ vi, bni ∈ ℓΠ(w) still implies r′ ∈ ℓΠ
′
i(w) for some r′ ∈ Π′i.
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Note that ni = ni−1 is possible, but this is not an issue because wi < vi. So (1),
(2), and (3) above hold for i, and the claim follows by induction.
Claim 3.11. The map τ is an involution.
Proof. Suppose we run the algorithm again on (R′, B′). Let us use primes to
denote the variables for this run of the algorithm; so we have FLIP′i, b
′
n′
i
, w′i, v
′
i,
c′ and so on. To show τ(R′, B′) = (R,B) it suffices to show FLIP′c′ = FLIPc.
We claim that in fact c = c′ and FLIP′i = FLIPi for all 0 ≤ i ≤ c. Note first
of all that FLIP′0 = FLIP0 because both of these equal the minimum (k − 1)-
antichain of IntΠ and we gave a characterization earlier of this antichain just in
terms of IntΠ as an abstract poset, independent of how it is labeled. It is clear
that m′0 = m0. If c = 0, then no vertex on bm0 ever flips, so no vertex in this
path belongs to the downset of U and thus we get c′ = 0 as well. If c > 0 we
get w1 = w
′
1 as these are both equal to the first place where bm0 intersects the
downset of U . But then if wi = w
′
i, we get v
′
i = vi. This is because each element
of IntΠ
′
has two paths in Π′ coming into it, and since R′ and B′ are noncrossing
these paths must be colored differently (where by the color of the path we mean
in the sense of Figure 2). We followed one of these paths in to arrive at w′i and
thus we must follow the other out to arrive at v′i. And if v
′
i = vi and i < c, then
similarly we have w′i+1 = wi+1. If i = c then both algorithms terminate on this
step and so c = c′. The result follows by induction.
Claim 3.12. There exists J ′ ∈ ([2k−1]k−1 ) which is a swap of J so that for all
paths π′ ∈ Π′ there is some j′ ∈ J ′ with tj′ an end point of π′.
Proof. Let j∗ be such that tj∗ is the endpoint of bnc . Then we may satisfy the
claim by taking J ′ := [2k − 1] \ (J ∪ {j∗}). Indeed, for each r ∈ R, there are
an odd number of v ∈ FLIPc with r ∈ ℓΠ(v); this is easily seen by considering
the FLIPi inductively. Thus, as we follow the path r after having flipped at all
the vertices in FLIPc, the color of the path will be red for a while, then blue,
then red, and so on, and must eventually end blue. Also, there are an even
number of v ∈ FLIPc with bnc ∈ ℓΠ(v): we can again easily prove inductively
that for each 0 ≤ i ≤ c the number of v ∈ FLIPi with bni ∈ ℓΠ(v) is even,
while the number of v ∈ FLIPi with b ∈ ℓΠ(v) is odd for any b 6= bni . Thus
the end of bnc remains blue. So the endpoints of paths in R
′ must be among tj′
for j′ ∈ J ′ as claimed.
Let D denote the disc into which G is embedded, and let ∂D denote its
boundary. Let b ∈ B with start point s and end point t. Denote by rt(b)
(respectively, lt(b)) the compact subset of the plane whose boundary is the
closed curve obtained by adjoining b with the arc on ∂D that connects t to s
clockwise (respectively, counter-clockwise). It is easy to see rt(b), lt(b) ⊆ D
and rt(b) ∩ lt(b) = b. Also, we have bj ∈ rt(bi) if and only if j ≥ i, and
similarly bj ∈ lt(bi) if and only if j ≤ i. For r ∈ R we define rt(r) and lt(r)
analogously, and have the similar result that rj ∈ rt(ri) if and only if j ≥ i,
and rj ∈ lt(ri) if and only if j ≤ i.
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Lemma 3.13. For x1, x2 ∈ IntΠ which are not related, if ℓΠ(x1) = {ri1 , bj1}
and ℓΠ(x2) = {ri2 , bj2} then i1 ≤ i2 if and only if j1 ≤ j2.
Proof. We may assume the inequalities of the indices are strict because oth-
erwise x1 and x2 would certainly be related. So let x1, x2 ∈ IntΠ be such
that ℓΠ(x1) = {ri1 , bj1} and ℓΠ(x2) = {ri2 , bj2} where i1 < i2 but j1 > j2.
Let sp1 be the start point of ri1 and tq1 its end point, and let sp2 be the start
point of bj1 and tq2 its end point. Assume by symmetry that p1 ≤ p2, so q1 ≤ q2.
Let Y1 (respectively, Y2) denote the compact subset of the plane that is bounded
by the closed curve obtained by adjoining the subpath of ri1 connecting sp1 to x1
(resp., the subpath of the reverse of ri1 connecting tq1 to x1), the subpath of
the reverse of bj1 connecting x1 to sp2 (resp, the subpath of bj1 connecting x1
to tq2), and the arc on ∂D connecting sp2 to sp1 counter-clockwise (resp., the
arc on ∂D connecting tq2 to tq1 clockwise). Because x2 lies in lt(ri1 ) ∩ rt(bj1),
it must lie in one of Y1 or Y2. Assume by symmetry that it lies in Y1. We claim
that the subpath of ri2 below x2 cannot lie inside Y1: if it did, its end point
would lie clockwise between sp1 and sp2 on ∂D, contradicting our assumption
about how sources and sinks of G are arranged on this boundary. So it must
exit Y1. When it does so, it crosses bj1 above x1. Thus x2 > x1.
Lemma 3.14. For r ∈ R, if x1 < · · · < xl are the elements of IntΠ ∩ Vert(r)
and bpi ∈ ℓΠ(xi) for all i ∈ [l], then |pi − pi−1| ≤ 1 for all i > 1.
Proof. This is an immediate consequence of the facts that G is planar and B is
noncrossing.
Claim 3.15. The sink pattern J ′ is a balanced swap of J .
Proof. Claim 3.12 tells us that J ′ and J are swaps of one another and their
pivot j∗ is such that tj∗ is the endpoint of bnc . Define wc+1 to be tj∗ . Define v0
to be first element that comes strictly before w1 in bn0 and belongs to Int
Π, or
to be the start point of bn0 if there is no such element. Then for 0 ≤ i ≤ c,
let b˜i be the subpath of bni connecting vi to wi+1. Also, for i ∈ [k] define
closed subsets Xi of D by X1 := rt(r1), Xi := lt(ri−1) ∩ rt(ri) if 1 < i < k,
and Xk := lt(rk−1).
Our key subclaim is that for 0 ≤ i ≤ c, the curve b˜i lies in Xni . We prove this
by induction on i. First of all, for any i it is clear that each b˜i must lie in one of
the Xj because if it did not it would have to intersect too many paths in R (only
the start point and end point of b˜i can belong to Int
Π). So each b˜i intersects the
interior of at most one of the Xj. First we deal with the base case i = 0. Assume
that n0 ∈ [2, 2k − 2]; the cases n0 = 1 or n0 = 2k − 1 are very similar to what
follows. By Lemma 3.13, there exist u1, u2 ∈ U with ℓΠ(u1) = {bn0−1, rn0−1}
and ℓΠ(u2) = {bn0 + 1, rn0}. Let sj1 be the start point of bn0−1, sj2 the start
point of bn0+1, sj3 the start point of rn0−1, and sj4 the start point of rn0 . Assume
that j1 ≤ j3 and j2 ≤ j4 for simplicity of the following exposition; the other
cases are symmetric. Let Y1 (respectively, Y2) denote the compact subset of the
plane that is bounded by the closed curve obtained by adjoining the subpath
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of bn0−1 (resp., bn0+1) connecting sj1 to u1 (resp., sj2 to u2), the subpath of
the reverse of rn0−1 (resp., rn0 ) connecting u1 to sj3 (resp., u2 to sj4), and the
arc on ∂D connecting sj3 to sj1 (resp., sj4 to sj2) counter-clockwise. We claim
that b˜0 cannot intersect the interior of Y1 or of Y2. Suppose to the contrary;
by symmetry, assume that b˜0 enters the interior of Y1. First of all, if c = 0,
that means the end point of bn0 lies on ∂D clockwise between sj1 and sj3 , but
because j1 < j3, this contradicts our assumption of how the sources and sinks
of G are arranged on this boundary. (Note j1 = j3 is impossible in this case
because that would force the end point of bn0 to be sj1 as well, creating a
cycle.) So suppose c > 0. Then w1 is in Y1. It cannot be on rn0−1 because
that would put it at or above u1. But because the path bn0 must exit Y1, it
must cross rn0−1 above u1 after it visits w1, and this means that u1 < w1. But
because w1 belongs to the downset of U , this contradicts the fact that U is an
antichain. So indeed b˜0 does not enter the interior of Y1 or of Y2. But bn0 lies
in lt(bn0−1) ∩ rt(bn0+1); therefore b˜n0 lies in lt(rn0−1) ∩ rt(rn0 ) = Xn0 .
Now assume i > 0 and the key subclaim holds for smaller values of i. We
know that b˜i−1 lies inXni−1 , so either rni−1−1 or rni−1 is in ℓ
Π(wi); let us assume
by symmetry that it is rni−1 . Lemma 3.14 gives ni = ni−1+δ for δ ∈ {−1, 0, 1}.
First suppose that δ = 0. Then we claim that b˜i cannot enter the interior
of Xni+1; in particular, the subpath of bni connecting vi to wi cannot enter the
interior of Xni+1. Suppose that it did. This subpath must eventually enter the
interior of Xni by our inductive supposition and so it would have to cross rni
at some point to do so. However, if it crossed rni above vi this would cause a
cycle in G, and if it crossed below wi this would also cause a cycle. So it would
have to cross between vi and wi; but this is also impossible because there are
no elements of IntΠ that lie on rni between vi and wi. So indeed b˜i lies in Xni .
Now suppose that δ 6= 0. Let sj1 be the start point of rni−1 and sj2 be the
start point of bni−1 . Assume j1 ≤ j2 for simplicity of the following exposition;
the other case is symmetric. Let Y denote the compact subset of the plane
that is bounded by the closed curve obtained by adjoining the subpath of bni−1
connecting sj1 to wi, the subpath of the reverse of rni−1 connecting wi to sj2 ,
and the arc on ∂D connecting sj2 to sj1 counter-clockwise. We claim that
the subpath of bni below vi cannot enter the interior of Y . Suppose it did.
Then it could not exit Y because it cannot intersect bni−1 at all, and it cannot
intersect rni−1 above wi without creating a cycle. Thus the end point of bni lies
on ∂D clockwise between sj1 and sj2 . But because j1 < j2, this contradicts our
assumption of how the sources and sinks of G are arranged on this boundary.
(Note j1 = j2 is impossible in this case because that would force the end point
of bni to be sj1 as well, creating a cycle.) So b˜i does not enter the interior of Y .
Thus b˜i lies in Xni−1+1.
To finish the proof of the key subclaim, we need to show that δ 6= −1. First
consider the case i = 1. Let u be the unique element of U such that rn0 ∈ ℓΠ(u).
Note that bn0+1 ∈ ℓΠ(u) by Lemma 3.13. Also note that w1 is the maximal
element below u with ℓΠ(w1) = {rn0 , bn0}. So by Lemma 3.14, as we look at
the bpj intersecting the vertices of rn0 we encounter below u but above w1 we
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can never see bn0−1. Thus δ = 1 as claimed. Now consider the case i > 1. Then
either rni−1−1 or rni−1 is in ℓ
Π(vi−1). Suppose first that rni−1−1 ∈ ℓΠ(vi−1).
Then vi−1 and vi are unrelated and so by Lemma 3.13 we get that δ 6= −1.
Suppose next that rni−1 ∈ ℓΠ(vi−1). Then note that wi is the maximal element
below vi−1 with ℓ
Π(w1) = {rni−1 , bni−1}. Also, the element of IntΠ below vi−1
on rni−1 is wi−1 and has bni−2 ∈ wi−1, so again by Lemma 3.14 we get bni−2 ∈ vi.
So ni = ni−2 and by induction we obtain δ = 1 again. The key subclaim is thus
proved by induction.
To conclude, note that b˜nc is in Xnc which means tj∗ is clockwise between
the end point of rnc and rnc+1 on ∂D. Together with Claim 3.12, this means
exactly that |J ∩ [j∗]| = |J ′ ∩ [j∗]|.
Claim 3.16. If G is interlacing then J ′ is an end swap of J .
Proof. Let ΠT be the subtuple of Π consisting of paths whose end points are
among tj for j ∈ [2, 2k − 2]. Let NT be the subset of V guaranteed by the
(k − 1)-sink-bottlenecked property of G. There is a subset of NT of size k − 2
consisting of 2-crossings of ΠT . This subset is a (k − 2) antichain of IntΠT
because NT is non-returning. There are no antichains of Int
ΠT of greater car-
dinality. So Ak−2(IntΠT ) has a minimum; call that minimum UT . We claim
that UT belongs to the downset of U . To see this, let U
T ⊆ U be the set of
those u ∈ U for which ℓΠ(u) ⊆ ΠT . Note that because NT is sink-branching, it
also must be that UT is sink-branching. So no element of UT is greater than an
element of U \UT ; but also, every element of UT is comparable to some element
of U . Thus if we let Umin be the set of minimal elements of U ∪ UT , there is a
subset of Umin that belongs to Ak−2(IntΠT ) and is in the downset of U . But UT
is minimal among all such antichains; so UT must be in the downset of U .
Let j∗ be the pivot of J and J ′. We want to show that j∗ /∈ [2, 2k − 2].
Suppose to the contrary. Recall the paths b˜i and regions Xi defined in the proof
of Claim 3.15. Let π∗ be the unique element of ΠT not among the labels of
elements of UT . If j
∗ ∈ [2, 2k − 2], it must be that there is i such that b˜i = π∗
and either wi+1 is in he downset of UT or wi+1 = tj∗. This is because if b˜i
passes through some u ∈ UT , that u must either be vi or wi+1. If that u is
a wi+1, then vi+1 will not belong to the downset of UT so we will have to pass
through UT again at some later step. On the other hand, if that u is a vi,
then we must have i > 0 and wi−1 already belongs to the downset of UT and is
strictly below an element of UT . Thus indeed there exists i such that b˜i = π
∗
and with wi+1 as described above. But then by the same logic as the second
paragraph of the proof of Claim 3.15, we conclude that either b˜i lies in Xni+1
(if 1 ∈ J) or b˜i lies in Xni−1 (if 1 /∈ J). At any rate, we get that b˜i does not lie
in Xni which is a contradiction with the key subclaim in the proof of Claim 3.15.
So indeed j∗ /∈ [2, 2k − 2].
Proof of Theorem 3.2. : Claims 3.8 and 3.9 establish that τ is well-defined,
and Claim 3.10 shows that τ maps into PNCPath(G). The map τ is weight-
preserving because the multisets of edges visited by paths in Π and in Π′
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are identical. Claim 3.11 shows τ is an involution. Claim 3.15 describes
the image τ(PNCPath(I, J)), and Claim 3.16 gives a more refined estimate
on τ(PNCPath(I, J)) when G is interlacing.
Proof of Corollary 3.3. : For any J, J ′ ∈ ([2k−1]k−1 ) with J ′ a balanced swap of J ,
their pivot j∗ cannot be even, so we have J ′even = [2k − 1]even \ Jeven. Thus
with K as in the statement of the corollary, by Theorem 3.2 we have
τ
( ⋃
(I,J)∈Pat(G)
Jeven=K
PNCPath(I, J)
)
⊆
⋃
(I,J′)∈Pat(G)
J′even=K
′
PNCPath(I, J ′).
But the reverse inclusion follows for the same reason.
Proof of Corollary 3.4. : For J, J ′, J ′′ ∈ ([2k−1]k−1 ) as in the statement of the
corollary, we have eswap(J) ⊆ J ′ ∪ J ′′, but we also have eswap(J ′) ⊆ J
and eswap(J ′′) ⊆ J . Then Theorem 3.2 tells us that
τ(PNCPath(I, J)) ⊆ PNCPath(I, J ′) ∪ PNCPath(I, J ′′)
and also the reverse inclusion.
Remark 3.17. The definition of k-bottlenecked is symmetric with respect to
sources and sinks, so we can easily obtain from τ a source-swapping involution
as well. We define (Gop, Sop, T op), the opposite network of G, as follows: Gop is
the same graph as G but with edge directions reversed, Sop := (t2k−1, . . . , t1),
and T op := (s2k−1, . . . , s1). For I ⊆ [2k − 1] set I◦ := {2k − i : i ∈ I}.
There is a weight-preserving bijection Ψ: PNCPath(G)→ PNCPath(Gop) such
that Ψ(PNCPath(I, J)) = PNCPath(I◦, J◦) for (I, J) ∈ Pat(G) whereby Ψ
just reverses all paths. Suppose G is k-bottlenecked. Then so is Gop. So we
may define the source-swapping involution σ : PNCPath(G) → PNCPath(G)
by σ := Ψ−1 ◦ τGop ◦Ψ and it will satisfy
σ(PNCPath(I, J)) ⊆
⋃
I′∈bswap(I)
PNCPath(I ′, J),
for all (I, J) ∈ Pat(G). Here τGop denotes the involution τ defined above in
this section but applied to the opposite network. The involution σ leads to a
source-swapping analogue of Corollary 3.3. However, G being interlacing does
not in general imply that Gop is interlacing, so we do not in general get a
source-swapping analogue of Corollary 3.4.
4. Interlacing matrices and Plu¨cker relations
In this section, we provide an alternative algebraic proof to the second part
of Corollary 3.4 using certain rank properties of matrices associated to inter-
lacing networks. Here and throughout all matrices are real. A matrix is called
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totally nonnegative if all its minors are nonnegative. We define Mat(m,n) to
be the set of m × n matrices and Mat≥0(m,n) the set of m × n totally non-
negative matrices. We also use Mat∗(m,n) to denote the set of m× n matrices
of full rank, and Mat≥0∗ (m,n) for the totally nonnegative matrices of full rank.
The Lindstro¨m–Gessel–Viennot (LGV) [21] [16] lemma provides a correspon-
dence between totally nonnegative matrices and planar networks, and we would
like to examine the properties of the class of totally nonnegative matrices that
correspond to interlacing networks. Let (G,S, T ) be a network. Define PG to
be the matrix whose entry at i, j is equal to
∑
pi∈NCPath({si},{tj})
wt(π). By
the LGV lemma, since G is a planar, the matrix PG is totally nonnegative.
Moreover, we have detPG[U |W ] =
∑
Π∈NCPath(U,W ) wt(Π) for m ∈ [2k − 1]
and U,W ∈ ([2k−1]m )
Definition 4.1. Let k ≥ 2. An interlacing matrix of order 2k − 1 is a totally
nonnegative 2k − 1 × 2k − 1 matrix A whose rank is at most k, such that the
rank of A
[
[2k − 1]|[2, 2k − 2]] is at most k − 1.
Proposition 4.2. Let (G,S, T ) be an interlacing network. Then PG is inter-
lacing.
Proof. In order to prove that the rank of PG is at most k, it is enough to show
that every (k+1)× (k+1) minor of PG equals 0. Let U,W ∈
(
[2k−1]
k−1
)
. Since G
is k-bottlenecked, NCPath(U,W ) = ∅ and hence by the LGV lemma we have
detPG[U |W ] =
∑
Π∈NCPath(U,W ) wt(Π) = 0. Similarly, since G is (k − 1)-sink-
bottlenecked, after removing the first and the last column we get a matrix in
which every k × k minor equals 0.
We therefore can reformulate the second part of Corollary 3.4 in terms of
interlacing matrices as follows.
Theorem 4.3. Let k ≥ 2 and let M be an interlacing matrix of order 2k − 1.
Fix I, J ∈ ([2k−1]k−1 ) such that {1, 2k − 1} ∩ J = ∅. Set J ′ := [2, 2k − 1] \ J
and J ′′ = [1, 2k − 2] \ J . Then
detM [I|J ] detM [I|J ] = detM [I|J ′] detM [I|J ′] + detM [I|J ′′] detM [I|J ′′]
where for K ⊆ [2k − 1] we define K = [2k − 1] \K.
The proof of Theorem 4.3 relies on the Plu¨cker relations between minors of
certain types of Grassmannians. For n ≥ l ≥ 0, the Grassmannian Gr(l, n) is the
space of l-dimensional linear subspaces of Rn. Another way to view the Grass-
mannian is as Gr(l, n) = GL(l) \Mat∗(l, n), where GL(l) is the group of invert-
ible l × l matrices. In other words, we can identify Gr(l, n) with the space of l×n
real matrices of rank l modulo row operations, where the l × l minors of the ma-
trices form projective coordinates on the Grassmannian, called Plu¨cker coordi-
nates. We denote those coordinates by ∆I(A) for I ∈
(
[n]
l
)
and A ∈ Gr(l, n); that
is, ∆I(A) represents the minor of A defined by the columns I = {i1, i2 . . . , il}
with i1 < i2 < . . . < il. When A is clear from context we write simply ∆I
for ∆I(A). In order to simplify notation when swapping columns of minors,
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we use the conventions on these coordinates that ∆(i1,i2,...,il) := ∆{i1,i2...,il}
for i1 < . . . < il and ∆(i1,...,ij ,ij+1,...,il) := −∆(i1,...,ij+1,ij ,...,il). The following
set of relations on Plu¨cker coordinates for any choice of m ∈ [l] are called the
Plu¨cker relations [27]:
∆(p1,...,pl)∆(q1,...,ql) =
∑
i1<...<im
∆(p1,...,ql−m+1,...,ql,...pl)∆(q1,q2,...,ql−m,pi1 ,...,pim ). (1)
Here (p1, . . . , ql−m+1, . . . , ql, . . . pl) denotes the tuple (p1, . . . , pl) with the en-
tries pi1 , . . . , pim replaced by ql−m+1, . . . , ql and vice versa for the other factor.
In a manner analogous to the above description of the Grassmannian as
a quotient of a matrix space by a general linear group action, we define the
totally nonnegative Grassmannian to be Gr≥0(l, n) := GL+(l) \ Mat≥0∗ (l, n),
where GL+(l) is the group of invertible l × l matrices with positive determi-
nant. In other words, the totally nonnegative Grassmannian is the subset of
the Grassmannian for which Plu¨cker coordinates are all nonnegative (or rather
all of the same sign, since these coordinates are projective). So Gr≥0(l, n) ⊆
Gr(l, n). There is a tight correspondence between totally nonnegative matrices
and the totally nonnegative Grassmannian. In fact, there exists an embed-
ding φ : Mat≥0(l, n)→ Gr≥0(l, l + n) of the form
φ : A 7→

1 0 · · · 0 0 0 (−1)l−1al1 (−1)l−1al2 · · · (−1)l−1aln
...
...
. . .
...
...
...
...
...
. . .
...
0 0 · · · 1 0 0 a31 a32 · · · a3n
0 0 · · · 0 1 0 −a21 −a22 · · · −a2n
0 0 · · · 0 0 1 a11 a12 · · · a1n

such that
detA[I|J ] = ∆([l]\{l+1−ir ,...,l+1−i1})∪{j1+l,...,jr+l}(φ(A)) (2)
for A = (aij) ∈Mat≥0(l, n), I = {i1, . . . , ir} ⊆ [l] and J = {j1, . . . , jr} ⊆ [n].
For a number a and a set B = {b1, b2, . . . , br} such that b1 < b2 < . . . < br,
denote by {a + B} (respectively, {a − B}) the set {a + b1, a + b2, . . . , a + br}
(resp., {a − br, a − br−1, . . . , a − b1}). Let us set l = 2k − 1 and n = 2k − 1
in the last paragraph to get φ : Mat≥0(2k − 1, 2k − 1)→ Gr≥0(2k − 1, 4k − 2).
Then the conclusion of Theorem 4.3 is equivalent to the following equation on
the Plu¨cker coordinates of φ(M):
∆[2k−1]\{2k−I}∪{2k−1+J}∆[2k−1]\{2k−I}∪{2k−1+J} = (3)
∆[2k−1]\{2k−I}∪{2k−1+J′}∆[2k−1]\{2k−I}∪{2k−1+J′}
+∆[2k−1]\{2k−I}∪{2k−1+J′′}∆[2k−1]\{2k−I}∪{2k−1+J′′}.
We are now ready to present the proof of Theorem 4.3.
Proof of Theorem 4.3: Because M is interlacing, we have detM [W |V ] = 0
if |W | = |V | > k or if |W | = |V | > k − 1 and 1, 2k − 1 /∈ V . Using (2), we get
that the Plu¨cker coordinates of φ(M) satisfy
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(a) ∆U = 0 for any U = {u1, u2, . . . , u2k−1} such that u1 < · · · < u2k−1
and uk−1 > 2k − 1;
(b) ∆U = 0 for any U = {u1, u2, . . . , u2k−1} such that u1 < · · · < u2k−1,
2k, 2(2k − 1) /∈ U and uk > 2k − 1.
Now, note that since J ′ = {1} ∪ J and J ′′ = J ∪ {2k − 1}, equation (3) is
equivalent to
∆{2k−I}∪[2k,2(2k−1)]\{2k−1+J}∆[2k−1]\{2k−I}∪{2k−1+J} = (4)
∆{2k−I}∪{2k}∪{2k−1+J}∆[2k−1]\{2k−I}∪{2k−1+J′}
+∆{2k−I}∪{2k−1+J}∪{2(2k−1)}∆[2k−1]\{2k−I}∪{2k−1+J′′}.
To show that (4) holds, we will use (1) with l = 2k − 1 and m = k − 1. Ac-
cording to the formula, we are summing over all the
(
2k−1
k−1
)
ways in which we
can put the k − 1 elements of {2k − 1 + J} in place of some k − 1 elements
of {2k − I} ∪ [2k, 2(2k − 1)] \ {2k − 1 + J}. We will show that only two sum-
mands among the
(
2k−1
k−1
)
summands appear on the right side of (1) may be
nonzero, and they are equal to the right side of (4). First, consider the sum-
mands in which at least one element from {2k − 1 + J} is placed instead of an
element in {2k − I}. Since all of the elements in [2k, 2(2k − 1)] \ {2k − 1 + J}
are bigger than 2k−1 and |{2k−I}| = k−1 we are in the case (a), which means
that the resulting summand equals zero. Thus in order to obtain a nonzero sum-
mand, all the k− 1 elements from {2k− 1+ J} must be placed instead of some
k− 1 elements from [2k, 2(2k − 1)] \ {2k − 1 + J}. There are exactly ( kk−1) = k
such summands since |[2k, 2(2k − 1)] \ {2k − 1 + J}| = k, and in each of the
summands exactly one element from the set [2k, 2(2k − 1)] \ {2k − 1 + J} is
not replaced by an element from {2k − 1 + J}, and all the other are replaced.
Note 2k, 2(2k − 1) ∈ [2k, 2(2k − 1)] \ {2k − 1 + J} since 1, 2k − 1 /∈ J . We may
choose one of the following to be the element that is not replaced: 2k; 2(2k−1);
or an element from [2k, 2(2k − 1)] \ {2k − 1 + J} not equal to 2k or 2(2k − 1).
If we choose 2k, the resulting summand is
∆{2k−I}∪{2k}∪{2k−1+J}∆[2k−1]\{2k−I}∪{2k−1+J′},
and if we choose 2(2k − 1) the resulting summand is
∆{2k−I}∪{2k−1+J}∪{2(2k−1)}∆[2k−1]\{2k−I}∪{2k−1+J′′}.
If we choose an element which is not equal to 2k or 2(2k − 1), then (b) implies
that the k − 2 resulting summands equal zero. Thus we showed that (4) holds
and so we are done. 
Because interlacing matrices are defined by certain rank conditions on sub-
matrices, they can also be characterized as those totally nonnegative matrices
for which some explicit set of minors is zero. This simple observation connects
interlacing matrices to the combinatorial theory of total positivity developed by
Postnikov in [27], which can be seen as an “elementary” approach to the general
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theory of total positivity initiated by Lusztig [22]. We very briefly recap the
matroid stratification of the totally nonnegative Grassmannian, without even
defining exactly what a matroid is. For anyM⊆ ([n]l ), define SM ⊆ Gr(l, n) by
SM := {A ∈ Gr(l, n) : ∆I(A) = 0 if and only if I ∈M}.
Define S≥0M := SM ∩ Gr≥0(l, n). The S≥0M stratify Gr≥0(l, n) in the sense
that ∪
M∈([n]l )
S≥0M = Gr≥0(l, n) and S≥0M ∩ S≥0M′ = ∅ if M 6= M′. This strat-
ification is called the matroid stratification of the totally nonnegative Grass-
mannian. Also it turns out [27] that each SM is either empty or a cell and
conjecturally this stratification gives a regular CW decomposition of Gr≥0(l, n).
Define M∗ ⊆ ([4k−2]2k−1 ) by
M∗ :=

I ∈
(
[4k − 2]
2k − 1
)
:
|I ∩ [2k, 4k − 2]| ≥ k or(
|I ∩ [2k, 4k − 2]| ≥ k − 1 and {2k, 4k − 2} ∩ I = ∅
)

 .
Then the image of the space of interlacing matrices of order 2k − 1 under the
map φ : Mat≥0(2k − 1, 2k − 1)→ Gr≥0(2k − 1, 4k − 2) is ∪M∗⊆MS≥0M .
Proposition 4.4. The space of interlacing matrices of order 2k − 1, viewed
inside the Grassmannian via the map φ, forms the closure of a cell in the matroid
stratification of Gr≥0(2k − 1, 4k − 2).
Proof. If M ⊆ ([4k−2]2k−1 ) is such that the cell S≥0M is nonempty, then the closure
of this cell is given by clo(S≥0M ) = ∪M⊆M′S≥0M′ . Thus in order to prove the
proposition we need only show that S≥0M∗ is nonempty. To do so, we construct
an interlacing network G = (G,S, T ) such that φ(PG) ∈ S≥0M∗ . We use two
auxiliary networks G′ = (G′, S′, T ′) and G′′ = (G′′, S′′, T ′′) to build G. The
network G′ has underlying graph Γk,4k−3 with
S′ = (s′1, . . . , s
′
2k−1) := ((1, 1), (1, 2), . . . , (1, 2k − 1));
T ′ = (t′1, . . . , t
′
2k−1) := ((k, 2k − 1), (k, 2k), . . . , (k, 4k − 3)).
Observe that G′ is k-bottlenecked: we may take
N ′ := ((1, 2k − 1), (2, 2k − 1), . . . , (k, 2k − 1))
as our bottleneck. The network G′′ has underlying graph Γk−1,4k−7 with
S′′ = (s′′1 , . . . , s
′′
2k−3) := ((1, 1), (1, 2), . . . , (1, 2k − 3));
T ′′ = (t′′1 , . . . , t
′′
2k−3) := ((k − 1, 2k − 3), . . . , (k − 1, 4k − 7)).
Similarly G′′ is is (k − 1)-bottlenecked: we may take
N ′′ := ((1, 2k − 3), (2, 2k − 3), . . . , (k − 1, 2k − 3))
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as our bottleneck. The network G has underlying graph G′ ⊔ G′′/ ∼, the dis-
joint union of the graphs G′ and G′′ where we mod out by the equivalence
relation ∼, where t′i+1 ∼ s′′i for i ∈ [2k − 3] and all other vertices are in-
equivalent. The sources and sinks of G are given by S := (s′1, . . . , s
′
2k−1)
and T := (t′1, t
′′
1 , . . . , t
′′
2k−3, t
′
2k−1). We can witness that G is k-bottlenecked
by taking N = N ′ and can witness that G is (k − 1)-sink-bottlenecked by tak-
ing NT = N
′′. The edge-weight function ω of G is defined to be 1 for all edges.
From our construction we get NCPathG(I, J) = ∅ for I, J ∈
(
[2k−1]
m
)
if and only
if either m ≥ k + 1, or m = k and {1, 2k − 1} ∩ J = ∅. This translates exactly
to φ(PG) ∈ S≥0M∗ , as desired.
5. Birational RSK and the octahedron recurrence
We now return to our original motivation. Let X = (xij) be anm×n matrix
with entries in R>0. This matrix will be our input to birational RSK. Our output
will be a three-dimensional array that, subject to the proper normalization, will
obey the octahedron recurrence. Recall that we are interested in the weights
of tuples of noncrossing paths in X . Therefore, in this section we will work
with the rectangular grid Γm,n. We set the edge-weight function ω : E → R>0
of Γm,n to be ω((i, j), (i
′, j′)) :=
√
xijxi′j′ . For a path π in Γm,n, we define
a modified weight by ŵt(π) :=
√
xijxi′j′ · wt(π) where (i, j) is the start point
of π and (i′, j′) is its endpoint. And for a tuple Π = (π1, . . . , πk) of paths we
define ŵt(Π) :=
∏k
i=1 ŵt(πi). Similarly for a pair of tuples of paths (Π,Σ) we
define ŵt(Π,Σ) := ŵt(Π) · ŵt(Σ). This modified weight is defined in this way
so that ŵt(π) =
∏
(i,j)∈Vert(pi) xij .
Now we define a three dimensional array Y = (yi,j,k) whose indices run
over all i, j, k ∈ Z which satisfy 0 ≤ k ≤ min(i, j) and for which there exist
some a, b ∈ {0, 1} such that (i + a, j + b) ∈ Γm,n, where the entries of Y are
given by yi,j,k :=
∑
Π∈RSKPath(i,j,k) ŵt(Π) with
RSKPath(i, j, k) := NCPathΓm,n({(1, 1), ..., (1, k)}, {(i, j − k + 1), ..., (i, j)}).
If this sum is empty (which happens when any of i, j, or k is zero) we treat it
as 1. From the array Y we define a normalized array Y˜ = (y˜i,j,k) whose indices
run over the same set as the indices of Y . For (i, j) ∈ Γm,n, let us define the
rectangular product at (i, j) to be rect(i, j) :=
∏
r≤i,s≤j xrs. If (i, j) /∈ Γm,n we
set rect(i, j) := 1. Then the entries of Y˜ are given by y˜i,j,k := yi,j,k/rect(i, j).
Theorem 5.2 will show that Y˜ satisfies the octahedron recurrence, but first let
us spell out the exact connection with birational RSK.
Greene’s theorem says that if misσ(k) is the maximal size of a union of k
disjoint increasing subsequences in σ ∈ Sn, then misσ(k) = λ1+ . . .+λk where λ
is the shape of the output of RSK applied to σ. Thus in order to obtain the λk
from sizes of increasing subsequences in σ, we see λk = misσ(k)−misσ(k−1). In
the birational setting, this means that to move from sums of weights of tuples of
noncrossing paths back to RSK, we should take quotients of successive entries.
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So we define another three-dimensional array Yi,j,k = (yi,j,k) whose indices run
over all i, j, k ∈ Z which satisfy 0 ≤ k ≤ min(i, j) + 1 and for which there
exist a, b ∈ {0, 1, 2} such that (i + a, j + b) ∈ Γm,n, with entries yi,j,0 := 1,
yi,j,min(i,j)+1 := 1, and yi,j,k := yi,j,k/yi,j,k−1 for 0 < k < min(i, j) + 1. The
map X 7→ Y could be called birational RSK. Alternatively, we might want
RSK to map X to another m × n matrix. In that case, define Z = (zij) to
be the m× n matrix with entries in R>0 as follows: for (i, j) ∈ Γm,n, let us
set l(i, j) := min(m − i, n − j); then zij := yi+l(i,j),j+l(i,j),l(i,j)+1 . In other
words, Z is obtained by flattening the outer border of Y . Then the map X 7→ Z
is birational RSK as a map between matrices. Note that the array Y can
also be computed as follows: the boundary conditions are given by yi,j,0 = 1
and yi,j,min(i,j)+1 = 1, and for 1 ≤ k ≤ min(i, j) we have the recursive formula
yijk =
xijk(yi−1,j,k + yi,j−1,k)
yi−1,j−1,k−1(
1
yi−1,j,k−1
+ 1yi,j−1,k−1 )
where xijk := xij if k = 1 and xijk := 1 otherwise. We will not prove this
recursive formula as it is tangential to our aims, but at any rate it follows im-
mediately from Theorem 5.2 below. For those used to thinking about classical
RSK in terms of insertion and bumping it may be rather unclear where this
formula comes from. See [15] for an expository development of the tropical-
ized version of this formula for classical RSK motivated by certain important
properties of RSK such as symmetry with respect to transposition.
Example 5.1. SupposeX = (xij)1≤i,j≤2. Observe that we use standard matrix
notation with x11 in the upper-left corner. Then the three-dimensional arrays
associated to X are
Y =
1 1 1
1 1 1
1 1 1
x11 x11x12
x11x21 x11x22(x12 + x21) x11x12x21x22
k = 0 k = 1 k = 2
Y˜ =
1 1 1
1 1x11
1
x11x12
1 1x11x21
1
x11x12x21x22
1 1
1 1x12 +
1
x21
1
k = 0 k = 1 k = 2
Y =
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1
1 x11 x11x12
1 x11x21 x11x22(x12 + x21)
1 1
1 x12x21x12+x21 1
k = 0 k = 1 k = 2 k = 3
Here the bottom-right corner of each level in each array is aligned. Also,
Z =
( x12x21
x12+x21
x11x12
x11x21 x11x22(x12 + x21)
)
.
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Theorem 5.2. The three-dimensional array Y˜ = (y˜i,j,k) can be computed as
follows: the boundary conditions are y˜i,j,0 = 1/rect(i, j) and y˜i,j,min(i,j) = 1,
and for 1 ≤ k ≤ min(i, j)− 1 we have the recursive formula
y˜i,j,ky˜i−1,j−1,k−1 = y˜i−1,j,ky˜i,j−1,k−1 + y˜i−1,j,k−1y˜i,j−1,k
In other words, Y˜ satisfies the (bounded) octahedron recurrence.
Proof. Of course yi,j,0 = 1 and yi,j,min(i,j) = rect(i, j) are equivalent boundary
conditions. We have yi,j,0 = 1 by definition. We have yi,j,min(i,j) = rect(i, j)
because there is a single tuple of paths in RSKPath(i, j, ,min(i, j)) and it covers
exactly those vertices in Γm,n that are less than or equal to (i, j).
Now let 1 ≤ k ≤ min(i, j)− 1. The key to proving the recursive condition is
to show that
yijkyi−1,j−1,k−1 = (yi−1,j,kyi,j−1,k−1 + yi−1,j,k−1yi,j−1,k)xij . (*)
For k = 1, we have yi−1,j−1,k−1 = yi,j−1,k−1 = yi−1,j,k−1 = 1 and (*) follows
from the fact that every path connecting (1, 1) to (i, j) goes through exactly one
of (i− 1, j) or (i, j − 1), and conversely any path to either (i− 1, j) or (i, j − 1)
can be uniquely extended to a path to (i, j). Assume k ≥ 2. For (i, j) ∈ Γm,n,
define the increasing and decreasing triangular products of length l at (i, j) as
tri+(i, j, l) :=
i+l−1∏
r=i
j+i+l−r−1∏
s=j
xrs and tri
−(i, j, l) :=
i∏
r=i−l+1
j∏
s=j+i−l−r+1
xrs.
The first equation makes sense for 1 ≤ l ≤ min(m−i+1, n−j+1), and the second
equation makes sense for 1 ≤ l ≤ min(i, j). Consider the network Γki,j with edge-
weight function ω the same as for Γm,n above. Set I, J := {2, 4, . . . , 2k − 2}
and κ := tri+(1, 1, k − 2) · tri+(1, 1, k − 1). Then there is a bijection
ϕ : PNCPathΓk
i,j
(I, J)→ RSKPath(i − 1, j − 1, k − 1)× RSKPath(i, j, k)
such that
ŵt(R,B) · κ · tri−(i− 1, j − 1, k − 2) · tri−(i, j, k − 1) = ŵt(ϕ(R,B)).
Specifically, if (R,B) = ((r1, . . . , rk−1), (b1, . . . , bk)) ∈ PNCPathΓk
i,j
(I, J) then
we define ϕ(R,B) := ((π1, . . . , πk−1), (σ1, . . . , σk)) where
πs := {(t, s)}k−1−st=1 · rs · {(i− s+ t, j − k + s)}s−1t=1
σs := {(t, s)}k−st=1 · bs · {(i− s+ t, j − k + s)}st=2.
(Here · denotes concatenation of sequences.) In other words, ϕ extends the
paths vertically to connect to the appropriate start and end points for paths
in RSKPath(i − 1, j − 1, k − 1) and RSKPath(i, j, k); there is a unique way to
do this. Similarly, if we set J ′ := {1, 3, . . . , 2k − 3} then there is a bijection
ϕ′ : PNCPathΓk
i,j
(I, J ′)→ RSKPath(i, j − 1, k − 1)× RSKPath(i− 1, j, k)
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such that
ŵt(R′, B′)
xi,j−k+1
· κ · tri−(i, j − 1, k − 2) · tri−(i− 1, j, k − 1) = ŵt(ϕ′(R′, B′)).
Here for (R′, B′) = ((r′1, . . . , r
′
k−1), (b
′
1, . . . , b
′
k)) ∈ PNCPathΓki,j (I, J ′) we de-
fine ϕ′(R′, B′) := ((π′1, . . . , π
′
k−1), (σ
′
1, . . . , σ
′
k)) where
π′s := {(t, s)}k−1−st=1 · r′s · {(i− s+ t, j − k + s)}st=2
σ′s := {(t, s)}k−st=1 · b′s · {(i− s+ t, j − k + s)}s−1t=1 .
Again, ϕ′ just extends paths vertically. And if we set J ′′ := {3, 5, . . . , 2k − 1}
then there is a bijection
ϕ′′ : PNCPathΓk
i,j
(I, J ′′)→ RSKPath(i− 1, j, k − 1)× RSKPath(i, j − 1, k)
such that
ŵt(R′′, B′′)
xi−k+1,j
· κ · tri−(i− 1, j, k − 2) · tri−(i, j − 1, k − 1) = ŵt(ϕ′′(R′′, B′′)).
Here for (R′′, B′′) = ((r′′1 , . . . , r
′′
k−1), (b
′′
1 , . . . , b
′′
k)) ∈ PNCPathΓki,j (I, J ′′) such
that b′′1 = {vt}lt=0 we define ϕ′′(R′′, B′′) := ((π′′1 , . . . , π′′k−1), (σ′′1 , . . . , σ′′k )) where
πs := {(t, s)}k−1−st=1 · rs · {(i− s+ t, j − k + s+ 1)}s−1t=1
σs :=
{
{(t, 1)}k−1t=1 · {vt}l−1t=0 if s = 1
{(t, s)}k−st=1 · bs · {(i− s+ t, j − k + s− 1)}st=2 otherwise.
Now ϕ′′ has to slide the end point of b1 to the left, but the other paths it again
just extends vertically. Corollary 3.4 tells us that∑
(R,B)∈PNCPath(I,J)
ŵt(R,B) =
∑
(R′,B′)∈PNCPath(I,J′)
ŵt(R′, B′) +
∑
(R′′,B′′)∈PNCPath(I,J′′)
ŵt(R′′, B′′)
and together with
xij =
tri−(i− 1, j − 1, k − 2) · tri−(i, j, k − 1) · xi,j−k+1
tri−(i− 1, j, k − 2) · tri−(i, j − 1, k − 1)
=
tri−(i− 1, j − 1, k − 2) · tri−(i, j, k − 1) · xi−k+1,j
tri−(i, j − 1, k − 2) · tri−(i − 1, j, k − 1)
we conclude that indeed equation (*) holds. To finish, we compute
y˜ijk =
yijk
rect(i, j)
=
xij(yi−1,j,kyi,j−1,k−1 + yi,j−1,kyi−1,j,k−1)
rect(i, j) · yi−1,j−1,k−1
=
rect(i− 1, j − 1) · (yi−1,j,kyi,j−1,k−1 + yi,j−1,kyi−1,j,k−1)
rect(i− 1, j) · rect(i, j − 1) · yi−1,j−1,k−1
=
y˜i−1,j,ky˜i,j−1,k−1 + y˜i,j−1,ky˜i−1,j,k−1
y˜i−1,j−1,k−1
.
Thus, Y˜ satisfies the octahedron recurrence [32] [14].
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6. Schur functions and Schur positivity
In this section we apply our network path weight relations to the problem
of finding identities for products of Schur functions. The identities we obtain
are reminiscent of those obtained by Fulmek and Kleber [11], who also used
path swapping. We then apply the identities to demonstrate Schur positivity
for certain expressions involving products of Schur functions. Here we assume
familiarity with partitions, Young tableaux, and the ring of symmetric func-
tions. A reference is Stanley [33, §7] and we will generally follow Stanley’s
notation. One notational remark is that we use cr to denote the rectangu-
lar partition with r rows of length c, and we also sometimes write expressions
like (cr11 , c
r2
2 , c
r3
3 ) to denote the partition with r1 rows equal to c1, r2 rows equal
to c2, and r3 rows equal to c3, where c1 > c2 > c3. For T a semistandard Young
tableau (SSYT) let us define the monomial xT :=
∏∞
i=1 x
m(i,T )
i where m(i, T ) is
the number of entries equal to i in T . Recall that the Schur function sλ can be
defined combinatorially by sλ(x) :=
∑
T x
T where the sum is over all SSYTs T
of shape λ. We will need various specializations of Schur functions to state our
results. We define sXλ , where X ⊆ Z>0, to be sλ(x1, x2, ...) with specializa-
tions xi = 0 for i /∈ X . Let us call an SSYT whose entries are among [n] an
n-tableau. Then it is clear from the combinatorial definition of Schur functions
that s
[n]
λ =
∑
T x
T where the sum is over all n-tableaux T of shape λ.
We now recall an equivalent definition of Schur functions in terms of nonin-
tersecting paths. Already Gessel and Viennot [16] were aware of the connection
between tableaux and nonintersecting lattice paths in Z2. Let us make Z2 into a
graph with horizontal edges ((i, j), (i−1, j)) and vertical edges ((i, j), (i, j−1)).
We now use Cartesian coordinates for Z2 so (−∞,−∞) will be in the bottom-
left corner. Although Z2 is infinite, this is no problem for us as we will only
ever use a finite portion of it. We set the edge-weight function ω of Z2 to
be ω((i, j), (i − 1, j)) := xj for horizontal edges and ω((i, j), (i, j − 1)) := 1 for
vertical edges. Let λ = (λ1, . . . , λk) be a partition. For n ≥ 1 let
SPath(λ, n) := NCPathZ2({(λk+1−i + i, n)}ki=1, {(i, 1)}ki=1).
Then s
[n]
λ =
∑
Π∈SPath(λ,n) wt(Π), which follows from a simple bijection between
n-tableaux of shape λ and paths in SPath(λ, n) (see [33, Theorem 7.16.1]). In
fact, we obtain the following by translation:
Proposition 6.1. For a, b, c ∈ Z with 1 ≤ a ≤ b let
SPathc(λ, a, b) := NCPathZ2({(λk+1−i + i+ c, b)}ki=1, {(i+ c, a)}ki=1).
Then s
[a,b]
λ =
∑
Π∈SPathc(λ,a,b) wt(Π).
Our main result in this section is the following identity of Schur functions:
Theorem 6.2. Let λ = (λ1, λ2, . . . , λk) and 0 ≤ t ≤ k − 1. Then
sλs
[2,∞)
(λ1,...,λt,λt+2−1,...,λk−1)
=s
[2,∞)
λ s(λ1,...,λt,λt+2−1,...,λk−1)
+ x1s(λ1−1,...,λk−1)s
[2,∞)
(λ1+1,...,λt+1,λt+2,...,λk)
.
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Figure 3: For λ = (3, 2, 2, 1), t = 1, and n = 5: the network G and an element
of PNCPathG({2, 4, 6}, {2, 4, 6}).
Proof. In order to prove this identity we use an interlacing network G. Fix
some n ≥ k. For i ∈ [k] define vi := (λk+1−i + i, n) ∈ Z2. Define G to be
the network whose underlying graph is the subgraph of Z2 with vertices in the
rectangle between (1, 1) and (λ1 + k, n) and with sources
S = (s1, . . . , s2k−1) := (v1, v1, v2, v2, . . . , vk−t, vk−t, . . . , vk, vk)
(where the overline denotes omission) and sinks
T = (t1, . . . , t2k−1) := ((1, k), (2, k), (2, k − 1), (3, k − 1), . . . , (k, 2), (k, 1)).
To witness that G is interlacing we may take N = {s1, s3, . . . , s2k−1} as a k-
bottleneck and NT = {t2, t4, . . . , t2k−2} as a (k − 1)-sink bottleneck. Figure 3
illustrates G together with an element of PNCPath(G) for some specific param-
eters λ, t and n.
To simplify notation, set
µ := (λ1, . . . , λt, λt+2 − 1, . . . , λk − 1)
ν := (λ1 + 1, . . . , λt + 1, λt+2, . . . , λk)
ρ := (λ1 − 1, . . . , λk − 1).
Let I, J := {2, 4, . . . , 2k − 2} and J ′ := [1, 2k − 2] \ J and J ′′ := [2, 2k − 1] \ J .
Then there are bijections
ϕ : PNCPathG(I, J)→ SPath1(µ, 2, n)× SPath0(λ, 1, n)
ϕ′ : PNCPathG(I, J
′)→ SPath0(ν, 2, n)× SPath1(ρ, 1, n)
ϕ′′ : PNCPathG(I, J
′′)→ SPath0(µ, 1, n)× SPath0(λ, 2, n)
such that
wt(R,B) = wt(ϕ(R,B))
wt(R′, B′) = x1 · wt(ϕ′(R′, B′))
wt(R′′, B′′) = wt(ϕ′′(R′′, B′′))
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for all appropriate (R,B), (R′, B′), (R′′, B′′) ∈ PNCPath(G). These bijections
have a very similar description to those in the proof of Theorem 5.2: the maps ϕ
and ϕ′′ merely extend the paths vertically to reach the necessary start and end
points; ϕ′ also just extends paths vertically, except for b′2k−1 (the rightmost
blue path) which it moves to the right, thus accounting for the factor of x1.
Corollary 3.4 tells us that∑
(R,B)∈PNCPath(I,J)
ŵt(R,B) =
∑
(R′,B′)∈PNCPath(I,J′)
ŵt(R′, B′) +
∑
(R′′,B′′)∈PNCPath(I,J′′)
ŵt(R′′, B′′)
and together with Proposition 6.1 we conclude s
[2,n]
µ s
[n]
λ = x1s
[2,n]
ν s
[n]
ρ +s
[n]
µ s
[2,n]
λ .
Taking the limit n→∞ gives us the result.
By taking t = k − 1 in Theorem 6.2, we get the following corollaries.
Corollary 6.3. For λ = (λ1, . . . , λk),
sλs
[2,∞)
(λ1,...,λk−1)
= s
[2,∞)
λ s(λ1,...,λk−1) + x1s(λ1−1,...,λk−1)s
[2,∞)
(λ1+1,...,λk−1+1)
.
Corollary 6.4. For any c, r ≥ 1, scrs[2,∞)cr−1 = scr−1s
[2,∞)
cr + x1s(c−1)rs
[2,∞)
(c+1)r−1 .
Compare Corollary 6.4 to the following result of Kirillov [17]:
Theorem 6.5 (Kirillov). For any c, r ≥ 1, (scr )2 = scr−1scr+1 + s(c−1)rs(c+1)r .
Fulmek and Kleber [11] give a bijective proof of this identity; indeed, they
prove a more general identity, which we state below. Their proof also goes
through a certain algorithm that swaps pairs of tuples of nonintersecting paths.
In fact, their notion of changing tail is quite similar to the path visiting the
vertices v0, w1, v1, . . . , vc, wc we build as part of the algorithm defining τ in §3.
However, there are significant differences: for one, their networks are not in-
terlacing (and so they never use bottlenecks); also, their procedure changes the
size of each tuple, whereas ours does not. The result is that our identities oddly
involve Schur functions in different sets of variables.
We now explain how these three-term Schur function identities, those due
to Kirillov, Fulmek-Kleber, and our own, lead to some results about Schur pos-
itivity. Recall that we say that a symmetric function is Schur positive if it has
all nonnegative coefficients in the basis of Schur functions. For two symmetric
functions f and g, we write f ≥s g if the difference f − g is Schur positive.
There has been some interest in understanding when we have sνsρ ≥s sλsµ
for partitions ν, ρ, λ, µ. If we let cαλ,µ be the Littlewood–Richardson coefficients
given by sλsµ =
∑
α c
α
λ,µsα, this question is equivalent to the question of when
we have cαν,ρ ≥ cαλ,µ for all α. Research on this problem has focused on the
case where the partitions ν and ρ are thought of as “functions” of λ and µ
as in [9] [20] [1] [35] (see also related work [29] [30] [28] for q-analogs of this
problem). We will now state a Schur positivity conjecture of this form. This
conjecture was communicated to us privately by Alex Postnikov, who discov-
ered it in collaboration with Pavlo Pylyavskyy and Thomas Lam (see also the
papers [8] [2] which investigate this conjecture).
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Conjecture 6.6 (Lam-Postnikov-Pylyavskyy). Let ν = (ν1, . . . , νn) be a par-
tition. For all σ ∈ Sn, i ∈ [n], and choices ± ∈ {+,−}, define a new se-
quence ν±(σ, i) = (ν±(σ, i)1, . . . , ν
±(σ, i)n) by
ν±(σ, i)j :=
{
νj ± 1 if σ−1(j) ∈ [i]
νj otherwise.
Let λ = (λ1, . . . , λn) and µ = (µ1, . . . , µn) be two partitions and let their
difference vector be δ = (δ1, . . . , δn) := (λ1−µ1, . . . , λn−µn). Let σ ∈ Sn be the
unique permutation so that δσ(1) ≥ · · · ≥ δσ(n) and δσ(i) = δσ(j) for i < j implies
that σ(i) < σ(j). Set D := {i ∈ [n] : δσ(i) > 0 and (i = n or δσ(i) > δσ(i+1))}.
Then for all i ∈ D we have sλ−(σ,i)sµ+(σ,i) ≥s sλsµ.
That λ−(σ, i) and µ+(σ, i) remain partitions for all i ∈ D in Conjecture 6.6
just requires checking some cases. The three-term Schur function identities we
have been studying in this section resolve some special cases of this conjecture.
For instance, by applying ∂∂x1 to both sides and setting x1 = 0 in Theorem 6.2,
we get the following identity of Schur functions that all use the same set of
variables, albeit involving skew Schur functions.
Corollary 6.7. For λ = (λ1, . . . , λk) and 0 ≤ t ≤ k − 1,
sλ/1s(λ1,...,λt,λt+2−1,...,λk−1) =s(λ1,...,λt,λt+2−1,...,λk−1)/1sλ
+ s(λ1−1,...,λk−1)s(λ1+1,...,λt+1,...,λk).
Here ν/1 denotes the skew shape of ν minus its top-leftmost box.
But we can in fact obtain the following Schur positivity result that concerns
only regular Schur functions.
Proposition 6.8. Let c, r ≥ 1 and 0 ≤ t ≤ r − 1. Then
s(cr−1,c−1)s(ct,(c−1)r−t−1) − s(c−1)rs((c+1)t,cr−t−1)
is Schur positive.
This proposition is a special case of Conjecture 6.6. In order to see why,
let λ = ((c + 1)t, cr−t−1) and µ = (c − 1)r. Then δ = (2t, 1r−t−1,−(c − 1))
and so σ is the identity permutation. Note r − 1 ∈ D, so with i = r − 1 we
get λ−(σ, r − 1) = (ct, (c − 1)r−t−1) and µ+(σ, r − 1) = (cr−1, c − 1). The
conjecture says we should have sλ−(σ,r−1)sµ+(σ,r−1) ≥s sλsµ, which is exactly
what Proposition 6.8 asserts.
Proof of Proposition 6.8. : Applying Corollary 6.7 to the case in which λ is the
rectangular partition cr, and using the skew version of Pieri’s rule [33, Corollary
7.5.19] leads us to the following three cases:
1. If 1 ≤ t ≤ r − 2 then s(cr−1,c−1)s(ct,(c−1)r−t−1) is equal to[
s(ct−1,(c−1)r−t) + s(ct,(c−1)r−t−2,c−2)
]
scr + s(c−1)rs((c+1)t,cr−t−1).
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2. If t = 0 then s(cr−1,c−1)s(c−1)r−1 = s((c−1)r−2,c−2)scr + s(c−1)rscr−1 .
3. If t = r − 1 then s(cr−1,c−1)scr−1 = s(cr−2,c−1)scr + s(c−1)rs(c+1)r−1 .
Thus, because products of Schur functions are Schur positive (in other words,
because Littlewood–Richardson coefficients are nonnegative) we are done.
Another example of a special case of Conjecture 6.6 is obtained from the
following identity of Fulmek and Kleber [11], which we mentioned earlier implies
Theorem 6.5.
Theorem 6.9 (Fulmek and Kleber). Let ν = (ν1, ν2, . . . , νk+1) be a partition
with k ≥ 1. Then
s(ν1,...,νk)s(ν2,...,νk+1) = s(ν2,...,νk)s(ν1,...νk+1) + s(ν2−1,...,νk+1−1)s(ν1+1,...,νk+1).
Setting λ = (ν1 + 1, . . . , νk + 1) and µ = (ν2 − 1, . . . , νk+1 − 1) in Con-
jecture 6.6, we get that all the elements of δ are positive. Let σ be as in the
conjecture. Then we see λ−(σ, k) = (ν1, . . . , νk) and µ
+(σ, k) = (ν2, . . . , νr+1).
Since k ∈ D, the conjecture says we should have sλ−(σ,k)sµ+(σ,k) ≥s sλsµ, which
indeed follows from Theorem 6.9.
Because the involution τ of §3 makes sense not just for interlacing networks,
but also more generally for k-bottlenecked networks, it can actually be applied
in a different way to obtain another result about Schur positivity. In fact, τ
leads to the proof of a different special case of Conjecture 6.6. First we prove
another (multi-term) Schur function identity. The following identity appeared
earlier in [13] (Proposition 3.1 and Corollary 3.2). It is also a consequence of
Lemma 16 in [11]. Our proof is independent of the above and uses the properties
of our involution τ .
Theorem 6.10. Let λ = (λ1, ..., λk) and µ = (µ1, ..., µk−1) be partitions that
interlace in the sense that λi ≥ µi ≥ λi+1 for i ∈ [k − 1]. For 1 ≤ i ≤ k,
define λi = (λi1, ..., λ
i
k) and µ
i = (µi1, ..., µ
i
k−1) to be
λij :=

µj − 1 if j < i
λi if j = i
µj−1 if j > i
and µij :=
{
λj + 1 if j < i
λj+1 if j ≥ i.
Then we have sλsµ =
∑k
i=1 sλisµi where sν is taken to be 0 if ν is not a
partition.
Proof. In order to prove this identity we use a k-bottlenecked network G.
Fix n ≥ k. For i ∈ [k] define vi := (λk+1−i + i, n) ∈ Z2 and for i ∈ [k − 1]
define ui := (µk−i+ i, n). Define G to be the network whose underlying graph is
the subgraph of Z2 with vertices in the rectangle between (1, 1) and (λ1 + k, n)
and with sources and sinks
S = (s1, . . . , s2k−1) := (v1, u1, v2, u2, . . . , vk−1, uk−1, vk)
T = (t1, . . . , t2k−1) := ((1, 1), (1, 1), (2, 1), (2, 1), . . . , (k − 1, 1), (k − 1, 1), (k − 1)).
29
To witness that G is k-bottlenecked we may take N = {t1, t3, . . . , t2k−1}.
Let I, J := {2, 4, . . . , 2k − 2} and define Ii := [2k − 1] \ ({2i − 1} ∪ I) for
all i ∈ [k]. Then we have
PNCPathG(I, J) = SPath(µ, n)× SPath(λ, n)
PNCPathG(I
i, J) = SPath(µi, n)× SPath(λi, n)
for all i ∈ [k]. Also, Remark 3.17 tells us that wt(I, J) =∑ki=1wt(Ii, J). So we
conclude s
[n]
λ s
[n]
µ =
∑k
i=1 s
[n]
λi s
[n]
µi . Taking n→∞ gives us the result.
Note that Theorem 6.10 implies Theorem 6.9 by taking λ = (ν1, . . . , νk, 0)
and µ = (ν2, . . . , νk+1) (most terms are 0). Similarly, taking λ = (ν1, . . . , νk)
and µ = (ν1, . . . , νt−1, νt+1, . . . , νk) in Theorem 6.10 for some 1 ≤ t ≤ k yields
the following.
Corollary 6.11. Let ν = (ν1, . . . , νk) be a partition and let 1 ≤ t ≤ k. Then
sνs(ν1,...,νt−1,νt+1,...,νk) − s(ν1−1,...,νt−1−1,νt,...,νk)s(ν1+1,...,νt−1+1,νt+1,...,νk)
is Schur positive.
To see why Corollary 6.11 is a special case of Conjecture 6.6, we can take
λ = (ν1+1, . . . , νt−1+1, νt+1, . . . , νk) and µ = (ν1− 1, . . . , νt−1− 1, νt, . . . , νk).
Let σ be as in that conjecture. Note that δi = 2 for i ≤ t − 1 and δi < 0
for i ≥ t, so σ(i) = i for i ≤ t − 1 and t − 1 ∈ D. Then the conjecture pre-
dicts sλ−(σ,t−1)sµ+(σ,t−l) ≥s sλsµ. But λ−(σ, t−1) = (ν1, . . . , νt−1, νt+1, . . . , νk)
and µ+(σ, t − 1) = ν so Corollary 6.11 indeed verifies this Schur inequality.
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