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ON FLAT TRIGONOMETRIC SUMS AND ERGODIC FLOW WITH
SIMPLE LEBESGUE SPECTRUM
A.A.PRIKHOD’KO
Abstract. A complex polynomial P (z) = c0 + c1z + . . .+ cnz
n is called unimodular if |cj | = 1,
j = 0, . . . , n. Littlewood asked the question (1966) on how close a unimodular polynomial come
to satisfying |P (z)| ≈ √n+ 1 if n ≥ 1 ? In this paper we show that for a given 0 < a < b and ε > 0
there exist trigonometric sums P(t) = n−1/2 ∑n−1j=0 exp(2pii tω(j)) with a real frequency function ω(j)
which are ε-flat on segment [a, b] acording to the norm in L1([a, b]) (as well as in L2([a, b])). We apply
this method to construct a dynamical system having simple spectrum and Lebesgue spectral type in
the class of rank-one flows.
The work is supported by grant No. NSh-3038.2008.1.
1. Introduction
In this paper we study the spectral properties of a class of ergodic dynamical systems satisfying
certain approximation properties and called system of finite rank. In brief we say that a measure
preserving transformation T on a Lebesgue probability space has rank one if there exists a sequence
of Rokhlin towers TB ⊔ . . . ⊔ T hnB approximating any measurable set. Rank one dynamical systems
are known to have simple spectrum. We show that there exist rank one flows of measure preserving
transformations having Lebesgue spectral type which gives positive answer to Banach question on
simple Lebesgue spectrum for ergodic R-actions. The method we use is actually based on purely
analytic problem on existence of flat polynomials and trigonometric sums which goes back to classical
Littlewood question about how close a unimodular polynomial
P (z) = c0 + c1z + . . . + cnz
n, |cj | = 1,
come to satisfying |P (z)| ≈ √n+ 1 if n ≥ 1 ? In particular case of restriction cj = ±1 the question
still remains open. Bourgain [18] discovered that the spectral type of a rank one transformation is
given by generalized Riesz product, and as an ingredient it contains polynomials with coefficients 0
and 1 which are similar and connected to polynomials with Littlewood type coefficient constraints.
The purpose of our investigation is to construct ε-flat trigonometric sums in order to find a class of
rank one flows having simple Lebesgue spectrum.
1.1. Spectral invariants of dynamical systems. Given T : X → X a measure preserving in-
vertible transformation on a standard Lebesgue space (X,X , µ) we consider a unitary operator T̂
on L2(X,X , µ) called Coopman operator acting as shift along the trajectory, T̂ f(x) = f(Tx). Since
constants are invariant under T̂ the operator T̂ is usually restricted to the space L20(X) of functions
with zero mean,
∫
f dµ = 0. For each f ∈ L20(X) consider the spectral measure σf on the unit circle
S1 = {z ∈ C : |z| = 1} defined by
(1)
∫
S1
zk dσf =
〈
T kf, f
〉
.
According to spectral theorem T̂ is uniquely determined up to spectral equivalence by two invariants,
the spectral type σ on the unit circle S1 and the multiplicity function m¯(z). For any f measure σf
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is absolutely continuous with respect to the spectral type measure σ, we denote it as σf ≪ σ, and σ
is the minimal meaasure having this property up to the following measure equivalence: λ1 ∼ λ2 iff
λ1 ≪ λ2 and λ2 ≪ λ1 (see [5]).
We say that T has simple spectrum if T possesses a cyclic vector, an element h ∈ L20(X) such that
Z(h) = L20(X), where Z(h) = Span {T kh : k ∈ Z}. The equivalent way to define simple spectrum
property is to require m¯(z) = 1 for the multiplicity function. Well known examples of simple spectrum
maps are ergodic dynamical system with purely discrete spectrum studied by von Neuman (see [5]).
In this case the spectral measure is supported on a discrete subgroup Λ of S1.
A variety of constructions of dynamical systems with finite spectral multiplicity and different
dynamic effects comes from approximation theory inspired by Rokhlin ideas on tower approximation
and developed by Katok, Oseledec and Stepin (see [7, 39, 48]). It was discovered that spectral
multiplicity of r-interval exchange maps is bounded by r − 1, and further Robinson [42] proved
that there exist interval exchange maps realizing maximal multiplicity of r − 1. Ageev in a series
of works (e.g. see [16, 17]) provided a set of constructions to get different multiplicity essential
value set. Though the question on existence of an ergodic transformation having homogeneous
spectral multiplicity m > 1 known as Rokhlin problem was open by 1999 when Ryzhikov and Ageev
constructed first examples of ergodic maps with homogeneous spectral multiplicity two (see [1]).
1.2. Rank one transformations and flows.
Definition 1.1. Let T be a measure preserving invertible transformation on a Lebesgue space
(X,X , µ). Given a set B ∈ X and integer h assume that B, TB, T 2B, . . . T h−1B are disjoint. The
set Th,B =
⋃h−1
j=0 T
kB is called Rokhlin tower of height h, and B is called the base of the tower. We
can draw a tower as a sequence of levels T kB such that T lifts k-th level T kB to the next level T k+1B
(except the top level). We refer to the following partition as level partition of the tower
(2) ξh,B = {B,TB, . . . , T h−1B,X r Th,B}.
The well-known Rokhlin–Halmos’ lemma (see [5]) states that given aperiodic transformation T for
any height h and arbitrary ε > 0 there exists a Rokhlin tower Th,B satisfying µ(Th,B) > 1− ε.
Definition 1.2. A measure preserving invertible map T is called rank one transformation if
µ(Thn,Bn)→ 1 and there exists a sequence of Rokhlin towers Thn,Bn approximating σ-algebra in
the following sense. For any measurable set A we can find ξhn,Bn-measurable sets An such that
µ(An △A)→ 0 as n→∞.
Rank one transformations was introduced by Chacon [21], Ornstein [38] and Fridman [26]. Some
classical ergodic maps, for example discrete spectrum maps appear to be rank one (see survey [25]). A
series of dynamical system with finite rank are found in the class of adic and substitution systems [12].
In paper [38] Ornstein constructed a randomized family of rank one maps known to be almost surely
mixing which means that µ(T jA ∩B)→ µ(A)µ(B) as j →∞ for all measurable sets A and B. For
the class of Ornstein transformations Bourgain proved that almost surely they have purely singular
spectrum [18]. Today all known examples of rank one maps and flows have specatral type which is
combination σ = σd + σs of discrete σd and singular σs measures (see [22, 30, 31]).
The question on existence of a map (or a flow) having simple spectrum (in orthocomplement to
constants) and Lebesgue spectral type is known as Banach problem on simple Lebesgue spectrum (see
[6, 8]). Mathew and Nadkarni [36] answering a question by Helson and Parry [27] has constructed a
transformation having a Lebesgue component in spectrum of multiplicity 2 with a discrete component.
Guenais [35] has found a criterion for existence of Lebesgue component in spectrum of generalized
Morse dynamical systems.
In this paper we focus on spectral type of rank one flows (see [43, 41]).
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Definition 1.3. We say that a set Th,B =
⋃
t∈[0,h] T
tB is a Rokhlin tower for a flow T t on a standard
Lebesgue space (X,X , µ) if the sets T tB are disjoint and for any Borel set J the union ⋃t∈J T tB
is measurable. Let us define measurable partitions ξh,B of the phase space X into levels T
tB of the
tower and the set complementary to the tower.
Definition 1.4. A flow T t is called rank one flow if there exist a sequence of Rokhlin towers Thn,Bn
such that µ(Thn,Bn)→ 1 and for any measurable A we can find ξhn,Bn-measurable sets An such that
µ(An △A)→ 0 as n→∞.
We will assume that additionally partition ξhn+1,Bn+1 refines partition ξhn,Bn . In this case we can
define the rank one flow by the following construction.
Definition 1.5. Cutting-and-stacking construction: Consider a sequence qn ∈ N and spacer param-
eters sn,k ≥ 0. At n-th step we cut the Rokhlin tower Thn,Bn into qn equal subtowers called columns,
add spacer sn,k to k-th columns and stack it together ordered from the first to the qn-th. Repeat-
ing this procedure infinitely many times we construct a Lebesgue probability space if the folowing
condition holds:
(3)
∞∏
n=1
hn+1
qnhn
<∞,
where hn is the height of the n-th tower. A point a ∈ X moves up with unit velocity along any tower
under action of the flow T t and it makes jump reaching the roof of the tower.
Equivalently cutting-and-stacking construction can be represented as follows.
Definition 1.6. Consider segments Xn = [0, hn] and define a space X to be the inverse limit of Xn
up to projections φn : Xn+1 → Xn,
(4) φn(an,k + t) = t, 0 ≤ t < hn,
where an,k =
∑
j<k(hn + sn,j), and φn(u) = 0 otherwise. Namely,
(5) X1
φ1← X2 φ2← . . . φn−1← Xn φn← . . . X.
If (3) holds we can normalize Lebesgue measure on Xn so that φn become measure preserving and
X becomes Lebesgue probability space. A point x ∈ X is now a sequence
(6) x = (x1, x2, . . .) such that φn(xn+1) = xn.
To define T t for a point x we can write (T tx)n = xn + t if the point xn + t do not go out the right
boundary of the segment [0, hn], elsewise we have to watch the point at some upper level n
′ > n. It
can be easily seen that almost surely xn is t-far from the right boundary of [0, hn] starting from some
index n0, and the definition of the flow is correct.
1.3. Unimodular polynomyals and trigonometric sums. Complex polynomial
(7) P (z) = c0 + c1z + . . . + cnz
n, cj ∈ C, z ∈ C, |z| = 1,
is called unimodular if all the coefficients |cj | = 1, j = 0, 1, . . . , n. Let Kn be the class containing
unimodular polynomials of degree n, and let Ln be the class of polynomyals with coefficients ±1,
(8) Ln =
Q(z) =
n∑
j=0
cjz
j, cj ∈ {−1,+1}
 .
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Consider a function |P (z)| on a unit circle S1 = {|z| = 1}. J. Littlewood ([33], cf. [3, 24, 28, 19])
has formulated a question on how close a unimodular polynomial come to satisfying |P (z)| ≈ √n+ 1
when P range over the class Kn or the class Ln ? We say that a polynomial P (z) is εn-flat if
(9)
∥∥∥∥ 1√n+ 1 |P (z)| − 1
∥∥∥∥ ≤ εn
according to some norm. T.Ko¨rner [32, 20] has discovered a unimodular P (z) with the property
A ≤ (n + 1)−1/2|P (z)| ≤ B for some absolute constants 0 < A < 1 < B. J.Kahane [28] has con-
structed a pollynomial satisfying the following estimate at any point z ∈ S1
(10)
∣∣ (n+ 1)−1/2|P (z)| − 1 ∣∣ ≤ εn, εn = O(n1/17 log n).
It is also an open question if there eexist a flat polynomial in the class
(11) Mn =
{
P (z) = q−1/2(za0 + za2 + · · · + zaq−1), ak ∈ Z, ak < ak+1
}
where n ≥ 2.
1.4. Flat trigonometric sums. We will study trigonometric sums
(12) P(t) = 1√
q
q−1∑
y=0
exp(2πi tω(y)), ω(y) ∈ R, t ∈ R,
where ω(y) is refered to as frequency function. The main target of our inversigating is the following
special class of functions ω(y).
Definition 1.7. We call exponential staircase frequency function the function ω : Z→ R given by
the following expression:
(13) ω(y) = E0 +Ae
ǫy, E0, A, ǫ ∈ R.
Observe that ω(y) is just a solution of the differential equation
(14) ω′′ = ǫω′
if we consider it for a while as a function on R.
Theorem 1.1. For given 0 < a < b, ε > 0 and δ > 0 there exists m0 such that for any m ≥ m0 there
exists an infinite sequence qj generating trigonometric sums with exponential staircase frequency
function
(15) ω(y,m) = m
qj
ε2
eεy/qj
which are δ-flat in L1([a, b]).
1.5. Exponential staircase flows. Main result. In this paper we study spectral type of a class
of rank one flows given the following definition.
Definition 1.8. We say that a rank one flow is given by exponential staircase construction if the
roof function over the n-th tower is given by the graph of the discrete derivative ωn(y + 1)− ωn(y)
of an exponential function ωn(y), in other words if there exist εn and mn such that
(16) hn + sn,y = ωn(y + 1)− ωn(y), ωn(y) = mn qn
ε2n
(eεny/qn − 1), hn = mn
εn
.
Remark that −1 in the parenthesis is used to provide standard position of the segment [0, hn] in R,
namely, ωn(0) = 0, and if εn → 0 as n→∞ then
(17) sn,y ∼ ω′n(y)− hn = mn
1
εn
eεny/qn − hn = mn 1
εn
(eεny/qn − 1).
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Figure 1. Staircase and exponential staircase constructions: Light blue rectangle is
the n-th tower, red line is a roof by staircase construction, blue line is an exponential
staircase roof.
It would be also interesting to observe that the spacer function sn,y ranges over [0,mn(1 +O(εn)].
Remark 1. Terminology we use is explained by the note that spacer function sn,k approximates
the spacer function s˜n,y = αy which leads to staircase construction of a rank one flow, generalizing
the concept of rank one staircase transformation introduced by Adams and Smorodinsky (see [15])
providing the first explicit example of mixing rank one transformation (see also [45]).
The main purpose of the paper is to study the spectral properties of exponential staircase con-
structions. It appears that in many cases the spectral type of such flows can be calculated in a
certain sense, and we can find large variety of flows with Lebesgue spectral type having cardinality
of continuum.
Theorem 1.2. Let us consider the exponential staircase construction of rank one flow T t given by
the sequence of functions
(18) ωn(y) = mn
qn
ε2n
eεny/qn , hn =
mn
εn
.
Suppose that for an α with 0 < α < 1/4
(19) h1+αn ≤ qn, mn ≤ h1/2−αn ,
∞∑
n=1
1
m
1/4−α
n
<∞,
and qn has the following property:
(20) ∀k ∈ Z ∩
[
m1−αn
εn
,
m1+αn
εn
eεn
] ∥∥∥∥(qn + 1) 1εn k ln k
∥∥∥∥
Z
≤ εn,
where
(21) ‖x‖Z = min{|ℓ− x‖ : ℓ ∈ Z}.
Then the flow T t has Lebesgue spectral type.
Sketch of the proof. Consider a function f which is measurable up to partition ξhn0 ,Bn0 into levels
of the n0-th tower in the cutting-and-stacking construction of rank one flow. We may consider f as a
function on R defining f(t) to be the constant value f keeps on the level T tB. Using observation due
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to Bourgain on approximation of the spectral measure σf we can say that it is given by a generalized
Riesz product converging in weak sense,
(22) σf = |f̂ |2 ·
∏
n≥n0
|Pn(t)|2,
where
(23) Pn(t) = 1√
qn
qn−1∑
y=0
exp 2πi tωn(y),
and ωn(y) is connected with the sequence of spacers as follows: hn + sn,y = ωn(y + 1)− ωn(y).
In brief it easily follows from the observation that the lift f(n) of the function f to the space
Xn = [0, hn] and the lift f(n+1) to larger space Xn+1 are connected in the following simple way
(24) f(n+1)(x) =
qn−1∑
y=0
f(n)(x− ωn(y)),
thus,
(25) f̂(n+1)(t) = f̂(n)(t) ·
1√
qn
qn−1∑
y=0
e2πi tωn(y).
The idea is to find a sequence of trigonometric sums P(t) which are δn-flat on expanding intervals
(an, bn), an → 0, bn →∞, with δn → 0 sufficiently fast, so that we can control convergence of the
Riesz product to a regular density, and by ergodicity we see that σf is absolutely continuous with
respect to Lebesgue measure, and choosing appropriate f we can assume that the density of σf is
not vanishing for any given intercal in R.
2. Stationary phase method
2.1. Preliminary lemmas. Van der Corput’s method. Consider a smooth real-valued frequency
function f(x) on the real line R and look at the integral
(26)
∫ x1
x0
eitf(x) dx
An extremal point of the function f defined by equation f ′ = 0 is called a stationary phase of f .
For example, a frequency function f(x) = (a+ cx2) has one stationary phase point x0 = −a/(2c).
Let us mention two well-known lemmas on oscillatory interals with quadratic f .
Lemma 2.1. Oscillatory integral with quadratic frequency function and zero stationary phase can be
estimated as follows
(27)
∫ 1
−1
eikx
2
dx =
√
π
k
exp
(
πi
4
)
+O
(
1
k
)
, k →∞.
Lemma 2.2. For real a, c 6= 0 and b > 0
(28)
∫ b
0
eit(a+cx
2) dx = A0
eiat
2(|c|t)1/2 −
i
2bct
ei(a+cb
2)t +O
(
1
b3(ct)2
)
as t→∞, where A0 is defined as
(29) A0 =
∫ ∞
0
u−1/2eiu sgn(c) du = e
1
4
πi sgn(c)√π.
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Now let us consider a sum over an interval in the integer line
(30) S =
∑
a≤y≤b
e2πif(y), y ∈ Z,
where f ∈ C2([a, b]). The following procedure is called van der Corput’s method. The sum S can be
approximated by a special sum over stationary phase set [2, 10, 34], namely, let f ′ be non-decreasing
on [a, b], α = f ′(a), β = f ′(b), then
(31) S =
∑
α<k<β
|f ′′(yk)|−1/2e2πi (f(yk)−kyk+1/8) + E ,
where yk are solutions of the equation f
′(yk) = k, and E is error term.
Lemma 2.3. Suppose λ2 ≤ f ′′(y) ≤ const · λ2, |f (3)(y)| ≤ λ3, λ2, λ3 > 0, and E is defined in (31)
then (van der Corput, see [34] and [10] Theorem 4.9)
(32) E = O(λ−1/22 ) +O(ln(2 + (b− a)λ2)) +O((b− a)λ1/52 λ1/53 ).
In order to get more accurate estimate for oscillatory sums, notice that if the values α β of f ′ at
the points a b are located not too much close to integers, then the above estimate is more precise
in first term. This estimate was established by Min in case of algebraic function f . We will use the
following more general result due to Liu ([34], Theorem 1).
Lemma 2.4. Let f(y) ∈ C5([a, b]) be a real function, f ′′(y) > 0, and R, U Ck, k = 1, . . . , 6, be
positive constants such that
C1R
−1 ≤ |f ′′(y)| ≤ C2R−1, |βk(y)| ≤ CkU2−k, U ≥ 1, 3 ≤ k ≤ 5,(33)
βk(y) = f
(k)(y)/f ′′(y).(34)
Suppose |3β4(y)− 5β23(y)| ≥ C6U−2 for any y ∈ [a, b]; then
(35)
∑
a≤y≤b
e2πif(y) =
∑
α<k<β
|f ′′(yk)|−1/2e2πi (f(yk)−kyk+1/8) + E ,
moreover,
(36) E = E1 + E2 +O(ln(2 + (b− a)R−1)) +O((b− a+R)U−1) +O(min{
√
R,max
(
1
〈α〉 ,
1
〈β〉
)
}),
where
E1 = bα|f ′′(yα)|−1/2e2πi (f(xα)−αxα+1/8),(37)
E2 = bβ|f ′′(yβ)|−1/2e2πi (f(xβ )−βxβ+1/8),(38)
bα = 1/2 if α ∈ Z, otherwise bα = 0, and bβ is defined in the similar way; 〈α〉 = β − α if α ∈ Z and
(39) 〈α〉 = min
n∈Z
|n− α|, 〈β〉 = min
n∈Z
|n− β|
if α 6∈ Z (respectively, β 6∈ Z).
3. Free quantum particle with Hamiltonian H(p) = E0 +Ae
εp
3.1. Outline of the method. Consider a free quantum particle moving along the real line according
to classical Hamiltonian H(p) = p
2
2 (where p is impulse variable). It generates an action Rt : R→ R
of multiplicative group R+ = {t > 0} as follows. Solving equation
(40) t
∂
∂p
H(p) = k,
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we get p = k/t, and define Rt : p 7→ t−1p. Actually Rt controls the dynamics of the stationary phase
set for the sum
(41) P(t) =
∑
p ∈ [0,p∗]∩ δZ
eitH(p), δ > 0.
Obviously acting on p∗-periodic functions the mapR2 is dual to the map Tp∗ → Tp∗ : p→ 2p (mod p∗)
which is a kind of hyperbolic transformation, where Tp∗ = R/p
∗Z. This is the point which complicates
the behavior of the trigonometric sum P(t).
The idea is to change the dynamics of the stationary phase set just by a small alteration of
Hamiltonian adding terms for higher derivatives. This leads to exponential Hamiltonian
(42) H˜(p) = E0 +
1
ε2
eεp
generating action R˜t(p) = p− ln t. Observe that (cf. [46])
(43) H˜(p) = E0 +
1
ε2
+
p
ε
+
p2
2
+ ε
p3
6
+ . . .
Using Van der Corput’s method (see 2.1), we get
(44) S(t) ≈
∫
R˜tφ · Lt,
where R˜tφ(p) = φ(R˜t(p)) , φ(p) is a test function supported on [a, b] and Lt is generalized Legendre
transform given by a discrete distribution on R. Again using Van der Corput’s method, we see that
the sum S(t) is flat.
3.2. Main construction. Consider trigonometric sum
(45) S(t, ε, q) =
1√
q
q−1∑
y=0
e2πi tω(y), ω(y) = ω0 +
q
ε2
eεy/q,
where q ∈ N, 0 < ε < 1, ε−1 ∈ N. Adding a constant to ω(y) has no effect on |P(t)|, and during this
section we assume that ω0 = 0. Our usual assumption on correlation of t and q will be 1≪ t≪ q1/3.
Let us list several simple properties of the function ω(y):
(a) ω(r)(y) increases for any r;
(b) ω′(y) ≥ ε−1;
(c) ω′′(y) = 1q (1 +O(ε)), where large “O” is considered relatively to ε→ 0, where 0 ≤ y < q.
Let K(t) be the set of indexes k such that yk(t) appears in (0, q),
(46) K(t) = {k ∈ Z : yk(t) ∈ (0, q)} .
The set K(t) is an integer segment,
K(t) = [k0(t), k1(t)],(47)
K0(t) =
t
ε
, K1(t) =
t
ε
eε,(48)
k0(t) = min{k > K0(t)}, k1(t) = max{k < K1(t)}.(49)
Lemma 3.1. Let S(t, ε, q) be the oscillatory sum defined in 3.2, and assume that ε−1 ∈ N, then
S(t, ε, q) can be approximated by a sum over the set of stationary phases {yk}
(50) S(t, ε, q) =
∑
K0(t)<k<K1(t)
e2πi (−kyk)√
t
γ(yk) +
E(t)√
q
, γ(y) = e−
1
2
εy/q,
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where E(t) is estimated as follows∣∣∣∣E(t)√q
∣∣∣∣ = O(max{t−1, ln t}√q
)
+O
(
1√
q
min{
√
q
t
, νε(t)}
)
,(51)
νε(t) =
1∥∥ t
ε
∥∥
Z
+
1∥∥ t
εe
ε
∥∥
Z
,(52)
and ‖x‖Z = minn∈Z |n−x|. For any t the sum S(t, ε, q) satisfies the evident condition |S(t, ε, q)| ≤ √q.
Remark 2. Investigating the sum S(t, ε, q) small and large O’s are considered with respect to ε→ 0,
t→∞ and q →∞.
Remark 3. We will apply this lemma to find upper bounds for the error term with respect to different
integral norms. So we can skip some countable set of points t in our considerations.
Proof. Let f(y) = tω(y) and note that ω′(y) = εq−1ω(y) and f ′(y) = εq−1f(y). Applying the main
Lemma 2.4 with a = 0, b = q, we have
(53) S(t, ε, q) =
∑
K0(t)<k<K1(t)
e2πi (f(yk)−kyk)√
q |f ′′(yk)|
+ q−1/2E(t) =
=
∑
K0(t)<k<K1(t)
e2πi (f(yk)−kyk)√
t
γ(yk) + q
−1/2E(t) =
∑
K0(t)<k<K1(t)
e2πi (−kyk)√
t
γ(yk) + q
−1/2E(t),
since f(yk) = ε
−1qf ′(yk) = ε−1qk ∈ Z,
(54) q |f ′′(yk)| = q t
q
eεy/q = tγ−2(yk), γ(y) = e−
1
2
εy/q, eεy/q = 1 +O(ε),
and E(t) has the following form (notation from Lemma 2.4)
(55) E(t) = E1(t) + E2(t)+
+O(ln(2 + (b− a)R−1)) +O((b− a+R)U−1) +O(min{
√
R,max
(
1
〈α〉 ,
1
〈β〉
)
}),
where a = 0, b = q and values R and U are calculated below:
b− a = q, K1(t)−K0(t) = t+O(tε) ∼ t,(56)
t
q
≤ f ′′(y) ≤ t
q
(1 +O(ε)), R =
q
t
,(57)
f (2+j)(y) =
εj
qj
f ′′(y), β2+j =
εj
qj
, j = 1, 2, 3,(58)
U =
q
ε
> 1,(59)
|3β4 − 5β23 | =
∣∣∣∣∣3ε2q2 − 5
(
ε
q
)2∣∣∣∣∣ = 2ε2q2 = 2U−2.(60)
So, applying Lemma 2.4 we obtain
(61) E(t) = E1(t) + E2(t) +O(ln(2 + t)) +O
(
(q + t−1q)
ε
q
)
+ E3(t) =
= E1(t) + E2(t) +O(max{t−1, ln(t)}) + E3(t),
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where
(62) E3(t) = O(min{
√
q
t
,max
(
1
〈α〉 ,
1
〈β〉
)
}).
The terms E1(t) and E2(t) are supported on a countable set. To compute E3(t) look at the set
(63) Λ(t) = {yk(t)}, yk(t) = q
ε
ln
εk
t
.
The set Λ(t) is moving rigidly along the line when t changes . The term E3(t) = O(
√
q/t) is large
whenever some point in Λ(t) is close to border of [0, q]. At the same time for a typical t we have
E3(t) = O(1). Further, we have the following explicit representation for 〈α〉 and 〈β〉:
Figure 2. Estimating E3(t)
(64) 〈α〉 = O(‖f ′(0)‖Z) = O
(∥∥∥∥ tε
∥∥∥∥
Z
)
, ‖x‖Z = min
n∈Z
|n− x|.
Similarly,
(65) 〈β〉 = O
(∥∥∥∥ tεeε
∥∥∥∥
Z
)
.
Thus, omitting the terms E1(t) and E2(t) with countable supports we have
(66)
∣∣∣∣E(t)√q
∣∣∣∣ = O(max{t−1, ln t}√q
)
+O
(
1√
q
min{
√
q
t
, νε(t)}
)
.

Lemma 3.2. Given ε and q consider the sum S(t, ε, q) for t ∈ [t1, t2], and suppose that all conditions
of the previous lemma are satisfied as well as the following requirements
(67) t1 ≥ 1, t2 − t1 ≥ ε, t2 ≤ q, and ε−1 ≤ q.
Then
‖q−1/2E|[t1,t2]‖∞ = O
(
max{1, ln t2}√
q
)
+O
(
1√
t1
)
,(68)
‖q−1/2E|[t1,t2]‖1 . (t2 − t1)
ln q√
q
.(69)
Proof. Since t ≥ ε
(70)
∫ t2
t1
|E(t)| dt . t2 − t1
ε
·
∫ ε
0
min{
√
q
t
,
ε
τ
} dτ . (t2 − t1) ln q,
hence,
(71)
∫ t2
t1
∣∣∣∣E(t)√q
∣∣∣∣ dt . (t2 − t1) ln t2 + (t2 − t1) ln q√q . (t2 − t1) ln q√q .
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
Our purpose is to apply this series of lemmas around van der Corputs’s method to prove that
|S(t, ε, q)| ≈ 1 for most points t. Therefore let us formulate the following improved lemma.
Lemma 3.3. In the scope of Lemma 3.2 the expression for S(t, ε, q) can be simplified as follows:
(72) S(t, ε, q) =
1√
t
∑
K0(t)<k<K1(t)
e2πi (−kyk) +O(ε
√
t) +
E(t)√
q
,
where E(t)√q is estimated as shown in Lemmas 3.1 and 3.2.
Proof. The lemma follows from the statement of lemma 3.2 and simple observation that the sum over
k contains no more than K1(t)−K0(t) ∼ t terms and the fact that γ(y) is ε-close to 1 for y ∈ [0, q],
namely, γ(y) = e−
1
2
εy/q = 1 +O(ε). 
At this point noitce that in the expression for S(t, ε, q) we see a reduced (with smaller number
of terms) oscillatory sum of the same form as S(t, ε, q), and we can iterate the reduction procedure
applying van der Corput’s method to that sum. Denoting the new frequency function as ηε,q(k),
(73) ηε,q(k) = −kyk,
let us see how it looks like for the sequence of stationary phases yk generated by an exponential
Hamiltonian ω(y):
(74) ηε,q(k) = −kyk = −qk
ε
ln
εk
t
=
q(ln t− ln ε)
ε
· k − q · k ln k
ε
= xε,q(t)k − q · Ωε(k),
where
(75) xε,q(t) =
q(ln t− ln ε)
ε
and
(76) Ωε(k) =
1
ε
k ln k.
It appears that starting from the property of constant distance between adjacent stationary phases
we can find a variety of functions ω(y) (having continuum cardinality) generating flat reduced sums.
At the same time we will see that surprisingly there are infinite subsequence of flat sums in the
sequence of frequence functions ηε,q(k) without any modification in the construction. To see that we
observe that modulo one Y (q) = q · Ωε(k) is a point in the torus
∏
k T ruled by the dynamics of rigid
shift by the vector Ωε(k).
Lemma 3.4. Let k range over a finite set K. For any δ > 0 there exist infinitely many q = qj →∞
such that for each k ≤ mε−1
(77) qj · Ωε(k) = −Ωε(k) +O(δ) (mod 1).
Proof. The statement follows from Poincare´ recurrence theorem for torus shift on
∏
k∈K T by the
vector Ωε(k). 
Corollary 1. It is important that if t ranges over a bounded segment, i.e. t ∈ [t1, t2], then k ranges
over a finite set [K0(t1),K1(t2)] ∩ Z. Thus, the statement of the previous lemma concerning the
dynamics of Y (q) is true for a sequence qj simultaneously for all integer k that can appear in
[K0(t),K1(t)] for all t ∈ [t1, t2].
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Lemma 3.5. The oscillatory sum defined by Ωε(k) approximates the reduced sum given by the func-
tion ηε,q(k). If
(78) q · Ωε(k) = −Ωε(k) +O(δ) (mod 1)
then
(79)
∣∣∣∣∣∣ 1√t
∑
K0(t)<k<K1(t)
e2πi ηε,q(k) − 1√
t
∑
K0(t)<k<K1(t)
e2πi (xε,q(t)k−Ωε(k))
∣∣∣∣∣∣ = O(δ√t).
Proof. We know that ηε,q(k) = xε,q(t)k − qΩε(k) and the lemma follows from the estimate of the
total number of terms in the sum, K1(t)−K0(t) ∼ t. 
Now let us study the oscillatory sum defined by Ωε(k) with additional linear term xk
(80) Φ(t, x, ε) =
1√
t
∑
K0(t)<k<K1(t)
exp(2πi (xk +Ωε(k))).
Remark 4. The fundamental observation concerning Ωε(k) consists of the following. When k passes
the interval (K0(t),K1(t)),
(81) k ∈ (K0(t),K1(t)) =
(
t
ε
,
t
ε
eε
)
the derivative Ωε(k) =
1
ε (1 + ln k) increases exactly by one:
(82) Ω′ε(K1(t)) −Ω′ε(K0(t)) =
1
ε
ln
t
ε
− 1
ε
ln
(
t
ε
eε
)
= 1,
hence, we get (almost surely) exactly one stationary phase k∗ ∈ (K0(t),K1(t)). Also let us point that
the terms of the sum do not depend on t, just K0 and K1 do.
Lemma 3.6. Let the following conditions be satisfied:
t ≥ 1, 0 < ε < 1, ε−1 ∈ N,(83)
and let (k∗, ℓ) be a unique solution of equation x+Ω′ε(k∗) = ℓ, ℓ ∈ Z, k∗ ∈ (K0(t),K1(t)) (if exists).
Then
Φ(t, x, ε) = e2πi (Ωε(k
∗)+xk∗−ℓk∗) + t−1/2EΦ(t, x),(84)
t−1/2EΦ(t, x) = O(ε) + 1√
t
O
(
min{
√
t,
1
‖1ε ln tε + x‖Z
}
)
.(85)
Proof. Let us apply again Lemma 2.4 to xk +Ωε(k). Calculating
(86) (xk +Ωε(k))
′
k = x+
1
ε
(1 + ln k), (xk +Ωε(k))
′′
k =
1
εk
,
notice that k ∼ t/ε and we can take
(87) R−1 =
1
ε tε
, and R = t.
Further, let us define
β3(k) = −1
k
, β4(k) =
2
k2
, β5(k) = − 6
k3
,(88)
U =
t
ε
∼ k, |3β4 − 5β23 | =
1
k2
= U−2,(89)
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Recall that Ω′ε(K1(t))− Ω′ε(K0(t)) = 1. So, we the following representation for the sum Φ(t, x, ε):
(90) Φ(t, x, ε) =
1√
t |Ω′′ε(k∗)|
e2πi (Ωε(k
∗)+xk∗−ℓk∗) + q−1/2E0(t, x),
where (k∗, ℓ) are found as a unique solution (if exists) of the equation x+Ω′ε(k∗) = ℓ with ℓ ∈ Z,
k∗ ∈ (K0(t),K1(t)). Clearly the coefficient near exponent in the right-hand side is close to 1 in
absolute value,
(91)
1√
t |Ω′′ε(k∗)|
=
(
t
1
εk∗
)−1/2
=
(
t
1
ε · ε−1t(1 +O(ε))
)−1/2
= 1 +O(ε),
and using Lemma 2.4 we can compute the following estimate for the error term E0
(92) E0(t, x) = E1 + E2 +O(1) + E3, E3 = O(min{
√
t, ν˜}),
with
(93) ν˜ =
1
‖K0(t) + x‖Z =
1
‖1ε ln tε + x‖Z
.
Finally, we have the following expression for the common error term
(94) t−1/2EΦ(t, x) = O(ε) + 1√
t
O
(
min{
√
t,
1
‖1ε ln tε + x‖Z
}
)
.

Now to join the reduction procedure from S(t, ε, q) to Φ(t, x, ε) and approximation given by Lemma
3.6 we have to calculate boundary effect term 1ε ln
t
ε + xε,q(t) as well as the argument of the exponent,
namely, Ωε(k
∗) + xε,q(t)k∗ − ℓk∗ (which is of independent interest but does not influence to flatness).
So,
(95) vε,q(t) =
1
ε
ln
t
ε
+ xε,q(t) = (q − 1)1
ε
ln
t
ε
.
Further, remark that
(96) Ωε(k
∗) + xε,q(t)k∗ − ℓk∗ = k∗(ℓ− 1
ε
)
do not depend “directly” on xε,q but via k
∗(t) and ℓ(t). The rate of grows of this doubly reduced
frequency function can be estimated as follows
(97) Ωε(k
∗) + xε,q(t)k∗ − ℓk∗ = O
(
k∗(t)ℓ(t)
) ∼ 1
ε
k∗(t) ln k∗(t) ∼ t
ε2
ln
t
ε
.
Lemma 3.7. In the scope of Lemmas 3.1 and 3.6 for an arbitrary δ > 0 there exist a sequence
q = qj →∞ such that for t ≥ 1
(98) S(t, ε, q) = exp
(
2πi k∗(t)
(
ℓ(t)− ε−1))+ E˜(t)
with an error term (defined up to countable set of points t)
(99) E˜(t) = O(δ
√
t) +O(ε
√
t) +O
(
max{1, ln t}√
q
)
+O
(
1√
q
min{
√
q
t
, νε(t)}
)
+
+
1√
t
O
(
min{
√
t,
1
‖(q − 1)1ε ln tε‖Z
}
)
.
Proof. The proof is just a compilation of Lemmas 3.1 and 3.6. 
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Lemma 3.8. Preserving conditions of Lemma 3.7 suppose that t ∈ [t1, t2] and t2 − t1 ≥ (q − 1)−1εt2.
Then
(100)
∥∥∥∣∣S(t, ε, q)|[t1 ,t2]∣∣−1∥∥∥
1
= O
(
(t2 − t1)
√
t2 max{δ, ε}
)
+O
(
(t2 − t1) ln q√
q
)
+O
(
(t2 − t1) ln t2√
t1
)
.
Proof. We have to estimate the influence of the last term in the error given by the previous lemma,
(101)
∫ t2
t1
1√
t
min{
√
t,
1
‖(q − 1)1ε ln tε‖Z
} dt . (t2 − t1) ln t2
t1
.

Lemma 3.9. If the parameters t1, t2, ε, q satisfy the following requirements
(102) t1 ≥ 1, t2 − t1 ≥ ε, t2 ≤ 1
ε
≤ q
ln q
, δ ≤ ε,
then for a sequence qj →∞∥∥∥∣∣S(t, ε, qj)|[t1,t2]∣∣2 − 1∥∥∥
1
.
∥∥∥∣∣S(t, ε, qj)|[t1,t2]∣∣− 1∥∥∥
1
= O
(
(t2 − t1) ln t2√
t1
)
,(103)
Proof. To established the improved estimate of the error term we just have to observe that all the
components of the estimate are dominated by the term O
(
(t2 − t1) t−1/21 ln t2
)
. The first inequality
of the lemma follows from the fact that E˜(t) = O(1). 
Recall that the initial frequency function ω(y) satisfies differential equation ω′′ = aω′ with solu-
tion ω(y) = E0 + e
a(y−y0) for arbitrary E0, y0. By this point we studied ω not taking into account
correlation of additional multiplier m = e−ay0 near t and the length q of the segment [0, q].
Lemma 3.10. Let us consider the sum
(104) Sm(τ, ε, q) =
1√
q
q−1∑
y=0
e2πi τω(y)
with
(105) ω(y,m) = m
q
ε2
eεy/q.
Suppose that t1 = mτ1, t2 = mτ2 as well as ε and q meet the requirements of the previous lemma.
Then for a sequence qj →∞∥∥∥∣∣S(t, ε, qj)|[τ1,τ2]∣∣2 − 1∥∥∥
1
= O
(
(τ2 − τ1) ln(mτ2)√
mτ1
)
.(106)
Applying this lemma in the situation when τ1 and τ2 are fixed and m is sufficiently large we come
to the following theorem.
Theorem 3.11. For given 0 < a < b, ε > 0 and δ > 0 there exists m0 such that for any m ≥ m0
there exists an infinite sequence qj generating trigonometric sums with exponential staircase frequency
function
(107) ω(y,m) = m
qj
ε2
eεy/qj
which are δ-flat in L1([a, b]).
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4. Convergence of Riesz products for exponential staircase flow
4.1. Preliminary lemmas. Let R(t) be the correlation function of a measurable flow T t. Ob-
serve that if the flow atcs on a Lebesgue space then it obeys the following continuity property. If
f, g ∈ L2(X) then
(108)
〈
T f , g
〉
→ 〈f, g〉 as t→ 0.
Lemma 4.1. Suppose that R(t) is characteristic function of a spectral measure σf , i.e.
(109) R(t) = σˆf (t) =
∫
R
e2πi tx dσf (x).
Let νn be a sequence of finite positive measures and let Rn = νˆn. Then νn converges weakly to σf iff
Rn(t)→ R(t) for any t.
Proof. The statement follows from continuity of R(t) at point t = 0. 
Throughout this section let νn be a sequence of finite positive measures. Evidently if we have to
prove weak convergence of νn it is sufficient to watch
∫
R
ψ dνn for a dense set of functions ψ in C0(R),
for example a dense set of smooth functions with bounded support. Let us denote C0(a, b) the set of
continuous functions ψ(t) on (a, b) such that ψ(t)→ 0 if t→ a or t→ b.
Lemma 4.2. Let Φ(t) be a function such that it is locally L1 and for any function ψ ∈ C0(a, b) with
0 < a < b (or a < b < 0)
(110)
∫
ψ dνn →
∫
ψ(t)Φ(t) dt.
Suppose that νn → η weakly. Then Ψ ∈ L1(R and ‖Ψ‖1 ≤ ‖η‖.
Proof. Let us denote
(111) 〈η, ψ〉 =
∫
ψ dη.
By definition of weak convergence 〈νn, ψ〉 → 〈η, ψ〉, and, so
(112) lim inf
n→∞ | 〈νn, ψ〉 | ≤ | 〈η, ψ〉 | ≤ ‖η‖ · ‖ψ‖∞.
At the same time we know that 〈νn, ψ〉 → 〈Φ, ψ〉, hence,
(113) | 〈Φ, ψ〉 | ≤ ‖η‖ · ‖ψ‖∞,
and the statement follows from the equality ‖Φ‖1 = ‖λΦ‖ where λΦ is the measure with density
Φ. 
Lemma 4.3. Let η be a finite positive measure on the line. If
∫
ψ dη =
∫
ψ(t)Φ(t) dt for any
ψ ∈ C0(a, b) then η = η({0})δ0 + λΦ where δ0 is the unit atomar measure in 0 and λΦ is the measure
with density Φ.
Proof. It is possible to check coincidence on positive continuous functions ψ with bounded support
since its linear combinations are dense in C0(R). For any ε > 0 there exists α such that
(114)
∫ α
−α
Φ(t) dt < ε
and
(115) η|[−α,α] = η({0})δ0 + η(α) with ‖η(α)‖ < ε.
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Let us split ψ in two parts, ψ = ψ0 + ψ1 with the following properties:
(116) suppψ0 ⊆ [−α,α], suppψ1 ⊆ [−L,−α/2] ∪ [α/2, L]
and 0 ≤ ψ0(t), ψ1(t) ≤ ψ(t) for any t. We have
(117) 〈η, ψ〉 = 〈η, ψ0〉+ 〈η, ψ1〉 = η({0})ψ(0) +
〈
η(α), ψ0
〉
+ 〈Φ, ψ1 − ψ〉+ 〈Φ, ψ〉 .
Using inequality |ψ(t)| ≤ ‖ψ‖∞, we can estimate small terms in the above formula:
(118) | 〈η(α), ψ0〉 | ≤ ε · ‖ψ‖∞, | 〈Φ, ψ1 − ψ〉 | = | 〈Φ, ψ0〉 | < ε · ‖ψ‖∞.
Since ε is arbitrary we get 〈η, ψ〉 = η({0})ψ(0) + 〈Φ, ψ〉. 
Lemma 4.4. Consider positive functions f(t) and Qn(t) on the real line R satisfying the following
conditions:
(i) f ∈ L1(R);
(ii) Qn are continuous;
(iii)
∫ bn
an
|Qn(t)− 1| dt < ε2n and
∫ −an
−bn
|Qn(t)− 1| dt < ε2n, where 0 < an < bn;
(iv) intervals (an, bn) monotonously increase and exhaust (0,+∞), exactly, an+1 < an, bn < bn+1,
limn an = 0 and limn bn = +∞;
(v)
∞∑
n=1
εn <∞.
The infinite product of f and Qn converges in L
1 on any interval (a∗, b∗) or (−b∗,−a∗), where
0 < a∗ < b∗.
Proof. Without lost of generality, passing from f(t) to f˜(t) = fQ1 · · ·Qn1(t) we can assume that
(a∗, b∗) ⊆ (a1, b1). Let us consider sets
(119) En =
{
t ∈ (a∗, b∗) : |Qn(t)− 1| > εn
}
.
By Chebyshev inequality λ(En) < ε
2
n/εn = εn. Using Borel–Cantelli lemma we can deduce from
convergence
∑
n λ(En) <∞ that almost surely a point t ∈ (a∗, b∗) belongs to finitely many sets En,
hence, the product f(t)
∏
nQn converges by Lebesgue dominanted convergence theorem. Indeed, if
we restrict functions to the set
(120) AN = (a
∗, b∗)r
⋃
n>N
En, λ(An)→ b∗ − a∗,
then by pointwise convergence
(121)
m∏
n=N+1
Qn(t)→
∏
n>N
Qn(t), |Qn(t)− 1| < εn if n > N,
we get convergence in L1
(122) Πm = f
m∏
n=1
Qn → f
∏
n
Qn
for the restrictions to interval (a∗, b∗). 
Lemma 4.5. Preserving conditions of the previous lemma let us assume that the partial products
Πm(t) are L
1-densities of measures on R which converge weakly to a finite positive measure η, i.e.
for any ψ ∈ C0(R)
(123)
∫
ψ(t)Πm(t) dt→ 〈η, ψ〉 .
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Then there is a function Φ ∈ L1(R) such that η = η({0})δ0 + λΦ and for Lebesgue almost every t ∈ R
we have Φ(t) = f(t)
∏
nQn(t).
Proof. Consider an interval (a∗, b∗) with 0 < a∗ < b∗. By L1-convergence Πn|(a∗,b∗) converges weakly
to the measure with density f(t)
∏
nQn(t) restricted to (a
∗, b∗). This implies that the weak limit η
of Πn acting on functions ψ ∈ C0(a∗, b∗) coincide with Φ(t) = f(t)
∏
nQn(t). Using above lemmas
we found that Φ ∈ L1(R) and η = η({0})δ0 + λΦ. 
4.2. Spectral type of exponential staircase flows. Consider exponetial staircase construction
of rank one flow which is characterized by the following parameters: numbers of subcolumns qn and
staircase grade values mn. We define εn by the equality
(124) hn =
mn
εn
,
and require that ε−1 ∈ Z.
Lemma 4.6. The spectral measure σf of a function f measurable up to n0-th level partition is given
by the Riesz product
(125) σf = |fˆ |2 ·
∏
n≥n0
|Pn(t)|2,
where
(126) Pn(t) = 1√
qn
qn−1∑
y=0
e2πi tωn(y)
with exponential staircase frequency function
(127) ωn(y) = mn
qn
ε2n
(eεny/qn − 1).
Remark that in |Pn(t)|2 we can omit −1 in the parenthesis, and recall that hn+1 ≥ qnhn, hence,
hn are uniquely determined by qn. Let us define Qn(t) = |Pn(t)|2. We know that if we restrict Qn(t)
to (an, bn) then
(128)
∥∥Qn(t)(an,bn) − 1∥∥1 = O( bn − an√anmn ln(bnmn)
)
.
Thus to apply machinery described in the beginning of this section we need estimate
(129)
∞∑
n=1
bn
(lnmn)
1/2
m
1/4
n
<∞,
where for simplicity we assume that an = b
−1
n .
Theorem 4.7. Let us consider the exponential staircase construction of rank one flow T t given by
the sequence of functions
(130) ωn(y) = mn
qn
ε2n
eεny/qn , hn =
mn
εn
.
Suppose that for an α with 0 < α < 1/4
(131) h1+αn ≤ qn, mn ≤ h1/2−αn ,
∞∑
n=1
1
m
1/4−α
n
<∞,
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and qn has the following property:
(132) ∀k ∈ Z ∩
[
m1−αn
εn
,
m1+αn
εn
eεn
] ∥∥∥∥(qn + 1) 1εn k ln k
∥∥∥∥
Z
≤ εn,
where
(133) ‖x‖Z = min{|ℓ− x‖ : ℓ ∈ Z}.
Then the flow T t has Lebesgue spectral type.
Proof. The theorem follows directly from lemmas 3.10 and 4.5 as well as ergodicity of the flow. Let us
check necessary conditions mn, qn and hn should satisfy. First, notice that it follows from inequality
qn ≥ hn that hn ≥ const · 2c2n . Since hn = mnεn , condition mnbn ≤ ε−1n follows from comparison of mn
and hn,
(134) mn ≤ h1/2−ǫn ,
1
εn
=
hn
mn
≥ h1/2+ǫn ,
and ε−1 ≤ hn ≤ q1/(1+ε)n . Thus, the series
∑∞
n=1 bn
(lnmn)1/2
m
1/4
n
converges and all other requirements of
mn, εn and qn are satisfied, so we can apply the above flatness lemma 3.10 concerning exponential
staircase trigonometric sums with convergence lemmas 4.4 and 4.5. To complete the proof we have
to mention that it follows from ergodicity of our rank one flow that the spectral measure has no atom
at zero. 
The author is very grateful to D.V.Anosov, A.M.Vershik, A.A. Stepin, S.V.Konyagin,
B. S.Kashin and M. Lemanczyk for discussions and remarks. I would like to thank V.V.Ryzhikov
and J-P.Thouvenot for attention to this work and helpful discussions. I would like to thank H. el
Abdalaoui for fruitful discussions concerning generalized Riesz produsts and spectral properties of
rank one flows. The author is very grateful to P.Grigoriev for cooperation and help in some questions
concerning harmonic analysis and polynomials, and to A. Egorov for helpful discussions and hints
concerning analysis and number theory.
References
[1] D.V.Anosov, On spectral multiplicity in ergodic theory, in Modern problems in Mathematics, Steklov Institute,
Issue 3 (2003).
[2] J.Dieudonne´, Infinitestimal Calculus, Hermann, 1971.
[3] T. Erdelyi, Polynomials with Littlewood-type coefficient constraints, Approximation Theory X: Abstract and Clas-
sical Analysis, Charles K. Chui, Larry L. Schumaker, and Joachim Stockler (Eds.), Vanderbilt University Press,
Nashville, TN, 2002, 153-196, ISBN 0-8265-1415-4.
[4] G.R.Goodson, A Survey of Recent Results in the Spectral Theory of Ergodic Dynamical Systems, Journal of
Dynamical and Control Systems, Vol. 5, Issue 2 (1999), 173–226.
[5] P.R.Halmos, Lectures on ergodic theory, Publications of the Mathematical Society of Japan, 3, Math. Soc. Japan,
Tokyo, 1956.
[6] I. P.Kornfel’d, Ya.G. Sina˘ıand S.V.Fomin. Ergodic theory, Nauka, Moscow 1980; English transl., Springer–Verlag,
Berlin–Heidelberg–New York 1982.
[7] A.B.Katok, A.M. Stepin. “Approximations in ergodic theory”. Uspekhi Mat. Nauk 22:5 (1967), 81–106; English
transl. in Russian Math. Surveys 22:5 (1967).
[8] M.G.Nadkarni. Spectral Theory of Dynamical Systems, Hindustan Book Agency, New Delhi, (1998); Birkha¨user
Advanced Texts : Basler Lehrb?her. [Birkha¨user Advanced Texts: Basel Textbooks] Birkha¨user Verlag, Basel,
1998.
[9] V.A.Rokhlin, Selected topics in metric theory of dynamical systems, UMN, 4:2(30) (1949), 57-128.
[10] E.C. Titchmarsh, The Theory of the Riemann zeta-Function, second edition Revised by D.R.Heath-Brown, Oxford,
1986.
[11] J.-P.Thouvenot, Some properties and applications of joinings in ergodic theory, Ergodic Theory and its Connections
with Harmonic Analysis, (K. E. Petersen, ed.), Cambridge Univ. Press, Cambridge, 1995, pp. 207–235.
ON FLAT TRIGONOMETRIC SUMS AND SIMPLE LEBESGUE SPECTRUM 19
[12] A.M.Vershik, A.N. Livshits, Adic models of ergodic transformations, spectral theory, and related topics, Adv. Sov.
Math., 9 (1992), 185–204.
[13] E.H.El Abdalaoui, M. Leman´czyk, Approximate transitivity property and Lebesgue spectrum, Preprint,
arXiv:0903.0503v2 [math.DS], 2009.
[14] E.H.El Abdalaoui, F. Parreau, A.A.Prikhod’ko, A new class of Ornstein transformations with singular spectrum,
Annales de l’Institut Henri Poincare (B) Probability and Statistics, Vol. 42, Issue 6, 2006, 671–681.
[15] T.R.Adams, On Smorodinsky conjecture, Proc. Amer. Math. Soc., 126 (1998), no. 3, 739–744.
[16] O.N.Ageev, Dynamical systems with component of even multiplicity in spectrum, Rusian Math. Survey, 136(178)
(1988), no. 3(7), 307–319.
[17] O.N.Ageev, The homogeneous spectrum problem in ergodic theory, Invent. Math., 160:2 (2005).
[18] J. Bourgain, On the spectral type of Ornstein class one transformations, Isr. J. Math., 84 (1993), 53–63.
[19] E.Bombieri, J. Bourgain, On Kahanes ultra-flat polynomials, J. Eur. Math. Soc. 11 (2009), no 3, 627-703.
[20] J. S. Byrnes, On polynomials with coefficients of modulus one, Bull. London Math. Soc. 9 (1977), 171–176.
[21] R.V.Chacon, A geometric constructions of measure preserving transformations, Proc. 5th Berkley Sympos. Math.
Statist. Probab., Univ. Calif. 1965/66, vol. 2, no. 2. Univ. of California Press, Berkeley 1967, pp. 335–360.
[22] J.R. Choksi, M.G. Nadkarni, The maximal spectral type of rank one transformation, Dan. Math. Pull., 37 (1)
(1994), 29–36.
[23] T.Downarowicz, YLacroix, Merit factors and Morse sequences, Theoretical Computer Science, 209 (1998), Issue
1–2, 377–387.
[24] P.Borwein, T. Erde´lyi, G.Ko´s, Littlewood-type problems on [0, 1], Proc. London Math. Soc. (3) 79 (1999), 22-46.
[25] S. Ferenczi, Systems of finite rank, Colloq. Math. 73 (1997), 35–65.
[26] N. Friedman, Replication and stacking in ergodic theory, Amer. Math. Monthly, 99, (1992), 31–34.
[27] H.Helson, W.Parry, Cocycles and spectra, Arkiv Math., 16 (1978), 195-206.
[28] J. P.Kahane, Sur les polynoˆmes a` coefficients unimodulaires, Bull. London Math. Soc. 12 (1980), 321–342.
[29] Kazuo Goto, Some results on Littlewood’s problem and Orlicz’s problem, Math. J. Okayama Univ. 41 (1999),
121-136.
[30] I. Klemes, The spectral type of staircase transformations, Thohoku Math. J., 48 (1994), pp. 247–258.
[31] I. Klemes, K.Reinhold, Rank one transformations with singular spectre type, Isr. J. Math., vol 98, (1997), 1–14.
[32] T.W.Ko¨rner, On a polynomial of Byrnes, Bull. London Math. Soc., 12 (1980), 219–224.
[33] J. E. Littlewood, On polynomials,
∑n±zm, ∑n eαnizm, z = eθi, J. London Math., Soc., vol. 41 (1966), 367–376.
[34] Hong-Quan Liu, On a fundamental result in van der Corputs method of estimating exponential sums, Acta Arithme-
tica, XC.4 (1999), 357–370.
[35] M.Guenais, Morse cocycles and simple Lebesgue spectrum, Ergodic Theory and Dynamical Systems, 19:2 (1999),
437–446.
[36] J.Mathew, M.G.Nadkarni, A measure preserving transformation whose spectrum has Lebesgue component of mul-
tiplicity two, Bulletin of the London Mathematical Society, 16(4) 1984, 402–406.
[37] S.H.Min, Methods in Number Theory, Vol. 2, Science Press, 1981 (in Chinese).
[38] D. S.Ornstein, On the root problem in ergodic theory. Proc. 6th Berkley Sympos. Math. Statist. Probab., Univ.
Calif. 1970, vol. 2. Univ. of California Press, Berkeley 1972, pp. 347–356.
[39] V. I.Oseledets, On the spectrum of ergodic automorphisms, Dokl. Akad. Nauk SSSR 168 (1966), 1009–1011; English
transl. in Soviet Math. Dokl. 7 (1966).
[40] V. I.Oseledets, An automorphism with simple continuous spectrum without the group property, Mat. Zametki 5
(1969), 196–198; English transl. in Math. Notes (1969).
[41] A.A.Prikhod’ko, Stochastic constructions of flows of rank 1, Sb. Math. 192:12 (2001), 1799–1828.
[42] E.A., Jr. Robinson, Ergodic measure preserving transformations with arbitrary finite spectral multiplicities, Invent.
Math., 72 (1983), no. 2, 299-314.
[43] V.V.Ryzhikov, Mixing, rank, and minimal self-joinings of actions with an invariant measure, Russian Academy
of Sciences. Sbornik. Mathematics, 75:2 (1993), 405427
[44] V.V.Ryzhikov, Intertwinings of tensor products, and the stochastic centralizer of dynamical systems, Russian
Academy of Sciences. Sbornik. Mathematics, 188(2):237 (1997)
[45] V.V.Ryzhikov, On the spectral and mixing properties of rank-one constructions in ergodic theory, Doklady Math-
ematics, Vol. 74, No. 1 (2006).
[46] A. Scardicchio, Classical and quantum dynamics of a particle constrained on a circle, Physics Letters A, Vol. 300,
Issue 1 (2002), Pages 7–17.
[47] A.M. Stepin,Method of approximation of dynamical systems by periodic transformations, and applications, Moscow
State University, 1968.
[48] A.M. Stepin, Spectral properties of generic dynamical systems, Math. USSR-Izv., 29:1 (1987), 801-834.
