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Abstract
The aim of this thesis is to get a deeper understanding of magnetic properties of small
clusters when they are embedded in a host material. The study was motivated by the
observation of the very peculiar properties that clusters present in the gas phase or when
deposited on a substrate. The intriguing perspective is that those properties would be
preserved in a solid state sample that could be used for technological applications.
Preformed and well characterized clusters are used as building blocks to produce nanos-
tructured films in which they are embedded in a host material in order to preserve them
from chemical and thermal degradation when the sample is exposed to ambient conditions.
For this purpose an innovative set-up has been constructed that allows the independent
control of cluster size, concentration and chemical composition. In particular samples con-
taining small magnetic clusters embedded in a non magnetic matrix have been produced in
order to study the evolution of the magnetic behaviour of such cluster assembled materials.
These samples have been subsequently studied by means of magnetotransport, in par-
ticular by measuring their magneto-resistance and Hall voltage as a function of temperature
in magnetic fields of up to 5T . Additionally, a novel measurement protocol detecting the
derivative of the resistance with respect to temperature as a function of magnetic field has
been used to characterize the samples.
Magnetotransport is known to be an important tool for the investigation of the magnetic
behaviour as the conduction electrons can be considered as microscopic probes of the state
of the sample. However, even though these properties have been studied extensively, a
complete and universally accepted theory on the mechanisms giving rise to the observed
magneto-resistance in cluster assembled materials is still to be found.
In this work, the high quality of the produced samples allows an unequivocal identifica-
tion of all the aspects that are not correctly described by the theories in use. In particular
it is observed that, in the case of small clusters, the effect of magnetic interactions cannot
be neglected even at very low concentrations. The consequence is twofold since both the
superparamagnetic model of magnetization and the well known (1−m2) expression for the
magneto-resistance fail if a correlation between magnetic moment exists.
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Furthermore we claim that the Mott hypothesis of two parallel currents adopted for
electrical conduction is not sufficient to describe the details of transport in granular systems.
In fact the particular differential resistance measurement introduced in this work allows an
underlining of the importance of the spin-channel mixing mechanisms that are not taken
into account in the Mott picture.
Keywords:
Cluster; Nanostructure; Cluster Assembled Materials; Magnetism; Spintronics; Giant
Magneto Resistance; Spin mixing.
Riassunto
Il fine di questa tesi e` la comprensione delle proprieta` magnetiche di piccoli aggregati
metallici dispersi in una matrice di diversa natura. L’interesse di questo studio deriva dalle
peculiari proprieta` che vengono osservate negli aggregati magnetici quando si trovano in
fase gassosa o depositati su un substrato. La speranza e` di poter preservare tali proprieta` in
un campione in stato solido che possa essere utilizzato per delle applicazioni tecnologiche.
In quest’ottica, degli aggregati dalle caratteristiche ben definite vengono utilizzati come
costituenti fondamentali per la produzione di materiali granulari nanostrutturati. Piu’ nel
dettaglio, gli aggregati vengono dispersi in una matrice avente lo scopo di proteggerli dalla
degradazione chimica e termica che avrebbe altrimenti luogo in condizioni ambiente. A
questo scopo e` stato ideato e realizzato un apparato sperimentale che permette di pro-
durre aggregati controllandone, simultaneamente e in maniera indipendente, la taglia, la
concentrazione e la composizione chimica. Nel caso particolare di questo lavoro sono stati
prodotti campioni in cui piccoli cluster di cobalto sono dispersi in una matrice diamagnet-
ica con l’intenzione di studiarne le proprieta` magnetiche in funzione della loro struttura
microscopica.
I campioni sono stati analizzati tramite delle misure di trasporto in funzione della tem-
peratura e in campi magnetici fino a 5T . L’attenzione stata, in particolar modo, focalizzata
sulla magnetoresistenza e il potenziale di Hall. Per meglio caratterizzare i campioni, e` sta-
to inoltre sviluppato un altro procedimento di misura che rileva la derivata rispetto alla
temperatura della resistenza in funzione del campo magnetico applicato.
Il magnetotrasporto si rivela particolarmente utile per lo studio del comportamento
magnetiche dei materiali in quanto gli elettroni possono essere visti come sonde micro-
scopiche dello stato del campione. Tuttavia, nonostante questa applicazione investigativa
delle proprieta´ di trasporto sia in uso da molti decenni, una teoria completa e universalmente
riconosciuta che descriva i meccanismi di conduzione non e` stata ancora formulata.
In questo lavoro, grazie all’ottima caratterizzazione dei campioni, e` stato possibile iden-
tificare univocamente tutti gli aspetti che determinano il fallimento dei modelli normalmente
utilizzati. In paritcolare si e` osservato che, nel caso di piccoli aggregati, le interazioni mag-
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netiche giocano un ruolo fondamentale che non puo` essere trascurato. La presenza di tali
interazioni ha una duplice conseguenza, infatti da una parte diviene necessario abbandonare
il modello superparamagnetico e allo stesso tempo la magnetoresistenza non puo` piu` essere
descritta come (1−m2).
Si ipotizza inoltre che un’ulteriore approssimazione debba essere abbandonata: l’ipotesi
di Mott di due correnti di spin separate e indipendenti che viene generalmente utilizzata
per descrivere il transporto in materiali non magnetici. In particolare la nuova tecnica di
misura differenziale applicata alle nanostrutture granulari, sembra mostrare l’importanza
delle collisioni che implicano un’inversione dello spin degli elettroni di conduzione, collisioni
che vengono trascurate nell’immagine di Mott.
Parole chiave:
Aggregato; Nanostruttura; Materiali Granulari Nanostrutturati; Magnetismo; Spintron-
ica; Magnetoresistenza Gigante.
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Introduction
The constant quest for miniaturization brought about the discovery of a great number of
fascinating phenomena that take place when the size of a system is reduced to the nanoscale.
The challenge of nano-physics is to understand and control the mechanisms giving rise to
these phenomena.
For what concerns the understanding, an important role is played by clusters: systems
composed of a finite number of atoms or molecules ranging from two to many thousands.
Clusters offer the unique opportunity to follow the modification of properties as the system
develops from the isolated atom to bulk matter and furthermore their behaviour is unique
and strongly related to the specific size. Because of this strong dependence on size, two
different regimes are often distinguished: the regime of scalable size effects and that of
quantum size effects. The former concerns clusters containing at least several tens of atoms
and in which the energy structure is similar to the bulk. Consequently, continuum models
are applicable. However, since the large fraction of surface atoms plays a determining role
on the cluster properties, these will still present peculiar features and will reach the bulk
behaviour in the large particle limit. The quantum regime, on the other hand, applies to
clusters containing a few tens of atoms only. In this case the energy bands are not yet
formed and the energy landscape is closer to a molecular one with discrete levels. As a
consequence the properties can vary dramatically with the size and strong fluctuations are
observed even with the addition of a single atom.
The clusters studied in this work belong to this second category and have been shown
to be extremely challenging because of interesting properties such as fluorescence [Feli 01,
Peys 01], enhanced catalytic activity [Sanc 99] and unusual magnetic moment [Bill 94,
Lau 02, Gamb 03]. In particular interest has been focused on magnetism.
All these peculiar properties have been observed in free or supported clusters. In order
to obtain results that could be useful for technological applications, it is needed to embed
the clusters in a solid environment in order to protect them from thermal or chemical
deterioration. A sample is then produced in which the nanoparticles are used as building
blocks of a new kind of material that is expected to have peculiar properties related to
those observed for free clusters.
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For this purpose an innovative set-up is necessary that allows the production of well-
defined small magnetic clusters with great control of their size and chemical state. The
clusters can then be deposited at low energy to avoid fragmentation, together with the
desired matrix in order to form a film with a controlled concentration of the magnetic par-
ticles. After this growth process the sample can be taken out of vacuum and characterized
in the desired experimental facility. In the present case cluster assembled magnetic ma-
terials have been produced and characterized by means of transport measurements. This
technique has in fact proven to be a successful method to probe the magnetic behaviour
since transport properties are not sensitive to the total amount of magnetic material but
rather to its concentration. Consequently these measurements are well suited in the present
case in which, because of the low flux of clusters and their reduced dimension, the absolute
amount of magnetic particle is extremely low. In particular the magneto-resistance and
Hall effect have been recorded for samples with different cluster concentrations and sizes,
ranging from one atom to several thousands of them. Another measurement protocol will
also be presented: the magneto differential resistance (MDR). This technique consists
in detecting the magnetic response of the first derivative of the resistance with respect to
temperature. MDR is claimed to be important in order to understand the details of the
spin dependent conduction mechanisms as it allows the elimination of all the temperature
independent contributions that dominate the resistivity signal.
Nevertheless magneto transport is not only a probe of the magnetic behaviour but it is
itself an interesting field of research. Great attention was attracted by this domain following
the discovery of several challenging phenomena, the best known being the discovery ofGMR
by A. Fert [Baib 88] and P. Gru¨nberg [Bina 89], awarded with the Nobel prize in Physics
in 2007. The rapid technological application of GMR as well as the development of several
devices based on magnetotransport effects, such as magnetic random access memories or
the spin-polarized field effect transistor, have brought about the birth of a new science:
spintronics.
Even though it has been the subject of numerous and detailed studies in the last recent
years, a complete and universally accepted theory for the intriguing transport phenomena
that are observed in nanostrucured materials is still to be found. As much as concerns
cluster assembled materials, the difficulties arise mainly from the complex effect of cluster-
cluster and cluster-matrix interactions and their interplay with the conduction mechanisms.
A severe limitation to the understanding of the problem comes from the experimental diffi-
culties in producing well defined samples and in controlling each parameter independently.
In this context it is expected that the sample preparation technique that was developed in
this work, together with the analysis procedure and the new MDR measurement protocol
will allow for a deeper insight on the theory of spin-dependent conduction.
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Outline of the thesis
This thesis is divided into three main parts: an introduction and state of the art, a descrip-
tion of the experimental techniques, and the discussion of the results.
In the first part, the main aspects of cluster physics, of magnetism, and of transport
properties of magnetic nanostructures are summarized and discussed. The purpose is to
introduce the different fields with which this work is concerned and review the concepts
and the formalism that will be useful for further discussion.
In the second part, the experimental apparatuses for both samples preparation and
characterization are presented. A great deal of attention is given to the set-up for clus-
ter production, since the construction and the optimization of this apparatus was one of
the important and innovative parts of the work, as it was built and customized following
an original design adapted to the specific requirements of the planned experiments. For
what concerns the measuring technique, a topic that deserves particular attention is the
employment of the magneto differential resistance measurement. This technique, developed
in collaboration with the group of Prof. J-P. Ansermet, is extremely sensitive to the de-
tails of the sample magnetic structure allowing a further understanding of the microscopic
mechanisms of magnetotransport.
Finally, the third part is devoted to experimental results, their analysis and discussion.
It will be shown that the magnetic moment of small clusters does survive when embedded
in the sea of conduction electrons and that, because of the mediating action of the con-
duction electrons themselves, the magnetic behaviour is strongly influenced by collective
behaviour. Clusters cannot thus be considered as isolated entities anymore: interactions
between them and with the surrounding matrix play an important role and the material
has to be considered as a whole. In particular it will be shown that much of the observed
behaviour can be attributed to correlations and the subsequent formation of a spin glass. In
the last chapter attention is brought again to the mechanisms defining the transport prop-
erties and the potentiality of the magneto differential resistance measurement is discussed.
An interpretation in terms of spin channels mixing is presented.
4 Introduction
Part I
State of the Art
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In 1956 Becker and co-workers [Beck 56] reported for the first time the formation of a
cluster beam. Clusters were identified as assemblies of atoms or molecules bound together
by bulk-phase intermolecular forces and ranging in size from the dimer up to many millions
of atoms. Since they are formed by a limited number of particles, they are traditionally
referred to as the link between the atom and the bulk. Even if this image has been often
used to over-speculate on the importance of clusters, it still contains a great amount of
truth: several properties as polarizability, magnetic susceptibility, photoabsorption, etc.
are considerably different from both the atomic, discrete case and the continuum limit.
The second sentence that every cluster physicist has heard and repeated an innumerable
amount of times is that at small sizes every atom counts. The phrase refers to the fact that
in the nanometric world, the energy landscape strongly depends on the electronic structure
that, as we will see, can vary dramatically with the addition of a single atom.
In this chapter I will review some important features of cluster physics in order to better
explain the two founding sentences presented here. A short description of the theoretical
models used to interpret cluster behaviour will follow. Afterwards I will present the main
experimental technique that have been developed for the production of clusters, in order to
justify the choices that have been made in planning the experiment described in this work.
2.1 Clusters: from the atom to the bulk
The materials we encounter in every day life are composed of a enormous, virtually unlim-
ited, number of particles. Their properties depend on the nature and on the geometrical
arrangement of the elemental constituents: atoms or molecules. Their behaviour is defined
by collective effects and also the models used to describe it are based on many-body tech-
niques that strongly differ from the formalism used in the atomic case. But what happens
if an aggregate of only a few particles is considered? Up to which extent can a molecular
approach be used? And down to which limit is the bulk behaviour still valid? Those are
some of the questions cluster physicists try to answer.
7
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In modelling bulk material, an infinite number of atoms is considered. As a consequence,
size and shape do not play an important role. When the dimension is reduced, the fraction
of atoms located at the surface increases (cf. fig.2.1) up to becoming dominant, as it is the
case for the small clusters considered in this work. The energy balance of the particle and,
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Figure 2.1 – Fraction of surface atoms (Fs) with respect to the total number of atoms (N) plotted
against N−1/3 for icosahedral geometric shell clusters. The dashed line represents the prediction in a
spherical cluster approximation.
as a consequence, its behaviour, are then determined by the contribution given by surface
atoms that have a lower coordination than those in the volume and are consequently more
sensitive to the local geometry and environment. In the small size regime it can then
be sufficient to add a single atom to induce a significant change in properties such as the
melting point or the first ionization potential that are shown, as a function of size, in fig.2.2.
This is the main reason why cluster behave differently than bulk, however a big difference in
behaviour is observed also between small (less than a thousands atoms) and large clusters.
In the large size regime clusters can be described using adapted continuum models,
while in the small size regime, their properties are closer to those of molecular systems.
This fact reflects the evolution of electronic properties with the number, N , of atoms per
cluster: when only a few atoms are assembled together, the cluster will present discrete
energy levels and behave similarly to a molecular system; as N is increased, the energy
separation between levels will reduce and become negligible with respect to thermal energy,
∆E << kBT , the levels can thus be considered as narrow bands, eventually approaching
the continuum limit.
Let us consider, as an example, the optical absorption spectra of clusters embedded in
a dielectric host. The classical description of the interaction between a spherical metallic
particle and an electromagnetic wave, has been derived by G. Mie [Krei 95] solving Maxwell
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Number of Ag atomsNumber of Na atoms
Figure 2.2 – Melting point of Na clusters [Schm 98] (on the left) and ionization potential of Ag
clusters [Alam 92] (on the right) as a function of the number of atoms per cluster. Strong fluctuations
are observed even if a single atom is added.
equations with adequate boundary conditions. If ǫm is the dielectric constant of the matrix
and ǫ(ω) = ǫ1(ω) + iǫ2(ω) is the dielectric function of the bulk metal, the absorption
coefficient can be written as:
α(ω) = 9
ω
c
ǫ3/2V0
ǫ2(ω)
[ǫ1(ω) + 2ǫm]2 + [ǫ2(ω)]2
where ωp is the surface plasmon frequency of the cluster, defined as the solution of 2ǫm +
ǫ1(ω) = 0 [Kres 92]. It is important to remark that this model is size independent, in
Figure 2.3 – Measured absorbance spectra of Ag, Cu and Au clusters of about 10nm diameter
in solid argon matrix compared with spectra calculated with Mie theory (broken lines) [Abe 82]. The
position of the peak as well as the general form of the absorbance are well reproduced by theoretical
curves.
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agreement with the classical principle that no size effect should be observed if the wave
length of light is longer than the diameter of the particle1. This model is also in good
agreement with experimental results for clusters of intermediate size (i.e. large enough
for continuum theories to be valid and sufficiently small to allow to neglect multipolar
excitations) as shown in fig.2.3. However, as the size of clusters is decreased, several size
effects start to appear and the classical model fails.
The first size effect, observed for clusters of some nanometers in diameter, is a shift and
a broadening of the surface plasmon peak. Both the width and the position scale as 1/D,
this being a clear sign of an effect due to the cluster-matrix interface [Moli 03, Hilg 00]. It
is in fact reasonable to expect the chemical nature of the matrix to have an influence on the
plasmonic excitation. A more accurate theoretical description of these intermediate sizes,
can be obtained in the framework of the Jellium model [Ekar 85] that will be described in
the following section.
The failure of the Mie theory is much more drastic when smaller sizes are attained,
as it can be seen in fig.2.4. In the sub-nanometric region several features appear that are
interpreted as single electron excitations. In this case a quantum treatment of the electronic
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Figure 2.4 – Photoabsorption spectra of small Silver clusters in solid Argon. The points correspond
to the energies calculated with the Mie theory [Fedr 93]. A transition from plasmon-like absorption to
molecular transition is observed as the size is reduced.
structure of the system, taking into account the actual geometry as well as the chemical
interaction with the surrounding matrix, is required.
This overview on the absorption properties underlines the importance of reduced di-
mensions in photoabsorption experiments. The relevant effect of interfaces in the case of
1Since the energy range of interest is the Visible-UV , typical wave lengths are of the order of 300nm,
much bigger than the particle diameter that is less than 10nm.
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embedded clusters was also pointed out. It can be expected that size and interactions with
the matrix will play an important role in determining other properties as well, in particular
on the magnetic properties of cluster assembled materials, that are the subject of this work.
2.2 Theoretical Models
In the previous section, it was discussed how the size evolution implies a transition from
a molecular-like to a bulk-like behaviour. A a consequence, theoretical frameworks have
been developed to describe both small and large clusters: for small systems a bottom-up
approach can be followed using the tools of quantum chemistry to build a model based
on the atomic states, while the properties of larger particles are generally well described
by continuum theories obtained starting from bulk behaviour and applying a top-down
strategy. In the following the basic concepts used in each approach are presented focusing
on metallic particles that are the subject of this work.
2.2.1 Large metallic clusters
Atoms in metallic clusters are kept together by bulk metallic bonds with a covalent con-
tribution that is negligible for the s-type elements and becomes important in the case of
transition metals [John 98].
Since the properties of large metallic clusters are defined by the delocalized valence
electrons, much of their phenomenology can be explained in the frame of the Jellium
model [Knig 84, Mart 85], which does not take into account the details of the geometrical
arrangement of the atoms. In this model a cluster containing N atoms is assumed to be a
sphere1 of radius R with a uniform distribution of positive charge, n, defined by the valence
charge z and the Wigner-Seitz radius rWS, as being n = z/rWS , where rWS is linked to the
volume of the Jellium sphere by N rWS =
4
3πR
3.
As a result the potential felt by the electrons is spherical and the respective energy levels
can be labelled with a principal and an orbital quantum number. In first approximation
clusters can be treated as super atoms. However, since in this case the positive charge is
distributed over a broad volume instead of following a delta-like function as in the atomic
case, the potential will have a different form influencing the structure of the energy levels.
The importance of this model relies on the fact that, with an appropriate choice of
potential, several cluster properties ca be explained. The most adequate choice is the
Woods-Saxon potential:
U(R) =
−U0
exp[(r −R)/σ] + 1
1A semi-phenomenological argument as the Clemenger-Nilsson model, proves that clusters are mostly
ellipsoidal rather than spherical. The Jellium model has been extended to describe this more realistic case
[Laur 91].
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Figure 2.5 – Schematics of the energy levels of an atom and a cluster. The difference in form of the
potential produces a different ordering of atomic levels, but the same type of formalism and labelling can
be used.
where U0 = ǫF +W , W and ǫF being the work function and the Fermi energy of the bulk
material. It is then possible to predict the apparition of magic numbers, i.e. particular sizes
corresponding to a more stable electronic configuration due to the filling of a shell, in mass
abundance spectra, ionizatiton energy or electronic polarizability.
However the quantitative agreement is restricted to the case of alkali and noble metal
atoms while the Jellium model fails in the case of three valence electron elements as well as in
describing fine structure effects (as the even-odd alternations in mass spectra or ionization
potential). In particular the model is not too accurate for transition metal clusters that
are the subject of this work. In this case the failure can be attributed to the presence of
d-orbitals that give rise to narrow bands with high electronic density of state, resulting in
a strong dependence of the shell structure on the atomic arrangement. As a result magic
numbers will appear in correspondence of stable geometrical configurations, as icosahedra,
or in other favourable configurations defined by the interplay of structure and electronic
shells [Mart 96].
2.2.2 Small clusters
We stated that the geometrical arrangement of atoms plays an important role in the deter-
mination of the electronic structure in many cases of interest. Models based on quantum
chemistry concepts aim to the description of clusters without any crude simplification of
the ionic background. The goal is to determine the structure of the cluster by the determi-
nation of the most stable configuration, i.e. by minimizing the total energy of the system
[Bran 83].
Such procedure presents however several complications since it has to deal with the
eigenfunctions and the eigenvalues of the complex relativistic Hamiltonian of N atoms and
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ZN interacting electrons. As a consequence some approximations need to be introduced,
the most important of which being the Born-Oppenheimer approximation. It consists in
separating the nuclear and electronic problems and writing the total wave function as a
product of a nuclear and electronic part:
ΦR, r = ψ(R)φ(r;R)
where R and r are the coordinates of nuclei and electrons respectively and R has the role of
an external parameter in φ. This guess is justified by the fact that the electrons dynamics
are much faster than those of the nuclei so that the two problems can be considered as
uncoupled. The consequence of such approximation is the well known level structure of
rotational and vibrational molecular excitations.
Once the electronic and nuclear problem are decoupled, several techniques can be used
to obtain reasonable approximations of the electronic wave function, the best known ones
being the Hartree-Fock method and the density functional theory.
The Hartree-Fock method consists in writing the ZN body wave function as an anti-
symmetric product of (ZN) single-body wave functions, called a Slater determinant. At this
point the variational principle is applied to minimize the energy, resulting in a self-consistent
problem. The use of a single Slater determinant is actually a very crude restriction of
the phase space of parameters; the method can be considerably improved, engaging extra
computing time, using as first guess a linear combination of Slater determinants.
While in the Hartree-Fock method the one-electron wave function is varied to determine
the energy minimum, in the second technique, the density functional method, the energy
is written as a functional of the electronic density n((r)). The main advantage of this
technique is that n((r)), and hence the whole problem, depends only on three variables;
the major drawback is that, on the other hand, the form of the exchange and correlation
energy is not known. Several approximation can be given for such term, the best known
being the local density approximation (LDA).
2.3 Cluster Production
Clusters are not only challenging systems for theorists, they are also an important labora-
tory for testing new experimental methods and technologies. With the growth of interest in
nanotechnology, several strategies have been developed to operate in the nano-scale regime
[Glei 95]. One aspect of the experimental challenge concerns the production techniques. As
for the theoretical description, two different approaches are distinguished: top-down and
bottom-up. As it is revealed by their names, the top-down approach consist in starting from
the bulk and reducing the size, as it is done in lithography or ion milling; while in bottom-up
approaches the atoms are used as building blocks to construct the nanostructures. Cluster
sources belong to the latter category and they exploit various working principle in order to
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satisfy different experimental needs: the beam can be chosen to be intense, cold, charged,
and so on.
Almost all sources are based on the vaporization of the material and subsequent conden-
sation. Vaporization can be obtained by Joule heating, laser ablation, sputtering, depending
on the characteristics of the material (its boiling point or its electrical conductivity, for ex-
ample). Once a vapour of atoms is created, they are condensed together to form larger
aggregates.
Source type: Seeded super-
sionc nozzle
Gas aggrega-
tion
Laser vapor-
ization and
Pulsed arc
vaporization
Sputtering Pick-up
vaporization
method
Joule heating Joule heating
or sputtering
pulsed laser or
pulsed arc
high energy
ion bombard-
ment
Joule heating
aggregation hot inert seed-
ing gas + ex-
pansion
cold inert
seeding gas
inert seeding
gas + expan-
sion
preformed
clusters
atoms cap-
tured in
pre-formed
rare gas
clusters
pulsed or con-
tinuous
continuous continuous pulsed continuous continuous
typical cluster
size in atoms
1-1000 1-10000 1-1000 1-100 1-100
cluster tem-
perature
depends on
the expansion
source tem-
perature or
lower
source tem-
perature or
lower
very high low
target materi-
al
low boiling
point
low boiling
point
all metals all metals low boiling
point
main reference Hagena 91 Sattler 80 Milani 90 Begemann 89 Gough 85
For the aggregation to take place, cooling of the vapour is required to attain a su-
persaturated vapour state in which it is energetically possible to create a stable cluster.
Cooling can be achieved by an expansion or by thermalization with an inert gas. The latter
technique is advantageous if the temperature of the beam needs to be controlled, since the
final temperature of the beam will be determined by that of the thermal bath. In table 2.3
the mostly employed sources are listed together with their operational principle and main
features. For a comprehensive review on the subject see [Scol 88]; in the following a short
description of the most used sources is given
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Supersonic Nozzle Sources
In supersonic nozzle sources the material is vaporized and stored in a high pressure (∼
105 − 106Pa) stagnation chamber. The vapour is then expanded through a small nozzle
with a diameter of less than 1mm into vacuum, thereby creating a supersonic beam. The
high stagnation pressure and the small diameter of the nozzle guarantee a great number of
collisions during the expansion. Furthermore, the expansion being adiabatic and isenthalpic,
the vapour is cooled and becomes supersaturated allowing clusters to condense.
These sources produce intense, continuous cluster beams with narrow velocity distri-
butions and sizes up to thousands of atoms. Clusters can be obtained from inert gases,
molecules and low-boiling metals, as well as from alkali metals via prior vaporization in an
oven. In this latter case an inert gas is added into the aggregation chamber in order to
reach high pressures and to decrease, via collisions, the temperature of the vapour. In this
case the source also exploits the gas aggregation principle.
Laser Vaporization and Pulsed Arc Sources
In these kinds of sources, vapour is produced by pulsed-laser ablation or by an intense
electrical discharge, which produce a high temperature plasma. A pulse of cold helium
cools such vapour and induces cluster formation. Further evaporative cooling can then
occur.
The resulting beam can be pulsed, highly intense, and contains clusters with sizes up to
several hundreds atoms, with temperatures lower than 110K. Another advantage of these
sources is that clusters can be produced out of almost any material, including refractory
metals, carbon and silicon.
Ion Sputtering Sources
In ions sputtering sources, clusters are produced by bombarding a target with high energy
inert gas ions. The produced beam is continuous, ionized and hot, evaporative cooling will
hence take place. Clusters are generally quite small.
All conductive targets, including refractory metals and high-temperature melting ma-
terials can be used.
Pick-up Sources
In this case large rare-gas clusters are first produced in a supersonic expansion, the beam
drifts then through a chamber containing low-pressure vapour of the material out of which
clusters have to be produced. The gas droplet capture the atoms that aggregate inside it.
The droplet that acts as a thermal bath, defining in an extremely precise way the final
temperature of the clusters.
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With this source it is possible to operate at very low temperatures (as liquid helium
temperature, for example) and thus the technique is particularly well suited for optical
studies as the analysis of vibrational spectra.
The source that has been built in this work exploits several principles of those listed
above: the vaporization is obtained with magnetron sputtering and the aggregation takes
place via collision with an inert gas. The whole aggregation chamber is cooled at liquid
nitrogen temperature and the exit is constituted by an adjustable diaphragm which guaran-
tees an expansion of the clusters-gas mixture. As a result, a continuous beam containing a
high percentage of ionized particles is produced. Cluster sizes range between 1 and several
thousands of atoms and can be obtained from any metallic material. A detailed description
of the source will follow in part II.
2.4 Conclusions
The main characteristics of small clusters have been presented here. It was observed that
the two key factors at the origin of their peculiarities are the quantum confinement and the
surface to volume ratio.
These parameters will influence both electronic and geometrical properties of clusters.
The first ones show a transition from a discrete, quantized energy levels, to the formation
of narrow bands that are the precursors of the solid state structure. The latter ones present
particular non crystallographic symmetries due to the fact that the rotational and transla-
tional invariances do not have to be satisfied anymore. As a consequence, cluster properties
are tunable and, in the small size region they can change with the addition of a single atom.
For those reasons clusters are extremely interesting from both the scientific and techno-
logical point of view. However, in order to seek for applications, it is necessary to produce
systems in which clusters are protected and supported.
2.4.1 Cluster Assembled Materials
Up to now the peculiar properties of free clusters have been discussed. However clusters can
also be seen in a different way: they can be imagined as super-atoms and used as building
blocks in order to produce a novel kind of system: cluster assembled materials [Pere 97,
Jena 96]. The expectation is that some of the unique properties of clusters will be preserved
and that, with the introduction of extra parameters, it will be possible to specifically tailor
the characteristics of those materials. For example if in a normal crystal there is only one
characteristic length, i.e. the lattice constant, in cluster assembled materials we introduce
the particle size and the inter-particle distance; also the interaction landscape becomes
more complex since both inter- and intra-cluster interactions need to be considered.
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The basic principle consists in growing the clusters using a physical or chemical tech-
nique and assemble them with or without a bonding material (matrix).
However it should be kept in mind that such treatment can strongly affect the aggregates
that could coalesce or alloy with the matrix. In the most favourable case in which clusters
stay intact and independent, the embedding process still produces a modification of the
geometry and of the electronic properties of the aggregates, and the resulting properties
will be generally different from those observed in the gas phase [Faut 04b]. In studying
cluster assembled materials, then, several additional topics have to be faced, the most
important being the effect of interactions both with the matrix and with the neighbouring
clusters.
If the investigation of free clusters is of fundamental interest from a scientific point of
view, the production of cluster-assembled materials opens several perspectives on techno-
logical applications.
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Magnetism at the nanoscale
Magnetism and the phenomena related to it have fascinated mankind since the ancient
times [Berr]. First came the observation that some minerals, such as magnetite Fe3O4 and
the magnetic iron ore FeO − Fe2O3 can attract iron.
The empirical observation of these natural phenomena led to the development of impor-
tant technological applications, starting from the compass to electro-magnetic motors and,
in recent times, magneto-recording. For a long time, the focus has been on macroscopic
magnetism, however, in the last decades it became clear that many other challenging ap-
plications can be found if magnetism when the dimension of the system is reduced to the
nanoscale.
Mother Nature is exploiting the magnetic properties of nanostructures since millions of
years, for example growing magnetite nanoparticles in bacteria, insects and higher animals
in order to help them to keep vertical orientation (as in the case of magnetostatic bacteria
[Sche 06]) or to find their way in long migrations (as in the case of pigeons and tuna
[Walk 84]).
Men also have found the way to exploit the properties of magnetic nanosystems and
developed ultra-high density storage media, magnetic reading-heads, high performance per-
manent magnets [Skom 99, Full 98, Al O 95, Skom 93], and so on. But even more chal-
lenging are the frontieres that can be foreseen: magnetic nanostructures could be used for
drug delivery, for building micro-electromechanical systems (MEMS) and for customizing
new devises for spintronics.
However, magnetism is not only interesting for technological applications, but also from
a fundamental point of view. In 1600 the English physicist William Gilbert publishes
De Magnete [Gilb 00], opening the way to a scientifical investigation of magnetism. But
it was only in the last century, with the development of quantum mechanics that the
basic phenomena of magnetism, as crystal-field interaction, exchange interaction or spin-
orbit coupling where finally understood. A related question concerns the transition from
macroscopic to nanoscale magnetism: in the case of reduced dimension, a rich variety
of peculiar behaviours are observed as random-anisotropy scaling [Chud 86], remanence
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enhancement [Coeh 88], grain boundary [Liu 00] and exchange coupling [Hadj 99] effects.
These phenomena are due to the modification of extrinsic properties, such as the remanence
magnetization or the coercivity, that strongly depend on the structure of the system and,
when moving to very small size regimes, also to the change of intrinsic properties, like the
spontaneous magnetization or the internal anisotropy.
In order to understand magnetism in cluster-assembled materials, both extrinsic and
intrinsic properties need to be considered since, as it will be shown, the behaviour of such
system is peculiar in both ways: on one side the reduced dimension of clusters modifies
the intrinsic parameters and on the other the particular structure of the material produces
peculiar extrinsic properties due to the complex interaction landscape.
3.1 Basic phenomenology of bulk magnetism
When a material is exposed to a magnetic field H, a magnetization
M = χH
is induced. The suceptibility χ, defining the response of the system, depends on the nature
of the atoms and on the environment to which they are exposed.
In order to explain in a qualitative way the magnetic behaviour of matter, it is sufficient,
in first approximation, to treat each atom as a single, independent magnetic dipole. Such
dipole can be intrinsic or induced by the external field.
If the atoms do not posses a magnetic moment, the effect of an applied magnetic field
will be the generation of an induced moment with opposite orientation. We speak in this
case of Larmor diamagnetism. This effect is encountered in every material, however
due to its small absolute value, it is hidden by other stronger magnetic responses and it is
observable only in those materials in which all electronic shells are filled. The susceptibility
is negative and of the order of 10−5.
If the atoms present intrinsic magnetic moments, these will be randomly oriented if
H = 0 but they will align when an external field is applied. This paramagnetic response
will be positive and much stronger (χ ∼ 10−3) with respect to the diamagnetic case. The
magnetization of the system is described by a Brillouin function and, for small field to
temperature ratio, the susceptibility is described by Curie’s law :
χ ∝ H
T
Finally, if the intrinsic magnetic moments interact with each other, their energy is mini-
mized for parallel (ferromagnet) or anti-parallel (antiferromagnet) alignment. However,
in the ferromagnetic case a complete alignment of all magnetic moments would produce too
high a total magnetostatic energy for it to be the equilibrium configuration. As a conse-
quence, magnetic domains are created: in each domain all moments are rigidly coupled but
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different domains can be oriented in different directions. The total magnetization can thus
average to zero. When a magnetic field is applied, however, the domains will start to align
parallel to it until a saturation magnetization, Ms, is obtained. If the field is reversed, the
magnetization will not necessarily follow the same curve and eventually, when the external
field is zero, a residual magnetization, Mr, can still be present due to residual coupling
between domains. Consequently, a coercive field, Hc, has to be applied in order to bring
the magnetization to zero. This means that the magnetic configuration depends not only
on the external fields (T and H) but also on the history of the system and on its magnetic
characteristics.
Until now we have assumed that every atom behaves as if it were isolated, however
this condition is not satisfied in metals, where the conduction electrons are delocalized
over the whole crystal. The origin of magnetic behaviour in this case is more complex and
strongly related to the quantum mechanical features of the constituent atoms. In order to
understand the development of magnetism in bulk metals, it is, first of all, necessary to
understand the origin of the atomic magnetic moment.
3.2 The origin of atomic magnetic moment
In order to understand the origin of magnetism in bulk matter, we first need to explain
the formation of magnetic moments in atoms. Let us consider an atom in a homogeneous
magnetic field
−→
H described by a vector potential
−→
A = −12(−→r ×
−→
H ). The Hamiltonian
for the Z electrons, each having an intrinsic spin magnetic moment −→m = −2µB−→s and a
momentum
−→
l , reads:
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Where all the terms containing the magnetic field have been grouped in H(1), that can
be treated as a perturbation of H(0). Hence the energy of the ground state, in 2nd order
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perturbation theory is:
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∑
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Where the first term
E(p) = µB
−→
H < 0|(−→L + 2−→S )|0 >= −−→H−→M0
represents the paramagnetic response and is five orders of magnitude greater then the
following ones that are the diamagnetic and the van Vleck paramagnetic term respectively.
These two terms describe the magnetic polarization induced by the magnetic field and give
no contribution to the permanent magnetic moment. Consequently the magnetic moment
of the atom can be written as:
−→
M = −∂E0(
−→
H )
∂
−→
H
≃
≃ −µB < 0|(−→L + 2−→S )|0 >
This result shows that in order for the magnetic moment of an atom to be zero, both the
total angular momentum
−→
L and the total spin
−→
S need to vanish. We can conclude that
only those atoms for which all the l-sub-shells are filled with 2(2l + 1) electrons, do not
carry a magnetic moment, and this condition is fulfilled for very few elements of the periodic
table.
3.3 The evolution of magnetic moment
We just saw that most atoms posses a permanent magnetic moment, but we know from
experience that this is often not the case when the same atoms are arranged to form
a crystal. The fact that most materials do not show a ferromagnetic behaviour can be
attributed to the quenching of the orbital moment described by two principal mechanisms:
• Quantized energy levels are replaced by bands that are normally broader than the
typical energy serparation produced in an atom by a magnetic field. As a result levels
with different ml values, are not filled one after the other as in the atomic case, but
they rather have an equal probability to be occupied. Finally the orbital moment is
averaged over all occupied states and its value diminishes.
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• The potential acting on the electrons, the crystal field, is not a central potential as in
the atomic case. As a consequence, the orbital angular momentum does not have the
correct symmetry in order for L to be an appropriate quantum number. The effective
operator that has the same symmetry as the potential, actually corresponds to very
low values of the atomic orbital moment.
As a result of these effects, spontaneous ferromagnetism is mainly due to the spin
contribution and it survives only in the elements in the middle of the 3d-series and in the
rare earth elements and actinides. The magnetic behaviour of a material can be foreseen
applying the Stoner criterion, a rule that states that ferromagnetism is favoured if the
density of states and a parameter called exchange integral are large. A derivation of the
Stoner criterion can be obtained in the frame of spin-density-functional theory (SDFT),
however it is useful to first introduce the Heisenberg Hamiltonian in order to clarify the
concept of exchange integral. Furthermore, while the Stoner model describes well itinerant
magnetism, i.e. magnetism of 3d transition metals, ferromagnetism can also occur due to
localized magnetic moment. In such a case the system is better described by the Heisenberg
model.
3.3.1 Localized Moments: the Heisenberg model
In order to understand the origin of the exchange interaction, let us consider the two electron
wave function describing the hydrogen molecule. The major difficulty in calculating such
wave function, is due to the electron-electron correlation expressed by the fact that the
atomic wave functions overlap. The consequence of such correlation together with the fact
that the total wave function has to be fermionic, is that the total energy of the system
will contain, additionally to the single electron atomic energies, two terms describing the
Coulomb repulsion and the exchange effect. The latter is related to the anti-symmetry
of the problem and will have a different value if the system is in a singlet or triplet spin
configuration. Such energy difference, called exchange energy J , determines which spin
configuration, between parallel and antiparallel, is more favourable.
This argument can be extended to a system of spins ~s, obtaining the so called Heisenberg
Hamiltonian:
HHeis = −2
∑
a,b
Jab~sa · ~sb (3.1)
where the sum is to be performed over all pairs of spins. Obviously such problem becomes
rapidly too complex to be solved analytically as the number of spins is increased. A simpli-
fication can be introduced considering the nature of the exchange energy Jab: this coupling
constant is proportional to the overlap between the atomic wave functions, it will thus
strongly decrease with increasing distance. Consequently the sum in 3.1 can be limited to
the nearest neighbours.
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3.3.2 Itinerant Magnetism: the Stoner model
The principle of SDFT consists in reducing a many particle problem into an equivalent single
particle problem described by wavefunctions ϕ±i (
−→r ) that are solutions of the Kohn-Sham
equations[Hohe 64, Kohn 65]:[
− ~
2
2m
∇2−→r + V ±eff (−→r )
]
ϕ±i (
−→r ) = ǫ±i ϕ±i (−→r ) (3.2)
where the ± refer to majority and minority spins and all the physics is hidden in the effective
potential
V ±eff (
−→r ) = e2
∫
n(
−→
r′ )
|−→r −−→r′ |
(−→r )d−→r′ + V ±ext(−→r ) +
δEXC [n
+(−→r ), n−(−→r )]
δn±(−→r )
The Stoner model consists in expanding the exchange-correlation potential in terms of the
magnetization density m(−→r ) leading to the approximation:
V ±XC(
−→r ) = V 0XC(−→r )∓m(−→r )V˜ (n(−→r ))
= V 0XC(
−→r )∓ 1
2
IM
where I and M are the average on the atomic cell of V˜ and m(−→r ) respectively. The
important parameter in Stoner theory is I, the exchange integral. It represents the difference
between the potentials acting on the two spin channels. Since I is positive, the majority
spins (+) will feel a more attractive potential than the minority (-) ones. Moreover, in this
model the potential differs from the homogeneous one (V 0XC(
−→r )) only by a constant term
since M is the same for all unit cells. This implies that the eigenstates of the system will
not be affected by the spin-dependent perturbation that will produce, as unique effect, a
splitting of the energy levels:
ǫ±i = ǫ
0
i ∓
1
2
IM
Consequently the density of states will also be shifted in two opposite directions for minority
and majority channels:
n±(E) = n0(E ± 1
2
IM)
This splitting, represented schematically in fig.3.1, is of great importance in magnetotrans-
port since, as it will be discussed in the next chapter, it is at the origin of the GMR effect.
3.4 Magnetic Interactions
We saw that magnetism is the result of intrinsic properties of the electron as its charge, spin
and momentum and the necessity of satisfying the Pauli exclusion principle. Another im-
portant aspect of magnetism concerns the interactions between two neighbouring magnetic
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d-band
s-band
Fermi energy
band splitting
Figure 3.1 – Schematic representation of the band structure of a ferromagnet. The d-band splits and
consequently the DOS at the Fermi energy is different for spin-up and spin-down carriers.
moments. These interactions can take several forms depending on the distance between
the moments and the nature of the surrounding environment. It is useful at this point to
summarize the different situations that can be encountered.
3.4.1 Direct Exchange
If two magnetic moments are on different sites i and j they will be coupled through the
Heisenberg Hamiltonian in analogy with what was described in section refpar:localizedMagnetism
for two electronic spins:
Hij = −JijSiSj.
Direct exchange can take place only if the overlap between wave functions, and consequently
Jij is different from zero. This contribution is thus negligible for magnetic moments that
are well separated and strongly localized.
3.4.2 Dipolar Interactions
Another coupling mechanism that is always present between two magnetic moments is the
dipole-dipole interaction:
Hdipij =
1
r3ij
[
mi ·mj − 3 (mi · rij)
rij
(mj · rij)
rij
]
The peculiarity of dipolar interaction is that it introduces a directional asymmetry since
the equilibrium configuration can be parallel or antiparallel depending if the moments are
collinear or perpendicular to the vector rij.
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3.4.3 Indirect exchange
As we saw, the direct exchange coupling has a very short range, but often magnetic interac-
tions are observed in systems with much longer length scales, as it is the case in multilayers.
This effect, normally observed in the presence of an interface between normal and magnetic
metal, is due to a indirect exchange mechanism mediated by the conduction electrons of
the non magnetic host: a local moment induces a damped oscillation in the polarization
of conduction electron that allows a coupling with surrounding moments. This mechanism
that was identified by Ruderman, Kittel, Kasuya and Yoshida, and therefore named RKKY,
can be described by the Hamiltonian:
Hij = J(r)SiSj
where
J(r) = 6πnJ2N(ǫF )
[
sin(2kF r)
(2kF r)4
− cos(2kF r)
(2kF r)3
]
−−−−→
large r
J0 cos(2kF r + φ)
(2kF r)3
n is the number of conduction electrons per atom, N(ǫF ) is the DOS at the Fermi energy
and kF is the Fermi momentum. The J factor has two important features: its decay in r
3
is sufficiently slow to allow the coupling to survive on several nearest neighbours sites and,
through the cosine, its sign is oscillatory giving a coupling that changes between parallel
and antiparallel with distance.
3.4.4 Superexchange
In order to observe a RKKY-type exchange, it is necessary to have conduction electrons
as mediator. In the case of a semiconductor or insulating host, however, another kind
of mechanism can be found: an intervening ligand between two magnetic atoms forms a
covalent mixing with the magnetic orbitals. The exchange will then take place through
the hybrid orbital that is formed between the three atoms and, since the two electrons
that occupy it have to respect the Pauli exclusion principle, the resulting coupling will be
antiferromagnetic in character.
3.5 Magnetism in Clusters
We have reviewed the basic concepts of atomic and bulk magnetism. However the system
under study do not belong to either of these two classes. When the characteristic lengths
of a magnetic system are reduced to the nanometric region, both extrinsic and intrinsic
properties are affected and, furthermore, surface and finite size effects need to be considered.
A comprehensive discussion of all the phenomena that originate from reducing the
dimension and the dimensionality of a magnet is out of reach for this work, consequently I
will focus on the behaviour of magnetic clusters and cluster-assembled materials.
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3.5.1 Clusters in the gas phase
Important information on the magnetic properties of clusters, can be obtained in gas-phase
experiments, since in this case no other effects are detected other then the intrinsic prop-
erties of the particles. The main experimental technique to measure the magnetic moment
of free clusters is a Stern-Gerlach set-up [Gerl 22]. The idea is to apply an inhomogeneous
magnetic field to the clusters beam in order to produce a deflection proportional to the
magnetic moment. Clusters are then revealed with a position sensitive time-of-flight spec-
trometer [Bill 95] and it is possible to measure the evolution of the magnetic moment with
cluster size, as it was done for several materials as Co, Ni, Fe [Doug 93, Cox 85, Bill 95].
Figure 3.2 – Typical set-up for a Stern-Gerlach experiment on a cluster beam: clusters are produced
in a laser vaporization source, the beam is then deflected with a magnet and the deflection is measured
in a high-resolution time of flight mass spectrometer [Bill 95].
In particular it was confirmed that atomic moments in a sufficiently small cluster behave
as a single giant magnetic moment, called macrospin. This is due to the fact that the
formation of a domain requires an energy due to the misalignment of the moments in the
domain wall. If the particle is smaller than a critical size1 this energy cost will be not
compensated by the energy gain due to the formation of domains [Brow 68, Kitt 46].
But the most important result was that the magnetic moment per atom is greatly
enhanced with respect to the bulk value for the same material. In the case of cobalt, for
example, values up to 2.4µB per atom are found; such a magnetic moment is considerably
higher than the bulk value of 1.7µB . In addition to that, it can be seen from figure 3.3
that the magnetic moment per atom undergoes strong fluctuation with size. This is due to
1The critical size for the creation of domains depends on the considered element and is normally of the
order of ∼ 100A˚ in diameter.
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Figure 3.3 – Low temperature average magnetic moment per atom as a function of cluster size for
nickel, cobalt and iron [Bill 95]. An enhancement with respect to the bulk value is observed. Size effects
are also evident: the magnetic moment increases as the size is decreased and strong oscillations are
observed in the small cluster region in which every atom gives a determinant contribution.
the fact that magnetism, as other cluster properties (cf. section 2.1), is very sensitive to
the geometrical arrangement and as a consequence every atom will give, depending on the
number and distance of its nearest neighbours, a different contribution to the total magnetic
moment. The atomic magnetic moment is in fact determined by the spin orbit coupling
and the contribution that each atom will give to the total moment will be determined by
its coordination number.
Experiments in the gas phase also demonstrated that clusters display a superparam-
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agnetic behaviour1. This topic deserves to be discussed in more detail since superparam-
agnetism is the starting point for the interpretation of the magnetic behaviour of cluster
assembled materials.
Superparamagnetism
In a cluster every atom has a magnetic moment of the order of µB and all atomic moments
are aligned, giving rise to a total magnetic moment −→µ . Because of quantization, the
projection of −→µ along a fixed arbitrary direction, can assume only discrete values but, if µ
is sufficiently big, these values can be considered continuous and a semiclassical treatment
is justified. The cluster magnetic moment can, in this approximation, point in any direction
of space. Let us now consider an ensamble of identical particles; the total magnetization of
the system,
−→
M , is given by the vectorial sum of all single magnetic moments. As it happens
for the atomic magnetic moments in a paramagnet, the average magnetization will be zero
in the absence of magnetic field since all magnetic moments are randomly directed in space.
When a magnetic field
−→
H is applied, they will orient and give rise to a net magnetization.
The Hamiltonian of a single macrospin can then be written as:
H = −µHcosθ
where θ is the angle between the magnetic moment and the axis of the magnetic field, that
is assumed to be z.
The total magnetization can be found averaging over the ensamble:
< Mz > =
1
4π
∫ 2π
0 dφ
∫ π
0 sin θdθM cos θe
µHcosθ/kBT
1
4π
∫ 2π
0 dφ
∫ π
0 sin θdθe
µH cos θ/kBT
= Ms
∫ 1
−1 xe
xydx∫ 1
−1 e
xydx
where y = µH/kBT and x = cos θ. This leads to:
< Mz >
Ms
= coth(
µH
kBT
)− kBT
µH
= L( µH
kBT
) (3.3)
where L(y) = coth(y)− 1y is the Langevin function and has the form shown in fig.3.4.a.
From the expression in 3.3 it can be remarked that the magnetic behaviour of a super-
paramagnetic system is determined by the the competing actions of the external field and
of thermal agitation. As a consequence, magnetization scales as H/T .
1This assertion is in fact extremely delicate since supermagnetism implies spin-relaxation in the presence
of a thermal bath; in the case of supported and large clusters the bath is given by, respectively, the support
or the vibrational and rotational excitations of the cluster itself. For small clusters no such spin-relaxation
can take place. However, it was recently demonstrated by de Heer and co-workers [Xu 05] that even in this
latter case a Langevin-like behaviour is observed due to coupling between spin and rotation.
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Figure 3.4 – a) Langevin function describing the magnetization of an ensemble of non interacting
macrospins. b) Double well potential induced by the presence of an easy axis. If the thermal energy is
not sufficient to overcome the energy barrier ∆E the particle is blocked.
Until now it was assumed that the macrospin is free to rotate in all directions of space.
This is actually not true if the anisotropy energy is taken into account since in this case
the coupling with the crystalline structure will force the magnetic moment to align in a
preferential direction. For an easy comprehension let us consider the simplest scenario in
which clusters have one easy axis that induces a double well potential, shown in fig.3.4.b,
with an energy barrier defined by the anisotropy: ∆E = KaV , where V is the volume of
the particle. Depending on the temperature, two different regimes will then be observed: if
kBT >> KaV energy barrier can be easily overcome and a superparamagnetic behaviour
is observed; if kBT << KaV the magnetic moment is strongly coupled to the crystalline
structure and the particle is said to be blocked. In the range of temperature in which the
two energies are of comparable magnitude, a fluctuation of the macrospin is observed with
a characteristic time:
τ = τ0e
KaV
kBT
where τ0 is related to the natural frequency of gyromagnetic precession and lies in the
range 109 − 1013 Hz. A consequence of these fluctuations is that the system will appear
blocked or superparamagnetic depending on the characteristic observation time: the block-
ing temperature (TB) below which the moment is coupled to the lattice is not unequivocally
determined, but depends on the analysis technique used to make the measurement.
3.6 Cluster Assembled Materials
In section 3.5.1 we have shown that the average magnetization of clusters macrospins in
a magnetic field depends on the interplay between magnetic field and thermal agitation.
The result is the so-called superparamagnetic behaviour that is reflected, for what concerns
magnetization, in the Langevin curve.
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However, the subject of this study is the magnetic behaviour of clusters that are not free
but embedded in a host material and are thus subject to interaction with the surrounding
medium. Furthermore, inter-particle interactions may also arise since the average distance
between clusters is sensibly smaller with respect to standard gas-phase experiments. These
interactions strongly vary with cluster concentration and size, producing a complex phase
diagram in which extremely different behaviour are represented. Additionally it should
be remarked that some interactions can be mediated by the embedding matrix giving rise
to effects that are not observed for free clusters and consequently it is more correct to
talk about properties of cluster-assembled materials rather than of clusters embedded in a
matrix. For the sake of simplicity, we will study the system as an ensemble of magnetic
particles, including all matrix effects as corrections to the free-particle case.
We will follow the evolution of magnetic properties as a function of concentration,
starting from the dilute system in which single magnetic moments are non interacting and
superparamagnetic, then we will correct the superparamagnetic model in order to account
for small interactions and finally we will consider the limiting case of strong interactions
in which the magnetization is strongly influenced by correlation effects and the system
actually behaves as a spin glass.
3.6.1 Dilute systems: the superparamagnetic limit
If the magnetic particles are kept well separated one from the other, they can be considered
as independent and the only forces they will experience are due to the external magnetic
field and temperature1. Under the additional hypothesis that particles are sufficiently
small to be considered as monodomain, the system can be treated with the same formalism
that has been discussed for the free clusters case in the previous section: particles are
superparamagnetic and the magnetization follows a Langevin curve.
This behaviour has actually been observed, for example, in the case of iron clusters
embedded in silver by C. Binns and co-workers [Binn 02a]. In this experiment, iron clusters
with an average diameter of 3nm where co-deposited with silver at different concentra-
tions and magnetization was measured in a SQUID magnetometer (fig.3.5.a). At lowest
concentration (0.8% atomic Fe) magnetization curves scale with the ratio H/T (fig.3.5.b)
as it is expected in the case of superparamagnetism, since in this case the behaviour is
fully determined by the interplay between Zeeman (~µ · ~H) and thermal (kBT ) energies. An
additional test that proves ideal superparamagnetism is the fact that the value of particles
volume obtained by fitting magnetization with a Langevin function, does not depend on
temperature, as shown in the inset of fig.3.5.b
1Another force that influences the orientation of the magnetic moment is the anisotropy. Here I will not
discuss the effect of anisotropy; some further results will be discussed in section 7.1.5 in the last part of this
thesis.
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Figure 3.5 – Data of Binns and co-workers [Binn 02a] showing the normalized magnetization of
iron clusters, with a broad mass distribution in the range of 0.5 − 8nm, embedded in a silver matrix;
Fe atomic concentration is 0.8%. In fig.b, magnetization is plotted versus H/T since, in the case of
superparamagnetic behaviour, the curves are supposed to scale following this ratio. As an additional
confirmation of the validity of this model, in the lower inset the average cluster size as obtained by fitting
with a Langevin function is shown: the value stays constant as a function of temperature and is in good
agreement with the value obtained by STM measurements.
3.6.2 Weak interactions: the interacting superparamagnet
In the same work cited in the previous section [Binn 02a] it was shown that, increasing the
concentration of clusters to 10% and 20%, important deviations from the superparamagnetic
behaviour are observed. First of all the magnetization does not scale as H/T . Furthermore,
if the temperature is kept constant and the concentration is varied, an influence is observed
on the shape of magnetization curves. Such effects are in contrast with the hypothesis of
non-interacting particles. A consequence of this failure is that, fitting the curves with a
Langevin function, a value of the macrospin in found that increases with temperature, as
shown in fig.3.6.a. Similar results have been obtained by Allia and co-workers [Alli 01] on
sample produced by melt spinning with a composition of Co10Cu90 and are presented in
fig.3.6.b.
The increase of the apparent macrospin with temperature obviously does not reflect
a real increment of the magnetic moment per cluster but it is rather an indication that
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a) b)
Figure 3.6 – Macrospin as a function of temperature, obtained by fitting with a Langevin function
the magnetization curves. In a) ([Binn 02a]) two diferent samples are presented: one with 0.8% and
the other with 10% atomic concentration of iron. In the first case, the macrospin stays constant with
temperature meaning that the sample is fully superparamagnetic; in the second one, an increase of
the apparent macrospin is observed. In b) a sample with a 10% atomic concentration of cobalt in
copper is considered [Alli 01]. The macrospin is obtained using first a normal Langevin (empty symbols)
and shows an apparent increase with temperature, and subsequently using a Langevin corrected taking
account dipolar interactions (full symbols).
interactions occur between particles: when concentration is increased, the inter-particle
distance becomes sufficiently low to allow dipole-dipole interactions to take place. These
interactions act as a random field that opposes to the external field and hinders the moments
to align. Since this effect is competing with the external field as temperature does, one can
attempt to take account of it in the superparamagnet model, introducing a temperature
correction to the Langevin function. The reason why the correction term is added to the
temperature rather than to the field, is that its effect does not give any contribution to the
ordering of macrospins, but goes rather in the opposite direction and enhances the disorder.
This model, presented by Allia and co-workers [Alli 01], and named interacting super-
paramagnetism, consists in introducing an extra term to the temperature:
kT ∗ = ǫD = αµ
2/d3
where µ is again the particle macrospin, d is the average inter-particle distance and α is a
proportionality constant. As a result an apparent temperature will act on the clusters:
Ta = T + T
∗
and the magnetization will be still expressed by a Langevin function:
M(H,T ) =MsL
(
µH
kTa
)
(3.4)
in which µ is the real, temperature independent macrospin (fig.3.6.b).
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3.6.3 Spin glasses
Spin glasses are magnetic systems in which the interactions between magnetic moments are
in conflict with each other due to particular lattice structure (as in the case of the Kagome´
lattice) or to fluctuations in sign of the interaction itself (as in RKKY-coupled systems)
[Mydo 93, Bind 86].
As it was shown in section 3.3.1, if several identical magnetic moments are organized
on a lattice, they will in most of the cases, experience all the same force due to interactions
with surrounding moments and, below a critical temperature Tc, a long-range ordered state
will form with a ferro- or antiferro-magnetic ordering depending on the type of interac-
tion and on the inter-moment distance. However in some particular configurations, as the
antiferromagnetically coupled triangular lattice, a magnetic moment can experience two
opposite forces simultaneously and the system will present spin frustration.
Frustration inhibit the formation of a long-range ordered state, nevertheless a phase
transition below Tf is observed from the disordered state to a frozen state with a short-
range order with a characteristic length larger that the inter-moment distance but much
shorter than the sample dimensions.
If the moments are not on a regular lattice and/or they are not identical it is still
possible to observe the formation of a spin glass. In this case the key ingredient is the
randomness of the system: because of the randomness of the coupling, each moment will
feel a different force and frustration may be induced. This can be better understood in
the case of RKKY -coupled macrospins: the coupling force changes in sign, as well as in
magnitude, with the separation distance and, if the inter-moment distance is not constant,
one moment might experience a different kind of coupling (ferro- or antiferro-magnetic)
with two different neighbours and it will not know which one to “choose”. Consequently
the random geometrical configuration can induce frustration and no long-range ordered
state can be formed.
This subject will be discussed further in the last part of this work when the results will
be presented and analysed.
Magneto Transport
In a perfect crystal electrons are described by Bloch states, ψk(r), and, if an electric cur-
rent is produced, it will flow forever. However in a real crystal deviations from the ideal
periodicity are always present, due to impurities, finite size effects and thermal excitations.
As a result the Bloch states are no longer the eigenstates of the system and a voltage needs
to be applied in order to maintain a constant current.
For small perturbations of the equilibrium state, i.e. in linear response regime, the
electrical current and the applied voltage are related by the electrical conductivity (or
resistivity) via the well known relation:
I = σ∆V =
1
ρ
∆V (4.1)
where the conductivity σ is defined by the scattering mechanisms the electrons experience
when travelling through the material and it can written, in the relaxation-time approxima-
tion, as:
σ =
ne2τ
m∗
(4.2)
with n the density of charge carriers, m∗ their effective mass and τ = τ(r,k) the relaxation
time, i.e. the mean free time between two collisions for an electron located in r with a
momentum k. Several scattering mechanisms with different relaxation times can take place
and, as far as they are uncorrelated, Matthiessen’s rule states that the total resistivity is
given by the sum of partial resistivities:
ρtot =
∑
i
ρi
In a non-magnetic metal, the main source of scattering is thermal excitations, i.e.
phonons. The frequency of phononic collisions is proportional to the total number of
activated thermal excitations and hence to the temperature. Consequently the phononic
resistivity will be 1ρph ∝ T . Another source of scattering are electron-electron collisions.
This effect gives a 1ρel ∝ T 2 contribution to the total resistivity and it is much smaller than
phononic scattering, being visible only at very low temperatures. Both these terms vanish
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for T = 0, implying a zero resistivity at zero temperature. However, as remarked in the
beginning of this chapter, this is true only in the case of a perfect crystal. If impurities or
lattice defects are present, a further contribution, independent of temperature, needs to be
added to the total resistivity:
ρtot = ρph + ρel + ρi = aT + bT
2 + c (4.3)
In the case of a magnetic material, another feature of the electrons will play an important
role in defining the transport properties: their spin. If the scattering potential depends on
the spin or if the density of state is different for the two spin channels, some electrons
will experience a “lower resistance” in traversing the sample. We can then model the
total current as the sum of two distinct currents one relative to spin-up and the other to
spin-down electrons:
~jtot = ~j↑ +~j↓
Consequently electrons can be used to probe the magnetic properties of a material, observ-
ing the evolution of transport properties as a function of an applied field.
The study of spin dependent transport reveals not only to be an important tool for
analysing the magnetic behaviour, but also to be determinant for several technological ap-
plications. The best known spin-transport effect, for the discovery of which Peter Gru¨nberg
and Albert Fert have been awarded of the nobel prize in the present year, is giant magne-
to resistance (GMR). This discovery and its rapid application in electronics, drove great
interest on the subject and lead to the birth of a new research field: spintronics. The goal
of spintronics is to use the spin of electrons as an additional degree of freedom in order
to conceive new devices with higher performances than the usual electronic ones [Ben 05].
Some examples of technologies that are already at an advanced stage are GMR-based read-
ing heads and magnetic random-access memories (MRAM) based on the magnetic tunnel
junction [Daug 97].
However, the great potential of spintronics is still not fully expressed. Future chal-
lenges include the use of magnetic semiconductors: this would allow a wealth of existing
microelectronics techniques to be co-opted, as well as the development of devices based
on the semiconductors optical, electrical and magnetic properties. Examples include the
spin-polarized field-effect transistor (spin FET ), proposed by S. Datta and B. Das in 1990
[Datt 90], that is much faster than electronic transistors and possesses an extra degree of
freedom, the orientation of source and drain, allowing to change its functionality acting on
its magnetic state.
4.1 Magneto Resistance
With the name of magneto resistance (MR) the dependence of the resistance on an applied
magnetic field is indicated. Such an effect is present, to a certain extent, in all metals.
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However the mechanisms giving rise to it, as well as the relative variation of ρ with the
field, vary strongly depending on the magnetic structure of the material.
In particular, in 1988 Fert [Baib 88] and Gru¨nberg [Bina 89] reported that a system of
alternated magnetic and non-magnetic layers with thickness of the order of the electron
mean free path (some nanometers) show a giant resistivity decrease when applying a mag-
netic field (fig. 4.1). In this section the phenomenology and the basic mechanisms giving
rise to MR are reviewed.
Figure 4.1 – GMR curves [Baib 88] for a system of Fe and Cr multilayers [Bina 89]. The systems
on which the GMR effect was observed for the first time, were constituted of Iron ferromagnetic layers
separated by a Chromium spacing layer. Depending on the thickness of the spacer, the Fe layers are
coupled in a ferromagnetic or anti-ferromagnetic way. This spontaneous configuration can be broken
with the action of an external magnetic field. The change in configuration is reflected in the transport
properties of the system (as shown on the left) and a sharp decrease in resistivity is observed.
4.1.1 MR in normal metals
Non magnetic metals show an increase in resistivity when a magnetic field is applied. This
effect is quite small and can be observed only at low temperatures and in samples with
good crystallinity, i.e. when the impurity and phononic resistance are low.
A simple qualtitative, although imprecise, explanation can be given in terms of the
precession induced by the Lorentz force: since the trajectories are curved, and hence longer,
the resistance is increased. A more rigourous argument, taking into account the form of
the Fermi surface and the position of conduction electrons, can be found, for example, in
[Zima 60].
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4.1.2 MR in ferromagnets
Magnetoresistance in ferromagnets has been discovered by Lord Kelvin in 1857 [Thom 57]
and it consists in the fact that, when the magnetic moments of the material are aligned,
a strong difference between parallel and perpendicular resistivity appears. For this reason
the effect is referred to as anisotropic magnetoresistance (AMR).
The explanation is related to the coupling of the magnetic moment to the spatial degrees
of freedom due to the spin-orbit interaction [Gil 05]. This coupling introduces an anisotropic
Figure 4.2 – MR curves [Gil 05] for a Co polycrystalline film at low temperatures measured for three
directions of applied field in order to show the strong anisotropy effect.
shift of the 3d-levels (and a consequent anisotropic mixing with the s conduction band at the
Fermi energy) resulting in different scattering rates for electrons travelling perpendicularly
or parallel to the magnetic field.
4.1.3 MR in multilayers
As already stated, giant magneto resistance consists in a sharp decrease of the resistance
of a magnetic multilayer system. In these systems the magnetic layers are coupled via a
RKKY indirect exchange interaction mediated by the non-magnetic spacer. By tuning
the thickness of the spacing layer, it is possible to obtain an antiferromagnetic alignment
configuration with a spontaneous magnetization that averages to zero. With the application
of an external field, the layers’ magnetization are forced to align in a parallel configuration
and the resistivity decreases by several tens of percent, as showed in fig. 4.1. Furthermore,
the effect can be observed if the current is driven perpendicularly to the planes (CPP
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configuration) or parallel to them (CIP configuration). We will discuss only the first case
since it is more intuitive and also because it will be useful to understand GMR in granular
systems.
Antiparallel configuration
High resistance
Parallel configuration
Low resistance
Figure 4.3 – Schematics of the mechanism giving rise to GMR in a multilayer system in the CPP
configuration. The devise represented in the figure is actually a spin valve since, depending on the relative
orientation of the ferromagnetic layers magnetization, it does or does not allow the current flow.
Consider an electron travelling in a direction perpendicular to the planes. When it
encounters an interface, it will have a certain probability of transmission t and of reflection
r. These probabilities depend on the electronic structure of the two sides of the interface
[Dien 92, Prat 91]. This is due to the fact that the conduction band of the magnetic
layer splits and the majority spins will have energies close to the Fermi energy of the non-
conducting layer, while the minority ones will be more distant. As a consequence, majority
electrons will have a higher t than minority ones.
If we now consider a multilayer system at zero field (antiferromagnetic alignment), a
spin-up electron will have a high transmission coefficient through the first layer, but will
have a lower t at the subsequent interface; on the other hand, a spin-down electron will
encounter a higher r at the first interface and pass easly through the second one. On
the entire system, consequently, the two spin channels will have the same resistivity. If
a magnetic field is applied, though, the situation changes because majority electrons will
be transferred easily through all the interfaces (since they are all oriented in the same
directions) while minority ones will have a much lower probability to be transmitted.
Since the two currents add in parallel, the decrease in the spin-up resistance is reflected
in a decrease of the total resistance, giving rise to the observed GMR [Camp 70].
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4.1.4 MR in granular materials
In 1992 A. Berkowitz and co-workers [Berk 92] and J. Xiao and co-workers [Xiao 92] re-
ported GMR effect in granular systems constituted by annealed Co/Cu alloys (cf. fig.4.4).
Figure 4.4 – GMR effect in CoCu alloys reported as a function of annealing temperature from Xiao
[Xiao 92] on the left, and as a function of Co concentration from Berkowitz [Berk 92] on the right.
The effect in granular materials is lower than in multilayers and is based on a different
microscopic mechanism. A qualitative explanation can be given in terms of spin-dependent
scattering as it is represented in fig.4.5: let us assume that scattering probability of a
conduction electron on a magnetic impurity depends on the relative spin orientation (fig.
4.4). In zero applied field, all magnetic moments are randomly distributed, consequently
ρ = ρ↑ρ↓ρ↑ + ρ
≈
1
2
ρ
s
↓
ρ = ↑ ↓ρ↑ + ρ
≈ ρ↑
ρ ρ
↓
Figure 4.5 – Schematic representation of the mechanism giving rise toMR effect in granular materials.
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majority and minority electrons will have the same scattering rate. If a magnetic field is
applied and moments are thus oriented in the same direction, one of the spin channels will
have a reduced probability of scattering and its resistivity will diminish, reducing as well
the total resistance of the sample. A more accurate explanation of the magnetoresistance
effect in cluster assembled materials will be given in the last part of the thesis.
We have assumed until now that, as clusters are embedded in a matrix, their magnetic
moment survives and behaves as a free moment. This picture is however oversimplified
and needs some further discussion. In the next section we want to give a qualitative
understanding of the mechanisms that take place as a magnetic impurtity is introduced in
the sea of conduction electrons. These concepts will be useful in the last part of the thesis
to interpret the experimental results.
4.2 The virtual-bound-state model
The easiest system we can think of, is an alloy of magnetic atoms in a non magnetic matrix.
Although simple, this system presents several interesting behaviours that can be extended
to the cluster case. We will discuss here only the case of transition metal impurities in a
nobel metal since it is the case of interest of this work.
a
Nh(E)N
h
(E)
EF
N
h
(E)
EF
U
c
Nh(E)
b
Nh(E)N
h
(E)
EF
U
Figure 4.6 – a) Schematics of the density of states for the two spin channels for a normal non
magnetic metal in the free electron approximation. b) An impurity is added to the sea of conduction
electrons and two localized levels are sitting close to the Fermi energy. c) The impurity states mix with
with the conduction band of the host material and two valence bond hybrid states are formed.
The d electrons of the impurity occupy a localized energy level. If this level is close
enough to the conduction band of the host metal, superposition of wave functions will take
place and an hybrid spin-dependent state will be formed, as sketched in fig. 4.6. This
mechanism has been described by Anderson and is called s-d valence bond state model. The
formation of the valence bond states is due to the contribution of two effects: hybridiza-
tion and intra-atomic Coulomb repulsion: the former causes the the level to be shifted and
broadened and the latter causes an energy shift between spin-up and -down levels. The
two effects have a strength characterized by Vsd (hybridization potential) and U (Coulomb
42 Magneto Transport
repulsion) respectevely; depending on the ratio beween this two quantities, different land-
scapes are possible as shown in fig. 4.6.
If U ≫ Vsd, the levels are well separated and a strongly magnetic case is formed, in
which only the impurity state lying below the Fermi energy will be occupied.
If U ∼ Vsd, the levels can partially overlap with the Fermi energy and will be both be
partially occupied. The difference in occupancy will give the net magnetic moment that
could easily be, at this point, non-half-integer.
If U ≪ Vsd, we arrive at a symmetric case in which the impurity has completely lost its
magnetic character.
The importance of this model is to show how, when magnetic impurities are embedded in
a sea of conduction electrons, the energy landscape is extremely sensitive on the parameters
and several different situation can occur, ranging from a localized-like magnetic moment,
to a completely ‘dissolved’ one.
This statement can be understood considering more in detail what happens in the spin
up and down conduction bands (↑ and ↓ CB ) when the covalent mixing takes place. Some
electrons will pass from the lower valence bond state to the ↑CB and some other will move
from the ↓CB to the upper valence bond state. This displacement will cause a difference
in Fermi energy in the two CB, i.e. a polarization of the electron sea that surrounds the
magnetic impurity.
This polarization can have an opposed sign with respect to the magnetic moment of the
cluster, resulting in a screening of the macrospin that takes the name of Kondo effect. In
some particular systems as PdFe, it can happen that such polarization is ferromagnetically
coupled to the impurity giving rise to an enhancement of magnetic moment rather than
a screening effect. This polarization can extend over several A˚ allowing, even at low
concentrations, the presence of interactions.
4.3 Hall effect
Another important transport effect that is used to study the magnetic properties of nano-
structured materials is the Hall effect.
The Hall effect was discovered by E. Hall in 1879 and consists in the establishment of a
potential difference in the transverse direction of a conductor through which a longitudinal
current, I, flows and a magnetic field, H, perpendicular to the current is applied as shown
in fig.4.7.
An intuitive explanation of this effect can be given on the basis of the Lorentz force
~FL = −e( ~E + ~v × ~B)
that deviates the electrons in the direction perpendicular to both the current and the field.
The charge will accumulate at the border of the material until an equilibrium is achieved
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IDC
VDC
Figure 4.7 – Geometry of the Hall measurement protocol.
at a potential difference:
VH = − IH
ned
(4.4)
Short after the discovery of the Hall effect, it was found that ferromagnets behave
differently than paramagnetic and diamagnetic materials: in addition to the ordinary Hall
voltage linear in the magnetic field, they show an extraordinary contribution proportional
to the sample magnetization [Kund 93, Hurd 72], as can be seen in fig.4.8.
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Figure 4.8 – Hysteresis loops at T = 4.2K of the extraordinary Hall resistivity and of the magne-
tization for an annealed Co − Ag sample. A very good correspondence is observed for the two curves
[Xion 92].
This effect originates from the asymmetric scattering of electrons due to spin-orbit in-
teractions. Two different mechanisms have been proposed to explain such asymmetry: side
jump [Berg 70] consisting in a lateral displacement of the wave packet and skew scattering
[Lutt 58] in which the carriers are scattered at a constant spontaneous angle. Even if sev-
eral studies have been performed in recent years on the subject, no unique answer has been
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found and probably the effective mechanism depends on the structure of the sample.
Although a complete understanding of the extraordinary Hall voltage is missing, this ef-
fect is growing in importance as a means to study the magnetic behaviour of nanostrucutred
materials. The main advantage of the technique being the higher sensitive to the magne-
tization with respect to other techniques such as standard or SQUID magnetometry, the
Hall effect is well suited to the study of those systems that have a low total magnetization
as, for example, granular films [Wang 94a, Gran 97, Tuai 04].
Part II
Experimental Methods
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5.1 Concept and Overview of the Apparatus
The aim of this work is to grow and characterize cluster assembled materials. Since growth
and characterization take place in different experimental set-ups, it is necessary to produce
samples that are stable under ambient condition and can therefore be transferred out of
vacuum. In order to specifically tailor the properties of those materials, it should be possi-
ble to control chemical composition, size and concentration of the clusters independently.
Consequently a set-up has been built that allows to produce clusters within a very broad
mass range, to characterize and to mass select them prior to deposition, and finally to
deposit them under clean conditions simultaneously with the matrix [Hill 06].
The experimental setup is shown in fig. 5.1 and consists of four main parts: the cluster
source, the transfer part, the Time-of-Flight mass spectrometer (TOF-MS) and the deposi-
tion chamber. Here a brief description of the apparatus is given, a more detailed discussion
of the different parts can be found in the following chapters.
Clusters are grown in a magnetron-sputtering gas aggregation source that allows the
production of a continuous and intense beam of cluster ions; furthermore an accurate tuning
of the parameters gives access to a wide range of masses (between one atom to several tens
of thousands). When leaving of the source the beam contains clusters that can be either
charged (both negatively and positively) or neutral. Positively charged particles are guided,
via electric fields, through a transfer part that is needed in order to pump away the residual
source gases, and to block negative ions. The transfer part ends in an electrostatic bender
that allows the deflection of the beam in two opposite directions, one leading to the TOF-
MS and the other to the deposition chamber. Since both directions are perpendicular to
the travelling axis of the beam, the deflector also allows to discard neutral clusters. The
TOF-MS, thanks to its fast response, is extremely useful to get a real time picture of the
beam composition and it allows to optimize the source and transfer conditions in order to
get the desired mass spectrum and the maximum transmission efficiency. Afterwards the
beam is deflected toward the deposition chamber. At the entrance of this chamber, the
beam is guided with a quadrupole mass filter (Q-MF) and it is finally focused onto the
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Figure 5.1 – Schematic overview of the experimental setup.
deposition surface in the sample holder. The sample holder contains a Faraday detector
and four deposition surfaces that are mounted at 45◦ with respect to the beam travelling
direction. This orientation allows to deposit simultaneously the clusters and the matrix
that is evaporated from below. The matrix vapour is produced using an electron beam
evaporator that is suited for most kinds of materials, both metallic and insulating. The
evaporation rate is monitored through a microbalance and can be easily controlled over a
wide range by varying the power of the electron beam.
In order to optimise the efficiency of the apparatus, it is extremely useful to monitor the
cluster current at different points of the beam path. For this reason two Faraday detectors
were placed inside the gate valves, one at the end of the transport part and the other after
the deflector. Those detectors allow the measurement of the energy of the beam by means
of a retarding field analysis (RFA).
Great attention has also been given to vacuum conditions since the purity of the sample
influences dramatically its properties. For this reason the residual atmosphere is continu-
ously monitored with two residual gas analysers mounted in the source and in the deposition
chamber, respectively. Typical values of pressure in different parts of the apparatus are list-
ed in table 5.1 and a more detailed argumentation on the subject can be found at the end
of the chapter.
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Table 5.1 – Vacuum conditions in different parts of the apparatus.
base pressure during operation
aggregation chamber 3 · 10−7mbar 1 · 10−1mbar
source 3 · 10−7mbar 2 · 10−3mbar
transfer 5 · 10−8mbar 1 · 10−4mbar
deflector 2 · 10−8mbar 5 · 10−7mbar
TOF 1 · 10−7mbar 1 · 10−7mbar
deposition chamber 1 · 10−8mbar 1 ·10−7mbar
evaporator 1 · 10−8mbar 5 · 10−7mbar
5.2 The Cluster Source
The source was built in the institute following the setup of H. Haberland [Habe 94]. Cluster
formation is based on vaporization through sputtering and further aggregation via collisions
with a seeding gas. Due to the low temperature of the inert gas, cluster production proceeds
primarily by successive single-atom addition. Since reevaporation is negligible, the cluster
abundances are smooth functions of size (generally a LogNormal) determined by collision
statistics.
water
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liquid N2
cooling
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Figure 5.2 – Schematics of the source
Sputtering is performed with a commercial 2′′ magnetron1 that has been adapted to
allow floating of the anode with respect to ground potential and a direct gas flow between
the two electrodes. The sputtering process consists in accelerating Argon ions towards
the target in order to extract materials out of it. In the process secondary electrons are
also ejected and cause a further ionization of the gas, giving rise to a self sustaining glow
discharge. This process can be optimized by introducing a ring magnet below the target
(magnetron sputtering). The electrons are then trapped in cycloids and circulate for a
1Kurt J. Lesker Ltd. Hastings, UK.
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longer dwell time in the gas, causing a higher ionization probability. In these conditions
it is possible to run the discharge at lower pressures so that the ions will experience a
lower number of collisions and hit the surface with a higher energy. The advantages of
this vaporization method are a high erosion rate and a high charged to neutral particles
ratio due to the presence of metastable charged states of the sputtering gas. This latter
characteristic is of a great importance since charged clusters can be guided and filtered
using electric fields. The sputtering gas is a mixture of He and Ar and typical value of the
discharge are between 1W and 15W .
Since the gas enters the chamber passing in between anode and cathode, a continuous
adjustable flow of around 300sccm is kept at the target surface. This ensures a sufficient
number of collisions and allows the clustering process. At the same time the continuous flux
drives the clusters to the exit of the aggregation chamber that is constituted by a diaphragm
of variable diameter. The distance between the magnetron and the iris can also be adjusted
since the head of the magnetron is mounted on a sliding system. All the parameters
described above determine the average size of clusters. A complete understanding of the
mechanisms governing the aggregation process is a complex problem to be solved, involving
the hydrodynamics transition from a laminar to a molecular flow. For the aim of this work it
is not necessary, however, to enter into the details of cluster formation and only a qualitative
picture of the role played by each parameter is given here. First of all it is observed that
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Figure 5.3 – Mass spectra of silver clusters as measured on the TOF-MS obtained with different
source conditions. The spectra follow a LogNormal distribution and the average size can be varied over
a wide range of masses. The intensity units are arbitrary.
an increase of gas pressure in the aggregation chamber, increases the number of collisions
and consequently the average size of clusters; such increase can be obtained by varying the
gas fluow or by reducing the diameter of the diaphragm. A second parameter that acts on
the size is the distance between the magnetron and the iris: a longer distance implies a
longer dwelling time and a larger number of collisions, that will have as a consequence an
increase in size. The parameter that proves determinant in order to control the intensity
of the beam, is the power of the discharge. On the other hand, this parameter also acts on
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the average size of the particles since a higher power is required to reach the larger sizes
regime.
Another interesting characteristic of this source is its great versatility: clusters can be
produced from all metallic materials and in a wide range of masses. In the figure, several
mass spectra of Ag clusters are shown: by simple manipulation of the source conditions,
the average size can be varied over several orders of magnitude. It is worth remarking that
the size is referred to the number of atoms contained in the cluster and not to the diameter.
This is important when considering the spread of the size distribution: typical values, for a
LogNormal centered at 40 atoms1, are of the order of 25%, as shown in fig.5.4; this spread in
the number of atoms corresponds to a spread of about 6% in diameter. For larger clusters,
smaller values of the spread are found.
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Figure 5.4 – Mass spectrum of clusters with an average size of 34 and 420 atoms respectively fitted
with a LogNormal distribution. The spread of the LogNormal decreases with increasing size.
Kinetic energy of the beam
It is worth to discuss in more detail the kinetic energy distribution of the cluster beam.
Clusters produced with this kind of source are cold: as already discussed in section 2.3 they
are produced via successive collisions with the seeding gas, it is then expected that they
will thermalize at the gas temperature. Helium and Argon are introduced in the apparatus
at ambient temperature while the walls of the aggregation chamber are cooled with liquid
nitrogen; the gas, colliding with the walls, will cool down at a temperature in between
ambient and liquid nitrogen and so will do the clusters. Their thermal energy is then of the
1As it will be discussed in part III most of the samples presented in this work were produced using
clusters with an average size of 40 atoms and a size distribution comparable to the one described here.
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order of 10 meV The beam is cooled down further by the expansion stage that takes place
at the exit of the aggregation chamber since the pressure in the transfer part is three order
of magnitude lower than in the source.
On the other hand, clusters are created in a zone where the electrostatic potential is
different from ground, and this potential gives another contribution to their energy. In
practice, this is obtained by applying a voltage to the whole aggregation chamber whose
typical values are between 30 and 60 V . As a consequence, the thermal energy of the beam
is negligible with respect to their potential energy.
A third contribution to the total energy is given by the kinetic energy acquired in the
expansion the beam undergoes at the exit of the source. Such kinetic energy is not the same
for all the clusters, but depends on their mass: since they quit the aggregation chamber all
with the same velocity, larger particles will have a higher energy and this difference results
in a spread that, as shown in fig.5.5, is of the order of some eV .
As a result the total energy will be the sum of thermal, kinetic and potential terms,
where the latter is dominant and easy to control. The actual energy of the beam can
be measured by retarding field analysis (RFA) and the result, shown in fig.5.5 gives a
gaussian distribution centered around an energy that is some eV lower than the chamber
potential. This shift is due to the fact that clusters loose some energy in collisions when
passing through the region between the iris and the skimmer. The energy spread, as already
discussed above, is of the order of some eV .
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Figure 5.5 – Energy spectrum of clusters with average mass of 20 atoms, measured at the exit of the
electrostatic bender. In this particular case the tube potential was fixed at 60V . The full circles are the
experimental data and the solid line is a fit with a sigma function. The derivative of the fitting curve is
also plotted for a better visualization the gaussian energy distribution.
The great advantage of producing a beam with these characteristics relies in the pos-
sibility of controlling the particle kinetic energy by applying an electrostatic potential, a
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possibility that is of fundamental importance during deposition since it allows soft-landing
of the clusters preserving them from fragmentation. Furthermore the reasonably low energy
spread is useful to keep high the transmission efficiency of all the guiding elements, since
focusing conditions depend on the energy of the particles.
The influence of several parameters, such as the voltage applied to the electrostatic
guiding elements or the power of the discharge, on the energy and on its spread has been
studied, but no particular effect of any of them could be observed.
5.3 Transfer and Deflector
The transfer part is mainly necessary in order to reduce the gas pressure that is very high
at the exit of the source and should be several order of magnitude lower in the deposition
chamber. This goal is achieved via differential pumping
In addition to that, this part is useful to screen out neutral and negatively charged
particles and to collimate the beam. At the exit of the source, the first element is a
skimmer, followed by an octupole that ends in a system of Einzel lenses that focuses the
beam into the electrostatic deflector.
The octopole acts as an ion-guide: an RF potential is applied to the rods with alternat-
ing polarities, generating a well-like radial potential, proportional to r6, that confines the
ions on the octopole axis. Additionally a DC-offset can be applied to the whole system in
order to optimize field continuity with previous and following elements. By suitably choos-
ing the DC-offset it is also possible to reduce the energy spread of the beam at the exit of
the octopole, an effect that proves extremely useful in order to maximize the transmission
efficiency of the subsequent element: the electrostatic deflector.
The deflector allows to direct the beam either to the TOF or to the deposition chamber.
The bending field is produced by four hyperbolic electrodes and the beam is spatially
collimated, at the entrance and at the exit by a three element Einzel lens followed by a
three element slit lens that compensates for aberrations in the horizontal plane: since the
deflector has a cylindrical symmetry, no focusing is needed in the vertical direction.
The trajectories of the ions in the deflector field were simulated with the help of the
software SIMION1 in order to estimate the optimal potentials to be applied. The software
allows to draw 3D electrodes varying their potential and to simulate the trajectory of a
beam of ions with adjustable initial energy, velocity and position. Such simulations reveal
of fundamental importance since the complicated electric field structure induces strong
aberration in the beam if the latter is not well collimated in space and velocity. It is then
necessary to carefully determine all the potentials to be applied in order to optimize the
deflector transmission.
1Developed by D.A.Dahl at Scientific Instrument Services, Inc., Idaho National Engineering and Envi-
ronmental Laboratory. www.simion.com
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It should be remarked that ions trajectories in an electrostatic field do not depend on
mass but are sensitive to energy, so that the deflector actually acts as an energy filter. The
passing band was estimated from simulations to be of the order of 10 eV It was already
argued that typical energy spreads are of the order of a few eV and consequently the
deflector will normally let all clusters through. However, since in this apparatus the energy
spread of the beam is mainly produced by the fact that clusters come out of the source
all with the same velocity, independently of their size, it may happen that, in case of a
broad mass spectrum, the deflector acts as a mass filter [Alay 75]. This effect was actually
observed in the case of bi-modal mass distribution1 when it is often possible to observe only
one at the time. Consequently the deflector acts as a mass filter with a passing window of
the order of 5000amu, and potentials need to be carefully adjusted depending on the beam
characteristics.
A final remark concerns neutral clusters: these particles are not deflected and continue
their straight trajectory. Hence the chosen geometry allows to collect neutrals for in-axis
experiments simultaneously with the use of charged ions.
5.4 TOF Mass Spectrometer
The objective of a time-of-flight mass spectrometer (TOF-MS ) is to determine the mass
to charge ratio (m/z) of the particles contained in a beam. The basic operating principle
consists in measuring the flight time through a drift tube after accelerating the charged
particles with a pulsed electrostatic potential. Since all particles are accelareted by the
same field, their velocities will depend only on the ratio m/z [Habe 95] and so will the
flight time. Practically, a bunch of charged particles is extracted by a pulsed field and
accelerated towards the detector where they are converted into an electric pulse. The
signal is then collected by a pre-amplifier and visualized with an oscilloscope. For each
pulse of the accelerator, a complete mass spectrum is obtained. This makes the TOF-
MS a rapid tool for beam characterisation and, therefore, well suited for the optimization
of parameters. Another advantage of this technique is the wide mass range, even if, as
discussed in the following, mass resolution decreases with increasing times of flight (i.e.
with increasing masses).
In the ideal case in which all particles have the same initial position and a negligible
initial velocity (we assume z = 1), particles with equal mass will reach the detector at the
same time:
t =
√
L2m
2eV
where L is the length of the flight and eV is the energy acquired in the acceleration stage.
1Under particular source conditions, the mass spectrum can present two separated peaks.
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Figure 5.6 – Schematic illustration of the TOF-MS. Ions enter the accelerator in P1 with a spacial
spread ∆x and are then accelerated by a pulsed electric field. Since the potential decreases with x,
clusters that are closer to P1 will receive a stronger acceleration, but at the same time they have to
travel a longer distance to arrive at the detector.
Two different masses separated by ∆m will reach the detector spaced by:
∆t =
L
2
√
2eV m
∆m
This means that the spacing is reduced for bigger masses so that the resolution decreases
with increasing masses.
Up to now we supposed that the ions enter the accelerator all at the same time and
with the same initial velocity. Obviously this is not true in our setup: particles enter the
TOF-MS with both a position and a velocity spread, drastically reducing the resolution. In
order to compensate for this problem, the acceleration can be divided in two stages and the
potentials can be adjusted in such a way as to generate an electrostatic field that decreases
with distance as showed in the figure 5.6. The double-field configuration, developed by
Wiley and MacLaren[Wile 55], is based on the following steps: clusters ions are inserted
between plates P1 and P2; the ions are accelerated by two different electric fields E1 and E2
by applying potentials to plates P1, P2, and P3; the cluster beam has a certain geometric
width ∆x, therefore ions starting nearer to plate P1 have a higher kinetic energy gain, but
also a longer flight path than those starting near P1; the fast ions overtake the slow ones
at the space focus that can be adjusted to correspond to the detector.
In this double-field configuration, both space focus and time resolution can be optimized
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by adjusting the electric fields ratio E1/E2 and their values with respect to ground. Typical
values of the accelerating potentials, of the pulse length and frequency are given in table
5.2.
Table 5.2 –
first acceleration stage 3.8 kV
second acceleration stage 2.6 kV
pulse length 20 µs
pulse frequency 10 Hz
The detector is constituted of three micro channel plates (MCP) mounted in a cascade
configuration. The ions approaching the MCPs are accelerated at more than 2keV and,
once they hit the surface, will produce a cascade of electrons that are collected on a Faraday
plate as shown in the inset of fig.5.6. The signal is then amplified and sent to an oscilloscope
were the flight times, triggered on the acceleration pulse, are displayed.
In this apparatus, the TOF-MS is required in order to optimize the beam. Once the
desired mass distribution is obtained, the clusters are directed towards the deposition cham-
ber.
5.5 Deposition
The final step of sample production, consists in the simultaneous deposition of the clusters
and the matrix in order to produce the desired sample.
The samples studied in this thesis consist in thin films of about 50nm of copper or
silver, containing cobalt clusters. Masses of clusters range between one and 6500 atoms but
particular attention was directed toward smaller sizes of the order of some tens of atoms.
Typical currents for this kind of beam are of a few nA that corrensponds to ∼ 5 ·1011 atoms
per second. As a consequence, deposition times vary between 30 minutes and a few hours
depending on the concentration to be achieved.
Clusters enter the deposition chamber passing through a quadrupole mass filter1
(Q-MF ) consisting in four cylindrical rods to which an AC voltage superposed to a DC
component is applied (fig.5.7). The potential in the Q-MF has the form (assuming an ideal
field):
Φ(r, t) = Φ0(t)
x2 + y2
r20
where
Φ0(t) = U + V cos(ωt)
1Extrel 9.5 mm, maximum mass 4000 amu, RF frequency 0.88 MHz.
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Figure 5.7 – Schematic representation of a quadrupole showing the applied AC andDC potential,
and stability graph in the (a − q) plane: stability and instability regions are labelled and a typical mass
scan line is also plotted.
The trajectory of an ion in the quadrupole is the solution of Mathieu’s equations
d2u
dχ2
+ [au − 2qu cos(2χ)]u = 0
where χ = wt/2, u represents x or y, and the two parameters
au = ax = −ay = 8eUmr2
0
ω2
; qu = qx = −qy = 4eVmr2
0
ω2
where introduced. Depending on the mass of the ion (m), the solutions of these equations
contain either a strictly growing exponential factor (unstable solution) or an oscillatory
term (stable solution). The stability of the solution can be represented in a (a, q) plane, as
shown in fig.5.7. In normal operation, the amplitudes of U and V are simultaneously varied
along a mass scan line of fixed ratio U/V , where this ratio defines the mass resolution (more
detailed informations of the working principle of a quadrupole mass filter can be found, for
example, in [Blau 98, Doug 05]).
The Q-MF can operate as an ion guide, or as an effective filter with resolution up to
1amu. Consequently it is possible, varying the resolution, to chose a window of deposited
masses between the complete distribution and a precisely selected single mass. The Q-MF
is followed by a three-elements Einzel lens that focuses the ions to the deposition surface.
The potentials of the surface and of the whole sample holder can also be adjusted and the
ion current can be monitored on line during deposition. The control on the electrostatic field
in the deposition region is extremely important in order to achieve soft-landing conditions:
when reaching the surface, clusters have a kinetic energy that is converted into internal
energy during the impact. This results in an overwarming of the cluster that might lead
to the loss of one or more atoms. In order to avoid this effect, that would limit the control
on the sample characterization, it is necessary to slow down the ions to energies lower
than 1eV per atom[Brom 96]. This condition is satisfied by adapting the potential of the
deposition region. As previously discussed (cf. section 5.2), clusters produced in this source
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Figure 5.8 – Schematics of the deposition process: clusters coming from the deflector are mass
filtered and focused onto the deposition surface: the matrix is evaporated simultaneously from below.
have an energy of a few tens of eV with a small spread so that applying a potential to the
deposition surface it is already sufficient in order to guarantee a deposition energy of the
order of 0.5eV per atom.
While directing the clusters to the substrate, the matrix is simultaneously deposited
using an electron beam evaporator situated in another chamber. The matrix deposition
rate can be varied to control the concentration of clusters in the sample and the flux is
monitored with a microbalance.
The two chambers are separated by a diaphragm cooled with liquid nitrogen that acts
as a cryo-pump for H2O, CO2 and CO vapour produced by the warming of the evaporator.
All samples described here have been produced at room temperature, but the sample
holder design provides the possibility to heat or cool down the deposition surface.
A final remark concerns the neutralization of of the sample: when reaching the deposi-
tion surface, the clusters are charged. To prevent an accumulation of charge, a conductive
substrate1 has been chosen. However, when an insulating matrix is used, a tungsten fila-
ment, located below the sample holder, can be switched on to produce an electron cloud
that neutralizes the clusters once they have reached the surface.
Once the cluster deposition is accomplished, a protecting layer about 5 nm thick, is
deposited on top in order to prevent from oxidation when the sample is taken out of vacuum.
This layer is of the same material as the matrix and it was measured [Gan 03] that a time
of the order of 100 hours is necessary for oxygen in standard room conditions to penetrate
through it and start oxidizing the underlying clusters.
1Slightly conductive polymide: Kapton XC, Goodfellow, 40 µm thickness, 370 Ω/cm2.
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5.6 Residual gas analysis
As already underlined in previous sections, great attention has been devoted to the quality
of the residual gas inside the apparaturs in order to prevent cluster oxidation.
The composition of the residual gas showed to be particularly critical in the source,
where clusters spend a considerable amount of time and undergo a large number of collisions,
and in the deposition region, where they rest exposed to the atmosphere for a time of the
order of one minute. In the aggregation chamber the main risk is to produce oxidized
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Figure 5.9 – Mass spectra of the residual gas taken in the deposition chamber during operation
and with evaporator switched off. Principal peaks are identified. In this case, the worst condition are
considered, the total pressure being 10−7mbar. The partial pressure of oxygen-containing molecules can
still be evaluated to be less then 10−8mbar.
clusters or to have aggregation with the residual water. The base pressure in this region
is normally of the order of 10−7mbar and a liquid nitrogen cryo-pumping assures a low
amount of water. Anyway, it should be considered that during operation the pressure
is greatly enhanced by the introduction of the seeding and sputtering gases (He and Ar
respectevely), so that the purity of the atmosphere is completely determined by the quality
of those gases and by possible leaks in the gas lines.
Concerning the deposition chamber, the risk comes from the residual oxygen that can
oxidize the clusters before they are completely covered, and hence protected, by the matrix.
Typical matrix deposition rates are of the order of 5 · 10−2 monolayers per second. A
comparable residual gas condensation rate, assuming a sticking coefficient of 1, is achieved
for pressures of the order of 1·10−8mbar. This pressure is comparable to the value measured
during deposition, but it should be kept in mind that the atmosphere is mostly composed
by inert gases (as He and Ar coming from the source) and H2 produced by in the matrix
evaporation process. The residual gas mass spectrum is continuously monitored during
deposition and, as shown in fig.5.9, the oxygen-containing molecules are just a small fraction
of the total atmosphere and their partial pressure can be evaluated to be below 1·10−8mbar,
one order of magnitude lower than the matrix deposition rate.
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5.7 Conclusions
The sample production technique was described and analysed in this chapter. The process
can be summarized in the following steps:
• cluster ions with an adjustable size distribution are produced in a magnetron sput-
tering source;
• the beam is characterized via a time of flight mass spectrometer and then deflected
to the deposition chamber;
• clusters are mass selected with a quadrupole mass filter and focused on the deposition
surface;
• the matrix is evaporated with an electron beam and co-deposited with clusters;
• the sample is removed from vacuum to perform the desired measurement.
The advantages of this production methods are:
• the control of cluster size and concentration independently;
• a wide range of cluster sizes (from two to several tens of thousands of atoms);
• the possibility of using different types of matrices (both metallic and dielectric) and
of cluster material.
Measurements
6.1 Sample characterization
In order to test the performance of the apparatus and check the quality of the produced
samples, several analysis, both chemical and physical, are performed on a regular basis.
Main features that need to be tested are the chemical status of clusters to exclude oxidation
and their integrity after deposition.
6.1.1 X-Ray Photoelectron Spectroscopy
X-ray Photoelectron Spectroscopy (XPS) is performed in order to check the oxidation state
of clusters and to measure their concentration in order to compare it with the value estimat-
ed during the deposition. XPS was performed by Nicolas Xanthopoulos in the laboratory
Figure 6.1 – XPS spectrum of a copper sample containing cobalt clusters of avg size 600 atoms. On
the left a complete survey shows the different elements composing the film: Cu, Co, O and C; they high
quantity of oxygen is due to the long exposure to air. On the right a zoom on Co 2p peak is showed.
Clear proof of oxidation is observed: 50% of cobalt is in a oxide-state.
of Metallurgical Chemistry1 at EPFL. In fig.6.1 the XPS spectrum for an oxidized sample
is shown. After careful amelioration of the vacuum conditions, a substantial decrease of
the percentage of oxidized cobalt was obtained. It should though be remarked that XPS
1Laboratoire de me´tallurgie chimique - Institut de Mate´riaux - Sciences et Techniques de l’inge´nieur.
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analysis is a surface technique and the first layers of the sample are the most exposed to
degradation.
Nevertheless the risk of oxidation is very high for this kind of nanostructures and it
is enhanced when they are extracted from vacuum in order to perform an experimental
analysis. Consequently it is necessary to regularly check the quality of the sample. Since
XPS is a time-consuming and sample-destructive technique (as pre-sputtering is necessary
to clean the surface from atmospheric pollution), other strategies need to be found. A good
solution is to monitor the conductive properties: it was observed that a sample in good
condition has the typical metallic resistivity with a plateau at low temperatures, while a
semiconductor-like behaviour appears when degradation occurs since the formation of oxide
insulating regions reduces the conductivity. For this reason a revistivity versus temperature
measurement was always performed as a reliability test before every measurement session.
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Figure 6.2 – Resistivity curves for two different samples: the square symbols follow a semiconducting
behaviour at low temperatures, meaning the sample underwent oxidation.
6.1.2 High Resolution Transmission Electron Microscopy
High Resolution Transmission Electron Microscopy was used to verify the integrity of clus-
ters after collision with the deposition surface and to exclude coalescence or formation of an
alloy with the matrix. Images of large clusters allow to affirm that particles stay separated
and intact after deposition. It is furthermore possible to observe a spherical shape and the
crystallinity of the big cluster shown in fig.6.3.a.
Small clusters are shown in the image in fig.6.3.c. In this case it is not possible to
resolve the single particles. It is nevertheless possible to exclude the formation of larger
clusters due to coalescence. In certain regions of the image, it is also possible to observe
the crystalline planes of the matrix, this proves that the metal is polycrystalline.
These images allowed us to exclude the formation of an alloy between the matrix and
cluster material and, in the case of big clusters, to observe that no significant fragmentation
occurs during deposition and that a spherical shape is conserved. Actually the images being
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Figure 6.3 – a) Image of a large cobalt cluster of about 10000 atoms b) Image of a copper/cobalt
sample containing clusters of avg size 6500 atoms with 8% Co atomic concentration. Clusters are well
separated and their size is comparable with the one inferred from the TOF mass spectrum. c) Image of
a copper/cobalt with same 8% concentration of Co, but with clusters of 15 atoms.
a 2D projection of the sample, a deformation of the cluster during the impact cannot be
excluded. Anyway the directional isotropy was confirmed by other results as the absence of
a global easy axis in magnetization measurements. This subject will be further discussed in
the following. For what concerns small clusters, it was not possible to determine their size
from the images, coalescence can still be excluded since a granular inhomogeneous structure
is observed.
HRTEM images were taken by J-P. and M. Abid at the CIME facility of the EPFL.
6.2 SQUID magnetometry
A standard technique to measure the magnetic character of a material, is the use of a
Superconducting Quantum Interference Device (SQUID)1. The basic principle is to make
the sample oscillate in a coil and to detect the variation of flux of magnetic field, measuring
the induced current, through that coil. What makes this technique more sensitive with
respect to standard magnetometry is the use of a Josephson juncion based detector to
measure the induced current.
This instrument allows the detection of very low signals, the resolution being of 10−8emu,
and for this reason it is suited to characterize samples containing low quantities of magnet-
ic material. However it should be kept in mind that magnetic polluants contained in the
atmosphere might deposit on the sample holder or in the instrument chamber and produce
a signal of ∼ 10−5emu, i.e. of the same order of magnitude than the signal produced by our
samples2, therefore data must be analysed carefully. Because of this limitation, the SQUID
1The instrument used for this purpose is a Quantum Design MPMS (San Diego, USA) equipped with a
superconducting magnet that can reach 5T .
2Typical samples considered in this work contain 1015 magnetic atoms, assuming a magnetic moment of
one Bohr magneton per atom, the total magnetization can be estimated to be of the order of 10−5emu.
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has been mainly used to compare and confirm the results obtained with other techniques.
6.3 Transport measurements
Electrical and thermal transport properties are governed by the interaction of conduction
electrons with the microscopic medium they have to cross. Inversely, transport properties
can be studied to get an insight on the nature of the scattering events electrons are submitted
to. In other words, the electrons are used to probe the microscopic nature of the sample. In
particular, the fact that electrons posses an intrinsic magnetic moment allows them to be
used to test the magnetic behaviour of a material. In addition to that, transport properties
are sensitive to concentration of magnetic material rather than to its total amount, and
consequently such technique is particularly suited to study magnetic nanostructures and
granular systems in which the total amount of magnetic material is very small.
Experiments were performed using a technique developed in collaboration with the
group of Prof. Ansermet1. The set-up allows to perform several different measurement
protocols. In the present case the properties that have been tested are magnetoresistance
(MR), Hall voltage and magneto-differential-resistance (MDR). A typical set of measure-
ment is showed in figure6.4.
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Figure 6.4 – Typical results of the three measurement protocols.
All these measurements were performed in a cryostat that allows temperature control
between 3 and 350K and that is equipped with a superconducting magnet generating a
maximum field of ±5T . A special sample holder was conceived to perform simultaneously
a complete set of measurements. The sample has a rectangular shape (5× 1mm2) and has
two perpendicular Hall contacts at half-length. It is mounted at the end of a rod, that
can be fitted in the cavity of the cryostat, in such a way as to be oriented perpendicularly
to the magnetic field. Electric connections are realized by pressure contacts and silver
1Laboratoire de Physique des Mate´riaux Nanostructure´s - Institut de Physique des Nanostructures -
EPFL
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paste is added in order to guarantee stability under temperature variations. All cables are
connected to the exterior by BNC feedthroughs. An optical fibre is also fixed to the rod
and brought very close to the sample surface in order to perform MDR measurements.
In the following, a description of each measurement protocol is presented together with
the basic physical mechanisms giving rise to the observed effects. These basic concepts are
introduced with the purpose of motivating the experimental work and a more complete
discussion can be found in parts I and III.
6.3.1 Magneto Resistance
Resistivity is the intrinsic parameter of a material that describes its current response to an
electric field:
−→
j =
1
ρ
−→
E
The response would be infinite (and hence ρ would be zero) if electrons could travel through
the medium conserving their momentum, as it would be the case in a perfect metal at T = 0.
However in a real material electrons experience continuous interactions with the lattice and
the response is limited to finite values [Ashc 76].
The most important source of scattering at room temperatures are phonons. Since their
number increases linearly with temperature, the effect of phononic scattering is a linear in-
crease of resistivity and it becomes dominant at high temperatures. Since phonons do not
posses a magnetic moment, they do not act on the electronic spin. At low temperatures, on
the other hand, the contribution of impurities and, to a lower extent, of electron-electron
scattering become important and the resistivity stops to decrease and stays constant. Ob-
viously the electrons interact differently with different kinds of impurities and in particular,
because of their spin, they are sensitive to a magnetic scattering potential. An external
magnetic field acts on these magnetic scattering centers and breaks the symmetry of the
material, producing a consequent change in electronic conduction properties. As a result,
the resistivity will depend on the magnetization of the material, and such effect is called
magneto-resistance1.
The magneto resistance measurement is performed by a conventional two point tech-
nique: a DC current is driven through the sample and the DC voltage response is detected
(Vxx). The magnetic field is applied following the orthogonal geometry as shown in the di-
agram. Typical currents are of the order of 1mA and, in the case of our samples, measured
voltage drops are in the 10mV range, the resistance being of tens of Ohms.
The experimental results are often reported normalized between 0 and 1. This choice
is justified by the fact that the analysis performed in this study refers to the shape of the
curve rather than to the intensity of the effect. In fact the values of the intensity is often
not reproducible in our measurements (since the process of sample preparation as well as
1Other kinds of magnetic interactions, as electron-magnon scattering, are not discussed here.
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Figure 6.5 – Geometry of the GMR measurement protocol.
the measurement technique itself have been refined during the work) and can be thus taken
into account only on a qualitative basis.
6.3.2 Hall voltage
The Hall effect is the result of deflection of charges under the action of an external elec-
tromagnetic field: if a current is driven through a sample and a magnetic field is applied
perpendicularly, the conduction charges will experience a Lorentz force resulting in charge
accumulation, and thus in a potential difference in the direction perpendicular to both the
current and the magnetic field. The recorded voltage is linear in magnetic field and depends
on the density and charge of carriers:
Vxy = − IH
ned
.
In the presence of magnetic impurities, an additional effect is observed: the local moments
produce a spin-dependent scattering potential that breaks the left-right symmetry, conse-
quently an additional transverse displacement is produced and the resulting voltage drop
is proportional to the sample magnetization. These two effects, called normal and extraor-
dinary respetively, add up in the measured signal resulting in a curve as the one shown
in fig.6.6. If a sufficiently high field is applied to as to reach saturation, it is possible to
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Figure 6.6 – Hall effect measured on a sample containing Co clusters. The ordinary (linear) effect
as well as the extraordinary (sigmoidal) one can be osserved.
separate the linear and hysteretic part and this protocol can be used to directly measure
the magnetization of the sample.
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To measure Vxy a standard Hall geometry was used: a steady current is driven through
the sample and a magnetic field is applied in a perpendicular direction; the voltage drop is
detected in the direction perpendicular to both current and magnetic field (Vxy). Also in
IDC
VDC
Figure 6.7 – Geometry of the Hall measurement protocol.
this case typical currents are of the order of 1mA but the detected voltage is around 5µV .
It should be considered that the alignment between the two perpendicular contacts is never
perfect and a spurious longitudinal component is always superposed to the Hall signal.
Hall signal analysis procedure
It is worthwhile discussing in more detail the procedure followed to analyse Hall data, since
the signal results from the superposition of several components that have to be discerned
carefully. As already stated, the ideal Hall signal is composed of two parts: the first is
linear in the magnetic field (normal) and the second is proportional to the magnetization
(extraordinary). In addition to that, an extra contribution can come from longitudinal
resistivity since it is experimentally impossible not to have a slight misalignment between
the two points of measure. In the case of a magnetic material, the latter contribution will
also be field-dependent as it will follow the standard MR behaviour. Hence we can write
the total measured effect as:
Rxy(H,T ) = C1 ·H + C2 ·m(H) + C3 ·MR
The way that was adopted to eliminate the MR contribution consists in extracting from
the total signal the even part: since the Hall effect is odd in the field while the MR is even,
the following is verified:
1
2
(Total(H)− Total(−H)) = 1
2
(MR(H)−MR(−H) +Hall(H)−Hall(−H)) = Hall(H)
It should be taken in mind that such procedure, eliminating all the even contributions to
the total signal, eliminates also any eventual hysteresis. However, as it will be discussed
in detail in section 7.1.2 most of our samples show an anhysteretic behaviour at every
temperature and when this does not happen, it is still possible to study separately the two
components of the signal (hysteretic and anhysteretic).
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6.3.3 Magneto Differential Resistance
This measurement protocol was developed in the laboratory of prof. Ansermet [Grav 05]
and consists in detecting the AC voltage response locked to a periodic temperature variation
of a sample that is traversed by a constant current.
The temperature oscillation is achieved by illuminating the sample with a laser emitted
by a 30mW diode of wavelength 680nm with a frequency of 22Hz. For these energy values,
no photoelectric effect takes place and the effect of the laser is a temperature variation
of less than 1K. At the same time a constant current is driven through the sample and
the voltage variation produced by the temperature oscillation is detected. The behaviour
as a function of applied magnetic field1 and average temperature was studied. In some of
IDC
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Figure 6.8 – Geometry of the MDR measurement protocol.
our published works, this measurements has been presented under the name of MTGV :
Magneto-Thermo-Galvanic Voltage. This name comes from the fact that the protocol was
developed to study the relation between heat, charge and spin currents in multilayered mag-
netic systems. In such case, the geometry of the sample allowed to establish a temperature
gradient between the magnetic and non-magnetic layer and to observe the dependence of
the Thermo-Galvanic effect on the magnetization [Grav 05]. In the case of cluster assem-
bled samples, the nature of the sample and its geometry produce a completely different
signal and the name MDR is more correct than MTGV .
As a matter of fact, this measurement detects a variation of resistivity ∆R produced by
a variation of temperature ∆T , hence it can be interpreted as a derivative of the resistance
with respect to temperature. The process of derivation allows to drop all scattering terms
that are not temperature dependent, in particular all the effects due to non-magnetic impu-
rities. By consequence, the voltage drop that is detected is mainly due to the temperature
dependent part of the magnetic scattering and several effects that are normally masked by
the phononic part of the resistivity, can be highlighted with this protocol. In fact this mea-
surement shows to be extremely sensitive to variation of magnetic field or, more correctly,
of local magnetization and it also furnishes greater details on the conduction mechanism. In
fig.6.9 a comparison between MDR and the derivative of resistivity obtained by resistance
measurement is shown. It can be observed that the curves are compatible but the quality
1The magnetic field was applied perpendicularly to the film surface in order to avoid spurious Hall or
Nerst effect.
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Figure 6.9 – Comparison between ∆R/∆T obtained with a resistance and an MDR measurement.
The MDR signal was taken at T = 12K while resistance was measured at 15 and 12K.
of the MDR is higher. Furthermore it is not always possible to operate the derivative on
the resistance data because the extraction of such a small signal is often corrupted by the
noise level.
The MDR effect must not be confused with magnetic thermoelectric power (MTEP ):
in the latter, there is no applied current and a temperature gradient is established at the
extremities of the sample. MTEP measurements have been performed in order to exclude
any contribution to the MDR signal, and no response was ever observed. Any spurious
contamination coming from Hall or Nernst effect can also be excluded since the observed
signal does not have the correct parity in magnetic field: Hall and Nernst potentials are
both odd function of B while the observed MDR is even.
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Outline
As discussed in the previous chapter, the magnetic behaviour of cluster assembled materials
has been tested via their transport properties. The goal is to be able to determine single
cluster magnetic characteristics (the magnetic moment per cluster as a function of size, in
primis but also their anisotropy) as well as their collective behaviours. Several samples
sample name avg # of atoms at. Co conc. matrix
CoCu5 15 8% copper
CoCu9 600 8% copper
CoCu11 6500 8% copper
CoCu12 2300 8% copper
CoAg3 23 1.7 % silver
CoAg13 1 1.4 % silver
CoAg12 250 1% silver
CoAg14 500 6% silver
CoAg15 40 0.3% silver
CoAg16 42 0.8% silver
CoAg17 350 3% silver
HCoAg1 40 30% silver
HCoAg3 40 2.4% silver
HCoAg4 40 1.3% silver
HCoAg5 40 3.8% silver
Table 6.1 –
containing cobalt clusters with different average size and concentration have been produced
(Table 6.1) and For all samples MR and MDR have been measured at different temper-
atures ranging from 3 to 300K, in magnetic field up to 5T . In the case of the H-series,
the Hall voltage has also been recorded. The measurement protocols used to obtain these
signals, as well as the procedures to extrapolate the information from raw data, has already
been discussed in section 6.3. In the two following chapters the experimental results will
be presented and interpreted following different models.
In chapter 7 the experimental results relative toMR and Hall voltage will be interpreted
in the framework of the Mott hypothesis of two parallel currents. Several models will be used
in order to describe the magnetization, expressed by the Hall voltage, and to understand
the relation between it and magnetoresistance. It will be shown how those models explain
the observed behaviour, at least in a qualitative way. It will also be pointed out that for a
more detailed description of MR interactions between clusters as well as some conduction
mechanisms that are not included in Mott description, have to be considered.
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In chapter 8, these effects due to interactions and mixing between spin channels, will be
used to interpret theMDR behaviour. In particular it will be shown how this measurement
protocol underlines the failure of models based on independent particles and separate spin
currents. A possible mechanism for spin mixing in granular systems is also presented.
Magnetotransport in
the Mott model
7.1 Results: MR and Hall voltage
One of the main advantages of the particular sample preparation technique is the possibility
of varying independently several parameters as cluster concentration, size and composition.
Furthermore such parameters can be controlled with great accuracy, as in the case of
the average size for which an extremely narrow mass distribution can be obtained. In
what follows a comprehensive overview of the experimental results as a function of these
parameters is given.
7.1.1 Magnetic Field and Temperature
The two external parameters that have been varied are temperature and magnetic field.
The samples under study can be assumed to be, at least for a qualitative description,
superparamagnetic. As discussed in section 3.5.1, in such case the magnetization is defined
by the interplay of H and T , reason why for each sample several M(H) and MR(H), with
H ranging between −5 and 5 T , have been measured at different temperatures from 3 to
300K. A typical set of measurements as a function of temperature, is shown in fig.7.1.
Both raw and normalized data are plotted for MR in order to underline the difference in
amplitude and in form respectively.
For what concerns the Hall voltage, it can be seen that the curve reaches saturation more
slowly as the temperature is increased. Furthermore, the low-field susceptibility, as obtained
from the slope of the magnetization curve at low fields, is higher at low temperatures, as
predicted by the Curie’s law. Such behaviour is reflected in the MR where, additionally, a
decrease in magnitude is observed.
An intuitive reasoning can easily explain this trend: when no external field is applied,
the magnetic moments are randomly oriented and no net magnetization exists. As the field
is added, the moments will tend to align in its direction; on the other hand the thermal
75
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Figure 7.1 – MR of sample CoAg16 (40 atoms; 0.8%) at different temperatures; on the right the
same curves normalized between 0 and −1 are shown. On the bottom: normalized Hall Voltage of
sample HCoAg4 (40 atoms; 1.3%) at different temperatures. As T is increased, a slower approach to
saturation is be observed in both magnetization and MR curves.
agitation will disorient them and lower the total magnetization. As a consequence it will
be harder to reach saturation as the temperature is increased.
7.1.2 Hysteresis
In the curves shown in fig. 7.1, no coercivity is visible and the same can be stated for most
of the samples. However in more concentrated samples (as the Cu series and HCoAg1) the
opening of a hysteresis with a coercive field of the order of 5 · 10−2 T was observed below
a critical blocking temperature TB at which blocking occurs.
In fig. 7.3 MR curves of samples containing clusters with different sizes at the same
atomic concentration (8%) are reported. All the samples show hysteretic behaviour even if
the number of atoms per cluster is varied from 15 to 2300 and in the small size regime no
blocking is expected at the considered temperature (13 K). It is interesting to observe how
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the blocking temperature varies as a function of size, since information can be withdrawn
on the nature of the blocking mechanism.
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Figure 7.2 – Zero-field-cooled and field-cooled magnetization curves for samples a:CoCu5 and
b:CoCu9 (8% at. conc.; 15 and 600 avg atoms respectively). The blocking temperature can be
estimated as the maximum in the ZFC curve. In this case the TB is greater (∼ 50K) for smaller clusters
than for the larger ones (∼ 25K) revealing that the blocking is due to interactions in the first case. The
shoulder that is observed at 175K for both samples, is probably due to the blocking temperature of the
oxide layer [Gang 93, Vere 99] that the clusters under study in this specific case, present. The peak at
50 K is a systematic error due to the measurement protocol and does not have any physical meaning.
TB temperature can be determined by measuring the magnetization as a function of
temperature in a zero-field cooled procedure that consists in cooling the sample in zero
field, applying a small magnetic field in order to be able to measure the magnetization and
then raising the temperature while continuously measuring M(T ). At low T the magnetic
moments are frozen in random directions the total magnetization averages to zero; as T
is increased, the thermal energy might become sufficient to overcome the energy barrier
and the magnetic moments will orient with the external magnetic field, with a consequent
increase of M ; as T is increased further, the thermal agitation will produce again a random
orientation of the magnetic moments andM will decrease again. The blocking temperature
is defined as the temperature for which the magnetization is maximized.
As shown in fig. 7.2, a TB is observed for both samples and it is greater for the sample
containing smaller clusters, revealing a different origin in the two cases: in the case of
bigger particles it is due mainly to the cluster internal anisotropy, while in the second
case the major cause are interactions. This conclusion is justified by the fact that the
anisotropy energy scales with size, hence the activation temperature necessary to overcome
the potential barrier should be smaller in the case of smaller clusters. In the present
case, however, the smaller the clusters the shorter will be their inter distance, as shown in
the simulated representations of the clusters distribution in fig. 7.3, and the stronger the
interaction. This explains the greater TB , in agreement with reported simulations [Garc 00].
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We have in this result a first indication of the importance of interactions and of the fact
that, in the case of small clusters, also the average size and not only the concentration is a
determinant parameter for what concerns their strength.
However, since this study is centered on the analysis of diluted systems of small parti-
cles that are supposed to be non interacting and unblocked, those hysteresis are normally
smaller than 250mT and they have not been studied in detail. In some cases, where co-
ercivity appeared only at very low temperature, the hysteresis has been eliminated in the
data treatment; this choice is justified by the fact that the anhysteretic parts of MR and
magnetization represent the superparamagnetic component of the system [Alli 99].
7.1.3 The effect of size
The effect of size can be easily observed in fig. 7.3 showing the CoCu series1 in which the
concentration was kept constant at 8%. Both the shape and the amplitude of the MR are
strongly affected by the variation of size.
Concerning the shape, it is observed that for smaller clusters no saturation is attained,
while the onset of saturation is already observable in the case of 600 atoms and a complete
saturation is obtained for lager clusters. The different approach to saturation can be ex-
plained qualitatively considering that larger clusters possess a larger magnetic moment and
can be though saturated by applying a weaker magnetic field. Furthermore the coercivity,
observable for all these samples because of the high concentration (as discussed in section
7.1.2), becomes more important as the size is increased.
For what concerns the amplitude, a maximum is observed in the case of clusters con-
taining 600 atoms. An optimal size for MR is obtained by several theoretical works and
observed experimentally on samples prepared with annealing procedures. Zhang and Levy
[Zhan 93, Shen 03] argued that the amplitude of the signal is increased as the cluster size
decreases because of the increase of the surface to volume ratio [Levy 90]; however, be-
ing smaller clusters harder to align and, for a fixed magnetic field, a maximum in MR is
observed for an optimal size.
Gu and co-workers [Gu 96], on the other hand, pointed out that two opposite effects
coexist: from one side MR is increased with decreasing size because of the increase of the
surface contribution; from the other, below a critical size, the cluster interface resistivity be-
comes much greater than that of the non-magnetic matrix and the probability of scattering
with the cluster is diminished thus reducing the MR.
In the present case, MR seems to be maximised for clusters of 600 atoms, confirming
the existence of an optimal size. However, since saturation is not reached in the case of
this sample and of the one containing smaller clusters, it is not possible to establish which
1These samples where produced in the earlier period of this work and at the time the experimental
apparatus used for transport measurements was limited to 0.8 T and 13 K.
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Figure 7.3 – MR of samples CoCu5, CoCu9, CoCu12 and CoCu11 at 13K. In the in-set the low
field region is shown in more detail to underline the hysteretic behaviour. Simulated random distributions
of clusters of the corresponding sizes on a fcc lattice are also shown. The hysteresis is observed for all
samples, independently on the cluster size. This fact can be justified observing the typical geometrical
distribution as obtained from the simulations: while for big clusters the hysteretic behaviour is induced
by the blocking of each single cluster, in the smaller size regime the blocking is due to inter-cluster
interactions.
mechanism, between the two described above, determines the observed behaviour1
7.1.4 The effect of concentration
As shown in fig.7.4, no drastic variation of the form of MR and Hall voltage are observed
at low temperature when the concentration is changed. This can be understood with the
fact that, in most of the samples, concentration was kept very low (less than a few percent)
in order to avoid coalescence as well as interactions between the clusters. This explanation
1It should be pointed out that the experimental determination of the MR absolute value, is not un-
ambiguous in the measurement configuration that has been used: such determination requires the exact
knowledge of the sample resistance that cannot be obtained with a two point measurement in which the
contacts resistances add in series. Moreover the way the electrical contacts are realized is not reproducible
and consequently their resistivity will change from case to case. As a consequence the values of MR in
percent have to be considered as an indication and will not be taken into account in the following.
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Figure 7.4 – Hall and MR voltage of samples containing clusters of 40 atoms at different concen-
trations. All measurement are performed at T = 3K
is confirmed by the fact that the Hall voltage curve for HCoAg1, that has a concentration
(30%) remarkably higher than the other samples, is steeper at low fields and saturates
faster.
However, concentration effect become more evident when the temperature behaviours
are compared. In fig 7.5 MR curves for two samples with slightly different concentration
(0.8% and 0.3%) of cobalt are shown for different temperatures. For the more concentrated
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Figure 7.5 – MR measured at different temperatures for two samples, both containing clusters of
average 40 atoms but at different concentration (0.8% and0.3%). Temperature behaviour is affected
by the concentration and the more concentrated sample (on the left) shows less pronounced changes,
especially at high T .
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sample, the changes in the form ofMR are less pronounced than for the dilute one. Focusing
on the curve at 75K, for example, it can be remarked that the onset of saturation is not
even observable for the sample at 0.3%, while a change of slope is quite evident for the
second one.
This subject will be discussed in detail in the following section where the effect of
interactions will be analysed.
7.1.5 Anisotropy
It was questioned in the previous chapter whether any anisotropy, global or local is present
in the samples.
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Figure 7.6 – MR and MDR curves at 13K for sample CoAg3 (23 atoms; 1.7%). Measurements
have been performed both with the magnetic field parallel and perpendicular to the electric current. It
is shown here how different behaviour can be encountered. This aspect requires a further study that has
not been performed here.
As shown in fig.7.6 several situations are observed experimentally. In some cases no
substantial difference is observed if the measurements are performed in a parallel or per-
pendicular configuration, while in other samples the anisotropic behaviour is more evident.
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Even if a systematic study has not been performed on this subject, the most reasonable
scenario is that clusters have both an internal and a sample geometry induced anisotropy.
The internal anysotropy is due to the fact that each cluster has an easy axis1 induced
by the internal crystallinity and by the interface with the matrix [Jame 01a]. However,
since the clusters are deposited in a random direction, such local anisotropy averages to
zero on a global scale and it is not visible when comparing measurement taken in different
configurations.
On the other hand, the 2D nature of the sample, induces an additional shape anisotropy
that is reflected in MR as well as in MDR experiments2. A confirmation of the fact that
the observed anisotropy is induced by the particular shape of the sample, can be found in
fig.7.6.c, in which the curve refers to a sample containing cobalt atoms, thus no internal
anisotropy exists.
7.1.6 The effect of the matrix
Another aspect that has been considered is the influence of the matrix: since the magnetic
properties of those systems are defined by the interplay of the non-magnetic conduction
band of the matrix and the localized d-type electrons of the magnetic clusters, it is expected
that the details of the Fermi surface play an important role. A complete study on the
influence of the matrix has not been performed, but a comparison can be made between
the Cu and the Ag series. In particular, in fig.7.7, it is observed that the form of the MR
curves is indeed influenced by the surrounding matrix.
A similar comparison has been made for MDR3 curves [Hill 07b] and is reported in
fig.7.8. In this case it is possible to remark that, even if some differences are present, the
form of the signal is equivalent from a qualitative point of view.
We can conclude that the matrix does have an effect on the magnetic behaviour acting,
probably, on both the properties of the isolated clusters and on the inter-cluster interaction
mechanisms. Such an influence is expected since the energy separation between the d-band
of the cluster and the Fermi energy of the matrix is determinant in the formation of the
macrospin, as discussed in section 4.2. However magnetism survives when clusters are
embedded in both Cu and Ag matrices. In the following the discussion will concern mainly
Ag-samples.
1More generally a biaxial case should be considered, however the phenomenology of magnetization curves
does not change substancially and hence I will consider the simpler case.
2In this section someMDR measurements are discussed together with magnetoresistance since anisotropy
will not be treated in the next chapter, in which magneto differential resistance is presented.
3As done for the anisotropy effect, MDR curves are reported here since this topic will not be discussed
further in the following chapters.
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Figure 7.7 – MR curves at 15K for samples CoCu9 (600 atoms; 8%) and CoAg14 (600 atoms;
6%) that have both comparable size and concentration. It can be observed that the shape of the signal
is different in the two cases.
7.2 Magnetotransport in the two current approximation
As described in the previous section, a set of measurements, exploring the effects of several
fundamental parameters, has been recorded. In this section these results will be interpreted
in the frame of the Mott model. This model relies on the hypothesis that the conduction
can be described considering two separated spin sub-bands that do not exchange electrons
one with the other and that add in parallel. In terms of conductivity this reads:
σtot = σ↑ + σ↓
I will show how magnetotransport in granular solids is a domain that is far from being
fully understood and how the possibility of preparing well characterized samples via cluster
assembling demonstrates the limits of the models that are commonly used. Such limits
are more evident when the MDR curves, that have not been presented up to here, are
considered and I will discuss these as well as the novel perspectives that this technique
presents in the next chapter.
In fact it is well known since a long time that the models traditionally employed to
interpret magnetotransport in granular materials, even furnishing a good qualitative ex-
planation of MR and magnetization curves, do have strong limitations that have been
attributed to the presence of interactions [Greg 94, Dupu 97, Alli 99, Binn 02a], to the
broad mass distribution of magnetic particles [Ferr 97, Hama 00], or to the formation of
oxide anti-ferromagnetic shells [Koch 05, Zhan 05]. Because of the interplay of all these
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Figure 7.8 – MDR curves for two sets of samples containing clusters of comparable sizes embedded
in Cu and Ag respectively. Although the shape of the signal is similar in the two cases, a significant
influence on the matrix can be observed.[Hill 07b]
factors it has not been possible up to now to separate their different contributions. In this
work, both the mass distribution and the anti-ferromagnetic shell structure can be ruled
out as causes of models failure. It is then possible to underline the effects of interactions
and to determine their origins.
For the sake of clarity the interpretation of experimental results will be presented start-
ing from models that give only a qualitative description and all the ingredients necessary
for a full understanding will be subsequently added.
First of all it should be remarked that the problem of interpreting transport properties of
granular materials is twofold: on one side it is necessary to model the relation between MR
and magnetic configuration and, on the other, magnetization itself has to be determined.
The most important theories on magnetization of cluster-assembled materials have already
been reviewed in section 3.5 and here I will address the first problem.
The system under study consists of a non magnetic medium in which are randomly
dispersed magnetic impurities with a concentration c and a magnetic moment ~µ = µB ~S,
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that we assume to be equal for all the particles1. The macrospin ~S is the cluster magnetic
moment expressed in unities of Bohr magneton; since the clusters are monodomains (all
the atomic moments are aligned) S = N s where N is the number of atoms and s is the
magnetic moment per atom expressed again in units of µB.
I have already discussed in section 3.6.1 that, if the concentration is low enough, the sys-
tem behaves as a superparamagnet and its total magnetization follows a Langevin function,
L, the argument of which is given by µHkBT .
In the beginning I will restrict the discussion to this hypothesis while at the end of the
chapter the effects of interactions will be introduced.
7.2.1 The origin of magneto-resistance
When a current I is driven through the sample, the conduction electrons scatter from the
impurities and, because of their spin, they are sensitive to the presence of a spin-dependent
potential.
The carriers that take in charge the conduction process are in the present case the
valence electron of the matrix and, as the matrix is a noble metal (Ag or Cu), they belong
to an s-type band.
On the other hand the clusters under study are made of Co and, as discussed in sections
2.2 and 4.2, their valence electrons will occupy d-levels that, as the number of atoms per
cluster increases, will form a narrow d-band. Such bands are energetically close to the
s-band of the matrix so that hybridization may occur.
Their conductivity is normally described in the frame of the Boltzmann formalism2
within the two current model that implies the introduction of two coupled equations related
to the ↑ and ↓ spin channels. Here we restrict ourselves to the case of two separated
conduction bands. This theory was first developed by Mott and it assumes that electrons
belong to either s↑ or s↓ sub-band without having the possibility of changing their spin
state. These two conduction channels add in parallel [Mott 64] giving for the resistivity the
following expression[Fert 69]:
ρ =
ρ↑ρ↓
ρ↑ + ρ↓
(7.1)
where:
ρ↑ =
m∗
e2nτ↑
ρ↓ =
m∗
e2nτ↓
The magneto-resistence results from a difference, induced by the sample magnetization,
between relaxation times τ↑ and τ↓ that reflects in a decrease in resistivity of one of the two
channels and hence of the total resistance. The fact that the collision probability depends
on the spin has been explained in two different ways, represented schematically in fig.7.9.
1This assumption, introduced now for practical reasons, will be justified in section 7.2.2
2In appendix B, the Boltzmann formalism is presented for the general case of two non separated currents.
The restriction to the Mott model is straightforward.
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Figure 7.9 – Schematic representation of the two different mechanism hypothesized to explain MR.
In a) it is assumed that the scattering potential depends on the spin orientation of the conduction
electron, while in b) a different DOS at the Fermi energy is assumed for the two spin conduction sub-
bands. Even if the underling mechanism is different, in both cases the result is a different scattering
probability for spin-up and spin-down electrons.
The first model, proposed by Zhang and Levy [Zhan 93, Zhan 95] and Wang and Xiao
[Wang 94a, Wang 94b], assumes that the asymmetry originates from a spin dependent
scattering potential at the interface between magnetic impurities and non-magnetic matrix,
while the density of states (DOS) at the Fermi energy is considered to be the same for the
two conduction channels.
The second model, introduced by Xing and co-workers [Xing 93, Shi 93], attributes the
difference in conductivity to a splitting of the DOS at EF without the need of a spin-
dependent potential. In this case, it is assumed that hybridization arises between the
s-band of the matrix and the d-levels of the clusters, the Fermi level being close in the
two materials. When a magnetic field is applied, the d-levels split, inducing a difference in
population between ↑ and ↓ bands.
Even if the microscopic mechanism generating the difference in resistivity between the
two channels is different, both models obtain for the MR a quadratic dependence on the
magnetization. In the following this result is presented in the frame of the Zhang and Levy
model.
7.2.2 Zhang and Levy model
This model is based on the two parallels currents hypothesis and on the assumption that
clusters do not interact. The first hypothesis implies that the electrical conductivity can
be written as:
σ =
ne2
2m
∑
σ
1
∆(σ)
(7.2)
In a first approximation, once the scattering potential V is known the imaginary part of
the self energy, ∆(σ), can be evaluated with Fermi’s golden rule. In the model, the total
V is given by the sum of contributions coming from non-magnetic impurities scattering
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(nm), scattering at the surface of magnetic impurities (s) and scattering in the interior
of magnetic impurities (m). The last two terms are still divided into two contributions:
spin-dependent and spin-independent. The general form of the potential is then:
V (−→r , σ) =
∑
i
V nmi δ(
−→r −−→Ri) +
+
∑
α
∑
s∈α
V s(1 + psσ̂ · −→µs)δ(−→r −
−→
Rαs ) + (7.3)
+
∑
α
∑
i∈α
V mi (1 + pbσ̂ · −→µi)δ(−→r −
−→
Ri)
where i is the lattice site at which the scattering event occurs, α is the index of the mag-
netic impurity, µs and µi are atomic magnetic moments at the surface and in the interior
respectively, ps and pb are the ratios between spin-dependent and spin-independent part of
the potential, again for surface and interior of the clusters.
The conduction electrons can be assumed to be described by plane waves so that the
scattering matrix, via Fermi’s golden rule in the hypothesis that only elastic collisions take
place, has the form:
∆(σ) = π
∑
k′
|V σk,k′|2δ(ǫk′ − ǫk)
At this point, we introduce two further approximations:
• since in the case of our interest, the magnetic particles are extremely small, the
fraction of interior atoms is negligible with respect to those on the surface, as a
consequence we can neglect the third term in eq. 7.4, and consider that conduction
electrons scatter only at the interface between granules and matrix; furthermore,
even in bigger clusters, the scattering at the interface has proven to be the dominant
mechanism giving rise to MR [Rubi 98, Dupu 97];
• we also assume that particles are monodispersed: they all contain the same amount
of atoms; this hypothesis will be justified at the end of this section.
Under these hypothesis and summing over k, we obtain:
∆(σ) =
π
N
[∑
i
|V nmi |2 +
∑
α
∑
s∈α
|V s|2(1 + p2s + 2psσ̂ · µ̂α)
]
DOS(ǫF )
We now introducetwo characteristic length: the non-magnetic and the surface mean free
paths:
λnm =
ǫF /kF
π
Nnm
∑
i |V nmi |2DOS(ǫF )
λs =
ǫF/kF
π
Ns
∑
α
∑
s∈α |Vs|2DOS(ǫF )
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where Nnm and Ns are the total number of non-magnetic and magnetic impurities, re-
spectively and consequently we can express them in terms of granules concentration as
Nnm
N = 1− c, NsN = c. In terms of λnm and λs, the scattering matrix is:
∆(σ) = (1− c) ǫF /kFλnmDOS(ǫF ) + c(1 + p2s + 2psσ̂ · µ̂α)
ǫF /kF
λsDOS(ǫF )
=
=
[
(1− c) ǫF /kFλnmDOS(ǫF ) + c(1 + p2s)
ǫF /kF
λsDOS(ǫF )
]
+ 2cps
ǫF /kF
λsDOS(ǫF )
σ̂ · µ̂α
In the last line the first term represents the non magnetic contribution (both from normal
and magnetic impurities) and the second one accounts for the spin-dependent scattering.
For the sake of simplicity we introduce two quantities:
ξ0 =
(1− c)
λnmDOS(ǫF )
+
c(1 − p2s)
λsDOS(ǫF )
ξ1 =
2cps < m >
λsDOS(ǫF )
that allows to express ∆(σ) as1:
∆(σ) =
ǫF
kF
[ξ0 + ξ1σ]
Coming back to the conductivity, we have:
σ = ne
2
2m
[
1
∆(↑) +
1
∆(↓)
]
= ne
2
2m
ǫF
kF
[
1
ξ0+ξ1
+ 1ξ0−ξ1
]
(7.4)
= ne
2
2m
ǫF
kF
ξ0
ξ2
0
−ξ2
1
and the resistivity reads:
ρ =
2mǫF
ne2kF
ξ20 − ξ21
ξ0
(7.5)
This allows us to write MR as a function of magnetic field as:
MR(H) =
ρ(H)− ρ(∞)
ρ(∞) = −
ξ21
ξ20
(7.6)
The importance of this result relies in the quadratic dependence of GMR on the magneti-
zation,
MR ∝ (1−m2) (7.7)
as this is the starting point for most interpretation of transport results.
1We introduced the average magnetization m as the sum on all particles of the projection of µ on the
tensor σ.
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The effect of size distribution
In the model presented in the previous paragraph, clusters have been assumed to have all
the same mass. In most of the samples presented here, however, clusters are not mass
selected, but only mass filtered: masses follow a LogNormal distribution with widths of the
order of 25% or smaller1. Zhang and Levy developed their model also in the case of non
monodispersed particles and pointed out that mass distribution plays an important role:
since smaller granules contribute strongly toMR but need greater fields to be aligned, they
will give an important contribution at higher fields while bigger clusters will dominate at
lower fields [Alli 95].
In order to justify the restriction of using a single mass in the model, MR in the
two cases of a single mass and of a distribution of masses comparable with those used in
experiments have been simulated. As shown in fig.7.10, it is observed that the form of the
curve is essentially unchanged in the case in which a distribution comparable to those used
in our samples, is used in place of a single mass. However in the following, only the form
of the signal is analyzed and therefore it is a reasonable approximation to consider masses
to be monodispersed.
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Figure 7.10 – Simulation ofMR curves obtained in the frame of ZL model assuming a Langevin-type
magnetization. The full-line curves are obtained assuming that all clusters have the same mass of 40
atoms, while the dashed curves correspond to a mass distribution following a LogNormal statistics with
average value of 40 atoms and a sigma of 0.25. Even if the sigma is over-estimated with respect to real
values found in our samples, the effect of having a size distribution instead of a single mass, is negligible.
1Even if a mass spread of 25% might seem large and it is comparable to values found in other works
in which the effects of distribution are not negligible, it should be remarked that the samples under study
contain very small clusters and a distribution width of 0.25 on clusters containing in average 40 atoms,
means that 90% of them posses between 35 and 45 atoms.
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7.2.3 MR in the superparamagnetic limit
In the case of dilute, independent mono-domain particles with a macrospin S, the magne-
tization follows a Langevin curve (as discussed in par.3.5) and the normalized MR can be
written as:
MR(H,T ) = R
(
1− L2(µBSH
kBT
)
)
= R
(
1−
(
tanh(
µBSH
kBT
)− kBT
µBSH
)2)
(7.8)
The expected behaviour for the magnetization and the MR is reported in fig.7.11.
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Figure 7.11 – Simulations of the magnetization (on the left) and of MR (on the right) in the
superparamagnetic model for different temperatures assuming a magnetic moment per cluster of 20µB.
By fitting the data with this function, it is possible to extract the macrospin value
[Pare 97] µ = µBS and consequently this technique can be used to study the evolution of
the magnetic moment with cluster size as it has been done with Stern-Gerlach experiments
for clusters in the gas phase [Bill 93, Bill 94, Bill 95].
This strategy has been successfully used in the case samples containing large clusters
(of the order of several nanometers in diameter) in order to find a relation between the
clusters average size and the macrospin [Binn 02b, Resp 98, Gras 71]. However, up to
now, the same result has not been achieved for small clusters in the sub-nanometric regime
because samples studied via transport properties are often not well characterized, containing
particles of unknown size or with a broad mass distribution.
With the sample preparation technique used in this work, we have the possibility to
finely tune the size and the concentration of clusters, and hence to make a direct com-
parison of our data with the expression given in 7.8. In fig.7.12 magnetization and MR
are fitted with a Langevin function and eq.7.8 respectively. The accordance of the fit with
the experimental data is good and the values obtained for the macrospin are comparable
(both of the order of 20µB) and in good agreement with the expected value: since the
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Figure 7.12 – Fit of magnetization (as obtained from Hall measurements) and MR, based on the
superparamagnetic model. Data refer to a sample containing clusters of 40 atoms with a concentration
of 30% (HCoAg1). Both measurements where taken at T = 3 K.
sample under study contains clusters of 40 atoms, such value of the macrospin corresponds
to a magnetic moment of 0.5µB per atom that is reasonable if compared with the value
of 2.2µB found in the gas phase, taking into account possible quenching effects due to the
surrounding matrix [East 97].
However, as the dependence on T is taken into account, the agreement shows to fail.
In particular, the model implies that the magnetization, and consequently the MR, scales
with the argument of the Langevin function µHkBT . The value of µ being constant with
temperature, this implies that a plot of Hall voltage or MR as a function of HT , should scale
on the same curve.
Figure 7.13 shows the result of such a test, and it can easily be observed that the
scaling condition is not satisfied: at low temperatures the superparamagnetic model does
not adequately describe the system under study; however, starting from ∼ 25K the curves
scale with H/T . This behaviour is an indication of blocking below a critical temperature
TB that might be due to intra- or inter-cluster interactions.
Furthermore if the fit is performed for several temperatures and for different samples,
as shown in fig.7.14, the macrospin value shows a strong temperature dependence that is
not compatible with the superparamagnetic hypothesis. So that, even if it is true that for
each temperature the curves can be fitted with a Langevin-based function, the evolution
with T is not consistent. This behaviour is observed for all the samples even at very low
concentrations. Moreover the values found at high temperatures are of the order of several
tens of µB per atom
1, a value that is unphysical in the superparamagnetic model picture.
1This value is obtained dividing the macrospin by the number of atoms per cluster, hence assuming valid
the superparamagnetic model.
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The evidences found for the failure of the superparamagnetic model prove that the
hypothesis on which it is based, are not fulfilled. In particular they show that clusters are
not uncorrelated and that the effects of interactions have to be taken into account.
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Figure 7.13 – MR and reduced magnetization of sample HCoAg4 (40 atoms; 1.3%) plotted vs
H/T . In both sets of measurements, the curves scale as H/T for temperatures greater than ∼ 25K
while the scaling fails at lower temperatures.
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Figure 7.14 – MR of sample CoAg16 (40 atoms; 0.8%) fitted with a Langevin based curve for
different temperatures. On the right the values of the apparent macrospin as obtained from the fit, are
displayed. It can be observed how those values increase as T is increased.
7.2. Magnetotransport in the two current approximation 93
7.2.4 Interaction Mechanisms
In the preceding sections it was claimed that interactions occur between particles, even at
very low cluster concentration. However the origin of such interactions has not yet been
discussed.
In section 3.4 several mechanisms giving rise to coupling between magnetic moments
were presented. Here we review again these mechanisms and their effects are evaluated in
the specific case of the samples under study.
Anisotropy
The internal anisotropy produces an intra-cluster interaction between each particle magnetic
moment and its magnetic easy axis. In case of small clusters, it was observed in micro-
SQUID measurements [Jame 01b, Dupu 04] that the major contribution to the anisotropy
energy is given by the atoms located at the surface. This was explained by their lower
coordination. XMCDmeasurements [Luis 06] reveal that capping with a nobel metal further
increases the surface anisotropy of Co clusters, reaching values of the order of 1mJ/m2.
Such an anisotropy might be responsible for the small changes of magnetization and MR
observed at low temperatures, where the thermal energy is not enough to overcome the
anisotropy energy barrier. The blocking temperature TB can be evaluated as:
TB =
EA
kBln(τexp/τ0)
(7.9)
where EA is the anisotropy energy, τexp is the experimental probing time, of the order of
10 s in the present case, and τ0 is a characteristic trial time of the order of 10
−10÷ 10−13 s.
As discussed above, the anisotropy energy can be attributed to the surface atoms. Giving a
rough estimate of the surface as being of the order of 1nm2, a value can be found of about:
EA = Ks × surface = 1[mJ/m2]× 1 · 10−18m2 = 10−22J
This gives a blocking temperature lower than 1 K.
Dipolar interactions
The characteristic energy of the dipolar interaction can be obtained using the expression:
Edip =
µ0
4πr3
[
~µi · ~µj − 3
r2
(~µi · ~r)(~µj · ~r)
]
where µi and µj are two magnetic moments and r is the distance between them.
For a sample containing clusters of 40 atoms with an atomic Co concentration of about
1%1, r ∼ 5nm and µ ∼ 70µB ; this translates into a characteristic temperature of ∼ 20mK,
in agreement with the value found in [Altb 96].
1The values of sample CoAg16 have been considered here.
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Indirect exchange
In this case the exchange interaction, JRKKY (r), is indirect and mediated by the conduction
electrons of the matrix, as described by the Ruderman, Kittel, Kasuya and Yoshida mech-
anism. For large inter-cluster distances r, the RKKY interactions can be approximated
to:
JRKKY (r) ∝ cos(2kF r)
r3
In ref. [Altb 96] the RKKY interactions between two Co clusters of 43 atoms in a silver
matrix have been calculated as a function of r. In a crystalline lattice they oscillate with
an amplitude in the range of µeV over a distance of several nm, i.e. of the same order as
the dipolar interactions. In a disordered structure, as the one considered here, the average
coupling strength is estimated to be lower but, however, still present.
The consequence that can be deduced from these extimations is that, even in very dilute
samples, interactions are present due to the fact that the clusters considered here are small
and thus their average distance is short enough to allow a certain degree of correlation
between moments. The importance of considering both cluster size and concentration in
Figure 7.15 – Simulated images of monodisperse Co clusters distributed randomly in a fcc lattice
with 106 sites. Different cluster sizes and concentrations are represented for comparison.
evaluating the strength of interactions is well visualized in fig.7.15. In the figure a random
distribution of monodispersed clusters is simulated. It is easily remarked that for two
identical concentrations (0.8 %) the average inter-particle distance is much larger if bigger
clusters are considered: < d >= 24nm in the case of clusters containing 691 atoms and
only 5.7nm in the case of 40 atoms. As a consequence the effects of interactions will be
stronger in samples containing smaller particles.
7.2.5 MR for interacting superparamagnets
Both the superparamagnetic and the Zhang-Levy model are based on the hypothesis that
no interactions occur between particles. However this condition is often not satisfied in
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granular systems. As it was discussed in the previous section, a first consequence is that
fitting the MR with a Langevin function, the value of the macrospin is not constant in
temperature but shows an increase and eventually reaches saturation as shown in fig.7.16
and 7.17. In this case an apparent value of the macrospin, S∗, is obtained from a Langevin
fit at each temperature.
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Figure 7.16 – Apparent macrospin as a function of temperature for samples containing clusters of 40
atoms at different concentrations. On the bottom line, the average inter-cluster distance for each size
and concentration is reported. All curves superpose in first approximation.
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Figure 7.17 – Apparent macrospin as a function of temperature for different cluster sizes, for samples
at high concentration.
As discussed in section 3.6.2, for low particle concentration, the superparamagnetic
model can be corrected in order to take into account the effect of interactions, as far as
they are small enough. This adapted model, called interacting superparamagnet model,
consists of keeping for the MR in its non-interacting (1 −m2) form and in introducing a
correction term in the argument of the Langevin function.
The interacting superparamagnet was introduced by Allia and co-workers [Alli 01] and
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assumes that the clusters magnetic moments fluctuate with frequencies of the order of GHz
exerting a disordering random torque on each other which opposes to the ordering effect of
the external field1. The effect of these fluctuations is similar to that of thermal agitation and
can hence be taken into account introducing an effective temperature T ∗ in the argument
of the Langevin function. Recalling eq.3.4, one obtains
MR(H,T ) = R
(
1− L2(µBµH
kBTa
)
)
with Ta = T + T
∗. This model has proven successful in describing systems with concen-
tration up to 10% [Alli 01, Binn 02a], much higher than those of the samples considered
here.
In order to derive T ∗, MR curves have been fitted with a Langevin function and the
values of the apparent moment S∗ plotted as a function of temperature. Since the relation
S∗ = S
1
1 + T
∗
T
exists, it is then possible to extract a value for T ∗ and for the real macrospin S. However,
the values found for S are much bigger that expected from the size of clusters. Binns and co-
workers [? ] observed a similar behaviour on a sample containing iron clusters of ∼ 2.5nm
diameter at 10% atomic Fe concentration. In their case, the effect was attributed to a
rigid coupling between several clusters due to dipolar interactions. In our diluted samples
a similar mechanism is not plausible since the average size and intercluster distance imply
a characteristic temperature for dipolar rigid coupling well below 1K.
Furthermore, it is interesting to remark that no particular change is observed varying
the concentration, as long as it is kept lower than a few percent. On the other hand, the
sample with 6% of Co shows a much higher apparent macrospin that is not fully justified
by the larger size of clusters (when compared to the smaller difference observed between
the 40 and the 350 atoms sample).
As a consequence it can be asserted that two different interaction mechanism exist: a
first one that strongly depends on intercluster distance and that is probably of magnetostatic
dipolar origin, and a second one that survives at very low concentration and that seems to
be related to matrix-mediated correlation mechanisms.
7.2.6 Beyond the superparamagnetic model
It was shown in the preceding sections that one of the basic hypothesis of superparamag-
netism as well as of the ZL model, i.e. the hypothesis of absence of interactions, is not
fulfilled in samples containing small magnetic clusters, even at low concentrations.
It is still questionable whether these models fail only in describing magnetization or
if also the quadratic relation between magnetization and MR is wrong. An answer can
1Refer to section 3.6.2 for more details on the model.
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Figure 7.18 – MR plotted versus reduced magnetization (obtained by the Hall voltage) for sample
HCoAg1 (40 atoms; 30%) at T = 3, 50, 150K and HCoAg4 (40 atoms; 1.3%) at T = 3, 8, 50K.
A parabola is also plotted for comparison. While in the most concentrated sample (on top) no changes
are observed with increasing temperature, the diluted sample (on the bottom) shows how the MR curve
approaches a parabola at high T when correlations are destroyed and the quadratic formula is valid.
be given by plotting the magneto-resistance data versus the square of the normalized Hall
voltage. This test has been performed for different concentrations on those samples where
the reduced magnetization (M/Ms) has been determined via the Hall effect measurement.
In the upper part of fig.7.18 the result for a highly concentrated sample (30% at. Co) is
shown and no remarkable changes are observed for increasing temperature. The pronounced
flat top of the experimental parabola confirms the presence of strong interactions that are
not affected by a temperature variation.
On the other hand, in the bottom part of fig.7.18, a more diluted sample is presented
(1.3% at. Co). In this case the flat top is very pronounced at low temperatures but the
behaviour becomes parabolic above 25 K.
In the majority of the cases presented here, the cluster concentration is sufficiently low
to consider valid the parabolic behaviour at least in first approximation and at high enough
temperatures. However as the interactions grow stronger, the hypothesis of GMR being
parabolic in the magnetization needs to be abandoned. In order to better understand this
fact, let us find eq.7.7 with another argumentation.
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θi
ϕi
θij
ϕij
Figure 7.19 – Magnetic clusters at position i and j on a conduction electron path. The two magnetic
moment vectors are represented as well as their twist and tilting angles.
Assume that two magnetic moments ~µi and ~µj are situated on an electron trajectory.
The probability that the electron will scatter on both of them is proportional to the angle
cos θij between them. We can generalize this statement asserting that
R = R0 − k < ~µi · ~µj >= R0 − k < cos θij >
where the average is performed on all the magnetic moments in the sample. The problem
now reduces to evaluating < cos θij > If we introduce a preferential axis (the one along
which we are going to apply the magnetic field) as showed in fig.7.19, we will have:
< cos θij > =
1
µ2
< ~µi · ~µj >= (7.10)
= (< cos θi cos θj > + < sin θisinθj(cosφi cosφj + sinφi sinφj) >)
The first term gives the reduced magnetization, u, while the second one describes the
correlation between ~µi and ~µj.
If the effect of interactions is negligible, this correlation term is zero and eq.7.7 is
obtained again. Otherwise an extra contribution to the MR has to be considered. A
treatment of the effect of correlation can be found in [Alli 95] and [Lope 02] here I will
revise their argumentation to estimate the effects of correlation in the case of our interest.
The authors assume that correlation of both tilt and twist angle has an exponential
decay:
∼ erij/rα(H)
where α = θ, φ and the characteristic length depends on the applied magnetic field. Fur-
thermore they evaluate the averages in eq.7.10 using an Hamiltonian containing an internal
interaction field that acts on each site i as:
Hi = µ
∑
k
λikuk
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where λik is the coupling between moment and can be positive or negative depending on
the interaction mechanism, and uk is the local reduced magnetization of a moment located
in k as it acts on the site i. The complete Hamiltonian takes the form:
H = −µHext − µHint = −µHext − µ2
∑
k
λikuk (7.11)
and allows to find a self consistent equation for reduced magnetization uk, in analogy with
the calculation for a superparamagnetic system:
ui = L
(
µH + µ2
∑
k λikuk
kBT
)
(7.12)
Assuming that interactions produce a negligible correction to the total magnetization,
the following expression can be found for < cos θij > and hence for the MR:
< cos θij >= u
2+(< u2 > −u2)eλ/rθ(H)+
(
1− u2 − < u
2 > −u2
1 + u2
(1− u2eλ/rθ(H))
)
eλ/rφ(H)
(7.13)
the important parameter of the model being the characteristic correlation length in the two
angular directions.
Calculations of the effect of correlation on GMR have been performed, in the case
of dipolar interaction, by Lopes and co-workers [Lope 02] and their results are shown in
fig.7.20. It can be observed that in the correlated case a sharper decrease is observed at low
fields and that this effect diminishes with temperature. These results can be understood in
terms of the extra contribution given to the total magnetic field by the internal interaction
field. When H = 0 a correlated state forms: although the system is magnetically disordered
Figure 7.20 – Simulated GMR for particles with a magnetic moment of 1492µB in the absence of
correlation (dashed lines) and for a correlated system (full lines) for several temperatures [Lope 02].
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and no blocking occurs, a correlation among moment fluctuations is present and its effect
can be imagined as a viscous force acting on each magnetic moment. When an external
field is applied, the correlation will at first facilitate the alignment since all moments will
orient with a collective rotation. However, as the field is increased, the correlated state is
destroyed and the MR curve will eventually superpose to the non-interacting one.
As a consequence the susceptibility will be governed by the correlation and will be high
at low fields and decrease as the field is increased.
These features induced by correlation seem to well describe the observed experimental
behaviour. In the following section the subject will be discussed in further detail in the
framework of spin glasses.
7.2.7 Correlated Spin Glasses
A possible interpretation of the results presented here might be the formation of a correlated
spin glass [Chud 95, Mydo 93]. This model assumes that the macrospins are weakly coupled
and, because of their random geometrical distribution, strongly frustrated.
The image that can be drawn is that, the clusters being extremely small, even at low
concentration they are close enough to interact via dipolar or RKKY interactions. The
sign of the coupling depends on the relative orientation (for what concerns the dipolar
interaction) and on the distance (in the case of RKKY) giving rise to a random local
field that defines on each magnetic site a local anisotropy axis. The system will thus
experience a weak random anisotropy [Albe 78, Harr 73]. The result is a frustration of the
macrospins. The Imry and Ma theorem [Imry 75] states that such a random anisotropy
forbids the formation of a long range order state and consequently the macrospins are
not coupled rigidly but rather correlated on a length scale much larger than the pair-
wise ferromagnetic exchange range. Consequently the magnetization undergoes smooth
stochastic rotations over the sample, in contrast with the ferromagnetic domain structure
with defined boundaries [Fish 88, Chud 88].
Such a correlated spin glass is known to be a soft magnet at low fields while at high
fields it slowly reaches saturation. The origin of this behaviour relies in the fact that that
at H = 0, even if the total magnetization averages to zero, the system is not disordered, but
rather undergoes a smooth random rotation. As a small field is applied, the macrospins will
orient coherently giving rise to a faster response than in a non-interacting system. However
this orientation is not complete: since the spin glass system does not possess a long range
order, the magnetization will still present fluctuations on the scale of the correlation length.
In order to reach saturation it is necessary to destroy the correlated state and this requires
an extra energy giving rise to a slower approach to saturation.
As a result to regimes can be recognised: at low fields the magnetization curve shows
a H−1/2 behaviour, followed at high field by a H−2 [Chud 89, Teja 91]. Magnetization
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Figure 7.21 – Magetization curves, obtained from the Hall voltage, of sample HCoAg4 (40 atoms;
1.3%) plotted as a function of H−1/2 and H−2 for several temperatures. The lines are guides to the
eye.
of a diluted sample has been plotted versus H−1/2 and H−2 at different temperatures, as
shown in fig.7.21, in order to verify the theoretical behaviour. At high fields a reasonable
agreement is observed, while at low fields no linear behaviour can be recognized. However,
not enough data were available to perform this test in a more systematic way and the
result presented here cannot be considered as a proof of the failure of the model. Further
experiments are necessary in order to better characterize the nature of the correlated state.
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7.3 Conclusions
MR and Hall-effect measurement have been interpreted in the frame of the two parallel
currents model of transport in granular materials. The results have proven to be in quali-
tative agreement with similar experiments reported in literature and with standard models
used to interpret them.
However such agreement is far from being satisfactory: the superparamagnetic model
showed to fail even in very diluted samples (concentration lower than 1%) and the correction
apported in the frame of the interacting superparamagnet model in order to include weak
interactions, are not sufficient neither.
The failure of the models has been attributed to the presence of correlations mediated
by the matrix which are responsible for the formation of a correlated spin glass. Further-
more, the presence of correlation is confirmed by the impossibility of describing MR with
a quadratic dependence on the magnetization.
If the presence of interactions is surely a major cause for the impossibility of describing
magnetotransport in the frame of the superparamagnetic model, another origin of contrast
between experiments and the theories presented here, might be the presence of spin mixing.
In fact in the Mott picture, the two spin channel are assumed to be parallel and the
possibility of spin flipping events is not considered. This hypothesis, while being realistic
in magnetic systems, is not necessarily fulfilled in the case of cluster assembled materials.
In the following chapter it will be relaxed and the importance of spin mixing mechanisms
will be underlined with the further help of the MDR measurement protocol.
Beyond the Mott hypothesis
We saw in the previous chapter that the Mott picture of electronic transport, is not sufficient
to explain all the details of spin-transport in cluster-assembled systems. In fact the model
traditionally used to describe MR and magnetization describes only in first approximation
the experimental behaviour. If part of the failure can be attributed to the presence of
interactions between clusters, we want to show here that it is also necessary to abandon
the hypothesis of parallel currents and to consider the effects of intermixing between the
two spin channels.
We claim that the failure of the models shown in the preceding chapter might be due not
only to the presence of interactions, but also to the importance of the spin-mixing effects.
Furthermore it will be pointed out how the novel measurement of differential resistivity
(MDR) can underline the limits of Mott picture and be used to study the effects of spin-
mixing.
8.1 Experimental
As done in the previous chapter for MR and Hall effect, the experimental results as a
function of the different parameters are presented here for MDR. Their interpretation will
follow in next section.
8.1.1 Magnetic Field and Temperature
The typical MDR curve, as can be seen in fig.8.1 shows a rapid increase with magnetic
field, followed by a slower decrease at higher fields. No saturation was observed in our
samples up to 5T .
The effect of temperature is twofold: on one side the signal amplitude is strongly sup-
pressed as the temperature is increased, furthermore, the steepness of both the upward
and downward parts is reduced at higher temperature, inducing also a displacement of the
maximum towards higher fields.
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Figure 8.1 – MDR (left) and normalized MDR (right) as a function of temperature for sample
CoAg16 (40 atoms; 0.8%).
8.1.2 Concentration
In fig.8.2 and 8.3 data for samples containing clusters of the same average size at different
concentration are reported. While in the case of MR no significant difference is observed
at low temperature (T = 3 K) for concentration up to 30%, differences in the MDR are
visible. The sample at higher concentration reaches the maximum faster than the others
and shows a sharper decrease at high fields. This fact is interesting since it indicates that
the MDR measurement is more sensitive to the details of local magnetization with respect
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Figure 8.2 – MDR of samples containing clusters of 40 atoms at different concentrations. All
measurement are performed at T = 3K.
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Figure 8.3 – MDR of samples containing clusters of 40 atoms at two concentrations. Curves at
different temperatures between 3 and 75K are plotted to underline the changes in temperature behaviour.
to MR.
When the temperature dependence is considered, the differences become more impor-
tant: the higher concentration sample shows a blocking at low temperature that is not
observed for the dilute one. This different temperature behaviour is particularly evident
when considering the curve at 75 K: on the left the maximum is eventually reached at
H = 5 T while on the right it is clearly attained at about 3 T .
8.1.3 Size
The effect of size on MDR is displayed in fig.8.4 for the CoCu series. An evident reduction
of the signal intensity is observed as the size is increased. Such a sharp decrease is due in
part to the fact that, the atomic Co concentration being constant in the four considered
samples, the cluster concentration decreases, reducing the number of scattering events. It
is however interesting to remark that no analogous decrease was observed in MR curves,
proving that the MDR measure is sensitive to different effects than those determining
magnetoresistance.
Furthermore a size effect is observed in the form of the signal, as showed in fig.8.5.
The maximum that characterizes the MDR is shifted to lower fields as larger clusters are
considered. This can be explained with a faster saturation in the case of larger values of
the macrospin, in analogy with what is observed for MR.
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Figure 8.4 – MDR of samples CoCu5, CoCu9, CoCu12 and CoCu11. All samples contain the
same atomic Co concetration (8%) while the average cluster size is marked next to each curve. Curves
referring to samples CoCu12 and CoCu11 are multiplied by a factor 10 for a better visualization. All
measurement are performed at T = 14K.
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Figure 8.5 – Normalized MDR curves for samples CoAg12 (250 atoms; 1.0%) and CoAg16 (40
atoms; 0.8%) at T = 3K. The effect of size on the shape of the signal is clearly observed and is much
more evident that the size effect on MR curves.
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8.2 MDR in the superparamagnetic model
In presenting the results, it was already underlined how this measurement protocol reveals
some details that are not visible in the MR data. In particular it was remarked that MDR
is more sensitive to concentration and size effects. This greater sensitivity to the conduction
details can be underlined comparing the experimental results with the superparamagnetic
model.
As discussed in section 6.3.3 this measurement consists in a differential resistance mea-
surement dRdT . In the superparamagnetic hypothesis an expression can though be found
deriving the MR formula given in eq.7.8 with respect to temperature:
MDR(T,H) =
dMR
dT
=
d
dT
L
(
µBSH
kBT
)
The expected temeprature behaviour ofMDR in the superparamagnetic model for a sample
containing clusters with a macrospin of 20µB is reported in fig.8.6, while in fig.8.7 simula-
tions for different sizes are reported. It can be observed that both the size and temperature
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Figure 8.6 – Simulations of MDR in the superparamagnetic model for different temperatures as-
suming a magnetic moment per cluster of 20µB. On the right the same curves have been normalized to
better show their shape.
effect are qualitatively reproduced by the model.
However, when the given expression is used to fit the experimental data, the agreement
is far from being good. It is again interesting to compare the result with the one obtained
for MR: while in the latter case (as for the Hall measurement) it was always possible, for
a given temperature, to fit the data with a Langevin-based curve, this is not the case for
MDR results. In fact it is not possible in the frame of the Langevin model to simultaneously
reproduce the fast raise at low fields and the slow saturation. This failure is obviously more
evident as the temperature dependence is taken into account.
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Figure 8.8 – Fit based on the superparamagnetic model for MDR data; MR is also reported for
comparison. Data refer to a sample containing clusters of 40 atoms with a concentration of 0.8%
(CoAg16). Both measurements where taken at T = 3 K.
8.2.1 The importance of MDR
On the basis of what is observed, it can be affirmed that this measurement protocol is more
sensitive to the details of the mechanisms defining magnetotransport properties. Up to
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now, however, no explication was given for such greater sensitivity nor for the mechanisms
that are highlighted by this measurement.
In order to answer the former question, it is useful to reconsider the different contribu-
tions that determine the resistivity of a material. In section 4 we saw that the two dominant
terms in the resistivity are phononic scattering at high temperature and impurities scatter-
ing at low temperatures. Those terms are linear and independent1 of temperature respec-
tively. As a consequence they cancel in the differential measuring protocol and do not give
any contribution to the MDR signal that will be mainly determined by the temperature
dependent scattering on magnetic impurities[Serr 06, Grav 07]. .
As a result this measurement is more strict than MR, in the sense that it cannot be
reproduced by an approximative model, and can then be used to study finer phenomena
related magnetic scattering.
In particular we claim that MDR allows to highlight the effects of spin-mixing scatter-
ing, i.e. of those scattering events that imply a change in the spin state of the conduction
electron and that, in MR, are normally hidden by spin-conserving events. In the following
section a description of the mechanisms giving rise to spin-mixing is given and an interpre-
tation of MDR in terms of interplay between spin-current is presented.
8.3 MDR and Spin-Mixing
Already in the seventies it was argued that spin-mixing effects can occur in magnetic system
and, in the case of granular inhomogeneous materials, can play an important role in the
resistivity [Fert 76, Jaou 77, Xing 93].
The processes giving rise to a coupling between spin-up and spin-down channels can be
different depending on the nature and the temperature of the sample.
• The principal spin-mixing mechanism is the collisions with spin waves or other col-
lective states. It implies a momentum exchange (inelastic scattering) and vanishes at
T = 0, since no spin wave excitation survives [De G 58, Fert 69] when the temperature
is decreased.
• Another source of spin-mixing at finite temperature are collisions between spin-up
and spin-down electrons. This contribution is however negligible [Bour 68].
• Finally spin-flip can occur because of scattering on a magnetic impurity. This term
does not vanish at zero temperature but its cross section is about two orders of
magnitude smaller than spin-conserving scattering (SC − S) from the same impurity
1I refer here to non magnetic impurities or lattice defects. Obviously this is not the case for magnetic
impurities, that are taken into account in the next.
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[Mono 68] and thus it can be neglected in materials presenting a residual normal1
resistivity higher than 1µΩcm [Fert 76].
Normally only the first and the last mechanisms are considered and they are referred to
as spin-mixing (SM − S) and spin-flip (SF − S)respectively. However in the case of our
samples that have a relatively high residual resistivity2 spin-flip events can also be neglected
and the only mechanism coupling the spin-channels is spin-mixing.
Even if spin-mixing effects have attracted some attention in the case of multilayers in
CPP configuration [Vale 93, Yang 94] and in granular systems [Wang 95], they are usually
neglected in the description of magneto-transport, as it is the case for the Zhang-Levy
model. Such approximation, as discussed in the previous chapter gives satisfactory results
as far as MR is concerned. On the other hand, when the MDR is considered, the effect of
intermixing between spin channels comes to light since the temperature independent part
SC − S is cancelled by the differential measurement protocol. That is the reason why it is
expected that this measurement can be a useful tool to study the details of spin conduction
in magnetic materials.
Resistivity in the presence of spin mixing and spin-flip scattering has been calculated
by A. Fert [Fert 69, Fert 76] in the framework of Boltzmann theory of transport, obtaining
the following expression3:
ρ =
ρ↑ρ↓ + ρ↑↓(ρ↑ + ρ↓)
ρ↑ + ρ↓ + 4ρ↑↓
(8.1)
where τ↑ and τ↓ are the relaxation time for each spin channel and
ρ↑↓ =
m∗
e2nτ↑↓
is the term coupling the two currents. The relaxation times for SM − S and SF − S
are actually hidden in τ↑, τ↓ and τ↑↓. The effect of spin-mixing is a depolarization of
the electrical current and it will thus reduce the MR amplitude since the decreasing of
resistance is the result of a spin-polarization of conduction electrons.
The origin of spin mixing in granular samples is still a topic of discussion. The main spin
mixing mechanism is usually assumed to be electron-magnon collisions [Fert 69, Pira 93].
Because of the presence of correlation and the subsequent formation of the spin-glass state,
collective excitations can exist in the samples under study. As a consequence, spin-mixing
might be caused by scattering events implying the annihilation or creation of these excita-
tions of the correlated spin-glass state.
In cluster assembled materials, however, spin mixing might be produced by a different
mechanism. It has been proposed [Serr 06] that the spins of the conduction electrons precess
1With normal resistivity I refer to the one due to spin-conserving events.
2Typical resistances for a 1 × 0.1 × 50 · 10−7cm3 sample are of the order of 30Ω, corresponding to
ρ ∼ 1 · 10−5Ωcm.
3The derivation can be found in appendix B.
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about the exchange field as they pass through the magnetic grains. This mechanism is
called Jitterbug spin channel mixing [Gehr 95] and is represented schematically in fig.8.9.
Consider two clusters in position i and j having misaligned magnetic moments. An electron
Figure 8.9 – Schematics of the Jitterbug mechanism. When a conduction electron traverses a
magnetic cluster, its spin is induced to precess and in the end the electron can be found in a different
spin state with respect to the quantization axis defined by the external field.
incident on i will undergo precession and the cluster will act as a spin filter producing a
polarized current. Since the scattering probability depends on the spin state of the electron,
the filtering action of cluster i will influence the scattering on the site j. The effect of the
mechanism is hence stronger for stronger misalignment of neighbouring magnetic moments.
At zero field the magnetic moments of clusters are randomly oriented, consequently the
jitterbug precession is completely symmetric. As a finite field is applied this symmetry is
broken and the mechanism will become effective. If the magnetic field is increased further,
the increasing alignment of the moments will again reduce the spin-mixing, however, since
this mechanism is very sensitive to small deviations in orientation, it can be observed even
at high fields in regions where the clusters are almost completely saturated. Furthermore
a strong dependence on inter-granular distance is expected since the effect is maximized if
such distance is of the order of the electron spin diffusion length1.
8.4 Conclusions
The importance of MDR for a complete understanding of transport in magnetic cluster
assembled materials has been discussed. Such measurement technique, based on the differ-
entiation of the resistance with respect to temperature, allows to focus on those mechanisms
that are normally hidden in MR.
As a resultMDR curves show a clear failure of models introduced in the previous chap-
ter. Those models are based on two major hypothesis: the superparamagnetic behaviour of
clusters and a two parallel currents conduction mechanism. It can be consequently stated
1In a matrices such as those considered here, the spin diffusion length is of the order of ∼ 50nm [Doud 96]
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that at least one of these two hypothesis is not satisfied in the systems under study. The
presence of interactions and their importance, inducing the failure of superparamagnetism-
based models, have been already demonstrated and discussed in analysing the MR results
and they surely play a role in the form of the MDR.
However, we claim that this measurement allows to observe the failure of the second
hypothesis: the assumption that spin channels are separated. In fact spin-mixing scattering
effects are known to exist, though playing a minor role, in granular systems. The experi-
mental behaviour observed for MDR seems to confirm the existence of a relation between
the mechanisms detected by this measurement and spin-mixing. In particular the observed
slow saturation is in agreement with the fact that spin-mixing depends on the angle between
neighbouring moments and even a small misalignment, negligible with respect to the total
magnetization, can induce an effect.
The greater sensitivity of MDR with respect to MR could underline phenomena due
to spin-mixing and allow to get a deeper insight on the mechanisms governing magneto
transport.
Conclusions and Perspectives
The aim of this work was to study the evolution of magnetic properties of cluster assembled
materials by means of transport measurements. In order to specifically tailor the properties
of those materials, it should be possible to control the chemical composition, size and
concentration of the clusters independently.
For this purpose, an innovative set-up for the production of cluster assembled materials
has been built. Clusters are produced in a magnetron-sputtering aggregation source that
allows the growing of small ionized aggregates with masses ranging from the dimer to
several thousands of atoms. The beam can then be characterized with a time-of-flight mass
spectrometer and mass selected prior to deposition. It is also possible to reduce the kinetic
energy of the ions in order to achieve a soft landing on the substrate and preserve the
clusters from fragmentation. A matrix of a different material is evaporated and deposited
on the substrate simultaneously with the beam. A suited evaporation rate of the matrix
defines the cluster dilution in the sample. With this growth technique, metallic films of
50nm thickness containing cobalt clusters with different sizes and concentrations have been
produced.
The samples have been then investigated by means of a set of magnetotransport mea-
surements: magneto-resistance (MR), Hall effect and magneto differential resistance (MDR).
The latter measurement protocol consists in recording the magnetic-field dependent re-
sponse in resistivity to a temperature fluctuation induced by shining a diode laser on the
sample; as a matter of fact, this procedure corresponds to the detection of the derivative
with respect to temperature of the resistance, measured as a function of the magnetic field.
MR, Hall voltage andMDR have been measured for samples with different cluster sizes
and concentrations as a function of a magnetic field from −5 to 5T at temperatures between
3 and 300K. The results are in good agreement with similar measurement reported in
literature and can be described on a qualitative basis with theories relying on the hypothesis
of non interacting particles, as the superparamagnetic behaviour of magnetization and the
Zhang and Levy model for magneto-resistance. However the quantitative results obtained
using these models are unphysical. In particular the value of the clusters macrospin shows
a strong temperature dependance and a value of the order of 10µB per atom is found at
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300K. Furthermore it was observed that the parabolic expression of MR, MR ∝ (1−m2),
is not satisfied, especially at low temperatures or at high cluster concentration. From these
results it can be deduced that the condition of non-interacting particles is not fulfilled
in the case of our clusters even at cobalt atomic concentrations lower than 1%. Such a
conclusion is not surprising and can be understood considering that, for a fixed atomic
concentration, the average inter-cluster distance is much shorter as the size of the clusters
is reduced. Consequently, in the regime of very small sizes considered here, the average
distance is sufficiently small to allow the appearance of interaction effects even in very
diluted samples.
However, even though interactions appear, no coercivity is observed. This is due to
the nature of the interaction: estimating the strength of each possible coupling mechanism,
it was deduced that the main cause is probably an indirect exchange mediated by the
conduction electrons of the matrix (RKKY coupling). In this case the coupling constant
is known to oscillate in sign as a function of the distance between the moments. Since
the clusters are randomly distributed, the interaction forces acting on a cluster will not
have necessarily all the same sign, giving rise to a frustration of the macrospin. In such
a case, the system can become a correlated spin glass. A qualitative interpretation of the
experimental results, based on the temperature evolution of the low-field susceptibility and
on the form of the magneto-resistance seems to confirm this hypothesis, however further
experiment are required in order to give a more accurate proof.
Even if interacting macrospins present a variety of fascinating behaviour, it would be of
great interest to obtain samples in which no interaction between clusters occur. In this case,
it would be possible to apply the superparamagnetic model in order to extract the value of
the clusters macrospin. Since the samples produced with the set-up presented in this work
contain nanoparticles with a very sharp mass distribution, this measurement would allow
to study the evolution of the magnetic moment as a function of cluster size.
Furthermore, the absence of interactions allows to compare directly the two-parallel
current model for electrical conduction withMR data: in such a case, an eventual difference
between the theory and the experimental results could be attributed unambiguously to
scattering mechanisms that are not taken into account in the two-parallel current model.
Another subject that has been discussed, is indeed the nature of the scattering mechanisms
giving rise to magneto-transport phenomena. Several magnetotransport models, as the
Zhang-Levy theory, describe the electrical conduction with the hypothesis of two separate
an independent spin-channels. Nevertheless some scattering events might result in a flip of
the spin of the electron and, hence, in a coupling between the two channels. This effect,
often referred to as spin-mixing, might become important in cluster assembled material
and it was shown that the novel MDR measurement protocol might be a good tool for
investigating it. This is due to the fact that the differential nature of the MDR technique
allows to eliminate the dominant contribution to the resistivity and to focus on those
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mechanisms that are not easy to observe in MR curves. At the moment it is not possible
to determine if the observed results are due to spin-mixing or to the effect of magnetic
interactions. Consequently, also in this case, further investigation is necessary in order to
obtain a more reliable interpretation of the experimental results.
Outlook
Apart from the further investigation on the transport properties of magnetic cluster-assembled
materials, that has been already discussed, several other experiments can be foreseen.
First of all, other measurement techniques could be used to study the magnetic proper-
ties of clusters. In particular the evolution of the magnetic moment, as well as the partition
between orbital and spin moment as a function of size, could be measured using x-ray mag-
netic circular dichroism (XMCD) [Schr 97, Faut 04a]. Another magneto-optical technique
that can be used to study this kind of magnetic samples is the Kerr effect [Gibb 85].
Furthermore, the great versatility of the set-up for samples preparation allows to imagine
experiments on different kinds of materials. It would be of great interest to study the effect
of the matrix on the magnetic properties and in particular to use a semiconductive matrix
in order to produce magnetic semiconductors [Mats 01]. The material clusters are made of,
can also be changed. It is thus possible to compare different combinations of elements, in
order to produce tailored composites with peculiar magnetic properties.
Finally, properties different from magnetism can also be studied. In particular the
system allows the evaporation of dielectric matrices that are well suited for the optical
characterization of clusters [Hill 07a]. The absorption and fluorescence spectra of small,
mass selected clusters [Peys 01] could be studied following this strategy.
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General remarks on
the measurement technique
In this appendix I discuss some technical aspects of the measurement that need to be
considered in order to exclude systematic errors or parasitic effects.
Substrate and matrix
First of all it is necessary to avoid any spurious signal from the substrate and for this
reason a sheet of slightly conductive kapton was used as substrate: this choice allows an
easy control of soft landing and neutralization during deposition and at the same time does
not have any significant effect on the transport measurement since the kapton resistance
is much greater than that of the sample and the two add in parallel. Characteristics of
kapton and of a silver film deposited on kapton are shown in fig.A and it is verified that no
magnetic effects, i.e. MR or MDR, occur.
Influence of current intensity and sampling frequency
Another important check is the determination of the region in which a linear relation exists
between current and voltage, since it is necessary to be in this range of current to assure
that the sample is ohmic and the resistance can be directly extracted from the voltage
measurement. As can be seen in fig.A, this condition is achieved for currents much higher
than those used in experiments. On the other hand, as shown in fig.A, the MDR signal
gets much more intense (in terms of absolute value) if the current is increased. However a
high current produces a variation of the sample temperature through Joule heating and a
consequent change in the signal form. Hence a compromise has to be found to guarantee
both reliability and intensity of the signal, and for these reason the current was kept lower
than 5 mA.
An other parameter whose effect has been analysed, is the frequency of the laser diode
in the MDR measurement: decreasing such frequency increases the signal intensity until a
plateau is reached at about 5Hz. These effect is probably due to the fact that the system
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Figure A.1 – a.1) Resistance as a function of temperature of a kapton film: the behaviour is
semiconductor-like and values are two orders of magnitude greater than typical sample resistances (cf.
b.1). a.2) MDR signal of a kapton film: a response to the magnetic field can be observed, however
such response is short-cut by the conducting deposited film. b.1) Resistance of a 50 nm Ag film grown
on kapton: resistance has been measured at zero and 5 T magnetic field, the difference shows that no
MR occurs. c.1) and c.2) MR and MDR of the same Ag film: no magnetic response is observed.
requires a certain time to completely thermalize at the two extremal temperatures. Is
the frequency is not low enough, an intermediate value is achieved and the signal is not
maximized. However this intensity variation is not related to a modification of the observed
MDR mechanism, as it is confirmed by the fact that the form of the signal is not affected.
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Figure A.2 – I-V characteristic for a typical sample. A linear behaviour is observed up to 12 mA,
while in the experiments the current was always kept lower than 5 mA.
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Figure A.3 – Variation of the MDR signal with current intensity for a sample containing Co clusters
with an average size of 23 atoms at an atomic concentration of 1.7%. A strong dependence of both
intensity and form can be observed.
Amplitude of temperature oscillation
A final remark concerns the temperature oscillation induced by illuminating the sample with
the laser. It should be first of all remarked that any unambiguous determination is out of
reach since too many experimental parameters, such as the laser distance and focalization
or the thermal contact, play an important role on it. However an estimation of the order
of magnitude can still be made comparing the MDR signal to corresponding variation of
resistance with temperature. We assume here that the MR signal can be described by
MR(H,T ) = R0 +∆R(1− L2(H,T )) (A.1)
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where L is the Langevin function1 The MDR being the derivative with respect to T , one
finds2:
MDR(H,T ) =
(
MDRoffset + 2I∆RL(H,T )dL
dT
)
∆T
There are now two different ways of reasoning:
• the amplitude of the MR (∆R) can be compared to the amplitude of the MDR;
• the offset of the MDR can be compared with the zero field dRdT .
Both procedures imply strong approximation: in the first case the superparamagnetic model
used, doesn’t completely agree with the experimental data and, for what concerns the second
one, the value of MDRoffset is strongly affected by parasite effects coming mostly from the
electrical contacts. Anyway the values extracted are in good qualitative agreement and of
the order of 5× 10−2K.
1A complete discussion on the form of GMR will follow in the III part.
2Note that the MDR signal is a voltage, that is why the current I is introduced.
Boltzmann equation of spin-dependent
electronic transport
The Boltzmann equation describes the evolution of a statistical ensemble of particles under
the action of generalized forces (as an electromagnetic field or a temperature gradient).
The system is described through its distribution function g(r,k, t)1, and its evolution is
determined according to the semiclassical equations of motions:
r˙ = v(k)
~k˙ = F(r,k).
In the hypothesis that no collisions occur during an infinitesimal interval of time dt, we can
solve these equations to linear order in dt:
r(t+ dt) = r(t)− v(k)dt
k(t+ dt) = k(t)− F(r,k)
~
dt.
Since the volume of phase space is conserved during time evolution, we obtain for the
distribution function:
g(r,k, t) = g(r− v(k)dt,k − F(r,k)
~
dt, t− dt).
In order to relax the hypothesis of no collisions, we need to add a term that will describe
the effect of scattering on the distribution function:
g(r,k, t) = g(r− v(k)dt,k − F(r,k)
~
dt, t− dt) +
(
∂g(r,k, t)
∂t
)
coll
dt.
At this point we can expand our result to the first order in dt and end up with the general
form of the Boltzmann equation:
∂g
∂t
+ v · ∂g
∂r
+
1
~
F
∂g
∂k
=
(
∂g
∂t
)
coll
. (B.1)
1In the following the distribution function will be chosen to be spin-dependent, gs(r,k, t), in order to
take into account the difference in conduction of the two spin channels.
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This equation is the fundamental means of investigation of transport properties in solids.
The collision term describes the microscopic mechanisms through which the system relaxes
when a perturbation is applied. A general expression for such term can be obtained in
terms of the probability Pi,f for a particle in a state i to be scattered in a state f during
the time interval dt.
Since we are concerned with electronic transport in solids, the particles we are interested
in are electrons and their states are defined by a wave vector k and a spin s. The probability
to have a collision bringing the electron from the state (k, s) to the state (k′, s′) during dt
reads:
Pk,s;k′,s′dtdk
(2π)3
.
Furthermore it has to be considered that electrons are fermionic particles and consequently
they are subject to the Pauli exclusion principle. So the probability of having collisions
should be reduced by the fraction of initial levels that are occupied, gs(k), and by that of
final levels that are unoccupied, (1− gs′(k′)). The collision term takes the form:(
dgs(k)
dt
)
coll
= −
∫
dk′
(2π)3
gs(k)[1 − gs′(k′)]Pk,s;k′,s′ − gs′(k′)[1− gs(k)]Pk′,s′;k,s (B.2)
Assuming that the statistical weight of the initial state is the same for both spin values, we
have Pk′,s′;k,s = Pk,s;k′,s′ and equation B.2 reduces to:(
dgs(k)
dt
)
coll
=
∑
s′=↑,↓
∫
dk′
(2π)3
g(k)[gs′(k
′)− gs(k)]Pk′,s′;k,s (B.3)
In order to separate spin-flip events from spin-conserving ones, we rewrite the expression
as: (
dgs(k)
dt
)
coll
= [g−s(k)− gs(k)]Pk,−s;k,s +
+
∫
dk′
(2π)3
[
gs(k
′)− gs(k)
]
Pk′,s;k,s + (B.4)
+
∫
dk′
(2π)3
[
g−s(k
′)− gs(k)
]
Pk′,−s;k,s
where the first and last term describe spin-flip and spin-mixing scattering respectively.
It is important to remark that this expression of the collision term, contains the dis-
tribution function, so that, when the expression is replaced in the Boltzmann equation
(B.1), the result is a non-linear integrodifferential expression that requires sophisticated
techniques and approximations in order to be solved.
The simplest of this approximation replaces the collision term by a relaxation time
τ(k) that is a specified function of k and that does not depend on the distribution. Such
approximation consists of assuming that each collision seeks to return the system to the
equilibrium configuration described by g0(r,k), and hence no correlation exists between
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successive events. To give an expression for τ we need then to consider the time evolution
of the distribution function:
gs(r,k, t) = g
0
s(r,k) + αs
(
k
∂µ¯s(r)
∂r
∂g0s(ǫ(k))
∂ǫ
)
where µ¯s = µs − eV is the spin-dependent electrochemical potential, containing both the
chemical potential and the applied electrostatic field, and αs takes into account the differ-
ences between the minority and majority spin channels.
In the additional hypothesis of elastic collisions, three different relaxation times can be
obtained from eq.B.4:
1
τ↑↓
= Pk,−s;k,s
1
τs
=
∫
dk′
(2π)3
(1− cos θkk′)Pk′,s;k,s
1
τsf
=
∫
dk′
(2π)3
α−s
αs
(1− cos θkk′)Pk′,−s;k,s
where all τ are implicit functions of k. Hence, using these relaxation times, the collision
term of the Boltzmann equation B.1 takes the form [Fert 68]:
k
∂µ¯s(r)
∂r
∂g0s (ǫ(k))
∂ǫ
= −
(
1
τs
+
1
τsf
)
[gs(k, r)− g0s(k, r)] +
g−s(k, r) − gs(k, r)
τ↑↓
(B.5)
At this point it is possible to use the previous formula to calculate the transport coefficient
and, in our case, the electrical conductivity. In fact the electronic current, in the presence
of a constant electric field can be calculated as:
js =
∫
d3k
(2π)3
gs(k, r)ev
Multiplying both sides of B.5 by ev and integrating over all k, js and j−s can be identified.
It should be also considered that all the terms containing the equilibrium distribution
g0s(k, r) do not contribute to the conduction since only the electrons close to the Fermi
energy participate to the conduction process and, as a consequence, only the deformation
of the Fermi surface produced by the external field gives a non zero contribution in the
calculation. The following expression is hence obtained for the current:
− 1
e
∂µ¯s(r)
∂r
e2k2F ǫF
3π2m
=
(
1
τs
+
1
τsf
+
1
τ↑↓
)
js(r)− 1
τ↑↓
j−s(r) (B.6)
Now the resistivities of each channel, as well as that relative to the spin-flip process can be
identified:
ρs =
3π2m
e2k2F ǫF
(
1
τs
+
1
τsf
)
ρ↑↓ =
3π2m
e2k2F ǫF
1
τ↑↓
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and eq. B.6 can rewritten separating the two spin channels as:(
− ∂∂r(V (r)− 1eµ↑(r))
− ∂∂r(V (r)− 1eµ↓(r))
)
=
(
ρ↑ + ρ↑↓ −ρ↑↓
−ρ↑↓ ρ↓ + ρ↑↓
)(
j↑(r)
j↓(r)
)
(B.7)
Inverting B.7 and dropping the term corresponding to the chemical potential1 we obtain:(
j↑(r)
j↓(r)
)
= − 1
ρ↑ρ↓ + ρ↑↓(ρ↑ + ρ↓)
(
ρ↑ + ρ↑↓ ρ↑↓
ρ↑↓ ρ↓ + ρ↑↓
)(
−∇V (r)
−∇V (r)
)
The total current is then:
j =
ρ↑ + ρ↓ + 4ρ↑↓
ρ↑ρ↓ + ρ↑↓(ρ↑ + ρ↓)
(−∇V ) (B.8)
1We assume here that the material is homogeneous. Since the spatial dependence of the chemical potential
decays over a characteristic length, in an homogeneous material it can be considered constant over the all
sample.
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