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Short summary
Excitation of nanostructures with ultrashort waveform-controlled laser pulses makes it
possible to generate strongly enhanced near-fields that may be localized to dimensions far
below the wavelength. Adjusting their spatio-temporal evolution on nanometer length- and
attosecond timescales enables precise control of the near-field mediated electron dynamics
and thus constitutes a key challenge for realizing ultrafast light-driven nanoelectronics.
This thesis aims at exploring attosecond electron dynamics in the near-fields of laser-excited
nanostructures theoretically to develop so far lacking physical pictures for explaining recent
experiments. Thereto, the light-matter interaction is modeled via classical, semi-classical
and quantum simulations. In particular, three key issues are addressed in this work. The
first part is dedicated to investigating the quantum aspects of coherent photoemission from
metallic nanotips under bichromatic laser fields. Second, the strong-field electron emission
from dielectric nanospheres under optical few-cycle pulses will be analyzed. Nanospheres
provide ideal model systems to investigate the combined impacts of field propagation,
electron transport and many-electron effects, which are of particular interest in this work.
In the third part, the ultrafast electron transport dynamics within dielectrics is studied,
which can be probed via attosecond streaking spectroscopy.
Kurzzusammenfassung
Die Anregung von Nanostrukturen mit ultrakurzen Wellenform-kontrollierten Laserpulsen
ermöglicht die Erzeugung von verstärkten Nahfeldern, die weit unterhalb der Wellen-
länge lokalisiert sein können. Das gezielte Einstellen ihrer raumzeitlichen Entwicklung
auf Nanometer Längen- und Attosekunden Zeitskalen erlaubt die präzise Kontrolle der
Nahfeld-getriebenen Elektronendynamik und stellt damit eine zentrale Herausforderung
für die Realisierung ultraschneller lichtgetriebener Nanoelektronik dar.
Ziel dieser Arbeit ist die theoretische Beschreibung der Attosekunden-Elektronendynamik
in den Nahfeldern Laser-angeregter Nanostrukturen mit dem Ziel, ein physikalisches Ver-
ständnis der Ergebnisse hochaktueller Experimente zu entwickeln. Im Rahmen der Arbeit
wird dazu die Licht-Materie Wechselwirkung mit Hilfe von klassischen, semi-klassischen
und Quantensimulationen modelliert. Insbesondere werden drei zentrale Fragestellungen
untersucht. Der erste Teil der Arbeit behandelt die Quanten-Aspekte von kohärenter Elek-
tronenemission am Beispiel metallischer Nanospitzen unter Zweifarben-Laserfeldern. Der
zweite Teil widmet sich der Starkfeld-getriebenen Elektronenemission von dielektrischen
Nanokugeln in optischen Wenigzyklen-Pulsen. Nanokugeln bieten ideale Modellsysteme
für die Untersuchung der kombinierten Einflüsse von Feldpropagation, Elektronentransport
und Vielteilchen-Effekten, die in dieser Arbeit von besonderem Interesse sind. Im dritten
Teil wird die ultraschnelle Transportdynamik von Elektronen in Dielektrika untersucht,
die experimentell mit der Methode des ’Attosekunden Streaking’ zugänglich ist.

Contents
List of Own Publications III
List of Presentations V
List of Figures VII
List of Tables IX
1. Introduction 1
1.1. Basic features in atomic strong field physics . . . . . . . . . . . . . . . . . . 2
1.2. Strong-field nanophysics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3. Investigated scenarios and aims of this thesis . . . . . . . . . . . . . . . . . 5
1.3.1. Strong-field photoemission from metal nanotips . . . . . . . . . . . . 6
1.3.2. Near-field driven photoemission from dielectric nanospheres . . . . . 6
1.3.3. Attosecond streaking on dielectric nanospheres . . . . . . . . . . . . 7
2. Theoretical framework 11
2.1. The semi-classical model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2. Description of the spatio-temporal near-fields . . . . . . . . . . . . . . . . . 13
2.2.1. The linear near-field . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2. The nonlinear mean-field . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3. Field-driven ionization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.1. Tunnel ionization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.2. Photoionization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4. Propagation and scattering of photoelectrons . . . . . . . . . . . . . . . . . 27
2.4.1. Description of electron scattering in dielectrics . . . . . . . . . . . . . 28
2.5. Numerical details: Optimization & Parallelization . . . . . . . . . . . . . . 32
2.6. Simplified quantum description . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.6.1. Time evolution and Crank-Nicolson method . . . . . . . . . . . . . . 34
2.6.2. Ground state preparation via imaginary time propagation . . . . . . 35
2.6.3. Extracting energy spectra by the window operator method . . . . . . 35
3. Photoemission from metal nanotips in bichromatic laser fields 37
3.1. The one-dimensional nanotip model . . . . . . . . . . . . . . . . . . . . . . 37
3.1.1. Spatio-temporal near-field . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1.2. Quantum description . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2. Coherent photoemission from metal nanotips . . . . . . . . . . . . . . . . . 40
3.2.1. Influence of the spatial near-field profile . . . . . . . . . . . . . . . . 41
3.2.2. Two-color effects on the electron emission . . . . . . . . . . . . . . . 42
4. Strong-field electron emission from small dielectric nanospheres 45
4.1. Few-cycle driven ionization of small nanospheres . . . . . . . . . . . . . . . 45
4.1.1. Time-resolved ionization response . . . . . . . . . . . . . . . . . . . . 46
I
Contents
4.1.2. Selective analysis of photoelectron spectra . . . . . . . . . . . . . . . 47
4.1.3. Temporally resolved electron emission . . . . . . . . . . . . . . . . . 49
4.1.4. Impact of the field waveform on the electron emission . . . . . . . . . 50
4.2. Charge interaction effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2.1. Trapping field assisted backscattering . . . . . . . . . . . . . . . . . . 52
4.2.2. Quenching of the material dependence . . . . . . . . . . . . . . . . . 57
5. Field propagation effects at large dielectric nanospheres 61
5.1. Strong-field photoemission from nanospheres – from small to large . . . . . 61
5.1.1. Characterization of the linear near-fields . . . . . . . . . . . . . . . . 62
5.1.2. Field propagation mediated directional electron emission . . . . . . . 64
5.1.3. Phase-dependent directional switching . . . . . . . . . . . . . . . . . 66
5.1.4. Systematic comparison of simulation and experiment . . . . . . . . . 67
5.2. Tangential field effects and double recollisions . . . . . . . . . . . . . . . . . 70
5.2.1. Evolution of electron yields and cut-off energies with size . . . . . . . 71
5.2.2. Trajectory analysis of single and double rescattering . . . . . . . . . 73
5.2.3. Selective energy gains for single and double rescattering . . . . . . . 74
5.2.4. Emission directionality of single and double rescattering . . . . . . . 75
6. Attosecond streaking on dielectric nanospheres 79
6.1. The attosecond streaking experiment . . . . . . . . . . . . . . . . . . . . . 79
6.1.1. Data discrimination . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.1.2. Extraction of streaking spectrograms and delays . . . . . . . . . . . . 82
6.2. Semi-classical streaking simulations . . . . . . . . . . . . . . . . . . . . . . 83
6.2.1. Contributions to the relative streaking delay . . . . . . . . . . . . . . 85
6.2.2. Near-field induced contributions to the streaking delay . . . . . . . . 86
6.2.3. Impact of the XUV chirp . . . . . . . . . . . . . . . . . . . . . . . . 89
6.3. The collisional streaking delay . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.3.1. Impact of internal streaking . . . . . . . . . . . . . . . . . . . . . . . 90
6.3.2. Intuitive physical picture for the collisional streaking delay . . . . . . 92
6.3.3. Selective impacts of elastic and inelastic scattering in M3C . . . . . . 94
6.3.4. Intercycle averaging and wavelength dependence . . . . . . . . . . . . 95
6.3.5. Extracted IMFP in comparison with literature . . . . . . . . . . . . . 97
7. Conclusions and outlook 99
Appendix 103
A. Quiver motion & ponderomotive energy . . . . . . . . . . . . . . . . . . . . 103
B. Derivation of the spectral photoionization cross section . . . . . . . . . . . 103
C. Impact of anisotropic elastic scattering in typical simulations . . . . . . . . 104
D. Impact of charge interaction on attosecond streaking . . . . . . . . . . . . . 105
E. Transport cross sections for SiO2, ZnS, Fe3O4 and PS . . . . . . . . . . . . 106
Bibliography 107
Academic curriculum vitae 119
Statement of authorship 121
Acknowledgments 123
II
List of Own Publications
[LS1] M. F. Ciappina, J. A. Pérez-Hernández, A. S. Landsman, W. Okell, S. Zherebtsov,
B. Förg, J. Schötz, L. Seiffert, T. Fennel, T. Shaaran, T. Zimmermann, A. Chacón,
R. Guichard, A. Zaïr, J. W. G. Tisch, J. P. Marangos, T. Witting, A. Braun,
S. A. Maier, L. Roso, M. Krüger, P. Hommelhoff, M. F. Kling, F. Krausz and
M. Lewenstein, Attosecond physics at the nanoscale, Rep. Prog. Phys. 80, 054401
(2017).
[LS2] L. Seiffert, T. Paschen, P. Hommelhoff and T. Fennel, High-order above-threshold
photoemission from nanotips controlled with two-color laser fields, J. Phys. B: At.
Mol. Opt. Phys. 51, 134001 (2018).
[LS3] L. Seiffert, P. Henning, P. Rupp, S. Zherebtsov, P. Hommelhoff, M. F. Kling and
T. Fennel, Trapping field assisted backscattering in strong-field photoemission from
dielectric nanospheres, J. Mod. Opt. 64, 1096–1103 (2017).
[LS4] P. Rupp, L. Seiffert, Q. Liu, F. Süßmann, B. Ahn, B. Förg, C. G. Schäfer, M. Gallei,
V. Mondes, A. Kessel, S. Trushin, C. Graf, E. Rühl, J. Lee, M. S. Kim, D. E.
Kim, T. Fennel, M. F. Kling and S. Zherebtsov, Quenching of material dependence
in few-cycle driven electron acceleration from nanoparticles under many-particle
charge interaction, J. Mod. Opt. 64, 995–1003 (2017).
[LS5] F. Süßmann, L. Seiffert, S. Zherebtsov, V. Mondes, J. Stierle, M. Arbeiter, J. Plenge,
P. Rupp, C. Peltz, A. Kessel, S. A. Trushin, B. Ahn, D. Kim, C. Graf, E. Rühl, M. F.
Kling and T. Fennel, Field propagation-induced directionality of carrier-envelope
phase-controlled photoemission from nanospheres, Nat. Commun. 6, 7944 (2015).
[LS6] L. Seiffert, F. Süßmann, S. Zherebtsov, P. Rupp, C. Peltz, E. Rühl, M. F. Kling
and T. Fennel, Competition of single and double rescattering in the strong-field
photoemission from dielectric nanospheres, Appl. Phys. B 122, 1–9 (2016).
[LS7] L. Seiffert, Q. Liu, S. Zherebtsov, A. Trabattoni, P. Rupp, M. C. Castrovilli,
M. Gallei, F. Süßmann, K. Wintersperger, J. Stierle, G. Sansone, L. Poletto,
F. Frasetto, I. Halfpap, V. Mondes, C. Graf, E. Rühl, F. Krausz, M. Nisoli,
T. Fennel, F. Calegari and M. F. Kling, Attosecond chronoscopy of electron
scattering in dielectric nanoparticles, Nat. Phys. 13, 766–770 (2017).
[LS8] Q. Liu, L. Seiffert, A. Trabattoni, M. C. Castrovilli, M. Galli, P. Rupp, F. Frassetto,
L. Poletto, M. Nisoli, E. Rühl, F. Krausz, T. Fennel, S. Zherebtsov, F. Calegari
and M. F. Kling, Attosecond streaking metrology with isolated nanoparticles, J.
Opt. 20, 024002 (2018).
[LS9] L. Seiffert, T. Fennel, F. Calegari and M. F. Kling, Attosekunden-Stoppuhr für
inelastische Elektronenstöße, Phys. unserer Zeit 48, 217–218 (2017).
III
List of Own Publications
[LS10] Q. Liu, P. Rupp, B. Förg, J. Schötz, F. Süßmann, W. Okell, J. Passig, J. Tigges-
bäumker, K.-H. Meiwes-Broer, L. Seiffert, T. Fennel, E. Rühl, M. Förster, P. Hom-
melhoff, S. Zherebtsov and M. F. Kling, Photoemission from Nanomaterials in
Strong Few-Cycle Laser Fields, Chapter in Nano-Optics: Principles Enabling Basic
Research and Applications, 283–299, Springer Netherlands (2017).
[LS11] L. Seiffert, J. Köhn, C. Peltz, M. F. Kling and T. Fennel, Signatures and mecha-
nisms of plasmon-enhanced electron emission from clusters in few-cycle laser fields,
J. Phys. B: At. Mol. Opt. Phys. 50, 224001 (2017).
IV
List of Presentations
Talks
06.03.2013 DFG-SFB 652 GK Workshop, Sievershagen
’Phase-controlled electron acceleration from dielectric nanoparticles in intense
few-cycle laser pulses’
22.03.2013 DPG Spring Meeting (AMOP), Hannover
’Phase-controlled electron acceleration from dielectric nanoparticles in intense
few-cycle laser pulses’
28.10.2013 3rd SPP 1391 School, Mühlheim a.d. Ruhr
’Imaging sub-wavelength optical near-fields of isolated nanosystems’
17.04.2014 DPG Spring Meeting (AMOP), Berlin
’Imaging sub-wavelength optical near-fields of isolated nanosystems’
29.09.2014 3rd SPP 1391 Student Seminar, Bronnbach
’Attosecond controlled photoemission tailored by sub-wavelength nanofocussing’
20.09.2015 Clustertreffen, Lindow
’Field propagation-induced directionality of CEP-controlled photoemission from
nanospheres’
18.10.2015 4th International Workshop on Ultrafast Nanooptics, Bad Dürkheim
’Field propagation-induced directionality of CEP-controlled photoemission from
nanospheres’
03.11.2015 Theory Seminar, Rostock
’Field propagation-induced directionality of CEP-controlled photoemission from
nanospheres’
07.12.2016 QUTIF Young Researcher Meeting at Mariaspring, Göttingen
’Attosecond electron scattering in dielectrics’
19.01.2017 DFG-SFB 652 GK Seminar, Rostock
’Attosecond electron scattering in dielectrics’
08.03.2017 DPG Spring Meeting (AMOP), Mainz
’Attosecond electron scattering in dielectrics’
06.03.2018 DPG Spring Meeting (AMOP), Erlangen
Invited talk: ’Attosecond streaking in dielectrics’
V
List of Presentations
Posters
06.10.2013 Clustertreffen, Herzogenhorn
’Phase-controlled electron acceleration from metal clusters in few-cycle laser
pulses’
16.06.2014 Annual SPP 1391 Meeting, Bad Dürkheim
’Short-Wavelength Photon and Electron Emission in Free and Deposited Nanopar-
ticles by Controlled Ultrafast Laserinduced Nanolocalized Fields’
24.11.2014 14th International Workshop on Atomic Physics, Dresden
’Attosecond controlled photoemission tailored by sub-wavelength nanofocussing’
23.03.2015 DPG Spring Meeting (AMOP), Heidelberg
’Attosecond controlled photoemission tailored by sub-wavelength nanofocussing’
14.09.2015 3rd International Conference on Correlation Effects in Radiation Fields, Rostock
’Field propagation induced directionality of carrier-envelope phase-controlled
photoemission from nanospheres’
29.02.2016 DPG Spring Meeting (AMOP), Hannover
’Simulation of attosecond-streaking in dielectric nanospheres’
17.05.2016 Annual SPP 1840 Meeting, Jena
’Controlling the photoemission from dielectric nanospheres and metal nanotips
with two-color laser fields’
23.08.2016 2nd Summer Workshop on Ultrafast Cluster Dynamics, Berlin
’Attosecond clocking of inelastic scattering in dielectrics’
26.09.2016 1st Summer School of the DFG Priority Program 1840, Rostock
’Attosecond clocking of inelastic scattering in dielectrics’
26.02.2017 Annual SPP 1840 Meeting, Dresden
’Attosecond electron scattering in dielectrics’
15.06.2017 Final SFB 652 Symposium, Rostock
’Attosecond chronoscopy of electron scattering in dielectric nanoparticles’
05.09.2017 QUTIF International Conference, Bad Honnef
’Attosecond chronoscopy of electron scattering in dielectrics’
25.09.2017 Clustertreffen, Bacharach
’Attosecond chronoscopy of electron scattering in dielectrics’
VI
List of Figures
1.1. Three-step model of strong-field physics . . . . . . . . . . . . . . . . . . . 1
1.2. Strong-field experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3. Electron emission within the Simple Man’s Model . . . . . . . . . . . . . . 3
1.4. Enhanced near-field at a tungsten nanotip . . . . . . . . . . . . . . . . . . 4
1.5. Coherent photoemission from a tungsten nanotip in two-color laser fields . 6
1.6. Electron emission from silica nanospheres . . . . . . . . . . . . . . . . . . 7
1.7. Attosecond streaking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.8. Attosecond streaking on gas targets and surfaces . . . . . . . . . . . . . . 9
1.9. Radiation-induced DNA damage . . . . . . . . . . . . . . . . . . . . . . . 10
2.1. The M3C model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2. Spectral pulse decomposition . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3. Wigner distributions of unchirped and chirped XUV pulses . . . . . . . . . 19
2.4. Numerical implementation of the multipole expansion . . . . . . . . . . . 23
2.5. Required lookup tables in dependence of the multipole expansion order. . 23
2.6. Photoionization regimes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.7. Photoelectron spectrum measured from SiO2 nanoparticles . . . . . . . . . 25
2.8. Tunneling from the surface of a dielectric . . . . . . . . . . . . . . . . . . 26
2.9. Complex refractive index of SiO2 . . . . . . . . . . . . . . . . . . . . . . . 27
2.10. Elastic electron-atom collisions . . . . . . . . . . . . . . . . . . . . . . . . 29
2.11. Inelastic electron scattering in SiO2 . . . . . . . . . . . . . . . . . . . . . . 30
2.12. Scattering properties of SiO2 as used in M3C . . . . . . . . . . . . . . . . 31
2.13. Parallel LUT-based multipole expansion . . . . . . . . . . . . . . . . . . . 32
2.14. Parallel efficiency of M3C simulations . . . . . . . . . . . . . . . . . . . . . 33
3.1. Schematic representation of the one-dimensional nanotip model . . . . . . 38
3.2. Quantum nanotip model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3. Coherent photoemission from metal nanotips . . . . . . . . . . . . . . . . 41
3.4. Interplay of temporal and spatial field profiles . . . . . . . . . . . . . . . . 42
3.5. Photoelectron spectra from metal nanotips in two-color fields . . . . . . . 43
3.6. Phase-dependent photoelectron spectra with selectively activated 2!-fields 44
4.1. Linear near-field at a small dielectric nanosphere . . . . . . . . . . . . . . 46
4.2. Ionization of small dielectric nanospheres . . . . . . . . . . . . . . . . . . . 46
4.3. Photoelectron spectra from small dielectric nanospheres . . . . . . . . . . 47
4.4. Typical recollision trajectories . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.5. Correlation of generation times and final energies . . . . . . . . . . . . . . 49
4.6. Phase-dependent electron emission from small nanospheres . . . . . . . . . 51
4.7. Charge interaction effects in strong-field photoemission from nanospheres . 52
4.8. Evolution of the mean-field potential . . . . . . . . . . . . . . . . . . . . . 53
VII
List of Figures
4.9. Trapping field effects on the electron emission from surfaces . . . . . . . . 54
4.10. Pulse length and CEP dependence of TRAB . . . . . . . . . . . . . . . . . 55
4.11. Trajectory analysis of trapping field assisted backscattering . . . . . . . . 56
4.12. Cut-off energies vs. ionization energy and surface field intensity . . . . . . 57
4.13. Material and intensity-dependent cut-off energies . . . . . . . . . . . . . . 59
5.1. Near-field enhancement at large dielectric nanospheres . . . . . . . . . . . 62
5.2. Linear near-field evolution at small and large nanospheres . . . . . . . . . 62
5.3. Characterization of the linear near-fields . . . . . . . . . . . . . . . . . . . 63
5.4. Measured CEP-averaged momentum distributions from silica nanospheres 64
5.5. Emission from small and large SiO2 nanospheres predicted by M3C . . . . 65
5.6. Directionality and phase-dependent switching . . . . . . . . . . . . . . . . 66
5.7. Evolution of characteristic emission parameters with diameter . . . . . . . 68
5.8. Time evolution of the selective kinetic energy gains . . . . . . . . . . . . . 70
5.9. Near-field polarization at dielectric nanospheres . . . . . . . . . . . . . . . 70
5.10. Recollision-resolved selective electron energy spectra . . . . . . . . . . . . 71
5.11. Single and double recollision electron yields . . . . . . . . . . . . . . . . . 72
5.12. Cut-off energies of single and double recollision electrons . . . . . . . . . . 73
5.13. Trajectory analysis of single and double rescattering . . . . . . . . . . . . 74
5.14. Energy absorption for single and double recollisions . . . . . . . . . . . . . 75
5.15. Correlation analysis of electron emission from nanospheres . . . . . . . . . 76
5.16. Directionality and switching for single and double recollisions . . . . . . . 77
6.1. Schematic setup of the streaking experiment . . . . . . . . . . . . . . . . . 79
6.2. Discrimination of measured streaking data . . . . . . . . . . . . . . . . . . 80
6.3. Hit statistic correlation maps . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.4. Averaged VMI images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.5. Extraction of streaking spectrograms from VMI data . . . . . . . . . . . . 82
6.6. Measured streaking spectrograms and extracted delays . . . . . . . . . . . 83
6.7. Comparison of measured and simulated streaking delays . . . . . . . . . . 84
6.8. Near-fields and birth angle distribution . . . . . . . . . . . . . . . . . . . . 86
6.9. Near-field mediated streaking delays . . . . . . . . . . . . . . . . . . . . . 87
6.10. Evolution of near-field induced delays with nanoparticle size . . . . . . . . 89
6.11. XUV chirp induced streaking delay . . . . . . . . . . . . . . . . . . . . . . 89
6.12. Systematic analysis of the collisional streaking delay . . . . . . . . . . . . 91
6.13. Simplified model for the collisional streaking delay . . . . . . . . . . . . . 92
6.14. Cancellation of the momentum gain via elastic scattering . . . . . . . . . . 93
6.15. Population depletion due to inelastic collisions. . . . . . . . . . . . . . . . 94
6.16. Impact of elastic an inelastic scattering on the streaking delay . . . . . . . 95
6.17. Intracylce averaging and wavelength dependence of the streaking delays . . 96
6.18. Energy-dependent IMFPs . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
B.1. Absorption of a plane wave by a box of atoms . . . . . . . . . . . . . . . . 104
C.1. M3C simulations with isotropic and anisotropic elastic scattering . . . . . 105
D.1. Impact of charge-interaction on the streaking delays from silica . . . . . . 106
E.1. Transport cross sections for different materials . . . . . . . . . . . . . . . . 106
VIII
List of Tables
4.1. Properties of nanoparticle samples and parameters for the simulations . . . 58
IX

1. Introduction
Exposing an atom or molecule to a strong laser pulse can result in the liberation of
electrons by the nonlinear absorption of energy from the laser field. Two conceptually
different physical pictures for this process are multiphoton and tunnel ionization, where
the Keldysh parameter is typically used to associate a specific scenario with the prevailing
picture [1]. Being further driven by the laser field, a liberated electron can be accelerated
back towards the parent ion to recollide. Upon such a recollision, the electron might (i)
scatter elastically and escape or (ii) recombine under the emission of a short burst of
radiation. This intuitive picture (Fig. 1.1) was suggested by Paul Corkum in 1993 [2]
and is typically referred to as the ’three-step model’ or ’simple man’s model’ (SMM) of
strong-field science. Its importance for the field of attosecond physics is reflected by the
recent special issue ’celebrating 25 years of recollision physics’ [3] and results from the
provided intuitive and unifying physical picture of high-order above-threshold ionization
(HATI) [4–6] and high harmonic generation (HHG) [2, 7–12].
1. tunneling
3. recollision elastic
backscattering
recombination
Laser
Coulomb
Effective
potential
Ip
2. acceleration
Figure 1.1. Three-step model of
strong-field physics. An electron can
(1) tunnel through the finite barrier of
the effective potential (solid black curve),
(2) be accelerated by the laser field (red
curve), and (3) recollide with the ion
resulting in elastic backscattering or re-
combination.
Recent experiments revealed that the concepts of atomic strong field physics are applicable
to a large extend also to the photoemission from nanostructures or nanostructured solids.
There non-resonant excitation enables the generation of strongly enhanced near-fields that
can be confined far below the wavelength without losing the shortness of the pulses. For
example, clear signatures from energetic electron emission via near-field driven elastic
backscattering have been observed for isolated dielectric nanospheres [13, 14], metal
nanotips [15–19] and surface-assembled nanoantennas [20]. The idea to utilize near-fields
to enhance, localize and modify the above described attosecond phenomena has received
remarkable attention within the last couple of years and even led to the emergence and
rapid development of a new research field termed ’attosecond nanophysics’ [21, LS1].
A key motivator and promising future perspective is the realization of protocols for
ultrafast light-wave driven nanoelectronics [22]. However, due to the large number of
additional effects, such as near-field inhomogeneity, collisional dynamics and collective
phenomena, the physical mechanisms are not fully understood. To understand and harness
the implications of attosecond science with nanostructures – which will be at the heart
of this thesis – it is essential to clarify the combined action and modifications of the
elementary physical processes of (i) tunneling, (ii) propagation, and (iii) recollision in the
presence of a nanostructure.
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1.1. Basic features in atomic strong field physics
Following the successful concept of the three-step model, the analysis of classical trajectories
and characteristic cut-off features associated with specific trajectory classes will be a central
tool to uncover the physical mechanisms of photoemission from nanostructures in this
thesis. The resulting qualitative and quantitative predictive capabilities can be illustrated
in a very convincing way by the historic examples from atomic strong-field physics in
Fig. 1.2. The agreement of the two pronounced step-like features in the photoelectron
spectrum in Fig. 1.2(a) with the predicted cut-offs at 2Up and 10Up from the three-step
model enables an unambiguous assignment of the low and high energy signals to direct
electron emission [23] and elastic backscattering [5]. Further, the cut-off of the harmonic
emission in Fig. 1.2(b) around 3:17Up + Ip can be associated with the maximal return
energy of electrons prior to recombination [2]. Here, the ponderomotive energy Up reflects
the characteristic energy scale of the electron’s oscillation in the field1 and Ip is the
ionization energy of the atom.
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(a) HATI spectrum from Ar under 40 fs
630 nm pulses at I = 1:2 1014 W=cm2.
Data from [4]. (b) Intensities of harmon-
ics of 1064 nm pulses generated in Xe at
I  3  1013 W=cm2. Data from [8].
Arrows indicate the spectral cut-offs as
predicted by the three-step model.
Schematic representations of the characteristic electron trajectories for these three cases
are shown as insets in Fig. 1.2. Specific properties of the three trajectory classes can be
extracted from the quantitative analysis of representative realizations of the trajectories in
Fig. 1.3(a).
Directly emitted electrons result from ionization before the peak of a laser half-cycle as
such trajectories cannot return to the origin (black curves in Fig. 1.3(a)). Their maximal
yield is reached for emission at the peak of the laser field, where, however, the vector
potential and thus also the final kinetic energy vanish (cf. Fig. 1.3(b)). On the other
hand, for the optimal direct trajectory (bold black curve labeled with 1) with maximal
kinetic energy of 2Up, the ionization probability vanishes due to the negligible electric field.
The second relevant class are recollision electrons which are generated after the peak
of the laser half-cycle and escape after elastic backscattering at the origin (red curves
in Fig. 1.3(a)). The optimal backscattering trajectory (bold red curve with label 2)
returns close to minimum of the vector potential and corresponds to a final energy of
 10Up. Shorter and longer trajectories with respective earlier and later recollisions
result in lower final energies and contribute to the spectral plateau [5]. The possibility
to acquire the same energy via two different trajectories can lead to signatures from
1The ponderomotive energy Up = e2E20=(4me!2) reflects the mean kinetic energy of the quiver motion
of an electron in a continuous field with field strength E0 and frequency ! (for a short derivation see
Appendix A). Here, e and me are the elementary charge and the electron mass, respectively.
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Figure 1.3. Electron emission
within the SMM2. (a) Trajecto-
ries for direct emission (black) and
with one recollision (red) for dif-
ferent birth times (colored dots).
Bold curves reflect optimal trajec-
tories for direct emission 1, elas-
tic backscattering 2 and recombi-
nation 3. Dashed red and black
curves show the evolution of laser
electric field and its vector poten-
tial. White and gray areas vi-
sualize quarter-cycles of the field.
(b) Birth time-dependent final en-
ergies for direct emission (black
curve) and backscattering (solid
red), and recollision energies (solid
blue). Recollision timings are indi-
cated by respective dashed curves.
intracycle interference [24]. The sensitivity of the backscattering process to the field
waveform enables the characterization of the carrier-envelope phase (CEP) of few-cycle
laser pulses [25]. Waveform-controlled backscattering has also been demonstrated utilizing
multi-color [26, 27] and bicircular laser fields [28, 29].
The third relevant class of trajectories reflects recollision electrons that recombine with
the parent ion. The respective optimal trajectory (bold blue curve with label 3) leads to
the highest return energy of  3:17Up and together with the released ionization energy
upon recombination directly yield the famous HHG cut-off law [2] EHHGc = 3:17Up + Ip. A
particularly important aspect of HHG is the generation of attosecond pulses, that enable
metrologies for tracing electronic processes on their natural timescale [30–32]. As the
possible timings of electron recollisions leading to a specific photon energy are confined to
short time intervals (see dashed blue curve in Fig. 1.3(b)) the generated radiation is emitted
in short bursts. For a long pulse, recollisions take place in each half cycle, leading to the
emission of an attosecond pulse train. The corresponding spectrum forms a frequency
comb of odd harmonics [33–35]. The interference of electron trajectories resulting from
adjacent harmonics and coupled by the additional absorption/emission of an infrared (IR)
photon enables the reconstruction of the attosecond pulse train. This concept constitutes
the well-known RABBITT3 technique [34, 36] that also allows the characterization of
attosecond delays in the photoemission from atoms [34, 35], molecules [37] and recently
also solids [38, 39] and liquids [40]. In fact, almost 20 years ago Hentschel et al. stated that
2For the SMM simulations, electrons are generated at the origin with zero initial velocity and are
accelerated by a long laser pulse E(t) = E0 cos(!t) with peak field strength E0 and angular frequency !.
Here, the pulse is assumed long enough to justify the neglect of different field strengths in subsequent
cycles but vanishes at t! 1. Electron trajectories are calculated in one dimension by integrating the
classical equation of motion x(t) =   eme E(t). For electrons returning to the origin elastic backscattering
( _x!   _x) is considered.
3Reconstruction of Attosecond Bursts By Interference of Two-photon Transitions
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a ’straightforward interpretation of spectroscopic data requires isolated, single (attosecond)
pulses’ [30]. Today, such pulses can be generated routinely in many attosecond labs based on
a variety of gating techniques that rely on different approaches. For example, first isolated
attosecond pulses have been generated by selection of the cut-off harmonics generated by
employing CEP-stabilized [41–43] few-cycle pulses [30, 44, 45]. An alternative approach is to
restrict the generation of attosecond bursts to only one half-cycle of the driving field, which
can be achieved via polarization gating [46] or ionization gating [47, 48]4. The availability of
isolated attosecond pulses enabled unprecedented possibilities to probe ultrafast electronic
dynamics, e.g. by the well-established attosecond streaking technique [30, 45, 50–52].
1.2. Strong-field nanophysics
The three crucial processes of electron liberation, propagation and collisions can be sub-
stantially modified when moving from atomic targets to nanostructures. The physical
motivation results from three key aspects that strongly affect the photoemission and are
explained and motivated in the following.
The probably most obvious aspect are the enhanced, inhomogeneous and localized
near-fields, see Fig. 1.4. Here, the first crucial factor is the pure near-field enhance-
ment that on the one hand, allows to initiate HATI processes already at much lower laser
intensities when compared to the atomic case and thus enables to study recollision phe-
nomena at much lower intensities, often below the damage threshold of the nanostructure.
On the other hand, it enables to substantially enhance the acceleration of both direct and
backscattered electrons. Experiments on metal nanotips [15, 18] and isolated dielectric
nanospheres [13, 14] have shown that the near-field enhanced photoemission can still
be modified by the CEP of short pulses. Novel applications of tip-based photoemission
include for example the complete characterization of the optical phase of focused few-cycle
laser pulses [53] and controlled high-contrast switching of photocurrents via terahertz
fields [54, 55]. Another intriguing application is the generation of coherent attosecond elec-
tron pulses that can be employed for near-field mediated quantum coherent manipulation
and reconstruction of free-electron beams [56, 57]. Besides the pure enhancement effect,
also the near-field inhomogeneities can strongly affect the photoemission. Their decisive
impact could be demonstrated experimentally via the quenching of elastic backscattering
if the electrons quiver amplitude exceeds the extension of the local near-field [16, 58] and
via ponderomotive shifts in the emission spectra of direct electrons [59].
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Figure 1.4. Near-field at a tungsten nanotip
with 10 nm apex radius and opening angle
 = 15  under a 5 fs 800 nm few-cycle laser
pulse propagating in z-direction and polar-
ized in x-direction. Gray arrows indicate the
local orientation of the field at the instant of
maximal enhancement. Adapted from [60].
4A detailed overview of the various attosecond pulse generation techniques is given in [49].
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The second aspect are charge interaction effects. As compared to atomic strong-field
photoemission, where typically less than one electron is emitted per atom, the liberation
of multiple electrons from a nanostructure within the same laser-shot can lead to strong
many-electron effects. For example, loss of intercycle coherence was observed for metal
nanotips and dielectric nanospheres in the case of emission of multiple electrons [13, 14, 58].
Another crucial charge interaction effect is the generation of trapping fields that result
from the separation of liberated electrons and residual ions at the surface of a nanostruc-
ture. Previous experiments on dielectric nanospheres support that trapping fields lead to
quenching of direct emission but can result in substantial enhancement of the energies for
electrons emitted via elastic backscattering [13, 14].
The third crucial aspect is the collisional dynamics within the nanostructures. For example,
experiments on metal nanotips revealed that the contrast of HATI peaks is much smaller
as compared to atomic photoemission [15], which is a clear hint at decoherence phenomena
and electron collision processes. In addition, the impact of collisions can be particularly
large for electrons that are generated within the volume, as for example in the case of
linear photoemission by extreme ultraviolet (XUV) fields. Hence, nanostructures can
enable the study of the ultrafast electron transport dynamics within solids, for example
via attosecond streaking.
1.3. Investigated scenarios and aims of this thesis
In this thesis, the implications of the above introduced crucial aspects of photoemission
from nanostructures will be studied via three selected scenarios which are motivated by
recent experiments.
 The first scenario addresses strong-field photoemission from metal nanotips under two-
color laser fields. Here, the specific focus will be on the impacts of the enhancement,
inhomogeneity, and waveform of the near-field on the coherent electron emission.
 As a second scenario, few-cycle driven electron emission from dielectric nanospheres
will be considered in order to inspect the combined impacts of near-fields, charge
interaction and the collisional dynamics.
 In the third scenario, the emission from nanospheres excited by XUV laser pulses
will be studied, where the central aim is to identify the specific impacts of near-field
inhomogeneities and the attosecond electron transport dynamics within the material
on photoemission delays that can be extracted via attosecond streaking.
In the following, the three scenarios are described briefly to motivate the central scientific
questions relevant for this thesis.
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1.3.1. Strong-field photoemission from metal nanotips
In the first scenario, the photoemission from metal nanotips under waveform-controlled
optical two-color fields will be investigated. This scenario is motivated by a recent
nanotip experiment where almost perfect coherent control of the photoemission was
demonstrated [61, 62]. In particular, the emission current could be strongly modulated
via the relative phase between the two spectral components of a two-color laser field
composed of a fundamental and its second harmonic, see Fig. 1.5(a). Already with a very
weak second harmonic of less than 3 % relative intensity with respect to the fundamental,
high phase-contrast up to 97:5 % could be observed, see Fig. 1.5(b). However, so far it is
unclear under which circumstances the modulation is caused by the impact of the second
harmonic on the (quantum) tunneling process or on the (classical) electron propagation.
This motivates to study the quantum and classical aspects of two-color driven electron
rescattering in the enhanced and inhomogeneous near-fields of metal nanotips, which
presents the first particular aim for this thesis.
0
1
2
3
4
5
lo
g
 E
le
c
tr
o
n
 c
o
u
n
ts
 [
H
z
/e
V
]
1
0
6
7
8
9
10
11
5
cut-off
region
only
Nanotip
fundamental
(  )
second
harmonic
(    )
E-E  [eV]
F
6 8 10 124 14
(b)(a)
-
e
relative
phase
Figure 1.5. Coherent photoemission from a tungsten nanotip in two-color laser fields. (a)
Schematic setup of the nanotip experiment. (b) Electron energy spectra measured from a
tungsten nanotip in a two-color laser field composed of an intense 1560 nm pulse and its weak
second harmonic (2:6 % rel. intensity). Gray area: only fundamental. Red/blue curves: two-color
field with relative phase locked at the photocurrent minimum/maximum. Numbers indicate
multi-photon orders of the fundamental. Adapted from [LS2].
1.3.2. Near-field driven photoemission from dielectric nanospheres
In the second scenario, the CEP-controlled strong-field electron emission from isolated
dielectric nanospheres will be investigated. In fact, elastic backscattering from nanostruc-
tures has first been demonstrated for silica nanoparticles [13]. A crucial motivation for
this scenario are previous experiments by Zherebtsov et al. that – besides the impact of
the enhanced near-field – also revealed clear evidence for nonlinear many-particle charge
interaction effects on the CEP-controlled photoemission [13, 14]. In particular, the increas-
ing energy enhancement with intensity far beyond the prediction of the SMM could only
be explained when taking into account charge interaction in corresponding semi-classical
simulations (compare red to black curve in Fig. 1.6(b)). Although the observations could
be associated with charge interaction, the physical picture underlying the additional energy
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Figure 1.6. Electron emission from silica nanospheres under 720 nm 5 fs few-cycle pulses. (a)
Maximum enhancements of the radial near-fields at small and large spheres with respect to the
peak field strength of the incident field (Mie calculations). Black curves illustrate backscattering
trajectories. (b) Intensity-dependence of the measured cut-off energies of electrons emitted from
d  (100  50) nm silica spheres (gray symbols). Curves show respective simulation results
excluding (black) and including charge interaction (red). Dashed gray and black lines illustrate
the classical cut-offs of backscattered electrons for the ponderomotive energies of the incident field
Up and the maximally enhanced local field U locp = 20Up, with peak field enhancement 0 = 1:6.
Data from [13].
gain is not yet fully understood. The present thesis addresses this problem with the aim
to identify how the generation of local trapping fields at the surface of the sphere as well
as the interaction among emitted electrons affect the emission dynamics.
Another open question is how the electron dynamics is affected by propagation effects of the
local near-fields. Theoretical investigations of the electron emission from droplets revealed
that field propagation effects can significantly modify the electron emission (including its
directionality) and enable the generation of relativistic attosecond electron bunches [63, 64].
Former experiments, however, were performed only on dielectric nanoparticles small
compared to the driving wavelength, where field propagation effects are negligible. In this
case, pronounced electron emission was observed along the laser polarization direction. An
interesting perspective is to extend these studies to a size regime where field propagation
effects set in and where the near-field localization can be substantially modified, see
Fig. 1.6(a). A central aim for this thesis is to study the resulting modifications of the
photoemission, especially with respect to its directionality.
1.3.3. Attosecond streaking on dielectric nanospheres
The combination of isolated attosecond pulses with phase-stabilized optical fields enables
the precise analysis of the electron dynamics following linear photoemission via attosecond
streaking, where a particularly intriguing aspect is the accurate characterization and inter-
pretation of photoemission delays [65, 66]. The physical relevance of such delays for the
streaking at nanostructures is still an open question and will be investigated in this thesis.
In the last couple of years, attosecond streaking was utilized extensively to investigate
photoemission delays from atomic [67, 68] and molecular [69] targets. Several experimental
and theoretical studies revealed that the delays essentially arise from the atomic potentials
7
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and thus contain target-specific information such as Eisenbud-Wigner-Smith-type (EWS)
photoemission delays [70–72] as well as contributions from post-interaction dynamics due
to Coulomb-laser coupling (CLC) [73–75].
The idea of the underlying spectroscopic method is illustrated in Fig. 1.7(a) and can be
described classically via the following simplified picture. First, the absorption of a photon
(with energy ~!, where ~ is Planck’s constant) from the attosecond XUV pulse leads to
liberation of an electron at time t0 with an initial momentum p0 that corresponds to the
excess energy E0 = ~!   Ip. After its liberation, the electron is accelerated (’streaked’) by
a synchronized optical streaking field E(t). For a finite pulse (i.e. E(t) = 0 for t! 1)
and neglecting the atomic potential, the final photoelectron momentum
pf(t0) = p0   eA(t0) (1.1)
depends only on the initial momentum p0 and the vector potential A(t) =
R1
t
E(t0)dt0 at
the generation time t0, see blue and red arrow in Fig. 1.7(b). Scanning the XUV-optical
pulse delay t, which corresponds to scanning the generation time t0, therefore enables to
map the vector potential to the experimentally accessible final photoelectron momenta
pf(t) or kinetic energies Ef(t) = pf(t)2=(2me). Hence, attosecond streaking enables
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Figure 1.7. Attosecond streaking. (a) Schematic illustration of the streaking principle. The
target is exposed to an attosecond XUV-pulse (blue) and a synchronized optical pulse (red) with
adjustable delay t. (b) Initial momentum p0 of a liberated photoelectron (blue arrow) and
asymptotic momentum gain p =  eA(t0) from the streaking field (red arrow) for a selected birth
time t0. The red curve shows the respective final momentum in dependence of the generation time
t0. (c) Pulse-delay dependent final energies of photoelectrons with E0 = 10 eV streaked by a weak
streaking pulse as predicted by the simplified classical model (black curve) and a corresponding
quantum simulation5(false color plot). The white dashed curve shows the respective energetic
center of mass. The inset shows the relative streaking delay t.
5For the quantum simulations, the ground state wave function is determined for a Coulombic potential
V0(x) and propagated by numerical integration of the time-dependent Schrödinger equation i~ @@t	(x; t) =h
  ~22m @
2
@x2 + V0(x) + eEXUV(t+ t) + eE(t)
i
	(x; t) taking into account the streaking field E(t) and the
delayed XUV pulse EXUV(t+ t). Asymptotic energy spectra are extracted from the emitted part of the
wave function. The numerical details are described in Section 2.6.
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the direct measurement of light waves of optical fields, which was first demonstrated
experimentally by Goulielmakis et al. [42] and Kienberger et al. [45]. Streaking further
provides a powerful tool to accurately characterize the employed XUV fields via the
FROG-CRAB6 technique [76, 77].
Besides the characterization of both employed fields, attosecond streaking also opens the
door to investigate the dynamics of the target’s valence electrons on their natural time-scale
via photoemission- or streaking-delays [65, 66]. How such delays affect a streaking mea-
surement or simulation can by demonstrated instructively via the following simple example.
While the above described classical picture predicts a streaking trace that directly reflects
the vector potential (black curve in Fig. 1.7(c)), a corresponding quantum simulation that
accounts for the atomic potential yields a more complex streaking spectrogram (false color
plot in Fig. 1.7(c)). The latter exhibits a spectral broadening that is attributed to the
spectral width of the attosecond pulse, and also shows delay-dependent oscillations similar
to the classical prediction. A typical way to analyze such a streaking spectrogram is to
extract its energetic center of mass (white dashed curve) that reveals a delay of around
50 as with respect to the classical result. This delay includes contributions from EWS and
CLC delays and directly reflects the impact of the potential.
At nanostructures, streaking delays can be substantially modified due to near-field inho-
mogeneities and the attosecond electron transport dynamics in the material. In contrast
to the atomic case, where the streaking field is homogeneous and affects the photoelectron
directly after its liberation (see Fig. 1.8(a)), streaking from a surface may be fundamentally
different. For example, for a metal, where the external streaking field is screened7, the
streaking begins only after the electron has escaped from the surface, see Fig. 1.8(c). In
this case, the final electron momentum pf(t0) = p0   eA(t0 + ttrans) is determined by the
vector potential at the escape time and results in a streaking delay t = ttrans that is
associated with the transport to the material’s surface. Such transport delays have been
demonstrated experimentally for clean and adlayer-covered metallic surfaces [78–80] and
only recently also for a semi-conductor [81]. However, the microscopic aspects of the
material-specific transport, for example the impacts of elastic and inelastic electron-atom
collisions, were so far not explored in detail for such streaking experiments.
vacuum
metal
vacuum
dielectric
vacuum(a) (b) (c)
Figure 1.8. Schematic illustration of attosecond streaking on an atomic target (a) and on the
surfaces of a dielectric (b) and a metal (c). After ionization by the XUV pulse (blue) the electron
is streaked by the (near-)field of the optical pulse (red).
6Frequency-Resolved Optical Gating for Complete Reconstruction of Attosecond Bursts
7More precisely, the field component normal to the surface.
9
1. Introduction
In this thesis it will be shown that streaking by the internal fields within a dielectric is
important (see Fig. 1.8(b)) and enables to draw conclusions about the inelastic mean free
path (IMFP) of electrons in the material. This can be of large relevance for many research
fields ranging from material science to biology or medicine. For example, the impact of
inelastic electron-atom scattering and specifically the associated generation of secondary
electrons via impact ionization are key for laser nanomachining [82] but can also restrict
light-driven electronics due to rapid carrier multiplication [22]. The latter can also cause
radiation-induced DNA damage [83–86]. As illustrated in Fig. 1.9, inelastic scattering of
photoelectrons that are generated in the tissue by incident high energy radiation results in
so-called ’low energy electron tracks’ that can severely damage the DNA helix. However,
direct experimental characterization of IMFPs in the relevant low energy range (. 50 eV)
has so far not been demonstrated.
Figure 1.9. Schematic illustration of radiation-
induced DNA damage. Ionizing radiation (high
energy electrons or photons, purple) can gen-
erate low-energy electron tracks (blue). Dark
blue circles mark inelastic scattering events re-
sulting in the generation of secondary charges
via impact ionization. Tracks ending at and in-
teracting with the DNA double helix can cause
strand breaks or base damage (as indicated).
From [86].
So far, a major obstacle for streaking experiments on dielectric surfaces was space-
charge accumulation which impedes or at least contaminates the required delay resolved
measurement of streaking spectrograms. Only recently the space-charge problem has been
resolved in experiments performed by the groups of Matthias F. Kling and Francesca
Calegari, who employed a jet of isolated dielectric nanospheres to provide fresh targets
for each laser shot, enabling the first measurement of attosecond streaking at a dielectric.
The physical interpretation of the observed streaking delays is subject of the theoretical
analysis presented in this thesis. The central aim is to identify how and to what extend
the near-fields at and the collisional dynamics within a nanosphere affect the observed
streaking delays. A particularly relevant aspect of the analysis will be to explore how
IMFPs can be characterized directly via streaking experiments and if this method is
generally applicable to arbitrary materials.
Structure of the thesis
As a starting point, the theoretical framework for the employed semi-classical and quantum
simulations is described in Chapter 2. Classical and quantum signatures of coherent
photoemission from metal nanotips in two-color fields are investigated in Chapter 3. Key
aspects of strong-field driven electron dynamics in small dielectric nanospheres are analyzed
in Chapter 4 for a typical reference scenario. In addition, charge interaction effects on the
strong-field electron emission are discussed. Chapter 5 is dedicated to field propagation of
the linear near-fields at large dielectric nanospheres and their translation to the electron
emission directionality. The studies of the charge transport dynamics within dielectric
nanospheres via attosecond streaking are presented in Chapter 6. Finally, Chapter 7
contains a summary of the key results and develops an outlook for future research.
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This chapter is dedicated to the theoretical methods employed to simulate the ultrafast
electron dynamics in dielectric nanoparticles and metal nanotips under intense near-infrared
(NIR) and XUV laser pulses. In general, such systems are fully described by highly corre-
lated many-particle wave functions and their dynamics is determined by the time-dependent
Schrödinger equation (TDSE). However, for the considered scenarios numerical solutions of
the TDSE for the full problems are neither possible (even on modern supercomputers) nor
insightful as it is unclear if the relevant physics can be extracted from the highly correlated
wave functions. Hence, instructive theoretical models require reasonable approximations.
Based on the idea of Corkum’s three-step model, a common approximation in strong-field
physics is to treat the dynamics of liberated electrons classically and include quantum
effects (e.g. the tunneling step) via appropriate rates that can be extracted from simplified
quantum models or experiments.
Following the above approach, in this work the electron dynamics in dielectric nanospheres
is modeled semi-classically, where a classical electron trajectory reflects the motion of the
respective quantum wave packet’s center of mass. For the considered scenarios with many
active electrons, the neglect of quantum interferences is justified, as interaction will lead to
rapid dephasing of individual quantum trajectories. This assumption is substantiated by
the lack of HATI features in the spectra measured in receptive nanoparticle experiments1.
The comprehensive semi-classical description requires addressing three key challenges: First,
the evaluation of the local near-fields including field propagation and charge interaction.
Second, a proper treatment of near-field driven ionization as well as electron impact
ionization. Third, the description of charge transport within the dielectric material. After
a brief description of the main ingredients for the semi-classical model in Section 2.1,
the approaches used to meet these requirements are discussed in detail in Section 2.2 to
Section 2.4. Section 2.5 contains an outline of technical details regarding optimization and
parallelization of the simulation code for efficient utilization of modern supercomputers.
Note that most of the descriptions will be exemplified for the case of SiO2 that is mainly
studied in this work. Finally, Section 2.6 is dedicated to the description of a simplified
quantum model that is employed to investigate the quantum aspects of coherent electron
emission from metal nanotips.
2.1. The semi-classical model
The electron dynamics at the dielectric nanospheres is simulated via the semi-classical
trajectory-based Mean-field Mie Monte-Carlo (M3C) model. The latter provides a
continuum description of the local near-fields at a laser-excited nanosphere and a quasi-
1Only in the regime with . 1 electron per pulse experimental results from nanotips support substantial
quantum coherence [15].
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microscopic description of the electron motion via classical trajectories. Quantum effects
such as ionization of the initially neutral dielectric sphere via tunneling or single-photon
ionization as well as electron-atom scattering within the material are included via effective
rates extracted from simplified quantum models. Please note that conceptually similar
simulation models have been utilized also for studying metallic nanotips [87]. A typical
simulation scenario and the implementation of the model are illustrated schematically in
Fig. 2.1. Before describing the details of the model its three key ingredients are briefly
outlined in the following.
The first part of the model addresses the description of the local near-fields within and
outside of the dielectric sphere ( 1 in Fig. 2.1) that include two separate contributions.
First, the linear near-field including the incident (NIR or XUV) laser pulse as well as the
induced linear-response polarization field of the sphere. This contribution is calculated by
a spectral decomposition of the respective incident laser pulse in modes which are then
treated with the analytic Mie solution of Maxwell’s equations for a sphere. The second
contribution includes the Coulomb fields among free charges (liberated electrons and resid-
ual ions) and the sphere’s polarization that is induced by the free charges. This nonlinear
contribution to the near-field is included as an effective mean-field that is evaluated in
electrostatic approximation via high-order multipole expansion. Hence, field retardation is
only included in the linear-response contribution.
The second key ingredient of M3C is the generation of classical electron trajectories via
three different ionization channels ( 2 in Fig. 2.1). First, tunneling of electrons from the
dielectrics surface that is driven by the combined linear NIR near-field and the nonlinear
mean-field. Second, XUV mediated photoionization within the sphere volume and third,
impact ionization due to inelastic interband excitations, resulting in the generation of
secondary electrons.
The third part addresses the classical motion of liberated electrons ( 3 in Fig. 2.1). Their
dynamics is mediated by the combined NIR near-field and the mean-field. Material-specific
transport is taken into account via elastic and inelastic electron-atom scattering inside the
dielectric.
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Figure 2.1. The M3C model. (a) Illustration of a typical simulation scenario. Linear near-fields
(blue, red) generated by non-resonant excitation via XUV and NIR laser pulses. White dots mark
ionization sites of electron trajectories (black arrows). (b) Visualization of the M3C model.
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2.2. Description of the spatio-temporal near-fields
In general, the evolution of the electric field E(r; t) and magnetic flux density B(r; t) of
an electromagnetic field is described by the microscopic Maxwell equations [88]
r  E = %
"0
(2.1)
r B = 0 (2.2)
r E =   _B (2.3)
rB = 0
h
j + "0 _E
i
; (2.4)
with vacuum permittivity "0, vacuum permeability 0, charge density %(r; t) and current
density j(r; t). To model the considered scenario of a dielectric sphere under a strong laser
pulse it is necessary to describe both its polarization mediated by the incident field as well
as effects induced by free charges. Therefore, it is convenient to separate the charge and
current densities
% = %fastb + %
slow
b + %f (2.5) j = j
fast
b + j
slow
b + jf (2.6)
into contributions from bound and free charges, indicated with subscripts ’b’ and ’f’,
respectively. The key idea is to further separate the bound charge and current densities
into two contributions based on the timescale of the processes that cause the corresponding
polarization. The first contribution is associated with the fast polarization (and magneti-
zation) of the material by the incident laser field. The second contribution reflects the
slow response of the sphere to the free charges. Similarly, also the fields can be separated
into two contributions via E = E fast + E slow and B = Bfast +Bslow. The linearity of the
Maxwell equations (or more precisely the linearity of the divergence and curl operators)
allows to associate the ’slow’ bound charges with the ’slow’ fields and the ’fast’ bound
charges and the free charges with the ’fast’ fields. This yields two separate sets of Maxwell
equations, where the first set
r  E fast = %
fast
b
"0
(2.7)
r Bfast = 0 (2.8)
r E fast =   _Bfast (2.9)
rBfast = 0
h
jfastb + "0
_E fast
i
(2.10)
describes the evolution of the incident laser field and the respective fast polarization
response. Within this work, this first set of equations is treated in linear response, yielding
the linear near-field as discussed in detail in Sec. 2.2.1. The second set
r  E slow = %
slow
b + %f
"0
(2.11)
r Bslow = 0 (2.12)
r E slow =   _Bslow (2.13)
rBslow = 0
h
jslowb + jf + "0
_E slow
i
(2.14)
reflects the Coulomb fields induced by the free charges as well as the spheres slow polariza-
tion response to the free charges. As outlined in detail in Sec. 2.2.2 the respective electric
field is approximated as an effective nonlinear mean-field that reflects the additional charge
interaction effects. Please note that from here on the superscripts ’slow’ and ’fast’ will be
skipped for the sake of readability.
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2.2.1. The linear near-field
The first set of Maxwell equations (Eq. 2.7–2.10) describes the evolution of the linear
response fields of a (neutral) medium without free charges in the presence of an external
electromagnetic field. The charge and current densities of the bound charges are connected
to the polarization P and magnetization M of the material via
%b =  r  P (2.15) jb = rM + _P : (2.16)
Inserting Eq. 2.15 and Eq. 2.16 into the Maxwell equations (Eq. 2.7–2.10) and using the
definitions of the displacement D and magnetic field H
D = "0E + P (2.17) H =
B
0
 M (2.18)
yields the macroscopic Maxwell equations in the absence of free charges and currents
r D = 0 (2.19)
r B = 0 (2.20)
r E =   _B (2.21)
rH = _D: (2.22)
Considering a homogeneous, linear, and isotropic medium, the fields E and B can be
related to the (generating) fields D and H via the constitutive relations
D = "0"rE (2.23) B = 0rH ; (2.24)
with constant (scalar) relative permittivity "r and relative permeability r. Making use of
the vector identity rrV = r(rV ) r2V allows to derive the Helmholtz equations
r2   1
c2
@2
@t2

E = 0 (2.25)

r2   1
c2
@2
@t2

H = 0; (2.26)
where c = 1=p"0"r0r is the speed of light in the medium. It is easy to show that plane
waves
E(r; t) = E0ei(kr!t) (2.27) H(r; t) = H0ei(kr!t) (2.28)
solve the wave equations if they fulfill the dispersion relation k = !=c between wave
number k and angular frequency !. In that case the wave equations can be expressed asr2 + k2E = 0 and r2 + k2H = 0: (2.29)
Scattering of a plane wave by a sphere
Scattering of a plane wave at a sphere is a fundamental problem in electromagnetic scat-
tering theory. In contrast to the general problem of light scattering at arbitrary particles,
spherical symmetry allows for an analytical solution to Maxwell’s equations as introduced
in the famous work by Gustav Mie [89] published in 1908. Since then, the solution to
the problem has been thoroughly discussed in many electromagnetic theory books (see
e.g. Stratton [90] or Bohren & Huffman [91]) and will therefore not be described in detail
here. However, for the sake of completeness, the main steps are briefly outlined in close
analogy to the discussion in [91]. For convenience, the following discussion is tailored to
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the specific scenarios investigated within this thesis where the sphere is considered to be
non-magnetizable (r = 1) and in vacuum.
Starting point is the problem of finding an electromagnetic field that satisfies the wave-
equations Eq. 2.29 in a linear, isotropic, and homogeneous medium. It can be shown that
this difficult problem can be translated to a simpler one by introducing a scalar function
 and two vector functions
M = r (c ) and N = rM
k
(2.30)
with an arbitrary constant vector c. The trick is that both vector functions satisfy vector
wave equations similar to Eq. 2.29 if  is a solution to the scalar wave equationr2 + k2 = 0: (2.31)
The comparably much simpler task of finding a solution for  then also generates the
two vector functions. The generating function  and a useful choice for the constant
vector c depend on the symmetry of the particular problem. For spherical symmetry,
choosing c = r results in the vector functions being solutions to the vector wave equation
in spherical coordinates. The remaining task then boils down to finding solutions to
the respective scalar wave equation also expressed in spherical coordinates. The typical
textbook ansatz for problems with spherical symmetry via separation of the variables
 (r; ; ) = R(r)()() (2.32)
yields two linearly independent odd and even solutions
 o
eml =
sin
cos (m)P
m
l (cos )Jl(kr): (2.33)
Here, Pml (cos ) are the associated Legendre functions of first kind with degree l and order
m and Jl(kr) are spherical Bessel functions of either first, second or third type. The
spherical Bessel functions of second and third type are often referred to as Neumann and
Hankel functions and are denoted as Yl(kr) and Hl(kr), respectively. The choice of the
particular type depends on the boundary conditions of the considered problem. Plugging
the solutions for the generating function into the definitions of the vector functions in
Eq. 2.30 yields the respective vector spherical harmonics2
M o
e l = 
1
sin 
JlPl
cos
sin  er   Jl
@Pl
@
sin
cos e (2.34)
N o
e l =
l(l + 1)
kr
JlPl sincos er +
1
kr
[krJl]
0 @Pl
@
sin
cos e 
1
kr sin 
[krJl]
0 Pl cossin  e; (2.35)
expressed in components of the spherical coordinate unit vectors er, e and e. Any
solution to the wave equations can be expanded into an infinite series of the above four
solutions3.
2Here, only solutions for m = 1 are shown, as all other solutions vanish in the considered scenario.
3This follows from the completeness of the sin, cos, associated Legendre and spherical Bessel functions.
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For the considered scenario of a plane wave scattered by a sphere it is convenient to
decompose the electric and magnetic fields into the incident parts (E i;H i) and reflected
parts (E r;Hr) outside the sphere and the transmitted parts (E t;H t) inside the sphere
and to express all fields as expansions into vector spherical harmonics. For an incident
plane wave propagating in z-direction (i.e. k = kez) and being polarized in x-direction
the expansions of the electric and magnetic fields read
E i = eikzex =
1X
l=1
il
2l + 1
l(l + 1)
(M ol   iN el) (2.36)
H i =
k
!
eikzey =
 k
!
1X
l=1
il
2l + 1
l(l + 1)
(M el + iN ol): (2.37)
Similarly, the reflected and transmitted fields can be expressed as
E r =
1X
l=1
il
2l + 1
l(l + 1)
(ialN
(3)
el   blM (3)ol ) (2.38)
Hr =
k
!
1X
l=1
il
2l + 1
l(l + 1)
(iblN
(3)
ol + alM
(3)
el ) (2.39)
E t =
1X
l=1
il
2l + 1
l(l + 1)
(clM ol   idlN el) (2.40)
H t =
 p"rk
!
1X
l=1
il
2l + 1
l(l + 1)
(dlM el + iclN ol): (2.41)
For the transmitted fields the wavenumber is replaced by the wavenumber in the mediump
"rk in the prefactor for H t and in the vector spherical harmonics. For the incident and
transmitted fields, Bessel function of first type (Jl) are required to assure finite solutions
at r ! 0 as the Neumann and Hankel functions diverge at the origin. The reflected fields
must vanish at infinity (r !1) which is a property of the Hankel functions Hl. Their
usage is denoted by the superscript (3) at the respective vector spherical harmonics in
Eq. 2.38 and Eq. 2.39. The expansion coefficients for the reflected fields (al and bl) and
the transmitted fields (cl and dl) are calculated from the interface conditions
[E i + E r] er = E t  er and [H i +Hr] er = Ht  er (2.42)
that reflect the continuity of the tangential fields at the surface of the sphere. Plugging
the six expansions (Eq. 2.36 – Eq. 2.41) into the boundary conditions results in two pairs
of inhomogeneous equations (one for the  and  components of each field). Solving this
system yields the expansion coefficients
al =
"rJl(
p
"r%) [%Jl(%)]
0   Jl(%)
p
"r%Jl(
p
"r%)
0
"rJl(
p
"r%) [%Hl(%)]
0  Hl(%)
p
"r%Jl(
p
"r%)
0 (2.43)
bl =
Jl(
p
"r%) [%Jl(%)]
0   Jl(%)
p
"r%Jl(
p
"r%)
0
Jl(
p
"r%) [%Hl(%)]
0  Hl(%)
p
"r%Jl(
p
"r%)
0 (2.44)
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cl =
Jl(%) [%Hl(%)]
0  Hl(%) [%Jl(%)]0
Jl(
p
"r%) [%Hl(%)]
0  Hl(%)
p
"r%Jl(
p
"r%)
0 (2.45)
dl =
p
"rJl(%) [%Hl(%)]
0  p"rHl(%) [%Jl(%)]0
"rJl(
p
"r%) [%Hl(%)]
0  Hl(%)
p
"r%Jl(
p
"r%)
0 ; (2.46)
where [: : :]0 denotes the derivative of the expression within the brackets with respect to
the argument of the respective Bessel function. The coefficients signify that the linear
near-field
EMie(r; !; R; "r) =
 E i + E r for r > R
E t for r  R (2.47)
at a dielectric sphere (for a given frequency) only depends on the relative permittivity "r
of the sphere and the dimensionless propagation parameter
% = kR =
2R

(2.48)
that sets the sphere’s radius R in proportion to the incident fields wavelength .
Spectral decomposition for finite pulses
The obtained Mie solutions EMie reflect the spatial mode structure of the linear near-field
for a single frequency. In order to describe the linear near-field of a sphere under finite
laser pulses, the Mie solutions are combined with a spectral decomposition of the incident
field. Therefore, the incident pulses are described by spectral mode decomposition based
on the complex electric field in the Fourier domain
E(r; !) = E0f(!)eikre i'(!); (2.49)
where E0 reflects the field’s peak amplitude and with spectral amplitude profile f(!),
spectral phase '(!) and the spatial mode eikr. In this work, pulses are considered to have
a Gaussian amplitude spectrum
f(!) =
1
!
e 
1
2(
! !0
!
)
2
(2.50)
with spectral width ! = 2
p
ln2

defined by the full-width at half-maximum (FWHM)  of
the temporal intensity envelope. The spectral phase
'(!) = 'ce +

2
(!   !0)2 (2.51)
includes the CEP 'ce and a linear chirp4 quantified by the chirp parameter . Similar to the
incident field, also the linear near-field of a sphere can be expressed via spectral decomposi-
tion when replacing the plane wave spatial modes by the previously discussed Mie-solutions.
The spatio-temporal evolution of the electric field is obtained by the Fourier transform
E(r; t) = 1
2
1p
2
1Z
 1
E(r; !)e i!td! + c:c: (2.52)
4Note that a linear temporal chirp corresponds to a parabolic spectral phase.
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and allows to calculate the local instantaneous field strength. In the numerical simulations,
the integral is evaluated by discretizing frequency space (see Fig. 2.2(a)) such that all
relevant spectral components are included and with spectral resolution ! being sufficiently
small to suppress short revival times Trev = 2=! of the pulses (cf. Fig. 2.2(b)).
TimeFrequency
(b)(a)
Revival time
Figure 2.2. Schematic representation of the spectral pulse decomposition. (a) Spectral profile
f(!) of a finite pulse (red shaded) and for a continuous wave (gray line). Red lines visualize
the discretization for the numerical implementation. The spectral resolution ! = 2=Trev
determines the revival time Trev of the corresponding pulses in the time-domain. Please note
that recurring pulses are only an artifact of the discretization. In the continuous limit ! ! 0
the revival time becomes infinite, i.e. the spectrum f(!) corresponds to one isolated pulse. (b)
Corresponding time-dependent fields.
The instantaneous NIR near-field is calculated when evaluating tunnel ionization (cf.
Sec. 2.3.1) and for the integration of the classical trajectories (cf. Sec. 2.4). The evaluation
of XUV-induced photoionization (cf. Sec. 2.3.2) also requires the instantaneous spectral
profile. Therefore, the combined spectral and temporal evolution of the local intensity is
characterized by the Wigner distribution [92–94]
W (r; t; !) =
"0c0
2
1
2
1Z
 1
E(r; ! + !
0
2
)E(r; !   !
0
2
)e i!
0td!0: (2.53)
Typical Wigner distributions for unchirped and chirped XUV pulses propagating in vacuum
are visualized in Fig. 2.3(a,b). While the distribution is symmetric in the unchirped case,
the Wigner distribution for the chirped pulse exhibits a clear distortion that can be
quantified via the spectral and temporal centers of mass (dashed and solid black curves).
The latter reflects the spectral arrival time tXUVvac (Eph) of the intensity envelope and
reveals that low frequency components arrive before high frequency components for the
selected chirp. In the unchirped case all frequency components arrive at the same time.
The local intensity evolution (Fig. 2.3(c,d)) and spectral intensity profile (Fig. 2.3(e))
I(r; t) =
1Z
 1
W (r; t; !)d! (2.54) I(r; !) =
1Z
 1
W (r; t; !)dt (2.55)
follow from frequency and time integration over the respective Wigner distributions.
The Wigner distributions will be used to evaluate the spectral photoionization rate (cf.
Sec. 2.3.2) and to analyze the impact of the XUV chirp on the attosecond streaking from
nanospheres (cf. Sec. 6.2.3).
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2.2.2. The nonlinear mean-field
So far, only the strategy for evaluating the linear near-field at a neutral dielectric sphere
under an external laser field has been described. However, free charges (liberated electrons
and residual ions) that are generated upon ionization of the sphere generate two additional
nonlinear contributions to the near-field: First, the Coulomb fields among the free charges
and second, the additional polarization of the dielectric sphere mediated by the free charges.
In this work, the interaction of free charges is evaluated in mean-field approximation.
Hence, evaluating both Coulomb interaction and sphere polarization requires to solve the
second set of Maxwell equations (Eq. 2.11 – Eq. 2.14). Under the assumption that field
retardation effects are negligible for the considered scenarios this problem can be treated
in electrostatic approximation. In this case the problem reduces to finding solutions to the
divergence equation for the electric displacement field that (using Eq. 2.15 and Eq. 2.17)
can be expressed as
r D = %f: (2.56)
When considering the dielectric sphere as a linear medium with spatially inhomogeneous
permittivity "r(r) (such that D = "0"r(r)E , cf. Eq. 2.23), the divergence equation can be
written in the form
r  ["r(r)E ] = %f
"0
: (2.57)
For a homogeneous dielectric sphere with radius R and surrounded by vacuum the relative
permittivity can be written as
"r(r) =

"r for r  R
1 for r > R (2.58)
and leads to the two divergence equations
r  Eout = %f
"0
(2.59) r  E in = %f
"0"r
(2.60)
for the fields outside and inside of the sphere, respectively. In electrostatic approximation,
where the electric field is conservative, introducing the electrostatic potential (r) via
E =  r leads to the two corresponding Poisson equations
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out =  %f
"0
(2.61) in =   %f
"0"r
: (2.62)
The electrostatic potential is generated by the free charges and also includes the static
polarization of the medium induced by the free charges via the relative permittivity. It
has to fulfill the respective Poisson equation in and outside of the sphere and must match
the interface conditions5
in(R) = out(R) (2.63) "r
@
@r
in(R) =
@
@r
out(R) (2.64)
at the surface. In the following, an efficient approximate solution to the Poisson equation
via high-order multipole expansion, the matching at the interface, and the numerical
aspects of the implementation are briefly outlined.
Solution to the Laplace equation in spherical coordinates
An electrostatic potential (r) that is a solution to the Poisson equation Eq. 2.61 also has
to solve the Laplace equation  = 0 at any point where %f = 0. Therefore, instead of
directly solving the Poisson equation, it is convenient to first find a solution to the Laplace
equation. A separation ansatz similar to Eq. 2.32 yields that the formal solution of the
Laplace equation (in spherical coordinates) can be expressed as the series expansion
(r) =
1X
l=0

Alr
l +Blr
 (l+1)Pl(cos ); (2.65)
where Pl(cos ) are the Legendre polynomials and  reflects the angle between r and the
z-axis. The expansion coefficients Al and Bl depend on the boundary conditions of the
particular problem.
Potential of a point charge as series expansion
To derive the potential of a free point charge qi located at ri within a homogeneous
medium with permittivity "r, the expansion coefficients Al and Bl can be evaluated by
matching the solution of the Laplace equation to the electrostatic potential following from
Coulomb’s law (r) = 1
4"0"r
qi
jr rij . The obtained potential solves the Poisson equation and
can be expressed via
(r; ri) =
qi
4"0"r
1X
l=0
rl<
rl+1>
Pl(cos rri): (2.66)
In this notation, the subscripts < and > indicate the respective smaller and larger radius,
i.e. r< = r and r> = ri for r < ri and vice versa. The angle rri reflects the angle between
the vectors to the charge and the sample point. Following from the solution for a single
point charge, the solution for an ensemble of n point charges qi located at ri is given by
5These conditions follow directly from the well-known interface conditions of Maxwell’s equations
er  (Eout   E in) = 0 and er  (Dout  Din) = 0 (in the absence of surface charges).
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superposition of the individual potentials
(r) =
nX
i=0
(r; ri) (2.67)
=
1
4"0"r
1X
l=0
"X
rir
qi
rli
rl+1
+
X
ri>r
qi
rl
rl+1i
#
Pl(cos rri); (2.68)
where the left and right sum within the brackets include all charges with ri  r and ri > r,
respectively.
Transition to the potential in the vicinity of a dielectric sphere
Having found a particular solution of Poisson’s equation for point charges within a
homogeneous medium, the remaining task is to derive the solution for a distribution of
point charges in and outside of a dielectric sphere that is surrounded by vacuum. In
order to fulfill the interface conditions at the sphere surface, the solution is constructed
from the particular solution of Poisson’s equation (Eq. 2.68) and the general solution of
Laplace’s equation (Eq. 2.65). As the solution needs to vanish for r !1, the coefficient
Al in Eq. 2.65 must be zero when sampling the potential outside of the sphere (due to
the rl dependence of the respective term). Similarly, Bl needs to be zero when sampling
the inside potential to ensure finite solutions for r ! 0. With these requirements, the
constructed solutions for the potential in- and outside of the sphere read
in(r) =
1X
l=0
X
riR
rir
qi
4"0"r
rli
rl+1
+
X
riR
ri>r
qi
4"0"r
rl
rl+1i
+
X
riR
Al;ir
l
| {z }
charges inside
+
X
ri>R
Cl;ir
l
| {z }
charges outside

Pl(cos rri)
(2.69)
and
out(r) =
1X
l=0
X
ri>R
rir
qi
4"0
rli
rl+1
+
X
ri>R
ri>r
qi
4"0
rl
rl+1i
+
X
ri>R
Dl;ir
 (l+1)
| {z }
charges outside
+
X
riR
Bl;ir
 (l+1)
| {z }
charges inside

Pl(cos rri):
(2.70)
The four expansion coefficients
Al;i =
qi
4"0
(l + 1)("r   1)
(1 + "r)l + 1
rli
R2l+1
(2.71)
Bl;i =
qi
4"0
2l + 1
(1 + "r)l + 1
rli (2.72)
Cl;i =
qi
4"0
2l + 1
(1 + "r)l + 1
1
rl+1i
(2.73)
Dl;i =
qi
4"0
l(1  "r)
(1 + "r)l + 1
R2l+1
rl+1i
(2.74)
can be derived from the interface conditions (Eq. 2.63 and Eq. 2.64). With these coefficients,
the potential for a given distribution of charges and thus also the mean-field Emf(r) =
 r(r) can be calculated at any point r. Obviously, this requires the summation over
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all charges and one evaluation of the Legendre polynomial Pl(cos rri) per charge which is
numerically particularly demanding. In a typical simulation, where the potential needs to
be evaluated at the positions of all n charges, the direct evaluation of the potential thus
results in unfeasible numerical effort of the order O(n2). The strategy for a more efficient
numerical implementation is based on lookup tables (LUTs) and is now briefly outlined.
The Legendre polynomials can be written as
Pl(i) =
l=2X
s=0
( 1)s (2l   2s)!
(l   s)! (l   2s)! s! 2l| {z }
Lls
ki ; (2.75)
with i = cos(rri) =
xxi+yyi+zzi
rri
and k = l   2s. Hence, the only task is to evaluate ki
which can be achieved via the multinomial expansion
ki =

xxi + yyi + zzi
rri
k
(2.76)
=
kX
q=0
qX
p=0

k
q

q
p

| {z }
Mkqp
xk q yq p zp
rk
xk qi y
q p
i z
p
i
rki
; (2.77)
with the multinomial coefficient Mkqp = k!(k q)!(q p)!p! . Using this, the first term of the
potential in Eq. 2.69 (this term is chosen here for simplicity, all other terms follow
analogously) can be written in the form
1in(r) =
1
4"0"r
1X
l=0
l=2X
s=0
k=l 2sX
q=0
qX
p=0
LlsMkqp
xk q yq p zp
rl+k+1
X
riR
rir
qi
xk qi y
q p
i z
p
i
rk li| {z }
Slkqp(r)
: (2.78)
This representation reveals why the multipole expansion is very attractive for numerical
simulations. In principle, all variables related to the charges (xi, yi, zi and qi) are ’decoupled’
from the position where the potential is evaluated (x, y and z). The only coupling appears
in the summation, where in this case only charges with ri  r are taken into account.
For a given distribution of charges, the sum Slkqp(r) for a specific set of [l; k; q; p] only
depends on the radial coordinate r. Hence, it is very convenient to precalculate Slkqp(r) in
dependence of r, store the results in radial lookup tables, and extract the necessary table
entry upon evaluation of the potential for a specific r. The strategy for the implementation
is schematically sketched in Fig. 2.4 and visualizes the three required steps. First, all
charges are injected into the lookup table, i.e. qixk qi y
q p
i z
p
i =r
k l
i is added to the respective
radial bin for each charge. This operation obviously requires one loop through the full
list of charges and thus scales linearly with the number of charges (O(n)). In the second
step, a cumulative sum of the LUT is calculated in order to reflect the summation over
the charges with ri  r for each individual bin of the LUT. A second LUT containing the
cumulative sum from the right needs to be calculated in order to store the summation
over charges with ri > r. Evaluation of the two cumulative sums requires to loop over the
number of LUT entries, which is in typical simulations one or two orders of magnitude
22
2.2. Description of the spatio-temporal near-fields
--- - - -
0 1 2 3 4 5 6 7 8 9
radius
insert
charges
build cumulative LUT
extract LUT data at sample position
-
1
2
3
Figure 2.4. Sketch of the numerical im-
plementation of the multipole expansion.
First, all charges are injected into the re-
spective LUT bins for their radii ri. Second,
a cumulative sum is build. Third, to evalu-
ate the potential (r) the required value of
Slkqp(r) can be extracted from the respec-
tive bin of the cumulative LUT.
lower than the number of charges and thus negligible for the numerical effort. In the third
step, upon evaluation of the potential at a given position r the respective LUT entries are
extracted. The evaluation of the potential for each charge in the simulation obviously also
scales linear with the number of charges, such that the overall computational cost is of the
order O(2n).
Numerical restrictions of the multipole expansion
The numerical implementation of the multipole expansion requires to cut the expansion at
a finite maximal order lmax. While a higher maximal order decreases truncation errors in
the calculated mean-field, both calculation time and required physical memory increase
rapidly since the number of required LUTs scales nonlinear with lmax, see Fig. 2.5. Hence,
the efficient numerical evaluation of the mean-field requires to determine the sweet-spot
between accuracy and numerical effort. For the simulations in this work a maximal
expansion order of lmax = 10 was used and it was checked that all simulation results were
converged with respect to the expansion order.
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Figure 2.5. Total number of lookup tables in
dependence of the maximal multipole expansion
order (blue dots). The blue curve is a guide
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for lookup tables with 50; 000 entries (storing
64 bit double-precision floating-point values) as
used in typical simulations. The dashed black
lines indicate 1 MByte and 1 GByte of memory.
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2.3. Field-driven ionization
When an atom is exposed to a laser field with photon energy ~! larger than the atoms
ionization energy Ip, the atom may be ionized by absorption of a single photon. Upon
such single-photon ionization, an electron is liberated with excess energy ~!   Ip. If
the photon energy is below the ionization energy, absorption of a single photon is in-
sufficient to lift a bound electron into the continuum. However, when applying strong
laser fields, ionization is still possible. In this case the typical picture to describe the
ionization mechanism depends strongly on the laser intensity I0. For low intensities,
where the strength of the laser electric field is small compared to the field that binds
the electron to its ion, the absorption of n photons is necessary to overcome the binding
potential (n~! > Ip), see Fig. 2.6(a). This multiphoton ionization can be described conve-
niently by means of perturbation theory that predicts an ionization rate proportional to In0 .
The perturbative picture breaks down when the electric field strengths of laser and ion
become comparable. In this case, the effective potential Veff = Vion + Vlas formed by the
combined ionic potential Vion and the potential Vlas mediated by the laser field, can be
substantially deformed such that a finite barrier is formed, see Fig. 2.6(b). The probability
for a bound electron to tunnel through this barrier depends mainly on the shape of the po-
tential and particularly on the barrier width. For arbitrary shapes the respective ionization
rate can be derived within WKB approximation. For atomic tunneling a widely utilized
tunneling rate has been derived by Ammosov, Delone and Krainov [95], where the re-
spective ADK rate6  ADK  exp

 25=2I3=2p
3E

scales highly nonlinear with the field-strength.
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Figure 2.6. Photoionization regimes. (a) Multiphoton regime, where electrons are liberated
from the ionic potential (dashed black) by absorption of multiple photons (red arrows). The
laser field only acts as a weak perturbation to the ionic field, resulting in an almost unperturbed
effective potential (solid black). (b) Tunneling regime, where the strong laser field deforms the
ionic potential creating a finite tunneling barrier in the effective potential. (c) Keldysh parameter
 in dependence of laser intensity for Ip = 9 eV for two wavelength (as indicated). The dashed
gray line separates the multiphoton regime ( 1) and the tunneling regime ( . 1). Gray areas
indicate the regions of interest (roi) for the strong-field and streaking scenarios considered in this
work.
6Note that the rate is given in atomic units.
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Atomic photoemission is often described following the famous work of Keldysh [1] that
connects the regimes of multiphoton ionization and ionization via field-induced tunneling.
Introducing the dimensionless Keldysh parameter
 =
s
Ip
2Up
; (2.79)
that sets the relevant energy scales of atom (Ip) and laser field (Up) into proportion, allows
to roughly estimate the relevant regime for a specific scenario. Typically, ionization is
treated in the multiphoton regime for  1, while tunneling is considered for  . 1.
Near-field driven ionization in dielectric nanospheres
In M3C, atomic ionization is considered for a convenient description of the ionization of
the initially neutral dielectric spheres. Potential ionization sites are sampled randomly
within the sphere volume and the ionization probability is determined from the local
near-field. For the scenarios investigated in this work, the XUV near-field is considered to
drive single-photon ionization with the respective rate scaling proportional to the local
instantaneous intensity. Ionization by the combined NIR near-field and the nonlinear
mean-field is treated in the tunneling picture and the ionization probability is determined
from the ADK rate calculated from the local instantaneous near-field. These assumptions
are substantiated by the respective Keldysh parameters at the relevant laser wavelength
and for the considered intensities, see Fig. 2.6(c). Here, an effective ionization energy
of Ip = 9 eV is assumed to approximate the wide band gap of the SiO2 nanoparticles
(cf. Fig. 2.7). For the strong-field simulations, NIR pulses with peak intensities around
1013 W=cm2 are considered, corresponding to a Keldysh parameter close to unity when
taking into account a field enhancement of ( 2) at the nanosphere surface (cf. red curve
and right shaded area in Fig. 2.6(c)). For the attosecond streaking simulations, both fields
have intensities of around 1012 W=cm2. For these intensities NIR-driven tunneling can
be safely neglected due to vanishing ionization probabilities. Ionization from the XUV
near-field can be treated in the multiphoton regime as the respective Keldysh parameter
is > 100 (cf. blue curve and left shaded area in Fig. 2.6(c)).
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Figure 2.7. Photoelectron spectrum mea-
sured for 50 nm SiO2 nanoparticles under
soft X-rays at photon energy ~! = 137:9 eV.
The vertical dashed line indicates the effec-
tive ionization energy of around 8:5  9 eV as
considered for the semi-classical simulations.
Adapted from [96].
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2.3.1. Tunnel ionization
For the intensities considered in this work, the description of tunnel ionization in the
dielectric nanospheres is restricted to tunneling from the surface into the surrounding
vacuum. Tunneling within the volume can be neglected, as the local field strengths within
the spheres are substantially lower and the tunneling probabilities vanish due to the highly
nonlinear ADK rate. In the atomic case, the starting point of a classical electron trajectory
is typically chosen as the classical tunneling exit xte = Ip=jElasj (see dashed black curve
and blue arrow in Fig. 2.8) and their statistical weight is determined by the tunneling
probability calculated from the lased field.
For an atom that is located close to the surface within a dielectric material (see Fig. 2.8) the
case is fundamentally different. Here, the effective potential that provides the tunneling
barrier is determined by the local near-field instead of the laser field alone. When
considering only an enhanced linear near-field, the effective potential exhibits a steeper
slope in the vacuum region (compare solid red to dashed black curve in Fig. 2.8). This
results in (i) a shorter classical tunneling exit and (ii) an increased tunneling probability.
For this reason, tunneling can be expected to be most pronounced at localized field hot
spots at the nanosphere surface. Taking into account the full near-field (linear near-field
& mean-field, see blue curve in Fig. 2.8) can result in a reduced tunneling probability
and may even lead to complete quenching of tunnel ionization if the mean-field becomes
comparable to the linear near-field. Most importantly, the simple straight-forward approach
to determine the classical tunneling exit and the tunneling rate from the laser field breaks
down. Therefore, in the simulations the tunneling path is sampled along the effective
near-field (cf. blue curve in Fig. 2.8(b)) and the tunneling exit and tunneling rate are
determined from the average field along the path.
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Figure 2.8. Schematic representation of tunneling from the surface of a dielectric. (a) The
dashed black curve reflects the effective potential for the atomic case (Coulomb + Laser), cf.
Fig. 1.1. Solid red and blue curves represent the effective potentials when considering the enhanced
linear (Mie) near-field and the full near-field for an atom located near the surface of a dielectric,
respectively. (b) Visualization of the potential landscape at the surface of a dielectric in a 2D-cut
(false color plot). The blue curve illustrates the tunneling path ending at the classical tunneling
exit.
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2.3.2. Photoionization
Photoionization is implemented via Monte-Carlo sampling of the photoionization rate at
randomly sampled points inside the sphere. In order to account for the spectral width and
the chirp of the attosecond XUV pulses the local instantaneous total photoionization rate
 (r; t) =
1Z
 1
(!; r; t)d!; (2.80)
is determined from the spectral photoionization rate
(!; r; t) =
(!)W (r; t; !)
~!
: (2.81)
Here, the Wigner distribution W (r; t; !) reflects the spectral intensity profile of the XUV
pulse. Further, the spectral rate depends on the spectral molecular photoionization cross
section7
(!) =
2ni!
nmolco
(2.82)
that can be extracted from the extinction coefficient ni (i.e. the imaginary part of the
complex refractive index n = nr + ini, see Fig. 2.9) and includes the density nmol of
potential ionization sites. Here, a molecular density of nmol = 0:022Å
 3 is considered to
reflect the density of effective SiO2 ’molecules’ within a silica sphere. Upon a successful
ionization event the initial energy of the generated electron is sampled randomly according
to the local instantaneous spectral intensity and reduced by the ionization energy. The
direction of the corresponding initial momentum is initialized randomly.
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2.4. Propagation and scattering of photoelectrons
Photoelectron trajectories are calculated via integration of the classical equation of motion
mr =  eEnf(r; t); (2.83)
where the effective electron mass m is considered to be me in the relevant energy range [98]
and Enf(r; t) = ENIR(r; t) + Emf(r; t) is the effective near-field including contributions
7The derivation of the spectral photoionization rate is given in Appendix B.
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from the NIR near-field and the charge interaction induced mean-field. The Lorentz force
F L =  ev B is neglected in Eq. 2.83 as the impact of magnetic fields becomes relevant
only for much higher intensities, where relativistic effects start to play a role.
The numerical integration is performed utilizing the well-known Velocity-Verlet algo-
rithm [99, 100] that follows directly from Taylor expanding the position and momentum
vectors of a charge around time t+ t, yielding
r(t+ t) = r(t) +
@r
@t|{z}
p=m
t+
1
2
@2r
@t2|{z}
F =m
t2 +O(t3) (2.84)
for the position and
p(t+ t) = p(t) +
@p
@t|{z}
F
t+
1
2
@2p
@t2|{z}
@F =@t
t2 +O(t3) (2.85)
for the momentum, respectively. It is obvious that the position can be updated directly,
since the right hand side of Eq. 2.84 only depends on the time t. The momentum update,
however, requires evaluating the time-derivative of the force which can be expressed via
the Taylor expansion
@F
@t
=
F (t+ t)  F (t)
t
+O(t) (2.86)
and depends on the force at the new time step t + t. Thus, in every time step of the
classical simulations the Velocity-Verlet scheme requires the three successive steps of (i)
updating the positions of all charges, (ii) calculating the forces at these new positions (i.e.
recalculating the local near-fields), and (iii) updating all momenta.
2.4.1. Description of electron scattering in dielectrics
For electrons propagating inside the dielectric sphere, elastic and inelastic electron-atom
collisions are taken into account as instantaneous scattering events and are treated via
Monte Carlo methods. Therefore, both scattering processes are quantified via their
respective energy-dependent mean free paths (MFP)
Lel/inel(E) =
1
nmolel/inel(E)
(2.87)
that describe the average distance an electron propagates between two adjacent collision
events (of the same type) and that depend on the respective scattering cross sections
el/inel and the density of scattering centers nmol. The MFPs are directly related to the
corresponding scattering times
el/inel(E) =
Lel/inel(E)
v(E)
(2.88)
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that quantify the time it takes an electron to travel the mean free path at a given velocity
v. For the numerical implementation, the effective mean free path
Leff =

1
Linel
+
1
Lel
 1
(2.89)
that characterizes the average distance between two collisions of arbitrary kinds is consid-
ered for the Monte Carlo sampling as follows. During the integration of a trajectory inside
the material, in each time step a streaming length Lstream = Leff ln
 
1
1 r

is calculated,
where r is sampled from a uniform distribution in the interval [0; 1]. This streaming length
characterizes the travel distance until the next collision for that specific trajectory. For an
ensemble of trajectories the distribution of streaming lengths thus decays with e 
l
Leff to
reflect the statistics of scattering process. If the displacement jr(t+ t)  r(t)j predicted
for a specific trajectory in the current time step is larger than the streaming length, a
scattering event is evaluated. The type of scattering (elastic or inelastic) is sampled
randomly, taking into account the scattering probabilities of the two possible branches.
In the following, the scattering cross section for the elastic and inelastic collisions are
discussed in more detail.
Elastic scattering
In general, elastic electron-atom collisions are fully quantified by the energy-dependent
differential cross section (DCS) d
d

(E; ). The latter characterizes the probability of an
incoming electron that impinges the differential area d to be scattered into the differential
solid angle element d
, cf. Fig. 2.10(a). Here, cylindrical symmetry is considered, such
that the azimuthal angle remains unchanged in the scattering process. To model elastic
scattering within the materials investigated in this work, effective DCS are defined by
superposition of the specific DCS of the relevant atoms8 that are weighted by the respective
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Figure 2.10. Elastic electron-atom collisions. (a) Schematic representation of the elastic
scattering process. The red curve visualizes the deflected trajectory of an incoming electron that
passes the cross section element d and is scattered into the solid angle element d
 under the
angle . Adapted from [101]. (b) Effective differential cross section for SiO2 in dependence of
the incoming electron’s energy E and the scattering angle . (c) Total (dashed) and transport
(solid) cross sections corresponding to the DCS in (b).
8The atomic DCS are extracted from quantum mechanical electron–atom scattering simulations for
the atomic potentials. The latter are calculated via density functional theory (DFT) including exchange
and self-interaction correction.
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stoichiometric ratios. For example, for SiO2 the effective DCS follows from combining the
specific DCS for silicon and oxygen, weighted by the ratio 1 to 2, see Fig. 2.10(b). In
the limit of low energies of the incoming electrons (E . 3 eV) the effective DCS is nearly
constant, corresponding to isotropic scattering. For higher energies, forward scattering
( ! 0) dominates. The total scattering cross section
totel (E) =
Z
d
d

(E; )d
 (2.90)
follows from integration over the full solid angle d
, see dashed curve in Fig. 2.10(c). For
the numerical implementation of the anisotropic scattering processes, the MFP correspond-
ing to the total scattering cross section is sampled. Upon an elastic scattering event the
scattering angle is sampled randomly from the effective DCS.
For the scenarios presented in this work, however, it is sufficient to approximate the
anisotropic scattering by an isotropic model scattering process9. This description is very
convenient, as the latter is fully characterized by the transport cross section (solid curve
in Fig. 2.10(c))
trel (E) =
Z
d
d

(E; )(1  cos )d
 (2.91)
that reflects the same loss of forward momentum in the isotropic scattering process when
compared to the anisotropic process with the corresponding total scattering cross section.
Thus, when forward rescattering prevails the DCS, the transport cross section is smaller
than the total cross section (compare solid to dashed curve for E & 3 eV in Fig. 2.10(c)).
Obviously, for smaller energies, both cross sections become similar, as the DCS becomes
flat in this region, i.e. reflects isotropic scattering.
Inelastic scattering & impact ionization
In the range of kinetic energies relevant for the scenarios considered in this work, in-
elastic scattering of the free electrons inside the dielectric is dominated by interband
Reich et al.
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Figure 2.11. Inelastic electron scattering in
SiO2. (a,b) Loss function (a) and inelastic
mean free path (b) in SiO2 in dependence
of the electrons kinetic energy (blue curves).
Adapted from Kuhr et al. [102]. Inelastic
MFP data published by Tanuma et al. [103],
Ashley et al. [104] and Reich et al. [105] is
shown for comparison (gray curves, as indi-
cated). The gray area indicates the energy
region of interest for the scenarios studied in
this work.
9For a comparison of simulation results for isotropic and anisotropic elastic scattering see Appendix C.
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excitations [102], see gray areas in Fig. 2.11. These interband excitations are modeled via
impact ionization of the effective SiO2 molecules and the respective inelastic scattering
cross section is calculated via the simplified Lotz-formula [106]
inel(E) = s 450 (ÅeV)
2 log(E=Ip)
EIp
: (2.92)
Here, E is the incoming electron’s kinetic energy and Ip = 9 eV reflects the ionization
potential to model the effective band gap of SiO2 (cf. Fig. 2.7). The additional scaling
factor s is varied to best reproduce the data of the streaking experiments, where optimal
agreement is found for s = 2:1 (cf. Chapt. 6). Upon an inelastic scattering event, a new
pair of one free electron and one residual ion is generated and the energy of the incoming
electron is reduced by the effective ionization potential.
Finally, an overview of the scattering cross sections, mean free paths, and scattering times
for both elastic and inelastic collisions as used in the semi-classical simulations for SiO2 is
provided in Fig. 2.12.
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Figure 2.12. Scattering properties of SiO2 as
used in the M3C simulations. (a-c) Energy-
dependent scattering cross sections (a), mean
free paths (b), and scattering times (c) for
the elastic (blue curves) and inelastic (red
curves) collisions. The solid black line indi-
cates the considered ionization energy of 9 eV.
The dashed black line represents the mean ini-
tial energy of the generated photoelectrons in
the attosecond streaking simulations. Note
that the transport cross section for the elastic
collisions has been artificially reduced for low
energies (compare solid to dashed blue curve in
(a), cf. Fig. 2.10(c)) in order to prevent rapid
evaluation of elastic scattering in the numerical
simulations. It was checked that the impact of
this approximation on the relevant dynamics
is negligible. Adapted from [LS7].
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2.5. Numerical details: Optimization & Parallelization
Key requirement for investigating the scenarios presented in this thesis are (i) simulations
with high statistics (i.e. sufficiently high numbers of photoelectron trajectories to generate
smooth electron energy spectra) and (ii) scans over large parameter spaces (including
for example laser intensity, wavelength, pulse length or phase as well as material, size,
ionization energy, optical and scattering properties of the nanoparticles). To meet these
requirements, the simulation code was thoroughly optimized. Most importantly, evaluating
the local Mie- and mean-fields (which requires & 95 % of the overall calculation time in
typical simulations) could be sped up by up to two orders of magnitude. To further benefit
from the availability of high performance supercomputers, in addition to the optimizations
the code was efficiently parallelized10. Therefore, in a simulation run the ensemble of
trajectories is evenly split into N micro-ensembles that are distributed onto N processes.
Thus, each process has to treat only a fraction 1=N of the total trajectories, reducing
the numerically particularly ’expensive’ evaluations of the near-fields by a factor 1=N .
However, when including charge interaction, each process needs to calculate the effective
mean-field for the full ensemble.
The strategy for efficient combination of the multi-ensemble method with the mean-field
solver is visualized schematically in Fig. 2.13 for the example of two micro-ensembles
distributed on two parallel processes. For the multipole expansion, each process injects
only ’its own’ charges into the radial LUTs (depicted in blue and red). Before calculating
the cumulative sums, the processes communicate the LUTs (by summation over all LUT
entries) such that eventually the LUTs of all processes include all charges. This communi-
cation step is the main opponent for reaching high parallel efficiency, as the amount of
data that needs to be communicated between the individual processes increases rapidly
with the number of processes. Thus, efficient utilization of the available supercomputers
required to identify the sweet spot for a speed up S = T1=TN of the calculation time
at a reasonable parallel efficiency S=N . Here, T1 and TN are the required calculation
times using 1 and N processes, respectively. For typical simulations, the parallel efficiency
decreases to around 50 % for N = 24 processes (see Fig. 2.14) enabling efficient utilization
--- -
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Figure 2.13. Schematic visualization of
the parallel LUT-based multipole expan-
sion (cf. Fig. 2.4). In step one, charges
from two micro-ensembles (red and blue)
are injected into respective LUTs handled
by two parallel processes (n = 0 and 1). Be-
fore building cumulative LUTs in step two
the LUTs of both processes are added in
an intermediate communication step (gray
area), such that both process have access
to the full information (i.e. all charges).
10Here, MPI parallelization was used, where (in contrast to shared memory parallelization methods)
each process operates on its own memory, such that all processes need to communicate the relevant data
during the simulation.
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of the supercomputers provided by the North-German Supercomputing Alliance11 (HLRN)
that exhibit hundreds of computation nodes with 24 processes, respectively. In scenarios
where charge interaction is negligible (e.g. for the attosecond streaking12 discussed in
Chapt. 6) the simulations can be performed with 100 % parallel efficiency.
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Figure 2.14. Parallel efficiency S=N =
T1=(TN N) in dependence of the number of
utilized processes N for a typical M3C simu-
lation run including charge interaction. Black
dots show the results for N = 2, 4, 8, 16, 32
and 64 processes. The blue line is a guide to
the eye.
Please note that M3C is based on the model described in [13, 14] and was extended
to account for the physics relevant for this thesis. The utilized simulation code was
implemented from scratch. Key modifications as compared to the previous model include:
 Mie description of the linear near-fields to account for field propagation, material
dispersion and chirped pulses
 Efficient evaluation of the mean-field via high-order multipole expansion
 Improved description of surface tunneling
 XUV-photoionization
 Impact ionization
 Anisotropic elastic scattering
 Parallelization of the simulation code
11https://www.hlrn.de
12For a comparison of streaking simulations ex- and including charge interaction see Appendix D.
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2.6. Simplified quantum description
For the comparison of quantum and classical features, in addition to classical SMM
simulations and semi-classical M3C simulations, corresponding quantum simulations are
performed by considering the one-dimensional single-electron TDSE
i~
@
@t
	(x; t) = H^	(x; t): (2.93)
Here, the Hamilton operator
H^ =   ~
2
2m
@2
@x2
+ V (x; t) (2.94)
contains the effective potential V (x; t) = V0(x) +Vext(x; t) including contributions from the
time-independent ground state potential V0(x) and the external (typically laser-induced)
time-dependent interaction potential Vext(x; t). The particular definitions for the potentials
are given later. In the following, the strategy for the numerical solution of the TDSE, the
preparation of the ground state, and the extraction of energy spectra is briefly discussed.
Please note that the discussion is included here only for convenience as the utilized
techniques are well-established, see e.g. [107].
2.6.1. Time evolution and Crank-Nicolson method
For the numerical treatment of the TDSE the wave function 	(x; t) is discretized on a
spatio-temporal grid. To distinguish the discretized wave function from the continuous
one it is in the following denoted as 	xt , where the sub- and superscripts indicate the
grid points in time and space, respectively. Further, for the description of electrons it
is convenient to express the TDSE in atomic units (where ~ = m = 1), such that the
discretized TDSE reads
@
@t
	xt =  iH^	xt : (2.95)
Calculating the evolution of the discretized wave function in time requires an appropri-
ate numerical time propagator. Typically, for TDSE calculations, the Crank-Nicolson
propagator [108]
	xt+1 = 	
x
t +
h
 iH^	xt   iH^	xt+1
i t
2
(2.96)
is the propagator of choice, as it is unitary, i.e. conserves the norm of the discretized wave
function (up to numerical errors), and is unconditionally stable. Rearranging Eq. 2.96
yields the representation "
1 +
iH^t
2
#
| {z }
A^ 
	xt+1 =
"
1  iH^t
2
#
| {z }
A^+
	xt ; (2.97)
that nicely shows that the time propagation reduces to the two matrix operations ~	 = A^+	xt
and A^ 	xt+1 = ~	 where the propagation matrices A^ follow from discretizing the Hamilton
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operator. This can for example be done by using a three-point stencil (to numerically
express the second derivative with respect to x) resulting in
H^ =   1
2x2
0BBBBB@
 2 1
1  2 1
. . . . . . . . .
1  2 1
1  2
1CCCCCA+
0BBBBB@
V 1
V 2
. . .
V N 1
V N
1CCCCCA : (2.98)
When implementing the numerical scheme, the spatial grid is chosen large enough to
accommodate all spectral components that are relevant to the specific problem for a
sufficiently long time to ensure convergence of the final electron spectra. Further, in order
to prevent spurious reflections of the discretized wave function at the sides of the spatial
grid, absorbing boundary conditions are implemented by including an imaginary potential
with exponential increase towards the ends of the numerical arena [109]. The strength
of the increase (i.e. the value of the exponent) is chosen such that the wave function is
significantly damped before reaching the end of the grid but not notably reflected on the
imaginary potential itself.
2.6.2. Ground state preparation via imaginary time propagation
Before propagating the wave function according to the TDSE, the initial wave function
needs to be prepared. In this work, the latter is chosen to be the ground state wave function
of the considered potential V0(x) and is determined via imaginary time propagation (see
e.g. [107]). For the numerical implementation, the imaginary time propagation method
is particularly convenient since the Crank-Nicholson scheme (when already implemented
for solving the TDSE) can be reused with only substituting the time step t !  it.
The initial wave function for the imaginary time propagation can be chosen randomly and
higher bound states can also be determined successively by projecting out the previously
determined lower energy states during the propagation.
2.6.3. Extracting energy spectra by the window operator method
Having prepared a reasonable ground state and calculated its evolution in time, the
remaining task is to extract the energy spectrum of the final wave function. This can
conveniently be achieved by applying the window operator method [110, 111]. Therefore,
consider a window operator to be defined as
W^ n (E) = C
n

2
n
(H^0   E)2n + 2n
(2.99)
with operator order n, energy width parameter , normalization constant Cn =
2n sin(=2n)
2
,
and E representing the sample energy. Applying this operator to a superposition of
eigenstates j	i = Pi ci j	ii and calculating the expectation values in dependence of
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energy E yields the energy spectrum
W n (E) = h	jW^ n (E)j	i (2.100)
= h	j	W i (2.101)
= Cn
X
i
jcij2 
2n
("i   E)2n + 2n : (2.102)
Obviously, the spectrum represents a superposition of peaks at the eigenenergies "i, with
heights determined by the eigenstate populations jcij2 and broadened by . The shape of
the individual peaks is determined by the operator order, reaching from Lorentzian-like
for n = 1 to rectangular in the limit n!1. The FWHM of the individual peaks is 2,
irrespective of their particular shape (i.e. the operator order). Further, the normalization
constant Cn assures that
R
W n (E)dE =
P
i jcij2, i.e. the area under the spectrum reflects
the total population.
For the numerical implementation, the result of applying the window operator to the final
discretized wave function j	xfi
j	xW i = Cn
2
n
(H^0   E)2n + 2n
j	xfi (2.103)
needs to be calculated. Since the unperturbed Hamilton operator H^0 appears in the
denominator, the equation can be rewritten to
(H^0   E)2n + 2n j	xW i = Cn 2
n j	xfi : (2.104)
However, solving this equation for the desired j	xW i numerically is impractical as the
operator on the left hand side is not tridiagonal. This hurdle can be overcome by utilizing
the clever factorization
(H^0   E)2n + 2n =
2n 1Y
k=1
h
H^0   E + eink
i
| {z }
P^1
h
H^0   E   eink
i
| {z }
P^2
(2.105)
with phases nk = (2k   1)=2n [107]. In this way the problem is translated to 2n 1
successive iterations of solving two matrix equations of the form P^ j	xW i = j	xfi which are
very efficient since P^1 and P^2 are tridiagonal.
36
3. Photoemission from metal
nanotips in bichromatic laser
fields
This chapter is dedicated to strong-field photoemission from metallic nanotips, which
provide a powerful model system to explore the impact of the linear near-field as charge
interaction effects are expected to be suppressed due to the ultrafast screening by the
delocalized valence-electrons. In particular, nanotips have turned out to be suited to study
coherent photoemission and resulting quantum interferences in the photoelectron spectra
(HATI peaks). Motivated by two-color experiments on tungsten nanotips performed in
the group of Peter Hommelhoff [61, 62] (cf. Fig. 1.5 in the introduction), the goal of
the current analysis is to theoretically study two effects. First, the impact of the spatial
profile of the near-field on the coherent photoemission and second, the variation of the
photoelectron spectra with the relative phase of the two-color field which is composed
of a fundamental and its weak second harmonic. Therefore, the electron emission is
simulated utilizing a one-dimensional quantum nanotip model and compared to predictions
by the classical SMM. The assumptions for both models are described in Section 3.1. In
the first part of Section 3.2 the coherent photoemission is inspected via systematically
analyzing photoelectron spectra with respect to the parameters of the near-field from
the fundamental. In the second part, the impact of the second harmonic component
of the bichromatic field is identified by comparison of the quantum simulation results
to respective SMM predictions. Note that the results shown in this chapter have been
published in [LS2]. The discussion follows the presentation of these published results and
contains additional details where appropriate.
3.1. The one-dimensional nanotip model
In this first section, the assumptions for the one-dimensional nanotip model are motivated
and the quantum mechanical description utilizing the numerical solution of the TDSE is
briefly discussed.
3.1.1. Spatio-temporal near-field
The metal nanotip is considered to be aligned along the x-axis with the tip apex located
at x = 0, see Fig. 3.1. Along this axis the effective spatio-temporal near-field
Enf(x; t) = (x)Einc(t) (3.1)
is considered as a superposition of the spatial enhancement profile (x) and the incident
laser field Einc(t). Inside the nanotip (x < 0) the near-field is assumed to vanish due to
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Figure 3.1. Schematic representation of the one-
dimensional nanotip model. The tip is aligned
along the x-axis with the apex located at x = 0.
Red and black curves represent the incident laser-
field Einc(t) and the exponentially decaying field-
enhancement profile (x), respectively. The false
color map visualizes the effective spatio-temporal
near-field Enf(x; t) = (x)Einc(t) that is assumed
to be perfectly screened inside the tip (x < 0).
Published in [LS2].
perfect screening while an exponential decay is assumed for the outside region, such that
the spatial enhancement profile is defined as
(x) =

0 for x < 0
1 + (0   1)e x=nf for x  0; (3.2)
where 0 is the peak field enhancement at the tip apex and nf is the decay length, see
black curve in Fig. 3.1. The incident two-color laser field including the fundamental
(!-component) and the second harmonic (2!-component) is defined as
Einc(t) = E0f(t)
h
cos(!t) +
p
 cos(2!t+ 'tc)
i
; (3.3)
see red curve in Fig. 3.1. Here, E0 describes the peak field strength of the fundamental, f(t)
reflects a normalized Gaussian envelope (considered identical for both field components for
the sake of simpler analysis1,  is the intensity-ratio of the second harmonic with respect
to the fundamental and 'tc is the relative two-color phase (TCP).
In the following, the fundamental of the incident field is considered to have wavelength
1560 nm, pulse duration  = 20 fs, and intensity I = 1  1011 W=cm2. The relative
intensity of the second harmonic is assumed to be  = 0:01. The common peak field
enhancement of both spectral components is chosen as 0 = 7 [60, 112]. In this case,
the intensities of the maximally enhanced surface fields are  5  1012 W=cm2 for the
fundamental and  5 1010 W=cm2 for the second harmonic, in good agreement with the
parameters as in the two-color experiment. The respective ponderomotive energies of the
dominant fundamental are Up = 0:02 eV for the incident field and U locp = 20Up = 1:14 eV
for the maximally enhanced near-field at the tip apex. Please note that within this thesis
energies will often be scaled with respect to the local ponderomotive energy to clearly
illustrate effects beyond the acceleration in the linear near-fields. The corresponding
quiver amplitude (cf. Appendix A) of an electron in the maximally enhanced near-field is
xq = 7:4Å.
1Note that for the experiment the field enhancements are estimated as !0  7 and 2!0  6 (see
e.g. [60, 112]).
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3.1.2. Quantum description
The quantum description of the coherent photoemission from the metal nanotips is based
on solving the one-dimensional one-electron TDSE. The numerical details of the method are
discussed in Sec. 2.6. Here, only the specific aspects of the considered scenario, in particular
the preparation of a suitable ground state, are briefly discussed. For the description of
the metal-vacuum interface the field-free ground state wave function is determined for a
square-well potential defined as
V0(x) =

~V0 for  d < x < 0
0 otherwise,
(3.4)
with width d and depth ~V0 (black curve in Fig. 3.2(a)) that are chosen in order to reflect
the properties of the material. On the one hand, the energy of the ground state E0 has
to fulfill E0 = ~V0 + EF, to reproduce the Fermi level of the material (where EF is the
respective Fermi energy). On the other hand, the binding energy needs to correspond
to the material’s work function W , i.e. E0 =  W . In order to describe tungsten (in
[310]-direction), here work function and Fermi energy are assumed to be W = 4:3 eV [113]
and EF = 7:0 eV [114], resulting in the parameters d = 0:99Å and ~V0 =  11:3 eV for the
square-well potential. This particular construction of the initial state not only correctly
describes the material parameters, but also suppresses states with binding energies below
the ground state, emulating Pauli-blocking of transitions to occupied final states below
the Fermi level.
To simulate the photoionization dynamics induced by the two-color laser field, the wave
function 	(x; t) is integrated by numerically solving the TDSE
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Figure 3.2. Quantum nanotip model. (a) One-dimensional square-well potential V0(x) (black
curve) inside the metal nanotip for the active electron with ground state energy E0 (dashed
black line) matching Fermi energy EF and work function W of the tungsten tip. The blue curve
shows the ground state wave function. From [LS2]. (b) Time-evolution of the electron density
%(x; t) = j	(x; t)j2 in the vacuum calculated by numerically solving the TDSE including only the
fundamental field (red curve). (c) Density at the end of the simulation.
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i~
@
@t
	(x; t) =

  ~
2
2m
@2
@x2
+ V (x; t)

	(x; t): (3.5)
Here, the time-dependent effective potential
V (x; t) = V0(x) + e
Z x
0
Enf(x0; t)dx0 (3.6)
= V0(x) + eEinc(t)
Z x
0
(x0)dx0: (3.7)
includes the time-independent square-well potential V0(x) defined in Eq. 3.4 and the laser
induced spatio-temporal near-field Enf(x; t) as introduced in Eq. 3.1 in length gauge. As
an example, the time evolution of the density %(x; t) = j	(x; t)j2 in the vacuum region
outside the nanotip is shown in Fig. 3.2(b) for a typical scenario. The density shows a
clear fringe structure that is attributed mainly to intercycle interference, i.e. the coherent
superposition of electron wave packets emitted in different field cycles. Energy spectra are
calculated for electrons emitted into vacuum (by applying the window operator method
to the part of the wave function at x > 0) sufficiently late in the simulation, to ensure
convergence (cf. respective density in Fig. 3.2(c)). The corresponding classical dynamics
is described in the scope of the SMM and assuming the same spatio-temporal near-fields
as in the TDSE simulations.
3.2. Coherent photoemission from metal nanotips
To explore the impacts of the individual field components and their combined effect on
the coherent photoemission, Fig. 3.3(a) shows photoelectron spectra extracted from TDSE
runs including only the fundamental (gray area), only the second harmonic (blue area), and
the combined two-color field for two different relative phases (red and blue curves). The
spectra show that the second harmonic component alone results in comparably weak HATI
peaks with negligible overall electron yield compared to the spectrum when including
only the fundamental field (compare blue and gray areas). Furthermore, the second
harmonic induced spectrum exhibits an exponential decrease of the HATI peak intensities
(i.e. a linear decrease on the logarithmic scale) that is characteristic for the perturbative
regime. In contrast to that, the spectrum corresponding to the fundamental reveals
signatures typical for strong-field electron emission such as a pronounced contribution
in the spectral region below 2U locp connected with directly emitted electrons and the
backscattering-plateau with a pronounced cut-off around 10U locp . The spectrum extracted
from a corresponding SMM simulation (black curve) exhibits cut-offs around 2 and 10U locp
but naturally lacks the HATI peaks. Despite the weak impact of the second harmonic
alone, its effect on the emission spectra calculated with the full two-color field is far from
being negligible. When including the second harmonic, variation of the relative two-color
phase strongly affects the emission spectra over the full spectral range. In particular,
both the high energy cut-off and the electron yields over the full spectral region can be
suppressed or enhanced by varying the relative phase. Moreover, this effect is not uniform
for the whole spectrum, i.e. the yield is not suppressed or enhanced for the full energy
range for a selected value of the relative phase. Instead, for the phases selected here, the
yield is enhanced in the low and high energy ranges and suppressed in the plateau region or
vice versa. A detailed analysis of the relative phase-dependence is discussed in Sec. 3.2.2.
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Figure 3.3. Coherent photoemis-
sion from metal nanotips calculated via
TDSE. (a) Energy spectra when includ-
ing only the second harmonic (blue area),
only the fundamental (gray area), and
the full two-color field for two relative
phases (blue and red curves, as indi-
cated). The black curve represents the
spectrum from a corresponding SMM
calculation including only the fundamen-
tal. Vertical black lines indicate the
conventional cut-off energies. Energies
are scaled to the ponderomotive energy
of the maximally enhanced near-field.
(b) Evolution of HATI spectra with the
near-fields decay length nf for the fun-
damental only. The red horizontal line
indicates the quiver amplitude xq of
an electron in the maximally enhanced
field. The white dashed line visualizes
the onset of the ponderomotive down-
shift. (c) HATI spectra in dependence
of the enhancement 0 for nf = 100Å
and with local peak intensity fixed at
5 1013 W=cm2 by adjusting the inten-
sity of the incident field. From [LS2].
3.2.1. Influence of the spatial near-field profile
In order to inspect the effect of the spatial near-field profile, photoelectron spectra are
calculated under systematic variation of the decay length nf, see Fig. 3.3(b). Their
evolution reveals the following trends. First, towards the limit of strong field localization,
with decay lengths around the electrons quiver amplitude (horizontal red line), the spectra
collapse as recollisions are first suppressed and eventually quenched [16, 59]. In this regime,
the spectral positions of the HATI orders are essentially independent of the decay length.
In contrast, for large decay length above & 100Å the overall spectrum persists. However,
with increasing decay length the positions of the HATI orders gradually shift towards
lower energies with a magnitude of roughly the local ponderomotive energy U locp . This
shows the successive vanishing of the ponderomotive acceleration of electrons escaping
the enhanced near-field as the latter is terminated by the temporal pulse profile before
the electrons can leave the inhomogeneous enhancement profile [115]. Finally, in the
intermediate range of decay length around 100Å, the electrons experience the full decaying
spatial profile of the local near-field before the temporal field envelope ceases and can
therefore accumulate the local ponderomotive energy while escaping. The interplay of
the spatial and temporal field profiles also explains why lower HATI orders begin to
shift already at lower decay length compared to orders at higher energies (the onset is
visualized by the white dashed line in Fig. 3.3(b)). While faster electrons can still escape
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Figure 3.4. Interplay of temporal and spatial field profiles.
Slow (dashed) and fast (solid) SMM trajectories.
from the enhanced near-field and thus experience the ponderomotive energy gain, the
acceleration of slower electrons is terminated by the temporal profile (compare solid to
dashed SMM trajectories in Fig. 3.4). This energy-dependent quenching of the pondero-
motive acceleration constitutes a clear and characteristic fingerprint of the near-field
inhomogeneity. Although the near-field profile could be utilized as a parameter for the
experimental verification of the effect, it is more practical to vary the pulse duration instead.
In addition to the variation of the decay length, the field inhomogeneity effects can also
be modified via adjusting the peak enhancement 0. The systematic analysis of the
enhancement-dependent spectra (for constant decay length of nf = 100Å) in Fig. 3.3(c)
clearly shows the ponderomotive downshift of HATI orders with decreasing enhancement
in the region 0 . 2. For larger enhancements, the spectra as function of 0 remain robust.
Note that for this analysis the peak intensity of the local enhanced field has been kept
constant by adjusting the peak intensity of the incident laser field.
3.2.2. Two-color effects on the electron emission
After analyzing the impact of the spatial near-field profile on the photoelectron spectra for
the fundamental alone, the electron emission will now be analyzed systematically with
respect to the relative phase of the full two-color field. Therefore, phase-dependent HATI
spectra for three selected values of the near-field decay length are displayed in Fig. 3.5(a-c).
All three spectra clearly show strong modulations of the yields of the individual HATI orders
in dependence of the two-color phase. To quantify the energy-resolved phase-dependence,
the yields are fitted with harmonic functions Yfit(E;'tc) = A(E)+B(E) cos

'tc   'crittc (E)

.
The resulting energy-dependent critical phases 'crittc (E), which represent maximal two-color
yield (black curves in Fig. 3.5(a-c)), show a trend that is similar for all three selected
values of the decay length. First, the critical phases start around 1:2 in the low energy
region (. 2U locp ) and decrease to 0:8 for the plateau before finally increasing to  1:5
at the cut-off. This observation is supported by the comparison of selective yields that
are calculated by integration over the three relevant spectral regions (blue, green and red
curves in Fig. 3.5(g-i) for the low, intermediate and high energy range as indicted at the
top of panel Fig. 3.5(a)). Note that while the global structure of the spectra remains
qualitatively unchanged for different values of the decay length, the cut-off decreases when
the near-field becomes more localized.
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Figure 3.5. Photoelectron spectra from metal nanotips in two-color fields. (a-c) Spectra as
function of relative two-color phase for three values of the decay length (as indicated) predicted
by TDSE. Black curves indicate the spectral critical phases 'crittc (E). Vertical lines mark the
conventional cut-offs. (d-f) Respective spectra predicted by the classical SMM. For comparison,
black curves show the critical phases extracted from the TDSE results. (g-i) Relative phase-
dependent total electron yields extracted from TDSE (gray areas) and SMM (black curves) and
selective yields from TDSE for the energy regions as indicated (cf. panel (d)) and visualized
by the respective colors at the top of panel (a). All curves are normalized to their peak values.
Published in [LS2].
Although the TDSE results reveal the main trends of the phase-dependent two-color
emission, they do not allow a clear identification of the underlying physical mechanisms
and cannot explain the spectral dependence of the critical phases. Therefore, to help
developing an intuitive physical picture, the TDSE results are compared to corresponding
SMM calculations, see Fig. 3.5(d-f). Similar to the TDSE, the SMM photoelectron spectra
exhibit clear signatures from direct electrons below 2U locp and from recollision electrons
forming the spectral plateau up to a cut-off around 10U locp . The step-like features in the
plateau regions are attributed to electron emission from the individual field half-cycles close
to the pulse peak. Moreover, in good agreement with the TDSE results the cut-off energies
decrease for strong field localization. Most importantly though, the phase-dependent
modulation of the yields qualitatively reproduces the TDSE results in all spectral regions
(the black curves in Fig. 3.5(d-f) reflect the critical phases extracted from the corresponding
TDSE spectra and are shown for convenience).
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Selective impact of the second harmonic component
The good qualitative agreement of the SMM and TDSE results justifies the detailed analy-
sis of the selective impacts of the second harmonic field on the ionization and acceleration
processes. In contrast to the quantum description, this is easily achievable in the SMM
description, as the second harmonic component can be selectively turned on and off in both
the evaluation of the ionization rate and the trajectory propagation. The results of this
selective analysis are shown in Fig. 3.6 for the same parameters as in Fig. 3.5(e). First, the
second harmonic component is only turned on in the ionization rate but neglected for the
trajectory propagation, see Fig. 3.6(a). In this case, the SMM predicts strong variation of
the yields with the two-color phase in the low and intermediate energy regions. The addi-
tional small variation of the yield in the cut-off region is attributed to the statistical weight
of the trajectories but exhibits a different two-color phase-dependence when compared to
the TDSE results. Including the second harmonic field only in the trajectory integration
but not in the ionization rate (Fig. 3.6(b)) results in a very pronounced modulation of the
cut-off energies with a similar phase-dependence as in the TDSE prediction, but does not
affect the lower spectral regions significantly. Hence, the analysis reveals that the two-color
contrast in the spectral range of direct emission and the recollision plateau is determined
by the effect of the 2!-component on the ionization rate while the cut-off modulation
is governed by its effect on the electron trajectories. The robustness of the latter effect
with respect to the specific value of the decay length supports that the phase-dependent
modulation of the spectral cut-off could be utilized to characterize the relative phase of
two-color fields.
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Figure 3.6. Relative two-color phase-
dependent photoelectron spectra predicted by
the SMM for decay length nf = 100Å (cf.
Fig. 3.5(e)) and with selectively activated 2!-
fields. (a) Spectra extracted from simulations
with the 2!-field included only in the evaluation
of the ionization rate. (b) Spectra from sim-
ulations with the second harmonic field only
included for the integration of the trajecto-
ries. Vertical black lines mark the conventional
SMM cut-offs. Black curves indicate the criti-
cal phases extracted from the TDSE result in
Fig. 3.5(b). From [LS2].
The fact that semi-classical trajectory simulations can partly (but not completely) re-
produce the spectral phase-dependence shows that both classical contributions such as
field-dependent trajectory modifications as well as tunneling rate effects and quantum
interference contribute to the modulation of the photoelectron spectra. Further clarification
of the intertwining of these classical and quantum effects as well as the impact of transport
dynamics and nonlinear plasmonic effects in phase-controlled nanotip emission provide a
challenging goal for future research where a promising strategy could be the combination
of strong-field photoemission and attosecond streaking.
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4. Strong-field electron emission
from small dielectric nanospheres
This chapter focuses on the electron emission from small isolated dielectric nanospheres
under non-resonant excitation with intense optical few-cycle pulses. In particular, the
following three key issues are addressed: First, the identification of relevant acceleration
mechanisms for the emitted electrons. Second, their individual contributions to the
photoelectron energy spectra and their dependence on the field waveform. Third, the
impact of charge interaction on the electron emission. To start the discussion, a typical
reference scenario is presented in Section 4.1. After a brief analysis of the linear near-fields,
the time-resolved ionization dynamics and the features of typical photoelectron energy
spectra are inspected. Finally, a detailed discussion of charge interaction effects on the
ionization dynamics and the electron acceleration is provided in Section 4.2. Substantial
parts of the presented results have already been published [LS3, LS4] and are revisited
here for convenience. The discussion is close to that in the original publications with extra
information given where appropriate.
4.1. Few-cycle driven ionization of small nanospheres
As a starting point of the analysis, the general evolution of the strong-field driven electron
dynamics is illustrated for a typical reference scenario. Therefore, a small nanosphere
with diameter d = 100 nm, ionization energy Ip = 9 eV [96], and relative permittivity
"r = 2:12 [116] serves as a model system to mimic the SiO2 nanoparticles in respective
experiments. The nanosphere is irradiated by an intense NIR few-cycle pulse with pulse
length  = 4 fs, central wavelength  = 720 nm, peak intensity I = 3  1013 W=cm2,
and CEP 'ce = 0, that is considered to propagate in positive x-direction and is linearly
polarized in y-direction. The geometry is illustrated schematically in Fig. 4.1(a). The linear
near-field exhibits pronounced hot spots with particularly strong field enhancement at
the poles, i.e. in the polarization direction of the incident field. The spatial enhancement
profile sampled along the polarization direction (red curve in Fig. 4.1(b)) indicates a
maximum field enhancement of 0  1:6. With increasing distance from the surface, the
enhancement decays to unity (i.e. the near-field decays to the incident field) on the order
of a few tens of nanometers, providing a pronounced inhomogeneous enhancement profile.
At the interfaces, the field jumps by the relative permittivity such that the field strength
inside the sphere is suppressed below that of the incident field. For spheres that are
small compared to the laser wavelength the linear near-field can be described reasonably
within dipole approximation (compare dashed black to solid red curve in Fig. 4.1(b)) as
considered in previous studies [13]. This underpins the vanishing effect of field propagation
within the small spheres.
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Figure 4.1. Linear near-field at a small d = 100 nm silica sphere in an intense NIR few-cycle
laser pulse ( = 720 nm,  = 4 fs, I = 3 1013 W=cm2, 'ce = 0). (a) Maximum enhancement of
the radial near-field relative to the peak field strength of the incident pulse (red curve) in the
propagation-polarization (x  y) plane for z = 0 (Mie calculation). The black curve illustrates a
typical trajectory of an electron emitted after a recollision at the surface. (b) Field enhancement
profile (y) along the y-axis in (a) extracted from Mie calculations (solid red) and as predicted in
dipole approximation (dashed black). The horizontal line indicates unity enhancement.
4.1.1. Time-resolved ionization response
To identify the specific contributions of different ionization mechanisms to the overall
yield of liberated electrons, the selective yields of electrons generated via tunnel and
impact ionization are traced in the simulation. Their time evolutions are illustrated in
Fig. 4.2(b) and reveal that the majority of electrons is generated via tunneling during
the three main half-cycles of the laser field (solid red curve and dark shaded red area).
In particular, ionization is most pronounced close to the respective minima and maxima
of the laser electric field (cf. Fig. 4.2(a)) resulting in a pronounced step-like increase
of the yield. Impact ionization provides an additional small contribution that develops
after the maximum of the pulse and is not directly correlated with the waveform (dark
shaded gray area). A closer analysis of the time-resolved tunnel ionization indicates
that despite the similar field strength during the two dominant negative half-cycles (at
 1:2 fs), more electrons are liberated during the first of these two half-cycles (see red
arrows). This is a first hint at the impact of charge interaction and can be understood as
follows. In the earlier half-cycle, generation of tunnel electrons in the vacuum and residual
ions in the material results in a surface field that counteracts the linear near-field and
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Figure 4.2. Ionization of small dielectric nanospheres
in intense few-cycle laser pulses. (a) Field strength
of the incident few-cycle laser pulse. (b) Yields of
electrons generated at the surface of the nanosphere
via tunnel ionization (red shaded areas) and inside
the sphere due to impact ionization (gray shaded ar-
eas) predicted by M3C simulations with the mean-field
turned off (dashed curves and light shaded areas) and
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46
4.1. Few-cycle driven ionization of small nanospheres
hence limits ionization in the second half-cycle. To further inspect the effects of charge
interaction, the results are compared to a corresponding simulation with the mean-field
turned off (solid vs. dashed curves in Fig. 4.2(b)). The comparison allows two conclusions.
First, without charge interaction tunneling is stronger, producing roughly twice as many
electrons as in the case with charge interaction. Second, neglecting charge interaction
leads to a symmetric yield of tunnel electrons for the two negative half-cycles as opposed
to the weaker ionization in the second half-cycle when including the mean-field. These
two observations strongly substantiate the quenching due to an emerging surface field.
A detailed analysis of the quenching effect is presented in Section 4.2.2 for a variety of
dielectric materials.
4.1.2. Selective analysis of photoelectron spectra
Having identified the impact of charge interaction on the electron yield, its effect on the
energy spectra of emitted electrons1 will now be investigated. For the case without charge
interaction, the energy spectrum (gray shaded area in Fig. 4.3(a)) reveals a global shape
similar to the spectra recorded from atomic targets (cf. Fig. 1.2(a)). It exhibits a high
yield at low energies with a cut-off around 2U locp followed by a plateau region with a second
cut-off around 10U locp . Similar to the atomic case and the emission from nanotips, also here
the two prominent signatures can be connected unambiguously with direct emission (solid
black curve) and elastic backscattering (solid red curve). Note that the ponderomotive
energy U locp = 20Up  3:72 eV is defined with respect to the maximally enhanced linear
near-field and is a factor of 20  2:6 larger than the ponderomotive energy Up = 1:45 eV
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Figure 4.3. Photoelectron spectra from 100 nm
silica nanospheres under NIR few-cycle laser pulses
predicted by M3C. (a,b) Full (gray areas) and se-
lective (curves) energy spectra from simulations
without (a) and with change-interaction (b). Black
curves represent direct electrons generated via tun-
nel ionization (solid) and via impact ionization
(dashed). Red curves indicate backscattered elec-
trons. Vertical dashed lines mark the classical 2 and
10U locp SMM cut-offs for direct end backscattered
electrons, respectively. The energies are scaled to
the ponderomotive energy of the maximally en-
hanced linear near-field. Red symbols indicate the
cut-offs for backscattered electrons, defined as the
energy where the normalized yields have dropped
by three orders of magnitude compared to the yield
at E = 0. Note that for the charge interaction free
case the plateau was extrapolated to neglect spu-
rious contributions at low energies for the cut-off
evaluation (dashed red line).
1Electrons are considered to be emitted if they are outside of the nanosphere with positive radial
momentum and positive single particle energy sufficiently late in the simulation (to assure convergence).
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of the incident laser pulse. This signifies that the well-known pictures from atomic strong-
field physics can be transferred to the electron acceleration in the enhanced near-field of
dielectric nanoparticles. The low portion of electrons exceeding 10U locp can be attributed
to the finite classical tunneling exit. Furthermore, electrons generated via impact ioniza-
tion (dashed black curve) result in an additional small contribution to the overall yield
that only affects the low-energy spectral region and is thus neglected in the further analysis.
While the energy spectrum extracted from the simulation excluding charge interaction can
be explained well by the acceleration of direct and recollision electrons in the enhanced
linear near-field, the simulation including charge interaction reveals a completely different
scenario, see Fig. 4.3(b). In this case, direct emission of tunnel and impact electrons (solid
and dashed black) is suppressed by around three orders of magnitude compared to the
charge interaction free case. The positions of the respective cut-offs, however, remain
effectively unchanged. In stark contrast, the cut-off of backscattered electrons exceeds the
classical cut-off by around 50 % in good agreement with the results of previously published
studies [13]. The physical mechanisms behind this cut-off enhancement are discussed in
detail in Section 4.2.
Typical recollision trajectories
Analyzing the energy spectra revealed that charge interaction can significantly enhance
the maximum energies of electrons emitted after elastic backscattering. To investigate the
effects of charge interaction on the underlying recollision process, representative recollision
trajectories predicted by SMM simulations and M3C simulations ex- and including the
mean-field are compared in Fig. 4.4. All trajectories start close to the field’s minimum and
recollide when the latter flips sign. While the SMM trajectory (black) starts and recollides
at the surface, both M3C trajectories (gray and red) are launched at their respective
classical tunneling exits and penetrate the material for a finite time before their final
escape. Within the M3C model, a recollision is therefore defined as a return to the surface
and the subsequent emission and can include multiple microscopic collisions within the
material. The smooth evolution in the material results from the averaging over multiple
similar trajectories. The respective recollision time (defined as the average of the entry
and escape times) is similar to the SMM prediction. When comparing M3C to SMM, even
without charge interaction the finite tunneling exit and possible effects from the near-field
inhomogeneity result in a slightly higher escape velocity (compare gray to black curve).
Including charge interaction (red curve) results in an even steeper slope of the trajectories
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Figure 4.4. Typical recollision trajectories
predicted by the SMM (black curve) and M3C
simulations ex- and including charge inter-
action (gray and red curves). The M3C tra-
jectories represent averaged trajectories of
electrons close to the respective cut-off ener-
gies (cf. red symbols in Fig. 4.3). Dashed red
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during the approach to and escape from the surface. The corresponding higher velocity
leads to an additional energy gain that will be analyzed in more detail in Section 4.2.1.
4.1.3. Temporally resolved electron emission
To resolve how electrons that are liberated at different times contribute to the previously
inspected energy spectra, the correlations of their generation times and final energies are
analyzed in Fig. 4.5. The correlation map extracted from the simulation neglecting charge
interaction (false color map in Fig. 4.5(a)) reveals signatures similar to the results of a
corresponding SMM calculation (solid curves). The comparison allows to clearly identify
signatures corresponding to direct emission (solid black curves) and elastic backscattering
(solid red curves)2. In both cases, electrons are generated in short bursts close to the peaks
of the incident laser field (dashed red curve) supporting that direct emission and elastic
backscattering from nanospheres are driven by the near-field. The additional ’smeared
out’ (i.e. non field-driven) contribution after the pulse maximum (t > 0) is attributed
to electrons generated via impact ionization. Most importantly, the results signify that
without charge interaction the ionization dynamics and the cut-offs of directly emitted and
backscattered electrons can be described reasonably well within the classical three-step
model when taking the enhanced near-field into account.
When including the mean-field, the correlation map in Fig. 4.5(b) clearly shows three
effects that are induced by charge interaction. First, ionization is suppressed after the peak
of the pulse and for both emission directions only one half-cycle contributes significantly
to the overall electron yield. This can be explained by the build-up of trapping fields on
each side of the nanoparticle in the earlier half-cycles leading to suppressed ionization
in the following half-cycles. Second, due to the emerging trapping fields the emission of
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Figure 4.5. Correlation of generation times and final energies. (a,b) Distribution of final
electron energies against birth times of electrons emitted into upward and downward direction
(as indicated). Solid black and red curves show respective SMM results. Gray and red shaded
areas indicate the classical 2 and 10U locp cut-offs. Dashed red curves reflect the laser field.
2The signatures can also be connected to the respective emission mechanisms from the M3C simulations
alone by analyzing selective correlation maps.
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direct electrons is almost completely quenched. Third, the maximum energies of recollision
electrons are significantly enhanced beyond the 10U locp cut-off as already observed in
the respective energy spectrum. However, the general signatures of the correlation map
and especially the generation times of recollision electrons are essentially unchanged.
This underpins the robustness of the rescattering mechanism under the impact of charge
interaction.
4.1.4. Impact of the field waveform on the electron emission
Besides revealing the effects of charge interaction on the build-up of the final energy
spectra, the correlation map in Fig. 4.5(b) also shows a clear asymmetry of the emission
into up- and downward direction. For the considered value of the CEP, electrons emitted
into upward direction exhibit a significantly higher cut-off energy of  17U locp compared
to downward emission ( 12U locp ). This directional asymmetry is a strong hint at the
applicability of waveform control and motivates a detailed analysis of the energy spectra
in dependence of the driving fields waveform. Therefore, CEP-dependent energy spectra
of electrons emitted into up- and downward direction are analyzed systematically in
Fig. 4.6(a). Although the spectra reveal variations of the electron yield in the full energy
range, the modulation is most pronounced at the energy cut-off. While the fastest electrons
are emitted into upward direction for values of the CEP close to zero, downward emission
is preferred for 'ce  . The phase-dependence can be visualized best in a respective
map of the up–down emission asymmetry (Fig. 4.6(d)) as commonly used in experimental
studies [13, 14, 117–122]. In this representation, asymmetry parameters of 1 correspond
to exclusive emission into upward (indicated in red) and downward (indicated in blue)
direction, respectively.
In the present scenario, the asymmetry map reveals three key features. First, largest
asymmetries occur in the cut-off region which can be explained by the exclusive emission
of electrons with energies close to the cut-off into one direction for certain CEPs (cf.
Fig. 4.5(b)). Second, with decreasing energy the regions with maximum and minimum
asymmetry values shift to lower CEPs. Third, the map reveals a pronounced low energy
feature (. 3U locp ) that – at first sight – might be attributed to directly emitted electrons
due to its energy scale. For a clear comparison of the phase-dependencies for direct
emission and backscattering, selective energy spectra and corresponding asymmetry maps
are shown in Fig. 4.6(b,c,e,f). While direct emission (b,e) and elastic backscattering (c,f)
are strongly phase-dependent with pronounced up-down asymmetries in their respective
cut-off regions, their critical phases (defined via the maximum energy for upward emission)
are different. For direct emission, the most energetic electrons are emitted in upward
direction for 'ce  0:9, as opposed to the low energy feature in the full asymmetry map.
The map for backscattered electrons reveals two separated features with similar critical
phases of 'ce  0 in the cut-off region and at low energies. This signifies that the low
energy feature observed in the full asymmetry map is attributed to recollision electrons
that are generated in a different cycle. The small offset of the critical phase of the low
energy feature with respect to the cut-off region is attributed to charge interaction effects.
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Figure 4.6. Phase-dependent electron emission from small nanospheres. (a) Energy spectra
Y (E;'ce) of electrons emitted into upward (Yup) and downward (Ydown) direction (as indicated) in
dependence of the carrier-envelope phase 'ce. (b,c) Respective selective spectra of directly emitted
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4.2. Charge interaction effects
The previous comparison of the results from M3C simulations ex- and including the mean-
field revealed several effects of charge interaction on the photoemission. The quenching of
ionization in later cycles of the driving field and the suppression of direct emission can be
understood intuitively by the generation of an attractive trapping field. On the one hand,
such a field acts against the linear near-field and the lower effective field leads to a reduced
tunneling probability. On the other hand, the trapping field constitutes an additional
hurdle that the slow direct electrons cannot overcome. Most importantly though, the
cut-off of recollision electrons is enhanced, which is counter-intuitive at first glance.
To unravel the mechanisms behind the charge interaction induced cut-off enhancement,
the time evolution of the kinetic energies of representative fast electrons is compared in
Fig. 4.7(a) for simulations excluding (black curve) and including (red curve) the mean-field.
The fast electrons are selected from those with final energies close to the cut-offs of
the respective energy spectra (black and red symbols in the inset of Fig. 4.7(a)). The
comparison shows that although the overall structure of the evolution is similar in both
cases, it exhibits two additional energy gains that develop on very different time scales
when including the mean-field. The first gain occurs during the recollision phase (between
0 and 2 fs) and is attributed to the potential of the attractive trapping field (cf. blue
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Figure 4.7. Charge interaction effects in strong-field photoemission from dielectric nanospheres.
(a) Evolution of the kinetic energies of typical recollision trajectories corresponding to the cut-
off energies of spectra extracted from M3C simulations without (black) and with (red) charge
interaction. The cut-offs are defined as the energies where the spectra of single recollision electrons
drop by three orders of magnitude (symbols in the inset). Blue and red shaded areas indicate
energy gains due to trapping field assisted backscattering (TRAB) and Coulomb explosion of the
escaping electron bunch (CE), respectively. (b) Top: Blue plus signs represent positive surface
charges from residual ions. Red spheres indicate escaping electrons under the effect of space
charge repulsion. Bottom: Attractive trapping potential near the surface mediated by residual
ions and emitted electrons (blue) and additional repulsive component (red) due to space-charge
repulsion among the escaping electrons. Adapted from [LS3].
shaded are in Fig. 4.7(b)). The second gain takes place on a much longer time scale and
starts after the laser pulse is off (& 8 fs), when the emitted electrons have left the vicinity
of the surface. This second contribution is attributed to the Coulomb explosion (CE) of
the escaping electrons due to the repulse forces within the bunch (cf. red shaded are in
Fig. 4.7(b)). The trapping field assisted backscattering (TRAB) will now be investigated
in detail.
4.2.1. Trapping field assisted backscattering
The clear separation of the two charge interaction driven enhancement effects (TRAB and
CE) by their timescales motivates to identify the relevant regions of the spatio-temporal
mean-field potential Vmf (see Fig. 4.8(a)). The mean-field potential Vmf =  emf describes
the potential energy of an electron in the electrostatic potential mf and includes two
contributions. First, negative areas in the potential landscape (blue) that correspond to the
attractive trapping field and result from the charge separation at the surface, i.e. residual
ions inside and emitted electrons outside of the material. Second, positive areas (red)
representing the space charge repulsion among the emitted electrons. Since the trapping
field assisted backscattering takes place during the recollision phase (cf. Fig. 4.7(a)), the
evolution of the mean-field potential on this time-scale (indicated by the gray rectangle
in Fig. 4.8(a)) is analyzed in more detail, see Fig. 4.8(b). The analysis reveals that the
trapping potential develops around  1 fs (i.e. during the first half-cycle of the laser field
that significantly contributes to the ionization, cf. Fig. 4.2(b)) and varies only weakly
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during the recollision process (between  1 and 1 fs). This weak variation (visualized by
the gray area in Fig. 4.8(c)) justifies the following analysis of TRAB via a simplified model
considering a static model trapping potential V (x). The shape of the potential, averaged
within the above described time-interval (solid black curve in Fig. 4.8(c)), motivates to
consider a triangular model trapping potential (dashed blue curve).
Simple Man’s Model with static trapping potential
In order to investigate the trapping field assisted backscattering systematically, the
conventional SMM is extended to include the trapping field. Trajectories of electrons born
at the origin with zero initial velocity are calculated by integration of the one-dimensional
classical equation of motion (EOM)
x(t) =   e
me
E0 [f(t) cos (!t+ 'ce) + (x)] ; (4.1)
where the effective field contains the laser and the additional trapping field E0(x). For
generalization (i.e. making the dynamics independent of the specific laser parameters) it is
useful to express the equation of motion in terms of scaled variables. By introducing the
scaled time (i.e. phase)  = !t and the scaled displacement  = x=xq, where xq = eE0me!2 is
the quiver amplitude, the generalized EOM reads
() =   [f() cos() + ()] : (4.2)
The corresponding kinetic energy is then given by _2=2 and the ponderomotive energy
simply is 1=4. The electric field of the considered triangular trapping potential is defined
as
() =
(
0 if  < 
0 otherwise;
(4.3)
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with field strength 0 and extension (i.e. width of the potential) . For trajectories
returning to the surface ( = 0) within a full laser cycle after their generation elastic
backscattering is assumed. In this simplified model the birth time fully characterizes the
trajectory and determines if it corresponds to an electron being emitted directly or after
elastic backscattering (cf. Fig. 1.3(b)).
Systematic analysis of the trapping field effect
For the systematic analysis of TRAB, the cut-off energies for direct emission and backscat-
tering as well as the maximal recollision energies are determined from the extended SMM
simulations in dependence of the trapping field parameters. The evolution of the three
cut-off energies with the trapping field strength and extension is is shown in Fig. 4.9 for
the limit of long pulses in order to suppress the impact of additional CEP effects. For
direct emission (Fig. 4.9(a)) the well-known cut-off energy of 2Up is reproduced in the
limit of a vanishing trapping field that can be achieved for either 0 ! 0 or ! 0. For
increasing strength and extension of the trapping field, the direct emission cut-off energy is
first reduced and eventually direct emission is quenched completely (white area). Also for
backscattered electrons (Fig. 4.9(b)) the covnentional 10Up cut-off energy is reproduced
in the vanishing trapping field limit. However, as opposed to direct emission, increasing
the trapping field strength and extension does not result in a reduction of the cut-off.
Instead, for a large parameter range (triangular area) the cut-off can be substantially
enhanced up to a maximum of  14:5Up (white arrow). Also the maximal recollision
energies (Fig. 4.9(c)) can be enhanced up to  9Up, almost tripling the conventional
3:17Up cut-off for vanishing trapping fields. This strong enhancement effect could be of
interest for future nanostructure-based HHG. Note that similar effects have been studied
also for HHG in atomic systems in combination with static electric fields [123, LS1].
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Figure 4.9. Trapping field induced quenching and enhancement of the electron emission from
surfaces. (a,b) Final energies of optimal trajectories of electrons emitted directly (a) and after
elastic backscattering (b) in dependence of the field strength 0 and extension  of a triangular
trapping potential. (c) Recollision energies of optimal backscattering trajectories in dependence
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Dashed black lines in (b) and (c) indicate the optimal parameters for the maximal cut-off and
recollision energy, respectively. From [LS3].
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Pulse length and CEP dependence
The previously discussed results have been obtained in the limit of long pulses, where
the predicted maximal enhancements of the backscattering and recollision energies are
unaffected by the variation of the field amplitude between the adjacent half-cycles involved
in the recollision process. In the case of few-cycle pulses, as used in the reference M3C
simulations, the cut-offs are expected to depend strongly on the pulse length and the
CEP. To investigate these dependencies, the optimal cut-offs for backscattering and the
recollision energies are calculated in dependence of both parameters, see Fig. 4.10. In the
limit of long pulses, the cut-offs approach the previously found values of  14:5Up for the
final energy of backscattered electrons and  9Up for the recollision energy (red and blue
curves) and variations with the CEP (shaded areas) vanish. For short pulses, with . 3
cycles of the electric field both cut-off energies depend strongly on pulse length and CEP.
For extremely short pulses with less than one cycle of the electric field the cut-offs can
even be reduced below the conventional values of 10 and 3:17Up. For the pulse parameters
in the reference scenario (4 fs and 720 nm, see vertical dashed line in Fig. 4.10) and for
'ce = 0 the simplified model predicts a cut-off energy for the backscattered electrons
of  13:7Up. This enhancement of around 37 % is in reasonable agreement with the
enhancement of  30 % found for the reference scenario (cf. Fig. 4.7(a)) and supports that
the backscattering process in the full M3C simulations is close to realizing the optimal
TRAB process.
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Impact of TRAB on the optimal backscattering trajectories
So far, the effect of TRAB has only been studied ’empirically’ and a clear physical picture
of the enhancement mechanism is lacking. To provide this picture, in Fig. 4.11 the optimal
backscattering trajectory for optimal trapping field parameters (0 = 0:36 and  = 2:2,
cf. dashed lines in Fig. 4.9(b)) is compared to the conventional optimal trajectory for a
vanishing trapping field (compare red vs black curves). The comparison shows that the
trapping field leads to an earlier birth time (compare red to black circles labeled with b)
and an outer turning point that is located further away from the surface and is reached
slightly earlier (see t). The recollision timing (see r) remains the same and is close to
the zero-crossing of the electric field at =2. These changes of the three characteristic
55
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points are in excellent agreement with the results from the reference simulations ex- and
including charge interaction (cf. Fig. 4.8(b)).
To finally reveal the mechanism behind the TRAB mediated additional energy gain, the
evolutions of the single particle energies
Esp(t) = Ekin(t) + Epot(t) (4.4)
corresponding to the trajectories in Fig. 4.11(a) are compared in Fig. 4.11(b), where the
potential energy Epot(t) = V (x(t)) is determined from the local model trapping potential.
In both cases, the single-particle energy is zero at the outer turning point. Note that in
the case including the trapping field, the outer turning point is located at the end of the
trapping potential for the optimal trajectory. The analysis further reveals that in the
TRAB process the additional energy is gained during the approach of the electron to the
surface (compare energy gains of black and red curve between t and r). This can be
explained when considering that the single particle energy gain rate [124, 125, LS5, LS11]
d
dt
Esp(t) =  e _x(t)E(t) + @
@t
V (x; t) (4.5)
scales linearly with the electrons velocity _x(t) and the laser field for a static potential.
Since an additional trapping field results in a higher velocity during both approach and
departure (compare slopes of red and black trajectories before and after the recollision in
Fig. 4.11(a)), the overall energy gain is enhanced.
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Figure 4.11. Trajectory analysis of
TRAB. (a) Optimal recollision trajec-
tories calculated in the long pulse limit
via the conventional SMM (solid black
curve) and the SMM extended to ac-
count for a triangular trapping potential
(solid red curve) with strength 0 = 0:36
and extension  = 2:2 (cf. dashed lines
in Fig. 4.9(b)). The labeled circles mark
birth b, outer turning point t and rec-
ollision r of the respective trajectories
as in Fig. 4.8(b). (b) Time evolution
of the single particle energies Esp corre-
sponding to the respective trajectories
in (a). The solid blue curve represents
the triangular trapping potential. Ver-
tical dashed gray and blue lines indi-
cate the surface and the end of the trap-
ping potential, respectively. The inset
in (b) shows the evolution of the single
particle energies on a longer timescale.
From [LS3].
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4.2.2. Quenching of the material dependence
In the last section, the effect of the charge interaction mediated trapping field on the
recollision process has been investigated. This section addresses its additional impact
on the tunneling step. When considering that the trapping field counteracts the linear
near-field and thus leads to a lowered effective field, two consequences on the tunneling can
be expected. First, the ionization probability decreases due to the highly nonlinear scaling
of the rate with the local intensity. Second, the classical tunneling exit xte = Ip=jEnfj
increases. However, both the tunneling rate and the tunneling exit not only depend on the
strength of the local near-field but also on the material-specific ionization energy. This
motivates to explore the effects of charge interaction on the electron emission from different
dielectric materials.
To begin the analysis, the combined impacts of the ionization energy and the intensity of
the enhanced linear near-field on the electron emission are investigated systematically by
performing a set of M3C simulations. Therefore, the ionization energy is varied between
4 eV and 10 eV to cover the range of typical dielectrics and semiconductors. The results
of the systematic analysis are shown by the false color plot in Fig. 4.12 that represents a
map of the extracted cut-off energies in dependence on ionization energy and peak surface
intensity I loc = 20I. The energies are scaled to the ponderomotive energy U locp of the
maximally enhanced surface field. When assuming that the effects of tunneling exit and
charge interaction were negligible this map would show a constant value of 10U locp . However,
as both effects are included in the simulations, the map is more complex. For low intensities
(I loc . 4 1013 W=cm2), the cut-off energy depends strongly on the ionization energy. In
particular, for the largest ionization energy, the cut-off energy approaches zero. This can
be attributed to (i) the vanishing ionization rate and (ii) the increasing classical tunneling
exit that can eventually quench electron recollisions completely. For low ionization energies,
the cut-off strongly increases due to the combined effects of strong charge interaction and
decreasing tunneling exit. This strong dependence on the ionization energy decreases
for higher surface intensities, which can be explained as follows. At a critical intensity,
the ionization-induced trapping field screens the linear near-field completely. Further
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Figure 4.12. Cut-off energies of photoelec-
trons from d = 100 nm spheres under few-
cycle pulses (5 fs, 720 nm) in dependence
of ionization energy and peak intensity of
the enhanced linear near-field as predicted
by M3C. The vertical line marks the sur-
face field intensity corresponding to a laser
intensity of 3 1013 W=cm2 for SiO2. Hori-
zontal lines indicate the ionization energies
of different dielectric nanoparticles (as in-
dicated). Data published in [LS4].
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4. Strong-field electron emission from small dielectric nanospheres
ionization is thus mainly limited by the mean-field instead of the specific impacts of the
ionization energy or the local intensity. As the latter two depend both on the specific
material, in the high intensity regime charge interaction therefore effectively quenches the
material dependence of the photoemission process. For the considered parameters (i.e.
nanoparticle size and pulse parameters), the simulations predict a material-independent
cut-off around 22U locp for the highest considered local intensity.
Comparison with nanoparticle experiments
To substantiate the predicted quenching of the material dependence, the M3C results are
compared to respective experiments where the photoemission has been investigated from
four different dielectric materials3. The properties of the studied nanoparticle samples
(SiO2, ZnS, Fe3O4, Polystyrene (PS)) and the considered parameters for the simulations
are summarized in Table 4.1. Photoelectron spectroscopy measurements revealed that
the ionization energy of small silica nanoparticles is around 20 % lower compared to bulk
(cf. Fig. 2.7). As the ionization energies of the other nanoparticles are unknown, in the
simulations their values are adjusted within the same margin with respect to the literature
bulk values for best agreement with the experimental results. The field enhancement factors
0 are determined from the enhanced linear near-fields obtained from Mie calculations for
the corresponding relative permittivities "r. The utilized transport cross sections for the
elastic collisions within the different materials are given in Appendix E.
The surface intensity-dependent cut-off energies measured for the four materials are shown
as black symbols in Fig. 4.13. For comparison, the results of corresponding M3C simulations
with and without charge interaction are indicated by the solid and dashed red curves,
respectively. Without charge interaction the predicted cut-off energies converge to the
classical 10U locp (dark gray area) for high intensities, where the effect of the tunneling
exit becomes negligible. For lower intensities, slightly higher energies are possible as a
result of the finite tunneling exit. When approaching the lowest intensities, the cut-off
for SiO2 decreases which might hint at the quenching of backscattering because of large
tunneling exits due the high ionization energy. However, neglecting charge interaction
severely underestimates the experimentally observed cut-off energies for all materials.
Taking charge interaction into account results in better agreement of the simulated and
Material Diameter [nm] Ip (bulk) [eV] Ip (np) [eV] "r 0
SiO2 (80  100) 8 % 10:2 [126] 8:5 [96] 2.12 [116] 1.60
ZnS 136 33 % 7:5 [127] 6.5 5.44 [128] 2.55
Fe3O4 150 27 % 5:8 [129] 6.5 5.86 [130] 2.67
PS 111 17 % 6:1 [131]/6:95 [132] 5.0 2.50 [133] 1.76
Table 4.1. Properties of studied nanoparticle samples and parameters for the M3C simulations.
In the simulations for SiO2 a diameter of 100 nm was considered. The nanoparticle (np) ionization
energies for ZnS, Fe3O4 and PS have been extrapolated from the bulk values as stated in the
text. The peak field enhancements 0 are determined from Mie calculations for the respective
nanoparticle diameters and permittivities "r. From [LS4].
3The experiments have been carried out by the group of Matthias F. Kling at MPQ Garching.
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Figure 4.13. (a-d) Measured cut-off energies of electrons emitted from small (a) SiO2, (b)
ZnS, (c) Fe3O4 and (d) PS nanospheres in dependence of the peak intensity at the surface I loc
(symbols) and as predicted by M3C simulations excluding (dashed curves) and including (solid
curves) charge interaction. The relevant nanoparticle parameters correspond to the values given
in Table 4.1. The experimental error bars reflect the uncertainties of the laser intensities and the
extraction of the cut-off energies. Gray shaded areas visualize the 10U locp cut-off and an energy
of  22U locp . Data published in [LS4].
measured cut-offs. Best agreement is found for silica and polystyrene in the limit of
high intensities, where ionization is determined by the mean-field rather than the distinct
properties of the tunneling process. The deviations at low intensities could be attributed
to both experimental and theoretical limitations. In particular, at low intensities the
description of ionization transitions from the tunneling to the multiphoton regime which
most likely results in deviations when considering a pure tunneling ionization model. The
deviations for ZnS and Fe3O4 can most likely be traced back to strong deviations of the
nanoparticles shape from spherical geometry, which might result in slightly different field
enhancements. Beside the remaining small deviations between experiment and theory,
the overall trends in the evolution with intensity are very similar. Most importantly, for
the highest intensity, all results seem to converge to a common cut-off energy around
20 to 25U locp which supports the charge interaction induced quenching of the material
dependence.
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5. Field propagation effects at large
dielectric nanospheres
In the last chapter, strong-field driven electron emission has been investigated for di-
electric nanospheres that are small compared to the wavelength of the incident pulses.
A particularly interesting additional parameter for tailoring the electron dynamics arises if
electromagnetic field propagation becomes important. Typically (for non-resonant systems)
this requires a size of the nanostructure comparable to the excitation wavelength. In this
case, the dipole approximation fails as higher order multipole modes of the incident field
contribute substantially to the induced polarization and the resulting linear near-field. For
appropriate nanooptical targets, field propagation leads to nanofocusing effects that allow
to manipulate the overall near-field structure, including its spatial profile, the position of
the hot spots, and the phase evolution across the surface.
The focus of this chapter lies on investigating the influence of field propagation effects on the
near-field mediated electron emission from large dielectric nanospheres under intense few-
cycle pulses. Section 5.1 is dedicated to systematically analyzing the evolution of the linear
near-fields and the electron emission in dependence of the sphere size. After inspecting the
structure of the linear near-fields at small and large spheres, the directionality, waveform-
dependence and energy scaling of the electron emission are investigated. Particular
focus lies on the size-dependent scaling of charge interaction mediated effects on the
electron acceleration. Section 5.2 provides a detailed analysis of the electron emission
from particularly large nanospheres where the increasing impact of tangential near-field
components and the resulting ellipticity of the local fields can result in interesting new
physics. Here, a so far unknown acceleration mechanism that is enabled by double
recollisions within strongly elliptic near-fields is presented. Some of the results in this
chapter have been published in [LS5] and [LS6]. The corresponding parts in the discussion
follow the presentation in the original publications and include additional comments and
background information.
5.1. Strong-field photoemission from nanospheres –
from small to large
The spatio-temporal structure of the linear near-field at a dielectric sphere (with given
optical properties) is only determined by the sphere size and the excitation wavelength and
can be described conveniently by introducing the dimensionless propagation parameter1
% = d=. Hence, when considering a fixed wavelength, the near-field structure can be
1Note that this parameter already appeared in the derivation of the Mie solution for the linear
near-field (cf. Eq. 2.48).
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Figure 5.1. Enhancement of the radial linear near-field at silica spheres (false color plots) with
respect to the incident 4 fs few-cycle pulse at 720 nm central wavelength (red curve) in dependence
of sphere diameter (respective field propagation parameters % as indicated). The characteristic
angles h indicates the hot spots (defined via the maximal enhancement at the surface). Red and
blue arrows indicate radial and tangential unit vectors, respectively.
adjusted by varying the sphere size. Figure 5.1 shows the maximal relative enhancement
of the radial near-field at silica nanoparticles with increasing diameters in the propagation-
polarization plane of the driving few-cycle laser pulses. For the so far investigated small
nanospheres (% 1) the linear near-field can be described well within Rayleigh’s quasi-
static dipole approximation [134], i.e. neglecting the influence of field propagation within
the nanospheres. However, with increasing size this approximation fails and the spatio-
temporal near-fields become strongly deformed resulting from the excitation of higher
order modes for % & 1 [89]. The probably most notable effect is the gradual shift of the
hot spots regions towards the rear side of the spheres.
5.1.1. Characterization of the linear near-fields
Before studying the impact of the field propagation induced near-field deformation on
the electron emission, the main differences of the linear near-fields at small and large
spheres are inspected. As the dominant contribution of photoelectrons can be expected to
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Figure 5.2. Evolution of the linear near-fields at small (a,b) and large (c,d) silica nanospheres.
(a,c) Time-evolution of the radial (red curves) and tangential (blue curves) near-field components
sampled at the respective hot spots (cf. Fig. 5.1). The individual components are obtained
by projecting the vectorial near-field onto the radial and tangential unit vectors (er and et) as
indicated in Fig. 5.1. Shaded areas indicate the field envelopes. (b,d) Combined radial and
tangential evolution (gray curves). The polarization ellipses (black curves) yield the ellipticity
parameter  = b=a, where a and b are the minor and mayor axis and the tilt .
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5.1. Strong-field photoemission from nanospheres – from small to large
originate from the hot spot regions, the fields are characterized at the location of maximal
enhancement, see white symbols for d = 100 and 400 nm in Fig. 5.1. The temporal
evolution of the local fields is compared in Fig. 5.2. For the small sphere, the impact of
the tangential near-field component is negligible in comparison to the radial field (compare
blue and red curves in Fig. 5.2(a)) resulting in almost linear polarization of the local
field (see Fig. 5.2(b)). For the large sphere, the enhancements of radial and tangential
components are comparable (see Fig. 5.2(c)) and their phase shift leads to a pronounced
ellipticity of the vectorial field (gray curve in Fig. 5.2(d)). This ellipticity is quantified via
the elipticity parameter  = b=a, where a and b are the field amplitudes along the major
and minor axis of the polarization ellipse (black curve in Fig. 5.2(d)), and the tilt angle
 of the major axis with respect to the local surface normal.
A systematic analysis of characteristic near-field properties in dependence on the nanopar-
ticle diameter is displayed in Fig. 5.3. The map of the relative enhancement of the radial
surface field in dependence of the angle  and nanoparticle diameter in Fig. 5.3(a) clearly
shows the field propagation induced near-field deformation. Starting from the upper
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Figure 5.3. Characterization of the linear near-fields in dependence of sphere diameter. (a)
Map of the radial surface fields relative enhancement Er(d; )=E0 with respect to the peak field
strength E0 of the incident few-cycle laser pulse, in dependence of the angle  sampled at the
surface of the upper sphere half in the z = 0 plane. The white curve indicates the characteristic
angle h(d) of maximum enhancement. (b) Relative enhancements Er/t(d; h)=E0 of the radial
(red) and tangential (blue) surface fields, sampled at the characteristic angle. (c) Ellipticity
parameter (red) and tilt angle of the polarization ellipse (black), as defined in Fig. 5.2(d). (d)
Effective pulse length (red) and CEP shift (black) of the local radial field. Arrows in (c) and (d)
indicate the axis corresponding to the respectively colored curves. Published in [LS5].
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5. Field propagation effects at large dielectric nanospheres
pole (90 ) for small diameters, above d & 200 nm (% & 1) the characteristic angle (white
curve) decreases with sphere size and reaches around 45  for the largest diameter. The
enhancements of the radial and tangential near-fields sampled at the characteristic angle
in Fig. 5.3(b) reveal that the tangential fields are small for % . 1 and rapidly increase for
larger spheres. The increasing ellipticity parameter (red curve in Fig. 5.3(c)) reflects a
gradual transition from linear to elliptic polarization of the local fields. Also the tilt angle
of the polarization ellipse (black curve) increases for larger spheres. Further, both the
pulse length and the CEP of the local field are robust with respect to the sphere size, see
Fig. 5.3(d).
5.1.2. Field propagation mediated directional electron emission
Having characterized the size-dependent evolution of the linear near-field, the impact of
the field propagation mediated near-field deformation on the electron emission can now be
analyzed. In the previous chapter, the electron energy spectra from small nanoparticles
were investigated only with respect to the emission into up- and downward direction.
In experiments, such a measurement can for example be realized via a stereo-TOF3
setup [25, 135, 136]. However, in order to analyze the full emission directionality that
approach is not sufficient. Instead, collecting the complete directional information, i.e.
measuring the full three-dimensional momentum distribution of all emitted photoelectrons,
is highly desirable. Unfortunately, this information is not easily accessible in respective
strong-field experiments. Hence, in experiments that were performed by the group of
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Figure 5.4. CEP-averaged projected momentum distributions measured from SiO2 nanospheres
with 95, 313, 400 and 550 nm diameter via velocity map imaging (averaged over millions of laser
shots). Note that the intensity of the incident 4 fs NIR (720 nm central wavelength) laser-pulses
(red curve in the top left corner) has been adjusted to reach maximal momenta around 2 a:u: for
all sphere sizes2. The final emission angle e is defined with respect to the pulse propagation
direction (x-axis), see 550 nm image. Experimental data courtesy of M. F. Kling.
2The atomic unit of momentum is 1 a:u:  2 10 24 kg m=s. A momentum of 2 a:u: corresponds to a
kinetic energy of  54 eV.
3Time Of Flight
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Matthias F. Kling at MPQ Garching the emitted photoelectrons were detected utilizing a
velocity map imaging (VMI) spectrometer where the electrons are accelerated towards
a two-dimensional detector by a static electric field (see e.g. [137, 138]). For the chosen
geometry, this enabled to measure the momenta of all emitted electrons in the propagation
direction (px) and polarization direction (py) of the laser field. The information on the
z components was lost due to the projection onto the two-dimensional detector.
Measured CEP-averaged momentum projections of the electron emission from SiO2 spheres
with increasing diameters are shown in Fig. 5.4. The peak laser intensities of the individual
scans were chosen between I = 2:8   3:7  1013 W=cm2 such that comparable cut-off
momenta were obtained for all sizes. The laser pulses were propagating along the x-axis
and were linearly polarized along the y-axis. While a symmetric electron distribution with
respect to the polarization axis is observed for the smallest nanoparticles, the momentum
distributions become increasingly deformed with increasing particle size. In particular, the
spectral region including the highest momenta gradually shifts towards positive x-momenta.
The corresponding decrease of the final emission angles e of fast electrons from around
90  (in polarization direction) towards the rear-side of the nanospheres strikingly reveals
the correlation between field propagation mediated near-field deformation and directional
electron emission.
Electron emission as predicted by M3C
As a first step to identify the physics underlying the experimentally observed directional
electron emission and its connection to the near-fields, the electron emission predicted
by M3C is compared for small and large nanospheres. Although the full 3D-information
on the emission directionality is accessible in the simulations, only projected momentum
maps are analyzed for the sake of comparability to the respective experimental results.
Figure 5.5(a,b) shows the calculated CEP-averaged projected momentum maps from a
small (a) and a large (b) nanosphere. Similar to the experiment, the projected momentum
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Figure 5.5. Electron emission from small an large silica nanospheres as predicted by M3C.
(a,b) CEP-averaged projected momentum maps of electrons emitted from d = 95 nm (a) and
550 nm (b) spheres under 4 fs, 720 nm few-cycle pulses at 3 1013 W=cm2. (c) Corresponding
CEP-averaged energy spectra (as indicated). Red and blue symbols indicate the respective cut-off
energies as defined in Fig. 4.3.
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5. Field propagation effects at large dielectric nanospheres
map for the small sphere reveals a dipolar shape with most energetic electrons emitted
along the polarization direction (y-axis). Most importantly, the emission is symmetric with
respect to the propagation direction. For the larger sphere this symmetry is broken and
the momentum map indicates pronounced emission towards the propagation direction of
the incident pulse. The overall good qualitative agreement between experiment and theory
motivates to compare the emission also quantitatively. Note that in the experiments the
low momentum region may be contaminated with phase-independent contributions such
as slow electrons due to thermal electron emission [14] or spurious contributions from
residual gas in the vacuum chamber. Hence, for the following analysis only fast electrons
close to the respective spectral cut-offs are considered. The latter are defined as those with
projected momenta p >
p
2meEth, where the threshold energy is defined as Eth = 0:5Ec
and the respective cut-off energies Ec are extracted from the energy spectra, see red and
blue symbols in Fig. 5.5(c).
5.1.3. Phase-dependent directional switching
The few-cycle driven measured and predicted electron emission will now be compared
quantitatively for small and large nanoparticles. Therefore, the yields of emitted near
cut-off electrons in dependence of CEP and emission direction e are analyzed in Fig. 5.6.
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Figure 5.6. Directionality and phase-dependent switching. (a,b) Yields Y (e; 'ce) of near-
cut-off electrons (projected momenta p >
p
2meEth with threshold energy Eth = 0:5Ec) in
dependence of final emission angle e and CEP 'ce, measured from small (a) and large (b)
silica nanospheres (parameters as indicated). (c) Amplitudes A(e) (gray curves) extracted from
harmonic fits Yfit(e; 'ce) = Y0(e) +A(e) cos ['ce  '(e)] of the data in (a) and (b). Maxima
of the Gaussian fits to the amplitudes for upward emission (red and blue curves) define the critical
emission angles crite (vertical dashed lines). Black curves in (a) and (b) show the phase offsets
'(e) extracted from the harmonic fits. The phase offsets at the critical emission angles define
the critical phase 'critce (white symbols). (d-f) M3C predictions for the experimental parameters
as in (a-c). From [LS5].
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For experiment and simulation and both sphere sizes the yields reveal (i) strong phase-
dynamics and (ii) signal concentration in narrow angular ranges for up- and downward
emission. However, while the phase-dependent up-down switching is similar for both sizes
with preferred upward emission (i.e. e > 0) around 'ce = 0, the emission directions are
very different. The emission from the small particles (a,d) is peaked close to 90 , i.e.
along the laser polarization direction, while the main emission direction is shifted towards
the rear side for the larger nanoparticles (b,e) and peaks around 45 . To quantify the
critical emission angles and phases, the CEP-dependent yields are fitted with harmonic
functions (see figure caption). The resulting angle-dependent amplitudes for up- and
downward emission and for both sizes are shown as gray curves in Fig. 5.6(c,f). The
critical emission angles are defined as the centers of Gaussian fits to these amplitudes
for upward emission (red and blue curves). The critical angles (vertical dashed black
lines) for small and large particles are close to crite  90  and 45 , respectively, with good
agreement between experiment and theory. The critical emission phases 'critce are defined
as the values of the phase offsets '(e) extracted from the harmonic fits (solid black
curves in Fig. 5.6(a,b,d,e)) at the critical emission angles and are marked by the white
symbols. The measured and predicted critical phases are  1:9 for the small and  1:8
for the large nanoparticles.
5.1.4. Systematic comparison of simulation and experiment
The excellent qualitative and quantitative agreement of the predictions by the semi-classical
simulations with the experimental data motivates a systematic analysis of the impact of
the near-field deformation on the electron emission. Therefore, in Fig. 5.7 the evolution
of the three previously defined characteristic emission parameters, i.e. (i) the critical
emission angle crite , (ii) the critical phase 'critce , and the cut-off energy Ec are investigated
in dependence of nanoparticle size. First, the analysis of the critical emission angles in
Fig. 5.7(a) reveals that the predictions of both SMM (black curve) and M3C (red curve)
agree well with the experimental data (symbols). The remaining small offset is attributed
to systematic errors in the experiment4. Comparing the critical emission angles to the
characteristic angles h of the radial Mie-field (solid green curve) and full Mie-field (dashed
green curve) supports the dominant impact of the radial components of the surface field
on the photoemission process.
Second, the measured critical phase varies only weakly with size and is well-reproduced by
the M3C simulations (compare red curve to symbols in Fig. 5.7(b)). The SMM prediction
shows the correct phase evolution (black curve) but exhibits an almost size-independent
offset to M3C and experiment. The latter can be attributed to the impacts of the classical
tunneling exit and charge interaction. For example, the lacking trapping field can result
in slightly different timings for the generation of the optimal backscattering trajectories
(cf. Fig. 4.11). However, the altogether small variations of the phase with the diame-
ter support the possible application of robust attosecond control of the directional emission.
Finally, comparison of the predicted and measured cut-off energies in Fig. 5.7(c) reveals the
following key results. First, the SMM cut-off (solid black curve) almost perfectly follows
4For example an inhomogeneous response of the VMI detector.
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the 10U locp law irrespective of sphere size. The cut-offs extracted from M3C simulations
without charge interaction (dashed black curve) evolve similar to the SMM result. The
small deviation can be attributed to the influence of the classical tunneling exit and small
uncertainties in the cut-off evaluation. However, both predictions drastically underestimate
the experimental cut-offs (symbols) which can only be reproduced by M3C when including
charge interaction (red curve). In this case, the cut-off energies start around 15U locp for the
smallest investigated spheres and increase almost linearly to around 24U locp for d = 600 nm.
This increase is not attributed to the linear radial near-field as the energies are scaled with
respect to the ponderomotive energy of the maximally enhanced radial near-field (cf. red
curve in Fig. 5.3(b) for the respective size-dependent enhancement).
Selective energy gain analysis
In the semi-classical simulations, the additional acceleration due to trapping field assisted
backscattering (cf. Section 4.2.1) and the Coulomb explosion of the escaping electron
bunches is mediated via the self-consistent mean-field. The selective impacts of these
acceleration effects and possible additional acceleration due to the increasing near-field
ellipticity at large spheres can be disentangled via a selective energy gain analysis. To
quantify the selective impacts, the kinetic energy gain
Ekin =
1Z
tb
_r(t)  E(r(t))dt (5.1)
of electrons with final energies equal to the cut-off is evaluated, where tb is the generation
time of the respective trajectories. When taking into account the full near-field, the energy
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gain reflects the final energy. Evaluating the integral for the specific contributions to the
near-field allows to disentangle the energy gains mediated by the different acceleration mech-
anisms. The analysis of the selective gains reveals the impact of three specific contributions.
First, when including the radial component of the linear Mie field (dotted blue curve in
Fig. 5.7(c)), only the energy gain due to the trajectory modification in the presence of
the mean-field is included, while additional acceleration effects mediated by its dynamical
evolution are excluded. This allows to isolate the effect of the trapping field assisted
backscattering (blue shaded area). The analysis shows that the effect results mainly from
the radial electron motion and leads to an additional energy gain of around 3U locp which is
in good agreement with the predictions of the simplified TRAB model (cf. Fig. 4.9(b)).
The small variation with the sphere diameter suggests that the trapping potential depends
only on the local charge density at the surface and that the TRAB mechanism is thus
insensitive to the nanosphere size.
Second, the acceleration mediated by tangential components of the linear near-field can be
studied when integrating over the full Mie field (dashed blue curve). The tangential field
effect (gray shaded area) vanishes for small spheres (d . 250 nm) and remains small (but
non-negligible) even for larger diameters where radial and tangential field components
become comparably strong. This observation further substantiates that the rescattering
process is mainly determined by the radial near-field.
Third, the remaining energy gain is attributed to the Coulomb explosion of escaping
electron bunches (red shaded area). The impact of the CE increases strongly with sphere
diameter and provides the dominant contribution to the overall energy gain for the largest
spheres. This can be traced back to the increasing strength of the space-charge repulsion
among the escaping electrons due to larger numbers of electrons within the bunches. In
contrast to the local TRAB effect, the Coulomb explosion thus appears to be sensitive to
the full (non-local) electron distribution.
Time-evolution of the selective energy gains
The timescales on which the additional acceleration via TRAB, due to the tangential fields
and by Coulomb explosion of the escaping bunches takes place can be identified via the
evolution of the respective selective energy gains. Note that the results of this analysis
are similar to the results shown in Fig. 4.7(a). However, instead of comparing the kinetic
energy evolution of cut-off electrons from simulations ex- and including the mean-field,
investigating the selective energy gains allows a clear (and well-defined) separation of the
contributing mechanisms. The results of the analysis for three different sphere sizes in
Fig. 5.8 substantiate that the enhancement due to TRAB (blue shaded areas) evolves on
a very short timescale during the recollision process (see blue arrows). The absence of
additional energy gain in the later stages of the dynamics (including the later cycles of
the field) are a clear indication that the TRAB process takes place close to the surface.
Similarly, the additional energy gain from the tangential field components (gray shaded
areas) that is only relevant for the largest investigated diameter also develops during
the recollision phase (see black arrow in (c)). The Coulomb explosion mediated energy
gains (red shaded areas) unfold on a substantially longer timescale, i.e. after the emitted
electrons have left the vicinity of the surface.
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5.2. Tangential field effects and double recollisions
The selective energy gain analysis revealed that tangential components of the linear near-
field start to notably affect the photoemission for large nanospheres (d & 400 nm) and
result in non-negligible contributions to the energy gains. This observation motivates a
closer analysis of the electron emission from particularly large nanospheres (d & 600 nm)
where the near-field polarization becomes strongly elliptic (see evolution of the near-field
polarization ellipses with sphere size in Fig. 5.9). It turns out that in this regime the
spectral cut-off is enhanced by a so far unidentified double rescattering mechanism where
the electrons undergo two surface recollision within a quarter-cycle of the field.
To investigate the impact of double recollisions on the photoemission, a systematic analysis
of selective energy spectra for electrons emitted from small and large nanospheres at
different intensities is shown in Fig. 5.10. As discussed before, direct electrons (gray
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linear near-fields hot spots. Red curves visualize
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curves) dominate the low energy region (up to 2U locp ) for small nanoparticles and low
laser intensities (Fig. 5.10(a)). For increasing intensities (Fig. 5.10(b,c)), the emission of
direct electrons is suppressed due the ionization induced trapping field. For the largest
spheres (Fig. 5.10(g-i)), direct electrons can exceed the conventional 2U locp cut-off energy
which is attributed to the additional acceleration by tangential field components. For the
following analysis, however, they are not of interest due to the comparably low yields and
their minor impact on the high-energy spectral region. The latter is dominated by single
recollision electrons (black curves) for d = 100 and 500 nm for all considered intensities.
This changes for the largest spheres where double recollision electrons (red curves) prevail
in the cut-off region irrespective of intensity.
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5.2.1. Evolution of electron yields and cut-off energies with size
Before inspecting the double rescattering mechanism in more detail, the scaling of single
and double recollision electron yields and cut-off energies will be analyzed systematically in
dependence of laser intensity and nanoparticle size. The analysis of the yields5 in Fig. 5.11
reveals two trends. First, the yields of single and double recollision electrons increase almost
5A quantitative comparison of measured and calculated yields for similar parameters is presented
in [LS5] and supports the validity of the yields as predicted by the semi-classical simulations.
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linearly with the intensity of the incident laser field for all investigated sphere sizes, see
black and red curves Fig. 5.11(a). This observation is in stark contrast to the predictions of
the SMM, where the electron yield depends only on the local tunnel ionization rate. Since
this rate typically scales exponentially with intensity, one would also expect an exponential
increase of the overall electron yield. Hence, the linear scaling predicted by the M3C sim-
ulations supports the quenching of tunnel ionization due to charge separation at the surface.
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and double (red) recollision elec-
tron yields. (a) Yields in de-
pendence of laser intensity for
three nanosphere diameters (as in-
dicated). (b) Yields of all electrons
(gray area) and selective yields
against nanoparticle diameter for
I = 3  1013 W=cm2 (cf. vertical
line in (a)). From [LS6].
Second, the yields increase nearly linearly also with the nanoparticle size when considering
a fixed laser intensity (here, I = 3 1013 W=cm2), see Fig. 5.11(b). This observation can
as well be understood via space charge induced trapping in the following simplified picture.
Assuming sequential emission of electrons, the total charge Q of the sphere increases with
each escaping electron, resulting in the generation of an attractive Coulomb field. When
considering that all electrons start with a given kinetic energy, their emission is quenched
after reaching a critical charge Qcrit = eNcrit where the respective Coulomb potential
overcomes the electrons initial energy. As the Coulomb potential scales proportional
to Q=R, this simplified picture predicts that the number of electrons Ncrit that may be
emitted before the onset of quenching scales linearly with the sphere radius6 R. The good
agreement of the M3C results with the prediction of this simplified model signifies the
space charge induced trapping effect.
The scaling of the cut-off energies for single and double recollision electrons in dependence
of laser intensity is shown in Fig. 5.12(a) for three selected sphere sizes. Irrespective of the
particular size, the cut-off energies of both single and double recollision electrons (black
and red curves) first increase with intensity for I . 2 1013 W=cm2. Further increasing
the intensity results in no substantial enhancement due to the quenching of the ionization
as discussed in Sec. 4.2.2.
Most importantly, when considering a fixed laser intensity, the simulations reveal that the
cut-off energy of double recollision electrons increases faster with sphere size compared to
the single recollion cut-off, see Fig. 5.12(b). Although for the so far investigated spheres
with d . 600 nm the conventional single recollision process prevails, for larger spheres
the double recollision process becomes more efficient and becomes dominant near the
6Please note that this simplified picture is similar to frustrated multistep ionization of XUV driven
clusters [139–141].
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cut-off. Note that despite the more efficient acceleration process, the overall yield of double
recollision electrons is comparably small (compare red to black curve in Fig. 5.11(b)).
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areas). (b) Cut-offs against sphere
diameter for I = 3  1013 W=cm2
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5.2.2. Trajectory analysis of single and double rescattering
The origin of the increasing impact of double recollisions for the cut-off energies predicted
for large nanospheres can be unraveled via a systematic trajectory analysis. Thereto,
typical single and double recollision trajectories of electrons with final energies close to the
respective cut-offs are analyzed for the largest investigated sphere with d = 700 nm (for
I = 4 1013 W=cm2 where the effect is most pronounced). To disentangle the selective
impacts of their radial and tangential motion, the evolution of the two respective compo-
nents of their positions, local electric fields and velocities are compared in Fig. 5.13.
As a starting point of the analysis, the evolution of the single recollision trajectory (black
curves) is briefly discussed. It is launched (indicated by the black circles labeled with b)
at the classical tunneling exit (note the radial offset in Fig. 5.13(a)) close to the minimum
of the local radial electric field (Fig. 5.13(b)) with zero initial velocity (Fig. 5.13(c)).
Subsequently, the electron is accelerated by the radial and tangential fields, leading to large
radial and tangential excursions before the recollision (indicated as 1). The timing of the
recollision at the minimum of the tangential field and the zero-crossing of the radial field
results in an almost purely radial recollison as the tangential velocity is small. This leads
to an essentially radial jump of the velocity at the recollision (indicated by the gray line
and 1 in Fig. 5.13(c)) that allows for efficient radial acceleration during both the approach
and the escape phase. After the recollision the electron undergoes a trivial radial and
tangential quiver motion (see elliptical feature around vr  5Å=fs in Fig. 5.13(c)) followed
by an additional almost purely radial acceleration due to the space charge repulsion within
the escaping electron bunch (dotted black curve in Fig. 5.13(c)).
The double recollision trajectory (red curves) unveils a clearly different mechanism. Al-
though it also starts at the classical tunneling exit ( b in Fig. 5.13(a)), the excursion in
radial direction is significantly smaller in comparison to the single recollision trajectory
during the full recollision process, while pronounced tangential motion is found between
the two recollisions ( 1 and 2). The timing of the second recollision is close to the
zero-crossing of the radial field, resulting in efficient radial acceleration during the final
escape similar to the single recollion case. The first recollision takes place close to the
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Figure 5.13. Trajectory analysis of single and double rescattering. (a) Evolution of radial and
tangential excursion with respect to the birth position of typical trajectories extracted for cut-off
electrons emitted from 700 nm silica spheres after single (black) and double (red) rescattering.
Labeled circles indicate the moments of birth b, the first 1 and second 2 recollision and
correspond to (b) and (c). (b) Evolution of the elliptic local near-fields, sampled along the
respective trajectories. (c) Evolution of the velocity components. Jumps in the velocities at
the moments of recollision are indicated as light grey and light red lines. The elliptical features
(around vr  5Å=fs) reflect the trivial radial and tangential quiver motions after the recollision
phase. The dotted ends of the curves show the additional (mainly radial) velocity gain mediated
by the space-charge driven Coulomb explosion of the escaping bunches. The radial and tangential
components of the properties shown in (a-c) are calculated with respect to the unit vectors as
defined in Fig. 5.1. Adapted from [LS6].
zero-crossing of the tangential field ( 1 in Fig. 5.13(b)). This is the key for efficient
tangential acceleration which requires the tangential velocity and the tangential field to
have opposite signs for as long as possible. For the displayed trajectory, this is realized
by the first recollision that flips the tangential velocity close to the zero-crossing of the
tangential field (cf. 1 in Fig. 5.13(b,c)).
5.2.3. Selective energy gains for single and double rescattering
After inspecting the evolution of typical single and double rescattering trajectories, the
temporal evolution of averaged trajectories and their respective energy absorption is
depicted in Fig. 5.14. The averaged trajectories are calculated from ensembles of tra-
jectories with final energies close to the respective single and double recollision cut-offs.
While the averaged single recollision trajectory (black curve in Fig. 5.14(a)) resembles
the conventional backscattering scenario (cf. Fig. 4.4), the averaged double rescattering
trajectory reveals two subsequent recollisions that are separated by around 500 as with
the second recollision being timed similarly to the single recollision process.
In order to substantiate the above introduced picture of strong energy gain from the tan-
gential near-field components via double rescattering, the selective single-particle energy
gains corresponding to the averaged trajectories are analyzed during the recollision phase,
see Fig. 5.14(b). For the single recollision process, most of the energy is gained from the
radial Mie field (dashed black curve) during approach to and escape from the surface (left
and right of the vertical black line, cf. Fig. 5.14(a)). This results in two ’steps’ (steep
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Figure 5.14. Energy absorption for single
and double recollisions. (a) Averaged radial
trajectories of electrons emitted from 700 nm
silica spheres after one (black) and two (red)
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the cut-off energy in Fig. 5.10(i)). Vertical
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tions (as indicated). Gray and red shaded
areas reflect the energy gain from the tan-
gential components of the Mie field. Inset:
evolution on a longer timescale. From [LS6].
increases) of the energy gain before and after the recollision (see dashed black curve around
t  1:5 and 2:5 fs). The additional energy gain from the tangential component of the Mie
field (gray area), i.e. the difference between the gains from the full (solid black line) and
radial Mie field, is comparably small.
In the case of double rescattering, the energy gain from the radial component of the
Mie field (dashed red curve) is small during the approach phase and in-between the two
recollisions (cf. vertical red lines). Only after the second recollision, i.e. during the
final escape, substantial energy is gained from the radial Mie field, similar to the single
rescattering process (compare slopes of the dashed black and red curves during the escape
phase). Despite the low energy gain from the radial field during the first two phases of the
double recollision process, the final energy gained from the full Mie field (solid red curve)
exceeds the energy gain in the single recollision process. The reason is the substantial
energy gain from the tangential Mie field (red area) during the approach and intermediate
phase. The combined effects of tangential and radial components thus lead to three ’steps’
in the energy gain from the Mie field, resulting in the large impact of double recollisions
for the cut-off energies predicted for large nanospheres.
For both, single and double rescattering, the energy gain from the full near-field (Mie field
and mean-field) is comparable to the gain from the Mie field during the recollision phase
(compare dotted to solid curves for small times in the inset of Fig. 5.14(b)). On a longer
timescale, Coulomb explosion of the escaping bunches leads to an additional energy gain.
5.2.4. Emission directionality of single and double rescattering
After clarifying the impacts of the tangential fields on the acceleration dynamics and the
energy spectra, now also their effect on the emission directionality of single and double
recollision electrons will be inspected. Thereto, the correlation of their birth angles b
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and emission angles e is analyzed in Fig. 5.15. The two relevant limiting cases of the
electron emission and the corresponding signatures in the correlation maps are illustrated
schematically in Fig. 5.15(a) . Undirected isotropic emission from a small surface region
(red arrows), i.e. a sharp distribution of birth angles and a broad distribution of final angles,
corresponds to a vertical signature in the correlation map. Radial emission, where birth
and final angles are equal (blue arrows), corresponds to a diagonal correlation signature.
The correlation maps of fast electrons emitted from small and large nanoparticles at low
and high intensities after one or multiple recollisions (n > 0) are compared in Fig. 5.15(b-
e). For small nanoparticles, the correlation maps at both intensities (b,c) exhibit two
signatures around 90 , indicating pronounced emission along the laser polarization axis.
Although the overall directionality is robust with respect to intensity, the orientation
of the features changes. In particular, the rotation from almost vertical alignment at
low intensity to nearly diagonal alignment at high intensity reflects the transition from
undirected to radial emission. This effect can be attributed to the increasing strength of
the trapping potential acting as a filter for radial emission, as only electrons with a large
radial velocity can escape the attractive trapping field. For large spheres (d,e) the emission
is peaked around 40  irrespective of intensity. In this case, however, the transition from
undirected to radial emission is much less pronounced. This observation is a strong hint
at the increasing importance of tangential field components that suppress emission of
electrons with purely radial momenta.
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Figure 5.15. Correlation between birth angles b and emission angles e of electrons emitted from
nanospheres. (a) Schematic visualization of the correlation between the two angles for undirected
(red) and radial (blue) emission. (b-e) Correlation maps for fast (E > 0:5Ec) recollision electrons
(n > 0) from small and large spheres under low and high intensities (as indicated) as predicted
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visualize the tilts of the individual signatures. (f,g) Selective correlation maps for single (f) and
double (g) recollision electrons for the scenario in (e), see red box. Adapted from [LS6].
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The emission directionalities of single and double recollisions are disentangled in the
selective correlation maps in Fig. 5.15(f,g). The analysis reveals two peculiar effects of the
double recollision process. First, compared to the single recollision case, the signatures are
oriented more vertical and second, they exhibit a small offset from the diagonal. Both
characteristic features signify the deviation from purely radial emission due to stronger
tangential acceleration.
Suggested strategy for verifying double recollisions experimentally
The so far experimentally unresolved double recollision mechanism might enable a better
understanding of recollisions at surfaces of nanostructured solids and thus represents a
promising perspective for future studies. For example, it could help to gain deeper insights
into the microscopic features of the backscattering process or even reveal effects from
surface roughness of the investigated materials. However, double recollisions have not
yet been observed experimentally due to investigating only nanospheres with diameters
up to 550 nm. Although the simulations predict that double recollisions influence the
cut-off energy region for slightly larger nanoparticles, the cut-off enhancement alone
might not be sufficient for the desired experimental verification. Therefore, the impact
of double recollisions on other experimentally accessible observables is now briefly reviewed.
Based on the representation introduced in Fig. 5.6, the emission directionality and phase-
dependent switching of single and double recollision electrons emitted from 700 nm silica
spheres under few-cycle pulses at I = 4 1013 W=cm2 is analyzed in Fig. 5.16(a,b). For
the analysis, only fast electrons with energies above the threshold Eth > 0:75Ec have
been considered. Comparison of the single and double recollision yields reveals two key
differences. First, the critical emission angle of double recollision electrons ( 47 ) is
slightly larger as compared to the single recollision case  39 , compare vertical dashed
lines in Fig. 5.16(a,b). Note that this is in good agreement with the larger emission angles
observed in the correlation analysis (i.e. the offset from the diagonal in Fig. 5.15(g)).
Second, for double rescattering, the critical CEP is lower (  0:5  for double recollision
vs.   0:1  for single recollision).
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Figure 5.16. Directionality and phase-
dependent switching of single and dou-
ble recollision electrons from 700 nm
nanospheres. (a,b) Yields of near-cut-
off single (a) and double (b) recollision
electrons in dependence of emission an-
gle and CEP. Vertical lines, black curves
and white dots indicate critical emission
angles, phase offsets and critical CEPs as
defined in Fig. 5.6. (c,d) Critical emis-
sion angles (c) and phases (d) of single
and double recollision electrons in depen-
dence of threshold energy. From [LS6].
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The difference of the critical emission angles is particularly promising for the experimental
verification of double rescattering as it is easily accessible via VMI measurements. The
dependence of emission angles and CEPs on the selected threshold energy Eth is compared
for single and double recollision electrons in Fig. 5.16(c,d). For the single recollision case
(black curves), the results signify the robustness of the analysis with respect to the threshold.
Especially the weak variation of the critical emission angle with the threshold energy (black
curve in (c)) substantiates the radial nature of the emission of single recollision electrons
over a broad energy range. As opposed to that, the critical emission angle of double
recollision electrons (red curve in Fig. 5.16(c)) increases strongly for larger thresholds.
This reflects the strong impact of the tangential field on the electron acceleration, where
stronger tangential acceleration results in higher energies but also leads to pronounced
deviations from radial emission. This particular dependence might be important for the
observation of double recollisions in future experiments.
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nanospheres
This chapter is dedicated to the theoretical investigation of attosecond streaking on
dielectric nanospheres. The particular aim is to clarify the physical processes and their
specific contributions to the streaking delay that was measured in the first streaking
experiment for a dielectric material carried out recently by the groups of Matthias F. Kling
and Francesca Calegari in Milano. The experimental setup and the strategy to discriminate
signals from a gas reference and nanoparticles, that are simultaneously recorded within the
same measurement, are presented in Section 6.1. Afterwards, the streaking spectrograms
obtained for the reference and the nanoparticles and their respective streaking delays are
inspected. The processes that contribute to the delays are investigated via M3C streaking
simulations in Section 6.2. After establishing that the model captures the relevant physics
by benchmarking the simulations against the experiment, the specific contributions to
the streaking delay are studied individually. The particularly dominant contribution from
electron transport in the dielectric is explored in Section 6.3 where the selective impacts of
elastic and inelastic electron-atom collisions are analyzed systematically. The simulations
substantiate that the streaking delay is mainly sensitive to the inelastic scattering time in
the case of dielectrics. To explain this observation, the underlying physical picture for the
collisional delay is provided by a simplified model for attosecond streaking from surfaces.
Note that substantial parts of the results are published in [LS7, LS8] and are revisited
here for convenience. The respective parts of the discussion follow that in the publications
and include additional background information.
6.1. The attosecond streaking experiment
The setup of the attosecond streaking experiment is illustrated schematically in Fig. 6.1.
A beam of isolated d = 50 nm silica nanoparticles is delivered to the interaction region and
nanoparticle
source
VMI
Pulse delay
y x
z
50 nm
0.2 0.6 1.0
relative XUV intensity
SiO
2
Figure 6.1. Schematic
setup of the streaking
experiment. Synchro-
nized attosecond XUV
and few-cycle NIR pulses
are shot on a beam of
isolated silica nanoparti-
cles. Emitted electrons
are detected using a ve-
locity map imaging spec-
trometer. From [LS7].
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irradiated by isolated 250 as XUV pulses (central photon energy  28 eV, peak intensities
 2 1012 W=cm2) and synchronized 5 fs NIR pulses (central wavelength  720 nm, peak
intensities  1  1012 W=cm2) with adjustable pulse delay1 t. Emitted electrons are
recorded using a single-shot VMI spectrometer.
6.1.1. Data discrimination
A meaningful interpretation of the attosecond delays recorded in the streaking experiment
requires a suitable reference measurement. The latter can be provided by a corresponding
streaking experiment on gas targets. However, as the attosecond delays might be particu-
larly sensitive to small variations of the experimental conditions, the gas reference and
the nanoparticle signal have to be recorded simultaneously within the same experiment.
Such a measurement can be realized by utilizing a very low density of silica particles
in the nanoparticle beam, such that only a portion of laser shots hits one (or multiple)
nanoparticles. In this way, the reference measurement is provided by laser shots that hit
only residual gas while nanoparticle hits provide the signal. Evaluating such a simultaneous
measurement requires a reliable method to distinguish gas from nanoparticle hits.
In this experiment, the discrimination of the measured data relies on the knowledge of how
gas and nanoparticle hits contribute to the projected momentum distributions recorded
in the VMI measurement. Figure 6.2(a,b) shows a comparison of two typical single-shot
momentum distributions. The first one in Fig. 6.2(a) was recorded in an experiment where
no silica particles were delivered to the interaction region, such that the detected events
are attributed to electron emission from the residual gas. A significantly higher number of
events can be recorded when performing the experiment with nanoparticles, see Fig. 6.2(b).
Histograms of the events per shot recorded for millions of laser shots for the two respective
experiments are depicted in Fig. 6.2(c). While both distributions are peaked around 50
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Figure 6.2. Discrimination of measured streaking data. (a,b) Typical single-shot VMI momen-
tum projections recorded from a gas-only measurement (a) and when including silica nanoparticles
(b). Dashed circles indicate the low momentum region (< 0:75 a:u:), where the measured signal
contains additional contributions from residual gas background. The grey arrow in (a) illustrates
the x-component of the projected momentum of the i-th measured event. Blue and red dots in
(a) and (b) indicate the respective averaged projected momenta hpi = 1n
Pn
i=1 pi. (c) Histogram
of detected events per shot for gas-only (blue) and with silica nanoparticles (red). Adapted
from [LS7].
1A positive pulse delay reflects that the NIR pulse arrives after the XUV pulse.
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Figure 6.3. Maps of the correlation between the number of events (cf. Fig. 6.2(c)) and the
x-components of the averaged momenta (cf. blue and red dots in Fig. 6.2(a,b)) hpxi per shot
for measurements only on gas (a) and when including silica nanospheres (b). Blue and red
rectangles in (b) indicate the selected shots attributed to gas hits (blue) and nanoparticle hits
(red). Adapted from [LS7].
events, the histogram for the gas-only experiment (blue curve) exhibits a sharp cut-off
close to 150 events. For the experiment including nanoparticles (red curve), the histogram
has a long tail extending to over 800 events per laser shot. This observation allows two
conclusions. First, even when including nanoparticles, a significant amount of laser shots
results only in a low number of measured events, suggesting that no nanoparticles were
hit in the respective shots. Second, hitting a nanoparticle can result in a significantly
higher number of recorded events. Hence, gas and nanoparticle hits could already be
discriminated purely based on the number of measured events.
The discrimination can be further improved by considering the mean momentum in
propagation direction
hpxi = 1
n
nX
i=1
px;i (6.1)
averaged for each laser shot, where n is the number of events and px;i is the x-component
of the momentum of the i-th event (see blue and red symbols in Fig. 6.2(a,b)). The
correlations of the recorded events and the mean x-momenta are depicted in Fig. 6.3.
For the gas-only measurement, the distribution is symmetric with respect to the laser
propagation direction, see Fig. 6.3(a). The distribution recorded for the nanoparticle
measurement in Fig. 6.3(b) is more structured and includes two contributions. First,
a signature at low event numbers (. 150 events) that is symmetric with respect to the
px-momentum and resembles the gas-only measurement. Second, a signature at higher
event counts & 150 that is shifted towards negative momenta. This shift is attributed to a
shadowing effect of the XUV pulses [142, 143, LS5], i.e. the absorption of the XUV-field
at the front side of the nanosphere (cf. inset in Fig. 6.1) resulting in enhanced electron
emission into the direction of the incident pulses.
Considering both criteria, i.e. the number of measured events and the x-component of
the mean momenta, the VMI images recorded in the nanoparticle experiment can be
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Figure 6.4. (a,b) Averaged momen-
tum distributions recorded from gas (a)
and SiO2 (b) at t = 0 as. Dashed cir-
cles indicate the low momentum region
as in Fig. 6.2(a,b). Adapted from [LS7].
assigned to gas hits (blue rectangle in Fig. 6.3(b)) and nanoparticle hits (red rectangle).
This enables to evaluate averaged momentum distributions for the reference gas and the
nanoparticle signal as shown in Fig. 6.4. Note that from here results labeled as ’gas’ do not
correspond to the gas-only measurement but to the gas-hits extracted from the experiment
including nanoparticles.
6.1.2. Extraction of streaking spectrograms and delays
Investigating the evolution of the averaged momentum distributions for gas and nanoparti-
cles (cf. Fig. 6.4) with the pulse delay t reveals periodic oscillations of the distributions
within the polarization direction of the pulses as schematically illustrated in Fig. 6.5. The
NIR field induced streaking effect is most pronounced for electrons emitted along the
laser polarization direction. Hence, for the following analysis only electrons emitted in
polarization direction are considered by integrating the signal within a small angle of 25 
around the polarization axis (cf. Fig. 6.4). Analyzing the energies that correspond to the
projected momenta in dependence of the pulse delay yields a streaking spectrogram as
illustrated in Fig. 6.5.
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Figure 6.5. Illustration of the extraction of
streaking spectrograms from VMI data. Inte-
grating the signal within a small acceptance
angle around the laser polarization direction
in the pulse delay-dependent momentum pro-
jections (top) yields a delay-dependent streak-
ing spectrogram of the respective energies
(bottom).
The streaking spectrograms for gas and nanoparticles in Fig. 6.6(a,b) reveal pronounced
delay-dependent oscillations and already hint at a relative delay of the nanoparticle data
with respect to the gas (black arrows). To quantify the individual streaking delays, contour-
lines (i.e. delay-dependent energies with equal signal strength) are determined from the
streaking spectrograms. The contour lines were filtered to eliminate measurement-induced
high frequency noise. The resulting filtered contour lines around energies of  25 eV are
shown as blue and red dots in Fig. 6.6(a,b). To extract the streaking delay a contour-line
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is fitted with the few-cycle waveform
Efit(t) = E + A cos (! [t  t]) e 
1
2
(t t0)2)
2 ; (6.2)
where the asymptotic energy E, the streaking amplitude A and delay t, and the peak
t0 and width  of the envelope are determined via a least-squares fit (solid curves in
Fig. 6.6(a,b)). The resulting energy-dependent streaking delays t(E) extracted for the
high-energy spectral regions (20–30 eV) of the gas and nanoparticle streaking spectrograms
are shown in Fig. 6.6(c). Note that each symbol corresponds to one parameter-pair (E and
t) from fitting a single contour line. The results unveil two prominent features. First, the
streaking delays of both gas and silica particles increase linearly with energy, i.e. exhibit
a tilt to the right. These tilts are mainly attributed to the chirp of the XUV pulses as
discussed in more detail later. Second, and most importantly, the nanoparticle and gas
data exhibit an almost energy-independent relative delay of around 100 as.
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Figure 6.6. Measured streaking spectrograms and extracted delays (a,b) Attosecond streaking
spectrograms obtained from angular integration of projected momentum maps over 25  around
the laser polarization direction (cf. Fig. 6.4) for gas (a) and silica nanoparticles (b). To extract
the streaking delays energy-dependent frequency-filtered isolines (blue and red dots) were fitted
with few-cycle waveforms (blue and red curves) as described in the text. The fits carrier phases
define the respective streaking delays t. (c) Streaking delays extracted from fits of isolines in the
high energy range (20–30 eV) of the gas and nanoparticle streaking spectrograms (as indicated).
The error bars reflect deviations of individually measured data sets. Adapted from [LS7].
6.2. Semi-classical streaking simulations
To clarify the origin and significance of the relative delay in the streaking experiment
on silica nanospheres, corresponding semi-classical M3C simulations are employed. In
particular, the freedom to systematically vary the strength of different simulation pa-
rameters is exploited to investigate the impacts of specific contributions to the streaking
delay. However, as a first step the simulations are benchmarked against the experiment to
ensure that the relevant physics is captured accurately. Therefore, a reference streaking
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simulation for the experimental parameters is analyzed. Small d = 50 nm nanospheres
with relative permittivity "r = 2:12 and bandgap Ip = 9 eV are considered to resemble
the silica nanoparticles in the experiment. Inside the spheres, photoelectrons are gener-
ated in the near-field of a chirped XUV pulse2 ( = 250 as,  = 44 nm, Ephot  28 eV,
I = 1 1012 W=cm2) and propagated in the linear near-field induced by the synchronized
NIR pulse ( = 5 fs,  = 720 nm, I = 2 1012 W=cm2). As the XUV chirp could not be
extracted accurately from the experiment it is determined by comparison of a streaking
simulation for the reference gas to the experiment. Thereto, electrons are generated with
initial energies that reflect the spectral intensity profile of the chirped XUV pulse and are
propagated in the field of the incident NIR pulse. Best agreement is found for a chirp
parameter of  =  7 10 3 fs2, compare blue curve to blue symbols in Fig. 6.7(a).
The comparison of the streaking delays extracted from gas and M3C simulations to the
respective experimental values is shown in Fig. 6.7(a). While the experimental delay for
the reference gas can be reproduced very well by the corresponding simulation (compare
blue curve to blue symbols) the predicted delay for the nanoparticles exceeds that from the
experiment (compare black curve to red symbols). This discrepancy is attributed to residual
gas contributions in the nanoparticle signal3. Hence, the measured nanoparticle streaking
delay actually reflects a mixture of the signals from nanospheres and reference gas. The
respective energy-dependent ratio of nanoparticle and gas signal can be extracted from the
experiment via background subtraction, see red symbols in Fig. 6.7(b). For a quantitative
comparison of simulation and experiment this ratio is incorporated into the simulation
results as follows. The individual streaking spectrograms for gas and nanoparticles are
combined to a mixed spectrogram Smix(E;t) = SSiO2(E;t) + Sgas(E;t) where the
gas contribution is weighted with a single factor . The latter is chosen such that the
experimental SiO2-gas ratio is reproduced best by the simulation results (compare black
curve to red symbols in Fig. 6.7(b)). The good agreement of the streaking delay extracted
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signal in dependence of energy, ex-
tracted from the experiment (red
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2To calculate the XUV near-field, the relative permittivity in the relevant spectral range is determined
from the complex rafractive index shown in Fig. 2.9.
3VMI images that are assigned to nanoparticle hits can still contain electrons from the gas surrounding
the nanosphere.
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from the mixed spectrogram with the experimental data (compare red curve to red symbols
in Fig. 6.7(a)) supports that all important physical mechanisms are captured well by the
semi-classical description when considering a scaling factor of s = 2:1 in the Lotz cross
section. Therefore, the simulations can now be used to investigate the specific contributions
to the essentially energy-independent relative streaking delay trel = tSiO2   tref  150 as
between the (pure) nanoparticle delay tSiO2 and the delay of the reference tref, see black
arrow and gray shaded area in Fig. 6.7(a).
6.2.1. Contributions to the relative streaking delay
To clarify the specific contributions to the relative streaking delay, the individual contribu-
tions to the absolute delays for the reference and the nanoparticles are briefly outlined.
For the reference, the absolute delay
tref = toffset + tchirp (6.3)
includes two contributions. First, a trivial shift (toffset) that is attributed to offsets of
the XUV-NIR pulse delay axis and the CEP of the streaking field. Second, an additional
contribution tchirp can be introduced by a chirp of the attosecond pulses, where spectrally
varying arrival times of the intensity envelope can lead to energy-dependent photoionization
timings. The absolute streaking delay
tSiO2 = toffset + t
SiO2
chirp + tfields + tcoll (6.4)
for the silica nanospheres also includes contributions from the offset and the XUV chirp.
However, even when the chirps of the incident XUV pulses are the same for the reference
and the nanoparticles, it has to be considered that field propagation could introduce addi-
tional modifications of the chirp in the XUV near-fields. To inspect this effect, the chirps
of incident fields and near-fields are analyzed via their respective Wigner distributions in
Sec. 6.2.3. The analysis supports that the modifications are small, such that streaking
delays are similar (tSiO2chirp  tchirp) and thus cancel in the relative analysis. As compared
to the reference, the nanoparticle delay includes two further contributions. On the one
hand, field retardation and inhomogeneity effects of the local near-fields can result in an
additional delay tfields. On the other hand, the electron transport governed by elastic and
inelastic collisions within the material may result in an additional collisional streaking
delay tcoll. Further contributions such as Wigner delays and effects from Coulomb-laser
coupling are excluded from the simulations since they are assumed to be comparable for the
reference gas and the silica particles as their long-range potentials are both Coulomb-like
and remaining short-range effects are considered to be negligible away from resonances [144].
After identifying the individual contributions to the absolute streaking delays for the
reference and the nanoparticles, their specific impacts on the relative delay
trel = tfields + tcoll (6.5)
are analyzed in detail. In particular, it will be shown in Sec. 6.2.2 that in the current
scenario the near-field induced contribution is small, such that the relative streaking delay
is in good approximation governed solely by the material-specific transport dynamics, i.e.
trel  tcoll: (6.6)
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6.2.2. Near-field induced contributions to the streaking delay
As opposed to atomic streaking, where XUV photoionization and acceleration in the NIR
field are driven by the incident fields, nanoparticle streaking is mediated by the local
near-fields. Hence, both the ionization and the subsequent acceleration are subject to field
retardation effects due to the materials dispersion, i.e. its different optical properties in
the two relevant spectral ranges. This near-field retardation reflects the first near-field
mediated contribution to the streaking delay. In addition, a second contribution is expected
due to the inhomogeneity of the NIR near-field, such that the overall near-field induced
streaking delay is
tfields = tretard. + tinhom.: (6.7)
Below, the specific impacts of both effects are estimated for a d = 50 nm silica sphere.
Near-field retardation mediated delay
To estimate the retardation induced delay, the XUV and NIR near-fields are analyzed in
the propagation-polarization (x  y) plane for z = 0, see Fig. 6.8(a). The NIR near-field
reflects the typical dipole-shaped enhancement profile and the XUV near-field is subject
to XUV shadowing [143], i.e. absorption of the incident field at the spheres front side. In
general, the retardation of both near-fields is not homogeneous. Hence, the retardation
effect on the streaking delay can be expected to depend on the particular ionization site
of a selected electron. To estimate the averaged retardation effect for an ensemble of
electrons it is necessary to account for the distribution of their ionization sites. The
latter is quantified via the birth angle distribution Y () of electrons that contribute to
the nanoparticle streaking spectrogram and is shown in Fig. 6.8(b). The shift of the
distributions peak from 90  to around 115  results from the XUV shadowing. In addition,
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Figure 6.8. Near-fields and birth angle distribution. (a) Spatial distributions of the XUV
(blue) and NIR (red) near-fields inside and outside of a d = 50 nm silica sphere sampled in the
propagation-polarization (x-y) plane at z = 0. The shown XUV near-field intensity is normalized
to the peak intensity of the incident XUV field while the NIR near-field shows the maximum
relative enhancement of the radial NIR near-field normalized to the peak field strength of the
incident NIR pulse. (b) Distribution of electrons contributing to a typical streaking spectrogram
as function of birth angle  as defined in (a). The vertical dashed line marks the effective birth
angle hxi = arccos (hcos i). Adapted from [LS7, LS8].
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the effective birth angle is defined via the ensemble average hxi = arccos (hcos i) and is
 101  for the considered scenario, see vertical dashed line.
To quantify the retardation effect, the timings of the XUV and NIR near-fields at the
sphere surface are evaluated with respect to their respective plane wave solutions in vacuum.
The XUV near-field enters the streaking via photoionization, where the respective rate
is determined from the local intensity. Thus, the group delay tXUVgroup reflects the XUVs
arrival time and is determined from the center of mass of the near-fields envelope with
respect to the corresponding vacuum solution, see blue curve in Fig. 6.9(a). Here, the
XUV near-field is retarded with respect to the vacuum solution (reflected by positive group
delays) at the spheres front side (180 ) and at the upper pole (90 ). To compensate the
XUV retardation effect the incoming NIR pulse would have to be delayed by the XUV
group delay. Hence, the streaking spectrogram is delayed by
tXUVretard. = t
XUV
group: (6.8)
The streaking of electrons is mediated by the full waveform of the NIR near-field. Thus
its retardation is reflected by the phase delay tNIRphase with respect to the corresponding
vacuum reference, see red curve in Fig. 6.9(a). Note that here the y-component of the
field is analyzed, as mainly electrons emitted along the polarization axis (y) contribute to
the final streaking spectrograms. At the spheres front side, the near-fields y-component is
advanced with respect to the vacuum solution, while it is retarded at the back side. To
compensate the NIR near-fields phase delay, the incident NIR pulse needs to be advanced,
such that the respective delay
tNIRretard. =  tNIRphase (6.9)
shifts the streaking spectrogram into negative direction, i.e. counteracts the XUV re-
tardation effect. The combined retardation effect of the XUV and NIR near-fields thus
contributes to the streaking delay via
tretard. = t
XUV
group  tNIRphase (6.10)
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Figure 6.9. Near-field mediated streaking de-
lays. (a) Angle-dependent group delay of the
XUV near-field (blue curve) and phase delay of
the NIR near-field (red curve) at a 50 nm silica
sphere with respect to the respective vacuum
solutions (Mie calculations). (b) Combined re-
tardation delay tretard. = tXUVgroup   tNIRphase
(black curve) calculated from the curves in
(a). Symbols indicate delays extracted from
streaking spectrograms from trajectory simula-
tions including the NIR near-field at the birth
position (black) and including the full inho-
mogeneous NIR near-field (green). The green
shaded area reflects the inhomogeneity effect
alone. Adapted from [LS7, LS8].
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and is depicted by the black curve in Fig. 6.9(b). The analysis reveals that the retardation
effect ranges from  40 to 20 as over the full angular range and is around 15 as at the
effective birth angle (101 , see vertical dashed line). To take the full birth angle distribution
into account, the mean streaking delay is defined as the weighted average
t =
R
Y ()t()dR
Y ()d
; (6.11)
yielding tretard.  7 as for the mean retardation delay.
NIR near-field inhomogeneity induced delay
The previous analysis only addressed the retardation of the near-fields at the particle
surface. However, in previous works it was shown that the electron emission may be
strongly modified by the inhomogeneity of the NIR near-field [16]. Therefore, the effect of
the acceleration in the inhomogeneous near-field outside the nanoparticle on the streaking
delay will now be investigated. To quantify the delay, photoelectrons are launched on the
surface of the sphere (in the z = 0 plane) with initial velocities in positive y-direction
(corresponding to a typical excess energy of 19 eV as in the experiment and M3C simulations)
at the peak of the local XUV near-field. The trajectories of electrons propagating in the
NIR near-field outside of the sphere are calculated by integration of the classical EOM. The
corresponding streaking spectrogram then only includes the above discussed retardation
effect and the additional inhomogeneity effect of the NIR near-field. The extracted angle
dependent streaking delay is indicated by the green symbols in Fig. 6.9(b) and reveals
that the inhomogeneity effect (green shaded area) is on the same order as the retardation
effect4. Both effects almost cancel around the pole such that the combined near-field
induced delay almost vanishes around the effective birth angle (vertical dashed line). The
respective mean delay tfield is around 4 as.
Evolution of the near-field induced delay with nanoparticle size
As a last step, the evolution of the near-field induced contribution to the streaking
delay with nanoparticle size is studied. The systematic analysis of the averaged field
induced delays in Fig. 6.10 reveals strong oscillations of the retardation induced streaking
delay (black curve and symbols) with nanoparticle size that are attributed to consecutive
excitation of higher order modes of the NIR near-field. The offset of  10 as for d! 0 does
not result from field retardation but is an effect from the dispersion of SiO2 in the XUV
spectral range. The additional effect of the NIR near-field inhomogeneity (green shaded
area) vanishes for large spheres but becomes increasingly important for small spheres with
d . 100 nm. The analysis provides a first estimate for the field-induced delays for possible
future studies at silica particles of various sizes. Most importantly, for the size considered
in this study (vertical dashed line) the full field-induced delay (green symbols) is . 5 as
and thus provides only a small contribution to the relative streaking delay.
4Including only the surface field in the trajectory integration (i.e. excluding inhomogeneity effects)
perfectly reproduces the retardation induced delay (compare black symbols and curve in Fig. 6.9(b)).
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Figure 6.10. Size-evolution of the (birth an-
gle averaged) mean streaking delays including
field retardation (black curve and symbols) and
the NIR near-field inhomogeneity (green sym-
bols). The green shaded area visualizes the
pure inhomogeneity effect. The vertical dashed
line marks a sphere size of d = 50 nm. Adapted
from [LS8].
6.2.3. Impact of the XUV chirp
In addition to the previously investigated field retardation and inhomogeneity effects, the
simulated streaking delays are also modified by the chirp of the XUV pulses. To inspect
how the latter affects the streaking delays for the gas reference and the nanoparticles,
it is instructive to compare their respective Wigner-distributions. The distributions for
XUV pulses in vacuum have already been discussed briefly in the methods section (cf.
Fig. 2.3(a,b)). They revealed a chirp-dependent tilt of the temporal center of mass that
characterizes the photon energy-dependent arrival delay tXUVvac (Eph) of the spectral in-
tensity envelope. Since the latter drives the photoionization, the arrival delay directly
translates to an energy-dependent contribution to the streaking delay for the gas reference.
To investigate if the chirp of the near-fields is modified, Wigner distributions W (r; t; !)
sampled for the near-fields at the upper pole of a nanoparticle are compared in Fig. 6.11(a,b)
for two values of the chirp parameter . The comparison reveals that the chirp effect
on the spectral arrival delays is similar for vacuum (black curves, cf. Fig. 2.3(a,b)) and
nanoparticles (blue curves), where in both cases the chirp results in a pronounced tilt.
The relative arrival delays between the nanosphere and vacuum solutions tXUVrel (Eph) =
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Figure 6.11. XUV chirp induced streaking delay. (a,b) Wigner distributions of unchirped (a)
and chirped (b) 250 as XUV pulses used in the M3C simulations, sampled at the upper pole of
a 50 nm silica sphere. Blue curves indicate the spectral arrival delays (defined as the temporal
center of mass of the Wigner distributions). Black curves indicate the corresponding vacuum
solutions as shown in Fig. 2.3(a,b). (c) Relative spectral arrival delays (silica minus vacuum)
calculated from the data shown in (a) and (b). Adapted from [LS7].
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tXUVSiO2 (Eph)   tXUVvac (Eph) are shown in Fig. 6.11(c) for the two chirps. In both cases,
they exhibit small dispersion induced spectral variations on the order of a few attoseconds
around the XUV group delay (gray line, corresponding to the blue curve at 90  in
Fig. 6.9(a)). However, the relative delay does only depend weakly on the selected value of
the chirp parameter. Hence, the chirp remains robust also in the near-fields and its effect
essentially cancels in the relative streaking delay and can therefore be neglected for the
further analysis.
6.3. The collisional streaking delay
To systematically explore the effect of electron transport within the material and its
significance for the collisional streaking delay, full M3C simulations are performed with
two central simplifications. First, the XUV pulses are considered to be unchirped in order
to eliminate the energy-dependent tilt of the streaking delays. Second, electron scattering
is modeled via fixed energy-independent scattering times for both elastic and inelastic
collisions. The fixed scattering times are considered as el = 100 as and inel = 300 as to
closely resemble the energy-dependent scattering times in the relevant energy range (cf.
Fig. 2.12(c)). Both times are varied by factors of 1=3 and 3 leading to a set of nine M3C
simulations for three elastic scattering times (inel = 33, 100 and 300 as) and three inelastic
scattering times (inel = 100, 300 and 900 as). The nine corresponding energy-dependent
streaking delays in Fig. 6.12(a) allow three key conclusions.
 First, neglecting the XUV chirp and assuming fixed scattering times results in essentially
energy-independent streaking delays5.
 Second, the delays are strongly sensitive to the inelastic scattering time, where increasing
the inelastic scattering time results in larger streaking delays (see three separated groups
of curves indicated by the gray areas).
 Third, the sensitivity to the elastic scattering time is much weaker (compare colored
curves within each gray group).
These observations support that the streaking delay can serve as a measure for the inelastic
scattering time in the considered scenario. In particular, the streaking delay is roughly
half of the inelastic scattering time for inel = 100 as and 300 as. For inel = 900 as the
streaking delay is only approximately 30 % of the inelastic scattering time which can be
attributed to a wavelength-dependent saturation effect that is discussed in more detail
later.
6.3.1. Impact of internal streaking
The semi-classical trajectory simulations for silica nanospheres have predicted a strong
sensitivity of the streaking delays to the inelastic scattering time and only a weak depen-
dence on the elastic scattering time. This observation raises the question if the behavior is
5To suppress additional energy dependencies due to the intercycle averaging effect that is discussed in
Section 6.3.4, in this section the streaking delays are not extracted with the contour line method. Instead,
energy-dependent delays are extracted by fitting the energetic center of mass of selective spectrograms
which are calculated for photoelectrons with initial energies within small energy intervals.
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Figure 6.12. Systematic analysis of the collisional streaking delay calculated via M3C assuming
unchirped XUV pulses and energy-independent scattering times to eliminate energy-dependencies
of the streaking delays. (a) Streaking delays in dependence of elastic and inelastic scattering times
(as indicated). (b) Streaking delays as function of the material’s attenuation factor  = 1="r,
where "r is the relative permittivity at the wavelength of the NIR field. Gray shaded areas in
both panels visualize the variation of the streaking delay in dependence of the elastic scattering
time. The gray rectangle and the black arrows in (b) indicate permittivities of typical dielectric
materials. The dashed black line marks the permittivity of SiO2. Adapted from [LS7].
general for solid-state attosecond streaking from arbitrary materials. As discussed in the
introduction (cf. Fig. 1.8) the key difference between streaking at metallic and dielectric
systems is the screening of the NIR field within the material and hence its effect on the
internal streaking during the electron transport to the surface. To investigate the impact
of the internal streaking quantitatively, the strength of the internal field is adjusted by
varying the materials relative permittivity at the wavelength of the NIR streaking field.
To systematically study the dependence of the collisional delay on the internal field, a
set of nine simulations with elastic and inelastic scattering times similar to the example
in Fig. 6.12(a) is performed in dependence of the permittivity. As the streaking delays
are energy-independent in the considered scenario, each individual simulation for a set
of parameters (el, inel and "r) results in one (energy-averaged) value for the streaking delay.
The results of the systematic analysis are depicted in Fig. 6.12(b) in dependence on the
field attenuation factor  = 1="r. For the case of SiO2 where   0:5 (see dashed black
line in Fig. 6.12(b)) the delays reproduce the previously obtained results. In the two
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limiting cases ! 0 and 1 the delays are sensitive to both the inelastic and the elastic
scattering time, as visualized by the broadening of the gray areas. The dependence on
the latter, however, has opposite signs in the two limits. In the transparent case (! 1,
"r ! 1), the streaking delay decreases for larger elastic scattering times (compare blue
to green curves at the top). In contrast, in the metal limit ( ! 0, "r ! 1) larger
elastic scattering times result in larger streaking delays (compare blue to green curves
at the bottom). The elastic collision effect reverses (and thus effectively vanishes) for
permittivity values of typical dielectric materials (light gray shaded area). This nearly
exclusive sensitivity of the streaking delays to the inelastic scattering time for dielectrics
therefore enables the retrieval of quantitative scattering times by matching the simulation
results to experimental data.
6.3.2. Intuitive physical picture for the collisional streaking delay
So far, the physical picture for the predicted almost exclusive sensitivity of the streaking
delay to the inelastic scattering time for dielectrics is missing. This picture can be developed
qualitatively from a simplified model for the collisional streaking delay for solids. As a
starting point, a flat surface of a transparent material ("r = 1) is considered in order to
suppress near-field induced effects on the streaking, see Fig. 6.13(a). Hence, the streaking
surface
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Figure 6.13. Simplified model for the collisional
streaking delay. (a) Schematic representation
of electrons generated inside a transparent ma-
terial ("r = 1) at time t0 (blue symbol) with
initial momenta p0 and escaping without colli-
sions (dashed red arrow) and after one elastic
collision at t0 + el following propagation within
the solid (black and solid red arrows). Note that
only electrons escaping parallel to the surface nor-
mal n are considered. (b) Final momenta (in
n-direction) pf = p0   eA(t0) of directly escap-
ing electrons (solid blue arrow and dashed red
arrow) represent the NIR vector potential A(t)jjn
and correspond to a streaking trace with delay
t = 0 (dashed red curve). Electrons escaping
after one elastic collision experience a momentum
gain p during the propagation. At the collision,
the ingoing collision momentum pc = p0 + p is
directionally randomized and the final momentum
is pc’ = jpcjn  eA(tc). As discussed in the main
text and illustrated in Fig. 6.14 for an ensemble of
electrons with isotropic initial momenta, isotropic
elastic collisions effectively act as a new birth such
that hpfi  p0 eA(t0 +el) and the corresponding
streaking trace is delayed by t = el (solid red
curve). (c) Depleting population of electrons with
no inelastic collisions. Adapted from [LS7].
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fields vector potential A(t) (that is considered to be aligned with the surface normal n)
is similar in- and outside of the material. Following XUV photoionization, an ensemble
of electrons is generated inside the material at time t0 with isotropic initial momenta
p0. In the first step, electrons are considered to escape from the material without elastic
collisions. When assuming that only electrons leaving the material parallel to the surface
normal can be detected, only electrons generated with initial momenta p0jjn contribute
to a respective streaking trace. The final momenta of these electrons are pf = p0   eA(t0)
(blue and dashed red arrows in Fig. 6.13(b)). The streaking trace corresponding to these
electrons therefore directly characterizes the vector potential, see red dashed curve in
Fig. 6.13(b). Hence, it is equivalent to traces for gas streaking and thus corresponds to a
vanishing collisional streaking delay in a relative measurement.
Impact of elastic scattering
To inspect the effect of elastic scattering on the streaking delay, electrons are considered
to be generated at the same time t0 and scatter elastically after the elastic scattering time
el before leaving the material perpendicular to the surface (black and solid red arrows
in Fig. 6.13(a)). It turns out that for an ensemble of such electrons an isotropic elastic
collision effectively acts as a new birth and the electrons are indistinguishable from electrons
generated at time t0+el and escaping from the material with no elastic collision. The reason
for this effect is illustrated schematically in Fig. 6.14. Electrons are generated with isotropic
initial momenta p0 (blue arrows) and gain the momentum p =  e [A(t0) A(t0 + el)]
during the propagation between their generation and the elastic collision (cf. black arrows
in Fig. 6.13(a,b)). Thus, the distribution of ingoing collision momenta pc = p0 + p
is shifted, generating momenta smaller and larger compared to the initial momentum
p0 (compare solid black to dashed blue circle in the middle of Fig. 6.14). Following the
assumption that electrons can only be detected when leaving the material perpendicular
to the surface, only electrons with outgoing collision momenta parallel to the surface
normal have to be considered. For these electrons the elastic collision effectively rotates the
momentum vectors into n-direction and the outgoing collision momenta are determined as
the modulus of the ingoing momenta pc’ = jpcjn = jp0 + pjn. Assuming that p p0,
which is well justified for the considered laser parameters, the ensemble-averaged outgoing
collision momentum is hpc’i  p0. Therefore, besides a broadening of the momentum
distribution (see right picture in Fig. 6.14), the isotropic scattering event effectively acts
as a new birth since the so far acquired momentum shifts average out. Therefore, an
ensemble of electrons scattering elastically at time t0 + el has an average final momentum
hpfi  p0   eA(t0 + el) and the respective streaking trace is shifted by el (see solid red
curve in Fig. 6.13(b)).
propagation
elastic
collision
Figure 6.14. Schematic illustration
of the effective cancellation of the mo-
mentum gain acquired by electrons
propagating inside a material between
generation with isotropic initial mo-
menta p0 (left) and an elastic collision.
Adapted from [LS7].
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Impact of inelastic scattering
If the ensemble of electrons generated at t0 is also subject to inelastic collisions, the initial
population of electrons N0 that have not scattered inelastically depletes as
N0(t) = N0 exp( t=inel) (6.12)
determined by the inelastic scattering time, see Fig. 6.13(c). A final streaking spectrogram
reflects the average of individual streaking traces that are shifted due to elastic collisions
and weighted with the respective emission current. If only electrons with no inelastic
collisions contribute to the spectrogram, the emission current reflects the population
depletion via interband excitations. In that case the corresponding streaking delay is
strongly sensitive to the inelastic scattering time. Key for analyzing only contributions
from electrons without inelastic scattering in the experiment and the M3C simulations is
to extract the streaking delays only in the high energy spectral region (here between 20
and 30 eV, cf. Fig. 6.6(c) and Fig. 6.7(a)). Since inelastic collisions reduce the electrons
energy by at least the band gap ( 9 eV for silica nanoparticles), the high energy region
only includes contributions from electrons without inelastic collisions, see Fig. 6.15.
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Figure 6.15. Energy-dependent ratio of electrons with-
out inelastic collisions N0 to the full electron population
N extracted from M3C. The gray area indicates the rele-
vant energy range for the streaking analysis that almost
exclusively contains electrons with no inelastic collisions.
Data published in [LS7].
6.3.3. Selective impacts of elastic and inelastic scattering in M3C
The simplified model has provided an intuitive picture for the effects of elastic and
inelastic collisions on the streaking delay. To corroborate the validity of this picture,
their selective impacts on the streaking delays extracted from full M3C simulations are
analyzed in the next step. Figure 6.16 displays the results of a typical simulation utilizing
an unchirped XUV pulse and energy-independent scattering times fixed at inel = 300 as
and el = 100 as. Figure 6.16(a) shows selective streaking spectrograms calculated for
electrons emitted without inelastic collisions and different numbers of elastic collisions.
The extracted streaking delays (vertical black lines) increase linearly with the number of
elastic collisions (black symbols in Fig. 6.16(b)) as predicted by the simplified model. The
signal strength exhibits an exponential decrease with the number of elastic collisions driven
by the population loss due to inelastic scattering, see Fig. 6.16(c). A corresponding full
spectrogram (not shown) reflects the superposition of the shifted and weighted selective
spectrograms and is thus ’smeared out’ towards larger pulse delays. Hence, it contains the
information on the population decay and thus the inelastic scattering time. The selective
analysis allows to easily extract the streaking delay which corresponds to the value of
a linear fit to the selective streaking delay (red curve in Fig. 6.16(b)) at the number of
elastic collisions where the signal strength has decayed to a fraction of 1=e (dashed lines in
Fig. 6.16(b,c)). For the considered scenario, the extracted streaking delay of t  170 as is
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Figure 6.16. Impact of elastic an inelastic scattering on the streaking delay. (a) Selective
streaking spectrograms for electrons without inelastic collisions and increasing number of elastic
collisions (top to bottom, as indicated). Solid black lines represent the selective streaking delays.
(b) Selective streaking delays as function of the number of elastic collisions (black symbols) and
linear fit (red curve). (c) Normalized signal strength defined via the sum over each individual
streaking spectrogram as function of elastic collisions (black symbols) and exponential fit (red
curve). The number of elastic collisions after which the normalized signal decayed to 1=e is
marked by the vertical dashed line. Adapted from [LS7].
slightly larger than the streaking delay of  140 as that can be extracted from the full
streaking spectrogram (compare red to blue arrow in Fig. 6.16(b)). This deviation is
caused by a NIR wavelength-dependent intracycle averaging effect that is discussed below.
6.3.4. Intercycle averaging and wavelength dependence
The analysis of selective streaking spectrograms (cf. Fig. 6.16) revealed a discrepancy
between the streaking delays extracted from selective spectrograms and the respective full
spectrogram. This deviation can be attributed to an intracycle averaging effect that can
intuitively be understood as the ’smearing out’ of parts of the full spectrogram into the
following cycles. The resulting deformation of the spectrogram can lead to modifications
of the extracted streaking delays that can be expected to be become non-negligible when
the inelastic scattering time (and thus the smear-out effect) is large. The impact of the
intercycle averaging effect is estimated by considering a generic streaking spectrogram (see
Fig. 6.17(a)) obtained by superimposing individual spectrograms that are shifted in time
by t0 and weighted by exp( t0=) to mimic the respective effects of elastic and inelastic
collisions. Here, the decay coefficient is chosen as  = 500 as. Extracting the streaking
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Figure 6.17. Intracylce averaging and wavelength dependence of the streaking delays. (a)
Generic streaking spectrogram S(t; E) =
R1
0 s(t+ t
0; E) exp( t0=)dt0, generated by super-
imposing individual spectrograms s(t; E) = exp

 12 (E E(t))
2
E2

with decreasing weight as
determined by the decay coefficient  = 500 as. Here, E(t) reflects a streaking trace with asymp-
totic energy E0 = 19 eV that oscillates corresponding to a wavelength of 720 nm. The amplitude
of the oscillation and the spectral width E are chosen to yield a spectrogram similar to those
extracted from the full simulations. The solid black curve indicates the streaking trace and also
reflects the energetic center of mass (com) of an unshifted individual spectrogram s(t; E). The
dashed black curve visualizes a streaking trace that is delayed by the decay coefficient. The white
curve represents the com of the full generic spectrogram S(t; E) and is delayed by t  350 as.
White symbols reflect energy-dependent delays extracted via the contour line method. (b) Delays
extracted from the center of mass of generic streaking spectrograms as in (a) in dependence
of the decay coefficient for three wavelengths (as indicated). The dashed black curve indicates
t =  . (c) Streaking delays extracted from M3C calculations (no XUV chirp, fixed scattering
times) in dependence of the inelastic scattering time and for different elastic scattering times and
wavelength of the NIR field (as indicated). Gray areas indicate the variation of the streaking
delay with the elastic scattering time for each wavelength. The dashed black curve indicates
t = inel=2.
delay via a selective analysis of the individual spectrograms as discussed in the previous
section would yield a delay t equal to the decay coefficient  (dashed black curve). The
streaking delay obtained by fitting a waveform (cf. Eq. 6.2) to the energetic center of mass
(solid white curve) of the full generic spectrogram is only t  350 as. Note that the inter-
cycle averaging effect also results in an additional energy dependence of delays extracted
via the contour line method (white symbols). The qualitative agreement of the observed
deviation for the generic streaking spectrogram with the results from M3C spectrograms
supports that the intercycle averaging effect emerges only from the delay extraction method.
A systematic analysis of the extracted delay in dependence of the decay coefficient reveals
that the deviation is weak for small decay coefficients ( . 200 as, compare red curve
for  = 720 nm to dashed black curve in Fig. 6.17(b)). For larger decay coefficients, the
deviation increases and shows a saturation effect that suggests that in this region the
streaking spectrograms are significantly smeared out into the following cycles. Although
this effect cannot be circumvented in the current way of analyzing the data, the region
where the deviation is small can be extended by using longer wavelength driving fields
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(compare red curves in Fig. 6.17(b)). For driving fields with smaller wavelength, the
saturation starts already at smaller decay coefficients.
Similar to the shifts extracted from the generic streaking spectrograms, also the streaking
delays extracted from full M3C simulations indicate the intercycle averaging effect and
the effect of the streaking pulse wavelength when analyzed as function of the inelastic
scattering time, see Fig. 6.17(c). Here, the dashed black curve represents t = inel=2,
since for dielectrics the collisional streaking delay reflects roughly half of the inelastic
scattering time (cf. Fig. 6.12). Besides explaining the deviation between the streaking
delays extracted from the selective analysis and the full streaking spectrogram (cf. arrows
in Fig. 6.16(b)) the intercycle averaging effect also clarifies why the streaking delays
extracted for an inelastic scattering time of 900 as in Fig. 6.12 are considerably smaller
than inel=2 = 450 as.
6.3.5. Extracted IMFP in comparison with literature
Identifying the vanishing impact of the elastic scattering time on the streaking delay is
probably the most important result of this thesis, as it opens the route for the direct
extraction of inelastic scattering times for typical dielectric materials. For SiO2, the M3C
simulations reproduce the measured streaking delays when assuming a scaled Lotz cross
section and allow to extract an inelastic scattering time of inel  370 as for electron energies
around 25 eV. The respective energy-dependent inelastic mean free path of approximately
10Å is compared to literature data from previous experiments and simulations in Fig. 6.18.
Best agreement is found with the IMFP calculated from optical data by Tanuma et
al. [103]6 and obtained from Monte-Carlo simulations by Kuhr et al. [102].
S. Tanuma et al., 1991 (Opt. data)
J. C. Ashley et al., 1981 (Opt. data)
A. Akkerman et al., 1996 (Opt. data)
S. H. Pandya et al., 2012 (Scat. cross)
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Figure 6.18. Energy-dependent
IMFP obtained from this study (red
symbols) in comparison with litera-
ture date from Tanuma et al. [103],
Ashley et al. [104], Akkerman et
al. [145], Pandya et al. [146], Reich et
al. [105] and Kuhr et al. [102] (curves,
as indicated). Adapted from [LS7].
6Note that the authors state that their ’IMFP values are shown for 10  40 eV electrons to illustrate
trends but these results are not considered to be reliable’.
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The main goal of this work was to theoretically explore novel aspects of the ultrafast elec-
tron dynamics at nanostructures under ultrashort intense laser pulses. A particular aim was
the identification of the central physical mechanisms underlying the strong-field induced
electron dynamics of recent experiments for the three scenarios of (i) CEP-controlled pho-
toemission from dielectric nanospheres, (ii) coherent electron emission from metal nanotips
under bichromatic laser fields, and (iii) attosecond streaking on dielectric nanospheres. As
a complete quantum description was not feasible for these scenarios, the theoretical investi-
gations in this work were based on a combination of classical, semi-classical and quantum
descriptions of the electron dynamics for corresponding model systems. In particular, near-
field driven electron backscattering as well as attosecond streaking at dielectric nanospheres
were simulated via the semi-classical Mean-field Mie Monte-Carlo model. The latter com-
bines a continuum description of the local near-fields at a laser-excited nanosphere with
modelling the electron motion via classical trajectories. Ionization and electron-atom scat-
tering were included via respective effective rates extracted from simplified quantum models.
Near-field mediated coherent electron emission from metal nanotips was studied via a
simplified quantum model by solving the time-dependent Schrödinger equation numerically.
The first part was dedicated to the investigation of coherent photoemission from metal
nanotips under bichromatic fields. Quantum simulations for a simplified one-dimensional
nanotip model revealed strong effects of the near-field inhomogeneity. In particular, the
analysis has shown quenching of the quiver motion as observed in earlier nanotip experi-
ments as well as ponderomotive shifts of the coherent HATI signatures due to the finite
near-field extension. The main objective was the identification of the dominant control
mechanisms that result in changes of the electron spectra as function of the relative phase
between the spectral components of the two-color field. The simulations have shown
that this phase-dependence is different for low, intermediate, and high electron energies.
The dominating processes behind the specific phase modulations were disentangled by
employing semi-classical SMM simulations. Comparison of TDSE and SMM results sub-
stantiated that the backscattering plateau acquires its phase sensitivity from two-color
mediated modifications of the ionization rate. In contrast, modulations of the cut-off are
mainly sensitive to modifications of the electron trajectories and were found to be robust
with respect to the near-field inhomogeneity. These results could be relevant for future
applications measuring and calibrating the two-color phase via nanotip phasemeter devices.
The second objective was to explore the emission of recollision electrons from dielectric
nanospheres under CEP-controlled few-cycle pulses. The semi-classical trajectory simu-
lations unveiled the large impact of charge interaction. In particular, the separation of
electrons and ions at the surface generates a trapping field that affects the photoemission
in two ways. On the one hand, the trapping field quenches the material dependence of the
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emission process at high laser intensities where tunneling becomes solely limited by the
trapping field. On the other hand, the trapping field suppresses the direct electron emission
but enhances the energies of recollision electrons via trapping field assisted backscattering.
Besides these trapping field effects, charge interaction can further accelerate emitted
electrons via Coulomb explosion of the escaping bunches. Extending the studies to large
spheres, where field propagation results in substantial deformations of the local near-fields,
revealed the possibility of efficient directional control of the photoemission as well as
waveform-controlled switching. For particularly large spheres, the simulations predict a so
far unknown and experimentally not yet observed double rescattering mechanism. The
latter competes with the conventional single recollision mechanism and is expected to
dominate the cut-off of photoelectron spectra for sphere sizes where the local near-field
polarization becomes strongly elliptic.
In the third part, attosecond streaking on dielectric nanospheres was investigated. The goal
was to unravel the origin of a relative delay measured between the streaking spectrograms
from silica nanospheres and a gas reference in a streaking experiment recently performed in
the groups of our collaborators Matthias F. Kling and Francesca Calegari. Semi-classical
streaking simulations revealed that different effects contribute to the relative delay. It could
be shown that contributions due to charge interaction, retardation and inhomogeneities
of the local near-fields, and the chirp of the applied attosecond pulses are negligibly
small. The dominant contribution could be attributed to the attosecond electron transport
dynamics within the dielectric material. A systematic analysis of the specific impacts of
elastic and inelastic electron-atom collisions revealed that for a broad range of dielectric
materials the streaking delays are essentially insensitive to elastic scattering and can serve
as a clock for the inelastic scattering time, providing direct access to the measurement of
the inelastic mean free path of electrons in an energy range that was so far inaccessible to
direct methods. This conclusion is likely to be the most important one from this thesis, as
it may open the door for systematic characterization of attosecond electron transport in
various dielectrics.
Outlook
Motivated by recent experiments on metal nanoparticles performed by Matthias F. Kling
and Artem Rudenko, an interesting perspective is to make the existing M3C code applicable
to metals. This could be realized by including image charge effects and utilizing improved
tunneling models. Another promising approach could be to develop Quantum-Vlasov mod-
els that combine a trajectory-based description of tunneling for conduction electrons with
a quantum-statistical treatment of dissipation via dynamical electron-electron correlations,
which represents a so far unresolved problem in time-dependent density-functional theory.
Including interference effects in the trajectory approach could enable unprecedented insight
into the combined classical and quantum features in the electron emission from nanospheres.
The first proof-of-principle study for attosecond streaking on SiO2 nanoparticles presented
in this work opens numerous routes for future research. For example, further experiments
are required to substantiate the results for a broader energy range and other dielectrics.
Another remaining issue is to unravel the missing parts of the physical picture behind
the collisional delay. A possible approach could be to describe the impacts of elastic
100
and inelastic collisions and the material’s optical properties in a linked analytical model
by combining diffusive transport and two-stage streaking. This might enable reliable
quantitative predictions for arbitrary materials and allow systematic characterization of
material parameters via streaking experiments. Future studies could be performed for
water droplets or jets to unravel the transport in a material close to tissue and enable
better understanding of radiation induced DNA-damage.
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A. Quiver motion & ponderomotive energy
The one-dimensional classical motion of an electron in a harmonic electric field E(t) =
E0 cos(!t) is determined by the equation of motion
mex(t) =  eE(t): (A.1)
Considering an electron born into the field at time t0, position x0 and with initial velocity
_x0, reorganization of the EOM and integration yields the acceleration, velocity and position
x(t) =  eE0
me
cos(!t) (A.2)
_x(t) =   eE0
me!
[sin(!t)  sin(!t0)] + _x0 (A.3)
x(t) =   eE0
me!2
[  cos(!t) + cos(!t0)  ! sin(!t0)(t  t0)] + x0: (A.4)
The prefactors define the characteristic scales of the motion and termed quiver acceleration
aq =
eE0
me
, quiver velocity vq = eE0me! and quiver amplitude xq =
eE0
me!2
. The respective
energy-scale of the (drift-free) quiver motion is defined as the cycle-averaged kinetic energy
and is termed ponderomotive potential or ponderomotive energy
Up =
me
2
h _x(t)i (A.5)
=
e2E20
2me!2


sin2(!t)

(A.6)
=
e2E20
4me!2
(A.7)
B. Derivation of the spectral photoionization cross
section
The spectral photoionization cross section is derived by considering the absorption of an
incident plane wave1 eik0x by a cubic medium (edge length l) with complex refractive index
n = nr+ ini, see Figure B.1. Here, k0 = !=c0 is the wave number in vacuum, corresponding
to the angular frequency !, and c0 is the vacuum speed of light. Inside the medium the
wavenumber is k = nk0 and the field strength hence reads
E(x) = eikx = eink0x = e
in !
c0
x
= e
inr
!
c0
x  e ni !c0 x: (B.1)
1Note that the time-dependent part is omitted here for the sake of readability
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Figure B.1. Absorption of an incident plane wave (from
the left) by a box of volume l2 filled with N atoms. Note
that for better visualization the real part nr of the complex
refractive index is chosen to be unity.
The second part e ni
!
c0
x describes the absorption of the field driven by the extinction
coefficient ni. The corresponding intensity is given by
I(x)  I0e 
2ni!
c0
x
= I0e
  x
x0 ; (B.2)
with the decay length x0 = c02ni! .
Considering a finite pulse of length  being absorbed by the cube, the incident energy
is given by Winc = I l2. The absorbed energy is given by Wabs =  IN , where  is
the atomic photoionization cross section, and N is the number of atoms in the volume l3.
Considering the atom density n = N=l3 yields Wabs =  Inl3. The fraction of energy
lost compared to the incident energy is given by
Wabs
Winc
=  Inl
3
I l2
=  nl: (B.3)
In an infinitesimal small absorption length dx the ratio of the absorbed intensity dI to the
incident intensity I is given by
dI
I
 dW
W
=  ndx (B.4)
yielding that dI
dx
=  n. Integrating results in
I = I0e
 nx: (B.5)
Comparing Eq. B.2 and Eq. B.5 yields that 1=x0 = n and therefore
(!) =
2ni!
nco
: (B.6)
C. Impact of anisotropic elastic scattering in typical
simulations
The differential scattering cross section in Fig. 2.10(b) shows that forward scattering
prevails for electron energies above  5 eV. To justify assuming isotropic elastic scattering
for the M3C simulations in this work, a comparison of typical simulation results obtained
for isotropic and anisotropic elastic scattering is shown in Fig. C.1.
104
D. Impact of charge interaction on attosecond streaking
20
22
24
26
28
30
E
n
e
rg
y
 [
e
V
]
150 200 250 300
Streaking delay     [as]
isotropic 
isotropic
-2 -1 0 1 2
p  [a.u.]
x
-2
-1
0
1
2
p
 [
a
.u
.]
y
anisotropic
-2 -1 0 1 2
p  [a.u.]
x
Energy [eV]
0 10 20 30 40 50 60 70
-3
-2
-1
0
1
2
Y
ie
ld
 [
a
rb
. 
u
n
it
s
]
(a) (b)
anisotropic
Figure C.1. Comparison of M3C simulations with isotropic (black curves) and anisotropic (red
curves) elastic scattering. (a) Energy spectra from d = 100 nm silica spheres under NIR few-cycle
pulses ( = 720 nm,  = 4 fs, I = 3 1013 W=cm2, 'ce = 0). Insets show the respective projected
momentum images (as indicated). (b) Absolute streaking delay from silica nanoparticles as in
Fig. 6.7(a). The black curve represents the data shown in the main part of the thesis and the red
curve reflects the results of a corresponding simulation with anisotropic elastic scattering. Data
published partially in [LS7].
The energy spectra of electrons emitted from d = 100 nm reveal no significant difference
when considering isotropic (black curve) or anisotropic (red curve) elastic scattering. Also
the respective projected momentum images (see inset) remain robust under the effect of
anisotropic scattering. This supports the assumption of isotropic elastic scattering for the
recollision studies in Chapter 4 and Chapter 5 of this thesis.
The streaking simulations presented in Chapter 6 of this thesis have been performed
assuming isotropic elastic collisions. Also the cancellation of the momentum gain acquired
before an elastic collision has been motivated considering isotropic scattering. Te check
if these assumptions are justified the impact of anisotropic scattering on the attosecond
streaking is inspected, by comparing the streaking delays from simulations with isotropic
and anisotropic elastic collisions (compare black and red curves in Fig. C.1(b)). The good
agreement supports that the assumption of isotropic elastic scattering is justified for the
streaking analysis.
D. Impact of charge interaction on attosecond
streaking
To inspect the effect of charge-interaction on the attosecond streaking at nanospheres, the
streaking delay from M3C simulations excluding the mean-field (as shown in Fig. 6.7(a) in
the main part of the thesis) is compared to respective result from a simulation including
the mean-field in Fig. D.1. The comparison shows that the streaking delay is only weakly
affected by charge-interaction over the full energy range of interest. Due to the high
numerical effort for performing the simulations including charge-interaction, the statistics
close to the spectral cut-off (& 27 eV) was low and the extracted streaking delay is not
considered to be reliable in this region (see dotted part of the red curve). For lower energies,
the modification of the delay when including charge-interaction is . 5 as and thus much
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Figure D.1. Energy-dependent streaking de-
lays for d = 50 nm silica spheres as predicted
by M3C simulations excluding (black curve, cf.
Fig. 6.7(a)) and including (red curve) charge-
interaction. The dotted part of the red curve
indicates the high energy region, where the
streaking delay is subject to strong variations
due to low statistics.
smaller than the dominant collisional delay ( 150 as). Hence, the main conclusions of
this thesis remain robust also when taking charge-interaction into account.
E. Transport cross sections for SiO2, ZnS, Fe3O4 and
PS
Figure E.1 shows the calculated transport cross sections for the elastic scattering in the
different materials investigated in Section 4.2.2.
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Figure E.1. Elastic scattering transport
cross sections for SiO2, ZnS, Fe3O4 and PS as
considered for the M3C simulations presented
in Section 4.2.2.
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