Summary
In statistical theory one comes across various families of statistics (subfields). For each such family, it is of some interest to ask oneself as to whether the family has maximal and/or minimal elements. The author proves here the existence of such elements in a number of cases and leaves the question unsolved in a number of other cases. A number of problems of an allied nature are also discussed.
Introduction
Let (SC, a, d) be a given probability structure (or statistical model). A statistic is a measurable transformation of (9C, a) to some other measurable space. Each such statistic induces, in a natural manner, a subfield (abbreviation for sub-crfield) of (t and is, indeed, identifiable with the induced subfield.
Between subfields of a there exists the following natural partial ordering. DEFINITION 1. The subfield el1 is said to be larger than the subfield a2 if every member of a2 is also a member of a1.
A slightly weaker version of the above partial order is the following. DEFINITION 2. The subfield a1 is said to be essentially larger than the subfield a2 if every member of a2 is P-equivalent to some member of a1.
As usual, two measurable sets A and B are said to be 6P-equivalent if their symmetric difference A A B is P-null for each P E (P.
Given a family 5f of subfields (statistics), one naturally inquires as to whether aY has a largest and/or least element in the sense of definition 1. In the absence of such elements in 5, one may inquire about the possible existence of maximal and/or minimal elements. An element a0 of 5: is a maximal (minimal) element of F, if there exists no other element a, in 5f such that a1 is larger (smaller) than to.
In the absence of maximal (minimal) elements in i, one may look for elements 42 FIFTH BERKELEY SYMPOSIUM: BASU that are essentially largest (least) or are essentially maximal (minimal) in the sense of the weaker partial order of definition 2.
The particular case in which 5F is the family of all sufficient subfields has received considerable attention. The largest element of f is clearly the total subfield a itself. If (P is a dominated family of measures, then it is well known that 5V has an essentially least element in terms of the weaker partial order of definition 2. In general, 5F does not have even essentially minimal elements. If, however, an essentially minimal element exists, then it must be essentially unique, and thus, the essentially least element of 5Y (see corollary 3 to theorem 4 in [3] ).
In [1] the author considers the family f of ancillary subfields. A subfield a0 is said to be ancillary if the restriction to a0 of the class (P of probability measures shrinks the class down to a single probability measure. The least ancillary subfield is clearly the trivial subfield, consisting of only the empty set 0 and the whole space $C. The existence of maximal elements in the family of ancillary subfields is demonstrated in [1] . In general, there exists a multiplicity of maximal ancillary subfields.
In sections 3 to 6 we list four problems that are similar to the problem of ancillary subfields. In section 7 we develop a general method to demonstrate the existence of maximal elements in these four cases. In section 8 we discuss some related questions, and in section 9 we list a number of other problems.
The family 51 of 63-independent subfields
Let (3 be a fixed subfield. A subfield is said to be (B-independent (independent of (B) if P(BC) = P(B)P(C) for all B E 6B, C E e and P G (P.
Let 91 be the family of all 63-independent subfields. Clearly, the least element of 5:1 is the trivial subfield. Even in very simple situations, a, has no largest, or essentially largest, element. In section 7 we shall show that 5:1 always has maximal elements. Consider the two examples. EXAMPLE 1(a). Let DC consist of the four points a, b, c, and d, and let (P consist of only one probability measure-the one that allots equal probabilities to the four points. Let Here C is 63-independent, but it is not the largest (53-independent subfield.
Indeed, in this situation there are infinitely many maximal elements in 5Y1 (see example 1 in [1] ). However, it is possible to show that e is an essentially maximal element in 5:F. In the above example, one may reverse the role of x and D and ask oneself as to whether x is a maximal D-independent statistic. It is of some interest to speculate about the truth or falsity of the following general proposition. PROPOSITION 1. If e is a maximal (or essentially maximal) (3-independent subfield, then (B is a maximal (or essentially maximal) C-independent subfield.
The family 92 of v-free subfields
Let us suppose that the members of the class (P are indexed by two independent parameters 0 and so; that is, (4.1) ( = {Pe,q,a0Ee, w E m}, the parameter space being the Cartesian product 0 X (D.
A subfield e is called so-free if the restriction of (P to e leads to a class of probability measures that may be indexed by 0 alone; that is for all C c e the probability Pe,,(C) is a function of 0 only. Let 5V2 be the family of all p-free subfields.
Evidently, the concept of v-free subfields is a direct generalization of the concept of ancillary subfields.
The trivial subfield is again the least element of 52. That 3V2 always has maximal elements will be demonstrated later. In general, 52 has a plurality of maximal elements. EXAMPLE 2(a). Let $ consist of the five points a, b, c, d, and e, and let P = {jW,j} consist of the probability measures
where 0 < 0 < 1 and 0 < so < 2- There are exactly 12 subsets of SC whose probability measure is sP-free, and they are SC, [ 2 Xn, -Xn) is so-free in the sense defined before. In general, it is not true that e is the largest element of the family Y2 of so-free subfields. In the particular case where F is the cdf of a normal variable, the subfield e may be shown to be an essentially maximal element of ff2. Let us observe that in this particular case, 52 is the same as iF3 of example 1(b). The following proposition may well be true. PROPOSITION 2. Whatever may be F, the subfield e (as defined above) is an essentially maximal element of the family 5:2 of op-free (,p being the location parameter) subfields.
Suppose in example 2(b) we reverse the role of so and 0 and concern ourselves with the family f2* of 0-free subfields, that is, with subfields every member of which has a probability measure that does not involve the scale parameter 0. The author believes that the following proposition is generally true.
PROPosrrION 3. Every 0-free subfield is also (p-free, that is, 52 C 5f2. In the particular case where F is the cdf of a normal variable, the truth of proposition 3 has been established in [4] . 5 . The family f3 of 9-similar subfields Let 9 = {g} be an arbitrary but fixed class of measurable transformations of (9C, e) into itself. For each P e 6P, the transformation g E 9 induces a probability measure Pg-' on (9C, a). A subfield e will be called 9-similar if, for each g e 9 and P E P, the restriction of the two measures P and Pg-' to e are identical. In other words, e is 9-similar if for all C E e, (5.1) Pg-I(C) P(C) for all P e ? and g E 9. Let f3 be the family of all 9-similar subfields. One may look upon 5f3 as the family of subfields that are induced by statistics T(x) such that T(x) and T(gx) are identically distributed for each P E P and g E 9. The least element of ff3 is, of course, the trivial subfield. As we shall see later, ff3 always has maximal elements and, in general, a plurality of them. EXAMPLE 3(a). Let 9t be the real line and 6' = {Pe-oo < 0 < oo}, where Pe is the uniform distribution over the interval (0, 0 + 1). Let 9 consist of the single transformation g defined as gx = the fractional part of x. It is easy to check that for all 0 in (-o, co), Peg-l = Po.
In this example, the subfield e is 9-similar if and only if each member of e has a probability that is 0-free. Thus, the family f3 of 9-similar subfields is the same as the family of In this example, the family 53 of 9-similar subfields is the same as the family 52 of p-free subfields.
Let us call the set A 9-invariant if A e a and g-rA = A for all g c 9. Likewise, let us call A almost 9-invariant if the two sets g-1A and A are (P-equivalent for all g E 9. Let 6Bi and (Ba be respectively the class of 9-invariant and almost 9-invariant sets. It is easy to check that (Bi and (Ba are members of the family a3 of 9-similar subfields. The following proposition should be provable under some conditions. PROPOSITION 4. The subfield (Ba of almost 9-invariant sets is a maximal 9-similar subfield.
Under some general conditions it should also be true that the subfield 63i of 9-invariant sets is an essentially maximal element of 53. This is so in the case of example 3(b) where F is the cdf of a normal variable.
The family (14 of 63-linked subfields
Let B be a fixed subfield of a. A subfield e will be called 6-linked if (B is sufficient for (e, (P); that is, for every C E C, there exists a (-measurable mapping Q(C, *) of 9C into the unit interval such that, for all B e (B and P e (, (6.1) P(BC) = JB Q(C, *) dP(.).
Let 5a4 be the family of all (B-linked subfields. The trivial subfield is again the least element of a4. We shall presently see that 5F4 always has maximal elements. EXAMPLE 4(a). (i) Let ( be the trivial subfield. It is easy to see, in this instance, that f4 is the same as the family of all ancillary subfields.
(ii) Let us suppose that (P is indexed by the parameters so and 0. Let (B be a fixed y-free subfield, that is, a member of 5:2 as defined in section 4. In this instance, every 63-linked subfield is also so-free.
(iii) Let 63 be a sufficient subfield. In this case a4 is the family of all subfields. EXAMPLE 4(b). Let (9C, a, P)be as in example 1(b), and let (B The followiing are our fundamental existence theorems. THEOREM 2. If 8 is a given monotone class of sets, and 9 is the family of all Borel fields that could be embedded in 8, then corresponding to each element C, of i, there exists a maximal element 5 of 5 such that C C C.
PROOF. Let {Ct,t e T' be an arbitrary subfamily of i, which is linearly ordered with respect to the partial order of inclusion relationship, aiid let Co = UtET (Ct.
Since {'t} is liinearly ordered, it follows that Co is a field of sets. This proves the 'only if' part of (iii). The 'if' part is trivial.
For example, let E be the class of all (B-linked sets (see sections 6 and 7) in the probability structure (C, a, 6 ), where 63 is a fixed subfield of t. If the set A is 8-linked, that is, if there exists a 68-measurable function Q(A, *) satisfying definition (iv) of section 7, then it is easily seen that AB is M-linked for every B E a. We have only to define Q(AB, *) as Q(A, *) I(B, .), where I(B, *) is the indicator of B.
In this case, 6a is a conforming subfield. Theorem 4(iii) then asserts that for every 63-linked subfield C, the subfield 6a V C is also (B-linked. It will be of some interest to find out conditions under which a is the largest conforming subfield, that is, aB = D.
Some further problems
In this section we list four problems that are mostly unsolved.
(A) Separating subfields. Let C? be a class of 'distinct' probability measures on a measurable space (DC, a). That is, for each pair P1, P2 of members of (P there exists a measurable set A E a such that P1(A) $d P2(A). A subfield 63 5(b) . Let (C be the family of uniform distributions on [0, 0], O < 0 < 1. In this case v(C?) = 3 (see [6] ). EXAMPLE 5(c). If C? consists of a finite number of measures P1, P2, P. , then v(@) < n. If C? consists of a countable number of continuous measures, then v(@?) = 2 (see [6] , [8] ).
