New formulas are given for the minimax linear risk in estimating a linear functional of an unknown object from indirect data contaminated with random Gaussian noise. The formulas cover a variety of loss functions, and do not require the symmetry of the convex a priori class. It is shown that affine minimax rules are within a few percent of minimax even among nonlinear rules, for a variety of loss functions. It is also shown that difficulty of estimation is measured by the modulus of continuity of the functional to be estimated.
Introduction
Suppose we observe data y of the form y =Kx+z (1) where x is an element of a convex subset X of 12, K is a bounded linear operator, and z is a noise vector. We are interested in estimating the value of the linear functional L(x), and we wish to do this in such a way as to minimize the error occuring at the worst x E X.
When z is assumed to be a zero-mean Gaussian noise with covariance or2a, this is a problem of minimax statistical estimation. There is a considerable literature on minimax mean-squared error estimation of linear functionals in such situations -a partial listing would include Kuks and Olman (1972) , Laiiter (1975) , Sacks and Ylvisaker (1978) , Speckman (1979) , Li (1982) , Ibragimov and Has'minskii (1984, 1987) , Pilz (1985) , and Heckman(1988) . There is also considerable literature on minimax mean-square estimation in models related to, but not identical to, (1) .
When z is assumed to be a vector chosen, not at random, but by an antagonistic opponent, subject to the constraint < z, -lz >< 62 this is a problem of optimal recovery of a linear functional. The author is not qualified to cite a complete listing of work on this topic, but is aware of, for example Micchelli (1975) , Micchelli and Rivlin (1977) , Melkman and Micchelli (1979) , Packel and Wozniakowski (1987), Traub, Wasilkowski and Wo£niakowski (1988) and Packel (1988) .
While the two problems are superficially different, there are a number of underlying similarities. Suppose that L, K and E are fixed, but we approach the problem two different ways: one time assuming the noise is random Gaussian, and the other time assuming the noise is chosen by an antagonist, subject to a quadratic constraint. In some cases both ways of stating the problem have been solved, and what happens is that while the two solutions are different in detail, they belong to the same family -i.e. the same family of splines, or of kernel estimators, or of regularized least squares estimates -only the 'tuning constants' are chosen differently.
Also, a number of theoretical results in the two different fields bear a resemblance. For example, Micchelli (1975) showed in the optimal recovery model that minimax linear estimates are generally minimax even among all nonlinear estimates. Ibragimov and Has'minskii (1984, 1987) showed in the statistical estimation model that with K = I and squared error loss, minimax linear estimates are within some constant factor of being minimax among all estimates.
However, there are also disparities; one gets the impression that the literature on optimal recovery is more developed and intensely cultivated than the statistical estimation literature. Consequently there are a number of problems that have been treated as optimal recovery problems, and not yet as statistical estimation problems.
This paper is written mainly to bring the state of affairs for the statistical estimation problem to roughly the same degree of completion as the optimal recovery problem.
In previous work on statistical estimation, it has been assumed either that X is ellipsoidal (compare Kuks and Olman, Lauter, Speckman, Li) or hyperrectangular (compare Sacks and Ylvisaker), or at least centrosymmetric (Ibragimov and Has'minskii, Pilz) . Also, in certain instances (Ibragimov and Has'minskii), the operator K was of a very special form. In all the above instances, the performance was measured exclusively via squared-error loss. Theorems 1 and 2 of this paper give new general formulas for the minimax risk of affine estimates in the statistical estimation problem, with respect to various performance criteria. The formulas hold for general bounded linear operators K, and without assuming more than convexity of X. Our theorems may thus be viewed as the completion of a lengthy development in the statistical literature, aiming at a general characterization of minimax linear estimates of linear functionals from noisy data.
Our approach has several corollaries of immediate usefulness. Corollary 1 shows that minimax affine estimators are nearly mini-max among all estimates, i.e. that the minimax risk among affine estimates is within a few percent of the minimax risk among all estimates, in a variety of loss functions. We list in section 9 below a wide variety of statistical models, such as nearly linear models, semiparametric models, nonparametric regression models, and signal recovery models covered by the model (1) . It follows that in all these cases, minimax affine estimates, which are computationally tractable, are also nearly minimax among all estimates.
Corollary 2 gives relations between the modulus of continuity of the functional to be estimated and the minimax risk. It follows (see Corollary 3) that results on asymptotic behavior of minimax risk, a statistical problem, follow from asymptotic behavior of the modulus of continuity, an analytic object. The results given here form the crucial step in studying asymptotic minimax risk in a wide variety of statistical estimation problems, ranging from nonparametric and semiparametric regression, to density estimation, to signal recovery. (See Theorems 3, 4, and 5 in section 9.3 below).
Theorems 1 and 2, and their corollaries, bring the theory of minimax linear statistical estimation to a state comparable to the theory of linear optimal recovery. This is no accident. A secondary aim of the paper is to show that at some deeper level, the problems of statistical estimation and optimal recovery are really the same -that an estimator optimal for one problem is optimal also for the other -provided E and a are calibrated appropriately. This means that results obtained in one literature may be exploited in the other.
To show this, we have studied a generalization of the optimal recovery problem of Micchelli (1975) . Assuming that X is just convex (i.e. without assuming symmetry of X), we show, in Theorem 6, the existence of affine optimal algorithms. Our proof is written in a way entirely parallel to the proof of Theorems 1 and 2; this shows that the basic results in both fields follow from the same pattern of reasoning and, in the main, from a single inequality, (44). 4 2 The Bounded Normal Mean
The statement of our main result in section 4 requires the introduction of some ideas and results from Statistical Decision theory. Suppose we are interested in estimating the real-valued quantity 0, from observation of the random variable Y = 0 + Z, where Z is a random variable with the Gaussian distribution N(0, o2). Y itself may be used as an estimate, of course; but suppose we know a priori that 0 E [-,T ], and we wish to use this a priori knowledge to do better than Y. The extent to which we can improve on Y itself depends on what measure of performance we use, and on whether we use only affine (inhomogeneous linear) estimates, or whether we allow the possibility of general nonlinear estimates.
Evaluate performance by worst-case mean squared error. Then the best performance among affine estimates cY + d is
and among nonlinear estimates 6(Y) PN(T, a) = inf max E(6(Y) -_ )2 (3) 5 OE [-,r,-r] where the infimum is over measurable functions. These two quantities are called the minimax affine risk and minimax risk respectively; they have been studied by Levit (1980) , Casella and Strawderman (1981) , Bickel (1981) , and Ibragimov and Has'minskii (1984) . See also Donoho, Liu, and MacGibbon (1989). They satisfy p < min(r2, a2), the invariance p(r, a) = a2p(r/a, 1), and the limiting relation p(T, a) --a2, r/c -* 0X. Three facts are of particular interest. First, the two risks are never very different. Donoho, Liu, and MacGibbon (1989) and Feldman and Brown (1989) We return now to the 'Statistical Estimation' setting of the introduction. We make one specialization and one generalization. We suppose that the noise is Gaussian with covariance E = cI where I is the identity operator. We will show in section 11 that the case of more general E is also covered by these results. We also now allow the functional L to be affine (inhomogeneous linear) and consider as well affine estimates of L.
We are interested in determining the minimax affine risk with squared error loss, 
Main Result
The following justifies our attention to 1-dimensional subproblems. Theorem 1 Let X be closed, bounded, and convex, let L be welldefined, and suppose that w(e) is finite for each e > 0. Then for any of the three performance criteria, the difficulty, for affine estimates, of the full problem is equal to the difficulty, for affine estimates, of a hardest 1-d subproblem. Thus,
Furthermore, the affine estimator which is minimax for a hardest subproblem is also minimax for the full problem.
The proof is given in section 11. This theorem, together with Lemma 2, provides formulas for the minimax risk in the closed, bounded case. By an approximation argument, given in the appendix, those formulas extend to the case of general X: Theorem 2 Let L be affine and X be convex. Then for the minimax risk of linear estimates. This may be shown to be a particular case of our formula for R (a). The formula for R*(o) has been proved before in special cases by and by Brown and Liu (1989) . The formulas for A*(a) and Ca,A(a) are new. 12 5 Near-Minimaxity of Affine Estimates These formulas imply that affine estimators cannot be improved on much by nonlinear estimators. Indeed, using Theorem 2 and (4) we have
Arguing similarly for the other measures of performance, and using the facts (7), (10) Previous work has assumed the squared-error loss criterion. co < wo, y -Kxo > (here co depends on the performance criterion we have chosen). The restriction of L to the family is affine,
Hence the unique minimax affine estimator in the subfamily is Lo(y) = L(xo) + so Theorem 1 says that the minimax affine risk of this subproblem is the minimax affine risk of the full problem, so there is an affine estimator for the full problem which is also minimax affine for the subproblem. But Lo is uniquely the minimax affine estimator for the subproblem. This forces Lo to be minimax affine for the full problem.
The formula for Lo can be rewritten Lo(y) = L(xo + co < wo,y -Kxo > uo) (19) where uo = (xi -x-)/jlxl -x-llj. This says that the minimax affine estimator has the form of projecting the data orthogonally onto the hardest subfamily, shrinking towards the center of the subfamily by a factor co, and evaluating L on the projected, shrunken result.
The shrinkage coefficient co has an interesting form. Assume that the hardest subproblem has length IIK(xi -x._1) =cO. One can calculate formally that =o w(eo) ) (20) we will prove this later. Thus, if w(E) = AJ, then co r. So in this case the estimator reduces to shrinkage by the rate exponent in the modulus of continuity.
7 Risk and Modulus
The modulus of continuity of a linear functional over a convex set is subadditive. Hence 2 is a decreasing function of e. It follows that
On the other hand, w(e) is monotone increasing, so sup ( ) PA (e/2, ) < w2(a) sup e-2pA(e/2, a) < Lo2(a). It follows from these formulas that lim _ _(a) < 62,A(r) (21) 16 lim AA(a) < a,A(r) (22) e-N+A a (a) -&,N(r)
These may be used to give somewhat tighter bounds than those proved in Cor. 1. For example, under squared-error loss, at problems with r = 1/2, (21) shows that minimax affine estimates can be improved upon by at most 7%. See for example Table 1 in Donoho and Liu (1989) . Another form of asymptotic relationship can be deduced. Corollary 4 Suppose the modulus of continuity has exponent r, and Theorem 2 applies. Then, for each of the three performance criteria, if co and e0 refer to the shrinkage coefficient in a minimax affine estimator for that criterion and the length of a hardest subfamily for that criterion, co(co/2,oa; )-r as°-+, 
In other words, the shrinkage coefficient in the minimax affine estimator tends to r, and the length of the hardest subproblem behaves like a fixed constant times the noise level. For the 12 criterion we have, by calculus r V2,r = /1-r (26) The other quantities V1,r and va,r must be found numerically.
Applications
We now briefly point out some of the different areas in which results given above can be applied.
Some familiar statistical models
The model with observations (1) subsumes many situations familiar to statisticians. In view of this, minimax affine estimators for such models are nearly minimax among all estimates.
Approximately Linear Models. Sacks and Ylvisaker (1978) .
Let ti be n fixed numbers and suppose we observe Y1=a++/3tj+Sj+z, i=1, ..., n; (27) where a and ,B are unknown real numbers, and the Si are unknown, but they are known to satisfy t1il<ci, i 1,...,n (28) with the ci known constants. The zi are, as usual, a N(O, a2) 
where now f E F, a convex function class on domain D C Rd.
We are interested in estimating functionals such as f(to), f'(to), etc. Let (qj(-)) be an orthonormal basis for L2(D), let xj = f fqij, 
where P is a linear operator, such as Radon transform, Abel transform, Convolution transform, etc. This is again a problem of our type; the setup is as in nonparametric regression, only K has changed: (Kx), Ej xj(Pqo)(ti) = (Pf)(ti).
Signal Recovery. Hall (1988 It follows from Corollary 1 that in all the models just mentioned, minimax affine estimates are nearly minimax among all estimates.
Deriving Minimax Affine Estimates
Our theory may be used to derive new approaches to the models just mentioned. For example, in Heckman's treatment of the semiparametric model, only two particular function classes .F are considered, and minimax linear estimators are derived for those two cases. Our approach would allow to derive quadratic programming algorithms to design estimators useful for convex function classes other than the two considered by Heckman; for example, for classes of smooth monotone functions. However, for reasons of space we turn to other matters.
Asymptotic Statistical Theory
The results of sections 7 and 8 above allow us to derive, by simple, general techniques, relatively precise results on the behav- Let AA(n) denote the minimax expected absolute error for estimating T by an affine procedure using n observations, and define the confidence statement measure CA,O(n) similarly. Theorem 4 The triangular kernel k(t) = (1-Itl)+ is asymptotically minimax among kernel estimates for estimating T(f) = f(O) over D for each of our loss functions, when the bandwidth is chosen appropriately. For interested in estimating the quadratic functional f-(f(k)(t))2dt using a quadratic rule e+ < y, My >. We know a priori that f(l) is periodic and absolutely continuous for 0 < I < m, and that flr(f(m)(t))2dt < 1.
While this is a quadratic, rather than linear, problem, Donoho and Nussbaum exhibit a transformation which allows a solution using by applying the methods developed here. This gives: Theorem 5 Suppose r = (4m -4k)/(4m + 1) < Golomb and Weinberger (1959) .
For the sake of later sections, we pedantically spell out our approach to the problem. We are interested in the minimax error, either over affine estimators or over general nonlinear estimators. Hence, put
We consider lower bounds based on hardest subproblem arguments. Begin with the analog of the bounded normal mean. Suppose that we are interested in estimation of the scalar 0 from data y =0 + z; we know that l0l < r and that lzl < e. If T < 6, a minimax procedure is 0 = 0. If r > 6, a minimax procedure is (35) l1Xi -X-111K existence of linear optimal algorithms is equivalent to the statement that the difficulty, for linear estimates, of the full problem, is the same as the difficulty, for linear estimates, of a hardest 1-d subproblem.
It is possible to generalize the optimal recovery theorem. Assuming just convexity of X, but not centrosymmnetry, we can say that affine optimal algorithms exist. Even if we assume only that X is convex and L is well-defined, we may still conclude that there exists an affine estimator which attains the minimax error and that EA (e)-= (2e)/2.
The theorem allows us to interpret Corollary 2 as giving inequalities between E* and R*, etc. For example, combining (41) with Corollary 2 implies (E ( (7))2 /4 < RA(* < (E* (af)) 2 (42)
In other words, if we equate noise levels e = ai then (E*(e))2 is approximately RA(ci). The connection between the optimal recovery and statistical estimation model will be further spelled out in section 12.
Proof. It actually is enough to prove the first half of the theorem, which assumes that X is convex, closed, and bounded. The second half follows from the first by following the arguments in the proof Theorem 2, (with the auxiliary function m(a, b) a + eIbl). We may also assume that w(e) is finite for all E, else the subadditivity of w(e) implies that there are 1-d subproblems with arbitrarily high difficulty, and so the theorem is trivially true.
As X is closed and bounded, and w(e) finite (and therefore bounded), Lemma Thus, the difficulty of the full problem for this particular estimator is no more than the difficulty of the subproblem. The difficulty of the subproblem is, by (35) and (37) , w(2e)/2, and (41) follows. w(e) < w(6) + d(-6).
Then O9w(S) is a nonempty, closed, bounded, convex subset of R.
Pick d to be any element of Ow(2e). The key fact about this choice, and fundamental to the entire paper, is the following, proved in the appendix. Lemma 4 Let the modulus be attained at 2e by xi,x.1, and let d E &w(2e). Suppose that labels are chosen so that L(xi) > L(x-1). Then 
< 0 (by 44).
On the other hand, our assumption forces Bias(LO, x-1) > 0, and again using (44) Bias(Lo, (6), (8), (11)), Fo is a complete increasing curve of R2. From that section we also recall the fact (12) .
It follows from (47) and (12) (46), (6), (8), (11),
Hence, by connectedness of F1 and Fo, these two curves 'cross' -ri n ro 7 0.
This will imply the theorem. Let us see why. The crossing of the curves implies that for some c0 E (O, e*], co(co/2, a;) E F1(co)
Let x1, x-attain the modulus at co. Define
Lo(y) = L(xo) + co(co/2, a;) W(co) <wo,y -xO>. (49) We claim that Lo has the two properties 
where d E aw(co). Consequently, we may apply the reasoning for Property 2 in our proof of the optimal recovery theorem, to get (45).
Define LXV to be the probability law of the random variable V when x is the true object. Now put The theorem may obviously be adapted to other performance measures besides the ones we have considered. The fundamental issue is that the minimax affine estimator for 101 < r be linear, and that the coefficient co which gives the minimax affine estimator be continuous in r. This will hold for many other loss functions.
In other words a single proof idea handles various performance criteria in the statistical estimation problem and also the optimal recovery problem.
Correspondence Theorem
The proof above also establishes the following. 
where d E 6w(eo), is an affine minimax estimator for the statistical problem, and also an optimal algorithm for the optimal recovery problem at noise level = eo/2.
In words, if we calibrate noise levels so that the hardest 1-dimensional subproblems for optimal recovery and for statistical estimation have the same length, then they have optimal estimators in common.
Here is a simple illustration. Speckman proved the following result, which expresses the minimaxity of cubic smoothing splines. (For extensions of this result, see Li (1982) ). N(0,7 2) , and where the function f is known to satisfy f (f"(t))2dt < C2. Let g,, be the solution to min (g(t,) -yj)2 + , A (g"(t))2dt. L(g,.) is the minimax linear estimator of L under squared error loss. Now consider the associated optimal recovery problem, with observations yi = f(ti) + zi, i = 1,...,n, f(f"(t))2dt < C02
where now the zi are nonstochastic and are known only to satisfy Z 9 < 62. Speckman's theorem, and the Corollary above, imply that for some uor ,= Ior(C,C) the cubic-spline-based estimator Lo(y) = L(g,or) is an optimal recovery algorithm -a fact due, essentially, to Schoenberg (1964) . In other words, Speckman's theorem implies Schoenberg's. And, of course, vice versa.
In the other direction, consider the prototypical problem of optimal recovery: estimating the integral L(f) = fo' f(t)dt from data yi = f(ti) + zi, i = 1, ... , n. Here we take ti = (i -.5)/n. We know a priori only that f belongs to F = {f: If (s) -f(t)I < Cis -tj}, and the nonstochastic noise satisfies Ei z9 < 62. Then the modulus is attained with f-I =-fi, where fi is the sawtooth function f1(t) = mini( ; + Cit -ti ). We get w(e) = e/\FH + C/(n -1), and that Lo(y) = E y= is an optimal algorithm, for each e > 0. Turning to the associated statistical estimation problem, where the noise is i.i.d. N(0, 2), we note that the formula sup,( ( )2PA(e/2, o) has its maximum at some e0 E (0, oo), and it follows that the same Lo is minimax affine for the statistical estimation problem. A side calculation gives RA (a) = C2; + a2
In short, if a problem has been solved in one of the two literatures, that solution may be considered as a solution of the problem in the other literature.
We also have correspondence between the solutions to the statistical estimation problem with different loss criteria.
Corollary 6 Under the assumptions of Theorems 1 and 2, there exist monotone, continuous functions a, (a), ao(o) (which depend 33 on L, K and X) so that an affine estimator can be found which is affine minimax for squared-error loss at noise level a, for absolute error loss at a, (a), and for the confidence statement criterion at a2 (a).
In situations where asymptotics as a --0 make sense, of course, Corollary 4 shows that we must have the relationships a1 =-(I + o (1)) =c--tcr (1 + o (1)) Vcx,r Speckman's theorem, quoted above, shows that cubic-splinebased estimates of a linear functional are, under certain assumptions, minimax among linear estimates under squared error loss. Corollary 6 says that the same estimates will also be minimax for absolute error and confidence statement measures, at certain noise levels. For example, with absolute error loss, let o-(oa) denote the solution to ao(s) = a. If the true noise level is a, we put , = (aT1'(a)/C)2, and put Lo(y) = L(gp,,); this is affine minimax for absolute error loss.
Even without recalibration, the solution to one problem furnishes a fairly good solution to any one of the others. For example, suppose we know how to design an affine optimal algorithm Lo, for the optimal recovery model at noise level e. We pick e = o and we apply the resulting Lo in a statistical estimation problem with noise level a. With respect to the squared error loss criterion, a simple analysis will show that sup E(Lo(y) -L(x))2 < w(2af)2/4 xEX whereas by Theorem 2 RN(a) > w(a)2/5. Hence the optimal algorithm, although designed for deterministic noise, is within a factor of about 4 of minimax in MSE for the statistical estimation problem.
Much the same story holds for other performance measures. Consider confidence statement length. Put e = Z1-a/20, and obtain an Lo which is an affine optimal algorithm for deterministic noise of norm e. Apply this estimator in the statistical estimation problem with noise level a. One calculates that the interval Lo(y) + w(2Z1_1/2o')/2 covers the true L(x) with at least 1 -a coverage probability, for any x E X. Thus this optimal algorithm for dealing with deterministic noise may be used to design a valid fixed-width 1 -a confidence interval. Moreover, by our results above, any fixed-width interval which is a measurable function of the data and which has at least 1 -a coverage probability must be at least a factor Z1-.Y/Z1-C.a2 as long. So the interval is within a few percent of efficient.
Discussion

Nonwhite Noise
A certain class of problems with nonwhite noise can be mapped onto present one. If our observations (1) have z with nonwhite covariance, and if the covariance is an operator with a bounded inverse, then we can transform the observations via y= -1/2y, giving data y =K'x + z where now z is white, and K' =Z-1/2K. Proceeding as before, we define the modulus with respect to the seminorm defined by K', and the formulas from before all continue to apply. In this way we could recapture results of Ibragimov and Has'minskii (1987); but others as well, since our results allow indirect observations (K $= I), asymmetry of X, various loss functions, etc. Also, we could demonstrate a close mathematical connection been estimation in nonwhite noise and in the optimal recovery model with constraint < z E-1z >< 62. 35 
Nonlinear Functionals
We have shown here a close connection between the modulus of continuity and the difficulty of estimation of linear functionals from incomplete data with Gaussian noise. The connection between the modulus and difficulty of estimation need not persist when we consider estimation of nonlinear functionals. See lIbragimov, Nemirovskii, Has'minskii (1987), and Fan (1988) . The minimax risk may go to zero much slower than the rate at which the modulus goes to zero.
In contrast, in the optimal recovery model, under very mild conditions, the modulus of continuity measures the difficulty of estimation quite precisely for general nonlinear functionals. That is, the "central algorithm" described in section 10 can be used for general nonlinear functionals; it gives the worst case error w(2e)/2 for quite a wide variety of situations, and this can be shown to be the minimax error. Compare Traub, Wasilkowski, and Wozniakowski (1983, 1988) .
Thus the connection we are describing between Optimal Recovery and Statistical Estimation need not persist when we consider estimating nonlinear functionals.
However, the results of this paper are still useful in nonlinear cases, as we have suggested in section 9.3 above.
Estimating the whole object
If, rather than estimating just a single linear functional of the object, we were estimating the whole object x with, say, 12 norm loss, statistical estimation and optimal recovery would no longer, in general, have a close connection. In general, minimax linear statistical estimation is connected with minimizing the HilbertSchmidt norm of the estimator, subject to a side constraint on the norm of the bias, while linear optimal recovery is connected with minimizing the Operator norm of the estimator, subject to a constraint on the norm of the bias. Of course for estimators with 1-dimensional range, that is, functionals, Hilbert-Schmidt and Operator norms are the same, which explains why the connection holds for 1-dimensional functionals and not for more general objects.
Other Norms
The basic theorem of linear optimal recovery is not restricted to use of the 12 norm in specifying the constraint liz1. < e. For example, Micchelli and Rivlin (1977) showed that one can use any Banach space norm for the error norm, and there will still exist an optimal linear algorithm under quite general conditions. However, optimal recovery under these other error norms does not necessarily relate to statistical estimation.
One exception is when one has in the optimal recovery model an ip error norm jlzll, < 1 , for p E [2,oo] . This corresponds to statistical estimation with a white symmetric stable noise of index a conjugate to p (i/p + 1/a = 1). Of course, p = a = 2 is the case we have covered in this paper; the case p = oo, a = 1 might be an interesting one to consider. It connects deterministic noise small in supremum-norm with stochastic noise following a Cauchy distribution.
Proofs
Note: we omit detailed proofs of Corollaries 1,2,5,6; these follow from Theorems 1, 2, and other information, such as the discussion of section 2 or the proof of Theorem 2.
Proof of Lemma 2
The whole result follows once we know that the modulus of continuity is attained. For, by Lemma 4 , when the modulus is finite, it is concave and continuous; the suprema over c in the formulas are really therefore suprema of continuous functions of e. Moreover, under the assumptions, only a finite range [0, e*] need be considered, where e* = supx,,x. 1 lxi -x_llK < oo. A continuous function on a compact set takes on its maximum, and so in each of the formulas the supremum is attained at some co. The family that attains the modulus at that e0 is the hardest 1-d subfamily for that criterion.
Suppose now that [x 1,n x1,n] is a sequence of subfamilies of X with IIX1,n-X_1,nhlK I e but L(xl,n)-L(x_ln) --w(e). Now, as X is norm-closed, norm-bounded, and convex, it is weakly compact. We can find a subsequence along which xl,n and x-,,n both converge weakly. The 
we have therefore shown that the modulus is attained. The desired relation follows from Lemma 5 Let L be a well-defined affine functional and let X be a norm-bounded, norm-closed convex subset of 12. Let xn be a sequence of elements in X converging weakly. Then the weak limit x is in X and L(x) = lim L(xn) (52) Proof. We first remark that L is bounded above on X. For suppose there were a sequence (xn) with xn E X yet L(x) X oo. Fixing xo E X, and recalling that Ilxnll < M for some absolute constant M, we would get that xl, = (1 -)x0 + &Xn with 6 = e/M had IL(xl,n)-L(xo) I oo yet I Ix1,n -XOl < .
Hence w(e) = +oo for each positive e. But this contradicts the assumption that w(e) -O 0 as e -+ 0.
The sequence (L(Xn)) is therefore a bounded sequence of numbers. Select a subsequence along which it converges, to a limit -I say.
Define X<1 = {x E X: L(x) < l} I'his set is convex and bounded. Because L is well-defined, the set is strongly closed, hence (by convexity) weakly closed. Fix 6 > 0. Along our subsequence, for all sufficiently large n, L(xn) < I + 6; i.e. x, E X<i+1s. As X<1+s is weakly closed, the weak limit x E X<+j5. Hence L(x) < 1 + 6. As 6 was arbitrary, we conclude that L(x) < 1. By a similar argument L(x) > 1. Hence L(x) is equal to the limit of L(x,) along the subsequence, i.e. 1. More generally, every cluster point of the sequence (L(xn)) is equal to L(x). Thus the sequence (L(xn)) has an ordinary limit, and this is equal to L(x).
(52) follows.
Proof of Theorem 2
The lower bounds on nonlinear minimax risk all follow from the obvious fact that the risk of the full problem is as bad as any subproblem.
Before proving the second half of the theorem, a comment. Let MaxRisk(L, X) denote the supremum risk of L over X, according to whichever loss criterion we are considering. We note that We now explain why closedness of X is not necessary for the formulas to work. Indeed the minimax affine risk is unaffected by taking the 12 closure. First, as L is well-defined, it has a unique, modulus-preserving affine extension from X to its closure.
Second, suppose the minimax affine risk is finite (otherwise there 39 is nothing to prove). Let L be any affine estimator with finite minimax risk. Then
Indeed, by (53) the 12 norm of the homogeneous linear part L' of L is finite. Let x be any element of the closure of X. Let (xn) be a sequence in X converging to x. From finiteness of the norm
is a uniformly continuous function of x, and so MaxBias(L, X) = MaxBias(L, cl(X)).
From this, (53) and (54), (55) follows. It follows that the minimax risk is invariant under closure. We now explain why norm boundedness is unnecessary for the formulas to work. We assume that the supremum of minimax risks of all 1-d subfamilies is finite (otherwise there is nothing to prove). Let Xk denote the set cl(X n B(O, k)). (Restricting attention to only those k > ko for which the set is nonempty). Xk is a closed, convex, norm bounded set. By Theorem 1, there exists a affine estimator Lk, say, which is affine minimax for estimation of L over Xk. Fix xo in every Xk, k > ko, and put Ik= Lk(Kxo). We can extract a weak limit Lo from the norm-bounded sequence (Li) . By weak semicontinuity of the norm, JIL'il < limkinf JL'l| We can extract, along a further subsequence of the initial subsequence, a limit 10. Define Lo(y) = lo + L'(y -xo). This is affine, and has Bias(Lo,x) = Lo(Kx) -L(x).
We claim that MaxBias(Lo, X) < lim sup MaxBias(Lk, Xk). Letting 7 -+ 0 demonstrates concavity. The remaining parts of the lemma follow from these two facts, which may be abstracted from statements about convex functions in Rockefellar (1970 
Proof of Lemma 4
We present only the argument for the first inequality; the second is similar. Suppose that for a given d, we have L(x)-L(xi) > (d + 6) < wo ,Kx-Kxl > (58)
for some x E X, which remains fixed throughout the proof. We will show that d f aw(2c). 
