ABSTRACT. Functional 
of which has been very intensively developed in the book [4] and in numerous subsequent papers. Bordering on difference equations are also impulse functional differential equations with impacts and switching, loaded equations (that is, those including values of the unknown solution for given constant values of the argument), equations x'(t) f(t, x(t), x(h(t))) with arguments of the form [t] , that is, having intervals of constancy, etc. A substantial theory of such equations is virtually undeveloped [5] In this article we study differential equations with arguments h(t)
[ In the third part the foregoing results are generalized for equations with many deviations and systems of equations. We show that these equations are intrinsically closer to difference rather than to differential equations. In fact, the equations considered in this paper have the structure of continuous dynamical systems within intervals of unit length. Continuity of a solution at a point joining any two consecutive intervals then implies recursion relations for the solution at such points.
The equations are thus similar in structure to those found in certain "sequentialcontinuous" models of disease dynamics as treated in [6] . We also investigate a class of systems that depending on their coefficients combine either equations of retarded, neutral or advanced type.
In the last section linear equations with variable coefficients are studied. x(mo-l)(t), x(t-Tl(t))
x(ml)(t-Tl(t))
x(t-rN(t))
x(mN) (t-rN(t))), (1.2) where all Ti(t) _> 0 and n max mi, 0 <_ i <_ N. Here x (k)(t-Ti(t)) is the kth derivative of the function x(z) taken at the point z t-Ti(t have been studied in [8, 9, i0] . Some results on neutral EPCD were announced in [9] and [i0] . (i) x(t) is continuous on [0,oo).
(ii)
The derivative x'(t) exists The properties take place iff 0 < % < i. Hence, we consider the inequality %(% i) < 0 leading to (2.21). for any integers m, n, p. This result leads to the conclusion that the determinant of (3.10) coincides with the left-hand side of (3.9 and continuing this procedure leads to the continued-fraction expansion
and to the formula Cn rlr2 rn-lC0
for the coefficients of solution (4.6). The application of this result together with (4.12) to (4.10) yields
This inequality implies (4 9) since the functions (t) 0(t) and (I q)-t are increasing. To evaluate the coefficients c we employ the method developed in [14] Hence, U(t+n) U(t)Cn, and to determine the matrix C we put here t 0 which n yields U(n) U(0)C that is C U(n). Now we can write n n U(t+n)
and since Ai(t+n) Ai(t) we observe that
The refo re, A(t) and Ai(t-n) Ai(t), we have F(x, %, ) t + g(%, ),
