Mean-field optimal control as Gamma-limit of finite agent controls by Fornasier, Massimo et al.
ar
X
iv
:1
80
3.
04
68
9v
1 
 [m
ath
.A
P]
  1
3 M
ar 
20
18
Mean-field optimal control as
Gamma-limit of finite agent controls
Massimo Fornasier ∗ Stefano Lisini † Carlo Orrieri ‡ Giuseppe Savare´ §
March 14, 2018
Abstract
This paper focuses on the role of a government of a large population of interacting agents
as a mean field optimal control problem derived from deterministic finite agent dynamics. The
control problems are constrained by a PDE of continuity-type without diffusion, governing
the dynamics of the probability distribution of the agent population. We derive existence
of optimal controls in a measure-theoretical setting as natural limits of finite agent optimal
controls without any assumption on the regularity of control competitors. In particular,
we prove the consistency of mean-field optimal controls with corresponding underlying finite
agent ones. The results follow from a Γ-convergence argument constructed over the mean-field
limit, which stems from leveraging the superposition principle.
Keywords: finite agent optimal control, mean-field optimal control, Γ-convergence, superposition
principle
1 Introduction
In the mathematical modelling of biological, social, and economical phenomena, self-organization
of multi-agent interaction systems has become a focus of applied mathematics and physics and
mechanisms are studied towards the formation of global patterns. In the last years there has
been a vigorous development of literature describing collective behaviour of interacting agents
[29–31, 40–42, 60], towards modeling phenomena in biology, such as motility and cell aggregation
[15,43,44,53], coordinated animal motion [7,20,23,25–27,31,49–51,55,59,63], coordinated human
[28, 33, 57] and synthetic agent interactions and behaviour, as in the case of cooperative robots
[24, 48, 52, 58]. Part of the literature is particularly focused on studying corresponding mean-field
equations in order to simplify models for large populations of interacting agents: the effect of all
the other individuals on any given individual is described by a single averaged effect. As it is very
hard to be exhaustive in accounting all the developments of this very fast growing field, we refer
to [18, 19, 21, 22, 61] for recent surveys.
Self-organization is an incomplete concept, see, e.g. [12], as it is not always occurring when needed.
In fact, local interactions between agents can be interpreted as distributed controls, which however
are not always able to lead to global coordination or pattern formation. This motivated the
research also of centralized optimal controls for multi-agent systems, modeling the intervention of
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an external government to induce desired dynamics or pattern formation. In this paper we are
concerned with the control of deterministic multi-agent systems of the type
x˙i(t) = F
N (xi(t),x(t)) + ui(t), i = 1, · · · , N. (1.1)
The map FN : Rd × (Rd)N → Rd models the interaction between the agents and u represents the
action of an external controller on the system. The control is optimized by minimization of a cost
functional
EN (x,u) :=
∫ T
0
1
N
N∑
i=1
LN(xi(t),x(t)) dt+
∫ T
0
1
N
N∑
i=1
ψ(ui(t)) dt, (1.2)
where LN is a suitable cost function used for modelling the goal of the control and capturing the
work done to achieve it, and ψ is an appropriate positive convex function, which is superlinear at
infinity and models the effective cost of employing the control. When the number N of agents is
very large, dynamical programming for solving the optimal control problem defined by minimiza-
tion of (1.2) under the constraints (1.1) become computationally intractable. In fact, Richard
Bellman coined the term “curse of dimensionality” precisely to describe this phenomenon.
For situations where agents are indistinguishable, e.g. drawn independently at random from
an initial probability distribution µ0, and the dynamics F
N (xi(t),x(t)) = F
N (xi(t), µ
N
t ) depends
in fact from the empirical distribution µNt =
1
N
∑N
i=1 δxi(t) one may hope to invoke again the use
of mean-field approximations for a tractable (approximate) solution of the control problem. By
formally considering the mean-field limit of the system (1.1) for N →∞ one obtains the continuity
equation of Vlasov-type
∂tµt +∇ ·
(
(F (x, µt) + vt)µt
)
= 0 in (0, T )× Rd, (1.3)
where µ is the weak limit of µN and represents the (time dependent) probability distribution
of agents, and ν = vµ is a suitable vector control measure absolutely continuous w.r.t. µ and
subjected to a cost functional
E(µ,ν) :=
∫ T
0
∫
Rd
L(x, µt) dµt(x) dt+
∫ T
0
∫
Rd
ψ(v(t, x)) dµt(x) dt, (1.4)
The vector measure ν = vµ can in fact be obtained as the weak limit of the sequence of finite
dimensional control measures
νN =
∫ T
0
δt ⊗ νNt dt, νNt =
1
N
N∑
i=1
ui(t)δxi(t), t ∈ [0, T ]. (1.5)
Under suitable assumptions on ψ, on the convergence of FN to F and of LN to L, and assuming
for simplicity that the initial data are confined in a compact subset of Rd, one of the main result
of this paper can be summarized as follows.
Theorem 1.1 If the initial measures µN0 =
1
N
∑N
i=1 δxNi (0) weakly converge to a limit probability
measure µ0 then the minimum E
N (µN0 ) of (1.2) among all the solution of the controlled system
(1.1) converges to the minimum E(µ0) of the functional (1.4) among all the solutions of (1.3)
with initial datum µ0. Moreover, all the accumulation points (in the topology of weak convergence
of measures) of the measures associated to minimizers xN ,uN of (1.2) are minima of (1.4).
The idea of solving finite agent optimal control problems by considering a mean-field approxi-
mation has been considered since the 1960’s [36,37,45] with the introduction of stochastic optimal
control. The optimal control of stochastic differential equations
dX it = F (X
i
t , µ
N
t ) + v(t,X
i
t) + σdW
i
t , i = 1, · · · , N ; (1.6)
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with non-degenerate diffusion and independent Brownian motions W i, has been for a long while
studied via the optimal control of the law µt = Law(Xt) constrained by a McKean-Vlasov equation
∂tµt +∇ ·
(
(F (x, µt) + v(t, x))µt
)
= σ∆µt, (1.7)
under a suitable control cost
E(µ,v) :=
∫ T
0
∫
Rd
L(x, µt) dµt(x) dt +
∫ T
0
∫
Rd
ψ(v(t, x))dµt(x) dt. (1.8)
Most of the literature on stochastic control is focused primarily on the solution of McKean-Vlasov
optimal control problems. The most popular methods are based on extending Pontryagin’s max-
imum principle [2, 6, 9, 14, 17] or deriving a dynamic programming principle, and with it a form
of a Hamilton-Jacobi-Bellman equation on a space of probability measures [8, 47, 54]. However,
the rigorous justification that the McKean-Vlasov optimal control problem is consistent with the
limit of optimal controls for stochastic finite agent models has been proved surprisingly just very
recently [46]. The techniques used in the latter paper are largely based on martingale problems,
combining ideas from the McKean-Vlasov limit theory with a well-established compactification
method for stochastic control [36].
Due to the probabilistic nature of the methods used for stochastic control, the consistency results
become weaker for the limiting case of vanishing viscosity σ → 0 as in (1.3) (see e.g. [46]). Sharp
results for purely deterministic dynamics (1.1) require indeed measure-theoretical methods. The
first work addressing the consistency of mean-field optimal control for deterministic finite agent
systems is [39]. In the latter paper an analogous result as Theorem 1.1 is derived for general
penalty functions ψ with polynomial growth, including the interesting case of linear growth at 0
and infinity, motivated by results of sparse controllability for finite-agent models [10,11,16]. Other
models of sparse mean-field optimal control have been considered in [1, 13, 38]. The generality of
the penalty function ψ in [39] has required to restrict the class of controls: they have been as-
sumed to be locally Lipschitz continuous in space feedback control functions ui(t) = v(t, xi) with
controlled time-dependent Lipschitz constants.
In this paper and in our main result Theorem 1.1 we remove this restriction, but we still im-
pose suitable coercivity on the admissible controls, by requiring the function ψ to have superlinear
growth to infinity. As sparsity of controls, i.e. the localization of controls in space, is mainly due
to the linear behaviour of the penalty function at 0, the superlinear growth at infinity does not
exclude the possibility of using this model for sparse control. Moreover, in this framework there
is no need for enforcing a priori that controls are smooth feedback functions of the state variables
and the limit process comes very natural in a measure-threoretical sense. In view of the minimal
smoothness required to the governing interaction functions FN ,F (they are assumed to be just
continuous) there is no uniqueness of solutions in general of (1.1) and (1.3). Hence, the main
results of mean-field limit are derived by leveraging the powerful machinery of the superposition
principle [3, Section 3.4].
The paper is organized as follows: after recalling in details the notation and a few preliminary
results on optimal transport, doubling functions and convex functionals on measures in Section 2,
we describe our setting of optimal control problems in Section 3, together with the precise state-
ments of our main results. We address the existence of solutions of the finite agent optimal control
problem in Section 4. Crucial moment estimates are derived in Section 5 for feasible competitors
for the mean-field control problem, which are useful for deriving compactness arguments further
below. Section 6 is dedicated to the proofs of our main Theorems. A relevant part is devoted to
Theorem 1.1 by developing a Γ-convergence argument. While the Γ− lim inf inequality follows by
relatively standard lower-semicontinuity arguments, the derivation of the Γ − lim sup inequality
requires a technical application of the superposition principle. Equi-coercivity and convergence of
minimizers follow from compactness arguments based on moment estimates from Section 5.
3
2 Notation and preliminary results
Throughout the paper we work with Rd as a state space and we fix a time horizon T > 0. We will
denote by λ the normalized restriction of the Lebesgue measure to [0, T ], λ := 1T L
1 [0, T ].
Given (S, d) a metric space, we use the classical notation AC([0, T ]; S) for the classes of S-valued
absolute continuous curves. We indicate withM(Rd),M(Rd;Rd) the space of Borel (vector-valued)
measures.
2.1 Probability measures and optimal transport costs
We call P(Rd) the space of Borel probability measures. If f : Ω → Rh is a Borel map defined in
a Borel subset Ω of Rd, and µ ∈ P(Rd) is concentrated on Ω, we will denote by f♯µ the Borel
measure in Rh defined by f♯µ(B) := µ(f
−1(B)), for every Borel subset B ⊂ Rh.
Whenever ψ : Rd → [0,+∞] is a lower semicontinuous function, we set
Cψ(µ0, µ1) := inf
{∫
Rd×Rd
ψ(y − x) dγ(x, y) : γ ∈ Π(µ0, µ1)
}
, (2.1)
where Π(µ0, µ1) is the set of the optimal transport plans:
Π(µ0, µ1) := {γ ∈ P(Rd × Rd) : γ(B × Rd) = µ0(B), γ(Rd ×B) = µ1(B) ∀B Borel set in Rd}.
In the particular case when ψ(z) := |z|, z ∈ Rd, (2.1) defines the L1-Wasserstein distance
W1(µ0, µ1) := inf
{∫
Rd×Rd
|x− y| dγ(x, y) : γ ∈ Π(µ0, µ1)
}
; (2.2)
the infimum in (2.2) is always finite and attained if µ0, µ1 belong to the space P1(R
d) of Borel
probability measure with finite first order moment:
P1(R
d) :=
{
µ ∈ P(Rd) :
∫
Rd
|x| dµ(x) < +∞
}
. (2.3)
P1(R
d) endowed with W1(µ0, µ1) is a complete and separable metric space. In particular we will
consider absolutely continuous curves t 7→ µt in AC([0, T ];P1(Rd)). They will canonically induce
a parametrized measure µ˜ :=
∫
δt ⊗ µt dλ(t) in P1([0, T ]× Rd), satisfying∫
f(t, x) dµ˜(t, x) =
∫ T
0
∫
Rd
f(t, x) dµt(x) dλ(t) =
∫ T
0
∫
Rd
f(t, x) dµt(x) dt. (2.4)
Convergence with respect to W1 is equivalent to weak convergence (in duality with continuous
and bounded functions) supplemented with convergence of first moment; equivalently, for every
sequence (µn)n∈N ⊂ P1(Rd) and candidate limit µ ∈ P1(Rd)
lim
n→∞
W1(µn, µ) = 0 ⇔ lim
n→∞
∫
ζ dµn =
∫
ζ dµ for every ζ ∈ C(Rd), sup
x∈Rd
ζ(x)
1 + |x| <∞.
(2.5)
In P1(R
d) we consider the subset PN (Rd) of discrete measures
P
N (Rd) :=
{
µ =
1
N
N∑
i=1
δxi for some xi ∈ Rd
}
.
A measure µ belongs to PN (Rd) if and only if # supp(µ) ≤ N and Nµ(B) ∈ N for every Borel set
B of Rd. Let us now fix an integer N ∈ N and consider vectors x = (x1, · · · , xN ) ∈ (Rd)N ; we
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will use the notation σ : (Rd)N → (Rd)N to denote a permutation of the coordinates of vectors in
(Rd)N and we set
dN (x,y) := min
σ
1
N
N∑
i=1
|xi − σ(y)i|, |x|N := dN (x,o) = 1
N
N∑
i=1
|xi|.
To every vector x ∈ (Rd)N we can associate the measure µ[x] := 1N
∑N
i=1 δxi ∈ PN (Rd) and we
notice that by (6.60) [5, Theorem 6.0.1]
dN (x,y) =W1(µ[x], µ[y]), |x|N =
∫
Rd
|x| dµ[x](x) =W1(µ[x], δ0). (2.6)
From now on we say that a map GN : Rd × (Rd)N → Rk is symmetric if
GN (x,y) = GN (x, σ(y)) for every permutation σ : (Rd)N → (Rd)N .
Given a symmetric and continuous map GN we can associate a function defined on measures
GN : Rd × PN(Rd)→ Rk by setting
GN (x, µ[y]) := GN (x,y). (2.7)
Throughout the paper we use the following notion of convergence for symmetric maps:
Definition 2.1 We say that a sequence of symmetric maps GN , N ∈ N, P1-converges to G :
R
d × P1(Rd) → Rk uniformly on compact sets as N → +∞ if for every sequence of measure
µk ∈ PNk(Rd) converging to µ in P1(Rd) as Nk →∞ we have
lim
k→+∞
sup
x∈C
∣∣GNk(x, µk)−G(x, µ)∣∣ = 0, for every compact C ⊂ Rd. (2.8)
2.2 Doubling and moderated convex functions
Definition 2.2 We say that φ : [0,+∞) → [0,+∞) is an admissible function if φ(0) = 0, φ is
strictly convex and of class C1 with φ′(0) = 0, superlinear at +∞, and doubling, i.e., there exists
K > 0 such that
φ(2r) ≤ K(1 + φ(r)) for any r ∈ [0,+∞). (2.9)
Let U be a subspace of Rd. We say that a convex function ψ : U → [0,+∞) is moderated if there
exists an admissible function φ : [0,+∞)→ [0,+∞) and a constant C > 0 such that
φ(|x|) − 1 ≤ ψ(x) ≤ C(1 + φ(|x|)) for every x ∈ U. (2.10)
By convexity, an admissible function φ satisfies φ(r)+φ′(r)(s− r) ≤ φ(s) for every r, s ∈ [0,+∞);
in particular choosing s = 0 and s = 2r one obtains
0 ≤ φ(r) ≤ rφ′(r) ≤ (φ(2r) − φ(r)) ≤ K(1 + φ(r)) for every r ∈ [0,+∞). (2.11)
It is not difficult to see that if a differentiable convex function φ satisfies
rφ′(r) ≤ A(1 + φ(r)) for every r ≥ R, (2.12)
for some constants A,R > 0, then φ satisfies (2.9) with K = max(eA,max[0,2R] φ). In fact,
differentiating the function z 7→ (φ(zr) + 1) for z ∈ [1, D] and r ≥ R we get ∂∂θ
(
φ(θr) + 1
)
=
rφ′(θr) ≤ A(1 + φ(θr)) so that
φ(Dr) ≤ (φ(r) + 1)e(D−1)A D > 1, r > R. (2.13)
In particular (2.9) yields
φ(Dr) ≤ (φ(r) + 1)e(D−1)K D > 1, r > 0. (2.14)
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We also recall that φ′ is monotone, i.e.
(φ′(r) − φ′(s))(r − s) ≥ 0 for every s, r ≥ 0. (2.15)
The next lemma shows that it is always possible to approximate a convex superlinear function
by a monotonically increasing sequence of moderated ones.
Lemma 2.3 Let U be a subspace of Rd and ψ : U → [0,+∞] be a superlinear function with
ψ(0) = 0.
1. There exists an admissible function θ : [0,+∞)→ [0,+∞) such that
ψ(x) ≥ θ(|x|) − 1
2
for every x ∈ U . (2.16)
2. If ψ is also convex, then there exists a sequence ψN : U → [0,+∞), N ∈ N, of moderated
convex functions such that
ψN (x) ≤ ψN+1(x), ψN (x) ↑ ψ(x) as N → +∞ for every x ∈ U. (2.17)
Proof. It is not restrictive to assume U = Rd.
Claim 1. Let us set h(r) := min|x|≥r ψ(x) and n¯ := min
{
n ≥ 0 : h(2n) ≥ 1}, r¯ := 2n¯. The map
h : [0,+∞)→ [0,+∞] is increasing, lower semicontinuous, and satisfies limr→∞ h(r)/r = +∞. By
a standard result of convex analysis (see e.g. [56, Lemma 3.7]) there exists a convex superlinear
function k : [0,+∞)→ [0,+∞) such that h(r) ≥ k(r) for every r ∈ [0,+∞) so that ψ(x) ≥ k(|x|)
for every x ∈ Rd.
Let us define the sequence (an)n∈N by induction:
an := 0 for every n ∈ N, n < n¯; an¯ := 2−n¯,
an+1 := min
(
2an, 2
−(n−1)
(
k(2n)− k(2n−1))) for every n ≥ n¯. (2.18)
Since k is convex and increasing, the sequence n 7→ an is positive and increasing; since k is
superlinear, it is also easy to check that limn→∞ an = +∞.
We now consider the piecewise linear continuous function θ1 : [0,+∞)→ [0,+∞) on the dyadic
partition {0, 20, 21, 22, · · · , 2n, · · · }, n ∈ N, satisfying
θ1(r) ≡ 0 if 0 ≤ r ≤ r¯ = 2n¯, θ′1(r) = an if 2n < r < 2n+1, n ∈ N, n ≥ n¯. (2.19)
Since θ′1 ≤ k′ a.e. in [0,+∞) we have θ1 ≤ k. Moreover, by construction, for 0 ≤ r ≤ 2r¯ we have
θ1(r) ≤ θ1(2r¯) = 1 and θ′1(2r) ≤ 2θ′1(r) if r ≥ r¯ so that θ1 is also doubling since
θ1(2r) = θ1(2r¯) +
∫ r
r¯
2θ′1(2s) ds ≤ 1 + 4
∫ r
r¯
θ′1(s) ds = 1 + 4θ1(r) for every r ≥ r¯.
Replacing now θ1 by the convex combination θ2(r) :=
1
2θ1(r) +
1
2r/r¯ we get a strictly increasing
function, still satisfying (2.16).
By possibly replacing θ2 with θ3(r) :=
∫ r
r−1
θ(s) ds (where we set θ2(s) ≡ θ2(0) = 0 whenever
s < 0) we obtain a C1 function. Strict convexity can be eventually obtained by taking the convex
combination θ(r) := (1− ε)θ3(r) + ε(
√
1 + r2 − 1) for a sufficiently small ε > 0.
Claim 2. Notice that the function x 7→ θ2(|x|) is convex. We can define ψN by inf-convolution:
ψN (x) := inf
y∈Rd
ψ(y) +Nθ2(|x − y|), x ∈ Rd. (2.20)
It is easy to check that the infimum in (2.20) is attained, ψN is convex (since it is the inf-convolution
of two convex functions) and satisfies the obvious bounds
ψN (x) ≤ Nθ2(|x|), ψN (x) ≤ ψ(x), ψN (x) ≤ ψN+1(x) for every x ∈ Rd. (2.21)
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In particular ψN is continuous; since x 7→ θ2(x) is continuous at x = 0 and θ2(|x|) ≥ 12r¯ |x| we
easily get limN→∞ ψ
N (x) = ψ(x) for every x ∈ Rd.
It remains to show that ψN is moderated. Since ψ(x) ≥ θ2(|x|)− 1/2 and for every y ∈ Rd the
triangle inequality yields min(|x− y|, |y|) ≥ |x|/2, we get
ψN (x) + 1/2 ≥ inf
y∈Rd
θ2(|y|) +Nθ2(|x− y|) ≥ θ2(|x|/2) ≥ 1
4
θ2(|x|)− 1
4
(2.22)
and the bounds
1
4
θ(|x|) − 3
4
≤ ψN (x) ≤ 4N 1
4
θ2(|x|). (2.23)
By possibly replacing θ2 with θ we conclude. 
Let us make explicit two simple applications of the properties of Definition 2.2.
Remark 2.4 If K ⊂ P1(Rd) is a relatively compact set and ψ : U → [0,+∞] is a superlinear
funcion defined in a subspace U of Rd with ψ(0) = 0, then there exists an admissible function
θ : [0,+∞)→ [0,+∞) such that
sup
µ∈K
∫
Rd
θ(|x|) dµ(x) <∞, θ(|x|) ≤ 1 + ψ(x) for every x ∈ U. (2.24)
In fact, Prokhorov theorem yields the tightness of the set K˜ := {|x|µ : µ ∈ K} of finite measures,
so that we can find a superlinear function α : Rd → [0,∞) such that
sup
µ∈K
∫
Rd
α(x) dµ(x) <∞. (2.25)
We can then apply the first statement of Lemma 2.3 with superlinear function α ∧ ψ.
Lemma 2.5 Let ζ : Rd → [0,+∞) be a moderated convex function with ζ(0) = 0 and let µin ∈
P1(R
d), i = 0, 1, be two sequences converging to µ in P1(R
d) and let γn be the optimal plan
attaining the minimum in (2.2) for W1(µ
0
n, µ
1
n). If
lim sup
n→∞
∫
ζ dµin ≤
∫
ζ dµ (2.26)
then
lim
n→∞
∫
ζ(y − x) dγn(x, y) = 0, lim
n→∞
Cζ(µ
0
n, µ
1
n) = 0. (2.27)
Proof. Let φ be an admissible function satisfying (2.10) for ψ := ζ. We observe that for every
x, y ∈ Rd
φ(|y − x|) ≤ φ(|x| + |y|) ≤ K
(
1 + φ(12 |x|+ 12 |y|)
)
≤ K
(
1 + φ(|x|) + φ(|y|)
)
. (2.28)
Inequality (2.26) shows that ζ is uniformly integrable w.r.t. µn (see [5, Lemma 5.1.7]) so that
lim
n→∞
∫
φ(|x|) dµin(x) =
∫
φ(|x|) dµ(x), i = 1, 2, (2.29)
whence
lim
n→∞
∫ (
φ(|x|) + φ(|y|)
)
dγn(x, y) = 2
∫
φ(|x|) dµ(x) =
∫ (
φ(|x|) + φ(|y|)
)
dγ(x, y) (2.30)
where γ := (x, x)♯µ is the weak limit of γn. It follows that the function (x, y) 7→ φ(|x|) + φ(|y|) is
uniformly integrable with respect to γn so that, by (2.28) and [5, Lemma 5.1.7]
lim
n→∞
∫
φ(|y − x|) dγn(x, y) =
∫
φ(|y − x|) dγ(x, y) = 0. (2.31)
Since ζ(y − x) ≤ C(1 + φ(|y − x|)) by (2.10) we get (2.27). 
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2.3 Convex functionals on measures
We are concerned with the main properties of functionals defined on measures, for a detailed
treatment of this subject we refer to [4]. Let ψ : Rh → [0,+∞] be a proper, l.s.c., convex and
superlinear function, so that its recession function supr>0
ψ(rx)
r = ∞ for all x 6= 0; we will also
assume ψ(0) = 0.
Let now Ω be an open subset of some Euclidean space µ ∈M+(Ω) be a reference measure and
ν ∈M(Ω;Rh) a vector measure; we define the following functional
Ψ(ν|µ) :=
∫
Ω
ψ(v(x)) dµ(x) if ν = vµ≪ µ, Ψ(ν|µ) := +∞ if ν 6≪ µ. (2.32)
We state the main lower semicontinuity result for the functional Ψ.
Theorem 2.6 Suppose that we have two sequences µn ∈M+(Ω), νn ∈M(Ω;Rh) weakly converg-
ing to µ ∈M+(Ω) and ν ∈M(Ω,Rh), respectively. Then
lim inf
n→+∞
Ψ(νn|µn) ≥ Ψ(ν|µ).
In particular, if lim infn→+∞Ψ(νn|µn) < +∞, we have ν ≪ µ.
The proof can be found in [5], Lemma 9.4.3.
3 The optimal control problem and main results
Cost functional. Assume that we are given a sequence of functions LN : Rd×(Rd)N → [0,+∞),
N ∈ N, and a function L : Rd × P1(Rd)→ [0,+∞) such that LN is continuous and symmetric for
every N ∈ N and L is continuous. We assume that
LN P1-converges to L uniformly on compact sets, as N →∞, (3.1)
in the sense of Definition 2.1.
Assume that we are given
a subspace U ⊂ Rd and a moderated convex function ψ : U → [0,+∞) with ψ(0) = 0. (3.2)
We will also fix an auxiliary function φ satisfying (2.10).
Typical examples we consider for ψ include
• ψ(x) = 1p |x|p, p > 1;
• ψ(x) = 1p |x| for |x| ≤ 1 and ψ(x) = 1p |x|p for |x| > 1, p > 1.
Denoting by UN the Cartesian product, we define a cost functional EN : AC([0, T ]; (Rd)N ) ×
L1([0, T ];UN)→ [0,+∞) by
EN (x,u) :=
∫ T
0
1
N
N∑
i=1
LN(xi(t),x(t)) dt+
∫ T
0
1
N
N∑
i=1
ψ(ui(t)) dt. (3.3)
We consider also another cost functional E : AC([0, T ];P1(R
d)) ×M([0, T ] × Rd;U) → [0,+∞)
defined by (recall (2.4))
E(µ,ν) :=
∫ T
0
∫
Rd
L(x, µt) dµt(x) dt +Ψ(ν|µ˜), (3.4)
where Ψ is defined as in (2.32). Notice that if Ψ(ν|µ˜) < ∞ then ν = vµ for a Borel vector field
v ∈ L1µ˜([0, T ]×Rd;U) so that for λ-a.e. t ∈ [0, T ] the measure νt := v(t, ·)µt belongs to M(Rd;U)
and we can write
Ψ(ν|µ˜) =
∫
[0,T ]×Rd
ψ(v(t, x)) dµ˜(t, x) =
∫ T
0
∫
Rd
ψ(v(t, x)) dµt dt =
∫ T
0
Ψ(νt|µt) dt. (3.5)
We shall prove below that the functional E is the Γ-limit of EN in suitable sense [34].
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The constraints (State equations). Assume that we are given a sequence of functions FN :
R
d×(Rd)N → Rd, N ∈ N, symmetric and continuous and a continuous function F : Rd×P1(Rd)→
R
d. We assume that there exist constants A,B ≥ 0 such that
|FN (x,y)| ≤ A+B(|x|+ |y|N ), |F (x, µ)| ≤ A+B
(
|x|+
∫
Rd
|y| dµ(y)
)
, (3.6)
and FN , F and U satisfy the compatibility condition
FN (x,y)− F (x, µ) ∈ U for every x ∈ Rd, y ∈ (Rd)N , µ ∈ P1(Rd). (3.7)
Moreover, we assume that
FN P1-converges to F uniformly on compact sets, as N →∞, (3.8)
in the sense of Definition 2.1.
Given u = (u1, . . . , uN ) ∈ L1([0, T ];UN), a control map, we consider the system of differential
equations
x˙i(t) = F
N (xi(t),x(t)) + ui(t), i = 1, · · · , N. (3.9)
The map FN : Rd × (Rd)N → Rd models the interaction between the agents and u represents the
action of an external controller on the system. For every u ∈ L1([0, T ];UN) and x0 ∈ (Rd)N ,
thanks to (3.6) and the continuity of FN , there exists a global solution, in the Carathe´odory sense,
x ∈ AC([0, T ]; (Rd)N ) of (3.9) such that x(0) = x0. Since we have assumed only the continuity
of the velocity field FN , uniqueness of solutions is not guaranteed in general. We then define the
non empty set
A
N := {(x,u) ∈ AC([0, T ]; (Rd)N × L1([0, T ];UN) : x and u satisfy (3.9), EN (x,u) <∞}.
Moreover we also define for every x0 ∈ (Rd)N the non empty set
A
N (x0) := {(x,u) ∈ A N : x(0) = x0}.
Every initial vector x0 = (x0,1, · · · , x0,N ) ∈ (Rd)N gives raise to the empirical distribution
µ0 = µ[x0] :=
1
N
N∑
i=1
δx0,i . (3.10)
Similarly, every curve x ∈ AC([0, T ]; (Rd)N ) is associated to the curve of probability measures
µ = µ[x] ∈ AC([0, T ];P1(Rd)) : µt := 1
N
N∑
i=1
δxi(t), t ∈ [0, T ], (3.11)
and every pair (x,u) ∈ AC([0, T ]; (Rd)N )×L1([0, T ];UN) is linked to the control vector measure
ν = ν[x,u] ∈M([0, T ]× Rd;U) : ν :=
∫ T
0
δt ⊗ νt dλ, νt := 1
N
N∑
i=1
ui(t)δxi(t). (3.12)
We will show that for every choice of solutions and controls (xN ,uN ) ∈ A N (xN0 ) such that the
cost functional EN (xN ,uN ) remains uniformly bounded and the initial empirical distributions
µN0 = µ[x
N
0 ] is converging to a limit measure µ0 in P1(R
d) a mean-field approximation holds:
Theorem 3.1 (Compactness) Let (xN0 )N∈N be a sequence of initial data in (R
d)N such that the
empirical measure µN0 = µ[x
N
0 ] converges to a probability measure µ0 in P1(R
d) as N → ∞, and
let (xN ,uN ) ∈ A N (xN0 ) such that the cost functional EN (xN ,uN ) remains uniformly bounded.
Up to extraction of a suitable subsequence, the empirical measures µN = µ[xN ] converge uniformly
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in P1(R
d) to a curve of probability measures µ ∈ AC([0, T ];P1(Rd)), the control measures νN =
ν[xN ,uN ] converge to a limit control measure ν weakly∗ in M([0, T ]× Rd;U), and (µ,ν) fulfills
the continuity equation
∂tµt +∇ ·
(
F (x, µt)µt + νt
)
= 0 in (0, T )× Rd (3.13)
in the sense of distributions.
Motivated by the above result, we define the non empty set
A :=
{
(µ,ν) ∈ AC([0, T ];P1(Rd))×M([0, T ]× Rd;U) :
µ and ν satisfy (3.13) in the sense of distributions, E(µ,ν) <∞
}
,
and its corresponding subset associated to a given initial measure µ0 ∈ P1(Rd):
A (µ0) := {(µ,ν) ∈ A : µ(0) = µ0}.
The elements of A N can be interpreted as the trajectories (x1, . . . , xN ) of N agents along
with their strategies (u1, . . . , uN), whose dynamics is described by the system of ODEs (3.9).
Analogously, the elements of A can be interpreted as the trajectories of a continuous or discrete
distribution of agents whose dynamics is described by the PDE (3.13) under the action of an
external controller described by the measure ν.
The minimum problems. The objective of the controller is to minimize the cost functional
EN (resp. E). We consider the following optimum sets, defined by corresponding optimal control
problems:
EN (x0) := min
(x,u)∈A N (x0)
EN (x,u), PN (x0) := argmin{EN (x,u) : (x,u) ∈ A N (x0)}, (3.14)
E(µ0) := min
(µ,ν)∈A (µ0)
E(µ,ν), P (µ0) := argmin{E(µ,ν) : (µ,ν) ∈ A (µ0)}, (3.15)
where we suppose that µ0 ∈ D(E) := {µ ∈ P1(Rd) : A (µ) is not empty}.
We are interested in the rigorous justification of the convergence of the control problem (3.14)
towards the corresponding infinite dimensional one (3.15).
Main results. We state now more formally our main result concerning the sequence of func-
tionals EN to E, inspired to Γ-convergence.
Theorem 3.2 (Γ-convergence) The following properties hold:
• Γ−lim inf inequality: for every (µ,ν) ∈ AC([0, T ];P1(Rd))×M([0, T ]×Rd;U) and every se-
quence (xN ,uN ) ∈ AC([0, T ]; (Rd)N )×L1([0, T ];UN) such that µ[xN ]→ µ in C([0, T ];P1(Rd)),
ν[xN ,uN ]⇀∗ ν in M([0, T ]× Rd;U), we have
lim inf
N→∞
EN (xN ,uN ) ≥ E(µ,ν). (3.16)
• Γ− lim sup inequality: for every (µ,ν) ∈ A such that∫
Rd
φ(|x|) dµ0(x) <∞ (3.17)
there exists a sequence (xN ,uN ) ∈ A N with xN0,i ∈ supp(µ0) for every i = 1, · · · , N , such
that
µ[xN ]→ µ in C([0, T ];P1(Rd)), ν[xN ,uN ]⇀∗ ν in M([0, T ]× Rd;U), (3.18)
lim
N→∞
1
N
N∑
i=1
φ(|xN0,i|) =
∫
Rd
φ(|x|) dµ0(x), (3.19)
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and
lim sup
N→∞
EN (xN ,uN ) ≤ E(µ,ν). (3.20)
As a combination of Theorem 3.1 and Theorem 3.2 we obtain the convergence of minima.
Theorem 3.3 Let µ0 ∈ P1(Rd) be satisfying (3.17).
1. There exists a sequence xN0 ∈ (Rd)N , N ∈ N, satisfying
lim
N→∞
W1(µ[x
N
0 ], µ0) = 0, (3.21)
lim sup
N→∞
1
N
N∑
i=1
φ(|xN0,i|) =
∫
φ(|x|) dµ0(x), (3.22)
lim
N→∞
EN (xN0 ) = E(µ0). (3.23)
2. If a sequence xN0 satisfies (3.21) then for every choice of (x
N ,uN ) ∈ P (xN0 ) with µN :=
µ[xN ] and νN := ν[xN ,uN ], the collection of limit points (µ,ν) of (µN ,νN ) in C([0, T ];P1(R
d))×
M([0, T ]× Rd;U) is non empty and contained in P (µ0).
3. If moreover U = Rd and µ0 has compact support, then every sequence (x
N
0 )N∈N satisfying
(3.21) and uniformly supported in a compact set also satisfies (3.22) and (3.23).
3.1 Examples
First order examples. Take a continuous function H : Rd → Rd satysfying
|H(x)| ≤ A+B|x| ∀x ∈ Rd
and set
FN (x,y) :=
1
N
N∑
j=1
H(x− yj) =
∫
Rd
H(x− y) dµ[y](y) (3.24)
and
F (x, µ) :=
∫
Rd
H(x− y) dµ(y). (3.25)
When H = −∇W for an even function W ∈ C1(Rd) the system (3.9) is associated to the gradient
flow of the interaction energy W : (Rd)N → R defined by
W(x) :=
1
2N2
N∑
i,j=1
W (xi − xj) (3.26)
with respect to the weighted norm ‖x‖2 = 1N
∑N
i=1 |xi|2.
More generally, we can consider a continuous kernel K(x, y) : Rd × Rd → Rd satisfying
|K(x, y)| ≤ A+B(|x| + |y|) ∀x, y ∈ Rd,
obtaining
FN (x,y) :=
1
N
N∑
j=1
K(x, yj) =
∫
Rd
K(x, y) dµ[y](y) (3.27)
and
F (x, µ) :=
∫
Rd
K(x, y) dµ(y). (3.28)
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An example for LN and L is the variance:
LN(x,x) :=
∣∣∣∣∣∣x−
1
N
N∑
j=1
xj
∣∣∣∣∣∣
2
,
and
L(x, µ) :=
∣∣∣∣x−
∫
Rd
y dµ(y)
∣∣∣∣
2
.
A second order example. Second order systems can be easily reduced to first order models,
if we admit controls on positions and velocities. Let us see an example where controls act only on
the velocities. Assume d = 2m and write the vector x = (q, p), where q ∈ Rm denotes the position
and p ∈ Rm the velocity.
We consider the vector field FN (x,x) = (FN1 (x),F
N
2 (x,x)) defined by
FN1 ((q, p)) = p, F
N
2 ((q, p), (q,p)) = −
1
N
N∑
j=1
∇W (p− pj), (3.29)
where the first component FN1 is local and it is not influenced by the interaction with the other
particles.
We are interested to the system{
q˙i = pi,
p˙i = − 1N
∑N
j=1∇W (pi − pj) + ui,
(3.30)
which corresponds to (3.9) where the vector u has the particular form u = ((0, u1), · · · , (0, uN)),
so that it is constrained to the subspace UN where U = {(0, u) : u ∈ Rm} ⊂ R2m. The limit
vector field F (x, µ) = (F 1(x),F 2(x, µ)) is defined by
F 1((q, p)) = p, F 2((q, p), µ) = −∇pW ∗ µ, (3.31)
and the continuity equation
∂tµt +∇ ·
(
F (x, µt)µt + νt
)
= 0. (3.32)
becomes a Vlasov-like equation
∂tµt + p · ∇qµt +∇p ·
(
F 2(x, µt)µt + νt
)
= 0.
It is easy to check that this structure fits in our abstract setting, since FN ,F satisfy the compati-
bility condition (3.7): for every x ∈ Rd, y ∈ (Rd)N and µ ∈ P1(Rd) we have F (x, µ)−FN (x,y) =(
0,F 2(x, µ) − FN2 (x,y)
) ∈ UN .
By choosing in (3.29)
FN2 ((q, p), (q,p)) = −αp−
1
N
N∑
j=1
∇W (p− pj) (3.33)
for some α > 0 we obtain a model with friction in the velocity part. By choosing in (3.29)
FN2 ((q, p), (q,p)) = −
1
N
N∑
j=1
a(|q − qj |)(p− pj) (3.34)
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where a : [0,+∞)→ R+ is a continuous and nonincreasing (thus bounded) function, we obtain a
model of alignment. A particular and interesting example for a is given by the following decreasing
function a(|q|) = 1/(1+|q|2)γ for some γ ≥ 0, which yields the Cucker-Smale flocking model [31,32].
An example for LN and L in the second order model is the variance of the velocities:
LN ((q, p), (q,p)) :=
∣∣∣∣∣∣p−
1
N
N∑
j=1
pj
∣∣∣∣∣∣
2
,
and
L((q, p), µ) :=
∣∣∣∣p−
∫
Rd
r2 dµ(r1, r2)
∣∣∣∣
2
.
4 The finite dimensional problem
Here we discuss the well-posedness of the finite dimensional control problem (3.14).
A first estimate on the solution is presented in the following Lemma, where we use the notation
|y|N = 1N
∑N
i=1 |yi|, with y = (y1, . . . , yN) ∈ (Rd)N .
Lemma 4.1 Let (x,u) ∈ A N . Then
sup
t∈[0,T ]
|x(t)|N ≤
(
|x(0)|N +AT +
∫ T
0
|u(s)|N ds
)
e2BT , (4.1)
where A and B are the constants of the assumption (3.6).
Proof. From the integral formulation of equation (3.9) we get
|xi(t)| ≤ |xi(0)|+
∫ t
0
|FN (xi(s),x(s))|ds+
∫ t
0
|ui(s)| ds
≤ |xi(0)|+
∫ t
0
(A+B(|xi(s)|+ |x(s)|N )) ds+
∫ t
0
|ui(s)| ds.
(4.2)
Averaging with respect to N we obtain
|x(t)|N ≤ |x(0)|N +AT +
∫ T
0
|u(s)|N ds+ 2B
∫ t
0
|x(s)|Nds (4.3)
and we conclude by Gronwall lemma. 
Proposition 4.2 For every N ∈ N and x0 ∈ (Rd)N the minimum problem (3.14) admits a
solution, i.e., the set PN(x0) is not empty.
Proof. We fix N ∈ N and x0 ∈ (Rd)N . Let λ := inf{EN (x,u) : (x,u) ∈ A N (x0)}. Since
A N (x0) is not empty, λ < +∞. Let (xk,uk) ∈ A N (x0) be a minimizing sequence and C :=
supk E
N (xk,uk) < +∞.
Since
sup
k
∫ T
0
ψ(uki (t)) dt ≤ C, ∀ i = 1, . . . , N, (4.4)
and the function ψ is superlinear, then the sequence uk is equi-integrable and hence weakly
relatively compact in L1([0, T ];UN). Hence there exists u ∈ L1([0, T ], UN) and a subsequence,
again denoted by uk, weakly convergent to u in L1([0, T ], UN).
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Thanks to Lemma 4.1 the associated trajectories xk are equi-bounded. Let us now show the
equi-continuity of xki (t). For s ≤ t, by the equation (3.9) we have
xki (t)− xki (s) =
∫ t
s
FN (xki (r),x
k(r)) dr +
∫ t
s
uki (r) dr. (4.5)
Using the growth condition (3.6) and (4.1) we get
|xk(t)− xk(s)|N ≤ 1
N
N∑
i=1
∫ t
s
|FN (xki (r),xk(r))| dr +
∫ t
s
|uk(r)|N dr
≤ A(t− s) + 2B
∫ t
s
|xk(r)|N dr +
∫ t
s
|uk(r)|N dr
≤ A(t− s) + 2B
(
|x0|N +AT +
∫ T
0
|uk(r)|N dr
)
e2BT (t− s) +
∫ t
s
|uk(r)|N dr.
Since
∫ T
0
|uk(r)|N dr is bounded, we have
sup
k
|xk(t)− xk(s)|N ≤ C˜|t− s|+ sup
k
∣∣∣∣
∫ t
s
|uk(r)|N dr
∣∣∣∣ , ∀ s, t ∈ [0, T ], (4.6)
where C˜ := A + 2B
(
|x0|N +AT + supk
∫ T
0
|uk(r)|N dr
)
e2BT . By the equi-integrability of uk,
the inequality (4.6) shows the equi-continuity of xk. By Ascoli-Arzela` theorem there exists a
continuous curve x and a subsequence, again denoted by xk such that xk → x in C([0, T ]; (Rd)N ).
Passing to the limit in (4.5) we obtain
xi(t)− xi(s) =
∫ t
s
FN (xi(r),x(r)) dr +
∫ t
s
ui(r) dr, i = 1, . . . , N, (4.7)
from which we deduce that x is absolutely continuous and solves the equation (3.9). Hence
(x,u) ∈ A N (x0).
Finally, by the convexity of ψ and the continuity of LN we obtain the lower semicontinuity
property
lim inf
k
EN (xk,uk) = lim inf
k
[ ∫ T
0
1
N
N∑
i=1
LN(xki (t),x
k(t)) dt+
1
N
N∑
i=1
∫ T
0
ψ(uki (t)) dt
]
≥
∫ T
0
1
N
N∑
i=1
LN (xi(t),x(t)) dt+
1
N
N∑
i=1
∫ T
0
ψ(ui(t)) dt,
(4.8)
whence the minimality of (x,u) ∈ A N (x0). 
5 Momentum estimates
In this section we study the set A . We observe that if (µ,ν) ∈ A , then for any ζ ∈ C1c (Rd) we
have that the map t 7→ ∫
Rd
ζdµt is absolutely continuous, a.e. differentiable, and
d
dt
∫
Rd
ζ(x) dµt(x) =
∫
Rd
〈f(t, x),∇ζ(x)〉 dµt(x) +
∫
Rd
〈∇ζ(x), dνt(x)〉 for a.e. t ∈ [0, T ], (5.1)
for the vector field f (t, x) := F (x, µt) satisfying the structural bounds
|f(t, x)| ≤ A+B
(
|x|+
∫
Rd
|x| dµt
)
. (5.2)
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In order to highlight the structural assumptions needed for the apriori estimates of this section,
we introduce the set
A˜ :=
{
(µ,ν,f ) : µ ∈ AC([0, T ];P1(Rd)), ν ∈M([0, T ]× Rd;U), E(ν , µ˜) <∞,
f : [0, T ]× Rd → Rd Borel function satisfying (5.1) and (5.2)
}
;
(5.3)
the above discussion shows that if (µ,ν) ∈ A then setting f (t, x) := F (x, µt) we have (µ,ν,f) ∈
A˜ .
Firstly, let us show a uniform bound in time of the first moment, which is the infinite dimen-
sional version of Lemma 4.1.
Lemma 5.1 If (µ,ν,f) ∈ A˜ then the following estimate holds true
sup
t∈[0,T ]
∫
Rd
|x| dµt(x) ≤
(∫
Rd
|x| dµ0(x) +AT + |ν|((0, T )× Rd)
)
e2BT . (5.4)
In particular, there exists a constant M > 0 only depending on A,B, T,E(µ,ν) and
∫
Rd
|x| dµ0
such that
|f(t, x)| ≤M(1 + |x|) for every (t, x) ∈ [0, T ]× Rd. (5.5)
Proof. Let ζ ∈ C1c (Rd) be a cut-off function such that 0 ≤ ζ ≤ 1,
ζ(x) =
{
1 if |x| ≤ 1,
0 if |x| ≥ 2,
and |∇ζ| ≤ 1. Let ζn be the sequence ζn(x) := ζ(x/n). Consider now the product ζn(x)|x| and
smooth it out in zero by substituting |x| with gε(x) :=
√
|x|2 + ε. Now ζngε is a proper test
function and the following equality holds true∫
Rd
ζn(x)gε(x)dµt(x)−
∫
Rd
ζn(x)gε(x)dµ0(x)
=
∫ t
0
∫
Rd
〈f (s, x),∇(ζn(x)gε(x))〉dµs(x)ds+
∫ t
0
∫
Rd
〈∇(ζn(x)gε(x)), dνs(x)〉ds
Thanks to
|∇ζn(x)| ≤ 1
n
, gε(x) ≤ |x|+
√
ε, |∇gε(x)| = |x|√|x|2 + ε ≤ 1
we can write∫
Rd
ζn(x)gε(x)dµt(x) −
∫
Rd
ζn(x)gε(x)dµ0(x)
≤
(
1 +
√
ε
n
)∫ t
0
∫
Rd
|f(s, x)|dµs(x)ds+
(
1 +
√
ε
n
)∫ t
0
∫
Rd
d|νs|(x)ds.
Apply now monotone convergence as ε→ 0 first, then let n→∞. Owing to ζn|x| ր |x| we get∫
Rd
|x|dµt(x)−
∫
Rd
|x|dµ0(x) ≤
∫ t
0
∫
Rd
|f (s, x)|dµs(x)ds + |ν|((0, T )× Rd)
≤
∫ t
0
∫
Rd
[
A+B
(
|x|+
∫
Rd
|x| dµs(x)
)]
dµs(x)ds+ |ν|((0, T )× Rd)
≤ AT + 2B
∫ t
0
∫
Rd
|x|dµs(x)ds + |ν|((0, T )× Rd),
(5.6)
and we conclude by Gronwall inequality. 
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Lemma 5.2 If (µ,ν,f) ∈ A˜ with ν = vµ˜, then for any ϑ ∈ C1Lip(Rd) the following equality holds
d
dt
∫
Rd
ϑ(x) dµt(x) =
∫
Rd
〈f (t, x) + v(t, x),∇ϑ(x)〉 dµt(x) for a.e. t ∈ [0, T ], (5.7)
where C1Lip(R
d) denotes the space of continuously differentiable functions with bounded gradient.
Proof. Let ϑ ∈ C1Lip(Rd) and ζn the sequence of cut-off functions defined in the proof of Lemma
5.1. Then ζnϑ is a test function and
d
dt
∫
Rd
ζn(x)ϑ(x)dµt(x) =
∫
Rd
〈f(t, x) + v(t, x),∇(ζn(x)ϑ(x))〉dµt(x)
=
∫
Rd
〈f (t, x) + v(t, x),∇ζn(x)ϑ(x) + ζn(x)∇ϑ(x)〉dµt(x).
(5.8)
Taking into account that |∇ζn| ≤ 1nχB2n , the Lipschitz continuity of ϑ, the growth condition on
f and Lemma 5.1, by dominated convergence we obtain that∫
Rd
ϑ(x)dµt(x) =
∫
Rd
ϑ(x)dµ0(x) +
∫
Rd
〈f(t, x) + v(t, x),∇ϑ(x)〉dµt(x). (5.9)

Now we are ready to prove the main result of this section. It involves an auxiliary admissible
function θ : [0,∞)→ [0,∞) (according to Definition 2.2) dominated by ψ, i.e.
θ(|x|) ≤ 1 + ψ(x) for every x ∈ U ; (5.10)
notice that, combining Lemma 2.3 and Remark 2.4, if µ0 ∈ P1(Rd) we can always find an admissible
function θ satisfying (5.10) and ∫
Rd
θ(|x|) dµ0(x) <∞. (5.11)
Proposition 5.3 Let (µ,ν,f) ∈ A˜ and let θ be an admissible function satisfying (5.10) and
(5.11). Then there exists a constant C > 0, depending only on A, B, T ,
∫
Rd
|x| dµ0(x), E(µ,ν),
θ(1) and the doubling constant K of θ (see (2.9)), such that
sup
t∈[0,T ]
∫
Rd
θ(|x|) dµt(x)≤C
(
1 +
∫
Rd
θ(|x|) dµ0(x)
)
. (5.12)
Proof. Since E(µ,ν) < +∞, we have that ν = vµ˜. We also set ϑ(x) := θ(|x|), x ∈ Rd.
STEP 1: We start by approximating θ from below with a sequence of C1-Lipschitz functions
ϑn(x) := θn(|x|), θn(r) :=
{
θ(r) if |x| ≤ n
θ′(n)(r − n) + θ(n) if r > n. (5.13)
∫
Rd
ϑn(x)dµt(x) =
∫
Rd
ϑn(x)dµ0(x) +
∫ t
0
∫
Rd
〈f (s, x) + v(s, x),∇ϑn(x)〉dµs(x)ds
≤
∫
Rd
ϑn(x)dµ0(x) +
∫ t
0
∫
Rd
|f (s, x) + v(s, x)||∇ϑn(x)|dµs(x)ds.
(5.14)
By construction, θn(|x|) ր θ(|x|) |∇ϑn(x)| ր |∇ϑ(x)|, for every x ∈ Rd; we can thus pass to the
limit in the relation above to get∫
Rd
ϑ(x)dµt(x) ≤
∫
Rd
ϑ(x)dµ0(x) +
∫ t
0
∫
Rd
|f (s, x) + v(s, x)||∇ϑ(x)|dµs(x)ds. (5.15)
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STEP 2: We want to estimate the right hand side of (5.15). Since θ′(r) ≥ 0 by (2.11) and
|∇ϑ(x)| =
∣∣∣θ′(|x|) x|x| ∣∣∣ = θ′(|x|), so that (5.5) yields∫
Rd
|f (s, x)||∇ϑ(x)|dµs(x) ≤M
∫
Rd
(1 + |x|)θ′(|x|)dµs(x) (5.16)
By the monotonicity of θ′ (2.15) in [0, 1] and (2.11), we have
(1 + r)θ′(r) ≤ 2K(1 + θ(1) + θ(r))
so that ∫
Rd
|f (s, x)||∇ϑ(x)|dµs(x) ≤ 2MK
(
1 + θ(1) +
∫
Rd
θ(|x|)dµs(x)
)
. (5.17)
Concerning the second term on the right hand side of (5.15)
|v(s, x)||∇ϑ(x)| ≤ θ(|v(s, x)|) + θ∗(|∇ϑ(x)|)
= θ(|v(s, x)|) + θ∗(θ′(|x|))
= θ(|v(s, x)|) + θ′(|x|)|x| − θ(|x|)
≤ θ(|v(s, x)|) +K(1 + θ(|x|)),
(5.18)
where the equality θ(|x|)+θ∗(θ′(|x|)) = θ′(|x|)|x| comes from the definition of the Fenchel conjugate
θ∗. What we end up with is the following∫ t
0
∫
Rd
|v(s, x)||∇ϑ(x)|dµs(x)ds
≤
∫ T
0
∫
Rd
θ(|v(s, x)|)dµs(x)ds +Kt+K
∫ t
0
∫
Rd
θ(|x|)dµs(x)ds
≤ TE(µ,ν) + (1 +K)T +K
∫ t
0
∫
Rd
θ(|x|)dµs(x)ds.
(5.19)
Summing up the two estimates we obtain for every t ∈ [0, T ] and a suitable constant C > 0
∫
Rd
θ(|x|)dµt(x) ≤
∫
Rd
θ(|x|)dµ0(x) + CT + C
∫ t
0
∫
Rd
θ(|x|)dµs(x)ds, (5.20)
and thanks to the Gronwall inequality we get∫
Rd
θ(|x|)dµt(x) ≤ eCT
(∫
Rd
θ(|x|)dµ0(x) + CT
)
. (5.21)

6 Proof of the main Theorems.
6.1 The superposition principle
We first recall the superposition principle for solutions of the continuity equation
∂tµt +∇ · (w(t, ·)µt) = 0. (6.1)
Let us denote with ΓT the complete and separable metric space of continuous functions from [0, T ]
to Rd endowed with the sup-distance and introduce the evaluation maps et : ΓT → Rd defined by
et(γ) := γ(t), for t ∈ [0, T ]. The following result holds
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Theorem 6.1 (Superposition principle) Let µt be a narrowly continuous weak solution to
(6.1) with a velocity field w satisfying
∫ T
0
∫
Rd
|w(t, x)| dµt(x)dt < +∞. (6.2)
Then there exists π ∈ P(ΓT ) concentrated on the set of curves γ ∈ AC([0, T ];Rd) such that
γ˙(t) = w(t, γ(t)) for a.e. t ∈ [0, T ]. (6.3)
Moreover, µt = (et)#π for any t ∈ [0, T ], i.e.∫
Rd
ϑ(y) dµt(y) =
∫
ΓT
ϑ(γ(t)) dπ(γ), ∀ϑ ∈ Cb(Rd). (6.4)
For the proof we refer to [3, 3.4].
6.2 Γ-convergence.
Let us start with a preliminary lemma.
Lemma 6.2 Let (x,u) ∈ AC([0, T ]; (Rd)N )×L1([0, T ];UN) and µ = µ[x], ν = ν[x,u]. Then we
have
1
N
N∑
i=1
ψ(ui(t)) ≥ Ψ(νt|µt) for a.e. t ∈ [0, T ]. (6.5)
Moreover, if (x,u) ∈ A N then
1
N
N∑
i=1
ψ(ui(t)) = Ψ(νt|µt) for a.e. t ∈ [0, T ]. (6.6)
Proof. Let us first compute the density of ν w.r.t. µ˜. We introduce the finite set IN :=
{1, 2, · · · , N} with the discrete topology and the normalized counting measure σN = 1N
∑N
i=1 δi.
We can identify x with a continuous map from [0, T ] × IN to Rd, x(t, i) := xi(t), so that
µt = x(t, ·)♯σN . Similarly, we set u(t, i) := ui(t), where u : [0, T ] → UN is a Borel represen-
tative. In order to represent µ˜ and ν it is useful to deal with the map y : [0, T ]× IN → [0, T ]×Rd,
y(t, i) := (t,x(t, i)), which yields µ˜ = y♯
(
λ ⊗ σN
)
and ν = y♯
(
u · (λ ⊗ σN )
)
. We denote by
Y ⊂ [0, T ]× Rd the range of y, and by
X(t) = {x ∈ Rd : (t, x) ∈ Y } = {x ∈ Rd : xi(t) = x for some i ∈ IN}
its fibers. For every (t, x) ∈ [0, T ]× Rd we will also consider the set
J(t, x) := {i ∈ IN : xi(t) = x} with its characteristic function χt,x(i) :=
{
1 if xi(t) = x
0 otherwise.
(6.7)
For every t ∈ [0, T ] the collection {χt,x : x ∈ X(t)} provides a partition of unity of IN and for every
i ∈ IN the map (t, x) 7→ χt,x is upper semicontinuous in [0, T ] × Rd. The conditional measures
µ˜t,x ∈ P(IN ) are then defined by
µ˜t,x(J) := σN (J ∩ J(t, x))/σN (J(t, x)), (t, x) ∈ Y ; (6.8)
since for every J ⊂ IN
σN (J ∩ J(t, x)) =
∫
J
χt,x dσN =
1
N
∑
i∈J
χt,x(i),
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the map (t, x) 7→ σN (J ∩ J(t, x)) is also upper semicontinuous and µ˜t,x is a Borel family.
One immediately checks that µ˜t,x provides a disintegration (see e.g. [5, Theorem 5.3.1]) of
λ⊗ σN w.r.t. the map y, i.e.
λ⊗ σN =
∫
µ˜t,x dµ˜(t, x).
Since ν = y♯
(
u · (λ ⊗ σN )
)
, we eventually end up with the representation formula for the Borel
vector field v 

v(t, x) :=
∫
IN
u(t, i) dµ˜t,x(i) =
1
♯J(t, x)
∑
i∈J(t,x)
ui(t) if (t, x) ∈ Y,
v(t, x) := 0 otherwise.
(6.9)
In particular
νt = v(t, ·)µt, µt =
∑
x∈X(t)
♯J(t, x)
N
δx (6.10)
and consequently
Ψ(νt|µt) =
∫
Rd
ψ(v(t, x)) dµt(x) =
∑
x∈X(t)
♯J(t, x)
N
ψ
( 1
♯J(t, x)
∑
i∈J(t,x)
ui(t)
)
. (6.11)
The convexity of ψ immediately yields
Ψ(νt|µt) ≤ 1
N
N∑
i=1
ψ(ui(t)). (6.12)
Let us show that equality holds in (6.12) if (x,u) ∈ A N .
Let P be the collection of all the partitions P of IN . It is clear that for every t ∈ [0, T ] the
family Px(t) := {J(t, x) : x ∈ X(t)} is an element of P; moreover for every P ∈ P the set
SP := {t ∈ [0, T ] : Px(t) = P} is Borel. (6.13)
To show (6.13) we introduce an order relation on P: we say that P1 ≺ P2 if every element of P1
is contained in some element of P2. We denote by Pˆ := {Q ∈ P : P ≺ Q} the collection of all the
partitions Q coarser than P .
It is easy to check that for every P ∈ P the set P−1
x
(
Pˆ
)
= {t ∈ [0, T ] : Px(t) ∈ Pˆ} is closed. In
fact, if Px(t) 6∈ Pˆ then there is a set I ∈ P not contained in any element of Px(t), so that we can
find two indices i, j ∈ I belonging to different elements of Px(t), i.e. xi(t) 6= xj(t). By continuity,
this relation holds in a neighborhood U of t, so that Px(s) 6∈ Pˆ for every s ∈ U .
Since for every partition P ∈ P {P} = Pˆ \ ∪{Qˆ : Q ∈ Pˆ , Q 6= P}, it follows that
SP = P
−1
x
(
Pˆ
) \ ⋃
Q∈Pˆ ,Q6=P
P−1
x
(
Qˆ
)
,
so that SP is the difference between closed sets and (6.13) holds.
We can therefore decompose the interval [0, T ] in the finite Borel partition {SP : P ∈ P}.
On the other hand, for every partition P ∈ P and every pair of indices i, j in I ∈ P we have
xi(t) = xj(t) in SP so that x˙i(t) = x˙j(t) for λ-almost every t ∈ SP and consequently, by (3.9), we
obtain that ui(t) = uj(t) for λ-a.e. t ∈ SP . We eventually deduce
♯Iψ
( 1
♯I
∑
i∈I
ui(t)
)
=
∑
i∈I
ψ(ui(t)) for every I ∈ Px(t), λ-a.e. in SP , (6.14)
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and therefore, by (6.11),
Ψ(νt|µt) =
∑
I∈Px(t)
♯I
N
ψ
( 1
♯I
∑
i∈I
ui(t)
)
=
1
N
∑
I∈Px(t)
∑
i∈I
ψ(ui(t))
=
N∑
i=1
ψ(ui(t)) for λ-a.e. t ∈ SP .
Since {SP : P ∈ P} is a finite Borel partition of [0, T ], we get (6.6). 
Proof. of Theorem 3.2. The lim inf inequality.
Let (µ,ν) ∈ AC([0, T ];P1(Rd)) × M([0, T ] × Rd;U) and (xN ,uN ) ∈ AC([0, T ]; (Rd)N ) ×
L1([0, T ];UN), N ∈ N, such that µN = µ[xN ]→ µ in C([0, T ];P1(Rd)) and νN = ν[xN ,uN ]⇀∗ ν
in M([0, T ]× Rd;U).
Since LN ≥ 0, LN (x,xN (t)) → L(x, µt) on compact sets, and µ[xN ] ⇀∗ µ, then for every
compact K ⊂ Rd by (3.1) we have
lim inf
N→+∞
∫
Rd
LN (x,xN (t)) dµNt (x)
≥ lim inf
N→+∞
∫
K
LN (x,xN (t)) dµnt (x)=
∫
K
L(x, µt) dµt(x).
(6.15)
Since
1
N
N∑
i=1
LN (xNi (t),x
N (t)) =
∫
Rd
LN (x,xN (t)) dµNt (x)
and L ≥ 0, by (6.15) we obtain
lim inf
N→∞
∫ T
0
1
N
N∑
i=1
LN(xNi (t),x
N (t)) dt ≥
∫ T
0
∫
Rd
L(x, µt) dµt(x) dt. (6.16)
By (6.5) we have
1
N
N∑
i=1
ψ(uNi (t)) ≥ Ψ(νNt |µNt ) for a.e. t ∈ [0, T ]. (6.17)
and Theorem 2.6 yields
lim inf
N→∞
∫ T
0
Ψ(νNt |µNt ) dt = lim inf
N→∞
Ψ(νN |µ˜N ) ≥ Ψ(ν|µ˜) =
∫ T
0
Ψ(νt|µt) dt. (6.18)
By (6.16), (6.17), and (6.18) it follows (3.16).
The lim sup inequality. Recall that φ is an admissible function satisfying (2.10). Let (µ,ν) ∈ A
such that E(µ,ν) < +∞ and ∫
Rd
φ(|x|) dµ0(x) <∞.
Since Ψ(ν|µ˜) < +∞ we have ν = vµ˜ for a Borel vector field v : [0, T ] × Rd → U . Since
(µ,ν) ∈ A the continuity equation
∂tµt +∇ ·
(
w(t, ·)µt
)
= 0 (6.19)
holds with the vector field w(t, x) := f(t, x) + v(t, x), f(t, x) := F (x, µt). By (3.6) and Lemma
5.1 we have that
f ∈ C([0, T ]× Rd), |f(t, x)| ≤M(1 + |x|),
∫ T
0
∫
Rd
|w(t, x)| dµt(x) dt < +∞. (6.20)
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By Theorem 6.1 there exists a probability measure π ∈ P(ΓT ) such that (et)#π = µt for every
t ∈ [0, T ] and it is concentrated on the absolutely continuous solutions of the ODE
γ˙(t) = f(t, γ(t)) + v(t, γ(t)). (6.21)
The strategy of the proof consists in finding an appropriate sequence of measures πN ∈ PN (ΓT )
narrowly convergent to π, defining µNt := (et)♯π
N and xN a corresponding curve such that µ[xN ] =
µN . Then the objective is to construct a suitable sequence of controls uN in such a way that the
sequence (xN ,uN ) belongs to A N , µN → µ in C([0, T ];P1(Rd)), νN = ν[xN ,uN ] ⇀∗ ν in
M([0, T ]× Rd;U) and (3.20) holds.
STEP 1: (Definition of auxiliary functionals.)
We define the set
A := {γ ∈ ΓT : γ ∈ AC([0, T ];Rd), (6.21) holds for a.e. t ∈ [0, T ]}
and we observe that π(A) = 1.
Starting from µ and L we define the functional L : A→ [0,+∞) by
L(γ) :=
∫ T
0
L(γ(t), µt) dt.
Starting from ψ and v we define the functional F : A→ [0,+∞) by
F(γ) :=
∫ T
0
ψ(v(t, γ(t))) dt.
By Fubini’s theorem and the finiteness of E(µ,ν) we have
∫ T
0
∫
Rd
L(x, µt) dµt(x) dt =
∫ T
0
∫
A
L(et(γ), µt) dπ(γ) dt =
∫
A
L(γ) dπ(γ) (6.22)
and ∫ T
0
∫
Rd
ψ(v(t, x)) dµt(x) dt =
∫ T
0
∫
A
ψ(v(t, et(γ)) dπ(γ) dt =
∫
A
F(γ) dπ(γ). (6.23)
We define the functional H : A→ [0,+∞) by
H(γ) :=
∫ T
0
φ(|v(t, γ(t)|) dt.
Starting by φ satisfying (2.10) we define the functional G : A→ [0,+∞) by
G(γ) := φ(|γ(0)|) +
∫ T
0
φ(|γ(t)|) dt.
It is not difficult to show that G and L are continuous. Here we prove that F and H are lower-
semicontinuous. Let γ ∈ A and (γk)k∈N be a sequence in A such that limk→+∞ supt∈[0,T ] |γk(t)−
γ(t)| = 0. We define the sequence fk ∈ L1([0, T ];Rd) by fk(t) := v(t, γk(t)).
If supk∈N
∫ T
0 φ(|v(t, γk(t)|) dt < +∞, then by de la Valle´e Poussin’s criterion [4, Proposi-
tion 1.12] for equi-integrability and Dunford-Pettis theorem there exist g ∈ L1([0, T ];Rd) and a
subsequence (not relabeled) of fk weakly convergent in L
1([0, T ];Rd) to g such that
lim inf
k∈N
∫ T
0
φ(|v(t, γk(t)|) dt ≥
∫ T
0
φ(|g(t)|) dt.
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Since γk satisfies
γk(t2)− γk(t1) =
∫ t2
t1
[v(t, γk(t)) + f(t, γk(t))] dt, ∀ t1, t2 ∈ [0, T ] (6.24)
and γ satisfies
γ(t2)− γ(t1) =
∫ t2
t1
[v(t, γ(t)) + f(t, γ(t))] dt, ∀ t1, t2 ∈ [0, T ] (6.25)
passing to the limit in (6.24) as k →∞ we obtain
γ(t2)− γ(t1) =
∫ t2
t1
[g(t) + f(t, γ(t))] dt. (6.26)
By (6.25) it holds ∫ t2
t1
g(t)dt =
∫ t2
t1
v(t, γ(t))dt, ∀t1, t2 ∈ [0, T ], (6.27)
and Lebesgue differentiation Theorem yields g(t) = v(t, γ(t)) for a.e. t ∈ [0, T ].
STEP 2: (Construction of πN .) We define the function F := (F,L,G,H) : A→ R4.
Notice that the finiteness of E(µ,ν), (6.22), and (6.23) imply that
∫
A F(γ) dπ(γ) < +∞,∫
A L(γ) dπ(γ) < +∞ and
∫
AH(γ) dπ(γ) < +∞. Since
∫
A G(γ) dπ(γ) =
∫ T
0
∫
Rd
φ(|x|) dµt(x) dt,
by Proposition 5.3 we also have that
∫
A
G(γ) dπ(γ) < +∞.
By Lusin’s theorem applied to the space A with the measure π and the function F there exists
a sequence of compact sets Ak such that Ak ⊂ Ak+1 ⊂ A, π(A \Ak) < 1k , for all k ≥ 1, and F|Ak
is continuous. Moreover we have
lim
k→∞
π(Ak) = π
( ∞⋃
j=1
Aj
)
= 1, π
(
A \
∞⋃
j=1
Aj
)
= 0. (6.28)
Then we define π˜k ∈ P(ΓT ) by
π˜k :=
1
π(Ak)
π Ak. (6.29)
It is easy to check that (π˜k)k∈N weakly converges to π as k → ∞; since for each component Fj ,
j = 1, 2, 3, 4, of F is nonnegative, Beppo Levi monotone convergence Theorem yields
lim
k→+∞
∫
Ak
Fj(γ) dπ(γ) =
∫
⋃
∞
k=1 Ak
Fj(γ) dπ(γ) =
∫
A
Fj(γ) dπ(γ), (6.30)
and (6.28) easily yields
lim
k→∞
∣∣∣∣
∫
ΓT
F(γ) dπ˜k(γ)−
∫
ΓT
F(γ) dπ(γ)
∣∣∣∣ = 0. (6.31)
Since Ak is compact, we can find a sequence of atomic measures
m 7→ π˜km :=
1
m
m∑
i=1
δγi,k,m , γi,k,m ∈ Ak,
narrowly convergent to π˜k as m → +∞. Since F|Ak is bounded and continuous, in particular it
holds that
lim
m→∞
∫
ΓT
F(γ) dπ˜km(γ) =
∫
ΓT
F(γ) dπ˜k(γ). (6.32)
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Hence, for every k ∈ N there exists m¯(k) satisfying
W (π˜km, π˜
k) ≤ 1
k
and
∣∣∣∣
∫
ΓT
F(γ) dπ˜km(γ)−
∫
ΓT
F(γ) dπ˜k(γ)
∣∣∣∣ ≤ 1k , ∀m ≥ m¯(k), (6.33)
where W is any distance metrizing the weak convergence.
We define π¯k := π˜km¯(k) and we clearly have that π¯
k ∈ Pm¯(k)(ΓT ), W (π¯k, π) → 0 as k → ∞
and, by (6.31) and (6.33),
lim
k→∞
∣∣∣∣
∫
ΓT
F(γ) dπ¯k(γ)−
∫
ΓT
F(γ) dπ(γ)
∣∣∣∣ = 0. (6.34)
Since we can choose the sequence k 7→ m¯(k) strictly increasing, we can consider the sequence
N 7→ πN such that πN ∈ PN (ΓT ), πN := π¯k when m¯(k) ≤ N < m¯(k+ 1); πN narrowly converges
to π as N → +∞ and
lim
N→+∞
∫
ΓT
F(γ) dπN (γ) =
∫
ΓT
F(γ) dπ(γ). (6.35)
Since all the components of F are nonnegative and lower semicontinuous maps, by a combina-
tion of [4, Proposition 1.62 (a)] and [4, Proposition 1.80] we have that (6.34) yields in particular
that the measures
σN1 := F π + F π
N , σN2 := Gπ + Gπ
N , σN3 := H π +H π
N , σN4 := Lπ + Lπ
N
weakly converge to σ1 := 2F π, σ2 := 2Gπ, σ3 := 2H π and σ4 := 2Lπ respectively. In particular
they are uniformly tight, so that for every ε > 0 there exists N¯(ε) ∈ N and a compact set Bε and
such that
Bε ⊂ AN , (π + πN )(ΓT \Bε) +
∫
ΓT \Bε
(
F + L+H + G
)
d(π + πN ) ≤ ε for every N ≥ N¯(ε).
(6.36)
STEP 3: (Definition of (xN ,uN ) and convergence.) We define µNt := (et)♯π
N ∈ PN (Rd) and
we denote by xN a corresponding curve such that µ[xN ] = µN . We define
fN (t, x) := FN (x,xN (t)) = F (x, µNt ), v
N (t, x) := v(t, x) + f(t, x) − fN (t, x) (6.37)
uNi (t) := v
N (t, xNi (t)) (6.38)
and uN = (uN1 , . . . , u
N
N). Notice that
f(t, x) − fN (t, x) ∈ U and uN ∈ UN thanks to the compatibility condition (3.7).
We have that νN := ν[xN ,uN ] = vNµN . Since each component xNi of x
N belongs to A, then the
sequence (xN ,uN ) belongs to A N , so that (µN ,νN ) ∈ A . Using the same computation of the
proof of Proposition 5.3, taking into account that µN satisfies
∂tµ
N
t +∇ ·
((
f (t, ·) + v(t, ·))µNt ) = 0, (6.39)
with (recall (6.23) and (6.35))
∫ T
0
∫
Rd
ψ(v(t, x)) dµNt (x) dt =
∫
ΓT
F(γ) dπN (γ) ≤ 1 + E(µ|ν)
for N sufficiently big, we obtain by (6.20), (5.12) and (5.5) that
sup
N∈N
sup
t∈[0,T ]
∫
Rd
|x| dµNt (x) < +∞, sup
N∈N
sup
t∈[0,T ]
∫
Rd
φ(|x|) dµNt (x) < +∞, (6.40)
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which implies the uniform convergence µN → µ in C([0, T ];P1(Rd)) and the uniform estimate
|fN (t, x)| ≤M ′(1 + |x|) for every t ∈ [0, T ], x ∈ Rd, N ∈ N, (6.41)
for a suitable constant M ′ > 0. By a direct computation, using the assumption (3.8), we obtain
that νN ⇀∗ ν in M([0, T ]× Rd;U).
STEP 4: (Definition and convergence of FN .) We define FN : A→ [0,+∞) by
F
N (γ) :=
∫ T
0
ψ(vN (t, γ(t))) dt. (6.42)
Here we show that the sequence FN converges to F uniformly on every compact set Λ ⊂ Ah
for some h ∈ N. To do it, we fix Λ ⊂ Ah and we prove that for any γ ∈ Λ and every sequence
(γN )N∈N ⊂ Λ such that supt∈[0,T ] |γN (t)− γ(t)| → 0, we have FN (γN )→ F(γ) as N → +∞.
By the assumption (3.8) we have that
lim
N→+∞
|f(t, γN (t)) − fN (t, γN (t))| = 0, ∀ t ∈ [0, T ]. (6.43)
Since H is continuous in Ah it holds
lim
N→+∞
∫ T
0
φ(|v(t, γN (t))|) dt =
∫ T
0
φ(|v(t, γ(t))|) dt. (6.44)
Since φ is strictly convex and superlinear, by Visintin’s Theorem [62, Thm. 3] v(·, γN (·)) strongly
converges in L1(0, T ) to v(·, γ(·)). Then, using also the continuity of ψ, along a subsequence (still
denoted by γN ) we have
lim
N→+∞
ψ(v(t, γN (t)) + f(t, γN (t)) − fN (t, γN (t)) = ψ(v(t, γ(t))), for a.e. t ∈ [0, T ]. (6.45)
Since by (5.5) and (6.41) we have
|f (t, γN (t))− fN (t, γN (t))| ≤ (M +M ′)
(
1 + |γN (t)|
)
(6.46)
then, using the doubling property and the uniform convergence of γN , we can find a constant C
such that
ψ
(
v(t, γN (t)) + f(t, γN (t))− fN (t, γN (t))
)
≤ C
(
1 + φ(|v(t, γN (t))|)
)
. (6.47)
By (6.44) the generalized dominated convergence theorem (see for instance [35, Thm. 4, page 21])
shows that
lim
N→+∞
∫ T
0
ψ(vN (t, γN (t)) dt =
∫ T
0
ψ(v(t, γ(t))) dt. (6.48)
STEP 5: (Definition and convergence of LN .) We define LN : A→ [0,+∞) by
L
N (γ) :=
∫ T
0
LN (γ(t),xN (t)) dt. (6.49)
Here we show that the sequence LN converges to L uniformly on every compact set Λ ⊂ Ah
for some h ∈ N. As in step 4, we fix Λ ⊂ Ah and we prove that for every sequence (γN )N∈N ⊂ Λ,
with supt∈[0,T ] |γN (t)− γ(t)| → 0, we have LN (γN )→ L(γ) as N → +∞. Indeed, by (3.1),
lim
N→+∞
LN(γN (t),x
N (t)) = L(γ(t), µt), ∀ t ∈ [0, T ]. (6.50)
Since (γN )N is bounded and µ
N → µ in C([0, T ];P1(Rd)), by (3.1) we obtain that
sup
N∈N
LN(γN (t),x
N (t)) < +∞.
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By dominated convergence we conclude.
STEP 6: (Conclusion.) By the growth assumption (6.20) and (6.41) on f ,fN , the doubling
property of φ and (2.10) we have
FN (γ) ≤ C(1 + F(γ) + G(γ)) ∀ γ ∈ A, ∀N ∈ N. (6.51)
Moreover, by (3.1) and the uniform convergence of µN to µ, there exists a constant C such that
LN (γ) ≤ L(γ) + C ∀ γ ∈ A, ∀N ∈ N. (6.52)
Fix ε > 0 and let Bε and N¯(ε) such that (6.36) holds and∣∣∣∣
∫
ΓT
F(γ)dπN (γ)−
∫
ΓT
F(γ)dπ(γ)
∣∣∣∣ < ε. (6.53)
By (6.51), (6.52) and (6.36) we have∫
ΓT \Bε
F
N (γ)d(π + πN )(γ) ≤ ε,
∫
ΓT \Bε
L
N (γ)d(π + πN )(γ) ≤ ε ∀N ≥ N¯(ε). (6.54)
Moreover, from the previous step, there exists N˜(ε) such that
sup
γ∈Bε
|FN (γ)− F(γ)| ≤ ε, sup
γ∈Bε
|LN (γ)− L(γ)| ≤ ε ∀N ≥ N˜(ε). (6.55)
Hence∣∣∣∣
∫
ΓT
F
N (γ)dπN (γ)−
∫
ΓT
F(γ)dπ(γ)
∣∣∣∣ ≤
∣∣∣∣
∫
Bε
F
N (γ)dπN (γ)−
∫
Bε
F(γ)dπ(γ)
∣∣∣∣
+
∣∣∣∣∣
∫
ΓT \Bε
FN (γ)dπN (γ)−
∫
ΓT \Bε
F(γ)dπ(γ)
∣∣∣∣∣
≤ ε+ 2ε, ∀N ≥ max{N¯(ε), N˜(ε)},
(6.56)
which shows that
lim
N→∞
∫
ΓT
FN (γ)dπN (γ) =
∫
ΓT
F(γ)dπ(γ).
Analogously we obtain
lim
N→∞
∫
ΓT
LN (γ)dπN (γ) =
∫
ΓT
L(γ)dπ(γ).

6.3 Convergence of minima.
Proof of Theorem 3.1.
(Equicontinuity) Let N be fixed and s ≤ t. From the constraint (3.9) we get
W1(µ
N
s , µ
N
t ) ≤
1
N
N∑
i=1
|xNi (s)− xNi (t)|
≤ 1
N
N∑
i=1
∫ t
s
|FN (xi(r),xN (r))| dr + 1
N
N∑
i=1
∫ t
s
|uNi (r)| dr
≤ C˜(t− s) +
∫ t
s
1
N
N∑
i=1
|uNi (r)| dr,
(6.57)
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where C˜ := A + 2B
(
supN |xN (0)|N +AT + supN
∫ T
0 |uN (r)|N dr
)
e2BT (see the proof of (4.6))
which is uniformly bounded, since µn0 is converging in P1(R
d) and E(µN ,νN ) is uniformly bounded.
By Remark 2.4, we can select an admissible function θ satisfying (2.24) with K := {µ0}∪{µN0 :
N ∈ N}. The uniform bound on E(µN ,νN ) implies that
sup
N
∫ T
0
1
N
N∑
i=1
θ(|uNi (r)|) dr < +∞,
by the convexity and superlinearity of θ there exists a uniform modulus of continuity ω : [0,+∞)→
[0,+∞) such that supN
∫ t
s
1
N
∑N
i=1 |uNi (r)| dr ≤ ω(t− s).
Hence we have just shown the equicontinuity property
W1(µ
N
s , µ
N
t ) ≤ ω(|t− s|) + C˜|t− s| ∀ t, s ∈ [0, T ].
(Compactness) From Theorem 5.3 we have
sup
N∈N
sup
t∈[0,T ]
∫
Rd
θ(|x|) dµnt (x) < +∞. (6.58)
This implies that the family (µN )N∈N ⊂ P1(Rd) is relatively compact, (see e.g. [5, Prop. 7.1.5]).
The application of Ascoli-Arzela` Theorem provides a limit curve µ ∈ C([0, T ];P1(Rd)) and a
subsequence, still denoted by µN , such that
sup
t∈[0,T ]
W1(µ[x
N ]t, µt)→ 0. (6.59)
Concerning the control part we write νN = vNµN . Since EN (xN ,uN ) is uniformly bounded, we
have
sup
N∈N
∫ T
0
∫
Rd
ψ(vN (t, x)) dµNt (x) dt < +∞.
By the superlinearity of ψ and the convergence (6.59), using the same argument of the proof
of [5, Th. 5.4.4] we obtain that there exist v : [0, T ]× Rd → U and a subsequence (again denoted
by vN ) such that ∫ T
0
∫
Rd
ψ(v(t, x)) dµt(x) dt < +∞
and
lim
N→∞
∫ T
0
∫
Rd
ξ(t, x)·vN (t, x)dµNt (x) dt =
∫ T
0
∫
Rd
ξ(t, x)·v(t, x)dµt(x) dt, ∀ ξ ∈ C∞c ([0, T ]×Rd;Rd).
This proves the convergence of νN → ν := vµ in M([0, T ]×Rd;U) and the fact that (µ,ν) satisfy
(3.13). 
Proof of Theorem 3.3
The first two claims are standard consequence of the Γ-convergence result Theorem 3.2 and
the coercivity property stated in Theorem 3.1. We thus consider the third claim.
Let us fix µ0 ∈ P1(Rd) with compact support and (µ,ν) ∈ P (µ0). By Theorem 3.2 we can find
a sequence of discrete solutions (xˆN , uˆN ) corresponding to initial data xˆN0 supported in supp(µ0)
and measures (µˆN , νˆN ) converging to (µ,ν) such that (3.19) and (3.20) holds. Theorem 3.2 also
yields limN→∞E
N (xˆN0 ) = E(µ0).
Let now (xN0 )N∈N be any other sequence satisfying (3.21) with (x
N ,uN ) ∈ P (xN0 ) and µN =
µ[xN ], νN = ν[xn,uN ]. Applying Lemma 2.5 we deduce that the associated measures µN0 satisfy
lim
N→∞
Cφ(µˆ
N
0 , µ
N
0 ) = 0.
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Up to a permutation of the initial points (xˆN0,1, xˆ
N
0,2, · · · , xˆN0,N ) (and of the corresponding solutions
(xˆN , uˆN )) which however leaves µˆN0 , µˆ
N , νˆN invariant, we may assume by (2.1) that
cN = Cφ(µˆ
N
0 , µ
N
0 ) =
1
N
N∑
i=1
φ(|xˆN0,i − xN0,i|). (6.60)
For 0 < δ < T and yN,δ := δ−1(xˆN0 − xN0 ) we can then define a new competitor by
xN,δ(t) :=
{
(1 − t/δ)xN0 + t/δ xˆN0 if t ∈ [0, δ),
xˆ
N (t− δ) if t ∈ [δ, T ],
u
N,δ
i (t) :=
{
yN,δ − FN (xN,δi ,xN,δ(t)) if t ∈ [0, δ),
uˆ
N (t− δ) if t ∈ [δ, T ].
It is easy to check that (xN,δ,uN,δ) ∈ A (xN0 ) so that EN (xN0 ) ≤ EN (xN,δ,uN,δ). On the other
hand
TEN (xN,δ,uN,δ) ≤ 1
N
∫ δ
0
N∑
i=1
LN (xN,δi (t),x
N,δ(t)) dt +
1
N
∫ δ
0
N∑
i=1
ψ
(
yN,δ − FN (xN,δi ,xN,δ(t))
)
dt
+ TEN(xˆN , uˆN ).
From the doubling property and the compactness of supports of (xN0 ), applying the same argument
as in the proof of Theorem 3.2 we get
ψ
(
yN,δ − FN (xN,δi ,xN,δ(t))
) ≤ C(1 + φ(|xˆN0 − xN0 |/δ))
≤ CeK/δ(1 + φ(|xˆN0 − xN0 |)) 0 < δ < 1.
Setting µN,δt = µ[x
N,δ(t)] we get,
T
(
E
N (xN,δ,uN,δ)− EN (xˆN , uˆN )) ≤ C cNδ(1 + eK/δ) + δ sup
t∈[0,1]
∫
Rd
LN(x, µN,1t ) dµ
N,1
t . (6.61)
If we choose δ = δ(N) := −K( log(cN ))−1, since limN→∞ supt∈[0,1]W1(µN,1t , µ0) = 0, we see that
the right hand side of (6.61) tends to 0 as N →∞, so that we eventually obtain
lim sup
N→∞
EN (xN0 ) ≤ lim sup
N→∞
EN (xN,δ,uN,δ) ≤ lim sup
N→∞
EN (xˆN , uˆN ) = E(µ0).
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