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SUMMARY 
Context-aware computing aims at making mobile devices sensitive to the social and physical 
settings in which they are used. A necessary requirement to achieve this goal is to enable those devices to 
establish a shared understanding of the desired settings. 
Establishing a shared understanding entails the need to manipulate sensed data in order to 
capture a real world situation wholly, conceptually, and meaningfully. Quite often, however, the data 
acquired from sensors can be inexact, incomplete, and/or uncertain. Inexact sensing arises mostly due to 
the inherent limitation of sensors to capture a real world phenomenon precisely. Incompleteness is caused 
by the absence of a mechanism to capture certain real-world aspects; and uncertainty stems from the lack 
of knowledge about the reliability of the sensing sources, such as their sensing range, accuracy, and 
resolution. 
The thesis identifies a set of criteria for a context-aware system to capture dynamic real-world 
situations. On the basis of these criteria, a distributed architecture is designed, implemented and tested. 
The architecture consists of Primitive Context Servers, which abstract the acquisition of primitive 
contexts from physical sensors; Aggregators, to minimise error caused by inconsistent sensing, and to 
gather correlated primitive contexts pertaining to a particular entity or situation; a Knowledge Base and 
an Empirical Ambient Knowledge Component, to model dynamic properties of entities with facts and 
beliefs; and a Composer, to reason about dynamic real-world situations on the basis of sensed data. Two 
additional components, namely, the Event Handler and the Rule Organiser, are responsible for 
dynamically generating context rules by associating decision events – signifying a user’s activity – with 
the context in which those decision events are produced. Context-rules are essential elements with which 
the behaviour of mobile devices can be controlled and useful services can be provided. 
Four estimation and recognition schemes, namely, Fuzzy Logic, Hidden Markov Models, 
Dempster-Schafer Theory of Evidence, and Bayesian Networks, are investigated, and their suitability for 
the implementation of the components of the architecture of the thesis is studied. Subsequently, fuzzy sets 
are chosen to model dynamic properties of entities. Dempster-Schafer’s combination theory is chosen for 
aggregating primitive contexts; and Bayesian Networks are chosen to reason about a higher-level context, 
which is an abstraction of a real-world situation.  
A Bayesian Composer is implemented to demonstrate the capability of the architecture in dealing 
with uncertainty, in revising the belief of the Empirical Ambient Knowledge Component, in dealing with 
the dynamics of primitive contexts and in dynamically defining contextual states. The Composer could be 
able to reason about the whereabouts of a person in the absence of any localisation sensor. Thermal, 
relative humidity, light intensity properties of a place as well as time information were employed to 
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model and reason about a place. Consequently, depending on the variety and reliability of the sensors 
employed, the Composer could be able to discriminate between rooms, corridors, a building, or an 
outdoor place with different degrees of uncertainty.  
The Context-Aware E-Pad (CAEP) application is designed and implemented to demonstrate how 
applications can employ a higher-level context without the need to directly deal with its composition, and 
how a context rule can be generated by associating the activities (decision events) of a mobile user with 
the context in which the decision events are produced. 
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Chapter 1  
Introduction 
 
The traditional model of human-computer interaction – in which a user enters a command and a 
computer executes the command [1, 2] – puts a computing task at the centre of the user’s attention. The 
user needs to provide all input information pertaining to the task the computer should accomplish, since 
the computer is entirely unaware of and quite unable to utilise background information surrounding the 
interaction. As long as the computing task is the only task which the user pays attention to, the degree of 
involvement which a computing interaction demands of the user may not be a point of discussion. The 
problem arises when a user has to divide his attention between other impending activities such as driving, 
talking to other people, holding a presentation, attending to a child, and so forth, while a computing task 
is in progress.  
Obtrusiveness is even more pronounced if the user has to manage several computing devices at 
the same time. Whereas once it has been considered to be a revolution to provide individuals with 
personal computers, it is now an everyday practice to carry with us several mobile devices and 
communicate with them on the spur of the moment. The traditional computing model must therefore 
evolve to make a computing task less obtrusive, and to allow mobile devices to adjust their performance 
according to the physical and social settings in which they operate. Otherwise, the increment in the ratio 
of mobile devices to a user causes additional distraction where it should help the user solve a certain 
problem [3].  
In the field of artificial intelligence, researchers attempt to address this problem by meticulously 
writing down descriptions of the real world in which a computer might be embedded, so that when 
provided with some sub-body of this description, the computer will be able to generate enough of the rest 
to intelligently adapt to and exploit its environment [4, 5].  
In the field of human-computer interaction (HCI), researchers focus on designing, evaluating, 
and implementing interactive computing systems for the human use, and study major phenomena 
surrounding these systems. The interactive systems include speech and gesture recognition systems, 
which enable users to convey to computers instructions more naturally. 
1.1 Use of Context 
More recently, context-aware computing has emerged as a complementary approach, promising 
to reduce users’ participation in carrying out a computation task. The approach strives to integrate 
computers into the environment, rather than taking them as distinct objects, so that they can be able to 
seamlessly gather and employ implicit surrounding information in order to establish a shared 
understanding. The reason for establishing a shared understanding has been clearly expressed by Weiser 
as follows: 
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The idea […] first arose from contemplating the place of today’s computer in 
actual activities of everyday life. In particular, anthropological studies of work life teach us 
that people primarily work in a world of shared situations and unexamined technological 
skills [6]. 
For example, when people attend a meeting their eyes communicate to convey agreements or 
disagreements to what is said or unsaid; voices are whispered to exchange impromptu opinions; facial 
expressions reveal to the other participants fatigue, boredom, or disinterest. More importantly, speeches 
may not be grammatically correct or even complete. Previous as well as unfolding incidents enable the 
audience to capture what cannot be expressed verbally. Speakers shift from one language to another and 
use words with multiple meanings, and still the other participants can follow.  
Likewise, implicit situational information can be vital to enable mobile devices to be responsive 
to their environment. 
1.2 Understanding Context 
In the example of attending a meeting, it has been assumed that the context encompassing the 
interaction between participants is effortlessly recognised by all participants. Consequently, within this 
context, many activities are carried out, some of which are certainly unpremeditated activities yet 
consistent with the context. Some of the activities express the freedom (or flexibility) associated with the 
recognition of the context – for example, using incomplete or incorrect statements, or using words with 
multiple meanings. Other activities reflect the participants’ adjustment of behaviour in compliance with 
the context of interaction – for example, participants whispering to exchange impromptu ideas.   
The additional assumption has been that a context is considered to be distinct from activities, and 
that it describes features of the environment wherein activities take place. In reality, however, the 
distinction between a context and an activity is not always clear. The reason for this is that the scope and 
usefulness of a context is limited to a particular setting, particular instances of action, and particular 
parties to that action [7]. For example, among the set of activities enumerated earlier, some or all of them 
can be considered to be contexts to other activities affected by the occurrence of these activities. A 
meeting by itself is an activity triggered by the occurrence of a context preceding it. Therefore, building a 
shared understanding requires the understanding of a context as a dynamic construct the relevance of 
which is determined by episodes of use, social interaction, internal goals, and local influences [8].    
1.3 Definition of Context 
Since a context plays a central role for a computing device to establish a shared understanding of 
the situation in which it operates, understanding the meaning of a context is an essential step.  
Schilit defines a context to be the state of a constantly changing execution environment [9]. An 
executing environment encompasses the user’s condition (such as the user’s location and social status), 
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the physical environment (noise, lighting, etc), and the computing environment (availability and 
capability of computing devices as well as communication infrastructures). Pascoe et al. [10] describe 
context as the subset of physical and conceptual states of interest to a particular entity; this includes: the 
user’s location, identity, physical environment and time. According to Dey, if a piece of information can 
be used to characterize the situation of a participant in an interaction, then that information is a context 
[11]. Dey recognises activity, identity, location and time as more important contexts than others [12]. 
More recently, Wang et al. [13, 14] identify three classes of real-world objects (user, location, and 
computing entities) and one class of conceptual object (activity) to characterise smart spaces. 
According to the definitions above, a context is viewed as information which is discernable, 
predictable, and stable. As information, it can be known in advance, encoded, and represented just as 
other information is encoded and represented in software systems [15]. Consequently, it is possible for the 
designer of a context-aware application to (1) enumerate the set of contextual states that may exist, (2) 
know what information could accurately determine a contextual state within that set, and (3) state what 
appropriate action should be taken given a particular state [8].  
In a recent paper, Dourish argues that such a view reflects a misunderstanding of the nature and 
role of contextuality in actual every day affair, “since contextuality comes about only when it is mutually 
recognised by all the parties to some interaction, drawing on their everyday, cultural, and commonsense 
understanding of the nature of the social events” [15]. According to Dourish, a context should not be 
understood as something that describes a setting; instead, it should be understood as: 
• A relational property that holds between entities or activities. In other words, what 
could be viewed by some as a context may not be viewed by others as a context. This 
refers to the relative nature of a context. 
• Something the scope of which is defined dynamically. A context does not have as such 
predefined states or set of propositions. The various features of a context should be 
defined dynamically.  
• An occasional property. This refers to the temporal nature of a context, i.e., a context is 
particular to each occasion of activity and action. 
• Something that arises from the activity. That means, a context is produced, maintained 
and enacted in the course of the activity at hand. 
The notion of dynamically defining the nature and scope of contextual features stands in 
agreement with Greenberg’s notion of context, who points out that it is not always possible to enumerate 
a priori a limited set of contexts matching a real world situation [8]. According to Korpipää, “if such a set 
is found and is valid today, it may become inappropriate at any other time because of internal and external 
changes in the social and physical circumstances” [16]. 
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1.4 Explicit versus Implicit Contexts 
We divide the above definitions of a context into two groups. In the first group, researchers take 
a pragmatic approach for implementing systems which react to a predefined set of literals corresponding 
to sensed data while in the second group researchers view a context as a representation of a dynamic real-
world situation the understanding of which enables a system to adapt to the situation and to provide 
suitable services. Such a situation involves the activity and participation of a number of entities, each of 
which playing a role in bringing about the context.  
The main focus of this thesis is capturing dynamic real-world situations. Subsequently, we 
distinguish between an explicit context and an implicit context. Distinction between an explicit and an 
implicit context has been previously made by Schmidt et al. [17], according to whom an explicit context 
is queried directly from the user, while an implicit contexts is automatically recognised, derived from 
sensors and application behaviour. In this thesis, the understanding of an explicit context differs from the 
definition given by Schmidt et al. Here an explicit context is defined to be an atomic context that directly 
maps to sensory data. Thus, an explicit context directly reveals some property of an entity. The 
temperature and relative humidity measurements of a room are examples of an explicit context. An 
explicit context is alternatively referred to as a primitive context or an atomic context. An implicit context 
is a result of manipulations of several primitive contexts and is an abstraction of a real world situation; its 
scope and usefulness is specific to a particular domain of interest. An Implicit context is alternatively 
referred to as a higher-level context. Some examples of a higher-level context are attending a meeting, 
holding a presentation, and having a party, and so forth. 
Whereas the definitions of a context proposed by Schilit and Dey refer to an explicit context, the 
type of context discussed by Greenberg and Dourish refers to an implicit or a higher-level context.  
1.5 Features of Context-Aware Systems 
Pascoe proposes three basic features by which a context-aware system can be characterised, 
namely, contextual sensing, contextual resource discovery, and context adaptation [18]. Context sensing 
refers to the ability of a system to augment the sensing capacity of a user by capturing a relevant context, 
so that an associated action can be performed by the system. Contextual resource discovery refers to the 
ability of a system to search and bind to resources; and context adaptation refers to the adjustment in 
behaviour of a system in accordance with the social as well as physical settings wherein a computing task 
is carried out.  
To design and implement such a system, Dey proposes a framework with a set of required 
features. These features are: context specification, separation of concern and context handling, context 
interpretation, transparent distributed communications, constant availability of context acquisition, 
context storage, and resource discovery [12].  
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Context specification refers to specifying the system’s behaviour and the types of contexts 
required for the behaviour. Separation of concern and context handling refers to the separation of context 
acquisition from context usage. Context interpretation refers to the provision of an appropriate abstraction 
to a piece of context so that it is meaningful to the system that uses (consumes) it. Transparent distributed 
communications refers to establishing a mechanism for acquiring a context in a transparent manner from 
a source which is not directly connected to the device on which a context-aware system is running. 
Constant availability of context acquisition refers to the constant availability of sources which deliver the 
contexts that are identified by the developer at the time the system is designed. Context storage refers to 
the persisting of contextual data for future reference. Finally, resource discovery, refers to the ability of a 
context-aware system to search and bind to context sources at runtime.    
Some of the features of the framework of Dey are prohibitive in not allowing a system to capture 
dynamic, real-world situations for the following reasons: 
• Specifying the behaviour of a context-aware system at design time prohibits a user from 
defining a user-specific behaviour which might not been foreseen by the developer.  
• Determining at design time a context which causes certain behaviour to occur restricts a 
context-aware system from learning a new type of context which may equally cause the 
same behaviour to occur.  
• Since a context-aware behaviour and the contexts associated with the behaviour can be 
unforeseen at design time, determining specific hardware and sensors for capturing a 
context may not be feasible. 
• Furthermore, in a dynamic computing environment where the state of available 
resources and the resources themselves change over time, requiring a constant 
availability of sources for capturing specific context types can be unrealistic.  
 
1.6 The Central Question 
The central question this thesis addresses is formulated as follows: Human beings are capable of 
perceiving their surrounding at various levels of abstractions; the levels of abstractions depend on the 
amount of information they have of their surrounding as well as their model of the real world. Does this 
capability transfer well to computers, so that they can make sense of available information to establish a 
shared understanding at various levels of conceptual abstractions? 
To highlight this question, suppose person A is walking through a university campus and from a 
distance he watches another person B coming towards him. If person A wants to reason about person B’s 
role inside the campus, he can make three propositions: Person B is an employee, a student, or a guest 
visiting the campus. Suppose after a while person B comes nearer so that person A can make out that 
person B is a female. Depending on person A’s experience, the additional information may or may not be 
helpful to revise the three propositions. If, for example, person A does not know the distribution of female 
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students and employees inside the university, the additional knowledge does not help to revise the three 
propositions; if, however, person A is aware that there are no female students in the campus, the 
propositions about person B reduce to either the person is an employee or a guest visiting the campus.  
In the above example, we assumed that person A’s knowledge of his surrounding is reliable. 
Even in the presence of uncertain world model (suppose person A does not remember well the exact 
distribution of female students and employees) and surrounding information (suppose person A is not 
absolutely certain that person B is a female), person A would engage in a continuous learning and 
reasoning process, every time enriching, revising and modifying his belief.  
Likewise, for a context-aware system to be useful for a mobile user, it should be able to make 
sense of the information available at its disposal instead of waiting for information to be complete before 
it carries out a reasoning task. In the following subsections we will identify features which we believe are 
essential for a context-aware system to achieve this goal 
1.6.1 Holistic and Conceptual Abstraction  
Human-human interaction, as it is purported earlier, besides the expressiveness and the richness 
of the language employed, involves perception of complex settings encompassing the subject of an 
interaction. Our brain presents the world to us not as a collection of raw data, but wholly, conceptually, 
and meaningfully [19]. For a context-aware system to capture and abstract a dynamic real-world situation, 
it is not merely enough to employ sensors and to make a piecemeal use of contexts. Employing sensors no 
doubt augments its sensing capacity and contributes to its awareness of the external world; awareness, 
however, is more than just sensing. Awareness means making sense of the sensed data. Hence, a context-
aware system should be able to perform various manipulations and comparisons on large amount of raw 
data acquired from sensors to transform them into a meaningful, holistic and conceptual abstraction of the 
real world.  
1.6.2 Managing Uncertainties  
The taxonomy of neither Pascoe nor Dey considers the fact that context acquisition incorporates 
uncertainties. In reality, the sensory data from which a context is extracted can be incomplete, inexact, 
and, possibly, erroneous. Inexact sensing arises mostly due to the inherent limitation of sensors when 
attempting to precisely capture a real world phenomenon; incompleteness is caused by to the gap between 
what can be captured by employing sensors and what is needed to present the world to computers wholly, 
meaningfully, and conceptually. Erroneous sensing occurs due to physical or technical malfunction of the 
sensor or on its communication link to the infrastructure. In other words, there are certain aspects which 
cannot be captured by employing sensors. Additionally, uncertainty stems from the lack of knowledge 
about the reliability of the sensing sources, such as their sensing range, accuracy, and resolution. 
Therefore, a context-aware system should be able to deal with, and when appropriate, to propagate to 
applications, the uncertainty that is associated with context acquisition. 
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1.6.3 Belief Revision  
The model of a computing environment should be updated to reflect the perceived change within 
that environment, so that a context-aware system employs a timely knowledge of both the static and the 
dynamic properties of the computing environment. In other worlds, the facts and beliefs concerning 
entities which are useful to manipulate primitive contexts should reflect the reality. This is only possible 
if the system accommodates a belief revision mechanism. One reason for belief revision (model updating) 
is the detection of contradictory information [20]. In situations involving uncertainty and imprecise 
contexts, it is possible to arrive at a conclusion which might turn out to be incorrect as soon as more 
reliable information becomes available. An additional reason is the dynamic nature – the continual change 
in the properties – of the computing environment itself. 
1.6.4 Dealing with the Dynamics of Context Primitives  
In a pervasive computing environment, due to the mobility of a user in time and in space, the 
availability of mechanisms for capturing an interesting context may change significantly [21]. Different 
mechanisms may appear and/or existing mechanisms may fully or partially become unavailable, making 
it difficult for a designer of a context-aware system to list a priori the set of available mechanisms to 
detect the context.  
Cohen et al. [22] define a nonprocedural programming language called iQL for context 
composition. The language assists application developers to identify and bind to Heterogeneous context 
data sources dynamically. An iQL programmer expresses requirements for data sources instead of 
identifying specific sources; a runtime system discovers appropriate data sources, binds to them, and 
rebinds when properties of data sources change. Similarly, Dey proposes Context Widgets to allow 
application developers to specify the context in which they are interested without the need to know how 
the context is acquired [12]. In both cases, the required context remains the same; only the context 
sources or the context detection mechanisms may change.  
Often, a real world situation has multiple features, and at any given time, some primitive 
contexts may be able to reveal only a subset of these features. Besides, there may be other primitive 
contexts which could provide indirect evidence of the occurrence of a certain context of interest (for 
example, the heart rate of a patient can be determined from a blood pressure sensor if there is no ECG 
available to directly measure the heart rate [23]). Hence, a context-aware system should allow a dynamic 
specification of alternative primitive contexts to achieve a set goal, rather than rigidly obliging application 
developers to specify input contexts at design time. 
1.6.5 Dynamic Definition of Contextual States 
A given context type may have different states (values), and only a part of these states (values) 
may be interesting for a particular user at any given time. As an object can be viewed from different 
perspectives, a given context can be a subject of interest in a variety of ways. Whether or not it is possible 
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to capture all the desirable states of a context type depends on the sensors employed. Consequently, a 
context-aware system should be able to dynamically determine the possible states of a higher-level 
context based on the available primitive contexts. Moreover, for a context-aware system to contribute to 
actual human activities, it should be able to accommodate impromptu definitions of tasks and of the 
contextual states which can be associated with the tasks. In other words, a context-aware system should 
allow a mobile user to change the business logic of a system without actually having to modify the 
system. 
 
The difference between the forth and the fifth feature should be clear. Dealing with the dynamics 
of primitive context inputs refers to the characteristic of a context-aware system in coping with a 
changing environment in which the availability of primitive contexts changes significantly. We call this 
an input property. On the other hand, the dynamic definition of a context state refers to the capacity of a 
context-aware system to allow the user to define new states (values) for a given context. For example, a 
system is configured to discriminate between a room and a corridor, but later the user might be interested 
to configure the system so that it can discriminate between rooms, and so forth. We call this an output 
property.  
1.7 Thesis contribution 
The contributions of this thesis are as follows: 
• The identification of a set of criteria which are vital for a context-aware system to 
capture dynamic, real-world situations.  
• Provision of a novel architecture which satisfies the set criteria. Unlike previously 
proposed architectures, the new architecture incorporates mechanisms for manipulating 
facts and beliefs relating to persons, devices, places, etc., in order to reason about 
dynamic real-world situations. Constituent elements of the architecture include 
Primitive Context Servers to abstract the extraction of primitive contexts from sensory 
data; Aggregators to improve the quality of sensory data and to capture various aspects 
of an entity; a Knowledge Base to model entities with facts, relations, and assertions; an 
Empirical Ambient Knowledge component to model uncertain knowledge; and a 
Composer to reason about a higher-level context; 
• A novel approach for the dynamic generation of context rules. Apart from dynamically 
modifying the behaviour of interactive systems, context rules are useful for providing 
relevant services in a situation of interest. Two additional components, namely, the 
Event Handler (EH) and the Rule Organiser (RO), are proposed; these two components 
are responsible for associating a user’s activities (in the form of decision events) with a 
context that is composed at the time the decision events are produced. From the 
decision-context associations, context rules or subparts thereof are generated. These 
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rules are employed to proactively modify the behaviour of mobile devices. The EH is 
responsible for the detection and processing of decision and context events whereas the 
RO is responsible for generating and managing context rules. 
• Design and implementation of the architecture proposed. 
• Design and implementation of the Context-Aware E-Pad (CAEP) in order to 
demonstrate the usefulness of the architecture proposed. 
 
The first contribution sets a basis for designing context-aware systems. These criteria have been 
discussed in section 1.5.  
The second contribution is the design and implementation of a distributed architecture by taking 
into account the set of criteria identified in section 1.5. Facts and beliefs about places, devices, people, 
etc., are employed to manipulate sensory data, to model uncertainty, to configure and reconfigure a 
context-aware system whenever context sources become available or unavailable, and to reason about a 
higher-level context as an abstraction of a real-world situation. 
The third contribution is geared to free application developers from defining context-dependent 
behaviour at design time. Defining rules at design time introduces certain limitations: Firstly, the designer 
should identify the types of contexts to which a system should react; secondly, the various states of each 
context should be predetermined and mapped to sensory data, which often requires experience or 
expertise as in the case: “If the sound pressure of the surrounding noise is above 3 dB, increase the 
volume by 2 dB.” To formulate and employ this rule, the application developer is required to: (1) identify 
sound pressure as a context of interest; (2) understand the meaning of the existential quantifiers: 3 dB and 
2 dB as well as the references used to measure sound pressure and volume in dB; (3) ensure the 
availability of mechanisms for capturing sound pressure – if instead of the specified context and its states 
another context is discovered which can equally describe a similar situation, the system does not react to 
it, unless of course, all possible alternatives are foreseen; and (4) limit the user from defining tasks which 
are unforeseen by the designer. 
The approach introduced in this thesis enables context-aware systems to generate and modify 
rules by observing the user’s activities and by associating these activities with a context captured at the 
time the activities are performed. For a set time (called an observation time), the Event Handler 
component listens to various decision events (signifying a user’s activities) coming from single or 
multiple applications, and these decision events are associated with the context representing the situation 
in which the decisions are produced. From an aggregate of decision-context associations, a set of context 
rules is generated or existing context rules are modified. An observation time is followed by an execution 
period, a period in which a desirable context is detected and associated rules are fired. 
The fourth contribution is the implementation of the generic architecture. 
The last contribution of this thesis is the implementation of the Context-Aware E-Pad (CAEP) 
which demonstrates the usefulness of the architecture proposed. 
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CAEP is a context-aware application which runs on a mobile device. A mobile user goes about a 
university campus with it and performs certain activities while attending a meeting, a seminar, a lecture, 
etc.: New documents can be created; existing documents can be opened, modified, sent to recipients with 
different participation levels, or deleted. During an observation time the EH receives and processes 
decision events (also called activity events) from CAEP whenever a user interacts with it; for example, 
when the user loads a document, the EH is notified of a load decision event. Decision events are 
associated with contexts to identify patterns of activities useful for reasoning about a situation that 
prompts the user to perform these activities. When the observation time is over, the EH aggregates 
context-decision associations as a result of which context rules are generated to modify the application’s 
behaviour in a proactive manner.  
1.8 Thesis outline 
The rest of the thesis is organised as follows: 
CHAPTER 2 offers a brief background to a context-aware computing and investigates related 
work. The chapter is divided into three sections. In the first section, some interactive context-aware 
systems which integrate both hardware and software entities are discussed to show the role of context in 
providing useful services. In the second section, an in-depth discussion on existing and proposed 
architectures for context-aware computing will be made. In the third section, advanced architectures for 
higher-level context recognition will be discussed. 
CHAPTER 3 introduces the architecture proposed in this thesis. The chapter is divided into two 
main sections. The first section introduces the context acquisition and processing unit. This unit consists 
of Primitive Context Servers and Aggregators; a Knowledge Base and an Empirical Ambient Knowledge 
component; and a Composer. The second section introduces two additional components for generating 
and managing context rules. These components are the Event Handling component and the Rule 
Organiser. The event processing subsection discusses event expression semantics and event detection and 
processing components.  
CHAPTER 4 discusses well-established mathematical tools which are useful for dealing with 
sensed data. Reasoning about a higher-level context entails the need to deal with ignorance. The causes of 
ignorance can be incomplete and imprecise data as well as defective context sources. The chapter 
discusses Fuzzy Logic, Hidden Markov Model, Dempster Schaffer Theory of Evidence, and Bayesian 
Networks in order to identify the relevant schemes for implementing the architecture proposed in chapter 
3. 
CHAPTER 5 discusses the implementation of the architecture. The Chapter is divided into thee 
sections: The first sections discusses the need for distributed communication; the second section 
introduces a generic framework for exchanging and processing requests between physically and logically 
distributed components; and finally, the third section gives an in-depth discussion of the implementation 
of the components of the context processing unit of the architecture. 
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CHAPETER 6 presents a top-down approach to model a context and a bottom-up approach to 
compute a context. As a demonstration, three dynamic, real world situations, namely, activity, emotional 
states, and whereabouts are modelled. Moreover, experimental results are discussed to demonstrate how 
the architecture addresses the set of criteria identified in this chapter. It will be shown how a Bayesian 
Composer could be able to reason about the whereabouts of a mobile user by employing different 
combinations of primitive contexts each of which describes a certain physical property.  
CHAPTER 7 introduces the Context-Aware E-Pad and discusses its constituent components. The 
motivation behind the design and implementation of CAEP is to demonstrate how applications can utilise 
a higher-level context without the need to directly deal with its composition, and to demonstrate the 
dynamic generation of context rules. 
CHAPTER 8 summarises the contributions of the thesis. It offers a critical analysis of the 
architecture, and discusses some open issues which require further investigation.   
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Chapter 2  
Related work 
 
The conception, design and implementation of context-aware systems draw upon several 
disparate disciplines in computer science and electrical engineering. 
Early research work in this field focused mainly on providing location-based services. The 
location context was used to redirect telephone calls [24]; to track people and devices as they move about 
a building [25]; to enable proximate selection of devices, to automate configuration of systems, and to 
execute services [26]; to provide messages relevant to specific locations [27]; and to guide visitors in 
foreign places [28, 30]. 
Since location information has been a primary concern, a significant body of work exists on 
distance and position estimation as well as disambiguating techniques using infrared, radio, ultrasound 
and audio technologies [29, 30, 31]. 
The next generation of research work mainly focused on introducing separation of concern in the 
design and implementation of context-aware applications, i.e., separating context acquisition from context 
usage to enable diversity and flexibility of context usage [32]. These goals in view, experiences acquired 
from software engineering have been exploited to decompose the design of context-aware systems into 
various stages. 
Separation shields application developers from the concern of dealing with the details and 
complexities of employing physical sensors. Secondly, by carefully avoiding tight coupling of 
applications with sensors, and by introducing generic abstractions, applications can be freed from being 
dependent on particular sensing technologies. Moreover, in a ubiquitous computing environment, the 
devices used to sense contexts most likely will not be attached to the same computer running an 
application; thus, separation of concern further allows the transparent acquisition of contexts from 
distributed sources. 
At present, context modelling, context representation and context reasoning are active research 
issues in context-aware computing. Context modelling mainly deals with modelling the beliefs, desires, 
commitments, and intentions of human as well as artificial agents to achieve context dependent 
cooperation and the coordination of computing tasks [13, 32]. Context representation deals with the 
formal specification and description of contexts as a set of concepts, roles, instances, functions, and 
axioms, in order to achieve interoperability [33]. It is also concerned with specifying constraints and 
annotations on relationships to ensure completeness, consistency, and absence of redundancy in a model 
[34]. Some of the context representation frameworks proposed so far include: the key-value model which 
encodes context types as keys and context states as values [36, 37, 38]; various mark-up schemes 
consisting of tags with attributes and contents to represent context hierarchically and recursively [13, 32, 
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33, 39, 40]; and predicate calculus to represent contexts as predicates [41, 42]. There is a considerable 
overlap between context modelling and context representation.  
Context reasoning deals with inferring implicit contexts from explicit contexts, and subsumes 
context modelling and context representations [43]. The potential schemes for a reasoning task include a 
wide range of logic and probabilistic based estimation, reasoning and recognition schemes which have 
been employed in the fields of artificial intelligence, neural networks, image and signal processing, 
control systems, decision theory, and stochastic processes. 
The rest of this chapter is divided into three sections. In the first section, we will assess some 
interactive context-aware systems, which incorporate hardware and software entities. Our aim is to show 
how context has been employed in dynamic computing environments.  
In the second section, we will discuss a few proposed generic architectures, which provide 
support for acquisition and appropriate abstraction of contexts. In the third section, we will focus on 
architectures and schemes, which are proposed for capturing higher-level contexts. 
2.1 Context-Aware systems 
Even though a wide range of context-aware systems have been developed in the recent past, 
most of them share similar characteristics in their use of context. Therefore we have selected some of 
them on the basis of their diversity in their context usage.  
2.1.1 PARKTAB 
The PARKTAB system [44] connects mobile devices called tabs to workstation-based 
applications, hiding the details of host mobility, message routing, and error recovery from applications. 
The system architecture consists of tabs, transceivers, IR-gateways, and tab agents.  
A tab is a palm-sized computer which can communicate wirelessly via an infrared link. A mobile 
user accesses applications residing on workstations through a tab. A transparent touch sensitive panel is 
layered on top of the display of the tab. Both the display and touch-screens can be rotated – manually – by 
180°. 
 An IR-gateway controls one or more transceivers connected to the serial port of a workstation. 
A tab agent, residing on a workstation, tracks the location of a tab it represents and links it to applications 
running on the workstation. The tab agent performs three functions: It forwards a request from and to a 
tab; it serves as an authoritative source of information regarding a tab’s whereabouts (this information is 
useful for providing location-based services), and manages communication channels. 
The PARKTAB system is optimised for three types of applications. The first types of 
applications augment the sensing capability of a tab user by dynamically discovering nearby resources 
that might be of interest and bringing them to the attention of the user. The second type of applications 
provides tagged information when a tab user is found at a specific location (such as displaying a to-buy 
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list when a person comes near to a refrigerator). Finally, the third type of applications perform predefined 
activities (such as reminding a user to reply to an email) which are associated with particular locations. 
2.1.2 iBadge 
The iBadge prototype system [45, 46] was developed with the idea of tracking children inside a 
kindergarten, and of monitoring their social and individual activities. The system incorporates sensing, 
processing, communication, and actuating units. The sensing unit includes orientation and tilt sensing, 
environmental sensing, and a localisation unit. The orientation and tilt-sensing unit comprises a magnetic 
sensor and a dual-axis accelerometer. The environmental sensing unit comprises a temperature sensor, a 
humidity sensor, a pressure sensor, and a light sensor. The localisation unit comprises an ultrasound 
transceiver and an RF transceiver for position and distance estimation. The processing unit includes 
speech processing and sensor data processing unit. 
A server side application assists a teacher to receive location, orientation, ambient, and audio 
contexts from the iBadge to determine the social and learning status of a child. The location and 
orientation contexts are used to determine whether a child is isolated or associates with other children; an 
audio context is used to determine whether the user is sociable or aggressive. Besides, the audio context is 
further processed to determine the student’s progress in learning English as a foreign language. 
2.1.3 Mediacup 
Mediacup [47] is an ordinary coffee mug in which a programmable hardware for sensing, 
processing, and communicating context is embedded. The hardware is a circular board designed to fit into 
the base of the cup. It incorporates a microcontroller, a 15KB memory for code processing and data 
storage, a diode for infrared communication, and an accelerometers as well as a temperature sensor.  
The mug continuously monitors its state by aggregating data from the two sensors and 
communicates the result to a remote application via a wireless channel. Heuristic-based rules are 
employed to reason about movement related contexts. The various propositions (contextual states) include 
whether a cup is stationary or not, whether someone is drinking from it or playing with it, or whether it is 
being carried around. The higher-level contextual states related to temperature include whether a cup is 
freshly filled with coffee or whether a coffee is cooling off. 
2.1.4 SenSay 
SenSay [48] simulates a context-aware mobile phone which adapts to a dynamic interaction 
environment. The system provides support for context dependent management of the ringing style of a 
mobile phone. Other activities include providing remote callers with support to label the degree of 
urgency of their calls, proposing to users call suggestions when they are idle, and providing callers with 
information regarding the current status of the called person.  
  
 
                                
 
-27- 
SenSay consists of a sensor box and three software modules – the sensor module, the decision 
module, and the action module. The sensor box is a self-contained box, housing a printed circuit board 
comprising two subsystems: an array of sensors and a microcontroller. The decision module provides 
rules for managing a user’s activity. The behaviour of a mobile user is modelled as a sequence of finite 
states; the decision module queries the sensor box through the sensor module to reason about the state of 
the user. Identified states are: idle, normal, uninterruptible, and active. These states indicate the behaviour 
of the mobile phone user. The action module, which is also a part of the decision module, manages 
changes in the setting and operation of the mobile phone. Used context types are sound pressure, 
temperature, light intensity, and movement. A Markov model is used to determine state transition. 
2.1.5 Sulawesi 
Sulawesi [49] is a framework for constructing user interfaces and applications for wearable 
computers which is able to accept input and deliver output via several media, and which is able to adapt 
to the user's environment. The user can provide instructions in a number of ways: keyboard, visual input, 
or speech. Depending on the activity of the user, a wearable computer may decide to output message 
using either speech or vision. Speech can be either a recognised or synthesized voice. The wearable 
computer system monitors the user’s current context to determine a suitable way of delivering the 
message to the user – if the user is walking, for example, the system decides to remind him about the 
message using a synthesised speech rather than simply displaying it on the screen.  
2.2 Generic Architectures  
The systems we discussed in section 2.1 are optimised for specific applications. As a result, 
context sharing, introduction of new activities unforeseen at design time, or modifying certain behaviours 
without redesigning the systems is difficult. In the next subsection, we will discuss existing generic 
architectures which take advantage of lessons learned in software engineering to decompose the design of 
context-aware systems into various concerns. 
2.2.1 Schilit’s Architecture 
Schilit’s architecture [44] is perhaps the first comprehensive architecture for context-aware 
mobile computing. It comprises three dynamic environment servers: device agents, user agents, and an 
active map. Device and user agents abstract device and user specific properties, respectively. A user agent 
encapsulates the preferences, profile, and current location of a user. A device agent encapsulates all 
information about a device, including its capacity, current state, and location. User agents and device 
agents discover each other by using the active map. The active map publishes information about dynamic 
environment objects along with their location and other geographic information. Each active map serves 
as a meeting place, and covers a given geographic region. Context-aware applications find the resources 
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they search for by querying the active man. Moreover, applications may subscribe to the active map to be 
notified of the arrival of a person or a device. 
2.2.2 The Context Toolkit 
Dey [12] proposes a distributed architecture that builds up on the principles and features of the 
architecture proposed by Schilit. It comprises context widgets, Aggregators, interpreters, a discoverer, and 
context storage. 
A widget is similar to a device agent, but it is not restricted to encapsulating the profiles of 
mobile devices; it can also abstract a sensing element and an actuator. By introducing widgets, Dey 
separates the context acquisition process from context usage. Separation of concern presents two 
opportunities: firstly, application developers are no longer concerned with the details of context 
acquisition – context-aware applications simply search and bind to available widgets which provide 
similar context types; secondly, sharing of context resources is possible, since applications are not tightly 
dependent on specific sensing technologies.  
The discoverer is similar to an active map – widgets, interpreters and Aggregators register at the 
discoverer to advertise their services to context-aware applications; applications and other components 
query and subscribe to the discoverer to search and bind to relevant components.  
Aggregators acquire context from multiple widgets to provide additional degree of separation 
between context acquisition and context usage. Nevertheless, they are similar in nature to widgets except 
in scope. Whereas a widget abstracts a particular sensing element, an Aggregator gathers all relevant 
contexts about an entity to describe it as wholly as possible. Aggregators have some similarity with 
Schilit’s device and user agents, in that they congregate all relevant information regarding an entity. The 
main difference is that user and device agents store location information, profile and device status, 
whereas Aggregators store a variety of contextual information describing various aspects of an entity. 
An interpreter provides a necessary abstraction to a piece of context, so that it is meaningful to 
the applications by which it is used. For example, an email address is mapped to a user’s name; the output 
of a GPS receiver is mapped to a street address in a city, and so forth.  
Context storage is employed for storing past and present contexts in order to refer to them in the 
future. 
2.2.3 Sylph 
The Sylph [45] architecture comprises sensor modules, a proxy core, and a service discovery 
module. A sensor module provides a standard means for initialising and accessing sensor devices. A 
service discovery module advertises sensors through some form of a lookup service. A proxy core 
manages application queries and translates between the semantics of the two types of modules. A sensor 
module and a discovery module are similar with that of a widget and a discoverer, respectively.  
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In Sylph, applications do not directly access sensor modules; they put query requests to the 
proxy core and the proxy core acts as a translator between the semantics of the application and that of the 
sensor module. A proxy core shields application developers from the concern of knowing the semantics 
of the different sensor modules. As far as applications are concerned, Sylph is a data-retrieval system: By 
using a uniform higher-level query language, applications put query requests to the proxy core. The proxy 
core translates the query request to the semantics of corresponding sensor modules and puts the request to 
the sensor modules on behalf of the applications. By doing so, it abstracts context acquisition from 
context-aware applications.  
The advantage of a proxy core is that applications do not have to comply with the various 
context acquisition semantics that might otherwise be required to access context from Heterogeneous 
sensor modules. An obvious drawback of a proxy core is scalability. 
2.2.4 Context Service 
The architecture proposed by Lei et al. [50] comprises a dispatcher, a configurable set of context 
drivers, and a collection of internal utility components. The dispatcher evaluates a request from a context-
aware application and routes the request to the appropriate context driver. A context driver abstracts 
context acquisition, and handles only one type of context. The architecture supports four internal utility 
components: a context cache, a work pacer, an event engine, and a privacy engine. The context catch 
stores currently accessed context in the main memory; the work pacer is responsible for scheduling 
requests; the event engine handles subscription requests; and a privacy engine ensures the arrival of only 
permissible requests. 
Apart from delivering context to applications, the architecture provides support to manage 
latency of context in accessing content from pervasive devices. The system uses pre-fetching and 
processing of anticipated client requests. Towards this end, the location of the client, certain entries in his 
calendar as well as the context history are taken into account. 
2.2.5 Context Managing Framework  
Korpipää et al. [51] propose a software framework for managing context in mobile devices. The 
framework comprises three main functional entities: a context manager, a resource server, and a 
recognition server. A resource server incorporates a sensor measurement unit, a pre-processor, a feature 
extraction unit, and a quantisation and semantic labelling unit. 
The context manager serves as a central node to which all other servers communicate. It stores 
context information from available sources. A resource server connects to a context source, transforms 
raw, high frequency sensory data to a low frequency, low-level context, and posts the result on the 
context manager’s “blackboard”. The low-level context abstraction process involves four phases: The 
measurement phase reads sensors and outputs raw-data; the pre-processing phase builds a measurement 
data array containing a number of samples (quantisation in time dimension) and calculates generic 
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features for each time interval; the feature extraction phase calculates more specific context features; and 
finally, the quantisation and sampling phase binds the feature values to a real-world context which 
conveys meaning according to a predefined ontology. 
The recognition service processes low-level context to obtain a more meaningful, higher-level 
context which simplifies user-application interaction. Together with a resource server, unstructured raw 
measurement data flow is converted to a representation defined in context ontology. 
2.2.6 Summary 
The architectures discussed in the preceding subsections share one essential feature – that they 
can be viewed as layered architectures.  
At the lowest layer, we find sensors delivering raw, unstructured data, measuring some aspects 
of the real world. In the second layer we find components providing abstraction to lower-level context 
acquisition. The third layer offers context aggregation or translation. This layer may or may not be 
occupied depending on the requirements of the applications to which the architectures provide support. 
The fourth layer is occupied by applications. Figure 2.1 shows the summary of the architectures. 
We do not consider service discovery components (such as active map and discoverer) as part of 
the architectures since they do not play any role in processing contexts except searching and discovering 
context sources.  
 
Applications 
Interpretation and aggregation 
Aggregators, interpreters, user agents, proxy core, 
context recognition server 
Lower-level abstraction 
Device agents, widgets, context drivers, sensor 
modules, resource server 
Sensor layer 
 
Figure 2.1: A summary of context acquisition and processing architectures. 
 
Depending on how the real world is viewed, the architectures above can be divided into two 
groups. In the first group, context is acquired from a set of components which map to real world objects 
and situations. The Context Toolkit and the Context Service belong to this group. Widgets and context 
drivers represent physical sensors and physical actuators; Aggregators represent people, places, and 
objects. In the second group, context is retrieved from a context blackboard by using some higher-level 
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query language. Context sources continuously post context values on the blackboard, and applications, 
without being required to deal with the details of how context acquisition process is carried out, employ 
the contexts. Sylph and the framework proposed by Korpipää et al. belong to this group. In Sylph, the 
proxy core server as a bridge between applications and sensor modules; the context manager serves as a 
central data store from which applications access context. 
The first approach takes a real world approach by “allowing application developers to think 
about and design their applications in terms of sensors and individual entities that exist in the real world” 
[14]. This offers a natural and straightforward approach to map components to real world entities. 
However, it forces developers to deal with individual widgets, context drivers, Aggregators, and 
interpreters, requiring a more procedural style of programming.  
The blackboard approach, on the other hand, allows application developers to describe their need 
declaratively. The context acquisition process is left to the infrastructure. Since components and 
applications deal with the blackboard only, the configuration problems seen in the real-world view is 
greatly simplified, with each component only having to know the location of the blackboard and the 
declarative language. An apparent drawback of a blackboard approach is its scalability.  
2.3 Need for Higher-Level Contexts 
Another common feature shared by the architectures we discussed above is that context usage is 
piecemeal, i.e., context is employed piece by piece or in a fragmentary way. A piecewise approach is not 
sufficient to present the real world to computers meaningfully and conceptually. The real world is far too 
complex to be captured in complete detail this way. Awareness of a real world situation should entail 
capturing abstract aspects of a computing environment in order to acquire the “whole picture” of what is 
taking place. In the following subsections we will discuss frameworks and architectures which are 
proposed to recognise higher-level contexts. 
2.3.1 Surrounding Context from Audio Features 
Peltonen et al. [52] classify auditory scenes into predefined classes by employing two 
classification mechanisms: 1-NN classifier and Mel-frequency cepstral coefficients with Gaussian 
mixture models. The aim is to recognise a physical environment by using audio information only. The 
audio scene comprises several everyday outside and inside environments, such as streets, restaurants, 
offices, homes, cars, etc.  
The features to be extracted for the purpose of classification are: zero-crossing rate (ZCR) and 
short-time average energy in time domain; band-energy ratio, spectral centroid, bandwidth, spectral roll-
off, and spectral flux in frequency domain; and linear prediction and cepstral features such as linear 
prediction coefficients (LPC), cepstral coefficient, and Mel-frequency cepstral coefficients (MFCC). The 
classification systems classify 17 out of 26 indoor and outdoor scenes with an accuracy of 68.4% with 
analysis duration of 30 seconds. Each classified scene has at least five samples from different recording 
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sessions before a classification process started. The classification performance is evaluated using leave-
one-out cross-validation, where a classifier is trained with all instances except the one that is left out for 
the classification.   
The limitation of this approach is the absence of a framework or architecture to support 
reusability dynamic recognition of different types of higher-level contexts. Furthermore, the primitive 
contexts employed are extracted from a single audio source - an audio signal; therefore, it is hard to 
conclude that the scheme employs a variety of contexts.   
Korpipää et al. [53] propose a multi-layered context-processing framework to carry out a similar 
work. At the bottom of the layer an array of sensors enclosed in a small sensor box is found, which will 
be attached to a shoulder strap of a backpack containing a laptop. When collecting scenario data, the user 
carries the backpack. A cordless mouse controls the measurement system to mark the scenario phase. 
Nine channels were used to obtain data pertaining to context from the environment: three of the channels 
for a three-axis accelerometer, two for light intensity, and one for temperature, humidity, skin 
conductivity, and audio.  
The other layers in the context processing hierarchy include a feature extraction layer 
incorporating a variety of audio signal processing algorithms from the MPEG-7 standard; a quantisation 
layer based on fuzzy sets and crisp limits; a classification layer employing a naïve Bayesian classifier 
which reasons about a complex context. A total of 47 quantised audio features, such as harmonicity ratio, 
spectral centroid, spectral spread, spectral flatness, and fundamental frequency are used to describe seven 
audio related contexts: speech, rock music, classical music, car, elevator, running tap water, or other 
sounds.  
The framework provides support to quantify the uncertainty associated with a recognition 
process; an additional merit of the framework includes training the model with data to recognise new 
contextual states. A conspicuous limitation of the framework is its employment of a naïve Bayesian 
classifier for recognising a higher-level context. A naïve Bayesian classifier assumes the absence of 
causal dependencies between the input primitive contexts. In most practical cases, however, this 
assumption does not hold true. For example, the temperature, light intensity, and relative humidity of a 
place are causally dependent on time, which, too, is a primitive context. Likewise, the relative humidity of 
a place is causally dependent on the temperature of a place. Subsequently, we cannot accurately reason 
about complex real-world situations by employing a naïve Bayesian classifier.  
2.3.2 Activity Context from Video features 
Moenne-Loccoz et al. [54] propose architecture to model the temporal evolution of visual 
features characterising a human behaviour, and to infer their occurrences. The architecture is composed of 
a vision module, an interpretation module, and a knowledge base. The vision module performs 
segmentation and classification on a video stream input; it also tracks individuals or groups of 
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individuals. The interpretation module recognises a set of behaviours such as the fighting of individuals 
or vandalism. To ease the interpretation task, three entities are introduced to the knowledge base:  
• State: it refers to the property of a mobile object. Examples are: seating/standing, 
still/walking/running. 
• Event: it characterises a change of state. Examples are: to sit down/to stand up, to 
stop/to begin running – to sit down, for instance, is the change of the state standing into 
the state seating. 
• Scenario: it is a combination of states, events, and/or sub-scenarios. Examples are: 
running towards a train, following someone. 
Additionally, the knowledge base defines a detailed description of prior knowledge of the scene 
environment to be used by the interpretation module. Knowledge of a scene environment includes the 
nature and position of still environment such as walls, benches, doors, etc; the expert knowledge defines a 
complex scene in terms of simple scenes. For example, running towards a train is described by a 
combination of the chain of events: running, train present, and trajectory is towards the train. 
The prior knowledge along with the representation of the scene presented by the vision module is 
supplied to a Bayesian network inside the interpretation module to recognise hierarchically all the 
occurrences of states, events, and scenarios, which signify human activities. 
Over 600 frames were used to train the network to recognised violent behaviours such as people 
fighting or show some pronounced agitation. 80% of the frames contain anticipated behaviour (violence) 
while the remaining 20% were spurious (no violence).  
The architecture provides support for the dynamic definition of higher-level contexts; the input 
contexts are, unfortunately, limited to video features. Since a Bayesian network is employed for a 
recognition purpose, the uncertainty associated with a recognition task can be quantified. Belief revision 
is not treated in the architecture.    
2.3.3 Activity Context from Video and Audio features 
Wu [55] extends the functionalities of Dey’s Aggregator to support context fusion. Even though 
the Aggregator proposed by Dey gathers relevant contexts pertaining to a particular entity so as to 
describe it as wholly as possible, it does not actually process these contexts to achieve a meaningful 
understanding of the situation of the entity. This assignment is left to the applications themselves. Dey’s 
argument for this is that aggregate context representation is application specific, since not all contexts 
related to an entity may be relevant to characterise a specific situation an application might be interested 
in; instead, an application might only be interested in a subset of these contexts. 
While this holds true, due to physical limitations of sensing elements and other external factors, 
propositions made by context sources (sensors) may incorporate uncertainty.  
Wu applies Dempster-Schafer’s theory of evidence to deal with uncertainty associated with 
context sensing. In his implementation, an Aggregator receives video and audio features from a camera 
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and a set of microphone widgets, respectively, to determine the likelihood of a participant’s focus of 
attention in a meeting.  
The application scenario comprises a small round table in a small meeting room, where a few 
people sitting around the table participate in a discussion. An omni-directional camera at the centre of the 
table captures the activities of the participants, while a microphone in front of each participant measures 
relative sound strength. A skin-colour based face detector recognises the face location, from which a 
participant’s head pose is estimated using neural network algorithms. A Gaussian model is assumed to 
describe the head pan angle distribution. The head pose estimated from this process is the basis for 
estimating a participant’s focus of attention. 
Meanwhile, the relative sound strength from each microphone is used to determine the speaker at 
any given time. Hence, the audio widget takes signal strength from all microphones as input to determine 
who is speaking at a given moment and who has been speaking a short while before. An essential 
assumption to infer a participant’s focus of attention is that non-speakers focus their attention on the 
present speaker. 
Accordingly, a participant’s focus of attention is estimated independently by two different 
sensing modalities. The Dempster-Schafer theory of evidence is used to combine the beliefs of the two 
sources in order to arrive at a reliable proposition. 
The strength of this approach lies in its ability to improve the quality of primitive contexts 
obtained from various sources, and in quantifying the uncertainty associated with context aggregation. 
The architecture as such does not provide support for the dynamic definition of contextual states. 
2.3.4 Activity Context from Multiple Contexts 
Mäntyjärvi et al. [56] proposes a four-layered framework for higher-level context recognition. At 
the lowest level there are context information sources. These sources deliver sampled raw measurements 
which map to physical properties. The middle layers are occupied by the context measurement and 
context atoms extraction unites, respectively.  After sampling, raw signals are pre-processed. In the case 
of sensor measurements, signal values are calibrated and rescaled. Pre-processed signals are used as 
inputs to various feature extraction methods in time and frequency domains producing features to 
describe context information. For example, the root mean square (RMS) value of an audio signal 
describes the loudness of a surrounding. The first task in context extraction is to abstract raw sensor 
signals and compress information by using different signal processing and feature extraction methods. 
The features to be extracted are chosen according to how well they describe some parts of the real world 
context. Extracted features are called context atoms since they contain the smallest amount of context 
information. The upper layer is occupied by the context information fusion unit, which manipulates the 
context atoms to recognise higher-level contexts. 
An implementation of the context information unit [57] employs k-means clustering and 
minimum-variance segmentation algorithms. Sensor data are logged from a self-contained device 
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containing an array of sensors comprising 3 accelerometers besides illumination sensors, humidity 
sensors, thermometers, skin conductivity sensors, and a microphone.  
The higher-level contexts recognised include discriminating between various everyday activities 
such as a user running, walking, a mobile device being in his hands of being placed on a table; and so on. 
The primitive contexts specified at design time for the recognition of the higher-level contexts do not 
change, and are assumed to be available all the time.  Moreover, the set of context states which are to be 
recognised as higher-level context remain fixed.   
2.3.5 Semantic Space 
Wang et al. propose the Semantic Space [13], which is a generic framework for reasoning about 
a higher-level context. It consists of context wrappers, a knowledge base, Aggregators, a context query 
engine, and a context reasoner.  
A context wrapper obtains raw context data from various sources to transform the data into 
context mark-ups. Contexts are represented as ontology instances and associated properties which 
applications can easily interpret. Among various contexts, the researchers identify three classes of real-
world objects – user, location, and computing entities, and one class of conceptual object – activity. These 
classes of contexts characterise smart spaces. 
An Aggregator discovers context wrappers and gathers context mark-ups from them; and then it 
asserts the mark-ups into the context knowledge base, updating it whenever a context event occurs. 
A context knowledge base stores extended context ontology for a particular space and context 
mark-ups provided by users or gathered from context wrappers. It also links the context ontology and the 
mark-ups in a single semantic model and provides interfaces for the context query engine and context 
reasoner to manipulate correlated contexts.  
The context query engine provides applications with support to query the context KB. RDF is 
adopted as a context query language to enable expressive queries.    
Finally, the context reasoner infers abstract higher-level contexts from basic sensed contexts. To 
enable the employment of general purpose logic-based reasoning engines, Semantic Space explicitly 
represents all contexts. Applications submit a set of rules to the context reasoner, which applies them to 
infer higher-level contexts. The Semantic Space implementation employs the Jena2 generic rule engine 
[58] to perform forward-chaining reasoning over the context KB.    
2.3.6 SOCAM 
Gu et al. propose the SOCAM architecture [59]; it shares many similar properties with the 
Semantic Space, and consists of a context provider, a context interpreter, a context database and a service 
locating component. A context provider provides context abstraction to separate the low-level context 
sensing from the higher-level context manipulation. Each context provider registers at a service registry 
by using the service locating component. The context interpreter consists of a Context Reasoner and a 
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Knowledge Base to carry out a logic-reasoning to obtain a higher-level context. The Context Reasoner 
has the functionality of providing deduced contexts based on sensed contexts; the KB contains a context 
ontology and the instances of (assertions on) this ontology. The researchers distinguish between defined 
and sensed contexts, which, in essence, are similar to explicit and implicit contexts as defined by Schmidt 
et al. [17]. In the case of defined contexts, the user may predefine the instances. A sensed context is an 
assertion of a context acquired from a context provider into the Knowledge Base.  
SOCAM supports two types of reasoning: an ontology based reasoning and a user defined 
reasoning. The ontology based reasoning component tests class consistency and implied relationships, 
asserting inter-ontology relations when integrating or switching between domain specific ontology. It 
includes RDFS reasoning and OWL reasoning. The RDFS reasoning supports the RDFS entailments 
described by the RDF Core Working Group [60]. The OWL reasoning supports OWL [61], which 
includes constructs such as relations between classes (e.g. disjoint-ness), cardinality (e.g. ‘exactly one’), 
equality, characteristics of properties (e.g. symmetry), and enumerated classes. 
The user-defined rule-based reasoning provides forward chaining, backward chaining and a 
hybrid execution model. The forward-chaining rule engine employs the standard RETE algorithm [62]; 
the backward-chaining rule engine employs a logic-programming engine similar to Prolog engines; and a 
hybrid execution mode performs reasoning by combining both forward-chaining and backward-chaining 
engines. 
The context database stores the context ontology and past contexts for a sub-domain. 
2.3.7 CoBrA 
Chen et al. [32] propose an agent-based architecture for supporting context-aware computing in 
the so-called intelligent spaces. Intelligent spaces comprise physical spaces (e.g. living rooms, vehicles, 
corporate offices and meeting rooms) which are populated with intelligent systems providing useful 
services to users. Central to CoBrA is the presence of an intelligent context broker that maintains and 
manages a shared contextual model on behalf of a community of agents.  
The architecture consists of a Context Knowledge Base, a Context Reasoning Engine, a Context 
Acquisition Module, and a Policy Management Module. The Context Knowledge Base serves as a 
persistent storage of the context knowledge, which is represented in RDFS triples (Subject, property, and 
object). The Context Reasoning Engine employs the Jena framework to deduce context knowledge 
through ontology inference and domain heuristic rules. The Context Acquisition Model provides a 
middleware abstraction for lower-level context acquisition. The Policy Management Module applies 
privacy rules to determine whether a particular agent has the right to access certain types of contextual 
information about an entity.  
Semantic Space, SOCAM, and COBrA incorporate a knowledge base and a reasoning scheme 
into the architecture, which enable them to apply subsumption tests to dynamically resolve ambiguity 
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associated with a higher-level context. Furthermore, due to the inclusion of an ontology framework, the 
frameworks can resolve semantic conflicts between data of Heterogeneous origins.  
A serious drawback of these frameworks is that they do not deal with uncertainty. The various 
primitive contexts gathered from context wrappers, context providers, and context acquisition modules 
are taken as reliable evidences. This however, is quite unrealistic, since uncertainty is always associated 
with sensed data and the context extracted from these data are prone to be inexact. Furthermore, the 
reliability of the sources delivering the data may not be ascertained, and the a priori knowledge that is 
required to manipulate the sensed data may not be up to date, i.e. it may not reflect the reality represented 
by the reasoning world-model.   
2.3.8 Conceptual Architectures 
Coutaz et al. [63] propose a conceptual, layered architecture for computing context. The chief 
aim is to make a system aware of the context of one or more humans. The system’s view of context is 
composed of a model of the user’s context plus a model of its own internal context. The system’s model 
of the user’s context enables it to determine what to observe and how to interpret the observations. The 
system’s model of its internal context provides a means to compose a confederation of components that 
capture the user’s contexts.  
Accordingly, the conceptual architecture consists of a sensing layer, a perceptual layer, a 
situation and context identification layer, and an exploitation layer. The sensing layer generates numeric 
observables; the perception layer is responsible for providing symbolic observables at the appropriate 
level of abstraction; the situation and context identification layer identifies the current situation and 
context from observables. According to Coutaz et al., a context of a user U and a task (the user’s goal to 
accomplish) T is a composition of situations – a situation is a particular assignment of entities to roles 
completed by a set of relations between the entities. An alternative definition given by the authors to a 
situation is the “state of the user with respect to his task”. The exploitation layer serves as an adapter 
between application semantics and the infrastructure, enabling applications to put declarative requests for 
context services.  
Similarly, Gellersen et al. [47] propose the generic TEA – Technology Enabling Awareness – 
architecture for sensor based computation of context. The lowest layer is the sensor layer, and is defined 
by an open-ended collection of sensors which capture some aspects of the real world. The middle layer is 
occupied by the cue layer, which introduces cues as abstraction from raw sensory data. This layer is 
responsible for extracting generic features from sensed data, hiding the sensor interfaces from the upper 
layer, which is the context layer, which manipulates the cues obtained from the cue layer, and computes 
context as an abstraction of a real world situation.  
Neither of the conceptual architecture prescribes to any particular algorithm or scheme to 
illustrate the implementation of the architectural layers. Consequently, it is difficult to evaluate the 
performance of the architectures by referencing the set of features introduced in section 1.5.  
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2.3.9 Summary  
Table 2.1 displays the performance of the architectures and frameworks discussed in section 2.3. 
They are evaluated on the basis of the features introduced in section 1.5. The approaches attempt to 
present to computers a portion of the real world conceptually and meaningfully by recognising higher-
level contexts as abstraction of or generalised from particular instances of atomic contexts. Our 
architecture builds upon the experience learned from these approaches while filling the gaps which were 
left unfilled by the earlier approaches. Its typical features are revised as follows: 
• Capability to capture dynamic, real-world situations; 
• Capability to measure and reflect to applications the uncertainty associated with a 
context;  
• Capability to update and correct the belief of the system with regards to the conditional 
dependencies between a higher-level context and the primitive contexts it abstracts; 
• Capability to deal with the dynamics of input context primitives; and, 
• Capability to dynamically define contextual states.  
 
The first aspect refers to the capability of the proposed architecture to present to computers a 
real-world situation wholly, meaningfully, and conceptually.  
The second aspect refers to the ability of the proposed architecture to deal with the uncertainty 
associated with sensed data and data sources. Some primitive contexts characterise a higher-level context 
better than others; when they are available, these primitive contexts enable the recognition of the higher-
level context with a higher degree of confidence; when they are unavailable, however, the uncertainty 
associated with a higher-level context becomes significant. Therefore, the architecture propagates 
uncertainty to applications and systems, so that they can decide how to react to a higher-level context. 
The third aspect refers to the capability of the proposed architecture to model with belief 
dynamic properties of entities which are part of a human-computer interaction, and to update the belief of 
the model. 
The fourth feature refers to the ability of the proposed architecture to deal with the dynamics of 
context sources. In a pervasive computing environment the mechanisms for context detection appear and 
disappear over time; accordingly, the architecture takes into account this change when reasoning about a 
higher-level context. 
Finally, the fifth aspect refers to capability of the architecture to dynamically defining the states 
of a higher-level context. At times, a reasoning scheme may find it difficult to distinguish between two or 
more states (propositions) of a higher-level context, because all of them are equally likely. Instead of 
randomly selecting for one of these states, it is preferable to define a state which subsumes all the likely 
states.  
  
 
                                
 
-39- 
In the following chapter, the conceptual foundation of the architecture will be laid down, and its 
static and dynamic properties will be discussed. In chapter 4, some established mathematical estimation 
and recognition schemes will be investigated, and the suitable schemes for the implementation of the 
architecture will be identified. In chapter 5, an in-depth discussion will be made about the implementation 
of the proposed architecture; experimental results will be given and the decision reliability of the 
architecture will be summarised. 
 
 
Table 2.1: Functional Comparison. 
Features Framework/ 
Architecture 
HCA BR DU DDC DDCS 
SCA D U D U U 
ACV D U D U D 
ACVA D U D U U 
AMC D U D D U 
Semantic Space D U U D D 
SOCAM D U U D D 
COBrA D U U D D 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
DDCS: Dynamic Definition of Contextual States 
DDC: Dealing with the Dynamics of Contexts 
HCA: Holistic and Conceptual Abstraction  
DU: Dealing with Uncertainty 
BR: Belief Revision 
ACVA: Activity context from video and audio (Wu). 
SCA:  Surrounding context from audio (Peltonen et al. and Korpipää et al.) 
ACV: Activity context from video (Moenne-Loccoz et al.) 
AMC: Activity context from multiple atomic contexts (Mäntyjärvi et al.) 
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Chapter 3  
Architecture  
 
This chapter introduces our architecture. Two brief scenarios will be given below to motivate the 
architecture: 
Phoebe is late for an important business presentation, since she has been having a ‘last minute’ 
telephone conversation with her boss. When she reaches the conference centre, it is crowded with the 
participants, who are waiting restlessly for her arrival. She quickly takes a sit next to the entrance, takes 
off her jacket and puts it on the side chair, and heads with her laptop directly to the front to hold her 
presentation. Her mobile phone, the volume of which is still turned on to maximum because of the 
previous setting, is inside her jacket. Fortunately, a context-aware system is running on her laptop to 
monitor Phoebe’s activities and to modify the behaviour of her mobile devices accordingly. Subsequently, 
the system gathers a set of primitive contexts such as ambient sound pressure level, room temperature, 
relative humidity, light intensity, the status of her laptop (interacting with a beamer) and the status of 
various applications, and computes Phoebe’s present context: it appears that she is either holding or 
attending a presentation. Afterwards, the system referenced Phoebe’s previous decisions with regards to 
attending or holding presentations: she usually switched her mobile phone to a silent mode and 
redirected calls to her secretary. Subsequently, the context-aware system automatically sets the mobile 
phone to a silent mode and redirects calls to her secretary. 
……………….. 
Next Phoebe is driving inside a foreign city, searching for a parking lot and expecting at the 
same time an important business related call from her boss. Her mobile phone, still inside her jacket and 
on silent mode because of the previous setting, is at the backseat. This time the context-aware system 
switches on the mobile phone, modifies the call-redirect setting, and searches for an external microphone 
and a loud speaker inside the car and binds to them to make phone conversation less obtrusive. 
The scenarios above describe two basic operations in order to dynamically modify the behaviour 
of the mobile phone: The understanding of Phoebe’s activities – presentation and driving inside a foreign 
city – and the understanding of her preferences when she is engaged in those activities. In each scenario, 
the activity (situation) of interest is characterised as follows:  
• Not all of its aspects can be known. 
• Not all known aspects can be captured. 
• Not all aspects are relevant to establish a shared situation. And, 
• There are conditional dependencies between some of the aspects which can be relevant 
to reason about the situation in which Phoebe is active. 
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Thus, modelling a higher-level context as a representation (or as an abstraction) of a real world 
situation requires the identification of aspects which are vital for describing the context and which can be 
captured by some means. Of these aspects, some can be captured in their entirety while others can only be 
approximated. Approximated aspects are modelled as beliefs owing to the fact that different or repeated 
observations of these aspects under similar circumstances might result in disparity. On the other hand, 
those aspects which can be captured completely are modelled as facts, since they will remain unchanged 
regardless of repeated observations.   
 
 
 
Figure 3.1: Identification of factual and probabilistic aspects of a context 
 
Consider the situation in which Phoebe holds a presentation. Modelling such a situation entails: 
(1) The identification of the various aspects of a presentation (e.g., sound pressure level, state of a 
beamer, state of a presentation application, present location, etc.), (2) the identification of the probable or 
definite state of each aspect (e.g., ambient sound pressure level should be between 5 to 10 dB with a 
probability of 86%, taking 20 micropascal as a reference; a beamer should be on, etc.), and (3) the 
establishment of logical or mathematical relationships between the situation to be captured and its various 
aspects.  
The aspects identified in (1) should be captured by employing sensors. These aspects can be 
either factual or probabilistic. For example, the status of a beamer (idle, on, or off) can be captured 
accurately, hence it should be modelled as a factual primitive context. On the other hand, measuring 
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sound pressure and attributing the result to a “person talking” incorporates uncertainty, hence it should be 
modelled as a belief.  Where a given aspect cannot directly be captured, it should be modelled as a higher-
level aspect. Suppose there is no mechanism to directly localise Phoebe. Since location is one aspect of a 
presentation, it should further be modelled by repeating the process outlined above. Figure 3.1 displays 
the way facts and beliefs model activity. 
 
 
 
Figure 3.2: Architecture for computing context in mobile devices. 
3.1 Context Acquisition and Processing 
This section carries out a conceptual treatment of the context processing unit. Chapter 4 will 
investigate some estimation and recognition techniques, which will be employed to implement the 
architecture; chapter 5 will discuss the software implementation aspect of the architecture in detail; and 
chapter 6 introduces a context modelling guideline to demonstrate how to set up some of the components 
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of the architecture – it will be shown how fuzzy logic and Bayesian Networks can be employed to model 
dynamic properties of entities and to reason about a higher-level context.  
The context processing unit consists of Primitive Context Servers (PCS), Aggregators, a 
Knowledge Base (KB), an Empirical Ambient Knowledge component (EAK), and a Composer.  
3.1.1 Primitive Context Server (PCS) 
A PCS abstracts from other components, such as Aggregators, the details and complexities of 
extracting data from physical sensors. Its main assignment include: Interaction with sensors and 
transformation of the raw sensory data into a meaningful context atom. An atomic context maps to a real 
world object. In some cases, multiple features (context atoms) can be extracted from sensed data – for 
example, from an audio signal, several features can be extracted; or as in the case of the DS1923 Dallas 
semiconductor humidity sensor from which both a relative humidity and a temperature measurement can 
be obtained. The primitive context provided by a PCS is delivered with a description of the sensing 
element for the components employing the context to decide how to rate the context. 
Ranganathan et al. [41] propose a context representation framework founded on first order 
predicate calculus, considering context as a predicate with three arguments: a subject, a relater, and an 
object. While the specific semantics of the relater is context dependent, the subject and object of the 
predicate refer, respectively, to the entity whose situation is characterised and the value (state) of the 
context to which the predicate refers. Here are a few examples: 
• Location(Chris, Entering, Room 3231) 
• Temperature(Room 3231, Is, 98 F) 
• Social Relationship(Venus, Sister, Serena) 
 
One noticeable drawback of this representation is the absence of timestamps. This thesis adopts 
the idea of using predicate logic for describing a context, but with the inclusion of timestamps.  
In addition to capturing and reporting atomic contexts, a PCS performs local administrative tasks 
such as tracking and monitoring the performance of the underlying sensing element. These activities are 
useful not only for ensuring smooth operations, but also for supporting quality checks. One way of 
reducing uncertainty is by setting some objective metrics to evaluate the reliability of a sensing element. 
Since physical sensors are deployed with technical specifications, including information about their 
accuracy, sensing range, resolution, operation condition, and so forth, this information is used as a metric 
for rating the quality of sensor data.  
3.1.2 Aggregators 
Often a piece of context is not sufficient to appropriately model a real-world situation. The real 
world is far too complex to be captured in complete detail by a single primitive context acquired from a 
single sensing element. Capturing several relevant aspects of a situation of interest enriches the system’s 
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knowledge about that situation. Moreover, the impact of inexact sensing can be minimised by aggregating 
data of multiple observations.  
Aggregation deals with the association, correlation, and combination of data from single or 
multiple sources to achieve a refined estimation [63]. The architecture supports two types of Aggregators: 
Homogeneous and Heterogeneous Aggregators. A Homogeneous Aggregator gathers and processes data 
from sensors which measure similar physical properties, i.e. similar primitive contexts. This is required in 
order to deal with inconsistency emanating from inexact sensing. Inconsistency partly occurs due to the 
fact that different sensors have different resolutions, sensing ranges, sensitivities, etc. As an example, a 
temperature Aggregator aggregates temperature measurements from multiple temperature sensors 
monitoring the thermal characteristic of one and the same room. The sensors should not necessarily be 
similar for a homogeneous aggregation to take place. The necessary condition is a similarity of context, 
not a similarity of sensors.  
A Heterogeneous Aggregator is similar to the Aggregator proposed by Cohen et al. [22]. It 
searches and binds to various Primitive Context Servers each of which delivers a context describing a 
different aspect of the same entity. The aim is to achieve completeness in modelling a real world 
situation. 
3.1.3 Knowledge Base (KB) 
A priori knowledge of entities (places, devices, persons, etc) playing a role in a dynamic 
computing environment is useful both for modelling a situation of interest and for appropriately 
manipulating sensor measurements.  
The KB thus comprises a collection of facts that constitute the vocabulary of an application 
domain, and a list of assertions about individual named entities in terms of this vocabulary. The 
vocabulary consists of concepts, which denote sets of entities, and relations, which denote binary 
relationships between these entities. In addition to atomic concepts and relations, the KB allows the 
building of complex descriptions of concepts and relations. 
Suppose we are interested to model a PLACE, since many real-world situations are directly 
associated with certain places. Some physical properties such as size, volume, and the location of a place 
can be modelled as facts which can be modelled inside the KB. Subsumption relations between places can 
be modelled as facts as well. To formally describe the facts and relations, consider defining the following 
concepts: PLACE, INDOORS, and ROOM. From these basic concepts other facts can be derived (using 
Description Logic):  
 
OUTDOORS ≡ PLACE ∩ ¬INDOORS;  
CORRIDOR ≡ INDOORS ∩ ¬ROOM; 
BUILDING ≡ ((INDOORS ∩ ∃hasROOM.PLACE ∩ hasCORRIDOR.PLACE) ∩ 
(≥2hasROOM ∩ ≥1hasCORRIDOR));  
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Through these classes of facts and relations, assertions about individual places can be made: For 
example: BUILDING(DU-18) and ROOM(Room180). From the above fact descriptions, it is clear that 
PLACE subsumes OUTDOORS and INDOORS; INDOORS subsumes BUILDING; BUILDING 
subsumes ROOM; ROOM and CORRIDOR, INDOORS and OUTDOORS are mutually exclusive 
PLACES (in that one is not contained in the other).  
Given that a room and a corridor are complementary (mutually exclusive) entities, a person can 
be either inside a ROOM or on a CORRIDOR. If he is inside a ROOM, then it is implied that he is inside 
a BUILDING too; and so forth. 
3.1.4 Empirical Ambient Knowledge (EAK) 
The KB accommodates facts only, however incomplete. There is little support to encode 
uncertain knowledge. Therefore, the new architecture introduces the EAK in order to accommodate the 
inclusion of uncertain knowledge.  
Empirical and heuristic knowledge of situations and people’s perception of them is helpful to 
reason about dynamic situations. However, this type of knowledge is rather based on beliefs established 
on past experiences and observations which cannot be described as facts, but as uncertain knowledge. 
Suppose a PLACE is modelled by employing data from sensors, describing the different 
properties of a PLACE. These sensory data comprise measurements of temperature, relative humidity, 
light intensity, and sound pressure. Besides, there is an empirical knowledge of various PLACES to 
manipulate the sensory evidence such as: ‘The temperature of a COLD ROOM in AUTUMN is between 
15 and 20°C with a probability of 0.67’. However, the sensory data as well as the empirical knowledge 
incorporate uncertainty; therefore cannot be represented as a fact.  
Another example is reasoning about people’s thermal comfort inside a lecture room on the bases 
of the following empirical knowledge: 
• Human thermal and humidity perception varies from season to season. A temperature 
ranging from 20 to 23.6° C is perceived as comfortable in winter, while in summer, the 
range from 22.8 to 26° C is perceived as comfortable. Likewise, a relative humidity ranging 
from 30 to 60% is perceived as comfortable in winter, while in summer, the range from 40 
to 60% is perceived as comfortable [65]. 
• In winter a person is more sensitive to draught than in summer. Hence, the acceptable air 
velocity inside a room should be below 0.15 m/s, while in summer it could be up to 0.25 m/s 
[65]. 
 
This belief may hold true for most places, but it may not be plausible to make sound conclusions 
by taking into account these statements alone. For these reasons, empirical and ambient knowledge is 
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represented as belief, using conditional probabilities (or fuzzy membership functions, basic probability 
mass functions, etc) to describe the degree of truthfulness of the belief.  
The EAK quantitatively describes various aspects of an entity in terms of numerous atomic 
contexts, which might be uncertain. The choice of a particular context atom depends on its capability in 
describing a relevant aspect of a situation of interest. Other criteria include feasibility of measuring or 
recognising the context atom as accurately and unambiguously as possible. 
3.1.5 Composer 
Even with reliable sensory data, one may still not be able to capture a real world situation. The 
reason for this is a gap between what sensors can provide and what applications may need. Composition 
deals with a single higher-level context as an abstraction of numerous primitive contexts.  
Once entities are modelled using the facts and beliefs stored in the KB and EAK, respectively, 
the Composer accesses these components to retrieve useful knowledge which can serve as a reference to 
manipulate reports from sensors. The result is a higher-level context representing a real world situation.  
A necessary requirement for the design of a Composer is its being robust to function in a highly 
dynamic and pervasive computing environment, where the state of available context sources as well as 
the available sources themselves may change quite significantly. One way to meet this challenge is to 
enrich the KB as well as the EAK with facts and beliefs; if some facts or beliefs are missing, the 
Composer may combine other facts and beliefs to arrive at a reliable conclusion.  
A Composer has three components: the first component is a logic based reasoning component 
(LBR), manipulating the facts, relations, and assertions in the KB; the second component is a reasoning 
component for dealing with imprecise, and possibly erroneous, data. For convenience of expression we 
call it probabilistic reasoning scheme (PRS), although it may or may not be such. This is, partly, because 
our own implementation is a probabilistic reasoning scheme. 
There are several recognition and classification schemes, which can be employed for 
implementing the PRS part of a software Composer. Chapter 4 will discuss four estimation and 
recognition schemes. 
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Figure 3.3:  Belief explanation and revision.  
 
The third component of the Composer is a decision unit. When appropriate, it combines the 
outcomes from the LBR and the PRS to make consistent decisions, for example, by selecting a 
proposition with the highest posterior probability from the PRS, and then by checking whether it does not 
contradict with the outcome from the LBR.  
At times, the PRS may not be able to make a decision because two or more propositions have 
equal posterior probabilities. Suppose a PRS cannot be able to discriminate between a CORRIDOR and a 
ROOM. Knowing from the KB that a CORRIDOR and a ROOM are mutually exclusive concepts, but a 
BUILDING subsumes both concepts, it is possible for the decision unit to decide for a BUILDING 
instead of randomly selecting for either a COORIDOR or a ROOM.  
Once a Composer arrives at a conclusion regarding a real-world situation and its relationship to 
various entities, it updates the KB and the EAK. The model of a computing environment should be 
updated to reflect the perceived change in the environment. Thus, a Composer interacts with the KB and 
EAK by querying and by modifying them, i.e. by adding and retracting facts, roles, beliefs, and 
assertions. This is displayed in figure 3.3. 
3.2 Event Handling Semantics and Rules 
The main goal of event handling in our architecture is to dynamically generate context rules, and 
to execute these rules when desirable contexts are sensed.  
A context rule consists, primarily, of an event, a condition, and an action. The event part is 
defined to be an instantaneous, atomic (happens completely or not) occurrence of interest at a point in the 
time line. The condition part of a context rule specifies qualification criteria for an event to trigger an 
action. An action corresponds to a controlled change in the behaviour of a context-aware application. It is 
an operation to be performed when an event has occurred and a condition is evaluated to be true.  
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Figure 3.4: A context rule definition and processing component as a part of a context-aware application. 
 
 
One common feature shared by context-aware applications is that they react to the contexts of a 
mobile user. In most context-aware applications, reaction to context entails the predefinition of a set of 
context rules. Figure 3.4 shows the way a context is integrated into context-aware applications. 
Predetermining context rules at design time and embedding these rules into the application’s 
business model introduces a number of limitations.  
Firstly, the context-aware applications react only to those context events that are explicitly 
expressed in the rules. If different combinations of context events can express a condition that leads to the 
same modification of behaviour, either the application developer has to foresee all these possibilities at 
design time, or the application does not react to such events.  
Secondly, for a context rule to be fired, the availability of mechanisms to detect the context 
events expressed in the context rule is presupposed; in the absence of presupposed mechanisms, there is 
no way for the application to react to events of interest. In a mobile computing environment, however, the 
availability of specific context sources (Primitive Context Servers) cannot be foreseen, as resources are 
highly dynamic.  
Thirdly, existential quantifiers required for setting conditions must be identified for every rule, 
which usually requires expert-knowledge. Consider the following example: ‘If environment loudness is 
above 12 dB, set ringing tone volume to 2.5’. To set such a rule, the user (or the application developer) 
should understand the meaning of 12 dB and the reference which is used to obtain the logarithmic value.   
 
  
 
                                
 
-49- 
 
 
Figure 3.5: Use of context-decision association to dynamically generate context rules. 
 
To ease these prohibitions, we provide support for dynamic generation of context rules. The way 
we achieve this goal is by taking into account past decisions of the user to reason about his present as well 
as future activities. Assumption to this is that the user makes certain decisions habitually. Where there is 
no regularity in the activities of a user, learning cannot take place, or requires substantial computational 
and storage overhead.  
This design approach enables the association of decision events (signifying the user’s activities) 
with the context wherein the decision events are produced. From these decision-context associations 
context rules or a subpart thereof will be dynamically generated. Moreover, by separating a rule 
processing component from an application’s logic and by providing a feedback system to a rule 
processing component, the flexible use of a context is facilitated. This scheme is summarised in figure 
3.5. 
3.2.1 Classification of Events 
We distinguish between primitive events and composite events. Primitive events are those 
predefined in the system; a mechanism for their detection is assumed to be available. Primitive events 
include temporal events, atomic context events, and events created by the invocation of methods or 
subroutines to perform specific actions, i.e., decision events.  
A primitive event, E, is expressed by an event expression, which includes the event’s name, the 
subject to which the event refers, the event’s value and the time of occurrence (timestamp). Hence, a 
primitive event can be represented as a predicate with four arguments. The predicate’s timestamp denotes 
the time at which the event occurs. The semantics of a primitive event expression is given by: 
 
( ) ( ) ( )( )( ) ( ) ( )( ) )1.3(,,, tsttsvsneventtsvsntE =∧∃∃∃∃≡  
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Where the existential quantifiers n, s, v, and ts are the event name, the subject, the value of the 
event, and the timestamp, respectively; the existential quantifier n refers to the name of a primitive event 
instance. Note that v in equation (3.2) can be a numerical value or simply an event object. Equation (3.2) 
and (3.3) show a valid instance of a context and a decision event, respectively.  
 
( ) ( ) )2.3(tC,20RoomA,e,temperatureventtET °≡  
( ) ( ) )3.3(2 t,DBCAEP,create,eventtEC ≡  
 
Equation (3.2) describes a temperature event of RoomA being 20°C; in equation (3.3) a file 
called DB2 is created by the application CAEP. Once primitive events are described this way, we can 
define a context rule using the event expression: 
( )( )( ) ( )( )( ) ( ) ( ) ( ) ( ) ( )4.3
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Equation (3.4) states that if the temperature measurement of RoomA (i.e., the 20°C value in 
equation (3.2) being an instance of the temperature variable i in equation (3.4)) goes below the threshold 
j, heater k should be adjusted such that the value of k is between l and m. 
The Primitive events discussed so far are useful for modelling simple behaviours. However, for 
many context-aware applications, it is necessary to detect certain combinations of different events as a 
single event, i.e., a composite event. We define composite events by applying event operators to 
constituent events that are primitive events. The simplest types of composite events are defined by 
disjunction and conjunction operations. A disjunction of two events, 1E and 2E , denoted by 21 EE ∨ , 
occurs when either one of the two events occurs; a conjunction of two events, 1E and 2E , denoted 
by 21 EE ∧ , occurs when both events occur at the same time, regardless of the sequence of their 
occurrences. Formally, the two events are expressed by, 
 
( )( ) ( ) ( ) )5.3(2121 tEtEtEE ∨=∨  
( )( ) ( ) ( ) )6.3(2121 tEtEtEE ∧=∧  
 
We adopt three additional composite event expressions, ANY, SEQ, and Aperiodic, from the 
Snoop event expression language [66]. These event specifications have been addressed primarily in the 
context of active database; their application, however, is not limited to active database. Here, the 
semantics of the event expression for the three composite events is given; their implementation will be 
discussed in the next subsection. 
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• ANY: is a conjunction event that occurs when m out of n distinct events occur, regardless of 
their order of occurrence. Formally, 
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In addition, suppose D is a vector of events E1, E2,…, En. The event expression: ( )DANY  
refers to the occurrence of any one or a combination of the events specified in D.  
 
• SEQ(;):  is a sequence of events where the order of occurrence is preserved. Formally,  
 
( )( ) ( ) ( ) ( ) ( )( ) )8.3(; 1211121 tttEtEttEE <∧∧∃=  
 
In equation (3.8), the composite event occurs when 2E occurs provided that 1E has already 
occurred.  
• Aperiodic (A): is the occurrence of an event, E2, within a closed time interval [E1, E3]. The 
composite event is a non-cumulative event; i.e., the event A is signalled every time E2 is detected 
within the time interval started by E1 and ended by E3. In equation (3.9), ( )23~ tE  denotes the 
non-occurrence of the event E3 at time t2. 
( )( ) ( )( ) ( ) ( )( ) ( ) ( )( )( ) )9.3(3,, 2211
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In the next section, we will introduce the Event Handler (EH) and the Rule Organiser (RO). 
These two components are required for the dynamic generation and execution of context rules.  
3.2.2 Event Handler (EH) 
The EH is a bridge between context-aware applications and the context acquisition and 
processing block. It receives decision events from applications and associates them with contexts that are 
acquired from the computing environment at the time the decision events are produced. Decision events 
are produced when an interesting context or a combination of context events are detected. 
Decisions are the basic elements with which useful services are executed or the behaviour of an 
interactive system is modified. Each decision corresponds to an action routine the execution of which 
causes a system to take certain actions, transforming one world model to some other world model.  
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To associate decisions events with contexts, the EH subscribes to context-aware applications to 
be notified of the occurrence of decision events. When a decision event arrives, the EH checks whether 
the same event has previously occurred; if it has not occurred, it tags the event by giving it a universally 
unique identifier (UUID) and associates the event with contexts characterising the situation of the user, 
the device, and the place. If the event has already occurred, the context association will occur in the same 
way, and additionally, the EH performs aggregation of decision-context associations. Aggregation deals, 
mostly, with the merging and filtering of decision-context associations referring to the same decision. The 
aim is to identify the types and states of primitive contexts which best represent a situation of interest in 
which a decision event occurs.  
Event handling is carried out between three components: The Event Receiver (ER), the Event 
History Log (EHL) and the Event Processor (EP). In the following three subsections we will introduce 
these components. 
 
 
 
 
 
3.2.2.1 Event Receiver (ER) 
The ER is responsible for subscribing to applications1 to be notified of the arrival of decision 
events. For example, for a word-processor application, these decision events are associated with loading, 
creating, sending, or receiving a file. For an application monitoring the status of a mobile phone, 
decisions are associated with adjusting the display’s brightness, volume control, ringing tone and so on. 
For a multimedia application, decisions are associated with language selection, volume control, screen 
size adjustment, and so forth. 
 
                                                          
1  There should be a registry and lookup service to discover and subscribe to currently running 
context-aware applications.  
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Figure 3.6: Components of the Event Handler. 
 
When the ER receives a decision event, it checks with the EHL to determine whether the 
decision event has already occurred. This ensures consistency of decision-context associations and avoids 
unnecessary redundancy. We denote an instance of a decision event, Ej, by
i
je , where i indicates the 
relative time of occurrence of the event je with respect to the occurrences of the same event 1je − . If a 
decision event has not occurred previously, it will receive a Universally Unique Identifier, UUID, to 
identify the event distinctively. Then the ER gathers context data from all available context sources, i.e., 
Composers, and associates the decision event with the currently acquired set of context types; finally, the 
association is forwarded to the EHL. If the same decision event has occurred previously, the decision-
context association takes place as before, but the event does not receive a UUID. 
3.2.2.2 Event History Log (EHL) 
A decision event, associated with contexts, is stored in the EHL until an observation time is over. 
An observation time is the time required to identify the contexts that best induces the occurrence of a 
decision event. When an observation time is over, the EHL pushes the decision-context associations it 
stores to the Event Processor.  
The EHL stores a set of decision events each of which is associated with a set of context events. 
No aggregation of decision-context association takes place.  
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3.2.2.3 Event Processor (EP) 
The EP aggregates decision-context associations following an observation time. It carries out this 
task by merging and filtering the set of associations.  
Often critiques point out the problem of training mobile devices by arguing that it is problematic 
to identify relevant contexts, which are required for the training. For example, if a user trains a mobile 
device to recognise walking by walking near a road with high traffic, the device may learn that traffic 
noise is a part of walking; on the other hand, if it is trained in silent surroundings, it may not recognise 
walking in noise [52]. The response to such argument is that it is possible to train a system to distinguish 
significant aspects of a situation of interest from spurious.  
Moreover, a real world situation can be modelled in a variety of ways, depending on the time and 
the availability of contexts. An indoor situation, for example, can be modelled in terms of temperature 
and humidity contexts as well as in terms of light intensity and audio contexts. As long as all context 
elements are associated with the same decision event, it is reasonable to assume that the context elements 
are correlated.  
In general, we deal with the dynamics of contexts in two ways. Firstly, the Composer we 
discussed earlier abstracts from the EP the dynamics of primitive contexts. Since the EP deals with 
higher-level contexts, dealing with primitive contexts is not its concern. Secondly, context types which 
are in the association and do not exhibit deterministic characteristics are not useful for learning, and will 
therefore not contribute to decision-context associations.  
The EP employs the sequential and ANY operations to merge and to filter context-decision 
associations. The ANY operator identifies a set of alternative contexts which can equally model a 
situation of interest. The sequential operation is used to model causal dependencies between multiple 
decisions. 
Once a decision-context association is aggregated, it is possible to produce a context rule from it. 
The context part of the association refers to the occurrence of a set of context events (the condition part of 
a context rule) signifying a situation of interest, while the decision component corresponds to the action to 
be performed when the context event is evaluated to be true. The context rules are produced and stored in 
the Rule Organiser, and the EH subscribes to the Composer to be notified of the occurrence of context 
events in order to fire context rules.  
3.2.3 Rule Organiser (RG) 
The main task of a rule organiser is the generation of context rules from an aggregated decision-
context association. Besides this, the RO manages and stores context rules. Managing context rules is 
necessary if two or more context events trigger the same decision event; or if two or more decision events 
can be mapped to the same set of context events. Example to the second case is switching a mobile phone 
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to a vibration mode and loading an appropriate document whenever a user is attending a meeting or a 
lecture.   
Therefore the RO merges, filters, and deletes context rules related to a single or multiple 
activities in similar or correlated situations. The sequential event operation is usually employed to 
aggregate decisions from multiple applications which map to similar context events.  
There are times when a set of rules no longer represent a user’s preferences. To cope with this 
situation, human intervention is required. Human intervention is followed by a process called unlearning 
– a process referring to the disintegration of context rules.   
3.2.4 Observation Time  
As we have mentioned earlier, our approach attempts to free both the application developer and 
the user from a priori setting context rules which are fired to modify the behaviour of applications or to 
invoke context-dependent services.  
The time required by the EH to associate decisions with contexts in order to reason about the 
activities of a user is called an observation time. It is expressed as an Aperiodic event described by 
equation (3.9). It must be noted that even though an event is assumed to instantaneously occur at a point 
in the time axis, the event might be initiated at a priori point in the time axis. 
An observation time begins and ends with temporal events. Between these two events a number 
of decision events, and the association of these decision events with contexts, occur.  
The E1 of an observation time can either be an absolute or a relative temporal event. An absolute 
temporal event corresponds to a unique time span on the time line with a clearly defined reference time 
and an offset time. A relative temporal event corresponds to a unique time span on the time line, but in 
this case the reference event can be other than a temporal event. A relative observation time can be 
defined in terms of the occurrence of a decision event.  
During an observation time, the event flow is from applications down to Primitive Context 
Servers. Following the notification of a decision event, the EH issues a query request to the Composer; 
the Composer issues a query request to the available Aggregators and Primitive Context Servers, and 
performs context reasoning to obtain an expressive higher-level context. The output of the Composer is 
then associated with the decision event.  
3.2.5 Execution Time 
An observation time is followed by an execution time. During the execution time, context rules 
are fired. The condition of firing rules is the occurrence of context events signifying a situation of interest. 
By now, the EH has learned the behaviour of the user in a situation of interest, and therefore subscribes to 
the Composer to be notified of the arrival of context events. The event flow is now from lower-level 
components to higher-level components and to context-aware applications. The final event to be produced 
is a decision event.  
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3.2.6 Association Scenarios 
Training the EH may take three forms. A user may decide to train the EH to discern: 
a) The occurrences of a particular decision event of a single application, in a specified 
situation; 
b) The occurrences of multiple decision events of a single application, in various situations; 
and, 
c) The occurrences of multiple decision events of multiple applications, in a specified 
situation. 
In the first case, the decision event as well as the contexts with which it is associated is 
predefined. Training a mobile device to switch to vibration mode whenever a user attends a lecture is an 
example. The assignment of the EH is to recognise the occurrences of the context events signifying the 
arrival of a lecture session in order to switch the mobile phone to a vibration mode. This scenario is 
described in figure 3.7. The elements of the Aperiodic event of the observation time of this scenario are 
defined as follows: 
( ) )10.3(11 attE =  
( ) )10.3(33 bttE =  
( ) ( ) ( ) ( )( ) )11.3(,,,2 ttstsvibrationemobilePhondjustmentringStyleAeventtstE =∧∃≡  
 
 
Figure 3.7: Training a system for a single decision from a single application. 
 
 
 
Figure 3.8: Training the System for multiple decisions from a single application. 
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Figure 3.9: Training a system for multiple decisions from multiple applications. 
 
According to equations (3.10a) and (3.10b), the observation time is set for the time 
interval: 31 ttt ≤≤ . It begins with t1, and ends with t3. Equation (3.11) expresses the occurrence of a 
decision event that adjusts the ring tone of a mobile phone. The decision event is produced by App1; the 
timestamp of the event signifies the occurrence of the event. 
In the second case, the system is trained to associate different contexts to a set of decision events 
coming from a single application only. This happens, for example, when the user trains the mobile phone 
how to behave in different situations. The various decision events are associated with (i.e. refer to), for 
example, the mobile phone switching itself to a vibration mode when the user attends lecture, adjusting 
the volume when the user walks along a noisy street, and so forth. Here the assignment of the EH is to 
recognise the occurrence of the various decision events, and to associate with their corresponding 
contexts. This is displayed in figure 3.8. To set the observation time, let D refers to any of the decision 
events of application A. The Aperiodic event is defined as shown in equation (3.12). The beginning and 
ending times are expressed as in equation (3.10a) and (3.10b).  
 
( )( ) ( )( ) )12.3(,,,, 31321 EDANYEAPeriodictEEEAPeriodic ≡  
 
 
 
 
 
 
 
 
 
In the third case, the system is trained to recognise multiple activities taking place within a single 
context. As an example, the set of related activities taking place during a presentation session are mapped 
to similar sets of contexts. The set of activities include switching a mobile phone to vibration mode, 
Table 3.1: Decision Matrix. 
A X D  A1 A2 … An 
D1 d11 d12 … d1n 
D2 d21 d22 … d1n 
.         
. 
.      
. 
.      
. 
.      
. 
.      
. 
Dn dn1  … dnn 
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turning on a beamer, loading a PowerPoint application, and so on. Figure 3.9 displays the scenario of the 
third case. The observation time for this scenario is described in the same way as in the second scenario; 
the only difference is that here D is a decision event matrix containing decision events from multiple 
applications. 
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Chapter 4  
Estimation and Recognition Schemes 
 
Reasoning about a higher-level context incorporates ignorance. Depending on the nature of the 
sensed data available and the way the data are manipulated, ignorance can be classified as follows: 
 Incompleteness: refers to the fact that some vital data about the real-world situation to be 
reasoned about is missing; the available data, however, are considered to be accurate. 
 Imprecision: refers to inexact data from sensors. Inexact data arises due, partly, to the physical 
limitations of the sensing elements employed. Different sensors have different resolution, 
accuracy, and sensing range. Besides, the performance of physical sensors can be influenced by 
external factors such as surrounding noise or temperature. 
 Uncertainty: refers to the absence of knowledge about the reliability of the data sources – this 
knowledge might be information about the parameters listed above to determine (characterise) 
the degree of imprecision incorporated in sensory data. 
 
Consequently, the architecture proposed in chapter 3 should address the problem of ignorance to 
avoid counterintuitive results.  
The first type of ignorance, the potential of not having sufficient knowledge of certain aspects of 
the real-world situation to be captured, can often be dealt with logic based reasoning schemes, where (1) 
there is a static pool of induction rules, and (2) available facts are combined by applying the induction 
rules to produce new hypothesis which are consistent with the model.  
Imprecision of sensory data and uncertainty about data sources cannot be dealt with logic based 
reasoning schemes. This chapter is primarily devoted to analysis of some existing estimation and 
recognition schemes which can be employed to deal with imprecise and uncertain data. In the following 
sections some schemes will be discussed and an attempt will be made to identify the suitable ones to 
implement the architecture. The schemes to be considered are: Fuzzy Logic (FL), Hidden Markov Models 
(HMM), Dempster-Schafer Theory of evidence (DST), and Bayesian Networks (BN). Even though neural 
networks are potential candidates, they will not be treated in this thesis owning to the fact that it is not 
feasible to implement them on mobile devices. 
4.1 Fuzzy Logic 
L.A. Zadeh introduces the fuzzy set theory, claiming that many sets in the world which surround 
us are defined by a non-distinct boundary [68, 69, 70]. The theory extends two-valued logic by allowing 
intermediate values, so that a gradual transition from falsehood to truth, or vice versa, is possible.  
In the conventional set theory, a set is a collection of items, which can be treated as a whole. It is 
therefore customary to describe a set by its members, i.e. an item from a given universe of discourse is 
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either a member or not. Membership definition for a set can be done either by intention or by extension. 
An intentional definition is a rule for computing a ‘true’ or ‘false’ value, whereas an extensional 
definition is an explicit enumeration of the items which constitute the set. In either case, the criterion for 
deciding whether an item is a member of a set is based on an either-or evaluation.  
A fuzzy set, in contrast, presents an alternative approach by allowing members to have 
intermediate values. Subsequently, notions like cold, warm, or very cold can be mathematically 
formulated and presented to computers to achieve more human-like decisions.  
4.1.1 Modelling  
The fuzzy membership function – a precise but subjective measure which depends on the context 
of use – attaches a numerical value to each element x of a fuzzy set, and is denoted by µ(x). It describes 
the degree of membership of the element x in a fuzzy set Y. The range of µ(x) lies between [0, 1]; 0 
denoting that x is certainly not an element of Y; and 1 denoting that x has full membership, that is, it is 
certainly included in the fuzzy set Y. Numbers lying between 0 and 1 signify the degree of membership 
associated with an item.  
One of the advantages of fuzzy logic is its allowance to define linguistic variables. For example, 
the thermal characteristic of a room can be described as: {very cold, cold, medium, hot, very hot}. The set 
of values a linguistic variable can take is called the variable’s term set. The linguistic variable: very cold, 
for instance, may take values between 7 and 0°C.  
 With the fuzzy elements of the set specified (enumerated) and corresponding membership 
functions defined, a fuzzy set is described as a collection of ordered pairs: 
 
( ) ( ) ( ){ } )1.4(,...,,,,, 2211 nnxxxY µµµ=  
 
In equation (4.1) xn represents an element of the fuzzy set Y with a grade of membership µn. 
4.1.2 Operations 
The elements of two or more fuzzy sets can be combined (fused) to create a new fuzzy set with 
its own membership function. In the same way crisp sets are manipulated using intersection, union, 
complement, and other set operations, fuzzy sets can be manipulated using conjunction, disjunction, 
complement, and containment operations. For example, a fuzzy set X is a subset of the set Y, if its 
membership function is less than or equal to the membership function of Y. 
Another operation particular to fuzzy logic is the modifier operation. A modifier modifies the 
meaning of a linguistic variable as well as its term set. For example, in the term “very cold”, the modifier 
very modifies the fuzzy term ‘cold’. By chaining primitive operations and modifiers, more complex fuzzy 
sets can be generated. Even though the precise interpretation of a modifier is application specific, 
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intuitively, it has either an intensifying or a lessening effect on the term it is applied to. Mathematically, 
this can be described by a power operation.  
Suppose the thermal property, cold is described as follows: for the range of temperature 
measurements below 7°C, it has a value of 1; for the range of temperature measurements above 15°C, it 
has a value of 0; but for the intermediate range, the value shows a gradual, linear decrement as shown 
(discrete measurements only) in equation (4.2). 
 
( ) )2.4(02.04.06.08.01=cold  
 
The modifier very, when applied to cold, modifies the membership function of equation (4.3) as 
follows: 
 
( ) ( ) )3.4(02.04.06.08.01 2 acoldvery =  
( ) ( ) )3.4(004.016.036.064.01 bcoldvery =  
 
On the contrary, the modifier, more or less, when applied to cold modifies the membership 
function of equation (4.3) as follows: 
 
( ) ( ) )4.4(02.04.06.08.01 21 acoldlessormore =  
( ) ( ) )4.4(044.063.077.089.01 bcoldlessormore =  
 
The interpretations of fuzzy logic operations are mostly application specific. Some examples are 
given below: 
o Gödel logic (G): where the conjunction operation is interpreted as an element-by-element 
minimum comparison of corresponding items of two fuzzy sets, whereas the disjunction 
operation is interpreted as an element-by-element maximum operation [71]; hence,  
 
( ) ( ){ } )5.4(,,, BbAabaminBA iiii ∈∈=∪  
 
o Lukasiewicz logic (L): where the conjunction operation is interpreted as maximum operation 
[72]; hence,  
 
( ){ } )6.4(,,1,0 BbAabamaxBA iiii ∈∈−+=∩  
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• Product logic (Π): where the conjunction operation is interpreted as an element-by-element 
product of corresponding items of two sets [73]. 
4.2 Dempster-Shafer Theory of Evidence 
Traditional probabilistic schemes dealing with uncertainty are established upon two basic 
assumptions: 
(A) The analyst has knowledge of the probabilities of all events. Where there is no 
sufficient knowledge with regards to some of the events, the Principle of 
Insufficient Reason is applied, and 
(B) The axiom of additivity is satisfied. 
 
(A): The Principle of Insufficient Reason. This assumption follows a principle that was first 
enunciated by Jakob Bernoulli, stating that if we are ignorant of the ways an event can occur (and 
therefore have no reason to believe that one way will occur preferentially compared to another), the event 
will occur equally likely in any way. This implies that, in considering the occurrence of events from a 
given sample space for which a probability distribution is not available, the Principle of Insufficient 
Reason is applied to assume a uniform probability distribution function; i.e. all events are equally likely.  
(B): The Axiom of Additivity. The axiom of additivity states that all probabilities satisfying 
specific properties must add to 1. This assumption forces the conclusion that knowledge of an event 
necessarily entails knowledge of the complement of that event. Hence: 
 
( )
( ) ( ) )7.4(1
1
1
⎪⎩
⎪⎨
⎧
−=
=∑
=
ii
N
i
i
xpxP
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The two basic assumptions work fine with systems which cope with aleatory uncertainty. This 
type of uncertainty, also called irreducible uncertainty, class A uncertainty, or stochastic uncertainty, 
results from the fact that a system can behave randomly. On the other hand, if we want to encode 
uncertainties resulting from lack of knowledge about some aspects of a system (epistemic uncertainty, 
also called subjective uncertainty, class B uncertainty, or reducible uncertainty), we might find ourselves 
violating the two assumptions above.  
The Dempster-Schafer theory of evidence (DST) offers an alternative to traditional probabilistic 
theory by providing schemes to encode epistemic uncertainty into the model of a system [75, 76]. 
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4.2.1 Modelling  
A DST system model is defined as an undirected graph with associated belief functions. For 
every variable or node A in the graph, the frame of decrement Ω(A) is the set of exhaustive and mutually 
exclusive propositions or hypothesis about A. If X is a node which consists of several individual nodes, 
Ω(A) is the Cartesian product of the frames of all conjoining members. Making a decision in DST is 
choosing the best proposition from Ω. Only one proposition can be true, otherwise the frame has to be 
redefined.  
Let 2Ω(A) denote the power set of Ω(A). A basic probability assignment, m, is a primitive of DST; 
it defines the mapping of the power set to the interval [0, 1]. The value of m for the set A, expresses the 
proportion of all relevant and available evidence which supports the claim that a particular element of X 
(the universal set) belongs to the set A, but to no particular subset of A. All the remaining subsets of A are 
represented by separate mass functions. 
A mass function must satisfy:  
 
( ) )8.4(1=∑
Ω⊆A
Am  
 
In equation (4.8), m should not be confused with a probability function, for it does not have to 
satisfy the additively axiom: 
 
( ) ( ) ( ) )9.4(BmAmBAm +≠∪  
 
Additional properties of a mass function are: 
 
( ) [ ]
( ) )10.4(0
1,0:
⎩⎨
⎧
=
→
φm
Amm
 
The total belief in the subset ( )AB Ω⊆ , where ( )AB Ω∈2 , is measured by the belief 
function, ( )ABel , which is defined as:  
 
( ) )11.4()(
AB\
∑
⊆
=
B
BmABel   
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The Belief function sums up all the basic probability functions of the proper subsets B of A.  It 
follows from equation (4.11) that for any singleton ( )AB Ω∈ , ( )BBel  is equal to ( )Bm , while for the 
entire frame ( )AΩ , ( )( ) 1=Ω ABel . The Plausibility function, ( )APl , is calculated by summing all the 
basic probability functions of the set B that intersects the set of interest A. 
 
( ) ( ) )12.4(
AB\
∑
≠∩
=
φB
BmAPl  
The belief value for the hypothesis A may be interpreted as the minimum uncertainty value about 
A, and its plausibility value, which is also the “unbelief” value of the complementary 
hypothesis ( ) ( )ABel1APl:A −= , may be interpreted as the maximum uncertainty value of A. Thus, 
uncertainty about A is represented by the values of the interval ( ) ( )[ ]APlsABel , , which is called the 
belief interval. The length of the belief interval provides a measurement of the imprecision about the 
uncertainty value. 
4.2.2 Operations  
In systems based on the DST belief model, a belief function representing input evidence or 
hypothesis can be propagated throughout the system by performing a series of local combinations and 
projections, provided that the belief network possesses the qualitative Markov property. Each basic 
probability assignment is induced by distinct observation, providing different assessment of the same 
frame of discernment.  
Combination in DST is based on the assumption that the sources are independent. Depending on 
the reliability of the sources, several combination rules can be applied. These rules potentially occupy a 
continuum between conjunction and disjunction operations. In situations where all sources are considered 
reliable, a conjunction operation can be appropriate (sensor A AND sensor B); in situations where one 
source is more reliable than the other, a disjunction operation may prove efficient (sensor A OR sensor B). 
However, rule interpretations are often domain specific.  
4.2.3 Dempster’s Rule of Combination 
The Dempster rule of combination is a generalisation of Baye’s rule. It is given by:  
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where [ ]( )1,0∈K  represents a basic probability assignment function associated with conflict; it 
is determined by summing the products of the basic probability assignments of all sets where the 
intersection is null. 1-K is interpreted as a measure of conflict between the different sources. The larger K 
is, the more the sources are conflicting, and the lesser the reliability of the combined data. When K equals 
1, the orthogonal sum does not exist, the sources are totally contradictory, and it is no longer possible to 
combine them.  
There are two potential reasons for conflicting evidences. The first reason is that the true 
hypothesis may exist outside the frame of discernment. This happens when the system model is an open 
world model. The second reason is that either one or more data sources are erroneous. In a closed world 
model, where the true hypothesis is enclosed within the frame of discernment, conflict is a taken as a 
result of erroneous sources.  
A serious drawback of equation (4.13) is that k1− tends to produce counterintuitive result in 
the presence of highly conflicting information [77, 78]. Alternative methods have been proposed to 
rectify this problem, of which the discount-and-combine rule, proposed by Shafer [79], and Yager’s 
modified combination rule [79, 80, 81] are the most popular. 
The discount-and-combine rule allows the analyst to discount a source of conflict first, and then 
combine the resulting functions with Dempster’s rule using a discounting function. The discounting 
function accounts for the absolute reliability of the sources, implying that the analyst is qualified to make 
distinctions between the reliability of sources of evidence. In modelling the thermal property of a room, 
for example, this might mean, taking into account the resolution, sensitivity, and sensing range of the 
sensors.  
Schafer applies the discounting function to each specified Belief by introducing a degree of trust, 
1-α, associated with a particular belief function A. α lies between [0, 1]. The discounting belief function 
is given by: 
( ) ( ) ( ) )14.4(1 ABelABel i αα −=  
 
where i is an index used to specify the particular discounting function associated with a belief 
measure.  The average of all belief functions associated with set A is then given by:  
( ) ( ) ( )( ) )15.4(...1 1 ABelABel
n
ABel nαα ++=  
 
Yager modified Dempster’s rule to produce a class of nonbiased operators, and handles conflicts 
by defining the ground probability mass function (designated by q) instead of the basic probability 
assignment function. The ground probability mass function is given by, 
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( ) ( ) ( ) )16.4(21∑
=∩
=
ACB
CmBmAq  
 
The major differences between the basic probability mass assignment, m, and the ground 
probability mass assignment, q, are the absence of the normalisation factor, 1-K, and the introduction of 
the mass attributed to the universal set. To circumvent normalisation, Yager allows the ground probability 
mass assignment of null set to be greater than 0, i.e.:  
 
( ) )17.4(0≥=φq  
 
Equation (4.17) is computed in exactly the same way as Dempster’s K (conflict) is calculated in 
equation (4.13). The value of the conflict represented by equation (4.15) is added to the ground 
probability assignment of the universal set, q(X), to yield the conversion of the ground probabilities to the 
basic probability assignment of the universal set, mY(X). 
Hence,  
( ) ( ) ( ) )18.4(φqXqXmY +=  
 
As can be seen, conflict is attributed to the universal set X. The interpretation of the mass of the 
universal set X in equation (4.18) is the degree of ignorance. Yager provides a means for updating an 
already combined structure when new information becomes available. This allows an analyst to deal with 
ignorance. Equation (4.19) shows the combination of n basic probability assignment structures. 
 
( ) ( ) ( ) ( ) )19.4(...
1
21∑
=∩ =
=
AA
n
i
n
i
AmAmAmAq  
4.3 Hidden Markov Models 
A Markov chain or process is a sequence of events (called states) the probability of each of 
which is wholly dependent on the event immediately preceding it. Given a sequence of 
states: { }nqqqQ ...,,, 21= , the state of nq is determined as: 
 
( ) ( ) )20.4(|,...,,| 1121 −− ≈ nnnn qqpqqqqp  
 
A Hidden Markov Model (HMM) represents stochastic sequences as Markov chains; the states 
are not directly observed, but are associated with observable evidences, called emissions, and their 
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occurrence probabilities depend on the hidden states [74]. The generation of a random sequence is the 
result of a random transition in the chain.  
HMM has been applied to a wide variety of dynamic systems, the most salient applications being 
the ones dealing with speech recognition. For these applications, the hidden states are the smallest units of 
a speech called phonemes. Every word is thus built from phonemes, which are identified with the hidden 
states. After different hidden Markov models are trained on examples, one can run each HMM separately 
on a new word to be recognised. Then the likelihood of every HMM is computed on the new word and 
the highest likelihood is chosen.  
 
 
Figure 4.1: A Hidden Markov Model.  
 
4.3.1 Modelling  
In order to model a process with an HMM, the following elements should be available: 
1. The number of states in the model, N. 
2. The number of observation symbols, M. 
3. The state transition probabilities described by a square matrix, A, such that, 
 
[ ]
( ) )21.4(,1,q| t1,
,
⎪⎩
⎪⎨⎧ ≤≤===
=
+ Njiijqpa
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where qt denotes the current state of the HMM. The transition probabilities of 
the matrix A should satisfy the following stochastic constraints:  
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)22.4(,1,0, Njia ji ≤≤≥  
  And, 
)23.4(1,1
1
Nia
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ij ≤≤=∑
=
 
1. A probability distribution in each of the states describing the occurrence of observable evidence 
(emission symbols) as given by: 
 
{ } )24.4()(kbB j=  
  where ( )kbj  refers to the probability associated with the observation of 
symbol k in state j, and is given by, 
 
( ) ( ) )25.4(1,1,jq| t MkNjvopkb ktj ≤≤≤≤===  
  
where vk denotes the kth observation symbol, and ot denotes the current 
parameter vector. The Matrix B should satisfy the following stochastic constraints: 
 
( ) )26.4(1,1,0 MkNjkbj ≤≤≤≤≥  
  And, 
( ) )27.4(1,1
1
Njkb
M
i
j ≤≤=∑
=
 
2. A probability distribution of the model’s initial state, denoted byπ, which is a row stochastic 
matrix. The three row matrices A, B and π define the Hidden Markov Model: ( )πλ ,, BA= .  
 
In addition to the Markov condition, for mathematical and computational tractability, the 
following assumptions are held: 
(1) State transition probabilities are independent of the actual time at which a 
transition takes place. This is given by: 
 
( ) ( ) )28.4(iq|iq| t212t111 ===== ++ jqpjqp tt  
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for any time t1 and t2.  
(2) Observation symbols are statistically independent of previous observations. 
Thus, for a sequence of observations: ( )NoooO ...,,, 21= . 
{ } ( ) )29.4(,|,...,,|
1
21 ∏
=
=
N
n
nnn qopqqqOp λλ  
4.3.2 Operations 
Operations with Hidden Markov Models are often carried out with three goals in mind: (1) given 
the model λ = (A, B,π), and a sequence of observations O, one might want to compute the likelihood of 
the observed sequence O, i.e., p(O|λ); (2) given λ = (A, B,π) and an observation sequence O, one might 
want to determine an optimal state sequence for the underlying Markov process – in other words, uncover 
the most likely hidden states of the HMM; or (3) given an observation sequence O and the dimensions N 
and M, one might want to determine λ = (A, B,π) that maximises the probability of O – this is useful for 
training the model to best fit the observed data. 
4.4  Bayesian Networks 
Inferential statistics attempts to make valid predictions based on a random sample of all possible 
observations. The precision obtained by stochastic sampling generally increases with the number of 
samples generated. The application of prior knowledge into the computation is not permitted so as not to 
allow the introduction of extraneous data which might skew the experimental results.  
There are times, however, when the use of prior knowledge would be a useful contribution to 
evaluate causal relations between sample elements. Causality refers to the relation between a cause and its 
effect or between regularly correlated events or phenomena. In probability theory, causality is expressed 
using Baye’s theorem:  
( ) ( )( ) )30.4(
,|
ep
hepehp =  
 
( ) ( ) ( )( ) )31.4(
||
ep
hphepehp =  
 
In equation (4.31), the left side term is called the posterior probability or probability of a 
hypothesis, which should be updated when evidence is found; the numerators of the right term are the 
likelihood probability and the probability of a priori knowledge, respectively; the denominator of the right 
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term is the probability of evidence. It is not usually necessary to calculate ( )ep directly as it can be 
obtained by normalising the likelihood probability: ( )hep | .  
 
( ) ( ) )32.4(h|
h
∑= epep  
 
Bayesian networks apply Baye’s theorem to model probabilistic relationships among distinctions 
of interest in an uncertain-reasoning [82]. The networks are directed acyclic graphs (DAG) where nodes 
represent random variables and a directed arrow represents conditional dependence between the random 
variables. A particular configuration of a Bayesian network refers to an instantiation of the random 
variables with values from a two dimensional value vector; the possibility of this configuration is 
determined by its joint probability. 
Bayesian networks as reasoning schemes are widely applied in medical diagnosis [83], map 
learning [84], language understanding [85], vision [86], data mining [87], and in many other research 
areas because of their capability to integrate statistical techniques with graphical models, and because of 
the presence of several efficient algorithms which address tractability issues.  
4.4.1 Modelling 
Despite its name, a Bayesian Network does not necessarily imply a commitment to Baye’s 
methods; instead, it is called so because it applies Baye’s rule to calculate joint probability distributions. 
As well as HMM, a Bayesian Network obeys the Markov condition for mathematical and computational 
tractability. Hence, a node is conditionally independent of its non-descendants given its parent in G; 
where G is the graph topology of the network. Thus, 
 
( ) ( )( ) )33.4(|...,,,
1
21 ∏
=
=
N
j
jjj nparentnpnnnp  
 
where jnnn ...,,, 21 are the possible values of the random variables of the network. Consider the 
arbitrary Bayesian Network of figure 4.2. The joint probability distribution of the network is given by: 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) )34.4(|||,||,,,,, 112133632524654321 npnnpnnpnnpnnnpnnpnnnnnnp =  
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Figure 4.2: A Bayesian Network. 
 
Once a Bayesian network is established and dependency between the random variables, even 
partially, is defined, then it is possible to carry out the following tasks [88]:  
 Since the model encodes dependencies among all variables, it can readily reason about situations 
where some data entries are missing. 
 The network can be trained to learn causal relationships, and hence can be used to gain 
understanding about a problem domain and to predict the consequences of intervention. 
 As the model has both a causal and probabilistic semantics, it is an ideal representation for 
combining prior knowledge (which often comes in causal form) and data2. 
 
Suppose node N1, N2, and N3 in figure (4.2) represent higher-level contexts, which should be 
reasoned about; and N4, N5, and N6 represent primitive context extracted from sensory data. Baye’s rule 
and the Markov condition can be applied to compute the higher-level contexts given sensory data and 
conditional probabilities revealing causal relationships between the nodes. For example, to compute the 
probability distribution of all mutually exclusive and exhaustive values of 1N  for a given configuration of 
the network, we have: 
 
( ) ( )( ) )35.4(,,,,
,,,,,,,,,|
65432
654321
654321 nnnnnp
nnnnnNpnnnnnNp =  
                                                          
2 For higher-level context recognition, the observation data (evidence) come from sensors.  
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In equation (4.35), 1N represents a random variable. Using the product rule of probability, both 
the numerator and the denominator of equation (4.35) can be factored as follows: 
 
( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) )36.4(|||,||
|||,||,,,,|
1
112133632524
112133632524
654321 ∑=
N
NpNnpNnpnnpnnnpnnp
NpNnpnnpnnpnnnpnnpnnnnnNp  
 
Simplifying equation (4.36) yields,  
 
( ) ( ) ( ) ( )( ) ( ) ( ) )37.4(||
||,,,,|
1
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4.4.2 Operations 
Operations in BN can be decomposed into inference and learning. Inference refers to the 
computation of a posterior probability distribution over a model (or parameters). In equation (4.37), the 
posterior probability ( )ehP |  was computed with the assumption that the structure of the network had 
been known and the prior probability distribution had already been available.  
Learning might refer to the structure of the model, or the parameters, or both [89]. Furthermore, 
learning may take place in the presence of either fully or partially observed variables. In any case, the 
goal of learning is to find a single model (or set of parameters) which best explains the observed 
evidence.  
Table (4.2) displays a summary of the various learning tasks a BN can carry out.  To reason 
about higher-level contexts, usually the structure of the network as well as evidence from sensory data – 
though sparse – would be available. Hence, the reasoning task is reduced to applying tractable likelihood 
schemes for learning joint probabilities from partially available evidences. Exact methods for computing 
the probability distribution are intractable, since the number of parameters increases exponentially with 
the amount of missing data. 
One tractable scheme for calculating probability distribution is the expectation-maximisation 
(EM) algorithm [88], which is given by, 
 
( )( ) )38.4(|
ijij
ijkijk
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Table 4.1: Learning methods in Bayesian Networks [89]. 
Stricture Observability Method 
Known Full Sample statistics 
Known Partial EM or gradient access 
Unknown Full Search through model space 
Unknown Partial Structural EM 
 
In equation (4.34), ijkN represents the number of times the term: ( ) jXparentskX ii == ,  
appears in the evidence data; and ijkα represents the priori belief about the frequency of occurrence of the 
term: ( ) jXparentskX ii == , . 
4.4.3 Belief Propagation 
Even with the Markov condition satisfied, computing the posterior probability using equation 
4.37 can be NP-hard. Considering the mobility of users, the resource constraint in mobile devices, and the 
fact that a context is useful in so far as it describes current real-world situation (i.e., context should be 
timely), a context recognition scheme should be tractable. 
A significant body of work exists on tractable algorithms, among which are: message passing 
[90], junction tree propagation [91], cut-set conditioning [90], and bucket elimination [92, 93]. The basic 
idea behind these algorithms is that local posterior and joint probabilities can be computed for nodes to 
which evidence is available; and then the belief can be propagated throughout the BN. This approach is 
known as belief updating.  
In this thesis, only the junction tree propagation will be considered owing to the algorithm’s 
simplicity and efficiency. The junction tree algorithm propagates evidence across a BN by representing 
the joint probability distribution on an undirected graph called the junction tree, which has the following 
characteristics: 
 Its nodes are clusters of random variables, which are taken from the original BN. 
 Given two clusters C1 and C2, every node on the path between them contains their 
intersection: C1 ∩ C2. 
 A separator S is associated with each edge and contains the variables in the intersection 
between neighbouring nodes. 
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Figure 4.3: The Moral Graph 
 
To construct a junction tree from a BN, the following four steps are required: 
 Step 1. Construction of a moral graph by marrying parents and removing arrows. 
 Step 2. Triangulation of the moral graph if every cycle of length greater than 3 
possesses cords. 
 Step 3. Identification of cliques and separators. A clique is a subset of nodes which is 
complete (i.e., there is an edge between every pair of nodes) and maximal.  
 Step 4. Building the junction tree by ordering the cliques such that they possess the 
running intersection property, i.e., for all 1 < j ≤ k, there is an m < j such that Cj ∩ 
(C1∪… ∪Cj-1) ⊆ Ci.  
 
 
Figure 4.4: The Junction Tree. 
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Using figure 4.2 as an example, the four steps are illustrated as follows: 
 Step 1. The moral graph is constructed by marrying node N2 and N3 since both are 
parents of N5. This is shown in figure 4.3. 
 Step 2. Triangulation is not performed as there is no cycle possessing nodes greater than 
3. 
 Step 3. The following cliques are identified: {N1, N2, N3}, {N2, N3, N5}, {N2, N4}, {N3, 
N6}. The following are separators: {N3}, {N2}, {N2, N3}  
 Step 4. Figure 4.4 displays the junction tree constructed using the cliques and separators 
identified in step 3. 
4.4.4 Potentials of a Junction Tree  
The joint probability of a BN is represented in terms of potential functions, ϕ, defined on each 
clique and on each separator of the junction tree. This is given by: 
 
( )
( )( )
( )( ) )39.4(∏
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The potential functions represent marginal joint probability distributions for the variables which 
are members of cliques and separators so that: 
 
( ) ( ) )40.4( aXPX CCC =φ  
( ) ( ) )40.4( bXPX SSS =φ  
 
Computing local potentials and propagating beliefs involve initialisation and propagation phases. 
During the initialisation phase three tasks are carried out: First, all potentials are set to unity. Second, for 
each variable, Ni, a clique in the junction tree is selected such that both the variable and its 
parents, ( )iNPa , are contained in the clique. Third, the potentials are multiplied by ( )( )ii NPaNP | . 
Equation (4.41a) and (4.41b) illustrate computation of local potentials for the two cliques of figure 4.4, 
{N1, N2, N3}, {N2, N3, N5}:   
 
( ) ( ) ( ) )41.4(|| 11312321 aNPNNPNNPNNN =φ  
( ) )41.4(,| 325532 bNNNPNNN =φ  
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Table 4.2: Summary of Estimation and Recognition Schemes. 
Scheme Model Elements  Operations Algorithm Decision 
LBR 
Facts,  
Roles,   
A pool of rules 
Conjunction  
Disjunction,  
Complement, 
Implication, and  
By implication 
Forward-chaining,  
Backward chaining Deduction 
FL 
Members,  
Membership 
function 
Intersection,  
Union, Complement   Best Membership 
DST 
Belief,  
Plausibility,  
Basic Mass function 
Combination rule   Max of possibility, Max of necessity 
HMM 
State matrix,  
Observation Matrix,  
Initial state 
Baye‘s theorem,  
Markov condition 
Forward Algorithm 
Forward-Backward 
Algorithm 
Optimal State Sequence, 
Highest Posterior 
Probability  
 
BN 
Nodes,  
Conditional 
Dependencies,  
Joint Probability 
Distribution 
Baye‘s theorem,  
Markov condition 
Junction tree,  
Message Passing,  
Bucket Elimination 
Cut-Set Conditioning 
Highest Posterior 
Probability 
Maximum Likelihood 
Estimate 
 
 
The propagation phase involves passing evidence from one clique, C1, to another clique, C2, via 
the separator, S0 in between them.  This is carried out by obtaining a new potential for S0 by marginalising 
out the variables in C1 which are not in S0 and by obtaining a new potential for C2 such that:  
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4.5 Summary 
The chapter investigated four estimation and recognition schemes which could be used to realise 
the architecture proposed in chapter 3.  
The first scheme is fuzzy logic, which extends two-valued logic by allowing intermediate values, 
as a result of which a gradual transition from falsehood to truth is possible. Moreover, fuzzy logic permits 
the definition of linguistic variables and modifiers; whereas linguistic variables are useful for defining 
members of a fuzzy set conceptually, modifiers, used with syntactic rules, build well formed sentences. 
Consequently, fuzzy logic is suitable for modelling a primary context the state of which cannot be defined 
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precisely. The thermal characteristics of a room, for example, can be modelled in terms of the linguistic 
variables: very cold, cold, lukewarm, warm, and hot. The term sets of each of the linguistic variables can 
be defined based on heuristic or empirical observations.   
 
 
 
 
Figure 4.5: Architectural implementation summary. 
 
The second scheme is Dempster-Schafer’s theory of evidence, which allows the allocation of 
probability mass to sets or intervals without requiring an assumption regarding the probability of the 
individual constituents of the set or interval. An essential aspect of this theory is the combination of 
evidence obtained from multiple sources, which might potentially deliver conflicting reports. This makes 
DST an appropriate tool to improve the quality of sensory data. Therefore, a Homogeneous Aggregator 
can be implemented by employing DST; the technical specifications of multiple sensors (accuracy, 
sensing range, and resolution) can then serve to encode epistemic uncertainty and to determine basic mass 
function. Where there is no technical specification, the Principle of Insufficient Reason can be imposed, 
assigning equal mass for all sources. 
The third and fourth schemes treated were Hidden Markov Models and Bayesian Networks, both 
of which employ Baye’s theorem and the Markov condition to model conditional dependencies among 
random variables. Both schemes, besides being well-established recognition schemes in various electrical 
engineering and computer science fields, have several efficient algorithms that yield approximate, 
tractable results. 
A Hidden Markov Model represents stochastic sequences as Markov chain, the states of which 
are associated with observable evidences. Desirable features include: given the model and a sequence of 
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observations, it is possible to compute the likelihood of the observed sequence; and, given the model and 
an observation sequence, it is possible to compute an optimal state sequence for the underlying Markov 
process, that is, it is possible to uncover the most likely hidden sequences of the model. These two 
characteristics make HMM suitable for implementing a Composer, which takes primitive contexts as 
observable sequences to ‘uncover’ a real-world situation. The problem with HMM is that, more often than 
not, human activities as well as most real-world situations are quite difficult to describe as a sequence of 
events. Besides, even if we manage to model human activities as sequence of events, it is difficult to grant 
mechanisms for capturing every element of the observable sequence; hence, it is costly to predict the 
behaviour of the model when one or more of the observable sequences are missing.  
Bayesian Networks exhibit many features which make them suitable for implementing a 
Composer. To begin with, since the model can encode dependencies among primitive contexts, it can 
readily reason about situations where some data entries are missing; secondly, it is an ideal representation 
for combining prior knowledge and sensory data; and thirdly, the network can be trained to learn causal 
relationships between primitive contexts and the real-world situation they describe.  
Figure 4.5 shows the components of the context processing architecture along with the 
corresponding estimation and recognition schemes. In the next chapter, we will illustrate how we 
employed Bayesian Networks to implement a software Composer. Table 4.2 summaries the four 
estimation and recognition schemes.  
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Chapter 5  
Implementation  
 
This chapter discusses the implementation of the architecture proposed in chapter 3. As a 
summary, the architecture consists of two main units: the context processing unit and the event processing 
unit. The main task of the context processing unit is to abstract the recognition of a higher-level context 
from context-aware systems and applications. The Event processing unit is responsible for associating 
decision events with the context in which the decision events are produced, and to eventually generate 
context rules from decision-context associations. The main focus of this chapter is the implementation of 
the context processing unit. The event processing unit is treated in chapter 6 where the Context-Aware E-
Pad application is introduced. The application will be used to demonstrate the dynamic generation of 
context rules. 
The rest of this chapter is divided into three sections: The first two sections discuss issues related 
to distributed context sensing and processing – the first section introduces distributed communication and 
the second section introduces a generic framework for exchanging and processing context related 
requests. The third section provides an in-depth discussion on the implementation of individual 
components constituting the context processing unit.  
5.1 Communication  
In a pervasive computing environment, the devices used to sense context most likely will not be 
attached to the same computer running an application which will react to the context. Besides, the need to 
share context between multiple applications calls for communication across physically distributed 
machines in a transparent way.  
Components running on a device other than the one on which a Composer is running, should 
either implement or instantiate a class which implements the CommunicationHandler interface to 
receive and send requests. An implementation of the CommunicationHandler begins its life as a 
single thread, but spawns additional threads as requests arrive to be dispatched or received. The need to 
handle multiple requests concurrently invariably necessitates multithreaded communications.      
The CommunicationHandler interface defines two operations: the send operation and 
the receive operation. To define these two operations, two objects are required: a Request object and 
a RequestResolver object. Figure 5.1 displays the CommunicationHandler interface. The 
Request interface, which is similar to an HTTP framework, specifies the way a context request should 
be encoded. A request should have a Header and a Body. The Header section contains the sender 
Address, the recipient Address, the request type, and information about the Body’s format, among 
other things. For IP based communication, the Address object contains the IP address and port number; 
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for Bluetooth based communication, it contains the device name and ID. The Body object contains the 
content of the actual request. The Request interface is shown in figure 5.2. 
 
interface CommunicationHandler{ 
 void send( in Request request ); 
 void receive( in RequestResolver rr ); 
raises( IOException ); 
}; 
Figure 5.1: The CommunicationHandler interface. 
 
interface Request{ 
 void setHeader( in Header header ); 
 Header getHeader(); 
 void setBody( in Body body ); 
 Body getBody(); 
raises( UnsupportedFormat ); 
}; 
Figure 5.2: The Request interface. 
 
interface RequestResolver{ 
 void resolveRequest( in Request request ) 
raises( UnsupportedRequest ); 
}; 
Figure 5.3: The RequestResolver interface. 
 
An additional interface useful for processing context requests is the RequestResolver the 
description of which is shown in figure 5.3.  
The send operation of the CommunicationHandler extracts the Header of the Request 
object to obtain the Address of the recipient to which the request should be sent. The receive 
operation receives incoming Request objects and forwards them to the RequestResolver for 
processing. All components should either implement or instantiate a class which implements the 
RequestResolver interface in order to process an incoming Request object. After a Request 
object is received by the receive operation of the CommunicationHandler, it will be forwarded to 
the resolveRequest operation of the RequestResolver. The resolveRequest retrieves the 
Header object from the Request object, proves whether the sender is a legitimate sender, checks the 
request type and the body format, and then invokes the right operation which can handle the specified 
request type. If a request object contains a request type which is not supported by the component, an 
UnsupportedRequest will be raised. 
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The implementation of a resolveRequest is component specific, since not all components 
process requests in a similar way. Table 5.1 and 5.2 summarise which of the request types should be 
supported by a particular component. Figure 5.4 displays a portion of a java class implementing the 
RequestResolver interface. Figure 5.5 shows an implementation of the CommunicationHandler 
interface.  
 
public class RequestResolverImpl implements RequestResolver { 
 private Subscribers subscribers; 
 private CPComponent cpc; 
 private static int registeredSubscribers; 
 
       public RequestResolverImpl( CPComponent cpc ) throws UnsupportedFormat { 
  this.cpc = cpc; 
 } 
 public void resolveRequest( Request request ) 
  throws IOException { 
  switch ( Request.getHeader().getRequestType()) { 
   case RequestType.QUERY: 
    handleQueryRequest( request ); 
    break; 
   case RequestType.SUBSCRIPTION: 
    handleSubscriptionRequest( request ); 
    break; 
   case RequestType.UNSUBSCRIBE: 
    handleUnsubscribeRequest( request ); 
    break; 
  } 
 } 
 private void handleSubscriptionRequest( Request request ){ 
  subscribers.subscribe( request ); 
 } 
 private void handleQueryRequest( Request request ){ 
  Request r = cpc.setRequest( request ); 
  if( r.modified ) { 
                   p.getHeader().setRecipientAddress(       
r.getHeader().getReturnAddress() ); 
            cac.getCommunicationHandler().send( r ); 
    
  } 
 } 
 private void handleUnsubscribeRequest( Request request ){ 
  subscribers.remove( request ); 
     } 
} 
 
Figure 5.4: An implementation of the RequestResolver interface. 
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public class CommunicationHandlerImpl  implements CommunicationHandler { 
  private ServerSocket serverSocket; 
   
  public CommunicationHandlerImpl( Address address ) throws IOException { 
    serverSocket = new ServerSocket( address.getPort() ); 
  } 
  public void send( final Request request ){ 
      Thread thread = new Thread() { 
        public void run() { 
          try{ 
            connectionDispatcher(request); 
          } 
          catch( IOException ioe ) { 
            raisedTCPException = true; 
          } 
        } 
      }; 
      thread.start(); 
  } 
  private void connectionDispatcher( final Request request  )  throws    IOException{ 
    Address recipientAddress = request.getHeader().getRecipientAddress(); 
    int portNumber = recipientAddress.getPort(); 
    String ipAddress = recipientAddress.getIPAddress(); 
    Socket socket = new Socket( ipAddress, portNumber ); 
    OutputStream oStream = socket.getOutputStream(); 
    ObjectOutputStream oos = new ObjectOutputStream( oStream ); 
    oos.writeObject( Request ); 
    oos.flush(); 
    socket.close(); 
  } 
  public void receive( final RequestResolver rr ) throws IOException  { 
        final Socket socket = serverSocket.accept(); 
        Thread thread = new Thread() { 
           public void run() { 
             serverDispatcher( rr, socket ); 
           } 
         }; 
         thread.start(); 
     } 
  private void serverDispatcher( RequestResolver rr, Socket socket ) { 
         InputStream is = socket.getInputStream(); 
         ObjectInputStream ois = new ObjectInputStream( is ); 
         Request Request = ( Request ) ois.readObject(); 
         ois.close(); 
         socket.close(); 
         rr.resolveRequest( Request ); 
  } 
} 
 
Figure 5.5: An implementation of the CommunicationHandler interface. 
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5.2 Request Handling  
Request handling is a necessary aspect of distributed computing. There are various request types 
which are supported by the architecture: 
• Query request. This request type is issued by a Composer and Aggregators to query 
Primitive Context Servers for acquiring primitive contexts; by the EH to query the RO 
to retrieve context rules; and by the Composer to query the KB and the EAK to retrieve 
facts and beliefs referring to a primitive context. 
• Subscription request. This request type is issued by the EH to context-aware 
applications to be notified of the occurrence of a decision event, and to the Composer to 
be notified of the occurrence of a context event. Another component which issues 
subscription request is a Composer to Aggregators or Primitive Context Servers to be 
notified of the arrival of a context event. 
• Update request. This request is issued by the Composer to update and revise the belief 
of the two knowledge bases, that is, the EK and the EAK.  
• Join request. This request type is issued (announced) by all components to the other 
components to announce their availability. 
• Unsubscribe request. This request type is issued by the EH to a Composer when an 
interest in a context event expires. This occurs when an execution time for a particular 
context rule becomes obsolete.  
• Farewell request. This request type is issued by all the components when leaving the 
system or becoming unavailable. All components and applications binding to a 
departing component should release it and search for another alternative component or 
enter into a waiting state until a suitable component is discovered. 
 
From tables 5.2 and 5.3, the Join and Farewell request types are supported by all components. 
Another request type handled by all components except a PCS, the EAK and the KB is the unsubscribe 
request. These three request types enable the discovery of and binding to resources in a pervasive 
computing environment. By implementing these three request types, applications and components provide 
mechanisms to cope with dynamic situations. 
Figure 5.6 displays a generic request handling framework. The request types: join, unsubscribe, 
and farewell do not require a reply or confirmation. Components receiving one or many of these requests 
make internal and external adjustments ensuing the arrival or departure of a component in which they are 
interested. The other two request types, namely, subscription and query requests, demand response. 
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Whereas a query request demands an immediate response, a subscription request should wait until a 
desirable event occurs. The update request may need confirmation of the update process. 
 
 
 
  
 
 
Table 5.1: Request Types for Context Processing. 
Request Type 
Component Subscribe Query Update 
Aggregator 
Subscribes to a PCS to be notified of the occurrence 
of a context of interest. 
Queries a PCS to extract 
atomic contexts 
 
Composer 
Subscribes to an Aggregator to be notified of the 
occurrence of a context of interest. 
Queries the KB and the 
EAK to appropriately 
manipulates primitive 
context obtained from 
Primitive Context Servers  
Revises the belief of 
the EAK and the KB 
when a reliable context 
becomes available that 
contradicts an old 
belief or fact. 
EH 
Subscribes to (1) applications to be notified of the 
occurrence of a decision event, and (2) a Composer to 
be notified of the occurrence(s) of a context of 
interest.  
Queries the RG to 
evaluate a context rule 
whose condition is 
defined by a context 
event. 
Revises decision-
context associations 
that are stored in the 
RG when fresh context 
knowledge becomes 
available. 
Table 5.2: Request Types for Device Discovery and Binding. 
Request Type 
Component Join Unsubscribe Farewell 
PCS -- 
Aggregator 
Abandons interest in a particular context that comes 
from a particular PCS  
Composer 
Propagates an unsubscribe request from the EH to the 
Aggregators and Primitive Context Servers 
EH 
Arrival 
announcement on 
a multicast 
channel. Abandons interest in a particular context that comes 
from a particular Composer, because of a stalled 
context rule. 
Departure 
Announcement on a 
multicast channel. 
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Figure 5.6: Request communication and processing framework. 
 
5.3 Specification of the Context Processing Unit 
This section formally specifies and discusses the main interfaces which are required to 
implement the context processing components of the architecture. A summary of the interfaces and their 
corresponding operations along with their input arguments and return types is given in table 5.3. The base 
class for all context processing components is the Component interface. This interface defines basic 
operations which are necessary for non-socket based request exchange and processing, and for externally 
controlling a component’s activity.  
The setRequest operation provides an alternative to issuing requests via the 
CommunicationHandler. If both the requester and the requested components reside locally, and 
one of the components can directly reference the other, then a setRequest operation can be called to 
put a request directly without the need to open a communication socket. The return of a setRequest 
operation depends on the request type; a query request, for instance, requires the return of a Request 
object, which contains the result of the query; a subscription request, on the other hand, does not require a 
return; therefore, the return is void. The stop and the resume operations give access to control a 
component externally. The former operation stops the component from receiving requests through the 
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CommunicationHandler, while the second operation resumes a listening operation. By default a 
component is in listening mode.   
 
Table 5.3: Interface Specification. 
Interface Parent Interface Operations Input Parameter Types 
Return 
Types 
Component  
setRequest 
setRequest 
stop 
resume 
Request 
Request 
void 
Void 
Request 
void 
void 
void 
CPComponent Component 
join 
farewell 
setSamplingTime 
getSamplingTime 
void 
void 
int 
Void 
Void 
void 
void 
int 
HLComponent CPComponent 
subscribe 
unsubscribe 
computeContext 
Request 
Request 
Request 
Void 
void 
Request 
IButtonReader DeviceMonitorEventListener deviceArrival 
deviceDeparture 
DeviceMonitorEvent 
DeviceMonitorEvent 
void 
void 
Aggregator HLComponent 
setAggregationStatus 
getAggregationStatus 
getAggregatedContext 
int 
void 
Request 
Void 
Int 
Request 
Knowledge Component 
Insert 
remove 
update 
Request 
Request 
Request 
void 
void 
void 
KnowledgeBase Knowledge 
setInstance 
getInstance 
getDescendants 
getCommonAncestor 
Request 
Request 
Request 
Request 
Void 
Request 
Request 
Request 
EAK Knowledge 
setConfigFile 
getConfigFile 
setStateDescription 
getStateDescription 
Request 
Request 
Request 
Request 
Request 
Request 
Request 
Request 
Composer HLComponent 
discover 
bind 
configure 
reconfigure 
Request 
Request 
Request 
Request 
void 
void 
void 
Void 
 
 
Depending on the tasks they carry out, all components are divided into two main classes: the first 
class of components include those which actually carry out context computing. These are Primitive 
Context Servers, Aggregators, and Composers. The second class of components refer to the two 
knowledge bases – the KB and the EAK. A context computing (processing) component implements the 
CPComponent, which extends the Component interface.  
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Figure 5.7: Class hierarchy of the context processing architecture. 
 
The join operation of a CPComponent is called for when a context computing component 
becomes available. This operation is responsible for issuing a join request on a multicast channel. The 
farewell operation is called for when the component becomes unavailable. The additional two 
operations provide external access to control the rate at which a context computing (such as sampling a 
physical sensor or querying a Primitive Context Sever, or computing the average temperature of an entity) 
is carried out. 
Unlike Primitive Context Servers, Aggregators and Composers are higher-level components, 
since they carry out higher-level context computation (such as context transformation, context 
aggregation, or computing posterior probabilities of a higher-level context). Therefore, they should 
implement the HLComponent interface, which extends the CPComponent. The subscribe 
(unsubscribe) operation of an HLComponent is called when a component is interested in 
subscribing to (or cancel a subscription contract with) a PCS or an Aggregator. The computeContext 
operation is responsible for carrying out higher-level context transformation or composition. A detailed 
discussion about the computeContext operation will be given in the upcoming sections. Figure 5.7 
summarises the class hierarchy of the context processing components. 
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5.3.1 Primitive Context Servers 
A PCS abstracts the acquisition of data from sensors; therefore, it implements the 
CPComponent and instantiates classes which implement the RequestResolver interfaces and the 
CommunicationHandler interface.  
When a PCS becomes available, it publishes a join request the Body of which contains, among 
other things, the description of the sensing element it abstracts. It then begins to listen to the arrival of 
requests until the stop operation is invoked, in which case, the PCS stops listening to the arrival of 
Request objects from all Aggregators and Composers. The resume operation sets a PCS back to a 
listening state. 
A PCS periodically acquires data from a sensor and, when appropriate, pre-processes the sensory 
data, transforming them into a meaningful context atom. For example, a temperature PCS reads data from 
a DS2422 temperature sensor, transforms the reading into degree Celsius, puts a timestamp to the reading, 
and stores it as an instance of a Data class.  
Since most of the sensors employed were iButton® sensors from Dallas Semiconductors, we 
have defined an abstract class called IButtonInterface which is responsible for performing basic 
interfacing operations such as interfacing a Blue Dot™ receptor3 with a mobile device, interfacing an 
iButton sensor with a Blue Dot Receptor, or reading data from an iButton sensor via a Blue Dot receptor. 
Figure 5.8 displays a portion of the abstract class which is implemented in java.  
The initSensor operation instantiates a default adaptor interfacing a Blue Dot™ receptor 
with the communication port of the mobile device. This adapter is then provided to a monitor searching 
for ports at which a Blue Dot™ receptor is accessible. When the monitor discovers a Blue Dot receptor 
via a port, it binds this receptor, opens a channel through which a sensor data can be accessed, and begins 
to listen to the arrival of an iButton® sensor. 
The deviceArrival operation of the IButtonInterface abstract class is called when an 
iButton sensor either simply touches the Blue Dot receptor by momentary contact, or by an extra push, 
snaps into the receptor where it will be held for dwelled contact. Depending on the type of sensor 
arriving, the operation creates an appropriate Primitive Context Server.  
The instantiation of two types of Primitive Context Servers is shown in figure 5.9 – a 
temperature and a relative humidity Primitive Context Server. The deviceDeparture operation is 
called for when an iButton sensor leaves a Blue Dot receptor. The operation checks the type of sensor 
which departs and calls the sensorInaccessible operation of the corresponding PCS that 
abstracting the departing sensor. The sensorInaccessible operation stops the PCS from attempting 
to sample the sensor; all other impending activities referring to the departed sensors will be halted as long 
as the sensor is inaccessible. 
                                                          
3 When plugged into a communication port such as a USB, serial, or parallel port, the Blue Dot receptor provides an 
electrical interface for iButton communications through a PC or other computing environment. 
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public abstract class IButtonInterface implements DeviceMonitorEventListener { 
   
   
  public IButtonPCS( Hashtable profile ) { 
 
      this.profile = profile; 
      initSensor(); 
  } 
  private void initSensor() { 
      adapter = OneWireAccessProvider.getDefaultAdapter(); 
      adapter.setSearchAllDevices(); 
      adapter.targetAllFamilies(); 
      adapter.setSpeed( adapter.SPEED_REGULAR ); 
      monitor = new NetworkDeviceMonitor( adapter ); 
      monitor.addDeviceMonitorEventListener( this ); 
      Thread t = new Thread() { 
        public void run() { 
          monitor.run(); 
        } 
      }; 
      t.start(); 
  } 
  public void deviceArrival( DeviceMonitorEvent e ) { 
    OneWireContainer owc = e.getContainerAt( 0 ); 
    if ( owc instanceof OneWireContainer21 ) { 
        TPCS tempPCS = new TPCS( ( TemperatureContainer ) owc ); 
        Profile.put( owc.getAddress, tempPCS); 
        tempPCS.join(); 
        tempPCS.listen(); 
        tempPCS.receive(); 
 
    } 
    else if ( owc instanceof OneWireContainer41 ) { 
        RHPCS rhPCS = new RHPCS( ( HumidityContainer ) owc ); 
        Profile.put( owc.getAddress, rhPCS); 
        rhPCS.join(); 
        rhPCS.listen(); 
        rhPCS.receive(); 
 
      } 
    } 
  } 
  public void deviceDeparture( DeviceMonitorEvent e ) { 
    OneWireContainer owc = e.getContainerAt( 0 ); 
     if ( owc instanceof OneWireContainer2 ) { 
        (( TPCS )profile.get( owc.getAddress )).sensorInaccassible(); 
     } 
    else if ( owc instanceof OneWireContainer41 ) { 
        (( RHPCS )profile.get( owc.getAddress )).sensorInaccassible(); 
    } 
  } 
 
Figure 5.8: The IButtonPCS abstract class.  
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public class RHPCS extends PCS implements RequestResolver{ 
  public RHPCS( HumidityContaier hc ) { 
   this.hc = hc; 
   ch = new CommunicationHandler(  
    new Address( Address.getIPAddress(), Address.RHPort )); 
  } 
  public void listen(){ 
   Thread listen = new Thread() { 
    public void run(){ 
     getSensorData(); 
    } 
   }; 
   listen.start(); 
  } 
  public void receive(){ 
   Thread receive = new Thread() { 
    public void run(){ 
        ch.receive ( this ); 
    } 
   }; 
   receive.start(); 
  } 
  private void getSensorData(){ 
      long time = 0; 
      do { 
          if( System.currentTimeMillis() > time ){ 
              time = System.currentTimeMillis() + samplingInterval; 
              try{ 
                  double lastHumidity = 0.0; 
                  byte state[] = hc.readDevice(); 
                  lastHumidity = hc.getHumidity( state ); 
     long at = new Date().getTime(); 
                  if ( context == null ){ 
   context = new Data( lastHumidity, at ); 
                  } 
     else { 
                    context.setArrivalTime( at ); 
       context.setData( lastHumidity ); 
     } 
  } 
  catch ( Exception e ){ 
                  stop = true; 
  } 
     } 
  } while( read ); 
   } 
   public void stop(){ 
 stop = true; 
   } 
   public void resume() { 
 stop = false; 
 listen(); 
   } 
   public void setSamplingInterval( long interval ){ 
 samplingInterval = interval; 
   } 
} 
 
Figure 5.9: A humidity Primitive Context Server.  
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Figure 5.9 displays a portion of a relative humidity Primitive Context Server. As can be seen, the 
listen operation spawns an extra thread that calls the getSensorData operation to periodically 
access an iButton sensor. The query result is stored as a Data object. Each time, a sensor measurement 
is stored along with a timestamp and the entity’s UUID. The receive operation, too, forks an extra 
thread to handle context requests from components. It calls the receive operation of the 
CommunicationHandler by forwarding to it a RequestResolver object that resolves the nature 
of incoming requests, and invokes appropriate operations. The frequency at which a physical sensor is 
accessed and data is sampled depends on the samplingInterval attribute, and can be changed at 
any time by calling the setSamplingInterval operation.  
5.3.2 Aggregators 
An Aggregator implements the HLComponent interface which extends the CPComponent 
interface. Moreover, it either implements or instantiates classes which implement the interfaces of the 
CommunicationHandler and the RequestResolver. An implementation of the 
RequestResolver interface should be able to handle multiple join requests from Primitive Context 
Servers.  
A piece of context is relevant only if it is timely. At the same time, contexts which are acquired 
from multiple sources can be aggregated only if they refer to the same entity in a similar setting (such as 
time and location). A necessary requirement in dealing with distributed Primitive Context Servers which 
deliver context to either a Homogeneous or a Heterogeneous Aggregator is the presence of time 
synchronisation. The reason for this is the possibility of each PCS running on a device that has its own 
clock.  
Therefore, when an Aggregator receives a join request from a PCS, it ensures that the PCS has 
synchronised its time with a Simple Network Time Protocol (SNTP) server. Moreover, it needs to know 
the time interval at which the synchronisation is made in order for both components to have a common 
time with which to compare their data. Mostly this step is omitted if both the Aggregator and the PCS 
belong to the same owner, in which case it is assumed that all devices are time synchronised. If, however, 
synchronisation is required but the PCS has not yet synchronised its time, the Aggregator will send a 
query request asking the PCS to synchronise the time with an SNTP server. This request contains the type 
of transport protocol (unicast, multicast, or anycast) and, if necessary, the IP address and port number of 
the SNTP server. Figure 5.10 shows a request body for time synchronisation. 
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Figure 5.10: A time synchronisation request. 
 
 
Figure 5.11: An aggregation of sensor descriptions. 
 
Besides time synchronisation, the way an Aggregator gathers primitive contexts from Primitive 
Context Servers should be decided at the time the Aggregator is initialised. There are two possibilities of 
gathering data from Primitive Context Servers:  
(1) The Aggregator multicasts a regular query request and aggregates those data it 
receives from the Primitive Context Servers before a set timeout; or 
(2) The Aggregator agrees with each PCS the rate at which the value of a primitive 
context should be pushed to the Aggregator. 
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The advantage of the first approach is simplicity, but it is at the cost of computational and 
bandwidth overhead, since the Aggregator itself has to publish requests periodically. The second 
approach avoids unnecessary overhead by sending periodical requests to the Primitive Context Servers, 
however, all primitive context sources should agree on a uniform data delivery interval. This might not be 
a problem if the Primitive Context Servers and the Aggregator belong to the same owner; if, however, 
they belong to different owners, agreement may not be straightforward. 
Subsequently, all Aggregators must implement the Aggregator interface that defines the 
setAggregationStatus operation, which is responsible for setting the Aggregator either to a 
passive or an active mode. If an Aggregator is on a passive mode, it will continuously listen to the arrival 
of primitive contexts from Primitive Context Servers; if, on the other hand, it is on an active mode, it 
publishes a regular query request to all available Primitive Context Servers. The 
getAggregationStatus operation returns the Aggregator’s context gathering mode. By default, an 
Aggregator is in passive mode. The getAggregatedContext operation returns an aggregated 
context – for Homogeneous Aggregators, the returned Request object contains a single Data object 
which contains a single value along with a timestamp; for Heterogeneous Aggregators, the Request 
object contains a summary of various primitive contexts referring to a single entity along with a single 
timestamp. 
The computeContext operation of an Aggregator is responsible for carrying out component 
specific context computation. A Homogeneous Aggregator searches and binds to Primitive Context 
Servers delivering similar contexts; thus the computeContext operation carries out mathematical 
operations (using Dempster’s combination theory) to compute the mean value. For example, a 
temperature Aggregator gathers temperature measurements from a DS2422, DS1921, and DS1923 
temperature sensors, and assigns a basic probability assignment, m, which is a function of the resolution 
and accuracy of the sensors. The Body of the Request object that should be passed to the 
computeContext operation should therefore contain an XML document listing the description of each 
sensing element as well as the value of the current context from each Primitive Context Server. Figure 
5.11 shows a description of three temperature Primitive Context Servers and their corresponding 
temperature measurements. 
A simple Homogeneous Aggregator incorporates two main private operations which will be 
called by the computeContext operation. One of them is required to compute the basic probability 
assignment for each primitive context, and the second operation is required to compute the weighted 
average and standard deviation. The arguments for this operation are actual sensor values from all 
Primitive Context Servers along with the corresponding mass function.  
A Heterogeneous Aggregator represents an entity (person, device, place, or application); 
therefore it searches and binds to Primitive Context Servers which describe the various aspects of the 
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entity it represents. For example, a Heterogeneous Aggregator representing a place gathers various 
primitive contexts which reveal indirect evidence about the place. Such primitive contexts include: 
temperature, relative humidity, light intensity, and so forth.  
A typical challenge for both Homogeneous and Heterogeneous Aggregators is dealing with 
semantic heterogeneity of data sources, since different primitive context sources may employ different 
schemes to represent and describe data. Goh et al. [94] identify three causes of semantic heterogeneity, 
namely, naming conflicts, confounding conflicts, and scaling conflicts:  
• Naming conflicts occur when naming schemes of contexts are different. This happens 
when synonymous terms are employed for the same context. As an example, using the 
term moist and wet to describe the same range of humidity measurement.  
• Confounding conflicts, also called ontological conflicts, occur when different context 
data sources employ the same term for different purposes. 
• Scaling conflicts occur when different reference systems are employed for measuring a 
physical property. An example is measuring temperature in degree Celsius and degree 
Fahrenheit. 
 
Additional to these conflicts, there may be representational disparity between data of different 
Primitive Context Servers. For example, a PCS may employ OWL to describe context while another may 
employ RDF. In general every Aggregator should implement or instantiate a class that implements the 
Transformer interface, in order to deal with semantic and representational conflicts. The 
Transformer interface defines the transform operation, which performs model transformation and 
semantic interpretation. 
Event though we have recognised the need to deal with data heterogeneity, we have not 
implemented the Transformer interface. This subject is left for future investigation. 
5.3.3 The KB and the EAK 
The KB and the EAK4 store XML Documents (resource models) each of which encodes 
descriptions of various entities and the relationship between them. The knowledge bases are subclasses of 
the Knowledge interface, which extends the Component interface. Moreover, both components either 
implement or instantiate classes that implement the CommunicationHandler and the 
RequestResolver interfaces to process remote requests.  
The Knowledge interface defines three basic operations which are required to insert, remove, 
or update a data model or an element of a data model which describes a concept, a relationship, or an 
instance of a concept (assertion). If the operations are called locally, the Header part of the Request 
                                                          
4 We use the phrase “knowledge base” to refer to both the KB (Knowledge Base) and the EAK (Empirical Ambient 
Knowledge). 
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body may contain no description, i.e., it can be set to NULL. The specific task a given operation 
undertakes (whether the operation is on a data model or on an element of a data model) depends on the 
subject of the Body object of a Request. 
Insertion, retractions, and/or modification of contents are possible without the need to directly 
invoke the operations of the Knowledge interface. A request can be issued and sent via the 
CommunicationHandler’s send operation. In this case, the request type in the Header of the 
Request body should explicitly specify the type of operation to be carried out. Therefore, additional to 
the request types discussed in section 5.2, remove and insert requests are defined to manipulate the 
contents of a knowledge base.  
A typical query request that is handled by the KB is proving the existence of subsumption 
relations between entities. The setInstance operation of the KB creates an instance (assertion) of a 
concept or a relationship, or both. The getInstance operation returns all instances of a given concept 
or relationship. The getDescendants operation returns all sub classes of a concept, while the 
getCommonAncestor operation returns the lowest super class from which two concepts or relationships 
are derived.  
The main function of the EAK is to encode conditional dependencies between two or more 
context primitives, and to encode uncertain knowledge between various entities. The description of 
conditional dependencies is useful for setting up and for reconfiguring a Bayesian Network as well as for 
computing posterior probabilities. The EAK interface defines the getConfigFile operation, which 
will be called when a Composer is initialised and later to reconfigure it whenever new Primitive Context 
Servers join the Composer or existing ones leave it. The topologies as well as the allowable 
configurations of the Bayesian Composer depend on a configuration file. Figure 5.14 shows a 
configuration file which is used for describing conditional dependencies between the higher-level context 
place and the set of primitive contexts: temperature, humidity, and light intensity. The 
setStateDescription operation stores a file in the EAK describing the various states (linguistic 
variables) of a primitive context as well as the corresponding term sets.  
5.3.4 The Composer 
The Composer is the central component of the context processing architecture. It is responsible 
for actively listening to the arrival of Primitive Context Servers and Aggregators, and for binding and 
rebinding to these context sources as they enter and leave its computing proximity. Besides, it multicasts 
a regular discovery request for all context sources which have not published join requests, or whose join 
requests the Composer has not received.   
The discover and bind operations of the Composer are responsible for discovering and 
binding to a context source. The configure operation establishes a Bayesian Network to computing a 
higher-level context (or more precisely, the posterior probabilities for all the allowable states of a higher-
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level context) by calling the getConfigFile and getStateDescription operations of the EAK. 
Once a BN is established, the Composer periodically queries the context sources (for example, by calling 
the getAggregatedContext and computeContext operations of an Aggregator), and computes 
posterior probabilities. The reconfigure operation will be called whenever new context sources arrive 
and/or existing ones become unavailable; in other words, it will be called after the Composer has received 
join and farewell requests from a PCS or an Aggregator.  
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Chapter 6  
Experiment Setting and Results 
 
In chapter 1, a set of criteria have been identified for a context-aware system to capture a 
dynamic real world situation. These criteria were used as reference to evaluate related work in chapter 2 
and to identify the components of the architecture proposed in this thesis, one of which is the Empirical 
Ambient Knowledge component, the EAK.  
In this chapter, it will be shown how rich empirical ambient knowledge of entities and 
relationship between entities can be helpful for the Composer to: 
 Compute and propagated to applications (users) the uncertainty associated with a 
higher-level context; 
 Revise the belief of the EAK; 
 Deal with the dynamics of primitive contexts; and, 
 Dynamically define contextual states as a result of change in the available primitive 
context sources. 
6.1 Modelling Context 
A top-down approach is chosen to model a context as a representation of a dynamic real world 
situation, and a bottom-up approach to compute a context. Context modelling is helpful to construct the 
EAK, to produce a configuration file which will be employed by the Composer to set up and reconfigure 
a Bayesian Network, and to manipulate data from sensors, i.e., to determine the particular configuration 
of a Bayesian Network and to compute posterior probabilities. Context modelling is carried out in four 
steps:  
1) Identification of the context of interest 
2) Identification of aspects of the context which can be captured as accurately and 
unambiguously as possible 
3) Determination of factual or probabilistic states for each of the aspects, and  
4) Establishment of mathematical and/or logical relationships between the context and the 
aspects it abstracts.  
 
The next three subsections will be used to demonstrate context modelling. Once context 
modelling is demonstrated, the acquisition and employment of empirical knowledge to compute a context 
will be discussed in-depth. 
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Figure 5.12: A Bayesian Network modelling the activity of a user. 
6.1.1 Activity 
• Step 1. The following primitive contexts partly describe ACTIVITY: Device status (DS), 
application status (AS), and sound pressure level (SPL). Device status refers to the 
status of a device, such as the status of a beamer (BS) or a mobile phone (MPS); 
application status, such as the status of a PowerPoint (PPS) refers to the status of an 
application; sound pressure refers to an ambient sound pressure level in decibel. The 
status of each device or application is monitored by software Primitive Context Server.  
• Step 2. The states of the higher-level context, i.e., the different activities (A) which can 
be modelled include: holding a presentation (hp), attending a presentation (ap), 
preparing a presentation (pp), and being idle (i). The various states for each primitive 
context are specified as follows: For the status of a device and an application: active (a), 
idle (i), off (o), or not_available (na); for sound pressure: quite (q), loud (l), or noisy (n). 
Crisp sets are sufficient to define the states of both the higher-level context and the 
primitive contexts. The reason for this is that unlike data from physical sensors, the 
status of a device or an application can be captured more accurately. The different states 
of a sound pressure level are defined using fuzzy sets. 
• Step 3. A Bayesian Network can model conditional dependencies between the activity 
of a user and the primitive contexts giving indirect evidence of the activity of a user. 
The higher-level context (activity) is the parent node while the primitive contexts take 
the role of child nodes. Since a user can manage multiple devices at the same time, the 
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node “device status” can be a parent node for multiple nodes representing individual 
devices. Figure 5.12 shows a Bayesian Network modelling activity. 
6.1.2 Emotional State 
• Step 1. The following primitive contexts partly describe the emotional state of a user: 
Heart rate, respiratory rate and blood pressure5.  
• Step 2. The different states of the higher-level context include: relaxed, mildly stressed, 
stressed, significantly stressed. The different states for all the primitive contexts are: 
low, normal and high. Fuzzy sets are required to define the various states of the higher-
level context as well as the primitive contexts. The three primitive contexts can be 
captured by employing various sensors (O2 sensor, blood pressure sensor, respirator 
sensor, blood flow sensor, or different types of ECGs). Depending on the available 
sensors, a primitive context can be captured directly or indirectly; this in turn affects the 
quality of a primitive context. In general, the various emotional states which can be 
sensed depend on the primitive contexts as well as the underlying sensors that capture 
the primitive contexts.  
• Step3. We use a Bayesian Network to model emotional states. The higher-level context 
is a parent node to the primitive contexts. Since there are multiple mechanisms for 
measuring each primitive context with various degrees of uncertainty6, each primitive 
context can be a parent node to the nodes representing blood pressure sensor, blood O2 
sensor, respiratory sensor, and an ECG. The configuration as well as the topology of the 
Bayesian Network depends on the available primitive contexts as well as the quality of 
the primitive contexts. Figure 5.13 shows different configurations of a Bayesian 
Network which models the emotional state of a user. 
 
 
                                                          
5 The medical facts for this scenario are taken from [23]. 
6 Besides the quality of the sensing elements employed, this also depends whether a primitive context is 
directly or indirectly sensed. For example, the blood pressure of a person can be measured more 
accurately with a blood pressure sensor than a blood oxygen sensor. 
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Figure 5.13: Bayesian Networks modelling the emotional state of a user. E stands for emotional state; H stands for 
heart rate; BP stands for blood pressure; BPS stands for blood pressure sensor, O2 for oxygen sensor, RRS stands for 
respiratory rate sensor; and ECG stands for Electro Cardio Gram. 
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6.1.3 Whereabouts 
This section not only illustrates modelling a real-world situation, but also demonstrates how a 
context is computed by employing a context model. As in section 6.1.1 and 6.1.2, the top-down modelling 
approach will be demonstrated, followed by a discussion on experimental results. 
• Step 1. The following primitive contexts are identified to partly describe a PLACE: 
temperature, relative humidity, light intensity, sound pressure, and time. The chose of 
these context types depends upon: (1) availability of sensors to capture the primitive 
contexts, and (2) the capability of the primitive contexts in describing some properties 
of a PLACE. However, the possibility remains that some of these primitive contexts may 
be unavailable at any given time7 and that it may not be possible to foresee which one 
of them might be unavailable. Referring to equation (5.1) and (5.2), there are altogether 
15 possible combinations of available context inputs. In equation (5.1), p refers to the 
number of all possible combinations; n refers to the total number of primitive contexts 
which can describe a PLACE as accurately and unambiguously as possible; and r refers 
                                                          
7  The only exception to this assumption is the primitive context time. We reasonably assume the availability of a time 
context, as there is essentially no mobile device, however small, not having internal clock. 
Table 5.4: Configurations of a Bayesian Network.  
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to the available primitive contexts at any given time. Table 5.4 displays all the possible 
combinations of available primitive contexts. 
 
( ) )1.5(!!
!
1
∑
= −=
n
r rrn
np  
( ) )2.5(15!!4
!44
1
=−= ∑=r rr  
 
• Step 2a. Depending on the available primitive contexts, the different states of the 
higher-level context include: {indoor, outdoor} or {room, corridor, building, outdoor}. 
Fuzzy sets are employed to define the linguistic variables of the primitive contexts. The 
approach here is similar to earlier approaches taken by Mäntyjärvi et al. [21] and 
Korpipää et al. [17]; the essential difference is that here conditional dependencies are 
established between the primitive contexts. The linguistic variables as well as the 
corresponding term sets are results of empirical observations of thermal, light, 
temperature and audio properties of various places. Accordingly, the fuzzy set for time 
has three linguistic variables: morning, noon, and afternoon. The term set for morning 
is the time between 08:00 and 11:00 AM; the term set for noon is the time between 
11:00 and 04:00 PM; and the term set for afternoon is the time between 04:00 and 
06:00 PM.   
• Step 2b. Likewise, the following fuzzy sets are defined: Temperature, with linguistic 
variables: very cold, cold, lukewarm, warm, hot; sound pressure, with linguistic 
variables: quiet loud, noisy; relative humidity, with linguistic variables: dry, moderate, 
moist; and light intensity, with linguistic variables: dim, visible, bright, very bright. By 
using fuzzy modifiers, the members of a fuzzy set can be modified or new members can 
be introduced. As an example: very noisy and more or less quite can be generated from 
the fuzzy member noisy and quite of sound pressure respectively. Table 5.6, 5.7, and 
5.8 show the term sets for temperature, relative humidity, and light intensity, 
respectively8.   
• Step 3. A Bayesian Network is employed to express causal dependencies between a 
PLACE and the primitive contexts. Unlike the previous cases, here the higher-level 
context (PLACE) and time are parent nodes to all the other primitive nodes. The specific 
                                                          
8 We define a fuzzy set in terms of linguistic variables, term sets and membership functions. A two-dimensional 
membership function distribution is defined by employing the conditional probability defined for each primitive 
context in table 5.9, 510, and 5.11. For example, a fuzzy set room-at-noon for a relative humidity primitive context is 
defined as: {dry, moderate, moist}; the corresponding membership functions are: {0.25, 0.65, 0.1}. 
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topology of the Bayesian Network at any given time depends on the available primitive 
contexts while the configuration of the network depends on the specific sensors 
employed as well. Figure 5.14 shows an XML file required to configure and reconfigure 
the Bayesian Network. 
 
Table 5:5: Technical specification of various sensors. 
Sensor Type Range Accuracy Resolution 
DS1921G     Temperature -40°C to 85°C ±1°C 0.5°C 
DS1921Z-F5 Temperature -5°C to 26°C ±1°C 0.125°C 
DS2422 Temperature -40°C to 85°C ±0.5°C (SC9) 
0.5°C 
or 
0.0625°C 
Temperature -20°C to 85°C 
0.5°C 
or 
0.0625°C 
DS1923 
 
Humidity 0 to 100%  RH 
±0.5°C (SC) 
8-Bit 
(0.6%RH) 
or 
12-Bit 
(0.04%RH) 
PCE-172 Light intensity 
200 / 
2.000 / 
20.000 / 
50, 000 Lux 
±2 % 
(incident angle 30° ) 
 
0,1 / 
1 / 
10 / 
100 Lux 
 
6.1.3.1 Experimental setting 
Various sensors and data loggers were deployed on multiple mobile devices belonging to a 
single mobile user. Some of these sensors and data loggers were: the DS1971-F3 and DS1957B data 
loggers for secured user name and password storage (used to monitor which user has logged on to a 
device); various temperature loggers with different sensing specifications (DS1921G, DS1921Z-F5, and 
DS2422), the DS1923 humidity and temperature logger, and the PCE-172 light intensity data logger. The 
technical specifications of some of these sensors are summarised in table 5.5. Additional sensors included 
microphones embedded inside the mobile devices to measure ambient sound pressure.  
                                                          
9 Software Corrected. 
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At any give time, a user took with him a random selection of the mobile devices. A Composer 
running on one of these devices interacted with different Primitive Context Servers and Aggregators 
distributed across the mobile devices taken by the user to compute the context of the mobile user. Figure 
5.15 shows a typical distribution of the components of the architecture across the mobile devices of the 
user and a remote computer. 
 
 
Figure 5.14: A Typical distribution of components of the context computing architecture across multiple mobile and 
remote devices. 
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For a period of one month (between the 3rd of September and the 3rd of October, in 2004 and 
200510) the sensors above were deployed to various corridors, rooms, and outdoors to measure spatial 
properties. The corridors included during the experiment were long corridors without windows, but 
artificial light might be illuminating the entire area; the rooms were typical lecture rooms having large 
windows facing outdoors; they, too, might be illuminated by artificial lighting. The subsequent 
conditional dependencies between a place and the primitive contexts where encoded in table 5.9, 5.10 and 
5.11 as conditional probabilities. These tables constitute the contents of the EAK in the form of XML 
files. The Composer employed the configuration file of figure 5.15 to set up the Bayesian Network, and 
the contents of the EAK to compute posterior probabilities. 
 
Table 5.6: A fuzzy set for defining a 
temperature primitive context. 
Linguistic variable Term set 
Very cold T ≤ 10°C 
Cold 10 ≤ t ≤ 15°C 
Lukewarm 15 ≤ t ≤ 18°C 
Warm 18 ≤ t ≤ 24°C 
Hot T ≥ 24°C 
 
Table 5.7: A fuzzy set for defining a 
relative humidity as a primitive context. 
Linguistic variable Term set 
Very dry h ≤ 30% 
Dry 30 ≤ h ≤ 45% 
Moderate 45 ≤ h ≤ 65% 
Moist h ≥ 60% 
 
Table 5.8: A fuzzy set for defining a light intensity 
as a primitive context. 
Linguistic variable Term set 
Dim l ≤ 500 Lux 
Visible 500 ≤ l ≤ 5000Lux 
Bright 5000 ≤  l ≤ 10000 Lux 
Very bright l ≥ 20000 Lux 
 
                                                          
10  This period was chosen due to the observation of significant fluctuations in the values of the primitive contexts. 
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Figure 5.15: Configuration file for establishing a Bayesian Network that reasons about the whereabouts of a mobile 
user. 
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Table 5.9: A belief in the EAK describing conditional dependency 
between temperature, place, and time. ( )tPTP ,|  
( )tP,  C lw W H 
c, m 0.4 0.5 0.1 0.0 
c, n 0.0 0.4 0.55 0.05 
c, a 0.1 0.45 0.45 0.00 
r, m 0.35 0.45 0.15 0.0 
r, n 0.0 0.4 0.5 0.05 
r, a 0.05 0.35 0.55 0.05 
o, m 0.4 0.5 0.1 0.0 
o, n 0.0 0.15 0.65 0.2 
o, a 0.0 0.2 0.65 0.15 
Table 5.10: A belief in the EAK describing conditional dependency 
between relative humidity, place, and time. ( )tPHP ,|  
( )tP,  D Mod M 
c, m 0.00 0.5 0.5 
c, n 0.15 0.6 0.25 
c, a 0.15 0.65 0.2 
r, m 0.1 0.8 0.1 
r, n 0.25 0.65 0.1 
r, a 0.15 0.75 0.15 
o, m 0.0 0.15 0.85 
o, n 0.0 0.4 0.6 
o, a 0.0 0.3 0.7 
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A place can have various states – corridor, room, building (indoors) or outdoors. A state with the 
highest posterior probability is declared to be the whereabouts of the user. If the difference in posterior 
probabilities were not sufficiently large11 for the Composer to distinguish between a ROOM and a 
CORRIDOR, it discriminated between INDOORS and OUTDOORS, since BUILDING subsumes a ROOM and a 
CORRIDOR, which in turn is subsumed by INDOORS. At any given time, the different states of the higher-
level context and the uncertainty associated with each state depended on the reliability and diversity of 
the sensors delivering the primitive contexts. 
Figure 5.16, 5.17, and 5.18 show three different configurations of a Bayesian Network, 
depending on the available primitive context types. In figure 5.16, PLACE and TIME are configured to be 
parent nodes and TEMPERATURE and RELATIVE HUMIDITY as child nodes. The belief associated with this 
configuration is encoded in table 5.9 and 5.10. Subsequently, TEMPERATURE has five possible states (very 
cold, cold, lukewarm, warm, and hot); and RELATIVE HUMIDITY has four states (very dry, dry, modest, and 
wet).  However, from the evidence tables, it is clear that some of the states are improbable – for instance, 
very cold and very dry.  
                                                          
11 A difference in posterior probabilities below 15 percent was considered to be insufficient to discriminate between 
places.  15 percent was chosen to limit the total uncertainty of the Composer (error plus indecision) below 5 percent. 
 
Table 5.11: A belief in the EAK describing conditional dependency between 
light intensity, place, and time. ( )tPLP ,|  
( )tP,  D V B 
c, m 0.7 0.3 0.0 
c, n 0. 6 0.4 0.0 
c, a 0.8 0.2 0.0 
r, m 0.65 0.35 0.0 
r, n 0.25 0.6 0.15 
r, a 0.4 0.5 0.1 
o, m 0.3 0.65 0.05 
o, n 0.05 0.3 0.6 
o, a 0.1 0.55 0.35 
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There are two ways of determining the different states of the higher-level context: Either at setup 
time, by taking a priori knowledge of primitive contexts into account, or at runtime, by computing 
posterior probabilities. For the first case, the Composer simply consults the configuration file of figure 
5.15.  
To explain the second case, the three different configurations were fed with sensed data at the 
same time, and the posterior probabilities for each case were computed and compared. Here is an 
example: Time: September 15, 2005, 1:35 PM; temperature: 17°C; relative humidity: 45%; and light 
intensity: 1000 Lux.  
Equation (5.3) computes the conditional probabilities of a PLACE for the configuration of figure 
5.15, i.e., the conditional probability that a user is in P given temperature, relative humidity and time 
measurements. According to equation (5.3b), the sensed data are mapped to lukewarm (for temperature), 
moderate (for relative humidity) and noon (for time). Thus, the equation reduces to computing the 
probability of the whereabouts of the user for these particular state (value) configurations.  
 
( ) ( ) ( ) ( )( ) ( )( ) )3.5(.,|,|
.,|,|,,| a
PtPTPtPHP
PPtPHPtPTPtHTPP
P∑=  
 
( ) ( ) ( ) ( )( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
)3.5(
,|,|
,|,|
,|,|
,,|,,| b
oPPntoPmodHPntoPlwTP
rPPntrPmodHPntrPlwTP
cPPntcPmodHPntcPlwTP
PPntmod|PHPntPlwTPntmodHlwTPP
=======
+=======
+=======
========  
 
Applying Bernoulli’s Principle of Insufficient Reason for ( )PP , i.e., the user can be anywhere 
with equal probabilities, the posterior probabilities yield: {corridor, 0.457}, {room, 0.44}, and {outdoors, 
0.1}.  As can be seen, the difference in posterior probabilities between a CORRIDOR and a ROOM is not 
sufficiently large for a Composer to discriminate between the two places. The difference in posterior 
probabilities between both indoor places and OUTDOORS, however, is large enough for the Composer to 
discriminate between INDOORS and OUTDOORS. 
Note that for the configuration of figure 5.16, computing the posterior probabilities of all 
exhaustive and mutually exclusive propositions without applying the Markov condition requires 90 
operations. In general, if we limit each node to be a binary variable, the number of operations required to 
calculate the posterior probabilities is 12n − . With the Markov condition, however, the operation is 
reduced to less than n2k , where n is the number of nodes in the BN and k refers to the maximum number 
of parents for a node in the network. 
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Figure 5.16: A Bayesian Network with two parent nodes (place and time) and two child nodes (temperature and 
relative humidity). 
 
 
 
Figure 5.17: A Bayesian Network with two parent nodes (place and time) and two child nodes (light intensity and 
temperature). 
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Figure 5.17 shows a different configuration for a similar topology: The available primitive 
contexts are TEMPERATURE and LIGHT INTENSITY. The posterior probabilities for this configuration are 
computed using equation 5.4, i.e., the conditional probability that the user is in P given temperature, light 
intensity, and time measurements. 
( ) ( ) ( ) ( )( ) ( )( ) )4.5(,|.,|
.,|,|,,| ∑= P PtPLPtPTP
PPtPLPtPTPtLTPP  
 
The light intensity of 1000 Lux maps to the linguistic variable: visible. This time the posterior 
probabilities yield: {corridor, 0.39}, {room, 0.5}, and {outdoors, 0.1}. Still the difference between the 
posterior probabilities of a room and a corridor is not significant enough for the Composer to discriminate 
between the two places; but the difference between the posterior probabilities of the two indoor places 
and OUTDOORS is significant enough for the Composer to discriminate between INDOORS and OUTDOORS. 
 
 
 
Figure 5.18: A Bayesian Composer with two parent nodes and three child nodes (relative humidity, temperature, and 
light intensity). 
 
Figure 5.18 displays a BN with three child nodes: TEMPERATURE, RELATIVE HUMIDITY, and 
LIGHT INTENCITY. The posterior probabilities for this configuration are computed using equation (5.5), 
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according to which the probability of a user being in P is computed given humidity, light intensity, 
temperature and time measurements. 
 
( ) ( ) ( ) ( ) ( )( ) ( ) ( )( ) )5.5(,|,|,|
,|,|,|,,,| ∑= P PtPLPtPTPtPHP
PPtPLPtPHPtPTPtLHTPP  
 
Computing the posterior probabilities for the three different places yields: {corridor, 0.38}, 
{room, 0.55}, and {outdoors, 0.06}. Notice that the discrimination gap between a ROOM and a CORRIDOR 
has increased. Therefore, with this configuration, the Composer can discriminate between a ROOM, a 
CORRIDOR, and OUTDOORS.  
 
 
 
Figure 5.18: Interaction between components: (1) Aggregation of Homogeneous primitive contexts. The arrival or 
departure of a Primitive Context Server does not change the topology of the Composer (lower right box) at this stage. 
(2) Aggregation of Heterogeneous primitive contexts. The arrival or departure of either a PCS or an Aggregator 
changes the topology as well as configuration of the Composer (upper right box) at this stage. (3) Notification of 
results to the Composer. (4) Query request to the KB and the EAK to compute posterior probabilities. (5) Query 
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result from the KB and the EAK; following this process, the Composer computes posterior probabilities and 
eventually determines the state of a higher-level context. (6) The composer dynamically revises the belief of the EAK 
by computing Maximum Likelihood Estimates (MLEs). 
 
Table 5.12: Decision Reliability of the Composer. 
Primitive context Higher-Level Context: {place, Probability} 
Temperature, Relative 
humidity 
({P = O, 0.6}, {P = I, 0.7}, {P = (O or I), 0. 2}, {e = 0.25}) 
Relative Humidity ({P = O, 0.7}, {P = I, 0.6}, {P = (O or I), 0.2}, {e = 0.25 }) 
Light Intensity 
({P = O, 0.81}, {P = C, 0.7}, {P = R, 0.6}, {P = {R or C), 0.25}{P = (O or 
I), 0.2}, {e = 0.2}) 
Temperature, Relative 
Humidity 
({P = O, 0.9}, {P = I, 0.8}, {P = (O or I), 0.05}, e = 0.5}) 
Temperature, Light 
Intensity 
({P = O, 0.9}, {P = I, 0.9}, {P = (O or I), 0.1}, {e = 0.00}) 
Relative Humidity, 
Light Intensity 
({P = O, 0.99}, {P = I, 0.98}, {P = (O or I), 0.05}, {e = 0.00}) 
Temperature, Relative 
Humidity, Light 
Intensity 
({P = O, 0.9}, {P = R, 0.8}, {P = C, 0.7}, {P = (C or R), 0.25}{P = (O or I), 
0.0}, {e = 0.05}) 
 
6.1.3.2 Interaction between Components 
Figure 5.19 displays a dynamic diagram depicting the interaction between the components of the 
architecture. The two boxes at the right side indicate the topology of the Composer for the available 
primitive contexts. The left side interaction diagram shows the acquisition, aggregation and composition 
of a context. The hidden line in the interaction diagram shows the arrival of a PCS. If a PCS joins a 
Homogeneous Aggregator, it may not change the topology of the Composer. It may, however, change its 
configuration. Configuration change occurs if the PCS brings a sensor the property of which may have 
significant effect on the posterior probability to be computed. On the other hand, if a PCS joins a 
Heterogeneous Aggregator, the Composer should reconfigure itself to accommodate the newly arrived 
PCS, as shown on the upper right side box. The interaction diagram assumes that the components are 
synchronised, i.e., there is a uniform sampling interval at the lower level.  
To revise the belief of the EAK, the Composer computes the maximum likelihood estimates 
(MLEs) of the conditional probability distribution for each primitive context in the network, i.e., the 
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parameter values which maximise the likelihood of the training data (containing M independent cases). 
The log-likelihood [89] of the training set D = (D1, …, DM) is a sum of terms, one for each node: 
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Where Pa(Xi) are the parents of node Xi. The log-likelihood scoring function decomposes into a 
series of terms, one for each node. G is the graph topology of the Bayesian Network. 
6.1.3.3 Decision Reliability 
Table 5.12 summarises the decision reliability of the Bayesian Composer which employed the 
empirical knowledge encoded in table 5.9, 5.10, and 5.11. Depending on the availability of primitive 
contexts, the Bayesian Composer could discriminate between (ROOM, CORRIDOR and OUTDOORS) and 
(OUTDOORS and INDDORS) with various degrees of confidence. For each place, 10 decisions were 
observed for the specified combinations of input primitive contexts. A random time was chosen to 
observe a decision. 
The Composer’s decisions are classified as: correct, error, and undecided. Undecided refers to 
the inability of the Composer to recognise the higher-level context accurately and unambiguously because 
two or more of its states have the same posterior probabilities, or the difference between the probabilities 
is not significant enough. Error occurs when the Composer decides for a wrong state.  
As a summary, from the experiment, it can be concluded that by enriching the EAK with 
empirical knowledge of entities and relationships between them: 
o It is possible to reason about a dynamic real-world situation if only a subpart of its 
aspects can be captured by employing sensors, and even if it is not possible to foresee 
which of these aspects can be captured; 
o The uncertainty associated with a higher-level context depends on the variety and 
reliability of the sensors employed; 
o It is possible to dynamically define different contextual states for a given higher-level 
context; this, however, depends on the variety of the primitive contexts available; and, 
o It is possible to use factual data where beliefs prove insufficient to disambiguate 
between contextual states. 
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Chapter 7  
The Context-Aware E-Pad  
 
So far, it has been shown how a context can be computed and how applications can consume the 
context autonomously by dynamically generating context rules. The next step is to identify the 
applications which can employ the system proposed. Several applications can be imagined, of which the 
following are only subsets: 
o Healthcare applications: These applications can be used by elderly people or even by 
people who are interested to monitor their state during fitness exercises. Depending on 
where they are (at home, on the way, at fitness centres, at a visit to a doctor, etc.) the 
available sensors (blood oxygen sensor, blood flow sensor, respiratory sensor, blood 
pressure sensor, etc.) may vary. In spite of these dynamics, the system proposed can 
manage to determine the health of its user. 
o Adaptive multimodal Systems: These are systems which provide suitable (and multiple) 
modalities of interactions to increase the usability and accessibility of computers. 
Depending on the context of a user, the systems switch from one modality to another 
modality. For example, when a person is maintaining and testing a machine, neither a 
speech modality nor a keyboard nor a mouse is a suitable modality of interaction. 
Instead, gesture might be appropriate or preferable. For this, the higher-level context, 
maintaining may be captured in a number of ways. 
o Activity Assistance: If mobile devices are aware of the various activities their user may 
engage in, they can be less obtrusive. Moreover, they may be able to provide useful 
services in a proactive manner. For example, how should a mobile phone behave during 
a meeting, a presentation, or a church service? What files should be loaded for a 
presentation, etc? As can be seen, for mobile devices to adapt in a proactive manner, 
understanding of the higher-level contexts such as attending a lecture or a church 
service is prevalent. 
 
This chapter introduces the Context-Aware E-Pad (CAEP) application we have designed and 
implemented. The motivation behind the design and implementation of CAEP is to demonstrate: 
 How applications can employ a higher-level context without the need to directly deal 
with its composition; and 
 The dynamic generation of context rules by associating a context with actions (decision 
events) performed by a mobile user.  
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The reason for choosing CAEP as a demonstrator is its richness in the diversity of decision 
events which can be produced; hence, it is possible to associate each decision event with different 
situations (such as attending lectures and meetings, holding presentations, electronic correspondence with 
peers, and so forth).    
 
 
   
Figure 6.1: A snapshot of the Context-Aware E-PAD. 
 
CAEP is a word processor, and exhibits characteristics similar to that of other word processors: 
A new document can be created; existing documents can be loaded, edited, deleted and exchanged with 
different participation levels. Participation levels determine with what access right a document should be 
dispatched to recipients, and include editing and saving rights. Unlike traditional word processors, CAEP 
is context-aware; it takes into account the context of a mobile user to provide useful services. Some of 
these services are: creating, loading, sending and receiving a document whenever a user is in a context of 
interest. A context of interest refers to a setting in which a user participates in a given activity which can 
be supported by the application. This activity can be attending a meeting or a lecture or holding a 
presentation. Figure 6.1 shows a screenshot of CAEP.  
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Figure 6.2: Components of CAEP.  
 
The design concept of CAEP enables the dynamic generation of context rules from a user’s 
activity. These context rules are employed to provide services suitable for the user’s context. The 
essential features of CAEP are summarised as follows:  
• During an observation time, CAEP publishes the user’s activities (in the form of decision events) 
to the Event Handler (EH). This is useful for associating the decision events with a set of 
contexts describing the situation in which the activities are taking place. For example, when a 
user creates a document, contexts such as time, location, and activity are associated with the 
document which is created. 
• From the association, the Rule Organiser generates context rules or a subpart thereof, and stores 
them. 
• During an execution time, CAEP receives instructions from the EH to create, load, receive, send, 
and delete documents. Instructions from the EH are results of the occurrence of desirable context 
events which induce a decision be fired. 
• Moreover, CAEP offers a semantic-based input interface to a user. The interface enables a user 
to enter instructions from which decision events and context rules can be constructed. The 
decision events and the context rules are executed to perform suitable and side effect free 
actions. 
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7.1 Components of CAEP 
CAEP has four components: The Input Interface (II), the Parser, the Event Import/Export 
component (EIE), and the Command Generator (CG). The specification for the interfaces of each 
component is given in table 6.1 
 
Table 6.1: Interface Specification for the Components of CAEP. 
Interface Parent Interface Operations 
Input parameter  
Types 
Return 
Types 
II java.util.EventListener 
addInputProcessor  
addParser 
Processor 
Parser 
void 
Void 
Parser  instructionArrived getDecisionEvent 
String 
Void 
void 
Event 
EIE  
eventOccured  
addEventListener 
removeEventListener 
subscribe 
Unsubscribe 
Event 
Listener 
long 
Request 
Request 
void 
void 
void 
void 
Void 
ComandGenerator  
setDecisionEvent  
removeDecisionEvent 
executeDecision 
String 
Long 
String 
void 
void 
Void 
7.1.1 The Input Interface (II) 
The input interface enables a user to enter instructions to be executed. To enable the dynamic 
generation of context rules, input instructions are managed centrally by the input interface. Instructions 
provided via the GUI produce decision events directly and need no further processing. However, besides 
the graphical user interface, CAEP provides a semantic-based input interface for a user to enter textual, 
visual or audio instructions from which decision and context events can be constructed. Such instructions 
require further processing, such as the conversion of audio and visual inputs into text, and the parsing and 
processing of the textual instructions.  
The II extends the EventListener interface from the java core package, and defines the 
addInputProcessor interface in order to accommodate input processing modules such as audio to 
text converters. The eventPerformed operation of the EventListener interface will be called by 
a graphical user interface whenever a user inputs instruction via the GUI. The EventObject, which 
will be passed to the eventPerformed operation, contains a String object with the actual 
instruction. The addParser operation adds a Parser object which will be notified of instructions 
from a user. 
7.1.2 The Parser  
The parser receives unstructured instruction from the II and generates from it decision events. 
Any instruction from a user should therefore consist of a decision type to be executed and an object (a 
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document’s name) to which the decision refers. Additional elements of a user’s instruction include a set 
of contexts which set criteria for the execution of the decision operation and persons to whom a note 
(document) should be sent or from whom it should be received.  
The Parser employs the KB in order to produce a meaningful decision event from the instruction 
of a user. Subsequently, after it parses an instruction word by word, it forwards the result to the KB. 
When words such as load, open, send, and receive appear in an instruction, they are automatically 
recognised as decision event generators. Thus the KB searches within the collection of parsed words for 
associated objects, namely, documents and notes. A document refers to a self contained file, while a note 
refers to a part of a document. Receive and send instructions, besides being decision event generators, are 
associated with recipients and senders, respectively.  
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 Figure 6.3: A Query result from the KB for producing a receive decision event. 
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Figure 6.4: A decision event generated by the Parser.  
 
The Parser interface defines the instructionArrived operation; this operation is 
responsible for generating decision events. To illustrate the function of this operation, consider the 
following instruction issued by a user. 
 
Receive last week’s DB2 note from Kathy. 
 
When the II receives this instruction, it forwards it to the Parser by calling the 
instructionArrived operation without producing a decision event, since it does not recognise the 
input as such. The instructionArrived operation parses the instruction word by word and issues a 
query request to the KB. The Body of the Request object should contain the collection of words it has 
parsed. The KB manipulates the concepts and roles as well as assertions to associate meaning to the 
collection of words from the Parser. 
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The KB then returns the result back to the Parser, which produces from a set of assertions a 
decision event. Figure 6.3 displays the query results from the KB; figure 6.4 displays the corresponding 
decision event that is produced by the Parser based on the result it received from the KB. Notice that the 
event expression semantics has been explained in section 3.3.2. 
The Parser can carry out complex assignments such as dealing with decision events referring to 
other decision events. Consider the following instruction, where the decision-subject-value-timestamp 
sequence cannot easily be reproduced:   
 
Open the document I created on Friday while attending the DB2 lecture.  
 
The corresponding query result from the KB is given in figure 6.5. 
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Figure 6.5: A Query result from the KB for producing an open decision event. 
 
When the Parser receives the query result, it accesses the first term which points to a decision 
event and the document to which the decision event refers. In figure 6.5, there is no specific document to 
which the open decision directly refers, therefore, the Parser constructs a query request and sends it to the 
Rule Organiser in order to access a decision-context association referring to a document the user is 
interested to open. 
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Figure 6.6: A query request to the Rule Organiser. 
 
It is worth to remember that a decision-context association always refers to a document or a 
subpart thereof.  Subsequently, the Parser searches for the next term (i.e., create) which refers to a 
decision event. The excerpt from the query result of figure 6.5 used for producing a query request to 
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access a decision-context association is displayed in figure 6.6. The query response from the RO 
corresponds to a document’s name referring to a decision-context association similar to the right side of 
figure 6.6. Hence, the RO returns all the documents created on Friday while the user attended a lecture. If 
there is only one document, the Parser will proceed by constructing a decision event to open the 
document. If, however, the query result corresponds to multiple documents, the user is prompted to select 
one. To minimise the user’s participation, more information is required from the user. 
7.1.3 The Event Import/Export Unit (EIE)  
The event import/export (EIE) is responsible for dispatching and receiving decision and context 
events from and to CAEP. Decision events are exported to the EH during an observation time, for them to 
be associated with contexts. Context events – or more precisely, the notification of their occurrence – is 
received from the EH during an execution time, in order for CAEP to perform an action associated with 
the context events.  
When decision events arrive at the EIE from the Parser, the EIE notifies the Command Generator 
by calling its executeDecision operation, which in turn executes an action subroutine corresponding 
to the decision event it received. If the EH has subscribed to this event, the EIE will notify it by calling 
the Event Handler’s decisionArrive operation.  
The subscribe and unsubscribe operations enable a local EH to subscribe or unsubscribe 
to a notification of the occurrence of decision events. Alternatively, the EIE can either implement or 
instantiates a class implementing the CommunicationHandler and the RequestResolver 
interfaces to process remote subscription requests via the CommunicationHandler.  
The addEventListener operation of the EIE will be called by the Command Generator 
and the EH to register a listeners which will be notified whenever decision events arrive. On the contrary, 
the removeEventListener will be called to remove registered listeners.  
7.1.4 The Command Generator (CG)  
All decision events which can be generated inside CAEP are registered at the Command 
Generator. This is useful for monitoring the activities of CAEP in a centralised manner. Only registered 
events can be triggered. A request to trigger an action should therefore arrive from the EIE referring to 
one of the decision types registered at the CG. 
The setDecisionEvent operation is called by the application’s constructor to register all 
decisions supported by it. The removeDecisionEvent will be called by a user via a graphic user 
interface to remove some decision types from the Command Generator – this happens when a user 
decides not to associate certain decisions with contexts.  
Table 6.2: A set of primitive contexts gathered during an observation time. 
  
 
                                
 
-122- 
1 
[[Context: time: 21.09.2004, 9:57:13:02 AM] 
[Context: temperature: 20] 
[Context: sound_pressure: 3 dB] 
[Context: light_intensity: 720 Lux] 
[Context: RH: 50%]] 
2 
[[Context: time: 01.10.2004, 10:10:23 AM]  
[Context: RH: 46%]  
[Context: temperature: 22]] 
3 
[[Context: time: 05.10.2004, 10:06:47 AM] 
[Context: RH: 52%]  
[Context: temperature: 22] 
[Context: light_Intensity: 700 Lux]] 
4 
[[Context: time: 12.10. 2004, 10:01:07 AM] 
[Context: temperature: 23] 
[Context: sound_pressure: 3.98 dB] 
[Context: RH: 48%]] 
 
RH = relative humidity; temperature is measured in degree centigrade. 20 
micropascal is used as a reference to measure sound pressure. 
 
 
The executeDecision operation is called by the EIE to trigger an action corresponding to an 
event which has presently occurred. This operation is responsible for invoking an action subroutine 
providing a service to the user. After the action subroutine is performed, the EIE will be notified (by 
calling the eventOccured operation) of the successful execution of the action, i.e., the occurrence of a 
decision event. The EIE in turn will notify the EH about the occurrence of the decision event. 
7.2 Decision-Context Association 
In this section, we will illustrate how decision events are associated with context events, and how 
context rules are generated dynamically.  
To motivate the discussion, a brief scenario is given. We were interested to train CAEP to 
autonomously load a document corresponding to a particular lecture a user attended. Besides loading a 
document, CAEP should autonomously collect notes from one of the user’s friends and insert them – no 
duplicate documents were allowed12 – in the appropriate document if the user had missed a previous 
lecture. This scenario corresponds to the scenario described in section 3.3.8 (a). An observation time of 
one month was set during which time four lecture sessions were conducted. The user loaded a DB2 
document and took lecture notes and gathered missed notes from a friend. Whenever the loading decision 
was detected, the EIE notified the Event Handler, which had registered at the EIE for notification. The set 
of primitive contexts which were collected at the time the loading decisions had been made are shown in 
table 6.2.  
                                                          
12 We used contexts to decide similarity of notes. If multiple notes refer to similar context-decision associations, they 
were considered to be similar.  
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Table 6.3: Summary of a Loading decision and a corresponding association. 
Context Decision 
Place Time Day 
Load ROOM 10:02 AM{±3} Tuesday 
 
7.2.1 Association Semantics 
The semantics to associate decisions with contexts is given by: 
 
( )
( )ndescriptiocontext
Withassociatedndescriptiodecision
 
Figure 6.7: Decision-context association syntax. 
 
For example, the loading decision of September 21, 2004, is described as shown in figure 6.8. 
 
( )( )
( )( )
( )( )⎟⎟⎠
⎞
⎜⎜⎝
⎛
AM9:57:232004,21,Septembertime
Roomlocation
context
WithassociatedDBloaddecision
;
2
 
Figure 6.8: A loading decision associated with contexts.  
 
Note that in the association the primitive contexts have not appeared. The reason was that the 
Composer has managed to recognise a higher-level context which was described by the primitive contexts 
– this was despite the fact that there was considerable variation in the values and types of the primitive 
contexts.  
After the EH had accumulated the decision-context associations to the end of the Observation 
time, it forwarded them to the Rule Organise, which merged and filtered associations to generate a 
context rule similar to the one displayed in equation 6.1. This rule was used during an execution time to 
autonomously load the DB2 document whenever the user attended a DB2 lecture. The existential 
quantifiers in equation (6.1) were dynamically identified from the primitive context values of table 6.2. 
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7.2.2 Mapping Multiple Decisions  
Two or more decision events could be associated with a similar context, signifying the 
occurrence of multiple activities in the same situation. For example, during the time of training CAEP to 
  
 
                                
 
-124- 
load the DB2 document, the user switched the ringing tone of his mobile phone to a vibration mode. 
Since the Event Handler has subscribed to the application managing the mobile phone’s ringing style, it 
was notified of the change in behaviour of the mobile phone while the user attended a lecture. The two 
events, namely, the loading event and the ringing style adjustment event, occurred together frequently; so 
they were associated to the same context. The syntax for associating multiple decisions with similar 
contexts is given by: 
( ) ( )
( )ndescriptiocontext
WithassociatedndescriptiodecisionfollowedByndescriptiodecision
 
Figure 6.9: Syntax for associating multiple decisions with similar sets of contexts.  
 
For the scenario just described, the merged association looked like the one depicted in figure 
6.10. 
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2  
Figure 6.10: Multiple Decisions associated with similar sets of contexts.  
 
The context rule generated from the aggregated decision-context association looks like the one in 
equation 6.2. 
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7.3 Handling Temporal Events 
Temporal contexts are useful to learn about the habits of a user. However, due to the 
unpredictable nature of the user’s behaviour, there is uncertainty in dealing with time. Often, additional 
knowledge is required to resolve this uncertainty, since inconsistency in time is application specific. For 
example, a user may not arrive at a lecture room exactly on a set time; he may arrive later or earlier than 
the time at which a lecture begins; but he cannot be early or late by more than, for example, 90 minutes – 
the duration of a lecture. Therefore, this extra task has been explicitly defined within the EH. 
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To determine temporal patterns during loading decisions, the EH decomposed the temporal 
contexts into two parts: Time and day. As can be seen from table 1, the second loading decision occurred 
10 days after the first decision; the third decision occurred four days after the second and fourteen days 
after the first; the fourth decision occurred 7 days after the third, 11 days after the second, and 21 days 
after the first. Therefore, the EH calculates a median interval with the assumption that decision intervals 
are correlated. Table 6.3 shows the summary of the observation time for the loading decisions. 
7.4 Event Flow 
During an observation time the event flow is top-down, from CAEP to the EH to the Composer, 
down to the individual Primitive Context Servers. A decision event is produced, the EH is notified of the 
occurrence of the decision event; the EH queries the Composer to acquire the current context; the 
Composer in turn contacts the available Aggregators, and depending on the aggregation mode of each 
Aggregator, primitive contexts are acquired and aggregated. The result is sent back to the Composer, 
which reasons about the current situation of the mobile user in which the decision event is produced. The 
result context is in the end associated with the decision event. Figure 6.11 summarises the event flow 
during an observation time. 
On the contrary, the event flow is bottom-up during an execution time. When the Composer 
detects the occurrence of a context event which is interesting to the EH, it will notify it. The EH queries 
the Rule Organiser to execute all rules referring to the context event. If the context event refers to a rule 
dealing with a composite event to which the current event is a member (such as a member of a sequential 
event), the rule will not be executed, but the Rule Organiser will begin to listen to the arrival of the event 
that fires the rule. Figure 6.12 summarises the execution time’s event flow. 
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Figure 6.11: Decision-Context Association. (1) The user invokes a decision instruction; (2 and 3) a decision event is 
produced; (4) the EIE is notified of the decision event; (5) a decision event is sent to the EH; (6) the EH requests the 
Composer to reason about the present situation of the user; (7) the Composer requests primitive contexts which are 
capable to describe relevant aspects of a real world situation; (8) Aggregators query Primitive Context Servers; (9) 
notification of a set of primitive contexts; (10) an aggregate of contexts is returned to the Composer; (11) the 
Composer extracts facts and beliefs that are related to the set of primitive contexts; (12) the Composer has recognised 
the higher-level context, and this higher-level context is associated with the decision which is received in (5); (13) 
decision-context association is stored in the RO. 
 
 
  
 
                                
 
-127- 
 
 
 
Figure 6.12: Execution of a context-dependent service: event flow during an execution time. (1) A context event is 
detected; (2) events are aggregated and sent to the Composer; (3) the Composer refers to facts and beliefs related to 
the aggregate context event, and recognises a higher-level context; (4) the EH is notified of the occurrence of the 
higher-level context; (5) a profile matching the context event is fetched from the RO; (6) the EIT is notified to trigger 
a loading decision; (7) a document is loaded. 
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Chapter 8  
Conclusion 
 
In this final chapter, the contributions of this thesis will be summarised and some open issues 
which merit future research will be presented. 
8.1 Research Summary  
In Chapter 1, the role of a context-aware computing in establishing a shared understanding of the 
operation settings of mobile devices was motivated, and several definitions of a context were discussed. 
These definitions were divided into explicit contexts (also primitive contexts, atomic contexts) and 
implicit contexts (also higher-level contexts). Whereas explicit contexts can directly be captured by 
employing individual sensors, implicit contexts are abstractions of real-world situations. 
To design and implement context-aware systems which are capable of capturing and adapting to 
dynamic real-world situations, a set of criteria were identified. These criteria were: 
a) Holistic and Conceptual Abstraction 
b) Managing uncertainties 
c) Belief revision 
d) Dealing with the dynamics of context inputs 
e) Dynamic definitions of context states 
 
The first criterion sets a requirement for a context-aware system to view an interactive 
environment as a whole rather than as a collection of raw-data. While the second and the third criteria 
enable a context-aware system to deal with uncertain sensory data, the fourth and the fifth are useful for 
coping with dynamic situations wherein the availability of context sources constantly changes. 
These criteria were used to state the contributions of this thesis work, which are summarised as 
follow: 
(1) Provision of a distributed architecture to enable the dynamic composition of a higher-
level context. 
(2) Provision of an event processing framework which is useful for the dynamic generation 
of context rules.  
(3) Design and implementation of the Context-Aware E-Pad application to demonstrate the 
contributions (1) and (2). 
In chapter 2, an in-depth discussion was made on related work to show that most of the criteria 
identified in chapter 1 were not fully supported.  
In chapter 3, the architecture for capturing dynamic real-world situations with the help of sensed 
data was proposed and its components were discussed. The architecture was divided into two main units: 
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the context processing unit and the event processing unit. The context processing block is responsible for 
abstracting context composition from systems and applications which utilise a higher-level context. This 
block consists of: 
a) Primitive Context Servers (PCS) 
b) Aggregators 
c) Knowledge Base (KB) 
d) Empirical Ambient Knowledge component (EAK), and 
e) Composer 
 
A PCS abstracts the acquisition of primitive contexts from physical sensors. There are two types 
of Aggregators: Homogeneous and Heterogeneous Aggregators. A Homogeneous Aggregator enhances 
the quality of a context by gathering and fusing data from single or multiple Primitive Context Servers. A 
Heterogeneous Aggregator represents an entity, and gathers primitive contexts pertaining to a particular 
entity or particular group of entities; the aim is to capture various aspects of an entity and to describe the 
entity as completely as possible. The KB and the EAK are useful for storing facts and beliefs associated 
with entities. The Composer acquires primitive contexts from Primitive Context Severs and Aggregators 
and with the help of the beliefs and facts encoded in the KB and the EAK, it reasons about a higher-level 
context as an abstraction of a dynamic real-world situation. 
The event processing block is responsible for generating context rules. It associates a user’s 
activities (in terms of decision events) with a context describing the setting in which the decision events 
are produced. Afterwards, context rules are dynamically generated from decision-context associations. 
These rules are useful for modifying the behaviour of mobile devices and context-aware systems. This 
unit consists of: 
a) Event Handler (EH), and 
b) Rule Organiser (RG) 
 
The EH subscribes to decision events arriving from context-aware systems and applications, and 
associates the decision events with a context. It is also responsible for listening to the arrival of interesting 
context events to fire all associated context rules. The RO in turn is responsible for merging and filtering 
decision-context associations, and for generating context rules from these associations. 
In chapter 4, four estimation and recognition schemes were discussed and their suitability for 
implementing the proposed architecture was studied. These schemes were Fuzzy Logic (FL), Hidden 
Markov Model (HMM), Dempster-Schafer theory of Evidence (DST) and Bayesian Network (BN). FL is 
suitable for modelling the beliefs in the EAK; DST is suitable for realising Homogeneous Aggregators, 
and HMM and BN are suitable for realising a Composer. 
In Chapter 5, the implementation of the conceptual architecture presented in chapter 3 was 
demonstrated. The Chapter was divided into three main sections: The first section discussed distributed 
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communication; the second section introduced a generic request exchanging and processing framework; 
and finally, the third section discussed in detail the implementation of the context processing unit. 
Chapter 6 demonstrated how rich empirical ambient knowledge of entities was useful for the 
Composer to address the set of criteria discussed in chapter 1. Consequently, it has been demonstrated 
that a Bayesian Compose could be able to: 
 Reason about a dynamic real-world situation if only a subpart of its aspects can be 
captured, and even if it is not possible to foresee which of its aspects can be captured; 
 Quantify the uncertainty associated with a higher-level context, which was dependant 
on the variety and reliability of the sensors employed; 
 Dynamically define different contextual states for a given higher-level context; this, 
however, depended on the variety of primitive contexts available. 
 Employ facts and relations to disambiguate between uncertain contextual states. 
 
Moreover, a top-down approach for modelling and reasoning about dynamic real-world 
situations was outlined in this chapter. The three steps required for modelling a context are summarised 
as: 
(1) The identification of the types of primitive contexts which describe some aspects of the 
situation – labelled as a higher-level context.  
(2) The determination of probable or factual states of the higher level context as well as the 
primitive contexts it abstracts. 
(3) The determination of logical and/or mathematical relations between the higher-level 
context and the various primitive contexts.  
 
This approach was used for constructing the EAK, for configuring (and reconfiguring) the 
Composer and for computing a context. As demonstrations, the activity, emotional state and whereabouts 
of a mobile user were modelled. For modelling activity, the status of devices and applications (off, idle, or 
active) as well as ambient sound pressure level (quite, loud, or noisy) were taken as primitive contexts; 
for modelling emotional status (relaxed, mildly stressed, stressed, or significantly stressed), the heart rate, 
blood pressure and respiratory rate (low, medium, or high) were taken as primitive contexts; for 
modelling whereabouts the temperature (very cold, cold, lukewarm, warm, or hot), relative humidity (dry, 
moderate, moist), ambient sound pressure level (quite, loud, or noisy) and light intensity (dark, visible, 
bright, or very bright) properties of a place(room, corridor, building, or outdoors), as well as time 
information (morning, noon, or afternoon) were taken as primitive contexts. In each case, fuzzy sets and 
Bayesian Networks were employed to define the various states of the primitive contexts and to model 
conditional dependencies. Experimental results showed that depending on the diversity of the available 
primitive contexts and the reliability of the sensors employed, the Composer could be able to discriminate 
between the specified places with different degrees of uncertainty. 
  
 
                                
 
-131- 
In chapter 7, the Context-Aware E-Pad was introduced. CAEP was chosen as a demonstrator for 
its richness in decision events which can be associated with various higher-level contexts. CAEP is a 
context-aware application with which a mobile user interacts to create, load, modify, receive, send, and 
delete documents. At the background, CAEP seamlessly publishes these decision events to the Event 
Handler, which in turn queries the Composer for the current context of the user. The Composer computes 
the context and returns the result to the EH, which will associate the context with the decision events. 
From the association, the Rule Organiser produces context rules which will be employed in the future to 
proactively provide useful services. 
8.2 Open Issues  
Context-aware computing is an emerging research field, and encompasses a wide scope of 
applications. Subsequently, not all relevant issues are addressed in this thesis. In the following 
subsections, some research topics which merit future investigations are listed.  
8.2.1 Learning 
During the modelling of the whereabouts of a person, the data employed to encode the belief of 
the EAK have been manually provided: various sensors to various places had been deployed in order to 
study some of the physical properties, and once the desired data had been gathered, statistical analysis 
were carried out to determine conditional dependencies. This process should, however, be automated, so 
that the system can seamlessly gather, aggregate and perform relevant operations. Otherwise, the 
laborious process of acquiring a priori knowledge useful to manipulate sensed data may cause 
unaffordable distraction.   
8.2.2 Data Heterogeneity 
A rich use of context entails the gathering and processing of data from various sources, which 
potentially employ different schemes to model and represent context. This process invariably necessitates 
the need to deal with semantics heterogeneity. To facilitate common understanding of context and to 
encourage context sharing and context composition, investigation is required on context modelling 
languages and model transformation schemes.  
8.2.3 Context Sharing and Privacy 
When two or more entities (such as devices) operate in a world of shared situations, one may use 
some of the context sources of the others as its own. Context sharing is desirable, as users may not be able 
to afford all relevant context sources. On the other hand, in the presence of transitive relations (if x is with 
y and y is with z, then x is with z), some context elements can be sensitive to be transferred to a third 
party. This motivates the development of efficient and reliable context sharing policies. Privacy policies, 
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like context modelling and transformation schemes, should be lightweight owing to the mobility of 
devices and users (context should be timely) as well as the scarcity of computing resources. 
8.2.4 Applications 
In the end, for a context-aware computing to transpire, the development of practical applications 
is essential. Rigorous investigation is required to conceive, design and implement these applications.  
8.3 Conclusion  
The conclusion which can be drawn from this thesis can be summarised as follows: 
o It is possible to reason about a higher-level context if only a subpart of its aspects can 
be captured, and even if it is not possible to foresee which of these aspects can be 
captured; 
o Dynamically defining different contextual states enables computers to minimize  the 
uncertainty caused by incomplete, imprecise and uncertain data; and, 
o In general, to capture a higher-level context, computers should be able to make sense of 
the data available at their disposal, rather than waiting for a data to be complete. 
 
Some of the challenges we faced during our experiment in modelling the whereabouts of a person 
include dealing with light intensity – we had to make certain that light intensity was received within the 
sensor’s specified incident angle; otherwise the amount received would fall significantly. A similar 
problem associated with light intensity was the sensor’s sensitivity to surrounding objects which absorb 
or reflect light. In the presence of such objects, we frequently observed counterintuitive results.  
Additionally, the response time of some of the sensors we used was significantly slow; this has 
contributed to the erroneous decisions made by the composer. 
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