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Abstract
We consider all-optical networks that use wavelength-division multiplexing and employ wavelength conversion at specific nodes
in order to maximize their capacity usage. We investigate the effect of allowing reroutings on the number of necessary wavelength
converters. We disprove a claim of Wilfong and Winkler [G. Wilfong, P. Winkler, Ring routing and wavelength translation, in:
Proceedings of the 9th Annual ACM-SIAM Symposium on Discrete Algorithms, SODA ’98, 1998, pp. 333–341] according to
which reroutings do not have any effect on the number of necessary wavelength converters on bidirected networks. We show that
there exist (bidirected) networks on n nodes that requireΘ(n) converters without reroutings, but only O(1) converters if reroutings
are allowed. We also address the cases of undirected networks and networks with shortest-path routings. In each case, we resolve
the complexity of computing optimal placements of converters.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In optical networks that use wavelength-division multiplexing, connections are established by determining a path
from the transmitter to the receiver (the routing phase) and reserving a free wavelength on all the fibers of that path
(the wavelength assignment phase). In a network without wavelength converters, each connection must be assigned
the same wavelength on all the fibers of its path. Since a single wavelength might not be free on all fibers along
a connecting path, this can result in considerable waste of capacity. To improve the capacity usage of the network,
wavelength converters – devices that can modify the wavelength of an incoming connection – are placed in certain
nodes (the network design phase).
Because of the high costs involved, one usually seeks a small subset of nodes that, when equipped with wavelength
converters, will allow the network to run at maximum capacity. Since this problem is dealt with in the network design
phase, the placement of wavelength converters has to support any communication pattern that is likely to emerge in
the future. The model used until now in the literature requires that any admissible routing with congestion L (i.e., at
most L paths share a fiber) can be accommodated with L wavelengths when wavelength converters are present. Under
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this condition, a single “bad” routing for a set of requests can necessitate additional wavelength converters for the
network. If such routings can be avoided for some sets of requests by using an appropriate routing mechanism, it is
likely that the network would need fewer converters to operate at maximum capacity.
In this paper, we address the question whether the number of necessary wavelength converters can be reduced by
an appropriate tuning of the routing phase. We therefore require that, for each possible set of connection requests that
can be routed with congestion L , there is at least one routing that can be accommodated using at most L wavelengths.
In contrast to previous claims in the literature, we exhibit instances where the ratio of the numbers of the required
wavelength converters in the two models can be arbitrarily large. We also show that the same holds for the case where
the routing is restricted to shortest paths. In each case, we resolve the complexity of computing optimal placements of
converters.
1.1. Preliminaries
We model the network by an undirected or (bi)directed graph G = (V, E) (in a bidirected graph, (u, v) ∈ E
implies (v, u) ∈ E). We restrict G to be a simple graph (i.e., a graph without parallel edges; pairs of anti-parallel
edges (u, v) and (v, u) are allowed in the directed case, however). A connection request is a pair of vertices (u, v) and
is routed through a (simple) u− v path. The load L(P) of a set P of paths is the maximum number of paths that share
a common edge; the load of an edge is the number of paths that use that edge. Regarding wavelengths as colors, a
wavelength assignment for a set of connections routed through a set of paths P is an assignment of colors to the paths
in P such that all paths that share an edge get different colors. In the presence of wavelength converters, a coloring is
an assignment of a color to every edge of each path. If the converters are placed in the vertices in S ⊆ V , we say that a
coloring is valid with respect to S if it satisfies the additional constraint that the color assignments to two consecutive
edges of a path differ only if their incident vertex is in S.
In order to achieve maximum capacity usage by placing wavelength converters at the nodes S ⊆ V , we need that
any admissible routing P can be colored with L(P) colors with respect to S. If we allow arbitrary routings, a set S
with this property is said to be sufficient. If we restrict to shortest-path routings, a set with this property is said to
be SP-sufficient. If we are allowed to reroute, we speak about weakly sufficient and weakly SP-sufficient sets. A set
S ⊆ V is weakly sufficient for G if for any set of requests R on G and any routing P for R there exists a routing P ′
for R that can be colored with L(P) colors with respect to S. Weakly SP-sufficient sets are defined similarly but both
P and P ′ must contain only shortest paths. We refer to the corresponding minimization problems by appending the
word “minimum” before the sought structure; for example “minimum weakly sufficient set.”
We will need the following graph-theoretic notation: We denote an induced cycle on k vertices by Ck . We also refer
to a C3 as triangle. We call an induced K1,3, i.e. the graph on four vertices with one vertex of degree 3 and all others
of degree 1, a claw. For a graph G = (V, E) and a subset S ⊆ V , we denote by G(S) the graph obtained from G by
replacing each vertex s ∈ S by degree-of-s-many copies, each of which is made adjacent to one of the old neighbors
of s. The graph G(S) is also called the exploded graph of G (with respect to S). A spider is a tree with at most one
vertex of degree greater than 2. A chain is a tree with no vertex of degree greater than 2 (i.e., a path). The maximum
degree of an undirected graph or multigraph G is denoted by ∆(G). The degree of a vertex in a bidirected graph is
defined to be the in-degree (or, equivalently, the out-degree) of that vertex.
1.2. Previous work
Wilfong and Winkler [15] show that the only connected bidirected graphs that admit the empty sufficient set are
spiders. They also provide an efficient way of determining whether a set S is sufficient: a set S is sufficient for a graph
G if and only if every component of G(S) is a spider. Concerning the problem of finding a minimum sufficient set,
Wilfong and Winkler show that it is NP-hard even for planar bidirected graphs. They also claim that in bidirected
graphs any weakly sufficient set is sufficient; we will disprove this claim in Theorem 4.
Kleinberg and Kumar [11] give a 2-approximation algorithm and a polynomial-time approximation scheme for the
minimum sufficient set problem in arbitrary directed graphs and in directed planar graphs, respectively. The main idea
behind their 2-approximation algorithm is to transform the instance of the problem to a feedback vertex set problem
(for the special case of bidirected graphs they also show a transformation to vertex cover). Kleinberg and Kumar
also show that any ρ-approximation algorithm for the minimum sufficient set problem in bidirected graphs implies a
ρ-approximation algorithm for the vertex cover problem.
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Networks with shortest-path routings are considered in [6,7]. In [6], a complete characterization of the undirected
graphs that admit the empty SP-sufficient set is given. In [7], efficient algorithms for deciding whether a set is SP-
sufficient and for optimally coloring any set of shortest paths with respect to an SP-sufficient set are presented. The
minimum SP-sufficient set problem is also shown to be MAX SNP-hard for undirected and directed graphs,NP-hard
for bidirected triangle-free planar graphs, and optimally solvable in linear time in undirected triangle-free graphs.
Wavelength converters of bounded degree have also been studied in the literature. A converter of bounded degree
does not have full conversion capabilities (as in the case we study here), but it can transform wavelength i to only a
few other specified wavelengths. We do not discuss these results here, but refer the reader to [2] and the references
therein for more details.
1.3. Our results
In Section 2, we consider weakly sufficient sets. For the undirected case, we show that if the graph is not a cycle on
three or four vertices, then any weakly sufficient set is also sufficient. For undirected cycles on three or four vertices
we show that for any set of paths P we can find a rerouting P ′ that can be colored with L(P) colors. This means that
the empty set is weakly sufficient for C3 and C4, but not sufficient. For the directed case, we show that there exists
a bidirected graph and a subset of its vertices S such that S is weakly sufficient but not sufficient. This disproves a
“theorem” of Wilfong andWinkler [15] which claimed that for bidirected graphs any weakly sufficient set is sufficient.
That result impliedNP-hardness for the minimum weakly sufficient set problem. We show that this continues to hold
even for bidirected triangle-free planar graphs of bounded degree. Furthermore, we show that the minimum weakly
sufficient set problem is APX -hard in bidirected graphs of bounded degree. We also give an example where the
optimal sufficient set is considerably larger than the optimal weakly sufficient set.
In Section 3, we consider weakly SP-sufficient sets. We show that in undirected and directed graphs of diameter at
most 2 any weakly SP-sufficient set is SP-sufficient. This, together with results from [7], proves MAX SNP-hardness
for the problem of computing a minimum weakly SP-sufficient set in undirected and bidirected graphs. We also
provide two examples of graphs, one undirected and one bidirected, for which the empty set is weakly SP-sufficient
but is not SP-sufficient. Our results indicate that in undirected and bidirected graphs an optimal weakly SP-sufficient
set can be significantly smaller than an optimal SP-sufficient set. Finally, we show that the minimum weakly SP-
sufficient set problem can be solved in linear time in undirected triangle-free graphs, that it remains NP-hard in
bidirected triangle-free planar graphs of bounded degree, and that it is APX -hard in bidirected graphs of bounded
degree.
2. Weakly sufficient sets
2.1. The undirected case
The following theorem shows that, except in two special cases, any weakly sufficient set is also sufficient. Without
loss of generality, we consider only connected graphs.
Theorem 1. Let G = (V, E) be an undirected, connected graph that is neither a C3 nor a C4. If S ⊆ V is weakly
sufficient, then it is sufficient.
Proof. We show that if S is not sufficient, then it is not weakly sufficient. In [14, Chapter 3], a characterization of
the undirected graphs that admit the empty sufficient set is given: A connected undirected graph admits the empty
sufficient set if and only if it is a chain. This characterization implies that if S is not sufficient, the exploded graph
G(S) either contains a vertex of degree at least 3 or is a cycle.
In the first case, let u be a vertex of degree at least 3 and let x, y, z be three of its neighbors. Consider the paths
xuy, xuz, and yuz. These paths have load L = 2 and need three colors for a valid coloring. If we add two paths of
length 1 to each unused edge of the graph, any rerouting will have load at least 3 or will be identical to the original
routing. To show this we argue as follows. If there are m edges in the graph, we have 2m − 3 requests after adding
the paths of length 1. This implies that at most three requests can be routed through paths of length greater than 1,
otherwise the load will be at least 3. Now, if yz 6∈ E , the request between y and z has to be routed through path yuz;
otherwise, more than three requests would have to be routed through paths of length at least 2 or one of the edges used
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Fig. 1. The path modifications needed in the proof of Theorem 2.
by the path connecting y and z would have load at least 3. If yz ∈ E , we have three requests between y and z and at
least one of them has to be routed through path yuz. Arguing analogously for the request between vertices x and y
and for the request between vertices x and z, we have that S is not weakly sufficient.
In the second case, G is itself a cycle on more than four edges since if S is non-empty, then each component of
G(S) must contain a vertex of degree 1. Thus, to complete the proof we need to show that the empty set is not weakly
sufficient for a cycle with more than four edges. If G is a C5, consider the set of all paths of length 2. This routing
has load L = 2 and requires three colors for a valid coloring. Also, any rerouting has load at least 3. If G is a C6 or
greater, let v1, . . . , v6 be six nodes that appear in this order clockwise on the cycle and consider connection requests
between v1 and v4, v2 and v5, and between v3 and v6. In any routing, all three paths pairwise intersect and hence
require three colors for a valid coloring. Moreover, there exist routings with load L = 2. 
Cycles on three or four vertices are the only graphs for which the empty set is weakly sufficient but not sufficient.
Theorem 2. Let G be an undirected cycle on three or four vertices. The empty set is weakly sufficient for G.
Proof. We show that for any set of requests R there exists a routing P for R of minimum load that can be colored
with L(P) colors.
Let x , y, and z be the vertices of a C3 and let P be a minimum load routing for R. There cannot be three paths
xyz, yzx , and zxy in P: if we reroute these paths along the direct edges, we have a routing of smaller load. Therefore,
there exists a vertex such that no path goes over it. We can “open” the triangle at that vertex and color P with L(P)
colors as in the case of a chain (simply by using an interval coloring algorithm [10]).
Now consider the case of the C4. We begin with any minimum load routing P for R and modify it until any of the
following two conditions is satisfied: (a) no path of length 3 is in P or (b) there exists a vertex such that no path goes
over it. Later we will show that if (a) or (b) is satisfied, then P can be colored with L(P) colors. First we explain the
modification of P . Let xyzw be the C4. The modification will be applied as long as none of the above conditions is
satisfied. Let p = xyzw be a path of length 3. There exists a path q that uses at least one of the edges used by p and
the edge xw; otherwise condition (b) is satisfied. As shown in Fig. 1, we can reroute paths p and q along paths of
length at most 2 such that the load of every edge does not increase. Hence, the new routing is still a minimum load
routing. Since by each such modification the number of paths of length 3 is reduced by at least one, one of conditions
(a) and (b) will be satisfied after a polynomial, in the size of the input, number of iterations.
Now we show that if (a) or (b) is satisfied, then a coloring for P with L(P) colors can be found. If condition (a) is
satisfied, then P can be colored with L(P) colors by reducing the path coloring problem to an edge coloring problem
in bipartite multigraphs: For simplicity, we assume that P does not contain any paths of length 1 since these paths can
be colored greedily in the end. We build a bipartite multigraph H on four vertices that correspond to the edges of the
C4. For every path p of length 2 in P we add an edge connecting the vertices of H that correspond to the edges used
by p. By Ko¨nig’s result [12], H has a proper edge coloring with∆(H) colors. This corresponds to a valid coloring of
P with L(P) colors, since the degree of a vertex in H is equal to the number of paths that use the corresponding edge
of the C4. If condition (b) is satisfied, we can color P with L(P) colors as in the case of a chain. 
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Fig. 2. An example of a bidirected graph (drawn as an undirected graph for the sake of simplicity) for which a set is weakly sufficient but not
sufficient. The set containing vertices a and c is weakly sufficient but not sufficient. The drawn paths show that {a, c} is not sufficient since these
paths have load L = 2, do not go over a or c, but need three colors for a valid coloring. Note that if we reroute path abdc as abc and path dbc as
dc, there exists a coloring with two colors. The proof of Theorem 4 shows that any set of paths P can be rerouted and colored with L(P) colors on
this graph.
The proof actually provides a polynomial-time algorithm for rerouting and coloring with L(P) colors any set of
paths P on a C3 or a C4 since a minimum load routing can be found in polynomial time in undirected rings [8].
Note also that the proof can easily be adapted to avoid computing a minimum load routing in the beginning and start,
instead, with any given routing.
The problem of finding optimal weakly sufficient sets can be solved similarly as the minimum sufficient set
problem.
Theorem 3. There is a linear-time algorithm for MINIMUM WEAKLY SUFFICIENT SET in undirected graphs.
Proof. If the graph contains a vertex of degree at least 3, the optimal weakly sufficient set contains all vertices of
degree at least 3. If the graph does not contain a vertex of degree at least 3 and is a chain, a C3, or a C4, the empty set
is weakly sufficient. If the graph is a cycle on five or more vertices, any single vertex is weakly sufficient since we can
open the cycle and color the paths as in the case of a chain. 
2.2. The directed case
In Theorem 4.3 of [15], Wilfong and Winkler claim, without proof, that for a bidirected graph, if a subset S ⊆ V
is weakly sufficient, then it is sufficient. This is not true, as we show in the following theorem. (Wilfong and Winkler
have confirmed that their statement is not correct [16].)
Theorem 4. There exist a bidirected graph G = (V, E) and a subset S ⊆ V such that S is weakly sufficient but not
sufficient.
Proof. Consider the bidirected graph shown in Fig. 2. The set S = {a, c} is weakly sufficient but not sufficient. The
paths shown in the figure do not go over a vertex in S, have load L = 2, and need three colors for a valid coloring.
Therefore, the set S is not sufficient. We proceed to show that for any set of paths P on this graph we can find a
rerouting P ′ that can be colored with L(P) colors with respect to S.
Denote this graph by G with its vertices labeled as in Fig. 2, let S = {a, c}, and consider a set of paths P on G. If
P does not contain any path of length 3 that does not go over a vertex in S, we can find a coloring with L(P) colors by
reducing the path coloring problem to an edge coloring problem in bipartite multigraphs, as in the proof of Theorem 2.
We first cut any path that goes over a vertex in S, i.e., we remove it from P and replace it by its two subpaths, one
ending at the vertex in S and the other starting at that vertex. We construct an auxiliary multigraph H as follows. The
vertex-set contains one vertex for each edge of G. For each path p of length 2 in P we add an edge connecting the
vertices that correspond to the edges used by p. It is easy to see that the edges of G can be 2-colored so that no path of
length 2 that does not go over a vertex in S uses edges of the same color. Such a coloring is shown in Fig. 3. Since all
paths that do not go over a vertex in S use edges of different colors, the graph H is bipartite and can thus be colored
with ∆(H) colors. This gives us a valid path coloring of the paths of length 2. Note that the degree of a vertex in H
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Fig. 3. A 2-coloring of the edges of G such that all paths of length 2 that do not go over a black vertex use edges of different colors.
is equal to the load of its corresponding edge in G, induced by paths of length 2 in P . We obtain a valid path coloring
for P with L(P) colors by greedily coloring the paths of length 1.
Consider the case where P contains at least one path of length 3 that does not go over a vertex in S, and assume
that each edge has the same load (if this is not the case, we can add paths of length 1). Let p be such a path of length
3. The only paths of length 3 that do not go over a vertex in S are between vertices a and c and use either edge (b, d)
or edge (d, b). Therefore, we can assume, without loss of generality, that the path p is abdc.
Since we have assumed that the load is uniform on all edges, there must be a path q in P using edge (b, c) and not
(a, b) (path p contributes one unit of load on (a, b) but none on (b, c)). There are five possibilities for such a path q:
path bc, path dbc, path bcd , path adbc, or path bcda. It is easy to see that in each case, we can find a rerouting of
p and q such that p is rerouted along two edges and the load on each edge does not increase. Furthermore, no new
paths of length 3 are created. Overall, we can apply such reroutings as long as there remains a path of length 3 that
does not go over a vertex in S (note that we might have to add more paths of length 1 in order to have uniform load
on all edges). When no such path of length 3 exists, we cut all paths that go over a vertex in S. The obtained set of
paths consists only of paths of length 2 and we can color it using the reduction to bipartite edge coloring described
earlier. 
In the instance considered in the previous theorem, the set S is not an optimal weakly sufficient set. If, instead
of S = {a, c}, we take S = {b} (or S = {d}), the exploded graph is a spider; hence, by the result of Wilfong and
Winkler [15], S is sufficient and therefore also weakly sufficient. It is easy, however, to rule out the possibility that
any optimal weakly sufficient set is sufficient. In Fig. 4, we give such an example, which also shows that the optimal
sufficient set can be arbitrarily larger than the optimal weakly sufficient set.
In [15], Wilfong and Winkler show that computing a minimum sufficient set isNP-hard even on planar bidirected
graphs. Their claim that any weakly sufficient set is also sufficient in bidirected graphs implied that the problem of
computing a minimum weakly sufficient set is also NP-hard. Since this claim is not true, NP-hardness does not
follow immediately for the minimum weakly sufficient set problem. It is not difficult to see, however, that the NP-
hardness proof for the minimum sufficient set problem that Wilfong and Winkler give also works for the minimum
weakly sufficient set problem. Here, we give a stronger result using an approximation-preserving reduction from the
vertex cover problem (given a graph, find a set of vertices of minimum cardinality that hits all edges). In particular,
we use an L-reduction. For completeness we give here the definition of L-reducibility.
Definition 5 (L-reducibility [13]). An optimization problem Π L-reduces to an optimization problem Π ′ if there
are polynomial-time algorithms f, g, and positive constants c1, c2 such that for each instance I of Π the following
properties hold:
(i) Algorithm f produces an instance I ′ = f (I ) of Π ′, such that the costs of the optimal solutions of I and I ′,
OPT(I ) and OPT(I ′), respectively, satisfy OPT(I ′) ≤ c1OPT(I ).
(ii) Given any solution of I ′ with cost SOL(I ′), algorithm g produces a solution of I with cost SOL(I ) such that
|SOL(I )− OPT(I )| ≤ c2|SOL(I ′)− OPT(I ′)|.
The L-reductions in this paper will actually be a simple special case of L-reductions with c1 = c2 = 1: The
reductions will be such that OPT(I ′) = OPT(I ) and any solution of I ′ with cost SOL(I ′) can be transformed into a
solution with cost at most SOL(I ′) for I . The existence of such a reduction implies that a ρ-approximation algorithm
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Fig. 4. A bidirected instance with 2n + 6 vertices (in this example n = 5) for which any sufficient set has size at least n + 2, while the optimal
weakly sufficient set has size 2. It is easy to see that there exists a set of paths P on a bidirected cycle of length 3 with load L = 2 that need three
colors for a valid coloring, and any rerouting is either identical to P or has load at least 3. Hence, any weakly sufficient set must contain at least
one vertex from each bidirected cycle of length 3. It follows from the proof of Theorem 4 that the two black vertices constitute a weakly sufficient
set (that is optimal). Any sufficient set has to hit the two bidirected cycles of length 3 on the left and on the right of the graph and also take at least
one vertex from each bold edge.
for Π ′ immediately yields a ρ-approximation algorithm for Π , and therefore inapproximability results for Π hold for
Π ′ as well.
Theorem 6. There exists an L-reduction from VERTEX COVER to the bidirected MINIMUM WEAKLY SUFFICIENT
SET problem.
Proof. Let G = (V, E) be an instance of the vertex cover problem. Construct a bidirected graph G ′ = (V ′, E ′) by
replacing every edge of G with a pair of oppositely directed edges and adding, for each vertex u, two new vertices
and making them adjacent to u via two oppositely directed edges.
Let U ⊆ V be a minimum vertex cover for G. If we explode the graph G ′ on the vertices of U (viewing U as a
subset of V ′), the exploded graph is a collection of spiders. By the result of Wilfong and Winkler [15], U is sufficient.
Hence, U is also weakly sufficient.
Now, assume that S is a weakly sufficient set for G ′. To show that S is also a vertex cover for G (viewing S as
a subset of V—we ignore any of the vertices added in the construction of G ′), it suffices to show that any weakly
sufficient set needs to contain at least one vertex from each edge of G ′ that corresponds to an edge of G. Consider
two adjacent vertices x and y in G ′ that correspond to vertices in G. There are two vertices a and b adjacent to x and
two vertices c and d adjacent to y. The directed paths axb, axyc, dyc, dyx , and yxb are shortest paths, have load 2,
and need three colors for a valid coloring. Furthermore, we can add paths of length 1 in such a way that all edges of
G ′ have uniform load 2. Then any rerouting has load at least 3. Therefore, any weakly sufficient set must contain at
least one vertex from each edge of G ′ that corresponds to an edge of G, and this translates to a vertex cover U ′ of
cardinality at most |S| for G.
Let OPTWSS denote the size of an optimal weakly sufficient set for G ′. Since from a given weakly sufficient set S
we can obtain a vertex cover of size at most |S|, and from a minimum vertex cover of size OPTVC we can obtain a
weakly sufficient set of size OPTVC, it follows that OPTWSS = OPTVC. We have |U ′| − OPTVC ≤ |S| − OPTWSS
and therefore the transformation is an L-reduction (with c1 = c2 = 1). 
Note that the transformation in this proof does not create triangles, increases the maximum degree of the graph
only by 2, and yields a planar graph whenever the given instance of the vertex cover problem is planar.
Dinur and Safra have shown that it is NP-hard to approximate the vertex cover problem within a factor of 1.3606
in graphs of arbitrary degree [5]. The same inapproximability result thus applies to the directed MINIMUM WEAKLY
SUFFICIENT SET problem even in the special case of bidirected graphs. Vertex cover is known to be APX -hard
already in graphs with maximum degree equal to 3 [1]. By Lemma 8.2 from [3, p. 260] (an L-reduction from an
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optimization problem in APX is an AP-reduction), this implies that the directed MINIMUM WEAKLY SUFFICIENT
SET problem isAPX -hard even when restricted to bidirected graphs of bounded degree. Berman and Karpinski have
given explicit inapproximability results for the vertex cover problem in graphs of maximum degrees 3, 4 and 5 [4].
They showed that the vertex cover problem is NP-hard to approximate within a factor of 145/144 − ε in graphs
of maximum degree 3, factor 79/78 − ε in graphs of maximum degree 4, and 74/73 − ε in graphs of maximum
degree 5, for any ε > 0. These inapproximability results thus apply to the directed MINIMUM WEAKLY SUFFICIENT
SET problem for bidirected graphs with degree bounds 5, 6 and 7, respectively. Furthermore, the vertex cover problem
is known to be NP-hard in undirected triangle-free planar graphs of maximum degree equal to 3 [9]. We thus obtain
the following corollaries.
Corollary 7. It is NP-hard to approximate the directed MINIMUM WEAKLY SUFFICIENT SET problem within a
factor of 1.3606 in bidirected graphs.
Corollary 8. The directed MINIMUM WEAKLY SUFFICIENT SET problem is APX -hard even when restricted to
bidirected graphs of bounded degree. For any constant k > 2, inapproximability results for the vertex cover problem
in graphs of maximum degree k apply to the directed MINIMUM WEAKLY SUFFICIENT SET problem in bidirected
graphs of maximum degree k + 2.
Corollary 9. The directed MINIMUM WEAKLY SUFFICIENT SET problem is NP-hard even when restricted to
bidirected triangle-free planar graphs of maximum degree 5.
3. Weakly SP-sufficient sets
Before we present our results, we recall the characterization of SP-sufficient sets given in [7] since we will use it
in some of the proofs that follow.
For a graph G = (V, E), let PG be the set of all shortest paths of length 2 in G. For a set P of paths in G and a
set S ⊆ V , let P(S) be the set of paths obtained from P after cutting every path at the vertices of S that it contains.
(Cutting a path p at an internal vertex v means replacing the path by two new paths, one consisting of the first part
of p ending at v and the other consisting of the second part of p starting at v.) For a set P of shortest paths in G,
let T (P) be the multigraph on E with edge-set containing for every path p ∈ P an edge for each of the subpaths of
length 2 of p.
Theorem 10 ([7]). Let G = (V, E) be a (possibly directed) graph. A set S ⊆ V is SP-sufficient for G if and only if
the following two conditions hold:
(i) T (PG(S)) is bipartite, and
(ii) not both edges corresponding to the two subpaths of length 2 of a shortest path of length 3 in G lie consecutively
on the same cycle in T (PG(S)).
3.1. The undirected case
We begin with the following theorem.
Theorem 11. Let G = (V, E) be an undirected graph of diameter 2. If S ⊆ V is weakly SP-sufficient, then it is
SP-sufficient.
Proof. Assume that S is not SP-sufficient. We show that S is not weakly SP-sufficient. Since S is not SP-sufficient
and G has diameter 2, it follows from Theorem 10 that the graph T (PG(S)) is not bipartite. Hence, we can find an
odd cycle in T (PG(S)) whose edges correspond to a set P of shortest paths of length 2 on G with load L = 2 that
require three colors for a valid coloring. Let E ′ be the set of edges used by the paths in P . Each edge in E ′ is used by
exactly two paths in P .
Notice that any rerouting has to be done along shortest paths; therefore, a path that uses only one edge cannot be
rerouted. By adding paths of length 1 to all other edges of G, so that each edge has load 2, we can ensure that any
rerouting of paths in P that uses edges in E \ E ′ will result in greater load.
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Fig. 5. A set of shortest paths on a satellite with load L = 2 that need three colors for a valid coloring is shown on the left. On the right, a rerouting
that can be colored with two colors is shown.
We have to consider the case where P is rerouted along edges only in E ′. Assume that there exists a rerouting P ′
of P that uses edges only in E ′, has load L = 2, and can be colored with two colors. (Observe that there cannot exist
a rerouting of P with load L = 1 along E ′.) Since every edge in E ′ is used by exactly two paths in P , every edge in
E ′ has to be used by exactly two paths in P ′. Therefore, the paths in P ′ contribute 2 to the degree of each vertex in
T (PG(S)) that corresponds to an edge in E ′. Hence, the paths in P ′ form one or more disjoint cycles in T (PG(S)).
Since P ′ can be colored with two colors, all cycles must be of even cardinality. This is, however, a contradiction since
|P| = |P ′|: at least one cycle must be odd. 
In [7], it is shown that the undirected minimum SP-sufficient set problem is MAX SNP-hard even when restricted
to graphs of diameter 2. Combining this with Theorem 11, we obtain MAX SNP-hardness for the undirected minimum
weakly SP-sufficient set problem.
Corollary 12. MINIMUM WEAKLY SP-SUFFICIENT SET is MAX SNP-hard in undirected graphs of diameter 2.
In graphs with diameter greater than 2, a weakly SP-sufficient set might not be SP-sufficient. An example is shown
in Fig. 5. The graph shown in Fig. 5 does not admit the empty SP-sufficient set. As we show in the following theorem,
however, it admits the empty weakly SP-sufficient set. We call this graph a satellite.
Theorem 13. The empty set is weakly SP-sufficient for the satellite.
Proof. Let P be a set of paths on a satellite. If the longest path in P has length less than 3, we can color P with L(P)
colors by reducing the path coloring problem to an edge coloring problem in bipartite multigraphs, as in the proofs
of Theorems 2 and 4. Indeed, it can be easily seen that the edges of the satellite can be 2-colored such that every
shortest path of length 2 uses edges of different colors. Hence, the multigraph H with one vertex for every edge of
the satellite and one edge for every path of length 2 in P is bipartite and can be colored with ∆(H) colors. This gives
us a coloring of P with L(P) colors, after coloring greedily any paths of length 1. As a result, we can assume that P
contains a path of length 3 or 4.
We show that we can always find a rerouting P ′ of P along shortest paths and a coloring for P ′ with L(P) colors.
Note that the only paths using the “middle” edge of the satellite are paths of length 1, and hence we can ignore them.
The proof is by induction on L(P). If L(P) = 1, then P ′ := P and one color is sufficient. Assume that for every set
of paths P with load L(P) < k we can find a rerouting P ′ of P and a coloring for P ′ with L(P) colors. Now, consider
a set of paths P with load L(P) = k, where k ≥ 2. Without loss of generality, assume that the load of P is uniform,
i.e., every edge of the satellite has load k. We distinguish cases according to the length of the longest path in P . In
each case, we show how to reroute P into P ′ with L(P ′) = k and how to find a subset Q ⊆ P ′ of edge-disjoint paths
whose removal reduces the load of P ′ by one. All paths in that subset can be assigned the same color; the remaining
paths can be rerouted and colored with k − 1 different colors by the induction hypothesis. In the case analysis, we use
the labeling of the vertices shown in the left part of Fig. 5.
Case 1: There is a path of length 4 in P .
Let p = abcde be a path of length 4 and let b f , f d , and c f be the edges of the satellite that are not used by p.
Since we have assumed that the load is uniform on all edges, there must be a path in P using edge f d and not de
(path p contributes one unit of load on de but none on f d). There are three possibilities for such a path: path f d , path
b f d, or path d f ba. Similarly, there must be a path in P using edge b f and not ab (this could be the same path). We
have three possibilities: path b f , path b f d , or path b f de. We consider all possible cases.
2920 T. Erlebach, S. Stefanakos / Discrete Applied Mathematics 156 (2008) 2911–2923
Case 1.1: b f d ∈ P .
We set P ′ := P and take Q := {abcde, b f d}.
Case 1.2: f d, b f ∈ P .
We set P ′ := P and take Q := {abcde, f d, b f }.
Case 1.3: ab f d, b f de ∈ P .
We reroute path ab f d as abcd and path abcde as ab f de and take Q := {b f de, abcd}.
Case 1.4: f d, b f de ∈ P (the case b f, ab f d ∈ P is symmetric).
The paths considered create smaller load on the edge b f than on the edge f d; therefore, there must be a path in P
that uses edge b f and not edge f d . We have two possibilities: path b f or path ab f . If b f ∈ P , we can apply Case
1.2. If ab f ∈ P , we reroute path abcde as ab f de and path b f de as bcde, and take Q := {bcde, ab f, f d}.
Case 2: There is no path of length 4 in P .
Let p = abcd be a path of length 3 in P and b f , f d , c f , and de be the edges of the satellite not used by p. Since
we have assumed that the load is uniform on all edges, there must be a path in P using edge de and not cd (path p
contributes one unit of load on cd but none on de). There are three possibilities for such a path: path de, path f de,
or path b f de. Similarly, there must be a path in P using edge b f and not ab (this could be the same path). We have
three possibilities: path b f , path b f d, or path b f de. We consider all possible cases.
Case 2.1: b f de ∈ P .
We set P ′ := P and take Q := {abcd, b f de}.
Case 2.2: b f, f de ∈ P .
We set P ′ := P and take Q := {abcd, b f, f de}.
Case 2.3: b f d, de ∈ P .
We set P ′ := P and take Q := {abcd, b f d, de}.
Case 2.4: b f, de ∈ P .
The paths considered create smaller load on the edge f d than on b f ; therefore, there must be a path in P using
edge f d but not b f . There are two possibilities for such a path: path f d or path f de. If f d ∈ P , we set P ′ := P and
take Q := {abcd, de, b f, f d}. If f de ∈ P , we can apply Case 2.2.
Case 2.5: b f d, f de ∈ P .
The paths considered create smaller load on the edge b f than on f d; therefore, there must be a path in P using
edge b f but not f d . There are two possibilities for such a path: path b f or path ab f . If b f ∈ P , we can apply Case 2.2.
If ab f ∈ P , we reroute path b f d as bcd and path abcd as ab f d and take Q := {bcd, ab f, f de}.
In each case, we can reroute and find a set of edge-disjoint paths with load L = 1. These paths can be assigned the
same color while the remaining can be rerouted and colored with k − 1 colors by our induction hypothesis (observe
also that in every case the rerouting does not modify the load on any edge and the set of paths that we remove has
uniform load everywhere, except on the middle edge c f of the satellite; hence, our assumption for uniform load on
every edge except the middle one continues to hold after removing the set of edge-disjoint paths with load L = 1).
Altogether, we use k colors and the statement follows. 
It is now straightforward to construct instances where both the optimal weakly SP-sufficient set and the optimal
SP-sufficient set have sizes greater than zero, but the optimal SP-sufficient set is arbitrarily larger than the optimal
weakly SP-sufficient set. Such an example is shown in Fig. 6.
Theorem 14. There is a linear-time algorithm for MINIMUM WEAKLY SP-SUFFICIENT SET in undirected triangle-
free graphs.
Proof. Consider an undirected triangle-free graph G = (V, E). If G is a cycle on five or more vertices, we can find
sets of shortest paths with load 2 that need three colors for a valid coloring and such that any rerouting has load at
least 3. Hence, a weakly SP-sufficient set needs to contain at least one vertex, and one vertex is indeed weakly SP-
sufficient. If G is a cycle on four vertices, then the proof of Theorem 2 can be adapted to show that the empty set is
weakly SP-sufficient. If G is not a cycle, it contains a vertex of degree at least 3 or is a chain. In the latter case, the
empty set is weakly SP-sufficient, because a set P of paths in a chain can always be colored with L(P) colors (it is
equivalent to coloring an interval graph with maximum clique size L(P), and interval graphs are perfect graphs, see,
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Fig. 6. An instance with 5n + 1 vertices for which the optimal SP-sufficient set has size n + 1, while the optimal weakly SP-sufficient set has size
1 (in this example, n = 8). The optimal weakly SP-sufficient set contains only the central vertex (since, assuming n ≥ 3, there is a claw at that
vertex). Any SP-sufficient set has to take, besides the central vertex, one vertex from each satellite.
e.g., [10]). To deal with the former case it suffices to observe that every claw needs to be hit by a weakly SP-sufficient
set (i.e., a converter is needed at the vertex of degree 3 of the claw); this can be shown by arguing as in the proof
of Theorem 1. Since we assume that the given graph is triangle-free, every vertex of degree at least 3 is the center of
a claw and therefore requires a converter. Thus, the optimal weakly SP-sufficient set simply consists of all vertices of
degree at least 3 in this case. 
3.2. The directed case
All the results in the previous section transfer to the directed case. We briefly present the results here, but omit the
proofs because they largely resemble either the proofs of their undirected counterparts or the proofs for MINIMUM
WEAKLY SUFFICIENT SET.
The proof of Theorem 11 carries over to the directed case, giving the following result.
Theorem 15. Let G = (V, E) be a directed graph of diameter 2. If S ⊆ V is weakly SP-sufficient, then it is SP-
sufficient.
This, along with the MAX SNP-hardness of the minimum SP-sufficient set problem in bidirected graphs of
diameter 2 shown in [7], establishes MAX SNP-hardness for the minimum weakly SP-sufficient set problem in
bidirected graphs.
Corollary 16. MINIMUM WEAKLY SP-SUFFICIENT SET is MAX SNP-hard in bidirected graphs of diameter 2.
We can additionally show that the minimum weakly SP-sufficient set problem remains NP-hard in bidirected
triangle-free planar graphs of bounded degree and that it isAPX -hard in bidirected graphs of bounded degree. These
results follow by an approximation-preserving reduction from the vertex cover problem, similar to the one given
in Theorem 6. To see that the proof carries over to weakly SP-sufficient sets, it suffices to observe that the paths we
used in the proof of Theorem 6 to show that any sufficient set and any weakly sufficient set need to contain a vertex
from each edge in the vertex cover instance are indeed shortest and they cannot be rerouted along different shortest
paths.
Theorem 17. There exists an L-reduction from VERTEX COVER to the bidirected MINIMUM WEAKLY SP-
SUFFICIENT SET problem.
Corollary 18. It isNP-hard to approximate the directed MINIMUM WEAKLY SP-SUFFICIENT SET problem within
a factor of 1.3606 in bidirected graphs.
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Fig. 7. The graph G1 in Theorem 21. This graph does not admit the empty SP-sufficient set since the paths abcd , cde, ab f , b f d, and f de are all
shortest, have load L = 2 and need three colors for a valid coloring.
Corollary 19. The directed MINIMUM WEAKLY SP-SUFFICIENT SET problem is APX -hard even when restricted
to bidirected graphs of bounded degree. For any constant k > 2, inapproximability results for the vertex cover problem
in graphs of maximum degree k apply to the directed MINIMUM WEAKLY SP-SUFFICIENT SET problem in bidirected
graphs of maximum degree k + 2.
Corollary 20. The directed MINIMUM WEAKLY SP-SUFFICIENT SET problem is NP-hard even when restricted to
bidirected triangle-free planar graphs of maximum degree 5.
As in the undirected case, we give an example of a graph that has diameter greater than 2, does not admit the empty
SP-sufficient set, but admits the empty weakly SP-sufficient set. The graph, which we call G1, is shown in Fig. 7.
(Note that a similar example can be easily constructed for the bidirected case.)
Theorem 21. The empty set is weakly SP-sufficient for G1.
The proof is a simple adaptation of the proof of Theorem 13. If no path of length greater than 2 exists, we can
apply the reduction to edge coloring of bipartite multigraphs. If there are paths of length 3 or 4, we can apply the same
case analysis as in the proof of Theorem 13, since there is a one-to-one correspondence between undirected shortest
paths of length at least 2 on a satellite and directed shortest paths of length at least 2 on G1. Finally, note that similar
examples as the one given for the undirected case in Fig. 6 can be constructed using the graph G1.
4. Conclusion
In light of the presented results, several problems – which were considered up to now settled and well understood
– need to be re-addressed. Using the claim of Wilfong and Winkler [15], the work of Kleinberg and Kumar [11] on
sufficient sets implied a 2-approximation algorithm for computing minimum weakly sufficient sets. Since the claim
does not hold, the existence of a good approximation algorithm for this problem is an interesting open question.
Furthermore, we do not know how to test if a set is weakly sufficient or weakly SP-sufficient and how to reroute
connections and assign wavelengths optimally if such a set is given (in contrast to the case of sufficient and SP-
sufficient sets where such algorithms are known [15,7]). Since, as we have shown, allowing reroutings can significantly
reduce the cost of optical networks, these problems are worthy of investigation for both cases of arbitrary routings
and shortest-path routings. Finally, it is worth mentioning that the problems related to sufficient sets and SP-sufficient
sets would also be interesting to study in the case of multifiber networks (corresponding to multigraphs with parallel
edges).
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