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Software prototyping processes have contributed to de-
velop cheaper, faster and more reliable products. However, 
despite the advances in technology, little progress has been 
done in improving the management of software prototyping 
development projects. Research shows that 45 percent of 
all the causes for delayed software deliveries are related to 
organizational issues [1]. This paper addresses the risk 
assessment issue, introducing metrics and a model that can 
be integrated with prototyping development processes. 
 
1. Introduction 
Despite 50 years of progress, the software industry re-
mains immature to meet the demands of an information-
age economy. Many researches have treated the problem 
using different approaches: formal methods, prototyping, 
software processes, etc. However, this assertion remains 
true today. Experience suggests that building and integrat-
ing software by mechanically processable formal models 
leads to cheaper, faster and more reliable products [2]. 
Software development processes such the hypergraph 
model for software evolution [2], or the spiral model [3], 
have improved the state of the art. However, they have a 
common weakness: risk assessment. On the software evolu-
tion domain, risk assessment has not been addressed as part 
of the model. In the various enhancements and extensions, 
the graph model did not include risk assessment steps, 
hence risk management remains as a human-dependent 
activity that requires expertise. On the evaluation of the 
spiral model, one of the difficulties mentioned by Boehm 
was: "Relying on risk-assessment expertise, the spiral 
model places a great deal of reliance on the ability of soft-
ware developers to identify and manage sources of project 
risk." [3]. 
Many researches have addressed the problem of risk as-
sessment following the perspective of the traditional disci-
plines. The available tools for risk assessment are guide-
lines for practices, checklists, taxonomies of risk factors 
and few metrics. All these methods work fine if a) there is a 
human educated on risk assessment, and b) he/she has 
enough experience. Such resources are very scarce. Our 
research is focused on software project risk assessment, 
which in other words is the prediction of success of the pro-
ject. The only way to evaluate the degree of success of a 
project is: a) to compare the planned and actual schedules; 
b) to compare the planned and actual costs; and c) to com-
pare the planned and actual product characteristics. An 
emergent branch of software engineering has covered this 
last part: software reliability. However, we think that more 
emphasis put on in the first two. We believe that evolution-
ary prototyping provides the most promising context to 
address these issues. 
1.1. Impact of evolutionary software processes 
Studies have shown that early parts of the system devel-
opment cycle such as requirements and design specifica-
tions are especially prone to errors [2]. Problems originat-
ing in the early stages often have a lasting influence on the 
reliability, safety and cost of the system. This effect is par-
ticularly notorious in projects involving multiple stake-
holders with different points of view. Evolutionary proto-
typing offers an iterative approach to requirement engineer-
ing to alleviate the problems of uncertainty, ambiguity and 
inconsistency inherent in the process. Moreover, prototyp-
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ing can improve the capture of change in requirements and 
assumptions during the development process.  
Evolution-driven CASE tools for computer-aided proto-
typing provide logical assessment of the consistency and 
clarity of requirements and specifications. The use of proto-
types facilitates the requirement phase in any type of soft-
ware projects. Particularly, in real-time applications where 
severe time constraints impose more challenges, the use of 
prototypes facilitates to describe the requirements in a 
clear, precise, consistent and executable format. Prototypes 
are useful to demonstrate system scenarios to the affected 
parties as a way to: a) collect criticisms and feedback that 
are sources for new requirements; b) early detection of de-
viations from users’ expectations; c) trace the evolution of 
the requirements; and d) improve the communication and 
integration of the users and the development personnel.  
Despite the unquestionable benefits of prototyping, we 
have two concerns. First, the risk assessment issue has not 
been solved. The second concern is that prototyping poses a 
problem to project planning because of the uncertain num-
ber of cycles required constructing the product. Most parts 
of project management and estimation techniques are based 
on linear layouts of activities, so they do not fit completely.  
1.2. The estimation problem 
In order to assess the risk in a project, it is necessary to 
have an idea of the effort and time involved. The industry 
has been using three classes of tools to estimate effort and 
time that can be applied at different moments during the 
life cycle, each category being more precise than the previ-
ous one but arriving later:  
a) Very early estimations. This category includes very 
crude approximations done during the beginning of the 
process usually by subjective comparisons using previ-
ous projects. 
b) Macro models. This category includes Basic 
COCOMO, Putnam, Function Points, etc. The estima-
tion is done after completing the requirements phase. 
c) Micro models. This category includes intermediate and 
detailed COCOMO, and Pert/CPM/Gantt techniques. 
The estimation is done after the design when it is pos-
sible to have a work breakdown structure. The project 
estimate is the integration of all module estimates.  
It is not our intention to discuss these techniques, the de-
tails can be read in [4], [5], [6] and [7]. However we high-
light the assumptions for COCOMO and Putnam’s meth-
ods. COCOMO assumes: 
(1) The development period starts at the beginning of the 
design phase. That means that the requirements phase 
is already done. 
(2) The estimation covers only the direct-charged labor. In 
other words, time spent in meetings and communica-
tion is not considered. 
(3) The model assumes that a rather optimistic working-
time of 152 hours of productive work per month. 
(4) The model assumes that the project will enjoy "good 
management." 
(5) Finally, the model assumes that the requirements will 
remain unchanged. This is a really restrictive assump-
tion that does not match the evolutionary prototyping 
process. 
 The other de facto standard, Putnam’s model, is based on 
the following assumptions: 
(1) A development project is a finite sequence of purpose-
ful, temporally ordered activities, operating on a ho-
mogeneous set of problem elements, to meet a specified 
set of objectives. 
(2) The number of problem elements is unknown but fi-
nite. 
(3) Problems are detected, recognized and solved by apply-
ing effort. 
(4) The occurrence of problem solving follows a Poisson 
process. 
(5) The number of people working in the project is propor-
tional to the number of problems ready to solve at that 
time. 
(6) The requirements are done, which is very restrictive 
considering evolutionary software processes. 
None of these techniques consider the following charac-
teristics of software projects: a) requirement volatility, b) 
personnel volatility, and c) time consumed by communica-
tions, exceptions and noise in the process. All the methods 
use size as input parameter via some kind of derivation 
from complexity. In many cases the methods to compute 
such complexities and sizes are questionable. Recently, 
Stanford University [7] developed a new generation micro-
model estimation tool (VitéProject) that addresses some of 
our concerns. This tool is useful but requires a complete 
work breakdown of the project, thus it is useful to control 
the project but cannot be used for early estimations. How-
ever, it is very useful to simulate different scenarios. We are 
using this approach to calibrate our model. 
 
2. Metrics 
Metrics is a key factor in the identification of threats. 
Without metrics it is not possible to provide early alerts of 
risks. In this section we describe a set of metrics that sup-
port our risk identification strategy. We decided to use a 
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small set of metrics presenting the following characteris-
tics: a) robustness, b) repeatability, c) simplicity in terms of 
the number of parameters, d) easy to calculate, and e) 
automatically collectable. 
 
2.1. Metrics for Requirements 
We define birth rate (BR) as the percentage of new re-
quirements incorporated in each cycle of the evolution 
process. This metric shows the explosion of new require-
ments as a percentage. 
BR = (NR / TR) * 100, where   (Eq. 1) 
NR  = number of new requirements, 
TR  = total number of requirements (including NR). 
We define death rate (DR) as the percentage of re-
quirements that are dropped by the customer in each cycle 
of the evolution process. 
DR = (DelR / TR) * 100, where (Eq. 2) 
DelR = number of requirements deleted, 
TR = total number of requirements (before deletion)  
We define change-rate (CR) as the percentage of re-
quirements changed from the previous version. 
CR  = (ModR / TR) * 100, where  (Eq. 3) 
ModR = number of requirements changed, 
















Figure 1: Evolution of requirements 
 
From the point of view of the metrics, a change on a re-
quirement can be viewed as a death of the old version and a 
birth of the new one. The simplification just described, en-
ables to compare birth rate and death rate in a bi-
dimensional plot that shows four regions: stability region, 
growing region, volatility region and shrinking region. 
Each of these regions has different risk connotations. There 
is a normal evolution of the project as the time goes by. 
During early stages, it is normal for projects being in the 
growing region. However, if the project continues in this 
region after many cycles, or return to this region after visit-
ing other regions, then something wrong could happen. In 
the first case, the requirement engineering could not be 
efficient. The second case could show evidence of late dis-
covery of some cluster of hidden requirements. After some 
cycles, the project should leave the volatile region. If the 
project evolves to the shrinking region, and the require-
ments engineering is working right, there is evidence that 
the customers are cutting down the project. This can be the 
indicator of a severe cut in the budget. Finally, any involu-
tion to a previous region should be considered as evidence 
of threats. In such cases a detailed analysis is required to 
assess the causes of the anomaly.  
 
2.2. Metrics for Personnel 
In order to measure personnel both quantitative and 
qualitative metrics are required. The skill match between 
person and job is required to estimate the speed in process-
ing information and rate of exceptions. On the quantitative 
side we propose to measure the number of people and the 
turnover. This last one provides information about the ex-
pected productivity losses due to training, learning curves 
and communications. 
 
2.3. Metrics for Complexity 
Complexity has a direct impact on quality because the 
likelihood that a component fails is directly related to its 
complexity. The quality of the product can only be deter-
mined at the end of the process. Hence, it is important to 
measure the complexity as predictor. This particularly use-
ful in real time systems, which present special difficulties 
in terms of requirement engineering. Some requirements 
are difficult for the user to provide and for the analysts dif-
ficult to determine. The best way to discover these hidden 
requirements is via prototyping. Computer Aided Prototyp-
ing System (CAPS) [2] is a CASE tool specially suited for 
this task. It has a graphical easy to understand interface and 
mapped to a specification language, which in turns gener-
ates Ada code. 
The prototyping process consists of prototype construc-
tion and modification (evolution) based on evolving re-
quirements and code generation. Both construction and 
modification are exploratory activities with a common tar-
get: to satisfy multiple users with different and often con-
flicting points of view. Requirement engineering is a con-
sensus driven activity in which mechanisms for conflict 
resolution and traceability of requirement evolution repre-
sent critical success factors. 
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Formal specifications are suitable for being analyzed to 
compute their complexity. In the case of CAPS, the tool 
generates specifications in a structured language called 
Prototyping Specification Design Language (PSDL). PSDL 
code has the following tokens: types, operators, data 
streams and constraints. Types are declarations of abstract 
data types required for the system. Operators and data 
streams are the components of a dataflow graph. Finally, 
constraints represent the real-time constraints that the sys-
tem must support. 
Ada NCLOC vs Large Granularity Complexity (LGC)













Figure 2: Correlation between non-comment Ada lines 
of code and LGC 
We define two complexity metrics for PSDL: Fine 
Granularity Complexity metric (FGC), and Large Granular-
ity Complexity metric (LGC). The reason to compute dif-
ferent metrics is because we want to detect two classes of 
threats. First, we need to be aware of operators that are too 
complex. High complexity on one operator could be caused 
by poor design and possible can be solved by further de-
composition. Second, we require a metric to compute the 
total complexity of the system. 
FGC expresses the complexity of each operator in the 
system and is a function of the fan-in and fan-out data 
streams related to the operator. 
FGC = fan-in + fan-out  (Eq. 4) 
LGC expresses the complexity of the system as a func-
tion of the number of operators (O), data streams (D), and 
types (T). 
 LGC = O + D + T  (Eq. 5) 
We examined the correlation between LGC and size of the 
specifications and the code. We observed a very strong cor-
relation between PSDL lines of code and LGC (R = 0.996). 
The correlation between Ada non-comment lines of code of 
the projects with their complexity measured using LGC, we 
observe a strong correlation also (R = 0.898) (Fig. 2). Even 
if CAPS generates part of the Ada code, the designer can 
add and modify the generated code introducing more vari-
ability. The following graph shows the correlation observed 
for the same set of projects. The size of the project in thou-
sands of non-comment lines of code can be estimated as: 
KLOC = (32 LGC + 150) / 1000  (Eq. 6) 
3. The proposed model 
From the point of view of software engineering, it is 
necessary to create the methodology to solve the decision-
making process during the early stages of the life cycle, 
when changes can be done with less impact on the budget 
and schedule. The most significant causes of software pro-
ject failures are: lack of understanding of user’s needs, ill 
defined scopes, poor management of project changes, 
changes in the chosen technology, changes in business 
needs, unrealistic deadlines, user’s resistance, loss of spon-
sorship, lack of personnel skills, and poor management. 
From those pathologies, we conducted causal analysis arriv-
ing to the three risk factors that we will discuss. 
We propose to divide risk management in three activities: 
risk identification, risk assessment and risk resolution. Risk 
identification is the set of techniques designed to alert and 
identity possible threats. Risk assessment is the quantitative 
analysis of the probabilities and impacts of the identified 
threats. Risk resolution is the application of resources and 
effort to avoid, transfer, prevent, mitigate or assume the 
risks. 
In order to achieve risk management, an organization re-
quires a minimum level of maturity that can be associated 
with CMM level 2 [8]. If an organization is not able to col-
lect metrics, any attempt to formally identify and assess 
risks is impossible.  
 
3.1. The risk major components 
In our vision, software risks could be controlled if we 
could master how to administrate uncertainty, complexity 
and resources. Transforming the unstructured problem of 
risk assessment leads to a formal method able to be trans-
lated into an algorithm. In order to structure the problem, 
we proceeded to analyze the problem decomposing project 
risk into simpler parts. We used causal analysis to find the 
primitive threat factors. We identified three major factors: 
process risk, resource risk and product risk. Each of these 
factors introduces risks by themselves but mainly due to the 
interaction between them.  
Resource risk. is affected by organizational, operational, 
managerial and contractual parameters such as resources, 
outsourcing, personnel, time and budget among others. The 
literature is abundant in this area. Various approaches use 
subjective techniques such as guidelines and checklists [9], 
[10], [11], which require expert’s opinion even when they 
could be supported by metrics. 
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Engineering development work procedures such as soft-
ware development, planning, quality assurance, and con-
figuration management cause process risk. The more com-
plex a process is, the more difficult it is to manage, and the 
more education, training, standards, reviews, and commu-
nication are required. Consequently, complexity grows. The 
software process complexity has been partially covered by 
research in terms of subjective assessments about maturity 
level and expertise [9], [10], [11]. However, we require a 
more precise and objective method.  
Finally, product risk is related to the final characteris-
tics of the product, its complexity, its conformance with 
specifications and requirements, its reliability and customer 
satisfaction. The product introduces its own risk factors in 
terms of quantitative and qualitative attributes. We identi-
fied two basic product-risk factors: requirement stability, 
and requirement complexity. Requirement stability is 
measurable using the set of metrics previously described. 
Due to lack of structure in informal requirements, it is nec-
essary to transform them into specifications in order to 
compute complexity. Other product characteristics such as 
reliability and maintainability are not of interest to identify 
and assess risk on early stages. Reliability can be measured 
only after completion or almost completion. Maintainability 
can be measured only after the design is started. Both 
measures are useful to control the project in future phases. 
These estimations are useful in order to: a) identify the 
trade-off function between error reduction and cost of error 
reduction, b) provide quantitative basis for accepting or 
rejecting software during functional testing, and c) provide 
quantitative basis for deciding whether additional testing is 
warranted based on the cost of error removal.  
The process provides the description of its environment 
and the theoretical requirements to execute it. Conse-
quently, the process introduces threats due to its require-
ments and characteristics: complexity, technology required, 
budget required, schedule required, and personnel skills 
required. The resources represent the actual allowances in 
personnel, tools, budget and schedule. They impose con-
straints that could not match the process requirements. The 
productivity is consequence of the matching of these two 
facets of the project. 
The decomposition created by causal analysis revealed: a) 
a method to identify risks by comparing the degree of mis-
matching between the product and process characteristics, 
against the resource constraints; and b) candidate indicators 
to be used in an estimation model. 
 
3.2. The formulation 
We can consider software projects as experiments where 
its cost and schedule are the output measures. We know 
that software projects tend to overrun costs and schedule 
(this fact has been proved by research and industry). There 
are two possible ways to interpret the result of the experi-
ment. One hypothesis is that this behavior is abnormal, and 
a consequence of lack of process maturity (SEI/CMM ap-
proach). Another hypothesis is that this could be a "false-
abnormal" behavior assumed abnormal as consequence of 
inappropriate measurements. 
How do we create a macro model that considers the pre-
vious concerns and is able to be used during the evolution-
ary prototyping stages of the process? Our hypothesis is that 
a Weibull’s family distribution can model each of the evolu-
tion cycles. Lets discuss the meaning of each of the vari-
ables in the function: 
x is the random variable under study. In our case, x can be 
interpreted as development time.  
α is a shape parameter. It reduces the variability narrowing 
the shape of the pdf.  
β is a scale parameter that stretches or compresses the 
graph in the x direction.  
We require a third parameter (γ) to shift the curves to the 
right as consequence of system’s conceptual complexity 
reflecting learning/training delays. The functions for the 
pdf and cdf are then respectively: 
 0,  x < γ 
f(x; γ, α, β) =                (Eq. 7) 
(α/βα) (x -γ)α-1 exp[-[(x - γ)/β]α], x ≥ γ 
 0,  x < γ 
F(x; γ, α, β) =                (Eq. 8) 
 1 - exp[-[(x - γ) / β] α],  x ≥ γ 
The development life cycle can be visualized a succession 
of prototyping developments with increasing functionality 
followed by a final optimization that produces the system. 
Each of these phases has the same activity pattern, so its 
reasonable to suppose that the delivery time for each one 
has a probability distribution from the same Weibull family 
but with different parameters.  
During each prototyping cycle a certain number of prob-
lem events occur. A problem event is an effort-consuming 
situation that introduces a certain amount of functional 
complexity to be solved (caused by a new requirement, a 
change on a requirement, or as the consequence of rework), 
and a certain amount of information exchange.  
We suppose that the occurrence of problem events in 
each cycle follows a Poisson distribution with different 
mean for each cycle. So, the entire development life cycle is 
a non-homogeneous Poisson process. We assumed this dis-
tribution because: 
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(a) There exists a certain rate of occurrence of events. 
(b) The probability of more than one event occurring in a 
time interval depends on the length of the interval.  
(c) The number of events during one time interval is inde-
pendent of the number received prior this time interval. 
 
4. Validation 
Our model has been calibrated and validated in two 
ways: a) internal consistency proved by mathematics and 
statistics; and b) black box validation by comparing its out-
puts in duration and effort with other available models. 
Figure 3 shows a comparison of duration estimates using 
COCOMO, Putnam and this model. Our model gives a 
conservative estimation for projects between 4000 and 
20000 LGC (128 and 640 KLOC of Ada). For the compari-
son, we converted from LGC to Ada lines of non-comment 
code using (Eq.6), and then we applied the obtained size to 
COCOMO and Putnam’s model. The estimation seems to 
be too optimistic for projects smaller than 2000 LGC or 
greater than 25000 LGC.in month. 
Figure 3: Comparison with COCOMO and 
Putnam methods 
5. Conclusions 
We addressed the issue of human dependency in risk as-
sessment of the evolutionary software processes incorporat-
ing an automated risk assessment method integrated with 
evolutionary prototyping. Our approach provides a way to 
structure and automate the assessment of risk. The pro-
posed model addresses part of the limitations of the tradi-
tional estimation methods. We are calibrating the model 
using simulations with VitéProject. Software development 
is still a human dependent activity requiring lots of human 
communication, and without appropriate managerial deci-
sion support tools, software engineering will remain in its 
present state. We think that we require improving our 
knowledge about the internal phenomenology of the soft-
ware life cycle. It is in the human aspects of the software 
process where the bottleneck is located now. Automated 
risk assessment tools should consider these aspects. With-
out such knowledge, prototyping issues such as incomplete 
specifications, system complexity and development time 
will remain unpredictable.  
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