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Abstract
We investigate a method for the numerical evaluation of the weighted Hilbert transform over the entire real line,R
-
1
−1exp(−x2)f(x)(x− t)−1 dx, where the integral is taken in the Cauchy principal value sense. The method is based on
a combination of two polynomial approximation processes. In this way, we obtain a procedure that is numerically stable
and ecient. The algorithm can be implemented in a fast way, and existing well known software packages may be used.
From the point of view of theoretical error bounds, the method is competitive. Generalizations to other approximation
methods are also possible. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Statement of the problem and description of the method
The problem of the numerical approximation of the nite Hilbert transform
Ha;b[f](t) =
Z
−
b
a
w(x)f(x)(x − t)−1 dx; a< t<b;
where the integral is taken in the Cauchy principal value sense and w is a prescribed weight function,
is a problem frequently encountered in connection with integral and dierential equations. Many
methods have been developed to solve this problem, see, e.g., [4,6,7,12,16,19,22,25,26] and the
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literature cited therein. It turns out, however, that the problem of approximating the Hilbert transform
over the entire real line,
H [f](t) =
Z
−
1
−1
w(x)f(x)(x − t)−1 dx; t 2 R; (1)
with a weight function w has also got some important applications. Almost no algorithms seem to be
available for the solution of this problem. An exception are two methods based on series expansions
investigated in [3] and [28], which however, require as input data the coecients of f in some
series expansions rather than just function values. Furthermore, there are methods based on SINC
approximation and the rectangular quadrature rule described in [2,15,27] that give approximations
for the Hilbert transform in terms of innite sums where then some special termination criterion for
the practical implementation is derived.
In the present paper, we shall present a class of numerical methods for the transform (1) where
we emphasize the special case of Hermite’s weight function,
w(x) = exp(−x2):
It is easily seen that our method may also be applied to other weight functions. Our method is
similar to the one described by Mastroianni and Occorsio [16] for the nite-interval case. As input
data, only function values are required.
The emphasis of our investigations is on the transform character of H , i.e. we assume that H [f](t)
is sought for many dierent values of t.
Briey speaking, most of the classical methods are based on replacing the integrand function
f by some approximation fn based on, say, n function values of f (such as an interpolating or
approximating polynomial or spline), and then
Hn[f](t) :=H [fn](t)
is used as an approximation for H [f](t). Here, the choice of nodes may or may not depend on t. We
have decided to look for a dierent approach because of the following computational disadvantages
of this approach:
1. In the usual adaptive approach (which is, for the nite Hilbert transform, implemented in
packages like QUADPACK [22] or the commercially distributed libraries of NAG [20] and
IMSL [14]), the subdivision scheme necessarily implies that a change of t leads to a complete
change of the set of nodes, so all or almost all of the function evaluations of f must be
repeated. This, of course, is highly undesirable from the point of view of computing time if
the value of H [f](t) is sought for many values of t. (In the case of a nite interval, Hasegawa
and Torii [13] have suggested an alternative method for this problem.)
2. The nonadaptive approach of the so-called subtraction of the singularity [5, p. 184] oers very
nice theoretical convergence results under some smoothness assumptions on f [7,8], but it is
severely unstable from the numerical point of view if t happens to be too close to one of the
nodes used in the approximation process [19], and furthermore, it may even be divergent if the
smoothness properties of f are very weak [26].
3. Choosing all the nodes independent of the location of t in combination with spline (or, more
general, piecewise polynomial) approximation leads to methods with rather slow convergence
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rates even if the integrand function f is very smooth. Using polynomials here may lead to
numerical problems or very large (theoretical and numerical) errors when jtj is large.
The following two-stage approximation process was the result of our attempt to construct a nu-
merical scheme that avoids all these problems, i.e. a scheme that is numerically stable for all t,
computationally ecient in the sense that a change of t does not render many of the previously com-
puted values of f(xj) useless, and last but not least rapidly convergent under reasonable smoothness
assumptions on f.
In the rst stage, we use the fact that, as mentioned above, the method of subtraction of the
singularity gives very good approximations for H [f](t) if t is not too close to the nodes of the
underlying quadrature formula. Therefore, we choose n 2 N and write
H [f](t) = H^ n[f](t) + Rn[f](t);
where
H^ n[f](t) = QGHn

f − f(t)
 − t

+ f(t)
Z
−
R
exp(−x2) dx
x − t :
Here, QGHn denotes the n-point Gauss{Hermite quadrature formula, and Rn is the error of the approx-
imation method. As in the case of a nite interval of integration, we see that this method is exact
whenever f is a polynomial of degree 62n. Because of the numerical problems when t is close to
one of the nodes of QGHn , we use this only for t = xj;n+1; j = 1; 2; : : : ; n+ 1, where the xj;n+1 are the
zeros of the (n+ 1)th Hermite polynomial hn+1. (We use this slightly non-standard symbol for the
Hermite polynomial to avoid confusion with the approximation for H denoted by Hn below.) Note
that Z
−
R
exp(−x2) dx
x − t = i exp(−t
2) erf (it);
where erf denotes the error function and i is the imaginary unit. Ecient algorithms for the calcula-
tions of this expression exist [24]. This function is also implemented in some mathematical software
tools like Mathematica [29]. If the user wishes to avoid the use of complex numbers, an alternative
is to use the representationZ
−
R
exp(−x2) dx
x − t =−2
p
Daw(t)
where Daw(t) denotes the Dawson integral
Daw(t) = exp(−t2)
Z t
0
exp(u2) du;
cf., e.g., [1, Chapter 7]. Routines for the practical calculation of Dawson’s integral are available,
e.g., in the NAG Library [20] or in the FN subroutine package [10].
The second stage of our method then uses the values H^ n[f](xj;n+1) and simply constructs an
interpolating polynomial from these values. As a result, our nal approximation is given by
Hn[f](t) =
n+1X
k=1
H^ n[f](xk;n+1)lk;n+1(t);
where lk;n+1 is the kth fundamental polynomial of the Lagrange interpolation process associated with
the abscissas xj;n+1; j = 1; 2; : : : ; n+ 1.
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It is immediately seen that this scheme is computationally ecient in the sense described above:
we need 2n+ 1 evaluations of f, no matter how many dierent values of t are required.
The numerical stability of the algorithm can be deduced from the fact that the zeros of hn and
the zeros of hn+1, i.e. the quadrature nodes and the interpolation nodes, are suciently far away
from each other at least in a suciently large region around the origin. This follows from known
results about the asymptotic behaviour of these zeros, see [21, p. 408] or [23]. When we consider
the zeros farther away from the origin, we see that the distances become smaller, but the adverse
eect of this behaviour is compensated by the damping inuence of the rapidly decreasing weight
function (that is reected in the behaviour of the quadrature weights). Furthermore, since the Gauss{
Hermite quadrature formula is positive (as with all Gauss-type formulas), rounding errors will not
be amplied as n increases. Thus, the calculation of H^ n[f](xk;n+1) presents no numerical instabilities.
The calculation of the nal approximation Hn[f] is then also harmless because the Lebesgue constants
of the interpolation operator we consider are known to grow only very slowly [17]. Thus, there will
be no such thing as a Runge phenomenon.
We want to note that the main parts of both steps of the calculation (Gauss{Hermite quadrature
and polynomial interpolation) are in practice not much more than simple calls to a subroutine from
a mathematical software library.
In the remainder of this paper, we shall provide a short error analysis for the method and give
some numerical examples (Section 2), and close with some nal remarks in Section 3.
2. Error analysis and numerical examples
For the analysis of the approximation error, we use (as usual in the theory of approximation on
the real line) weighted estimates involving the square root of the original weight function, i.e. we
investigate the expression
n[f] := sup
t2R
jexp(−t2=2)(H [f](t)− Hn[f](t))j:
Let us introduce the abbreviation Pn+1[g] for the interpolatory polynomial for the function g with
nodes x1; n+1; : : : ; xn+1; n+1. Then,
Hn[f] = Pn+1[H^ n[f]]:
We immediately see that
n[f]60n[f] + 
00
n [f];
where
0n[f] = sup
t2R
jexp(−t2=2)(H [f](t)− Pn+1[H [f]](t))j
and
00n [f] = sup
t2R
jexp(−t2=2)(Pn+1[H [f]](t)− Hn[f](t))j:
We can investigate these two terms separately.
Looking at 0n[f] rst, we can easily see that this quantity converges to zero as n!1 under some
reasonable smoothness assumptions on H [f]. Since (as in the nite-interval case [18, Chapter 2,
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Section 6]) the smoothness properties of H [f] are essentially those of f, we deduce the following
preliminary result:
Lemma 2.1. Let exp(−t2)f0(t) full a Lipschitz condition of order  2 (0; 1]; and let exp(−t2)f0(t)
be in L1(R). Then; for n!1;
0n[f] = o(1):
Turning our attention towards 00n , we see that
00n [f] = sup
t2R
jexp(−t2=2)Pn+1[H [f]− H^ n[f]](t)j6jjPn+1jj1jjH − H^ njj1En−1[f];
where En−1[f] is the error of the best weighted polynomial approximation for the function f with
respect to the weight exp(−t2)=2, cf., e.g., [9]. In a way, similar to that applied in the nite-interval
case [7,19], we can see that
jjH − H^ njj1 =O(ln n);
whereas it is also known [17] that
jjPn+1jj1 =O(n1=2):
Furthemore, under the assumptions on f stated in Lemma 2.1, we derive from [9] that
En−1[f] = o(n−(1+)=2):
Thus, we have
Lemma 2.2. Assume that f fulls the hypotheses of Lemma 2:1. Then; for n!1;
00n [f] = o(1):
As a consequence of these two lemmas, we have the following convergence result.
Theorem 2.3. Let exp(−t2)f0(t) full a Lipschitz condition of order  2 (0; 1]; and let exp(−t2)f0(t)
be in L1(R). Then; for n!1;
lim
n!1 supt2R
jexp(−t2=2)(H [f](t)− Hn[f](t))j= 0:
It is of course desirable to obtain quantitative versions of this theorem, i.e. results on the rate
of convergence under various smoothness assumptions on f. The author intends to investigate this
question and to state such results in a forthcoming paper.
We have tested the algorithm on some examples. The results are given in the following tables. In
every case, we state the true value of H [f](t) and the approximation error. As usual in the theory of
approximation with Hermite weight, the error is weighted by the square root of the weight function,
thus in the column denoted \weighted error", we give the values exp(−t2=2)(H [f](t) − Hn[f](t))
for the selected values of t. In all the calculations, we have chosen n 2 f10; 20; 40g. The good
convergence behaviour of our method is clearly exhibited for all t. Already for small values of n,
the errors are reasonably small.
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Table 1
Weighted error
t H [f](t) n= 10 n= 20 n= 40
0 0 0 0 0
0.001 −3:54491 (−3) −1:5 (−4) −4:9 (−6) −4:9 (−9)
0.01 −3:54467 (−2) −1:5 (−3) −4:9 (−5) −4:9 (−8)
0.1 −3:52137 (−1) −1:4 (−2) −4:6 (−4) −4:3 (−7)
1 −1:90744 (+0) 2:6 (−2) −1:6 (−4) −1:6 (−7)
2 −1:06822 (+0) −1:8 (−3) −1:6 (−4) 2:9 (−7)
5 −3:62056 (−1) 2:4 (−3) 1:5 (−4) 1:3 (−7)
10 −1:78145 (−1) 2:0 (−16) −1:2 (−12) −3:4 (−9)
Table 2
Weighted error
t H [f](t) n= 10 n= 20 n= 40
0 1:36843 (+0) 1:2 (−1) 3:4 (−5) 0
0.001 1:36843 (+0) 1:2 (−1) 3:4 (−5) 1:5 (−11)
0.01 1:36845 (+0) 1:2 (−1) 3:3 (−5) −7:3 (−9)
0.1 1:36962 (+0) 1:1 (−1) 1:0 (−5) −6:5 (−7)
1 1:50012 (+0) 7:2 (−2) −7:0 (−5) −3:0 (−6)
2 2:18392 (+0) 1:7 (−2) −2:7 (−4) 1:5 (−5)
5 −1:73189 (+0) 1:6 (−3) −1:6 (−4) 8:1 (−6)
10 −9:51579 (+0) 1:5 (−16) 3:8 (−12) −1:4 (−7)
The rst example is the very simple function f(x) = 1. Here, the integration step is performed
exactly (except for rounding errors), but of course an error is introduced in the interpolation stage
(Table 1).
Next, we dealt with f(x) = 10−8x25. In contrast to the previous example, now the integration is
also not performed exactly for n = 10, but nevertheless even in this case they have rather small
overall errors (Table 2).
Then, we had a look at the heavily oscillating function f(x) = 10−26
Q25
k=0(x − k). Here again,
both stages of the calculation contribute to the overall error (Table 3).
Finally, we looked at a function that is not entire, namely f(x) = (1 + x2)−1. Again, we obtained
good convergence properties (Table 4).
A general observation is that the error seems to grow with increasing n for t = 10. There is a
theoretical explanation for this: For the values of n under consideration, the point t = 10 is much
larger than the largest zero of hn+1 (in the case n = 40, the largest zero of hn+1 is approximately
8.213). Thus, the approximation of H [f](t) here is really an extrapolation and not an interpolation.
Now, the degree of the interpolating polynomials increases, and thus these polynomials grow faster
and faster outside the interval between the rst and the last zero. Hence, the approximation quality
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Table 3
Weighted error
t H [f](t) n= 10 n= 20 n= 40
0 −2:69903 (+0) −1:1 (−12) 0 0
0.001 −2:69644 (+0) −5:1 (−4) −3:8 (−6) 1:2 (−7)
0.01 −2:67329 (+0) −5:1 (−3) −3:7 (−5) 1:1 (−6)
0.1 −2:46010 (+0) −4:8 (−2) −2:1 (−4) 9:8 (−6)
1 −1:45206 (+0) 7:5 (−2) 2:8 (−4) 3:1 (−6)
2 −1:03158 (+0) −5:9 (−3) 5:6 (−4) −4:5 (−6)
5 −5:56385 (−1) 1:5 (−2) −1:4 (−3) −1:6 (−6)
10 −3:16000 (−1) 2:5 (−15) 2:5 (−11) 3:1 (−8)
Table 4
Weighted error
t H [f](t) n= 10 n= 20 n= 40
0 0 0 0 0
0.001 −4:88819 (−3) −1:0 (−3) −2:6 (−4) −2:8 (−5)
0.01 −4:88748 (−2) −1:0 (−2) −2:6 (−3) −2:8 (−4)
0.1 −4:81650 (−1) −1:0 (−1) −2:4 (−2) −2:4 (−3)
1 −1:62537 (+0) 1:1 (−1) −4:9 (−3) −5:0 (−4)
2 −7:50962 (−1) −4:9 (−3) −2:7 (−3) 4:3 (−4)
5 −2:72251 (−1) 4:8 (−3) 1:5 (−3) 9:5 (−5)
10 −1:34763 (−1) 4:0 (−16) −1:1 (−11) −2:0 (−6)
deteriorates until n is so large that t = 10 is inside the interval (which is the case for n= 58). For
larger values of n, we may then expect an improvement of the approximation as we already see for
the values of n displayed above and smaller t.
3. Concluding remarks
We have described a simple and yet very ecient method for the numerical approximation of
the Hilbert transform with Hermite weight. It is obvious that the method may be generalized to
other weight functions; we must then simply replace the Hermite polynomials by the orthogonal
polynomials for these weight functions. Of course, for the practical implementation in this generalized
case, we require ecient methods for the evaluation of the Hilbert transform of the weight function.
In the case of a nite interval, this has been discussed in [11] for a class of weight functions; similar
ideas may be used in our situation.
It is also possible to replace the polynomial interpolation by other methods such as, e.g. spline
interpolation, if this is desired. This may be useful if it is known that the function f is very smooth
in one part of the interval of integration and behaves very irregular somewhere else. Then, one may
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locate more nodes in the irregular part to improve the modelling of the function. Of course, to retain
the numerical stability, a certain spacing of the nodes of the quadrature of the rst stage and the
nodes of the interpolation of the second stage is essential.
Furthermore, it is even possible to use two completely dierent approximation methods in the two
stages. This includes, in particular, the option to use n nodes in the quadrature stage and m 6= n+1
nodes in the interpolation stage.
Other generalizations might include applications of this two-stage process to integral transforms
with higher-order singularities (where the integrals would then have to be dened in a Hadamard
nite-part sense). It is also possible to use a method of the type described above to many other
integrals of a function containing a parameter t, in particular if approximations are sought for a large
number of dierent values of t.
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