Abstract. We propose a purely implicit solution to the contextual assumption generation problem in assume-guarantee reasoning. Instead of improving the L * algorithm -a learning algorithm for finite automata, our algorithm computes implicit representations of contextual assumptions by the CDNF algorithm -a learning algorithm for Boolean functions. We report three parametrized test cases where our solution outperforms the monolithic interpolation-based Model Checking algorithm.
predicate π, and that M 1 is simulated by A. Informally, the transition system A captures necessary assumptions about the context of M 0 to guarantee π. We thus call A a contextual assumption. The contextual assumption generation problem is to compute a contextual assumption in an assume-guarantee reasoning rule.
We address the contextual assumption generation problem in this paper. In [11] , the problem is formulated as an automata learning problem. The authors apply the L * algorithm [1] to generate a deterministic finite automaton as the contextual assumption. In contrast to previous works [14, 13, 7, 5, 23, 20, 11] , our solution does not rely on the L * algorithm. Instead, we use the CDNF algorithm [4] to generate Boolean functions that implicitly represent contextual assumptions in assume-guarantee reasoning. One can think of the relation between our approach and L * -based techniques as very similar to the relation between implicit and explicit Model Checking. Succinct implicit representations give our algorithm advantages in generating contextual assumptions of a moderate size. They hence make our solution more scalable and applicable.
Our new technique directly computes implicit representations of contextual assumptions by applying the CDNF algorithm [4] . The CDNF algorithm is an exact learning algorithm for arbitrary Boolean functions. It assumes an active learning model similar to that in the L * algorithm [1] . In its learning model, a membership query asks a teacher if a valuation satisfies the target Boolean function. An equivalence query asks if a conjecture is equivalent to the target Boolean function. If not, the teacher should give a counterexample so that the learning algorithm can refine the conjecture. The CDNF algorithm is a feasible learning algorithm. It infers any target Boolean function with a polynomial number of queries in the size of the target function and the number of variables [4] .
In [11] , all components and the contextual assumption were modeled as finite automata. The contextual assumption generation problem was solved by learning a deterministic finite automaton as the contextual assumption. In contrast, we view the problem as a Boolean function learning problem. In our setting, transition systems and hence contextual assumptions are implicitly represented by Boolean functions. The simulation relation M 1 A in the assume-guarantee reasoning rule gives a simple characterization of the Boolean functions representing the transition system M 1 and a contextual assumption A. We thus exploit the information to resolve membership queries. Moreover, the premise M 0 A |= π in the assume-guarantee reasoning rule further characterizes the Boolean functions representing the transition system M 0 and the contextual assumption A. This allows us to resolve equivalence queries in our algorithm.
It is important to note that our algorithm is not an optimization of the explicit L * algorithm in any way. Instead, our algorithm simply generates contextual assumptions implicitly by employing an exact learning algorithm for Boolean functions. The most significant advantage of our solution is its scalability. This can be observed in two aspects. Recall that the L * algorithm requires a polynomial number of queries in the number of states of the target finite automaton [1, 21] . The CDNF algorithm, on the other hand, requires a polynomial number of queries in the number of Boolean variables of the target Boolean function [4] . Since implicit representations obtained in our algorithm can be exponentially more succinct than explicit ones obtained in automata-theoretic algorithms, our solution can be exponentially better than explicit algorithms.
Comparing the qualities of generated contextual assumptions, our solution is also favorable. Most existing automata-theoretic algorithms are based on variants of the L * algorithm [1, 21] , they inherently generate deterministic finite automata as contextual assumptions. In contrast, contextual assumptions generated by our algorithm are represented by general Boolean functions. In general, they are nondeterministic finite automata in an economic representation. Since nondeterministic finite automata can be exponentially more succinct than deterministic ones, our algorithm can generate contextual assumptions with exponentially less states than those generated by L * -based algorithms. Even though implicit representations have been used in optimizing the L * algorithm [23, 13, 20] , our new implicit solution can still outperform these optimizations.
In [17] , the CDNF algorithm is used to generate propositional loop invariants in sequential programs. The idea of using the L * algorithm to learn contextual assumptions for assume-guarantee reasoning was first proposed in [11] . Following this work, there have been results for other assume-guarantee rules [2, 20] , symbolic implementations [20] , various optimization techniques [6, 23, 15, 7] , performance evaluation [10] , and extension to support liveness properties [12] . The common theme of these works is that they are all based on the L * learning algorithm and hence always generate deterministic finite automata as contextual assumptions. To the best of our knowledge, the only exception is [3] , which is essentially a modified version of the counterexample guided abstraction refinement technique [9] . Our solution is orthogonal to abstraction refinement; it can apply abstraction refinement techniques implemented in Model Checkers.
The paper is organized as follows. Section 2 gives the background of our presentation. We review the exact learning algorithm CDNF for Boolean functions in Section 3. It is followed by our solution to the contextual assumption generation problem (Section 4). Section 5 gives our preliminary experimental results. Finally, we conclude in Section 6.
Preliminaries
B = {F, T} is the Boolean domain. Let x be a set of Boolean variables and |x| the size of x. A Boolean function θ(x) over x is a function from B |x| to B. We also define x to be the set of Boolean variables {x : x ∈ x}.
A valuation ν : x → B over x is a function from Boolean variables to truth values. Let φ(x) be a Boolean function over x and ν a valuation over x. If y ⊆ x is a set of Boolean variables, ν↓ y is the restriction of ν on y. That is, ν↓ y : y → B and ν ↓ y (y) = ν(y) for all y ∈ y. We write φ [ν] for the result of evaluating φ by replacing each x ∈ x with ν(x). Moreover, let ψ(x, x ) be a Boolean function over x and x . If ν and ν are valuations over x, we write ψ [ν, ν ] for the result of evaluating ψ by replacing each x ∈ x with ν(x) and each x ∈ x with ν (x). For example, assume ν(x) = F and 
In words, M is simulated by N if the initial condition of M is more restrictive than that of N and every transition allowed in M is also allowed in
Let x i be sets of Boolean variables for i = 0, 1 (x i 's are not necessarily disjoint). x 1 ) ). Note that for any finite sequence of valuations α over
An assume-guarantee reasoning rule is of the form
. . , Θ m are its premises and Δ its conclusion. An assume-guarantee reasoning rule is sound if its conclusion holds when its premises are fulfilled. A rule is invertible if its premises can be fulfilled when its conclusion holds. We use the following assume-guarantee reasoning rule throughout the paper:
be transition systems for i = 0, 1, and π a state predicate over x 0 ∪ x 1 . The following rule is sound and invertible:
The CDNF Algorithm
For a fixed set of Boolean variables x and a Boolean function λ(x) over x, an exact learning algorithm for Boolean functions computes a representation of λ(x) in a finite number of steps. The CDNF algorithm is an exact learning algorithm for Boolean functions [4] . Like the L * algorithm [1] , the CDNF algorithm uses an active learning model. In the model, it is assumed that a teacher, who knows the target Boolean formula λ(x), provides the learning algorithm with answers to the following types of queries: 
Learning a Contextual Assumption
Recall the following assume-guarantee reasoning rule (Lemma 1): x 1 ) ) such that the premises M 0 A |= π and M 1 A hold. The contextual assumption consists of two parts: ι A (x 1 ) and τ A (x 1 , x 1 ) which are Boolean functions over x 1 and x 1 ∪ x 1 respectively. We naturally use the CDNF algorithm to learn both Boolean functions. Precisely, two instances of the CDNF algorithm are deployed: one for the initial predicate ι A (x 1 ), and the other for the transition relation τ A (x 1 , x 1 ). Remember that the CDNF algorithm relies on a teacher, who knows the target Boolean function already, to answer queries from the learning algorithm. In this case, the target functions are unknown. We use the two premises of the assume-guarantee reasoning rule (Lemma 1) to simulate the role of a teacher. We explain in detail how this is done for the rest of Section 4.
There are four different types of queries (from the two instances of the CDNF algorithm) that need to be handled: -the membership query MEM (μ) for the target ι A (x 1 ); -the membership query MEM (μ, μ ) for the target τ A (x 1 , x 1 ); -the equivalence query EQ (ι) for the target ι A (x 1 ); and -the equivalence query EQ (τ ) for the target τ A (x 1 , x 1 ).
In order to resolve membership queries, we exploit the fact that any contextual assumption must simulate M 1 . The membership query MEM (μ) for the target ι A (x 1 ) is resolved by checking if μ satisfies ι 1 (x 1 ). If so, μ must also satisfy ι A (x 1 ) because M 1 is simulated by any contextual assumption A. The membership query MEM (μ, μ ) is resolved similarly.
For equivalence queries, we answer YES when a contextual assumption is found. Note that both conjectures ι(x 1 ) and τ (x 1 , x 1 ) are needed to decide if they represent a contextual assumption. The two types of equivalence queries EQ (ι) and EQ (τ ) hence cannot be resolved independently. In contrast to membership query resolution algorithms, there is only one equivalence query resolution algorithm for both types of equivalence queries. Figure 1 shows the interaction between components in our contextual assumption generation algorithm. In the figure, two instances of the CDNF algorithm are shown on the sides. The instance CDNF ιA is intended to compute the initial predicate ι A (x 1 ) of an unknown contextual assumption A; the instance CDNF τA is to compute the transition relation τ A (x 1 , x 1 ) of A. The dashed box in the middle denotes the teachers. We design three query resolution algorithms to simulate the teachers for the two instances of the CDNF algorithm.
The membership query resolution algorithm IsMember ιA (μ) resolves the membership query MEM (μ) for the target ι A (x 1 ). It receives queries and sends answers to the instance CDNF ιA . Similarly, the membership query resolution algorithm IsMember τA (μ, μ ) communicates with the instance CDNF τA solely. The equivalence query resolution algorithm IsEquivalent (ι, τ ), however, needs both conjectures from CDNF ιA and CDNF τA . It hence interacts with both instances.
Resolving Membership Queries
Let μ be a valuation over x 1 . The membership query MEM (μ) asks if μ is a satisfying valuation for the initial predicate ι A (x 1 ) of an unknown contextual assumption A. We exploit the simulation relation in the assume-guarantee reasoning rule to resolve membership queries. A and return YES . Otherwise, we simply return NO for the sake of termination. Observe that the answers to membership queries for the target ι A (x 1 ) are consistent with ι 1 (x 1 ). Algorithm 1a effectively targets the initial predicate ι 1 (x 1 ) of M 1 . Subsequently, CDNF ιA can infer ι 1 (x 1 ) of M 1 as the initial predicate ι A (x 1 ) of an unknown contextual assumption eventually. Of course, one expects that an initial predicate different from ι 1 (x 1 ) will be learned. Our experiments show that this is indeed the case in practice.
Resolving membership queries MEM (μ, μ ) for the transition relation τ A (x 1 , x 1 ) of an unknown contextual assumption is almost identical (Algorithm 1b). Let μ and μ be valuations over x 1 and x 1 respectively. Similar to the case of initial predicate, the transition relation τ A (x 1 , x 1 ) of any contextual assumption A must satisfy
and hence our membership resolution algorithm returns YES . Otherwise, Algorithm 1b returns NO. As in the membership query resolution algorithm for the initial predicate, these answers make sure that CDNF τA can infer the transition relation τ 1 (x 1 , x 1 ) of M 1 and terminate eventually.
Resolving Equivalence Queries
Our equivalence query resolution algorithm answers two different types of equivalence queries from the two instances of the CDNF algorithm. The equivalence query EQ (ι) from CDNF ιA asks if the Boolean function ι(x 1 ) represents the initial predicate of an unknown contextual assumption; EQ (τ ) from CDNF τA asks if the Boolean function τ (x 1 , x 1 ) represents the transition relation of an unknown contextual assumption.
Let ι(x 1 ) and τ (x 1 , x 1 ) be conjectures. Consider the transition system C = ( x 1 , ι(x 1 ), τ(x 1 , x 1 ) ). Our equivalence query resolution algorithm first checks if M 1 is simulated by C. If M 1 is not simulated by C, the equivalence query resolution algorithm returns a counterexample to either CDNF ιA or CDNF τA . Otherwise, it continues to check if C is in fact a contextual assumption by verifying M 0 C |= π with a Model Checking algorithm. If the composition of M 0 and C satisfies π, the equivalence query resolution algorithm returns YES . We conclude that M 0 M 1 satisfies π. If the composition of M 0 and C does not satisfy π, the equivalence query resolution algorithm examines the witness returned by the Model Checking algorithm. If the witness is also a witness to M 0 M 1 |= π, we conclude that M 0 M 1 does not satisfy π. Otherwise, the equivalence query resolution algorithm returns a counterexample to either CDNF ιA or CDNF τA .
Input: EQ(ι)
: an equivalence query for the target ιA(x1); EQ(τ ) : an equivalence query for the target τA(x1, x 1 ) Output: YES , a counterexample to EQ(ι), or a counterexample to EQ(τ ) let C be the transition system (x1, ι(x1), τ (x1, Algorithm 2 gives details of our equivalence query resolution algorithm. Let C be the transition system ( x 1 , ι(x 1 ), τ(x 1 , x 1 ) ). To verify that M 1 is simulated by C, the algorithm checks if
is satisfied by a valuation μ, then ∀x 1 .ι 1 (x 1 ) =⇒ ι(x 1 ) does not hold and hence M 1 C. The valuation μ is returned to CDNF ιA as a counterexample to the equivalence query EQ (ι). The equivalence query resolution algorithm then restarts after it receives another conjecture from CDNF ιA . Similarly, if τ 1 (x 1 , x 1 ) ∧ ¬τ (x 1 , x 1 ) is satisfied by μμ , the valuation μμ is returned to CDNF τA as a counterexample to the equivalence query EQ (τ ). Now assume M 1 C. That is, the second premise of the assume-guarantee reasoning rule is fulfilled. It remains to verify M 0 C |= π. The equivalence query resolution algorithm uses Model Checking to verify if M 0 C |= π. If M 0 C |= π, both premises of the assume-guarantee reasoning rule are fulfilled. The equivalence resolution algorithm concludes M 0 M 1 |= π. Otherwise, the Model Checking algorithm returns a witness α to M 0 C |= π. Recall that M 1 is simulated by C and hence Trace(M 1 ) ⊆ Trace(C). A witness α to M 0 C |= π is not necessary a witness to M 0 M 1 |= π for α↓ x1 may not be a trace of M 1 . We therefore check whether α↓ x1 ∈ Trace(M 1 ) by the witness analysis algorithm.
Analyzing Witnesses. Given a witness α to M 0 C |= π, the witness analysis algorithm IsWitness(α) inspects α to see if α↓ x1 is also a trace of M 1 . If so, α is a witness to M 0 M 1 |= π. Otherwise, the transition system C deviates from M 1 at some point in α↓ x1 . The deviation is returned to either CDNF ιA or CDNF τA as a counterexample to EQ(ι) or EQ (τ ) respectively (Algorithm 3).
Input: α is a witness to M0 C |= π Output: a counterexample to EQ(ι), or a counterexample to EQ(τ ) let α↓x 1 More concretely, let α↓ x1 = μ 0 μ 1 · · · μ t be a sequence of valuations over x 1 . Algorithm 3 verifies whether μ 0 is an initial state of M 1 . If not, μ 0 is a counterexample to the equivalence query EQ (ι). Otherwise, the witness analysis algorithm checks if each transition of α↓ x1 on C is also a transition on M 1 . If the i-th transition of α↓ x1 is not a transition on M 1 (that is,
i is returned as a counterexample to the equivalence query EQ (τ ). If a counterexample to either EQ (ι) or EQ(τ ) is found, the equivalence query resolution algorithm waits for a new conjecture and then restarts. Otherwise, every transition of α↓ x1 is also a transition on M 1 , α is a witness to M 0 M 1 |= π.
Correctness
The correctness of our assumption generation algorithm is established in three steps: proving soundness, completeness, and termination. reports "M 0 M 1 |= π," it has verified that the composition of M 0 and C satisfies π, where C = (x 1 , ι(x 1 ), τ(x 1 , x 1 ) ) is the transition system corresponding to the conjectures ι(x 1 ) and τ (x 1 , x 1 ). Moreover, we have M 0 C because both ι 1 (x 1 ) ∧ ¬ι(x 1 ) and τ 1 (x 1 , x 1 ) ∧ ¬τ (x 1 , x 1 ) are not satisfiable. By the soundness of the assume-guarantee reasoning rule (Lemma 1), we have M 0 M 1 |= π.
On the other hand, when the witness analysis algorithm (Algorithm 3) reports "M 0 M 1 |= π is witnessed by α," it has checked that α↓ x1 is a trace of M 1 . Moreover, α is a witness to M 0 C |= π and hence α↓ x0 is a trace of M 0 . Since α↓ xi is a trace of M i for i = 0, 1, α is a trace of M 0 M 1 and thus a witness to M 0 M 1 |= π as well. Our contextual assumption generation algorithm is sound. It remains to show that our algorithm always reports "M 0 M 1 |= π" or "M 0 M 1 |= π is witnessed by α." Observe that the answers given by our query resolution algorithms are consistent with ι 1 (x 1 ) and τ 1 (x 1 , x 1 ). Hence the instance CDNF ιA will infer ι 1 (x 1 ) after a polynomial number of queries. Similarly, CDNF τA will generate τ 1 (x 1 , x 1 ) eventually. At this point, the corresponding transition system C = (x 1 , ι 1 (x 1 ), τ 1 (x 1 , x 1 )) = M 1 . The equivalence query resolution algorithm can always decide whether M 0 M 1 |= π or not. Our contextual assumption generation algorithm therefore always reports to the user after a polynomial number of queries. M i = (x i , ι i (x i ), τ i (x i , x i ) ) be transition systems for i = 0, 1, and π(x) a state predicate over x 1 ) | CNF , and |x 1 |.
Lemma 2 (soundness). Let
M i = (x i , ι i (x i ), τ i (x i , x i )) be
Lemma 4 (Termination). Let
x = x 0 ∪ x 1 . The contextual assumption generation algorithm reports "M 0 M 1 |= π" or "M 0 M 1 |= π is wit- nessed by α" within a polynomial number of queries in |ι 1 (x 1 )| DN F , |ι 1 (x 1 )| CNF , |τ 1 (x 1 , x 1 )| DN F , |τ 1 (x 1 ,
Experiments
We have implemented a prototype of our contextual assumption generation algorithm in OCaml. Our current implementation uses the OCaml thread library for synchronization purposes. Each instance of the CDNF algorithm (that is, CDNF ιA or CDNF τA ) is executed in a separate thread, and the equivalence query resolution algorithm is executed in a third thread.
We use MiniSat 2 (version 070721) in the membership query resolution algorithms (Algorithm 1) and the simulation checking in the equivalence query resolution algorithm (Algorithm 2). For monolithic Model Checking, we implement the interpolation-based algorithm in [19] . Interpolants are computed by instrumenting MiniSat 2. The interpolation-based Model Checking algorithm is also used in the equivalence query resolution algorithm (Algorithm 2).
We report three test cases in this section: the MSI cache coherence protocol [16] , synchronous bus arbiters [18] , and dining philosophers [22] . Each test case has experiments parametrized by the number of nodes. Let M 1 , . . . , M n be the nodes in an experiment with n nodes, and π a state predicate. We verify M 1 · · · M n |= π in an experiment with n nodes.
Assume-guarantee reasoning is compared with monolithic interpolation-based Model Checking in each experiment. We explored several different partitions in each experiment. More precisely, an experiment with n nodes is divided into different partitions in n trials. In the i-th trial, we apply the following assumeguarantee reasoning rule:
Our contextual assumption algorithm generates a contextual assumption A to verify M 1 · · · M n |= π in each trial. Since we do not address the decomposition problem in this paper, we choose the best result among the n trials and compare it with monolithic Model Checking. All experimental results are collected on a 3.2GHz Intel Xeon server with 2GB memory running Linux 2.4.20.
MSI Cache Coherence Protocol
In the MSI cache coherence protocol, a memory is shared among n nodes. Each node has a cache. A bus connects the memory and caches of the nodes. When a node accesses a memory cell, it reads the cell from the bus and keeps a copy in its cache. Several copies of the same memory cell can be kept in different nodes. The MSI protocol ensures data coherence by keeping each cache in one of the three states: Modified, Shared, and Invalid [16] . Two properties are verified on the model derived from NuSMV [8] . We check that the first two nodes cannot own the bus simultaneously. Then we verify that any pair of nodes cannot own the bus at the same time. The former property involves only two nodes and is easier to verify than the latter. Figure 2 shows the results of experiments with 4 to 20 nodes.
In the figure, we show the verification time of the monolithic interpolationbased Model Checking (monolithic), the verification time of assume-guarantee reasoning (assume-guarantee), and the ratio of improvement (improvement ). On the first property, monolithic Model Checking takes more than 14 seconds in the experiments with 16, 19, and 20 nodes. Assume-guarantee reasoning, on the other hand, finishes all but one experiments in 10 seconds. Assume-guarantee reasoning also performs significantly better than monolithic Model Checking on the second property. The verification time for assume-guarantee reasoning increases more stably than monolithic Model Checking (Figure 2b ). The generated contextual assumptions improve assume-guarantee reasoning by 50% in 5 experiments with no less than 10 nodes. Given an experiment in this test case, one expects assumeguarantee reasoning to outperform monolithic Model Checking by 20.9% and 36.8% on the two properties respectively.
Synchronous Bus Arbiters. The synchronous bus arbiter is a bus arbitration protocol for synchronous circuits [18] . In this protocol, n nodes are connected in a ring. A token is passed around the nodes. A node can request and acknowledge the token from the node next to it. The node having the token has the exclusive right to access the bus. We generalize the model in NuSMV [8] (b) no simultaneous acknowledgment for any pair of nodes
Fig. 3. Experimental Results for Synchronous Bus Arbiters
acknowledge the token simultaneously. Then we check that any pair of nodes cannot acknowledge the token at the same time. Figure 3 shows the results. For the first property, assume-guarantee reasoning outperforms monolithic Model Checking consistently. Our algorithm computes a contextual assumption that improves the verification time by 19.8% on average. Assume-guarantee reasoning decisively outperforms monolithic Model Checking for experiments with 14 to 17 nodes on the second property. Among the experiments in all three cases, the experiments with 9 nodes is the only one where assume-guarantee reasoning is outperformed by more than 20%. Subsequently, assume-guarantee reasoning does not significantly improve the verification time on this property (4.6%).
Dining Philosophers. The dining philosophers problem illustrates a simple resource sharing problem in concurrent programs. In dining philosophers, n nodes are connected in a ring. Neighboring nodes share a resource. A node requires both resources shared with its neighbors to enter its working mode [22] . In this test case, we verify that a fixed pair of neighboring nodes cannot enter their working modes simultaneously (Figure 4 ).
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Our experiments show that the verification time of monolithic Model Checking varies drastically in this case. Assume-guarantee reasoning, on the other hand, performs more stably. Take the experiment with node 17 as an example. Interpolation-based algorithm uses 180MB memory to compute 8 interpolants to conclude that the property is verified. Assume-guarantee reasoning only uses 104MB memory and 7 interpolants to reach the same conclusion. With our contextual assumption generation algorithm, assume-guarantee reasoning is expected to outperform monolithic Model Checking by 47.6% in this test case.
Conclusion
We introduced a new contextual assumption generation algorithm in this paper.
The new algorithm computes implicit representations and is more scalable than explicit automata-theoretic algorithms. With the contextual assumptions generated by our algorithm, assume-guarantee reasoning can improve monolithic interpolation-based Model Checking in three parametrized test cases. The initial predicate and the transition relation of the generated contextual assumption are different from those of a node. In all 1020 (= (2 + 2 + 1) × 20 n=4 n) trials, each generated contextual assumptions has different initial predicates and transition relations from those of its target node. Moreover, since the generated contextual assumption simulates its target, it is in fact an abstraction of the target node [9, 3] . Although our contextual assumption generation algorithm can apply abstraction refinement techniques implemented in Model Checkers, it will be interesting to compare these two techniques. Targeting one node is not the best decomposition we have in our test cases. In the MSI cache coherence protocol, targeting all nodes allows assume-guarantee reasoning to verify the experiment with 36 nodes in 4 minutes whereas monolithic Model Checking uses up all memory in 9 minutes and fails to verify. The challenge of how to best decompose a problem still remains. In summary, our experiments show that there is always a decomposition to make assume-guarantee reasoning outperform monolithic interpolation-based Model Checking in the three test cases. Finding such a decomposition will certainly be an important future work.
