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Abstract
Growth of Nanowires and Nanowire Heterostructures by Chemical Vapor Deposition and Vapor
Transport
Christopher J. Hawley
Jonathan E. Spanier, Ph.D.
The ongoing miniaturization, power reduction, and performance improvements of nanoscale elec-
tronics continues to fuel research and developmental efforts into new materials, synthesis techniques,
and fabrication methods. Bottom-up assemblies of nanowire structures, grown catalytically and
non-catalytically, have the potential to significantly contribute to complex architectures leading to
new applications and higher device performance. Here, the implementation of various reaction and
thermochemical models in predicting suitable nanowire growth conditions is presented using the
framework of chemical vapor deposition (CVD) and vapor transport (VT) nanowire growths.
Investigating novel bottom-up structures in group IV nanowires, germanium nanowire growths
are performed using CVD, where the introduction of a controlled quantity of oxygen forms an
oxide which selectively rejects the adsorption of precursor species on the nanowire sidewall, limiting
sidewall deposition and radial growth. The catalytic nature of the oxide formation permits the oxide
sheath to be switched on and off controllably, leading to the ability to produce segments that are
oxide-stabilized alongside regions where sidewall deposition is allowed, resulting in large controllable
radial discontinuities along the nanowire.
VT is a powerful alternative to CVD and allows for new avenues for materials synthesis and
nanowire growth that cannot be achieved by CVD alone. VT growth of ZnO, Se, Ge, GeOx, and
binary chalcogenides is investigated, particularly tellurium, which is an ideal candidate for VT
growths due to its highly anisotropic crystalline structure which readily lends itself to the formation
of high aspect-ratio nanostructures. Growth mechanism studies on tellurium guide an understanding
of the energetic landscape of nanowire growths and provide effective activation energies consistent
with the reaction modeling, allowing for the controlled growth of tellurium mesh nanowire networks
of tailorable porosity. Additional VT growths of thermoelectrically relevant group V-VI nanowires
xiv
guided by thermochemical modeling are shown to be successful in producing core-shell structures
and axial transitions. Precise modeling of the growth space and the necessary modifications for
catalytic and non-catalytic growths are determined for Bi2Se3 and Bi2Te3 nanowire growths, the
characterization of which illustrates the importance and utility of pairing predictive thermochemical
modeling with reactor design and nanowire growth.
Abstract

1Chapter 1: Introduction
Nanowires are elongated nanostructures with a diameter ranging from a few nanometers to fractions
of a micron and an axial length generally a few orders of magnitude higher than the radial dimen-
sion. These extremely small structures are most commonly discussed as a means by which to reduce
the scale of present electronics as well as reduce power consumption. These efforts have lead not
only to the scaling of devices to smaller and smaller sizes but also to the examination of nonconven-
tional materials systems in an effort to find better performing materials. These structures are also
investigated for far more applications than just smaller transistors; additional research toward their
use in photovoltaics10–12, sensors13,14, actuators15, non-volatile memory16, and thermoelectrics17–19
is abundant. The broad scope of nanowire applications simply adds to the diversity of materials,
synthesis techniques, and testing procedures that the nanowire field rapidly explores. This breadth
of application has led to the growth of superconducting, semiconducting, metallic, insulating, etc.
nanowires, both organic and inorganic based. This thesis will primarily devote itself to the growth
of nanowires grown via catalyst using the vapor-liquid-solid (VLS) method with goals towards de-
veloping techniques relevant to bottom-up assemblies in important applications, such as electronics
and thermoelectrics.
Fundamental to any VLS nanowire growth is the mechanism for introducing the precursor
chemistries which will incorporate into the eventual nanowire. For chemical vapor deposition (CVD),
an understanding of the fluid flow dynamics, gas and surface kinetics, and thermodynamics is nec-
essary to position the initial growth catalyst in a situation where VLS is not only energetically
favorable but kinetically viable as a process. This involves the careful construction of the growth
reactor appropriate for the chemistries and temperatures involved as well as an understanding of the
growth parameters such as temperature, partial pressure, etc., and the ability to precisely manip-
ulate these parameters to advance the growth of the nanowires. Other growth techniques, such as
vapor transport, similarly require an understanding of gas dynamics and can be executed in regimes
2where the overall product is heavily dependent on the thermochemistry being implemented within
the reactor. This dependence allows for the numerical modeling of the reaction where precise pre-
dictions can obtained before a growth reactor is even constructed. The reliance on thermochemistry
causes this technique to be extremely powerful as a means by which to guide the feasibility of exper-
imental endeavors and further tailor the results of ongoing experiments by manipulating parameters
which can shift the growth energetics to a more desirable experimental outcome.
A potential outcome of VLS nanowire growth is its incorporation into bottom-up design in the
broader field of nanotechnology and nanofabrication. In this scheme, components are assembled
from the bottom on up to form a larger, more effective, assembly of parts which perform better
than any of the individual components at a given function. In terms of nanowires, this translates to
the ability to construct hetrojunctions and homojunctions in both radial and axial configurations,
secondary nucleation for hierarchical structure formation, or many other variations of products built
from smaller components. The variations are nearly endless in terms of the possible permutations in
structure and materials but understanding how to manipulate these relatively fragile and high surface
to volume nanostructures in multiple step growths continues to challenge the growth community.
The motivation underlying this research is to advance the theory and experimental growth of
nanowires and nanowire structures in technologically relevant compounds leading to the possibility
of eventual incorporation into bottom-up fabrication techniques. The primary materials of interest
involve the semiconductor germanium which has wide application in silicon-based electronics and
group V-VI chalcogenides that provide the foundation of most of the low temperature thermoelectric
applications worldwide and could provide the highest impact on global energy usage.
Chapter 2 will review the principles and practice of general CVD techniques as the introduction of
precursor to reactor chambers is fundamental for all other aspects of this work. Also discussed is the
different vacuum and flow regimes in which these growths can be carried out and the parameters that
define the transitions between these regimes: Reynolds, Knudsen, and Peclet numbers. The theory
of gas reactions as well as surface kinetics is also briefly treated in the context of understanding
precursor behavior within the reactor chamber.
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3VLS growth is dependent on the framework governing the reactor design and operation, in
this case CVD from the previous Chapter 2. Chapter 3 discusses The reaction mechanisms for
incorporating precursor transported species into nanowire growth as well as the problematic non-
catalytic growth possibilities that can occur. The thermodynamics of VLS growth are then briefly
treated as well as general energetic arguments on catalyst size commonly accepted by the nanowire
field as a whole.
The material chemistries involved in growths often dictate the growth techniques, as can be
clearly seen in Chapter 4, where gallium nitride and group IV nanowires are grown by slightly
differing procedures due to their unique properties. The group VI study culminates with the specific
investigation of germanium nanowire growth and the ability to utilize and manipulate the oxide to
produce nanowire segments of varied thickness depending on the growth conditions. The theoretical
modeling for these systems heavily relies upon the same reaction kinetics developed for the diffusion
and incorporation of precursor species from Chapters 2 and 3.
Vapor transport growths are very broad in their own right, ranging from diffusion based growths
sealed with various reactive species within an ampoule to the type used later in this thesis in a
flow scheme. Most VLS growth of nanowires operates within broader CVD techniques, however
chemical vapor transport developed independently and therefore has slightly different terminology
and practices. Chapter 5 is a brief overview of the transport efficiencies, gas solubilities, and trans-
port rate equations employed in this thesis regarding chemical vapor transport. A commonly used
Lagrange multiplier technique to determine the relative partial pressures of gas species and existing
solid phases for specified temperature and pressure is outlined as well as an accepted means by which
to iterate to a stable solution for the vast network of simultaneous equations.
Nanowire growth can be achieved outside of VLS growth given the proper choice of materials.
In the case of tellurium, the underlying crystalline structure is highly anisotropic and readily lends
itself to high aspect ratio nanostructures along its c-axis. Chapter 6 investigates the vapor transport
of tellurium and controlling the resulting nanowires through surface chemistry and surface diffusion.
The brief discussion of selenium as a related compound is presented before a transition to the VLS
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4growth of vapor transported species. Germanium and germanium oxide are grown in direct contrast
to their CVD growth in Chapter 4. The case of zinc oxide is then described in detail in terms of
predictions from vapor transport theory and successful growth of semi-epitaxial aligned nanowires
desirable for bottom-up applications is shown.
Chapter 7 motivates much of the desire for the thermoelectric community to invest in nanoscale
fabrication. The modern field of bulk thermoelectrics has seemingly plateaued with continued
progress from muti-stage system or complicated hybrid device structures, but no real gains seen
in new bulk materials for some time. Continued reduction of size and nanostructuring thermo-
electric devices promises a vast improvement over bulk due to the ability to tailor crystallographic
orientation, phonon scattering off axial junctions and sidewalls, and manipulation of the Seebeck co-
efficient through density of states. Chalcogenides are motivated as the leading candidate to produce
the most impact generally recouping waste energy.
In Chapter 8, the VLS growth of vapor transported chalcogenide species is then investigated
both numerically and experimentally. Both bismuth selenide and bismuth telluride were readily
grown before investigations pertaining to bottom-up growth applications, and both showed healthy
tailorable growth. Further theoretical modeling suggested several regimes by which axial transitions
and radial junctions could be achieved. Experiments were performed successfully incorporating
structures highly desirable for the thermoelectric community in these nanowire materials. Further
studies also showed the controllable pitting of chalcogenide nanowire segments which also could show
great promise in phonon scattering of nanowire thermoelectric devices.
Chapter 1: Introduction
5Chapter 2: Theory of CVD
Chemical vapor deposition (CVD) is fundamentally the use of volatile precursors which will react
and decompose onto a growth substrate to produce the desired deposit material. There are many
varieties of this general technique, but this overview will limit its scope to the basic theory and
practice and go into specifics only where necessary to illuminate explicit experimental work. A basic
CVD apparatus is shown in Figure 2.1.
2.1 Gas Kinetics
A key defining parameter in CVD is the vacuum regime in which the technique is performed. A
reactor’s deposition will vary widely based on its physical parameters as well as the parameters under
which the growth is carried out. The general theory of gas kinetics is necessary to both construct
and utilize a deposition chamber. The mean free path of a single gas species is defined as:
l =
1√
2pid2n
(2.1)
where d is the molecule diameter and n is the number density of the gas species20. We can then define
a characteristic dimension (L) of the growth reactor, commonly the distance between source and
substrate, and use that parameter to define a dimensionless quantity called the Knudsen number1,
Kn =
l
L
. (2.2)
Inserting the ideal gas law into these equations allows for a more intuitive practical form where it
can be easily discerned how the parameters of temperature and pressure affect the Knudsen number,
Kn =
kBT√
2pid2pL
, (2.3)
with temperature, T , proportional to Kn and pressure, p, inversely proportional to Kn. The
6Figure 2.1: The commonly found CVD components shown include precursor and buffer gas
cylinders, mass flow controllers (MFC) to throttle and stabilize the flow of the precursors and
buffer gas, a growth chamber where temperature can be controlled, a vacuum gauge, throttle
valve, and a vacuum pump.
defined Knudsen number can then partially define the growth regime. For Kn >1, the growth is
considered high vacuum or the molecular flow regime as the molecules making up the gas are flowing
independently of each other and only colliding with the chamber walls. A Knudsen number of ∼0.01
is considered the threshold for entering the fluid flow regime21 where the gas species achieves the
density to behave like a fluid. Intermediate Knudsen numbers will leave the deposition between
these two quantitatively well-defined regimes leaving both sets of equations not strictly valid. The
CVD technique relies upon the Knudsen number being far less than zero in the fluid flow regime
and reactors are usually built specifically with this regime in mind where the growth chamber does
not rely on a geometry where the deposition substrate is in the line of sight of the precursor.
Diffusion also plays a large role in CVD both in practice and design of reactors. The mean fluid
velocity of the precursor/buffer gas, u¯, must be low enough to allow the gas species to diffuse to the
substrate surface to react and deposit before being carried away from the reactor. Under low mean
fluid velocity, the gas flowing within the reactor will consist of a flow pattern of smooth layers or
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7lamina and hence this regime is termed the laminar flow regime. If parameters are chosen for a CVD
growth such that the mean fluid velocity is too large, the precursor gas will not have time to diffuse
toward depleted regions within the reactor but the fluid flow will become turbulent and difficult to
predict. This concept is counterintuitive in that a larger flow of precursor gas could in fact lead to
less material deposited on a substrate. This transition between laminar and turbulent flow is defined
using the Reynolds number (Re)22. For this derivation of the Reynolds number, we will assume we
are in the proper viscous gas/fluid regime where Kn <<1. Formally, the Reynolds number is the
ratio of the inertial momentum force to the viscous forces with the inertial forces destabilizing the
flow while the viscous forces conversely stabilize the flow. For a cylindrical tube reactor geometry,
the momentum per unit length is:
k = pir20ρmu¯ (2.4)
where r0 is the tube radius and ρm is the mass density of the fluid
1. The force then required to halt
this flow over a length scale of z is
Fi = k
du
dz
=
ku¯
z
= pir20ρmu¯
2. (2.5)
The viscous drag force of a fluid against a wall is
Fv = 2pirzη
∣∣∣∣dudr
∣∣∣∣ (2.6)
where η is the viscosity and evaluating the derivative at the boundary r0 gives a value of 4 u¯/r0 for
the chosen cylindrical geometry. Combining these two forces into the Reynolds number,
Re =
r20ρmu¯
zη
=
Lu¯ρm
η
=
Lu¯
ν
(2.7)
where ν is the kinematic viscosity and L is commonly substituted from r20/z to give the general
case with one characteristic length parameter for the growth reactor. These equations define an
Chapter 2: Theory of CVD 2.1 Gas Kinetics
8Figure 2.2: A flow through a cylindrical pipe demonstrating the development from plug flow
to Poiseuille flow regime when considering the finite velocity of the gas.
ideal case and care should be taken if large thermal gradients exist in a growth reactor or if large
diameter discontinuities exist from precursor supply lines into growth reactor too close to the growth
substrate. Reactor geometry does play a role in quantifying regimes based on Reynolds numbers;
intuitively because of how the ratio is defined a Re <1 gives a viscous laminar flow while a Re >1
gives a more turbulent flow.
Almost elementary is the consideration that the drag previously discussed decreases the flow
velocity at the edges of the reactor. This leads to a parabolic profile, a characteristic of Poiseuille
flow, across a simple geometry such as a cylinder as seen in Figure 2.2. While this is academic for
most applications, it has very real applications when considering a growth substrate/boat inserted
into the reactor because it too will add to drag and create what is known as a boundary layer (Figure
2.3). Diffusion has been largely ignored to this point because ideal assumptions were made without
a loss of accuracy for experimental modeling, but in this case the boundary layer that forms against
the substrate (Figure 2.4) will dramatically change the growth quality if ignored. For the case of
flow against a flat substrate, the flow profile can be calculated as:
U/U∞ = y/δ(x) (2.8)
where U is the fluid flow dependent on distance, U∞ is the flow at infinite distance from the substrate,
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9Figure 2.3: The plug to Poiseuille flow transition along a length of reactor tubing with the
development of a boundary layer as the gas travels away from the inlet.
Figure 2.4: Boundary layers form along the reactor walls, but the true inconvenience for
chemical vapor deposition and vapor transport is the boundary layer which forms above the
substrate creating a low velocity region significantly stunting the growth product.
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and δ(x) is defined
δ(x)
x√
Re
(2.9)
and can be modified more precisely depending on the experimental geometry and growth conditions.
It can be clearly seen that the boundary layer will not only limit the flow near the substrate but
will also grow in magnitude along the substrate. This will translate experimentally to a difference in
precursor deposition along the substrate as fresh precursor fights to penetrate the relatively stagnant
region.
Continuing on the issue of diffusion, another important growth and reactor design parameter is
the Peclet number which is defined as the ratio of the convection and the axial diffusion,
Pe =
Lu
D
(2.10)
where D is the diffusivity23. Similar to the Reynolds and Knudsen numbers, the Peclet number is
also transitioning regimes at unity. When Pe >>1, there can be very large gradients within the
growth chamber as the precursor flow is being dominated by convection while Pe <<1 will be a
diffusion dominated growth with simple and manipulatable growth characteristics (Figure 2.5). It
should be noted that Re, Kn, and Pe can be related as they have many common parameters, but
doing so introduces more theoretical factors and experimental parameters that are less fundamental
to the practice of CVD.
2.2 Thermodynamics and Kinetics
A treatment of gas thermodynamics is necessary for understanding CVD and all related deposition
methods. The simplest examination of gas reactions will have all gas species reaching chemical
equilibrium where, by definition, there is no further change to the system. However, it is important
to note that because CVD systems are constantly introducing vapor and removing reacted gas,
chemical equilibrium can never be truly achieved. In fact it is often necessary to operate the growth
far from equilibrium to avoid homogenous nucleation of powder contaminates and achieve uniform
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Figure 2.5: The left figure demonstrates if the diffusion length is significantly greater than
the length of the system. In this case the concentration profiles will be nearly linear from the
source to deposition region. In this case the diffusion will dominate the transport and the gas
kinetics are less important when modeling. The right figure demonstrates the opposite situation
where the diffusion length is significantly less than the reactor size. This will result in very large
concentration gradients throughout the reactor without the assistance of additional gas flow.
deposition rates over large areas of a reactor. With those considerations, it is still invaluable to
make an equilibrium calculation as a starting point to understanding the growth dynamics with
temperature, pressure and flow. Beginning with the concept of Gibbs free energy,
G = ΣiNmiµi (2.11)
where Nmi is the number of moles of the ith gas and µi is the chemical potential of gas i. The
chemical potential of the ith ideal gas is defined as:
µi = µ
0
i (T ) +RT ln
pi
p0
(2.12)
where µ0i is the chemical potential at standard temperature and pressure, R is the gas constant,
T is the temperature, pi is the ideal gas’ pressure and p0 is standard pressure
5. There is an often
overlooked subtlety to this equation in that the chemical potential is not dependent on other species.
This point can be expanded by considering the addition of an inert gas, such as Ar, and considering
the supersaturation point. Intuition on this point is generally formed in adolescence in grade school
level wet chemistry, but can lead one to believe falsely that a system with more gas molecules can
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dissolve more solute gas molecules. Reexamining Equation 2.12, it is clear that the addition of an
inert gas will not change energy landscape of a species other than itself. In extreme experimental
cases, where we are far from general CVD conditions, a buffer gas can suppress or exaggerate a
vapor pressure but this is found more often in theory when a fundamental assumption of the system
is broken than in the lab.
Consider the simple reaction:
νAA+ νBB ⇀↽ νCC + νDD (2.13)
where νi are the stoichiometric coefficients that fulfill the mass balance of the reaction. This can be
considered a gas phase reaction or the products of this reaction could have a solid compound, but
for the purposes of CVD the reactants are generally considered the precursor and buffer gases that
are being transported through the reactor. Under equilibrium, the reaction will have progressed to
a given point, ξ, forming a Gibbs energy with modified quantities:
G = (1− ξ)νAµA + (1− ξ)νBµB + ξ(νCµC + νDµD) (2.14)
and in the realistic situation that a reactor might have excess of species A, a quantity yνAµA can be
added to this energy but will not affect the outcome of Equation 2.15. The minimum of the Gibbs
energy is found by its derivative with respect to the fraction that the reaction has progressed,
dG
dξ
= −νAµA − νBµB + νCµC + νDµD = 0. (2.15)
This is then used to define the free energy of the reaction, ∆rG
0, by substituting in the chemical
potential of each species to form, both in STP and at temperature T :
∆rG
0(T ) = νCµ
0
C + νDµ
0
D − νAµ0A − νBµ0B +RT ln
pνCC p
νD
D
pνAA p
νB
B
, (2.16)
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then the equilibrium constant is defined as:
Keq =
pνCC p
νD
D
pνAA p
νB
B
(2.17)
leading to the commonly expressed,
∆rG
0(T ) = −RT lnKeq, (2.18)
where the assumption is made that data is used under standard conditions to remove the p0 term. As
simple as this one reaction is, almost always there are numerous reactions occurring simultaneously
and in that case all equilibria must be simultaneously satisfied. While this theory can get immensely
complicated, due to this fact, it can still be useful as a method to calculate the upper limit of the
amount of product produced/deposited in a reaction. It should also be noted that this treatment
works for solids participating in a reaction where the standard treatment is to give an activity equal
to 1 when formulating the Gibbs energy equations24.
Reaction rates need to be considered for any CVD process, as thermodynamic equilibrium is
never going to be fully achieved. This process will be specific to each reaction and set of precursors
and a general example of silane to crystalline silicon will be used to clarify points. The temptation
arises to use the overall reaction of
SiH4(g)→ Si(s) +H2(g) (2.19)
but this oversimplifies the situation. Citing the combination of H2 and O2 to form water, the
Gibbs energy suggests a forward reaction, but it ignores the fact that this is a branching chain
reaction with many paths to achieve the product and the system is initially at a local energy minima.
Figures 2.6 and 2.7 more fully explores the complexity with various dominant reactions, diffusivities,
adsorbtions, surface diffusivities, and products. While this can be modeled theoretically, it is often
hard to incorporate everything within a CVD reactor completely. After accounting for a set of
precursors, buffer, and product gases and the solid products, all reactors suffer from impurities,
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Figure 2.6: A diagram of the likely reaction mechanisms for the silane deposition onto a
substrate. The main process of silane deposition arises from adsorption onto the surface directly,
denoted with (a), or the partial decomposition of the gas and subsequent adsorption. After a
species has adsorbed, it can react to incorporate the Si onto the substrate. Take note that
this is a very simplified view of this process as it does not include many SiH2 reactions, nor
does it address other elements within a reactor (H2O, O2, etc.) whether they are purposefully
introduced or not. This also does not address surface diffusion and nucleation.
both from previous growths and from leaks into the chamber. Once accounting for all the reactions
between the precursors and common contaminants, mainly H2O and organic molecules, it can be
seen that this problem becomes even more problematic to solve in a useful fashion in a relatively
short time. A simple derivation of a case will lead to some common useful points that can be used
in practical situations; first, with many parallel process happening all at once, the slowest reaction
of the fastest parallel path will approximate the reaction constant of the overall reaction. It is often
easy to neglect that a reaction can progress forward and backwards, but formalizing the forward(+)
and backward (-) reactions as
k± = C±e∓Ea/RT (2.20)
where C is a constant, allowing for the expression of the equilibrium constant as
K =
k+
k−
=
C+
C−
e−(Ea+−Ea−)/RT (2.21)
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Figure 2.7: A plot showing an example energetic landscape that could be possible within a
reaction such as Figure 2.6. An overall activation energy is seen from the initial reactants to
the final products, but there are three sub-reactions, each with their own activation energy and
overall energy. This level of complexity is why effective activation energies are often reported,
acknowledging the many sub-reactions and processes that cannot be distinguished.
and when comparing this to Equation 2.18 and substituting in entropy, S0, and enthalpy, H0,
K = e∆rS
0/R e−∆rH
0/RT (2.22)
Understanding the limited affect that temperature has on the enthalpy/heat of the reaction5, we
can make the approximation that ∆rH
0 = −(Ea+ − Ea−) and the unmanageable mass of coupled
rate equations can be more intuitively discussed as seen in Figure 2.8. Here is where the more
elementary concepts shine once again with the heat of formation as the difference between the
forward and backward activation energies. It can be easily seen as well the concept of exothermic
(∆rH
0 < 0) and endothermic (∆rH
0 > 0) and simplistic values of ∆rH
0 can be easily found in
thermochemical tables5,25–29. This simplification is also found commonly in the literature where
and effective activation energy is extracted from an Arrhenius plot and using the rate equation
R+ = k+nA (2.23)
for a first order reaction for species A. This is then used to calculate an effective activation energy
and needs to be viewed carefully with a full understanding of the approximations that lead to this
Chapter 2: Theory of CVD 2.2 Thermodynamics and Kinetics
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Figure 2.8: A simplified plot breaking down the complex types of reactions seen in Figure
2.7. Only a forward and reverse reaction activation energy is shown, both with have a reaction
constant associated with it but they are generally combined as seen in Equation 2.21. This kind
of exothermic reaction can and commonly does represent far more complex reactions simplified
down to one activation energy.
result. It is commonly not known exactly which step in the reaction, diffusion, etc. was truly the rate
limiting step and most times the steps are not fully fleshed out for proper consideration. Commonly
two rate limiting steps can compete and will be a composite of the two rate constants, each with
their own temperature dependence, which will lead to an uncharacteristic behavior of Ea vs. T .
Still in other cases a reactor can be run in a gas diffusion limited regime where the gas kinetics are
not allowed to limit the deposition and in these cases an artificially low Ea can still be extracted
from the data but will bear no information on the deposition energetics.
A last brief consideration will be made for surface processes. While many times constants will
simply be inserted into rate equations to represent a trapping probability of a surface or a utilization
constant signifying the efficiency of the overall reactor’s deposition, it is more useful to treat the ma-
jority of these processes the same way the gas phase reactions are treated. This can be accomplished
by introducing an energetic landscape to the sample surface from the perspective of a prospective
precursor, as seen in Figure 2.9.
This treatment introduces two very important concepts; the first being surface chemistry. It can
be seen that there exists a local minimum as the precursor molecule approaches the substrate where
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Figure 2.9: A physisorption and chemisorption example reaction scheme. This is for an
example diatomic molecule V2(g) where the pairing is energetically favorable. There are two
options shown. For (a) physisorption, it can be seen that the adsorption is favorable but
an activation energy exists from state (a) which is higher than the energy of the diatomic
molecule. This will be a relatively slow reaction as a result. For the situation where a type (b)
physisorption state exists, diatomic molecules can readily populate the site. If they lose energy
while occupying the site they will have the same problems chemisorbing as site (a), but if they
retain their energy while traveling to site (b) they will have a much easier time overcoming the
barrier to chemisorb. Also shown is the energetic cost for the diatomic molecule existing as
two separate atoms, and in this case circumventing the need too physisorb and go directly to
chemisorbing (neglecting surface diffusion, nucleation, etc.).
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there is no disassociation of the molecule as it adsorbs onto the surface, called physisorption. With
the precursor molecule disassociating, the energy can be further lowered as the atoms incorporate
into the film as chemisorbed species. With the subject of adatoms and film incorporation, the second
important concept come to light which is surface coverage or free surface sites. This is a fundamental
concept driving the CVD variant of atomic layer deposition. With some simple formalism:
Rr = krns0θ (2.24)
kr = ν0re
−Er/RT (2.25)
where ns0 is the number density of surface sites, θ is the fractional surface coverage, and ν0 here
represents a characteristic frequency factor; this treatment can be used to better define trapping,
sticking, chemisorption, and utilization coefficients beyond the empirical.
Surface diffusion can be similarly defined by an energetic landscape, as seen in Figure 2.10,
and plays a key role in the process of how species adsorb, chemisorb, nucleate and grow into finite
depositions. Similar to the modeling of physisorption and chemisorption, surface diffusion can be
broken down into fundamental parameters such as hopping frequency, site-to-site distance, mean
kinetic energy of molecules, etc., but this formalism helps very little in the lab and, in general,
poorly describes the complexity of an actual dirty CVD process. It is often more useful to model
the process as:
Rs = nsν0se
−Es/RT = nsks (2.26)
ν0s ≈ kbT
h
(2.27)
with ν0s being an estimate within a few orders of magnitude since it is surface topology dependent,
h is Planck’s constant, and Es is the potential energy barrier between surface sites. Again, with
the desire to give this formalism context within the larger model it is worth noting that activation
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Figure 2.10: The above figure presents a simplified view of the energetic landscape seen at a
sample surface, where there is an activation energy associated with surface diffusion from site to
site as well as the possibility to eventually chemisorb and incorporate into the crystal. Adapted
from Smith1.
Chapter 2: Theory of CVD 2.2 Thermodynamics and Kinetics
20
energy for surface diffusion is greatly lower than the desorption energy, both for chemisorbed and
physisorbed species. This is due to the fact that in surface diffusion, bonds are only being partially
broken as opposed to fully breaking bonds in evaporation. In practice, because a growth substrate
relatively near a re-evaporation temperature should exhibit extremely active surface diffusion, the
change in surface nucleation and morphology is often looked for to help control growths where the
ratio of the surface diffusion activation energy to the chemisorption energy helps to define this
parameter. Surface diffusion is treated as a random walk problem where we apply our hopping rate,
ks, the number of hops, N0 and the assumption that the admolecule is allowed to diffuse long enough
to take advantage of random walk statistics: N0 = kst >> 1, where t is time.
If this condition is met, the distribution of surface diffused species should be Gaussian with a
standard deviation σ = r
√
N0, where r is the hop-to-hop change in distance from the model origin.
The standard deviation here is also defined as the 2D surface diffusion length, Λ, and making an
assumption that the lattice geometry plays a negligible effect:
Λ = r
√
N0 ≈ a
√
N0 = a
√
kst. (2.28)
where a is defined as distance between surface sites. This then needs to be broken down into the
two regimes, the first being where a surface species is expected to remain on the surface where the
characteristic time is set by the burial of by an adsorbate by the next monolayer:
Λ = a
√
ν0sn0
Jr
e−Es/2RT (2.29)
where Jr is the deposition flux. This regime, upon heating, transitions to another regime where
desorption is the more dominant behavior where the chemisorption energy re-enters the equation
through the characteristic time below
t =
1
kc
=
1
ν0c
eEc/RT (2.30)
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Figure 2.11: An Arrhenius plot exhibiting the diffusion length behavior dictated by Equation
2.31. The transition from the desorption regime is dominant, as in case (a) from Figure 2.9 to
the lower temperature regime where the adsorbing molecules lack the excess energy to frequently
desorb and the diffusion length is determined primarily by the energy barriers relating to atoms
traversing the sample surface.
leading to the surface diffusion being expressed as:
Λ = a
√
ν0s
ν0c
e(Ec−Es)/2RT . (2.31)
The key takeaway from this formalism is shown in Figure 2.11 in an Arrhenius plot where the
regimes are clearly present and, while experimental results will almost always vary from the model,
a clear transition between these regimes should always exist simply based on the exponential terms.
Unlike some of the previous equations, such as heat of reaction, these exponents should never change
sign; the chemisorption energy will always be greater than the surface adsorption diffusion barriers
and the other is defined by our surface rate constant. Generally, in film growth, longer diffusion
lengths lead to smoother, more continuous films with far fewer crystallographic defects and so
experimentalists attempt to find the temperature which will achieve the maximum diffusion before
giving way to significant desorption.
The methods described in this section along with the general theory behind vapor dynamics as
applied to CVD will be a useful construct in the coming chapters when discussing various nanowire
growth techniques as the principles behind reactor design, gas flow dynamics, and reaction kinetics.
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Without this framework, the mechanism behind the various nanowire growth techniques would have
very little context when describing the challenges and advantages to using specific experimental
procedures. In the next chapter, the vapor-liquid-solid mechanism of nanowire growth will be ex-
plored as an extension of the specific CVD theory and practice presented in this chapter. While the
vapor-liquid-solid mechanism is often paired with CVD, the general use of a catalyst in its own right
has no dependence on the method by which material is transported to the growing nanowire.
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Chapter 3: Fundamentals of Vapor-Liquid-Solid Nanowire Growth
The practice of nanowire growth is most often implemented using a general CVD chamber, as previ-
ously described, along with the vapor-liquid-solid (VLS) mechanism. The footing of this technique
still lies in the presented CVD theory and practice as there are many means by which to trans-
port the desired growth compound, but this treatment will primarily discuss only the most general
aspects of VLS theory as much of the experimental and theoretical results are very dependent on
the growth reactor design and the deposition procedure. Where pertinent, the general framework
of CVD reactor design and precursor transport will be relied upon for a fuller understanding of the
growth of nanowires by VLS.
Nanowires are presently grown by many different techniques: VLS30–33, vapor-solid (VS)34–36,
oxide-assisted(OA)37–42, supercritical fluid-liquid-solid(SFLS)43,44, and many others in specific cir-
cumstances. VLS is certainly the most discussed mechanism for vapor nanowire growth, in part due
to it being the earliest discovered mechanism but also due to the fact that it has a widely supported
model. Unfortunately, VLS is also wide toted in research where proper growth characterization is
not performed and these simply get attributed to VLS. In this way, VLS can be seen as having a
similar problem as CVD where inspecificity leads to misleading assertions about the experimental
method.
The foundation of the VLS technique hinges on the use of a metal catalyst particle forming
to alloy with a precursor transported species and nucleate and grow a nanowire or nanostructure.
Precursors are supplied as discussed in the previous chapter and follow all the applicable reactions,
diffusions, etc. on their way toward a catalyst particle. As seen in Figure 3.1, a nanowire itself
has many different kinetic and thermodynamic processes happening in its own growth and many
of these parameters can be studied by doing in situ growth studies30,36,45 as well as post growth
analysis. Most of the time the majority of these steps are ignored as they require analysis and
careful experimental practice to replicate in growth after growth. Many times these parameters are
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Figure 3.1: Various relevant reactions are noted in this figure. 1) The precursor deposits
its atom via direct impingement on the catalyst. 2) The precursor species or the resultant
adatom from a decomposition directly impinges on the sidewall. 3) The precursor or resultant
adatom from decomposition impinges on the substrate surface. 4) Surface diffusion from the
substrate/film to the nanowire. 5) Surface diffusion from the substrate/film to an island or any
other site to incorporate into the film. 6) Surface diffusion along the nanowire traveling up to
the catalyst. 7) Desorption from the catalyst. This can also occur from any other location and
is much more favorable if the precursor molecule is still intact.
only studied in molecular beam epitaxy (MBE) or in situ transmission electron microscopy (TEM)
studies as they generally offer the cleanest and most consistent growth chambers and substrates for
kinetic steps like surface diffusion to consistently affect growth morphology.
Fundamentally, this process begins with the impingement of a precursor molecule onto a catalyst
particle, the precursor decomposes and deposits the specific atom it was designed to transport, this
adatom proceeds to alloy with the catalyst. Upon supersaturation of the catalyst alloy, as seen in
Figure 3.2, the catalyst begins to precipitate out the desired growth material. The catalyst will
remain at the liquidus line shown in the binary phase diagram for the remainder of the growth,
so long as precursor gas continues to flow to the substrate. The nanowire will nucleate at the
interface of the catalyst and substrate and continue to grow at that catalyst interface in an effort
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Figure 3.2: Shown above is a generic binary phase diagram similar to those commonly em-
ployed to explain VLS. Beginning with a solid metal catalyst, the substrate is heated to the
growth temperature (Tg) and then precursor is supplied. The precursor deposits its carried
atom to the catalyst and a binary liquid alloy is formed. Upon further exposure to the precur-
sor and subsequently more incorporating semiconductor atoms, the catalyst particle becomes
supersaturated and begins to precipitate the single crystalline nanowire. This process is then
allowed to continue until the desired length is achieved.
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to lower the free energy of the overall catalyst/nanowire structure. A frequent issue with this
method is what is called sidewall deposition. It can be seen in Figure 2.1 that decomposition and
deposition of adatoms on a nanowire sidewall cannot be ruled out. Generally, this is discussed
kinetically as a difference in sticking coefficient that favors the liquid droplet incorporation. When
sidewall deposition is energetically favored, commonly when growth temperature rises above what is
considered ideal for the precursor gas, the adatom can incorporate at the deposition site or diffuse up
or down the nanowire depending on the surface diffusion and often times cleanliness of the system.
A prime example of varied surface diffusion is in nanowires that will react with contaminant oxygen
or water vapor such as silicon and germanium at their surface which will vastly change the energetic
landscape that an adatom will perceive as it attempts to diffuse. An addition common parameter of
these growths is the choice of catalyst size, where upon forming a hemispherical droplet, the catalyst
will continue to define the radial extent of the nanowire. With the radial dimension physically set,
the VLS method then allows for tuning of axial parameters such as adding small amounts of dopants
or even completely switching precursor species. If done carefully, even something as dramatic as
changing the depositing compound can be done seamlessly with little to no defects at the interface.
Extending this mode of operation leads to a commonly desired growth of periodic axial structures
for applications in electronics46,47, sensors13,14, thermoelectronics17–19, optics47, photovoltaics10–12,
and many other fields. The primary concerns in such growths, besides compounds with relatable
crystalline lattices, is an appropriate choice of precursor gases in order to decompose under similar
conditions as temperature changes cannot be made instantaneously and secondly an appropriate
catalyst that has favorable thermodynamic properties with the growth compounds. Most often gold
is used as a catalyst because of its wide range of compatibility with compounds in terms of eutectic
temperatures and solubility, and in addition gold’s own chemical stability especially where other
metals fail in oxidizing high temperature environments.
With the vast and innumerable configurations under which VLS research is undertaken, only the
most basic and fundamental theory will be addressed. The general behavior of these models will be
followed, but usually there is enough experimental variation or breaking of the model’s assumptions
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Figure 3.3: A geometric representation of the various surface energy terms associated with
catalyst nucleation.
that attempting to quantitatively compare the model to experimental results will fail. Supersatu-
ration is a driving force for nucleation and growth and is defined specially as the supersaturation
degree, S; the difference between the vapor pressure and the equilibrium vapor pressure over the
equilibrium vapor pressure. Generally the solubility of the catalyst will increase with temperature
in the temperature regions in phase diagrams relevant for CVD growths. When heterogeneous nu-
cleation begins to form, the minimum nanowire diameter is set by the equilibrium situation of the
catalyst, defined in term of free energy
∆G =
pir3
3
(2− 3 cos θ + cos 3θ∆gν + 2pir2(1− cos θ)αβ − pi(r sin θ)2(αS − βS)) (3.1)
as shown in Figure 3.3 where the first term comes geometrically from the volume of the top of a
sphere and ∆gν is the free energy for the gas-solid phase transformation per unit volume, the second
term arises from the surface energy of the droplet with the vapor α phase, and the last term comes
from the interface of the droplet with the substrate. Substituting the energy condition
αS = βS + αβ cos θ (3.2)
and solving for the minimum energy via derivative, it can be shown the critical minimum radius for
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nucleation to occur is
r∗ =
2αβ
∆gν
(3.3)
where the Gibbs energy transfer term can be expressed in terms of the volume of an atom, νm, and
the supersaturation degree, S, by integrating V dp as
∆gν = −kBT
νm
lnS (3.4)
giving the expression
r∗ =
2αβνm
kBT lnS
(3.5)
with a key interpretation that r∗ is related to T and supersaturation and can thus be manipulated
through experimental conditions such as growth temperature and the less than intuitive parameters
of precursor flow and reactor pressure48,49. While this properly defines the state of the catalyst
which clearly sets the dimensions of the subsequent nanowire, experimental effects such as diffusion
and sidewall deposition often play a role in VLS growths and as such the nanowire radial dimension
should be treated separately. It is also worth noting that this is initially considering the energetics
of nucleation on a substrate, but a continuous VLS growth will quickly surpass that initial state
when the catalyst is solely attached to the growing nanowire.
The second commonly expressed parameter of VLS growths is the condensation rate which is a
modified Hertz-Knudsen equation like is seen commonly in physical vapor deposition modeling
J =
aSp0√
2pimkBT
(3.6)
where a is an empirical accommodation coefficient defined as the number of impinging atoms that
become incorporated in the growth50. This model is widely used and can be predictive within
a single CVD reactor’s runs, but it is also illuminating that reported accommodation coefficients
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follow some intuitive behaviors. For the less frequently used method of vapor-solid growth, where a
non-liquid catalyst is used, the expectation is that there will be far less incorporation of adsorbed
species into a nanowire and it is seen experimentally, within relatively similar conditions and the
same CVD reactor, that a VLS accommodation coefficient can be 10-100 times that for the VS
method, as expected.
The last widely considered, but still controversial, parameter commonly discussed is the funda-
mental driving force behind the VLS nanowire growth which we can easily represent with chemical
potentials
∆µ = ∆µ0 − 4ανm
d
(3.7)
where ∆µ0 is the potential difference between a species’ vapor and solid forms, α is the free energy
of the surface, d is the wire diameter, and νm is again the atomic volume. This Gibbs-Thomson
based model originally developed by Givargizov51,52 shows that the growth rate should increase
with wire diameter, however this is contradicted almost as much as it is supported in the literature
due to the wide variety of conditions that can exist within a growth. Schubert et al.53 gives a
similar treatment of nanowire growth but includes extra considerations of vapor pressure energetics
which was formulized for larger “whisker” growths and where Gibbs-Thomson considerations do
not dominate. In those growth studies, smaller diameter wires were shown to grow at a faster rate.
These are such a small subset of the larger work, but it is clear that experimental considerations vary
considerably from catalyst choice, substrate choice, flow, pressure, temperature, reactor geometry,
precursor choice, etc. and that analysis of growths needs to be done with great care because the
standard models will at best give qualitative agreement with a CVD growth.
It can be clearly seen in the literature cited here that even the most basic of conclusions are only
applicable for certain situations, generally because of the reality that every reactor is different, every
growth procedure is different, and all of these experimental errors change with time. This will become
even more evident in the next chapter as the experimental procedure for various deposition types of
VLS nanowire growths is presented. The wide variety of substrates, substrate preparation, precursor
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chemistries, and reactor design make anything but the most general VLS theory unapplicable due
to the realities of experimental variance.
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Chapter 4: VLS Growths of Nanowires
A portion of the work presented in this chapter is reprinted with permission from [54]. Copyright
2013 American Chemical Society.
As previously discussed, VLS in CVD conditions is a very powerful, wide ranging technique that
can cultivate a wide range of nanowire compounds through an almost innumerable permutations of
precursors and catalysts. In this chapter, a discussion of various VLS grown nanowires by broadly
defined CVD-like techniques will be explored, culminating in the presentation of a hybrid technique
in which a catalyst is used to not only control the growth of a nanowire, as in conventional VLS,
but also control the nanowire sidewall surface chemistry and thus manipulate the adsorption and
surface diffusion for a more complex nanowire morphology.
4.1 Gallium Nitride
An early study we performed in collaboration with an industry partner, Structured Materials Indus-
tries Inc.(SMI), was the development of gallium nitride (GaN) nanowires by a close variant of CVD
known as hydride vapor phase epitaxy (HVPE), but can be known by other names such as Halide
Chemical Vapor Deposition and sometimes gets appropriated by the large field of Metal-Organic
Chemical Vapor Deposition (MOCVD) simply because another precursor used in the growths fits
that description. The GaN system that we were specifically interested in growing and analyzing has
specific applications to optics; as they are commonly used in laser diodes (Blue-ray DiscsTM) and the
broader light emitting diode (LED) manufacturing community as it has a dopant dependant band
gap. GaN based electronics, metal-oxide-semiconductor field-effect and metal-semiconductor field
effect transistors being prevalent examples, are also widely used for the efficiency and high voltage
operation55–57.
The synthesis of the GaN nanowires, like many experimental efforts in nanowire growth, is based
on other related systems that are far better studied than actual growth material. In this case, the
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Figure 4.1: A pseudobinary phase diagram of the Au-GaAs system used to set initial param-
eters for the related Au-GaN system. This was adapted from Panish2.
typical gold catalyst is substituted for nickel in the form of a liquid solution of nickel nitrate and the
well characterized gallium arsenic system is used as a stand-in for the absent GaN phase diagrams.
The mechanism, as seen in Figure 4.1, looks very similar to generic silicon nanowire phase diagram
shown earlier (Figure 2.2) with the added complexity that the grown nanowire is a binary compound.
Substitutions in this model are made judiciously by comparing the phase diagrams of the sub-
stituting elements with the original and if they seem generally compatible. In this case there is the
obvious comparison of the Au-Ga and Ga-Ni phase diagram, and some subjectivity when it comes to
comparing arsenic vs. nitrogen. It is worth noting as well that while the eutectic is generally sought
as a starting point for growths, in our research as well as others30–33, it is found that temperatures
below the Teu also readily grow nanowires due to the gallium incorporation into the nickel catalyst
droplet and the extremely wide ranging liquidus line that spans from 30◦C for pure Ga to 1455◦C
for pure Ni. The growths were carried out in a typical CVD growth chamber with the additional
component of a bubbler for the gallium to react with a gas line carrying a mix of HCl gas and N2
buffer. This can be seen in Figure 4.2 with many of the same components as the general CVD
reactor.
The bubbler used was purpose built for much higher temperature than the conventional MOCVD
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Figure 4.2: The base components of a nanowire growth reactor very similar to Figure 2.1 with
the additional component of a temperature controlled bubbler needed for HVPE growths.
bubbling cases; during growths it was generally kept at ∼800◦C. Using the term bubbler certainly
stretches the definition, but due to the fact that it performs the same function as its lower tem-
perature, water bathed, liquid precursor cousins; the high temperature welded and heated gallium
chamber is still considered a bubbler. Often times a gallium source will simply be inserted into
a multi-zone growth chamber where the reaction of the HCl with the Ga can occur at a different
temperature than the deposition on the substrate but the reactor in use for our research could not
accommodate this setup. In this case the reaction within the bubbler is where this method receives
its name from:
HCl(g) +Ga(l)→ GaCl(g) (4.1)
GaCl(g) +NH3(g)→ GaN(s) +HCl(g) +H2(g). (4.2)
General experimental conditions were varied throughout the growths, but the generic experi-
mental procedure is as follows. A stock nickel nitrate solution of 1% Ni in 2% HNO3 (Alfa Aesar)
was diluted in DI water with a 4:1 ratio to give the desired quantity of nickel on the surface of the
substrate. Substrates consisted of 1 cm x 1 cm 〈100〉 silicon with native oxide and c-plane sapphire,
with the catalyst solution drop cast and dried on a hot plate at 50◦C on-site as well as spin-coated on
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Figure 4.3: GaN nanowires resulting from HVPE growth run #79. The nanowire density was
constantly high and produced nanowires in the 5-10 µm range and were readily transferable.
in the circumstance that the prepared substrates could be utilized within a few days. Spin-coating
provided a better uniformity, however SMI did not have this capability and more dilute solutions
were made to accommodate this limitation and prepare samples on-site. These prepared substrates
were then inserted into the growth chamber. The growths were generally carried out with a sub-
strate temperature of 700 to 800◦C at slightly less than atmospheric pressure, 650 torr. The Ga
flow consisted of 3-4 sccm of HCl gas that was buffered in 50 sccm nitrogen. NH3 flow was generally
kept around 800 sccm and another flow of N2 was kept at 2000 sccm to achieve the desired partial
pressure of GaCl(g) and NH3(g).
The results of this growth project were very promising in that we were able to grow a wide
range of nanowire diameters and the length seemed only limited by the growth time. Typical
scanning electron microscope (SEM) micrographs are shown in Figure 4.3 where it can be seen that
the nucleation and growth of the nanowires was dense and healthy. If the project was going to
be further funded, then a general investigation of slower initial growth rates and other sapphire
orientations was going to be performed to optimize the relatively random orientation of the GaN
nanowires. A slower initial nucleation step along with lower density of catalyst particles would give
rise to higher quality nanowires, but even with these initial investigations we found the wires to be
faceted which is a good indication of quality growth conditions and to be expected in III-V nanowire
growth.
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4.2 Growth of Si and Ge CVD
Another project being pursued simultaneously to our collaborations with SMI was the growth and
optimization of silicon and germanium nanowires in a rebuilt tube furnace reactor refurbished at
Drexel. This furnace was setup fundamentally similar to the initial reactor diagram in Figure
2.1. Unique to this setup was the introduction of gas lines, cabinets, pneumatics valves, and other
practical considerations necessary for the safe handling of the pyrophoric gases silane (SiH4) and
germane (GeH4) which we were using as precursors. The buffer gas in this case was H2, which is
also more dangerous than N2 and required some consideration in the design. An additional safety
feature also not pictured that was connected redundantly to every gas line was an automated N2
purge that could be activated at the end of the day to fully remove the pyrophoric gas from the
lines. Without that feature, the precursor gases decomposed to form powders of their oxide and
easily disrupted flow in the narrow channel valves and regulators. This was necessary to construct
to insure the consistent flow of precursor to the reactor. The previous incarnation of the system
allowed enough O2 into the gas lines to significantly degrade the precursor partial pressure from run
to run and upon failure would overpressure the lines as the exothermic reaction progressed and the
precursor gas would escape through valves contaminated with oxide.
The silane and germane growths progress very similarly, they can be seen to have similar binary
phase diagrams with each other in Figure 4.4, the precursor species are chemically similar, the grown
nanowires are the same crystallographic structure, etc. and so focus will be given to germane for the
remainder of this chapter as the general behaviors between the two types of growths are analogous.
As VLS is widely used, there are many variations to the growths that have been shown to be
beneficial to the outcome of the growth. The first common step that is usually followed, either by
choice or due to experimental realities, is a brief anneal step in the buffer gas before the growth
formally begins. Usually this is an experimental necessity due to unfavorable growth results should
a growth begin without the chamber being purged of oxygen and water vapor before ramping the
reactor to the growth chamber. Beyond those experimental considerations, it is generally good
practice in order to assure the growth substrate and chip carrying boat be allowed to temperature
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(a) (b)
Figure 4.4: Binary phase diagrams for the Au-Ge and Au-Si systems. Adapted from Okamoto
et al.3,4
equilibrate and allow any adsorbates and other contaminates that will desorb to do so before the
growth begins. The other step that is often performed is a nucleation step. Generally, nucleation
rates are described as a thermally activated process58
J = A exp
( −16piγ3ν2
3k3BT
3(lnS)
)
(4.3)
and is derived from similar energy arguments of Equation 3.4, where A is an empirical constant,
γ is the interfacial tension, ν is the molecular volume, and S is the degree of supersaturation. It
can be clearly seen that both increased temperature and supersaturation increase this rate, however
increasing the partial pressure of a precursor species can have limitations based on the original gas
mix purchased and is generally more difficult to control while accommodating conservation of flow
with the buffer gas along with other practical limitations. Typically a nucleation step is performed by
temporarily increasing the growth temperature for a few minutes at the beginning of a growth as the
temperature, while restricted to the furnace/heater limitations and thermal mass, is independent
from pressure and flow. In our germanium and silicon experiments, this step consisted of a 1-2
minute dwell time at 20◦C above the desired growth temperature with rather dramatic results, as
seen in Figure 4.5, compared to growths without a high temperature nucleation step where the
substrates remain bare. It is also useful to point out that the nucleation step becomes more and
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Figure 4.5: Germanium nanowires from growth 1732 produced using the added nucleation
step. The nucleation density is relatively low, however this process is located right at the edge
of precursor gas’ viability leading to non-catalytic film growth, powder formation, and other
deleterious effects.
more necessary for smaller catalyst particles; this is due to a combination of lower total impingement
and finite size effects. The tapering seen is a combination of effects as well, first and primary due
to the increased probability of sidewall deposition but increased surface diffusion at the beginning
of the growth cannot be totally rule out. While this method was used for all small diameter wires
that were grown by VLS, the next study discussed will require exacting parameters and varying the
temperature mid-growth was not a viable option for the precise studies.
4.3 Germanium Selective Area Growth
The ab initio design and synthesis of nanoscale semiconductor building blocks is key in realizing
bottom-up routes for nanowire-based science and technology. Advances in hierarchical nanowire
synthesis have enabled tailoring of composition59,60 and doping,61 both axially62–68 and radi-
ally,37–40,45,64,69–81 permitting the study of finite-size effects and phenomena owing to the high-
aspect ratio of these quasi one-dimensional nanostructures. The tailorability of nanowire segments
is of fundamental interest to the field of nanowire synthesis and their technological integration.
We propose that the directed radial growth of specifically controlled nanowire segments, where the
core nanowire axial segments are distinguished by different surface composition, represents a new
method of controlling nanowire morphology via precursor incorporation. The tailorable diameter
of these nanowires provides new opportunities for the access of and control over electrical, optical,
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and magnetic finite-size effects. Significantly, this growth mechanism can be utilized to introduce
selective surface passivation in situ to promote or suppress the adsorption of a precursor species with
implications for multi-precursor synthesis where both catalyst adsorption and sidewall deposition
are tailorable parameters.
Outstanding challenges in existing bottom-up device fabrication indicate a need for the highly
controllable design of nanowire morphology as an alternative to post-growth processing techniques
employed to alter nanowire morphology, processes which add additional steps and can be difficult to
control. Typical in VLS nanowire growths is a tapering of diameter as precursor deposition occurs at
a continuous rate on the sidewall of a nanowire (Figure 4.6a).39,64,76,78,79 Surface diffusion of gold in
VLS growths73,77 also produces tapering as catalyst atoms diffuse between nanowire tips. However
these processes only allow tapering due to gold catalyst loss and are solely a VLS mechanism with no
ability to produce radial discontinuities nor the potential to change precursor chemistry. Commonly,
oxide incorporation is used to tailor morphologies.37–42 A primary method for incorporating oxygen
is the nanowire growth mechanism of oxide assisted growth82,83 (OAG) which is used as a catalyst
free, non-VLS growth method. The OAG mechanism, beyond nucleating and growing nanowires,
benefits from a thin oxide layer on the outside of the nanowire. This oxide successfully stabilizes
the nanowire surface and prohibits the successful adsorption of precursor species on the sidewall,
leading to little or no tapering over the length of the nanowire (Figure 4.6b).
Here, we demonstrate the in situ selective formation of Ge and GeOx nanowire surfaces using
the transition between the OAG regime66,73,74,82 and conventional VLS growth. By manipulating
the transition between the two growth regimes through the use of passivated surfaces mid-growth,
we obtain segmented radial discontinuities during nanowire growth. These segments can vary in
both length and aspect ratio, depending on the conditions, and form a diameter discontinuity at the
position along the wire where oxide incorporation begins. We present a bottom-up growth method
with new implications for selective nanowire core-shell adsorption where the use of passivated surfaces
can be employed mid-growth to manipulate specific locations for species deposition. The process
can be tailored to produce a variety of radial discontinuities as well as segment lengths to suit a
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Figure 4.6: (a) A comparison between typical CVD grown nanowires and (b) oxide-stabilized
nanowire growth. In CVD, both axial and radial growth rates are finite, leading to nanowire
tapering. Consistent with OAG, an oxide is used to stabilize the diameter of nanowires during
growth to eliminate significant sidewall deposition. (c) Demonstration of the transition from
oxide-stabilized to conventional tapered CVD growth. (d) SAED showing the 〈111〉 growth
direction which is confirmed with HRTEM. (e) Also seen in the HRTEM are the lattice planes
of the nucleated grain which transition to their new orientation over 5 nm.
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wide variety of finite size optical, electronic and magnetic applications.
4.3.1 Methods
Solvents and DI water, followed by oxygen plasma cleaning, are used to clean oxidized Si(100) wafers.
The substrates are then submerged in poly-l-lysine (Ted Pella) for 2 minutes, rinsed in DI water,
dried and then submerged in 40 nm gold colloid solution (Ted Pella) for 5 minutes, rinsed and dried.
Another plasma cleaning is used to remove residue from this process. These substrates are placed
in the center of a CVD tube furnace reactor where 3.5 to 7 torr partial pressure germane (10% by
volume GeH4/H2, Voltaix) in hydrogen (Airgas) is used at 70 torr and 375
◦C. We find that the
conditions which induce an abrupt transition between tapered and solely axial growth, resulting in
a maximum difference in nanowire radius, correlate with a higher temperature and higher partial
pressure than our optimized standard VLS nanowire growth. To introduce oxygen flow, we create
a custom mix of oxygen and nitrogen (Airgas) to introduce with the germane at 1 sccm. A 10%
oxygen content transitions between growth regimes for our growth reactor and given conditions.
Special attention is given to oxygen levels early in the growth process where catalyst nucleation and
poisoning are issues of concern.
The Ge post-growth oxide-stabilized nanowire morphology was imaged with field-emission scan-
ning electron microscopy (SEM, FEI DB235 and Amray 1850). Selected area electron diffraction
(SAED) and energy-dispersive X-ray spectra (EDS) were taken using a JEOL JEM2100 LaB6 trans-
mission electron microscope (TEM) at a 200 kV accelerating voltage.
4.3.2 Results and Discussion
We first demonstrate the synthesis of Ge nanowires with an abrupt transition between the oxide-
stabilized and conventional VLS growth regimes. The synthesized wires have diameters consistent
with the 40 nm catalyst size and primarily grow in the 〈111〉 direction with no change in orientation
due to the transition between growth regimes. The robustness of the technique is shown in the
transition from oxide-stabilization to oxygen-free growth segments (Figure 4.7a and 4.7b) and vice
versa (Figure 4.7c and 4.7d). Three step growths shed light on the surface chemistry based method
Chapter 4: VLS Growths of Nanowires 4.3 Germanium Selective Area Growth
41
demonstrated in that the oxide persists in its control of Ge nuclei. The nanowire surface is not
reduced by GeH4 or H2, nor do the growths exceed the incubation period for Ge nucleation on
its oxide. Not exceeding the incubation period is significant due to the relatively large timescales
involved. Incubation times have been shown to have great dependence on the preparation and
cleanliness of the surface.84–86 Freshly grown nanowires, with no exposure to atmospheric oxygen
partial pressures, water vapor, etc., have surfaces that are extremely clean and can lead to incubation
periods exceeding 25 minutes under the specified experimental conditions. These growths are in stark
contrast with diffusion based methods73 which can only reproduce morphologies akin to Figure
4.6c. In addition, order of magnitude quasi-discontinuities can be achieved, far greater than solely
VLS based catalyst wetting morphological control72 which neglects the potential utilization of the
nanowire surface chemistry. We are able to confirm the polycrystalline nature of the shell structures
via TEM showing grains growing from the 〈111〉 oriented core (Figure 4.6d and 4.6e). The conical
segments initially grow homoepitaxially, but quickly transition to polycrystalline due to the high
growth rate which results in a higher generation of defects.87 A thin oxide of a few nanometers is
seen in TEM as is typical in Ge growths exposed to atmospheric oxygen and water vapor.
As suggested by an abrupt growth transition, the modulation of multiple segmented growths was
subsequently investigated. As is conventional with VLS growth, the significant oxygen presence at
the beginning of the growth process can poison catalysts and greatly reduced nucleation of nanowires.
After producing a tapered nucleation segment, we oxide-stabilize the sidewalls for varying segment
lengths, and then return to oxygen-free growth conditions where tapering resumes (Figures 4.7e and
4.7f). Consistent with OAG is that the oxide incorporates into the nanowire at the catalyst and does
not simply oxidize any exposed sidewall; this is evident with previous tapered segments resuming
radial growth after an oxide growth step. The oxidation at the catalyst-sidewall interface increases
the functionality of this process as the sidewall deposition can continue with the growth and create
extremely high radial discontinuities for very short oxide-stabilized segments (Figure 4.7f).
The inverse of the oxide-stabilized segment in a tapered nanostructure is also investigated to
create nanostructures more akin to nanowires with radially larger tapered segments (Figure 4.7g
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Figure 4.7: (a,b) During growths, the transition between oxide-stabilized and tapered segments
is achieved by reducing the flow of oxygen below a threshold associated with further oxide
sidewall incorporation. In our system, this is best achieved by turning 1 sccm of 10% O2 on
and off. (c,d) Lower oxygen levels are needed to nucleate nanowires and begin the VLS growth
process. By raising the oxygen level, oxide incorporation turns on mid-growth and produces long
thin wires from the initial seed. Note that sidewall deposition continues on the seed in this case.
(e,f ) By changing the oxygen flow rate during growth, a successful transition between tapered
sections and oxide-stabilized sections can be achieved. The continuation of sidewall deposition
in the region of initial growth is evidence of catalyst involvement in the oxide formation. (g,h)
By reducing the flow of oxygen during the nanowire growth, segments of larger diameter can
be created. The limits of these changes lie in the growth conditions of temperature, pressure,
etc., but can also be enhanced by increasing the growth time.
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Figure 4.8: As-grown nanowire where the radial and oxide-stabilized growth are alternated
to tailor specific nanowire segments to have greater diameters than the catalyst dictated core
dimension.
and 4.7h). As oxygen flow ceases, the nanowire begins to incorporate Ge into the sidewalls and
tapering occurs. With the reintroduction of oxygen, the catalyzed sidewall oxidation begins again
and the nanowire continues to grow at the same diameter as before. These nanostructures are
made to favor the nanowire morphology with more robust oxide segments and a longer incubation
period.88–90 This is expanded to five segments to demonstrate robustness and, again, the change in
radius increases in the earlier grown segments if multiple tapered segments are grown (Figure 4.8).
The process is performed at a single central furnace position, but the morphology changes dra-
matically both upstream and downstream from this position, denoted position = 0, as seen in Figure
4.9. The axial growth rate increases with GeH4 partial pressure while the tapering decreases with
GeH4 partial pressure and increases with temperature, consistent with previous results,
76,79 and
signifying that the growth has a foundation in VLS. The selective deposition is also position depen-
dent, which we quantify here using the physical gap length of the oxide-stabilized region. Analysis
from a single growth run shows this quantity changes with position even though the segments are
formed using equal oxygen exposure times. We have developed a qualitative reaction model (Ap-
pendix: GeOx Model) with input considering our experimental setup which supports the gap length
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behavior shown in Figure 4.9.
The existence of an incubation period defines k−1 > k2 in the tailorable growth region,91 where
k−1 is the desorption of GeH4 from the nanowire surface and k2 involves the precursor decomposition,
however the change in gap length with position demands that these reaction constants not be fixed
with position since decreasing GeH4 partial pressure, increasing H2 partial pressure, as well as other
experimental model components cannot alone account for these results. A supplemental component
to the reaction model is surface diffusion,
Ds = D
o
s [∗]e−Ed/kT , (4.4)
which increases with free adsorption site density [∗], where Dos is a constant and Ed is the surface
diffusion activation energy.92 Using experimental considerations, in this case the observable existence
of an incubation period, [∗] is approximated as
[∗] ≈ no
1 +K1pGeH4 +K3p
1/2
H2
(4.5)
where no is the density of surface sites, K1 governs the adsorption and desorption of precursor, K3
governs the adsorption and desorption of hydrogen, and pGeH4 and pH2 define the germane and
hydrogen vapor pressures, respectively. This, coupled with the depletion of GeH4 along the reactor,
supports the experimental observations of the decreasing oxide segment length, and while surface
diffusion is very limited on oxide surfaces and is significant here due to the clean surface conditions
on the freshly grown wires. The growth reactor increases in temperature with position as is common
in practice to combat reduced deposition from the barrier layer. This has the effect of increasing
K2 as well as in the Ge-O system increasing the vapor pressure of GeO(g). Increasing K2 will lead
to higher deposition rates while the GeO(g) creation will remove the catalyzed oxide sheath and
lead to lower incubation periods as the surface transitions to the GeH4-Ge(s) system. With very
little O2(g) being introduced into the system, the percent change of the O2 partial pressure will
be the greatest of the introduced gases, followed by the GeH4 and the H2. The O2 consumption
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Figure 4.9: (a) The oxide-stabilized segment gap length vs. increasing substrate position
from the furnace center with (b,c,d) examples shown; scale bars are 5 µm, 1 µm, and 1 µm,
respectively. The tapered diameter (e) and axial growth rate (f ) for the same samples supports
the conventional VLS growth in a hot-walled reactor.
into GeOx gaseous and solid compounds is non-trivial. With the considerations of laminar flow and
the relatively short length scales involved in analyzing the oxide-stabilized gap length region, we
discount the possibility that introduced gas will turbulently mix and that it significantly affects the
decreasing gap length with furnace position trend.
The lateral nature of the growths is evident with a clear oxide segment preserved even as the
growth conditions change to decrease the gap length. This effect cannot be solely explained with
previous considerations of temperature (K2), GeO(g), or decreasing O2 partial pressure as these lead
to simultaneously enhanced nucleation rates on all grown oxide-stabilized surfaces. Lateral growth
has been attributed to partial pressure gradients,93 but the nanowire morphology combined with
the constantly flowing gas makes this explanation unlikely for this situation. Similar to the case of
enhanced incubation times with rigorously cleaned substrates,84–86 these as-grown wires have been
exposed only to the growth reactor and are relatively free of surface contaminants, which enhances
the surface diffusion of the species and non-trivially contributes to lateral growth and decreasing
oxide gap length.
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4.4 Appendix: GeOx Model
A model giving context to the many interconnective and competitive processes occurring during
growth of these nanostructures is considered. This model is based on previous selective surface
reaction models by Bloem and Claassen91,92 and is considered for the reactor geometry of the
present experiment as well as for the addition of GeOx solid and gaseous species.
The process begins with the introduced bulk GeH4(b) through the diffusion barrier layer towards
the growth substrate, where it is then denoted GeH4(g):
GeH4(b)
ka⇀↽
k−a
GeH4(g). (4.6)
We then consider adsorption site reactions, where ∗ denotes a free surface site:
∗+GeH4(g)
k1⇀↽
k−1
GeH∗4 (4.7)
GeH∗4
k2⇀↽
k−2
Ge∗ + 2H2 (4.8)
1
2
H2 + ∗
k3⇀↽
k−3
H∗ (4.9)
Ge∗
k4⇀↽
k−4
Ge(st) + ∗ (4.10)
Ge∗
k5⇀↽
k−5
Ge(g) + ∗. (4.11)
Also necessary for the Ge-O system are the formation of the oxide solid and gaseous species:
Ge∗ +
1
2
O2
k6⇀↽
k−6
GeO(g) + ∗ (4.12)
Ge∗ +GeO2
k7⇀↽
k−7
2GeO(g) + ∗ (4.13)
Ge∗ +GeO2
k8⇀↽
k−8
2GeO(s) + ∗ (4.14)
Ge∗ +O2(g)
k9⇀↽
k−9
GeO2 + ∗. (4.15)
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This leads to the free surface site density [∗]:
[∗] = n0 − [GeH∗4 ]− [Ge∗]− [H∗]− ... (4.16)
and the adsorbed GeH4 density:
[GeH∗4 ] =
k1[∗]pGeH4 + k−2[Ge∗]p2H2
k−1 + k2
. (4.17)
We let
k−1  k2 (4.18)
as a fundamental requirement for the existence of an incubation time and
[GeH∗4 ] ≈ K1pGeH4 (4.19)
where Ki is defined as:
Ki ≡ ki
k−i
(4.20)
[Ge∗] =
k2[GeH
∗
4 ] + [∗](k−6pGeO + k−7p2GeO + k−8)
k4 + k5 + k6p
1/2
O2
+ k7 + k8 + k9pO2 + k−2p2H2
(4.21)
with k2 kinetically dominant over k−7 and k−8 as well as pGeH4  pGeO which gives the qualitative
behavior of [Ge∗] as well as helps define the growth rate which is proportional to [Ge∗] and dominated
by the k2[GeH
∗
4 ] term. Similarly, we find the adsorbed hydrogen density:
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[H∗] = K3p
1/2
H2
[∗]. (4.22)
Combining all these surface terms gives the density of free surface sites:
[∗] ≈ n0
1 +K1pGeH4 +K3p
1/2
H2
(4.23)
with [GeH∗4 ] and [H∗] [Ge∗] due to the relatively fast kinetics associated with [Ge∗].
It is important to recognize that this model was developed to include the complexity required
to properly consider the dominant processes in growing these nanostructures, but it is in no means
meant to exhaustively explore the possible reactions in this system. A subtle, yet important example
is the decomposition of GeH4, where the most probable chain of reactions
94 is:
GeH4(g) ⇀↽ GeH
∗
4 (4.24)
2GeH∗4 ⇀↽ 2GeH
∗
2 + 2H2(g) (4.25)
2GeH∗2 ⇀↽ H −Ge−Ge−H∗ +H2(g) (4.26)
H −Ge−Ge−H∗ ⇀↽ Ge−Ge∗ + 2H∗ or H2(g). (4.27)
Though the reactions of equations 4.24-4.27 should dominate, in reality all GeHx species will
manifest to some degree. In practice, due to the convoluted nature of these reactions and the
resultant adsorbed Ge, we summarize these forward and reverse reactions, between all the Ge-H
species, together as an effective rate constant (k2 and k−2). Similarly, negligibly small species, such
as H2O, are neglected from the considered reactions. It should be noted the significant presence of
H2O in a reactor is experimentally easy to diagnose and therefore neglecting in our model is justified.
Significant factors to consider when applying this model are temperature or pressure sensitive rate
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constants such as the desorption of surface hydrogen which is non-trivial in our temperature growth
range.95
In this chapter, various demonstrations of the varied nature of VLS growth were experimentally
presented. This culminated with the growth of Ge nanowires in an oxide stabilized regime as
well as a “cleaner” typical VLS mechanism where additional sidewall deposition was intentionally
allowed. The controlled growth of these separate subcomponents establishes a framework by which
to implement this technique with any material capable of VLS growth with an oxide formation
towards the greater goal as a possible route to bottom-up nanofabrication. The objective of bottom-
up design will be touched on in future chapters, but fundamental to that work is a different and
distinct means of precursor transport, vapor transport. This growth scheme removes much of the
complicated infrastructure of CVD techniques, and while adding a few new limitations, can still be
applied to VLS growth, general gas dynamics, and kinetics.
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Chapter 5: Theory of Vapor Transport
The method of vapor transport (VT) is commonly misrepresented as a CVD process because of
the wide ranging scope of CVD in general. Considering that the precursors are synthesized within
the reactor, typically only a carrier gas is supplied, occasionally a reacting gas is supplied as well,
oftentimes there are solid precursors involved, etc., it is more transparent to separate this technique
from what the layman understands as CVD. Just as CVD is a process perfected for film growths
that is then applied to nanowire growth, VT growths and the subset of chemical vapor transport
reaction (CVTR) growths were perfected for single crystal growth and now we apply the techniques
to VLS nanowire growths.
The models used in VT and CVTR are intended to predict the behavior of slow single crystal
growth over the course of days at approximately atmospheric pressure96,97. These growths are typi-
cally sealed in ampoules using multi-zone furnaces where convection significantly affects the outcome
of the growth. We will address the theory hereafter as CVTR, which might seem counterintuitive as
it is a subset of vapor transport, but the theory of CVTR is general to the point of accounting for
all the thermodynamic considerations of VT. The other possibility for modeling VT is to attempt
to use high pressure physical vapor deposition theory, but the vacuum community does not consider
this often and most of the developed theory is inapplicable and experimentally unsound.
Using the HVPE example of the previous chapter discussing GaN nanowire growth, we can see a
typical CVTR reaction that could be used to transport gallium. The terminology changes when con-
sidering this technique, with HCl(g) termed the reacting gas, the GaCl(g) and other reactant gases
are termed the transport-effective species, with gallium being the transported species. Additionally,
some commonly used terms, which are commonly based on wet chemistry analogs, exist within the
field. Gas-phase solubility, λ, is one of these terms which is a play on the notion chemistry notion
that there is a solubility to a liquid but in this case it is applied to the notion that a solid can be
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contained, or “soluble,” within a gas. Formally the solubility is defined
λtransport species =
∑
i
αA,ipi∑
i
αL,ipi
(5.1)
where the αA,i terms denote the number of transport atoms within the transport species and αL,i de-
notes the stoichiometry of “solvent” species within all the vapor species. This parameter is generally
plotted with respect to temperature and expresses the relative quantity of gas that is transporting
the desired deposition species. A second commonly discussed quantity is transport efficiency. A
common notation is to define the ratio components of gas-phase solubility as
p∗A =
∑
i
αA,ipi. (5.2)
where then we can define the efficiency of a gas species, as
wf =
(
pi
p∗L
)
source
−
(
pi
p∗L
)
sink
. (5.3)
The importance with this term lies in the deconvolution of different gas species’ contributions
to transporting the desired deposition species where different chemistries will behave, based on
thermodynamics, vary greatly differently depending on the temperature at which these reactions
are carried out. The last quantity regularly discussed is a diffusion based transport rate which is
empirically based on experimental results and the coefficients, based on diffusion, are not strictly
applicable for flow based CVTR like in our growths, but the behavior of the relationships to pressure,
temperature, and solubility are still valid. This diffusion transport rate, for species A, is given as
n˙(A) =
n(A)
t
=
i
j
∆p(C)
Σp
T¯ 0.75q
s
· 0.6 · 10−4 (mol/hr) (5.4)
where i and j are the stoichiometric coefficients in the reaction for the deposition solid and transport-
effective gas species C, respectively, ∆p(C) is the partial pressure difference (bar) between source
and sink temperatures of gas species C, T¯ is the average temperature (K) of source and sink, q is
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the cross section of the reactor (cm2), s is the diffusion path length (cm), and t is the duration
(hr) of the growth. This can also be expressed by substituting gas-phase solubilities for the partial
pressures
n˙(A) ∼ T x p
∗
L
pg
(
λsourceA − λsinkA
)
(5.5)
where the empirical constants have been removed to show a behavior more useful for flowing gas
CVTR reactors, the exponent for temperature is also empirical but is positive and generally modeled
as 0.7 to 0.896.
There are many assumptions that can still differentiate one CVTR model from each other. The
extended transport model will be used from here on out with the fundamental assumption being
that the source solid precursor will not fully evaporate over the course of the growth. This allows
for a steady state of constant evaporation rate and deposition rate to be assumed, it negates the
very real possibility of running out of precursor mid-growth, and it ignores small, but very valid,
considerations such as the surface area of the precursor source diminishing over the course of the
run and hence losing area over which reactions can progress or evaporation can occur, oxidation
of precursor or deposition, etc. While simple cases can be done readily by hand, such as two
reactants and one gaseous transporting vapor, more complicated systems exist as well that benefit
from computation, such reactions involving selenium (Se) as it has 8 pure elemental vapor species.
The computational modeling is based on work done by Erikkson98,99 and the minimization of
the free energy at each temperature step considered.
G =
∑
i
niµi (5.6)
where n is the quantity of the substance i and µ is the chemical potential
µi = µ
0
i +RT ln(ai) (5.7)
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where ai is the activity and for gases relates to the partial pressure pi,
ai = pi =
ni
Σngi
Σpi (5.8)
where Σni is the total quantity of all gases and Σpi is the total pressure. This is used to describe
the gas and crystalline species with a dimensionless energy for simplicity
G/RT =
m∑
i
ngi
(
(µ0/RT )gi + ln
∑
pi + lnni
∑
ngi )
)
+
s∑
i
nci (µ
0/RT )ci (5.9)
where g and c denote the gas and condensed phases, m and s are the number of gas and solid
phases, respectively. This method hinges on the ability to insert thermochemical data from numerous
sources5,25–29 for each of the gas and solid species considered. This can then be inserted into the
model using
µ0/RT = (1/R)(G0 −H0298)/T + ∆fH0298/RT (5.10)
where the first term’s free enthalpy function and the second term’s enthalpy of formation can be
readily found. If thermodynamic data can only be found in terms of an equilibrium constant and
not its constituent energies and enthalpies, then
∆(µ0/RT ) = − ln 10 logK (5.11)
is a more useful way of expressing this parameter and logK is often how the data is presented.
The next important concept for the model is formalizing the conservation of each element as a
mass balance relation
m∑
i
zgijn
g
i +
s∑
i
zcijn
c
i = bj (5.12)
where zij describes the number of atoms of the ith substance and the jth element, and j is equal to
the number of elements. Computation is required for any system consisting of more than a handful
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of total gas, solid, and buffer gas phases and is this series of mass balance equations can be solved
via the Lagrange multiplier method, where we can write for gases i = 1..m
(µ0/RT )
g
i + ln
∑
pi + lnn
g
i /
∑
ngi −
l∑
j
λjz
g
ij (5.13)
where λj is the Lagrange multiplier. And for solid phases, i = 1..S
(µ0/RT )
c
i −
l∑
j
λjz
c
ij (5.14)
where these expressions are set equal to their the partial differential of the optimization function
with respect to the conserved molar quantity, ni. The assumption that this is a maximum of the
dimensionless energy and leads to setting of that differential equal to zero. To evaluate the quantities
of the species, a Taylor expansion is used to vary the quantities in Equations 5.12 and 5.13
m∑
i
zgijy
g
i +
s∑
i
zcijy
c
i − bj +
m∑
i
zgij(n
g
i − ygi ) +
s∑
i
zcij(n
c
i − yci ) = 0 (5.15)
and
(µ0/RT )gi + ln
∑
pi + ln y
g
i /Y −
l∑
j
λjz
g
ij + (n
g
i /y
g
i )− Σni/Y = 0 (5.16)
where the higher order terms are neglected for simplicity and Y is similarly defined as Σni
Y =
m∑
i
ygi (5.17)
The numerical values of the gas quantities are then calculated by rearranging Equation 5.16
ngi = −fi + ygi
(∑
ni/Y +
∑
j
lλjz
g
ij
)
(5.18)
Chapter 5: Theory of Vapor Transport
55
where fi is
fi = j
g
i (µ
0/RT )gi + ln
∑
pi + ln y
g
i /Y . (5.19)
When summing all term in Equation 5.18
l∑
j
λj
m∑
i
ygi z
g
ij =
m∑
i
fi (5.20)
Substituting Equations 5.14 and 5.16 give the formulation
l∑
k
λkrjk +
(
Σni/Y
) m∑
i
zgijy
g
i +
s∑
i
zcijn
c
i =
m∑
i
zgijfi − Cj (5.21)
where a new matrix term, other than zij arises which is defined
rjk =
m∑
i
zgijz
g
iky
g
i (5.22)
where rjk is a symmetric matrix. A correction term is also used for the case when initial quantities
of gas quantities do not meet the mass balance constraints:
Cj =
m∑
i
zgijy
g
i − bj . (5.23)
Finally, this defines a set of l+s+1 equations to solve through an iterative process. This system
of equations, the unknowns λj , n
c
i , and the additional quantity of
m∑
i
ngi /Y − 1 as can be seen in
Equation 5.21, are solved by Gaussian elimination. This gives the values for nci and the solved values
of λj need to be substituted back into Equation 5.16 to find the number of moles of each gas species.
Applying this model usually involves executing code for complex reactions. For our growths in the
past this has involved doing solutions by hand for simple systems, to using existing code in the form
of Eriksson’s code modified by the US department of energy, FactSage(implemented by Eriksson)100,
and TRAGMIN101. Frequently when investigating new systems, this code fails to deliver realistic
results for a number of reasons based on the methodology described above for creating the initial
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matrix describing the system of equations and then using Gaussian elimination to solve. The most
common problem is that of producing a singular matrix when at least two solid phases completely
react to form gases which is primarily a problem of too high a temperature considered or too few
species considered as is common during initial investigations. These problems can typically be solved
by the obvious step of lowering the investigation temperature and the less obvious method of adding
a small extra amount of solid. As noted earlier, this is an extended transport model, and as such it
expects there to be excess solid. If the program is given excess of a low vapor pressure solid and any
reactant it would use to evaporate is mass limited, there will always be excess of a solid. This is one
case where the model and code can mislead, as the code will run for 1 solid phase remaining, but
the model assumes any solid that exists as a reactant does not fully evaporate in the iterations. The
other common problem of implementing this code is the reliance on the ideal gas law that can lead to
unrealistic results even though the energy has been minimized. This can be seen by an experienced
user and is fairly straightforward in terms of the reasoning. There are a certain number of moles of
gas going into the system; a combination of evaporated, reacted, and buffer gases. The model needs
these simple relations to convert between pressure, volume, and moles, but what happens often in
the code, especially when investigating new species where the vapor pressures are not intuitive, is
too much of a carrier gas is added to a reaction and this will result in two related problems. First,
the carrier gas is generally inert and while it will never react with the other species the model will
attempt to relieve over pressuring by adding to multi-atom molecules at the expense of monatomic
vapors. This result is to be expected as it is a more efficient way of packaging the gas, but it is not
experimentally founded in an flowing CVD system as is used in typical nanowire growth. Even in
experimental setups involving sealed ampoules, but the internal pressure would be very great and
dangerous; I am not aware of any experiment attempting this unbalancing of reaction constants. In
the modeling, this can be taken to the extreme where if the carrier gas is far too large, the model
will begin to minimize its energy by suppressing all vapor pressures and producing condensed phases
where none should exist. This only occurs when such excess carrier gas is introduced that the model
has difficulty optimizing from the very first iteration.
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Assuming the proper parameters were considered as discussed above, the code will iterate ap-
proximately a dozen times, starting with the ni supplied and using a small δ
y′i = yi + δ(ni − yi) (5.24)
where ni is the calculated value, yi is the Taylor expansion constant from before, and y
′
i is the
new constant for further iteration. The δ used is defined as δ = kδmin where k <1 and δmin is
the smallest value obtained. The constant k is chosen close to unity and as the iterations progress
and yi begins to satisfy the mass balance constraints, so too will y
′
i. If a substance falls below a
predetermined threshold, varying from code to code but less that 10−10 moles, it will be set to zero
along with its associated Taylor constant and from Equation 5.24, y′i will be set to zero speeding up
future iterations. The unknown cited earlier is defined for simplicity
λl+1 =
m∑
i
ngi /Y − 1 (5.25)
and it can be seen that as the program iterates the value of λl+1 will grow smaller. Literature cites
a value of 10−8 98 as an adequate value to stop the iteration process and return quantities of each
species. The gases are calculated before the condensed phases, after the appropriate quantity of each
element is subtracted from the condensed phases the code will check that none of the condensed
phases have a negative quantity and if the Gibbs phase rule is satisfied. If a quantity is negative,
just as in the gas phase it will be set to zero. If the Gibbs phase rule is not satisfied, the code will
replace the incorrect phases and begin optimizing the energy of the condensed phases again.
A number of the available code, SOLGAS98, TRAGMIN101, Polymath102, and FactSage100
were implemented depending on the system and some of the limitations of the more polished, yet
inflexible, packaged software. TRAGMIN was used whenever possible, but often had errors and
had the limitation being primarily coded in German. Polymath and manual calculations typically
were used to fill in those specific temperatures. FactSage, while fundamentally the same process as
SOLGAS and TRAGMIN and far more stable, was limited in its throughput by practical limitations
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at Drexel when licenses would expire and the limitation of having to build the models on the
MSE network server as much of the data pertaining to the systems investigated was out of date or
mildly inaccurate. Occasionally theoretical data would be implemented without warning the user.
SOLGAS was running successfully on a previous computer but was programmed in FORTRAN,
even with the limitations of precompiled TRAGMIN executables it was still far easier to run with
high throughput on modern computers. TRAGMIN and FactSage are the only two options where
multiple temperatures could be considered for a single set of substance inputs and to accomplish
that requires temperature dependent specific heat and standard entropy and enthalpy. This ability
to examine a set temperature range not only allowed for higher throughput, but also allowed for the
data to be seen vs. temperature which commonly showed errors in the code’s execution or given
initial values. TRAGMIN is also desirable as it can automatically frames the calculations in terms
of gas-phase solubility, transport efficiency, and diffusion based transport which is still driven by
the same thermochemistry as our flowing vapor transport growths. This code was invaluable in
calculating ideal growth temperatures and verifying the calculations that can be accomplished with
pencil, paper, and thermochemistry tables.
This theoretical framework, while complicated at times, covers the entire scope of experimental
situations in which the vapor transport growths presented in subsequent chapters were carried out.
In the case of the simple reactions presented in the next chapter, such as the growth of zinc oxide,
much of the growth theory could be accomplished simply by solving the few equations which governed
the most dominant species. Modeling is used to verify these calculations before the rearrangement
and procurement of reactor components, and it can be seen that the models agreed very well. More
complicated cases of vapor transport will also be discussed as it applies to selenium and tellurium,
two materials which lend themselves naturally to nanowire growth, not through VLS, but through
their highly anisotropic crystalline structure.
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Chapter 6: Vapor Transport Growths
A portion of the work presented in this chapter is reprinted with permission from [103]. Copyright
2012 American Chemical Society.
Departing from much of the pervious theory relating to CVD growth, these vapor transport
growths are essentially synthesizing their own precursor gas species within the same reactor as
the growth substrate, providing a relatively simple reaction scheme when compared to the relative
complexity of CVD reactor chambers, wide pressure and temperature variation, precursor gases
which degrade over time and require special housing and disposal, and the accommodation of any
special chemistries both upstream and downstream if using corrosive gas species (as is commonly
done). It should be noted that this technique still requires the gas dynamics and kinetics discussed
in terms of CVD, but it will be applied to the local gas species that transport down the reactor tube.
Also described will be how these transporting species differentiate themselves from the precursor
gas species in terms of their catalytic and non-catalytic growth of nanowires.
6.1 Growth of Tellurium Nanowires
The nanowires and nanostructures showcased in this chapter continue to attract attention with the
promise of potential applications in a variety of fields including electronics, photonics, biomedicine
and catalysis33,104,105. Nanostructures provide an ideal framework with which to investigate carrier
confinement and finite size effects on electric, optical, and magnetic systems. Elemental tellurium
(Te), a narrow bandgap p-type semiconducting metalloid, has shown great potential for applica-
tion because of its intrinsically photoconductive and piezoresistive characteristics in addition to
its non-linear optical, thermoelectric and catalytic properties52,106–112. Furthermore, due to the
highly anisotropic crystalline structure of Te, the system favors 1D nanostructured growth. The
growth of Te nanostructures, as with the bottom-up field as a whole, has two primary preparations:
wet synthesis113–121 and vapor transport122–126. In both disciplines, techniques involving template
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growth127 and catalytic growth30,32,128–130 help direct nanostructure growths. Though Te nanos-
tructures have shown to be very rich in different morphologies, quantitative control of nanowire
growth product has only been reported using selected wet synthesis techniques113–115,119,121,131 and
is primarily accomplished by flow control of supersaturation. Vapor transport growths are inherently
more advantageous in this system due to the controlled orientation of the single crystalline product
which lends itself better to device fabrication. Here, we present the controlled vapor-solid growth
of Te nanowires on silicon dioxide with tailorable diameter and length based on deposition vapor
temperature as well as deposition time. Variations in the growth parameters control the nanowire
growths and their evolution into polycrystalline films. Such morphology control, combined with the
ability to transform these tailorable nanostructures into other compounds, provides the framework
for future bottom-up device fabrication.
Thermally-grown, 200 nm thick silicon dioxide on Si(111) wafers were cleaned with solvents and
DI water followed by oxygen plasma cleaning to remove organic residues. Te powder (99.999%,
Alfa-Aesar) was placed in an alumina boat upstream of the substrate. In a typical growth, the boat
was held at 300◦C for the duration of the growth while the temperature gradient on the substrate
extended from 150◦C to 280◦C. The entire process was performed using a flow of either Ar or H2
at 25 sccm at a pressure of 1 torr. Additional two-temperature growths were performed to nucleate
and grow a higher density of wires and nanostructures.
X-ray diffraction (XRD) spectra were obtained using a Rigaku SmartLab X-ray Diffractometer
with Cu-Kα radiation (λ = 1.542 A˚). The 2θ range used spanned 20
◦ to 80◦ in steps of 0.05◦ at a scan
rate of 1◦/min. The Te post-growth nanowire morphology was imaged with field-emission scanning
electron microscopy (SEM, FEI DB235 and Amray 1850). Selected area electron diffraction (SAED)
and energy-dispersive X-ray spectra (EDS) were taken using a JEOL JEM2100 LaB6 transmission
electron microscope (TEM) at a 200 kV accelerating voltage.
The morphology of the as-grown Te nanowires varies from 30 nm to over 6 m in diameter and from
a few hundred nanometers to over 30 µm in length. Shown in Figure 6.1 are the typical nanowire
products of the vapor-solid Te growths. The nanowires have hexagonal cross-sections with concave
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Figure 6.1: SEM micrograph showing the results typical of vapor-solid growth of Te nanowires
(a) and (b) a Te nanowire viewed along the 〈001〉 axis demonstrating the concave morphology
does not extend through the nanowire.
Figure 6.2: High resolution TEM of a Te nanowire (a) with associated SAED pattern (b)
showing the c-axis unit cell periodicity of 0.59 nm.
ends is consistent with other vapor and wet growths132–134. TEM images and SAED patterns reveal
the single-crystallinity and typical growth orientation of 〈001〉 for the Te nanowires (Figure 6.2).
Compositional purity was confirmed via EDS and affirms that the nanostructures consist of pure
elemental Te. The XRD peaks collected from as-synthesized nanowires on the growth substrate
(Figure 6.3) can be indexed to the pure Te hexagonal structure of space group P3121 (#152) with
two additional peaks from the growth substrate.
The experimental setup specifically enhances the supersaturation by utilizing substrates which
span extended lengths along the furnace’s downstream temperature gradient. The silicon wafer
substrates are shown to equilibrate to a median temperature, thus creating an abrupt change in local
equilibrium vapor pressure, as seen in Figure 6.4. In contrast, when similarly prepared shortened
substrates are placed side by side with the longer substrates, the smaller substrates are observed
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Figure 6.3: An XRD spectrum with characteristic tellurium peaks. The starred peaks (*) are
due to the silicon/silicon dioxide substrate.
to be below the critical supersaturation level as there is no evidence of any nucleation or growth.
A supersaturation controlled growth regime is consistent with the lack of nucleation and growth
beyond where the ratio of the vapor pressure to the equilibrium vapor pressure at the substrate
passes through unity on these long substrates.
The subsequent analysis of the as-grown substrates tells much about the reaction dynamics of the
vapor transport growths. We find non-wetted morphologies consistent with the fact that semi-metal
Te bonds to itself preferentially instead of breaking Si-O surface bonds. Furthermore, a nearly con-
stant nucleation density spans the range of supersaturation along the substrate, ∼0.015/µm2. This is
expected for nucleation dominated by active surface sites (steps, defects, impurities, etc.)1, whereas
classical nucleation rates and the concentration of critical nuclei will depend on supersaturation as
well as temperature58. Active surface sites as the primary means of nucleation is also suggested by
the relatively narrow size distribution of the nanowires as the energetically available sites nucleate
nanowires quickly at a density determined by the substrate quality. Classical nucleation would con-
tinue to nucleate wires, so long as feeding the wire growth does not lead to prohibitively lower the
supersaturation. As is common in nanowire growths, we observe enhanced nucleation of specifically
roughened surfaces due to the increase of surface defects. Access to higher nucleation densities
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Figure 6.4: (a,b) The experimental setup and furnace profile of a typical nanowire growth.
(c) Two as-grown substrates showing the Te deposition regions (black) which can be modified
using carrier flow, pressure, etc. but are mainly dictated by the local equilibrium vapor pressure.
(d,e,f) Using the equilibrium vapor pressure of Te associated with a temperature profile of the
furnace, which is an underestimate of the vapor pressure as the Te2(g) is transported from the
higher temperature region, we can extrapolate the expected supersaturation behavior along the
substrate. This agrees with the deposition profile observed.
can also be achieved by briefly increasing the substrate and source temperature to nucleate seed
crystallites at otherwise energetically inaccessible surface sites and then continue growth at a lower
temperature.
The growth rate of the Te nanowires is driven not only by the magnitude of supersaturation
induced by temperature135, but also by the surface energy landscape (Figure 6.5). In the inves-
tigation of the as-grown nanowires, a characteristic thermal activation relationship indicative of a
rate-limiting surface reaction is evident. Activation energies of 1.17 ± 0.04 eV and 1.07 ± 0.02 eV
are measured for nanowire length and diameter growth, respectively, as shown in Figures 6.6 and
6.7. This effective activation energy is a composite of many processes, such as diffusion through
the boundary layer, physisorption, surface diffusion on SiO2 as well as Te, etc. We attribute the
primary rate limiting step associated with this energy to be the dissociative chemisorption activation
energy that must be overcome for a physisorbed Te2(g) molecule to become incorporated into the Te
nanowire. The higher temperature vapor further upstream possesses greater available energy with
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which to overcome this activation barrier. Noting that the mean free path of a Te2(g) molecule is
significantly greater than the nanowire diameter length scale, it is less likely that Te2(g) molecules
will fall incident within the end cavity of a nanowire. The most probable path of Te2(g) is to first
impinge on a nanowire or migrate from the SiO2 surface and then diffuse via physisorption site to
site until a defect or void energetically favorable for crystallographic incorporation. Dissociative
chemisorption of Te2(g) will only occur along the c-axis of the nanowire in this case if no favorable
{100} face site is encountered. This non-trivial contribution from surface diffusion along the {100}
faces explains the difference in effective activation energies between diameter and length through
variations in the energetic landscapes as well as eventual crystal bonding as well as the highly faceted
nature of the {100} faces and the material starved end cavity along the {001} from the diffusing
Te2(g) encountering the strong c-axis covalent bonding, leading to lower diffusion, in crystallograph-
ically anisotropic Te. In our Te growths, we specifically used temperature and supersaturation as
a means by which to drive the previously mentioned kinetics, with the expectation that a higher
energy Te molecule will lead to higher chemisorption rates for both {100} and {001} face growth,
and thus allow for the tailoring of the nanowire morphology (Figure 6.7). Such behavior is seen
on a single substrate spanning a wide range of supersaturation. At a constant temperature, the
aspect ratio is not expected to change in time as there is no change in the energetic landscape. At
a constant substrate and furnace temperature, we find that as a function of growth duration the
aspect ratio is relatively constant. Figure 6.8 indicates this for the profile position associated with
260oC, and a similar behavior is observed for the other furnace positions as well.
As typical with most nanowire growth, we find that the nucleation probability is highly dependent
on substrate temperature128,136,137. A study of Te growths shows that a high temperature nucle-
ation step can significantly improve the nanowire nucleation rate at resulting in an enhanced and
controlled nanowire density. Following the initial nucleation step with a lower temperature growth
step cultivates smaller diameter nanowires at high growth density. Utilizing two-step growths, we
produced elemental Te nanowire meshes various nanowire diameters consistent with the previously
discussed growths as well as porosities (Figure 6.9). Because these structures span the growth
Chapter 6: Vapor Transport Growths 6.1 Growth of Tellurium Nanowires
65
Figure 6.5: Simple surface chemistry model indicating the adsorption into a precursor state
where the Te molecules can diffuse about the surfaces, eventually dissociating to chemisorb into
the Te nanowire. Molecules diffusing about the surface demonstrate how the concave nature of
these nanowires occurs.
Figure 6.6: The average nanowire diameter as a function of furnace temperature taken from a
single long substrate. The inset demonstrates the thermally activated nature of the relationship
of a subset of the data which excludes the mass-transport at high temperature and the low
temperature region where our supersaturation induced nucleation and growth regime ends.
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Figure 6.7: The average nanowire length as a function of furnace temperature along the same
substrate as seen in Figure 6.6. The inset shows a similar thermally activated process that is
observed with nanowire diameter.
Figure 6.8: The aspect ratio of the nanowires as a function of time for a single position
(260oC) as well as temperature along a single substrate demonstrating the ability to use each
independently to tailor the growth product. Constant aspect ratios were seen at other positions
as well. The inset shows the morphological trends resulting from the changes induced in the
energetic landscape.
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Figure 6.9: Increased nanowire nucleation as a result of two step temperature growths pro-
ducing 2-D tailorable nanowire meshes. Shown are two positions along a substrate utilizing the
same experimental setup as in Figure 6.4. The lower temperature furnace positions produce on
average smaller diameter nanowires, 192 nm (a) compared to 303 nm (b). The lower growth
rate at reduced temperatures produces a nanostructure with tunable porosity, 0.13 and 0.56 for
the low and high temperature positions shown here, respectively.
space as the nanowires grow into films, the desired porosity and composite nanowire dimension span
a smaller range on the substrates as further upstream (downstream) nanowires grow at a higher
(lower) rate, thus resulting in larger (smaller) length and diameter wires which also non-trivially
affects porosity. In further downstream regions from the desired mesh nanostructures, networks of
in-plane nanowires will not have the axial growth rate to connect into networks.
6.2 Growth of Selenium Nanostructures
Similar to the apparatus of the tellurium nanostructures, selenium nanowires were also produced as
both an exercise in our vapor transport theory and experimental construction while also providing
a guide to selenium rich nucleation and kinetics that are not readily predictable by thermodynamic
theory. The thermodynamic theory is more complex due to the many viable vapor phases of Sele-
nium, from Se to Se8, which adds to the relationships considered when calculating the equilibrium
vapor pressures. In the trials conducted, we similarly used gold films as a catalyst for the growths
which the condensing selenium showed a great affinity to alloy forming liquid Au-Se droplets de-
spite the fact that the pure elemental materials and alloyed compounds have melting temperatures
above the growth temperature of 140◦C. While a different system, our scientific field commonly
sees dewetting in thin catalyst films at sub-eutectic temperatures. Alloying into large droplets is
less common, as gold on SiO2 is generally the case used, but our lab specifically has used limited
Chapter 6: Vapor Transport Growths 6.2 Growth of Selenium Nanostructures
68
alloying in the recent past to help with the nucleation and growth of ZnO nanostructures which will
be treated later in this chapter. Higher vapor supersaturation in combination with lower substrate
temperature seemed to balance the need for depositing material while maintaining a middle ground
for surface mobility. Where too high of a growth temperature limited the net surface adsorption,
it also seemed to provide the surface diffusion necessary to produce lower surface energy structures
by reducing surface area since the system seemed in a quasi-liquid growth state. Substrate tem-
peratures below optimal gave poor growths as well as the vapor supersaturation was large but the
depositing vapor failed to crystallographically incorporate into well formed single crystal nanowires.
From the morphology studies performed in SEM it appeared the resulting polycrystalline film might
have even begun to nucleate nanoparticles within the transporting gas which then deposited on the
growth substrate at the lowest temperatures. This is to be expected in this kind of experiment
because the supersaturation will increase greatly as the equilibrium vapor pressure is reduced by
the approximate two orders of magnitude as we have here for Se from evaporation to condensation
temperature.
The results of this morphology growth study are shown in Figure 6.10 showing the nanowires
nucleating out of the primarily Se containing alloys. It should be noted that in regions of enhanced
nucleation on bare growth substrates, such as contaminants and abrasions, we also observed enhanced
presence of the Se droplets however the density was far lower than the Au substrates and the
nucleation and growth of the wires out of the droplets was extremely rare.
The above growths were performed over a period of 30 minutes with a flow of 25 sccm H2 and a
pressure of 0.5 torr resulting in nanowires with an approximate average length of 3 µm with diameters
sampled falling within 0.2 ± 0.1 µm. It is interesting to note that the diameters and lengths were
not highly correlated to each other nor to substrate temperature. Substrate temperature dominated
the nucleation rate of the wires and subsequently meant that temperatures not corresponding to
relatively high nucleation rates, either due to temperatures too high or low, should not and in most
cases could not be analyzed with a simpler diffusion based model as has been done earlier in this
chapter with tellurium.
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Figure 6.10: Growth of selenium nanowires on a silicon substrate where the Au film used as
a catalyst alloyed with the impinging Se vapor species. The wires precipitating out of these
alloys can be seen in the right figure.
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6.3 Growth of Bi Catalyzed Ge and GeOx
While germanium and germanium oxide nanowires are grown commonly by a variety of meth-
ods59,62,65,136–138, we began an investigation of vapor transported Ge nanowire growth as a means
by which to verify that the VLS method could be utilized as expected while also investigating alter-
native catalysts and impurity levels that the vapor mediated growths would tolerate before producing
defect ridden nanowires and nanostructures. The resulting study determined the following conclu-
sions; a freshly built system with every precaution taken (leak checked, purged, etc.) can produce
Ge nanowires in a variety of sizes and lengths reproducibly, the Bi or Au precursor can facilitate
VLS growth just as expected, Bi can be transported with the Ge/GeOx in a one step growth on SiO2
substrates, and the Bi catalyst can be partially oxidized via O2 gas and produce Bi catalyzed GeOx
nanowires on a Bi2O3 grown buffer layer. This last point is again a one step growth when properly
prepping the oxygen levels within the reactor and results in the semi-epitaxial aligned growth which
is highly desirable for bottom up nanostructure design139–141.
The confirmation of the general VLS method was very important for the reactor to be further
improved and be able to grow more complicated systems. These proof of concept growths, as seen
in Figure 6.11, were accomplished with the conditions of the powder Ge precursor upstream of the
substrates in much the same way as the previous uncatalyzed Te growths at a temperature of 650◦C.
The substrates were placed in a variety of positions ranging from just below 650◦C to 500◦C. The
reactor was under 80 sccm Ar flow with 200 torr growth pressure. The slow nature of the growths, 4
hours total, encouraged the growth of the germanium nanowires along the substrate. However other
regions did have a hybrid growth dynamic with a combination of surface and free standing growth
as seen in Figure 6.12.
The next experiment we attempted was the single step application of catalyst, in this case
bismuth, to note the effects this would have on the growth as the next complex nanowire chemistry
we would attempt would be bismuth based. These growths not only produced many nanowires, but
also had the added effect of utilizing the bismuth oxide as a way of seeding the GeOx nanowire
growth to semi-epitaxially grow along a set orientation determined by the underlying oxide film
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Figure 6.11: Early nanowire growths in the vapor transport of Ge and GeOx. Clear VLS
behavior can be seen with nanowires precipitating out of the Bi catalyst. Additionally, the
nanowires could be grown under conditions where they had a tendency to remain growing along
the surface.
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Figure 6.12: A later growth of a Ge nanowire showing the same affinity for growing along a
surface but also able to grow outward from the substrate. Once freed, the nanowire exhibited
fewer defects. The surface certainly has a finite number of contaminants, a finite roughness,
and unutilized Bi alloy; the nanowire will grow much cleaner in the absence of these things. It
will also grow at a faster rate away from the sample surface due to the lessening effect of the
boundary layer.
grain, as seen in Figure 6.13.
The next step was to fully remove the presence of Ge from the system which we accomplished
through a series of high temperature bake-out, purging, and physically removing excess deposits on
the reactor sidewall. At this point only a supply of Bi precursor was inserted within the growth
chamber and we proceeded with a mock growth under similar conditions which produced the aligned
nanowire growths. As shown in Figure 6.14, we see the temperature dependent nucleation of grains
of Bi2O3 as expected from basic knowledge of vapor deposition and surface diffusion
58. The slightly
lighter portions of these SEM micrographs are the Au-Bi alloys forming wherever Au dewetted from
the initial heating of the prepared substrate.
6.4 Growth of ZnO Nanowires
Our lab’s growth of zinc oxide (ZnO) nanowires has been in support of an industry collaborator
Structured Materials Industries, Inc. (SMI). SMI broadly applies CVD methods to growing many
varieties of films, but relied on the Spanier group for theory, implementation, and characterization
of any samples grown by their company. The various projects are generally structured in one of two
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Figure 6.13: The first growth of Bi-catalyzed GeOx nanowires is shown with an estimated
length of 10µm. The second micrograph shows the culmination of these growth studies where
very large regions, ∼1 cm along the reactor axis, were able to produce dense nanowire product
with local semi-epitaxial ordering.
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Figure 6.14: Micrographs from the growth studies pertaining to the formation of the local or-
der. The lack of Ge present in the growths shows the formation of the bismuth oxide grains. The
second micrograph shows an elevated temperature growth where grain size could be enhanced
as expected.
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ways, the Spanier group sends prepared substrates and growth conditions and they follow them to
the letter, or we troubleshoot a growth method at Drexel and help them scale the process to an
industrially appropriate size. They are limited in their ability to optimize nanowire growths due to
the fact that they have no access to fundamental tools such as an SEM, TEM, or high resolution
optical microscope. I will not be addressing further the MOCVD projects that we have collaborated
with them in the past and in the future (starting fall 2015) as the focus of this chapter is focused
on vapor transport.
A ZnO nanowire growth funded project was fortuitous as it allowed our knowledge of the vapor
transport process and reactor design to increase incrementally toward more complex group V-VI
nanowires. ZnO is also a binary compound with requirements to balance the introduction of zinc
and oxygen vapors, but with the added simplicity of not being troubled with lingering oxygen de-
positions as it is a gas aside from oxide formation. The formation of oxide is in itself commonly
beneficial as are generally energetically stable phases which will be inert even at high temperatures
in various chemistries we could introduce. ZnO nanostructures themselves can be grown in various
ways38,72,80,141, but the mandate of our funding for ZnO nanowires required aligned growth perpen-
dicular to the substrate, controlled length, controlled diameter, and the ability to control dopants.
All of these considerations lead us to believe the vapor transport reaction growth scheme, specifically
referred to as carbothermal reduction for this type, would provide the best opportunity to conclude
our phase I goals of the SBIR project.
The apparatus for these growths was very similar to the growths for the hierarchical Ge conical
nanostructures, as seen in Figure 6.15. The reactor required a custom O2/inert gas mixture in order
to tune the introduction of O2 at the growth substrate. Various methods were attempted to grow
the ZnO, from relatively low temperature growths and low O2 levels
38, to higher temperatures and
higher vacuum levels where proximity was utilized to mean free path of the evaporant142, and we
finally settled on the simple apparatus that we have used for other vapor transport systems. We
ultimately chose this simple geometry due to our ability to use thermochemical modeling to guide
our growth conditions as well as the significantly faster growth rates for vapor transport as compared
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Figure 6.15: The apparatus used for the ZnO nanowire growth. The apparatus uses a bubbler
for the quick exhaust of the custom gas mixture. This allowed for the relatively quick change
of the O2/N2 mixture. This mixture was then able to be introduced into the system at rates
lower than the two initial mass flow controllers could have introduced without the bubbler and
final controller as secondary components.
to the close spaced molecular flow physical vapor deposition regime attempted above.
The thermochemistry for this technique can be rigidly defined using many of the techniques out-
lined within Chapter 5. Using a number of sources for the experimental data5,25–29 and occasionally
filling gaps of obscure vapor species with our own density functional theory (DFT) modeling143 we
can demonstrate the usefulness of this technique for the ZnO system. A system like the carbothermal
reduction of ZnO for the purposes of ZnO chemical vapor transport is an ideal system to demon-
strate the benefits and difficulties of calculating pressures and transport rates by various methods
because it is relatively simple in terms of total components and yet complicated in the fact that
solid and gaseous precursors are involved in the growth. If we begin with the basic thermochemistry
calculation based on bulk experimental data, we can reference tabulated data that list Gibbs energy
(G), change in enthalpy (dH), entropy (S), etc. and eventually reduce all these into the log of the
reaction constant relative to the energetically favorable phases of matter for the system; for example
in the carbon system the logKF value for solid C(graphite) is zero while the other more energet-
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Figure 6.16: The logarithm of the equilibrium constant of formation for various states that
are important to the carbothermal reduction of ZnO.5
ically unfavorable states are negative as one would expect from a chemical equation C(graphite)
⇀↽ C(diamond). Taking these KF values, as shown in Figure 6.16,we can interpret a few expected
trends, most notably that Zn(g) is unfavorable and that ZnO(s) and CO(g) are energetically favor-
able. C(s) and Zn(s) are in their energetically most favorable states as single atom compounds are
treated only with their own species, and while C is a very simple system: C(graphite), C(diamond),
C(g); other systems that we will treat later such as Se have multiple gaseous phases with various
stoichiometries.
Then we combine these reaction constants, based on their reaction coefficients, to produce an
overall reaction constant for the carbothermal reduction, K, as seen in Figure 6.17. Interpreting this
plot shows the general unfavorable nature of this reaction. Again, this is entirely expected based on
our basic understanding of the surrounding world; combining an oxide with carbon should not result
in a spontaneous reaction even if an additional source of energy is provided to get over activation
energies such as in the common example of H2 and O2 reactions. Continuing the calculation, logKF
is converted to KF and then set equal to the activities of the products over the reactants of this
chemical formula:
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Figure 6.17: The overall reaction constant for the governing reaction of ZnO carbothermal
reduction.
αA(s) + βB(g) ⇀↽ γC(g) + δD(g) (6.1)
K = Πaνii (6.2)
K =
activityαAactivity
β
B
activityγCactivity
δ
D
(6.3)
K =
activityβB
activityγCactivity
δ
D
(6.4)
where:
ai(gas) =
pi
p0i
(6.5)
where p0i is the standard pressure of generally 1 bar or 1 atm depending on the source data. This
simplifies to:
K = p2Zn (6.6)
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Figure 6.18: The reaction constant from Figure 6.17 along with the partial pressures of Zn(g)
and CO(g) resulting from its magnitude.
when substituting in the constraint that the energetically favorable CO(g) generated will be equal
to the energetically demanding Zn(g). The pressure can then be simply calculated
pZn =
√
K (6.7)
and can be seen plotted with K in Figure 6.18.
This manual calculation can be a fruitful starting point, but can be improved upon greatly
by following the iterative calculation scheme from Chapter 5. Once considering the experimental
realities of this carbothermal reaction, it is easy to see where these manual calculations fall short.
Specifically significant here the fact that we are flowing O2 over C at elevated temperature and not
considering the resulting reaction and its impact on the overall growth. Also not considered is the
actual deposition as a result of the vapor pressures calculated above. The program TRAGMIN101
was utilized initially for these calculations, but due to the rigid constraints of using executables and
that it is programmed in German, we eventually programmed our own techniques based on the same
methodology that helped work around the errors that can come up in these calculations. A common
example of this is when two elements are balanced equally in the initial conditions (1 mole Zn, 1
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mole O), they are consumed by the ZnO solid in the first iteration, leaving zero O remaining to form
CO gas which the program is expecting to be non-zero.
Seen in Figure 6.19, a more complicated picture than that which came out of logKF calcula-
tions takes shape. It is important to first understand that these gaseous species levels are being
solved simultaneously and as such will address the more complicated interacting species, such as
the previously mentioned 1/2 O2(g) + C(s) ⇀↽ CO(g) reaction. This technique also has a number
of conditions that can limit its robustness. The first is the necessity of including a buffer gas, in
this case N2(g). The method requires that a pressure or volume is set constant initially, in order to
accomplish the thermodynamics calculations under proper assumptions, and the case where there is
no gas to fill the theoretical reaction chamber would result in the optimization not converging on a
solution. These programs subsequently demand a buffer gas input before executing. This fact also
gives some limitations to the range of the calculations, as the buffer is still treated as an ideal gas.
Both it, as well as the resulting gas reactants of the system, will expand upon higher temperature
calculations if done in sequence. This can result in wildly different results if excess buffer gas is
chosen as the system attempts to minimize the total energy. Oftentimes the system will suppress
the reactant gas phases in this case and vastly underestimate its pressure by orders of magnitude
on the account that while a reactant gas phase can be forced into a condensed phase to minimize
the pressure-volume Gibbs energy term, there is nothing that can be done for the buffer gas. Small
deviations in the buffer gas as seen in Figure 6.19 are to be expected when simulating transport due
to the large nature of the desired pressure change with respect to temperature for the transporting
gas species, this particular calculation was performed under constant volume and the resulting im-
plication of this is that the final reactant gases and buffer gas are allowed to over pressurize slightly
at higher temperatures. In this case, the 1200K temperature is too high for the 0.02 liters ceiling
for Zn(g) and CO(g) and increase of N2 levels which we can see at 10
−4 atm has little effect.
The true value of the method is its expansion to estimate deposition rates of transporting gaseous
species. TRAGMIN attempts to do this automatically, but usually fails as the transport levels for
nanowires are so small that it generally rounds to zero. This method can be implemented with the
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Figure 6.19: Calculated vapor pressures for the carbothermal reduction of ZnO. CO(g) and
Zn(g) can be seen as dominant gas species driving the migration of the ZnO to the deposition
temperature.
manual logKF calculations, but as has already been discussed, these calculations are flawed without
considering the broader reactions. At a set temperature, volume, and pressure the simultaneous
set of equations can be solved manually or via computer102 and can give much better results, but
higher throughput can be achieved with using the iterative computation method to calculate at least
the resulting pressures. These can then be used to calculate the gas phase solubilities, as seen in
Figure 6.20, as well as the transport efficiencies. Though the efficiencies can be helpful at times
for troubleshooting which gaseous species are most active, this is usually evident by inspecting the
pressure-temperature plot. Of more interest is the transport rate-temperature plot, as seen in Figure
6.21. This is derived from a diffusion based model (recall Equation 5.4) that is not quantitatively
accurate for our flow and diffusion tube reactor apparatus, but the model is inaccurate intrinsically
due to convection and so it only holds in zero gravity environment experiments performed144. Gen-
erally the field has introduced constants to correct the shortcomings of the model. Also present are
effective constants representing the approximate diffusion lengths which are temperature dependent,
approximate temperatures, and geometric approximations for the reactor design. It conventionally
takes the form:
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Figure 6.20: The gas phase solubilities resulting from the pressures shown in Figure 6.19.
These values will be applied to transport efficiencies which produce Figure 6.21.
Figure 6.21: The diffusion transport rate for ZnO for the shown source and sink temperatures.
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n˙(A) =
i
j
∆p(C)
Σp
T¯ 0.75q
s
∗ 0.6 ∗ 10−4(mol/hr) (6.8)
where A is the solid transported phase, C a gaseous transporting species, i and j their stoichiometric
coefficients, T¯ is the average temperature between source and sink which changes with each new set
of iterations, q and s are cross section and length of reactor as would be expected in a transport
geometry, and the final constant corrects for diffusion and unit conversion for the input units this
formula demands (K, cm, bar, mole)96. We generally will simplify this expression in our use to
remove the approximations to the form:
n˙(A) ∼ i
j
∆p(C)
Σp
(6.9)
Examining the transported quantities in Figure 6.21, note the small quantities predicted by the
diffusion model, this is one motivation for using a buffer flow scheme in our reactor as not to be
limited solely by diffusive transport, but it should also be noted the relatively small quantities of
solid which need to be transported to grow nanowires. Taking the 0.005 mol/hr value from Figure
6.21, modestly running the reactor for 1 hour growing 50 nm diameter wires at a length of 10 µm,
results in enough product for 1013 nanowires. This is again an overestimate as the material will be
deposited on sidewalls, even before the growth substrate, and continue to be transported downstream
as well if no surface is present for deposition, but there is an obvious surplus of material driven to
deposit which makes nanowire growth a straightforward application of the chemical vapor transport
technique.
Finally applying our modeling, our lab was able to produce highly aligned ZnO nanowire growth
on a ZnO substrate, as seen in Figure 6.22, with the growth conditions of 2 torr reactor pressure,
900oC central temperature with equal amounts of ZnO and C powders (Alfa Aesar zinc oxide,
Puratronic, 99.999%; Alfa Aesar graphite powder, natural, universal grade, -200 mesh, 99.9995%)
with the substrates just upstream of 600oC with a growth time of 1 hour. The substrates were
prepared by our group at Drexel University, sent to SMI for a thin ZnO film deposition, and returned
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Figure 6.22: Semi-epitaxial growth of ZnO nanowires on a ZnO buffer film grown on c-plane
sapphire.
for growth preparations at Drexel. The custom gas mix settled on was 20% O2 in N2 buffer.
Further optimization was deemed unnecessary for phase I accomplishment, but additional work on
gas mixture as well as temperature should have been able to greatly improve the nanowire growth
rate as well as remove the defects as the nanowire reorients from the 〈001〉 initial growth axis.
These ZnO nanowires were subsequently characterized via TEM showing the characteristic
growth direction of VLS ZnO nanowires 〈001〉, as seen in Figure 6.23. Further HRTEM was per-
formed, Figure 6.24, showing the single crystalline nature of the wires and the lattice spacing of the
〈001〉 direction. This was again confirmed with SAED pattern, as seen in Figure 6.25, along the
[11¯0] zone axis. Seen in Figure 6.26, EDS was also performed for completeness and to verify there
were no impurities introduced through the source material or throughout the growth process. The
EDS shows a 50/50 mix of Zn and O as the composition of the nanowire as well as the expected C
and Cu signals from the TEM grid.
It is clear that vapor transport is a capable alternative to the conventional combination of
VLS and CVD. The advantages of a cleaner system translates directly to improvements in the
quality of the nanowires, films, and single crystals this technique can produce. Where it lacks
support is in the technique’s apparent versatility due to the massive quantity of time and resources
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Figure 6.23: TEM micrographs showing typical nanowire product transferred to the TEM
grid along with the remaining catalyst of a nanowire with diameter of ∼40 µm.
Figure 6.24: High resolution TEM of a ZnO nanowire shoing the 〈001〉 growth direction along
with a direct measurement of the lattice periodicity.
Figure 6.25: Selected area electron diffraction of the ZnO nanowire further supporting the
single crystalline growth along the 〈001〉 direction.
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Figure 6.26: Energy-dispersive X-ray spectroscopy performed upon a ZnO nanowire con-
firming the 1:1 atomic composition and that no impurities significantly incorporated into the
growth.
expended on conventional CVD methods which have been developing turn-key tools for typical
industry use and product development. This dissertation will address that challenge in the coming
chapters, first by motivating the field of nanoscale thermoelectrics as a worthwhile materials system
to explore in Chapter 7 and then in Chapter 8, proving the versatility of the vapor transport modeling
and experimental procedures for creating nanostructures appropriate for the bottom-up design of
thermoelectric modules.
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Chapter 7: Introduction to Thermoelectrics
Thermoelectrics are a vibrant field of ongoing research fueled presently by the need to keep up
with the ever demanding need for sustainable energy. The current alternative energy sources of
solar, wind, and geothermal make up a relatively small portion of the world’s total energy supply
while the dominant fossil fuel derived energy is vastly underutilized by transforming so much of
the resultant energy into waste heat145. In addition to industrial waste heat, which is primarily
in the relatively low temperature regime146 and loosely defined as room temperature to 200◦C,
there are vast untapped amount of waste heat in common everyday products from car exhaust to
home heating147. The enormous potential of tapping into these wasted energetic byproducts in
an cost-effective way has encouraged the present thrust in thermoelectric device development and
thermoelectric materials research.
There are a few niche applications where thermoelectric applications have been successfully
utilized. Most commonly in Peltier coolers where a limited, small scale cooling application was
satisfied. Additionally, these coolers can be attractive to scenarios where solid state devices were
required, such as high vibration situations. The fact that these systems are cryogen free has also
created demand, however the cooling/heating potential of these modules is never easily more than
30-40◦C148. There is still ongoing work to build higher cooling power modules, but they usually
utilize other techniques, such as Joule-Thompson cooling to reach the lowest limits of cryogen free
cooling149.
7.1 Finite Size Enhancement
Thermoelectric properties are not rare, and are in fact universal as the underlying action is based on
the diffusion of thermally excited carriers in a material. There are a number of effects related to this
phenomena; specifically the Seebeck, Peltier, and Thomson effects150. The Seebeck effect arises when
a temperature gradient is placed across a materials system. The material end which is at a higher
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temperature will diffuse its carriers toward the cold end. The voltage produced per temperature
difference is defined as the Seebeck coefficient, or thermopower. Attaining a high Seebeck effect is
the basis for thermoelectric power generation, and in the case of semiconductor materials, current
arising from diffusion dictates dopant control as minority carriers will reduce the overall current.
The Peltier effect is the inverse of the Seebeck effect in that a current is passed through a material
and the electrons and holes carry some heat, creating a thermal gradient. The Thomson effect is,
again, related in that a material with a temperature gradient will desire to equilibrate and these
moving charges will transfer heat. The defining equations are:
Seebeck: V = α∆T (7.1)
Peltier: pi =
I
q
(7.2)
Thomson: q = βI∆T (7.3)
where V is voltage, α is the Seebeck coefficient, T is the temperature gradient, is the Peltier coeffi-
cient, I is current, q is the rate of heating, and β is the Thomson coefficient148.
The primary focus of this chapter will focus on the Seebeck effect and its contribution to thermo-
electric performance. The simple relation defining the Seebeck effect becomes far more complicated
when trying to optimize a material for thermoelectric applications. This is due to the fact that
the Seebeck coefficient is not enough to benchmark the worth of a thermoelectric material. The
ideal desired material is termed an “electron crystal and phonon glass151,” alluding to the fact that
electron conduction is desirable but heat transfer is not150. High electrical conduction will simply
allow the electrons, for n-type, to diffuse more efficiently along the material and hence more easily
create an electric current. Low thermal conductivity will preserve the temperature gradient across
the material which leads to the carrier diffusion. One is quick to recognize that not all these pa-
rameters are independent of one another and decreasing the phonon diffusion while increasing the
carrier diffusion is a challenging task as they are typically similarly related to the same variables,
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such as effective mass and temperature, as seen in the following equations:147,150,152,153:
α =
8pik2b
3eh2
m∗T
(
pi
3n
) 2
3
(7.4)
σ = neµ σ =
ne2τ
m∗
(7.5)
κ = κl + κe κ = κl + LTneµ (7.6)
where kb is the Boltzmann constant, m∗ is the effective mass, n is the carrier concentration, e is the
electron charge, µ is the mobility, τ is the mean free path scattering time, κ is the total thermal
conductivity with lattice and electronic components, and L is the Lorentz factor. The variable
most commonly considered when tailoring these parameters is the carrier concentration, which can
be controlled by alloying materials. Materials used have intrinsic defect behaviors which can be
modified by growth and post processing, but can also be actively used via alloying to create an
optimized carrier density. Both phonon and carrier diffusion increase with carrier concentration,
however; they do so at different rates and some optimization is possible. Optimization is typically
measured by a figure of merit (Z) multiplied by temperature for dimensionless units. Derived from
simple circuit equations involving a thermoelectric device and a load, ZT becomes a natural way in
which to gauge the maximum efficiency of a device and is defined by
ZT =
α2σ
κ
T (7.7)
The Seebeck coefficient is also not independent of temperature and carrier concentration, but
the figure of merit can still be optimized with regard to these three primary variables in terms of
temperature and carrier concentration, as seen in Figure 7.1147. Much enhancement of ZT has been
achieved by alloying materials, but a great deal of effort has been dedicated to realizing how to
independently control parameters. One such modification related to alloying and doping materials
is modification of the material’s lattice structure154. Other than doping or alloying, which affects
all parameters of ZT , substituting atoms can obstruct phonon propagation while leaving other
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Figure 7.1: General theoretical plot of the Seebeck coefficient, figure of merit, electrical con-
ductivity, and thermal conductivity vs. the carrier concentration of a material.
properties relatively unaffected if an isoelectronic atomic substitute is chosen147,151. This concept
was expanded upon for “rattling” skutterudite materials which contain voids in the unit cell able to
be filled randomly in order to obstruct phonon propagation155.
The research field interested in bringing the knowledge obtained from bulk studies of thermo-
electrics to the nanoscale where further enhancements and finite size effects can continue to improve
the figure of merit. There are many cases to consider for finite size effects in thermoelectrics. We
begin with the superlattice structure with planes perpendicular to transport. The concept behind
this enhancement effect is to choose materials which will be lattice matched to maintain their crys-
tallinity, and thus their electrical properties, but transition from materials with “acoustic contrast”
or differing phonon dispersions due to differences in atomic mass. It is important to understand the
limits of a superlattice effect in terms of periodicity. It is commonly accepted that phonon transport
perpendicular to an interface has a finite probability of specular reflection, thus decreasing thermal
conduction. In this case, as a superlattice periodicity extends to lengths approaching bulk, there is
still the added phonon scattering at interfaces which decreases thermal conductivity156,157. It is for
this reason as well that non-periodic systems also see similar enhancements to phonon scattering.
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This trend is not followed as periodicity is reduced to the length scale of the phonon mean free
path. As this limit is reached, the phonons remain coherent over the length scale of the superlattice,
similar to electron crystals or light in photonic crystals, and significant changes to the phonon dis-
persion occur. This is still a widely controversial subject as most theory assumes bulk-like dispersion
of phonons in materials because consideration of nanostructures and materials is a relatively new
experimental realization. The accepted theory to date attributes the relative increase in thermal
conductivity at short periods to be a result phonon coherence and interference effects relating to
their transmission.
The case of transport in superlattices parallel to interfaces is very similar to nanowires in that
they are both cases of confinement. Phonon scattering along an interface such as this will not benefit
from the specular reflections as in the previously discussed case. The benefit from confinement comes
from two primary effects: restricting phonon mean free path and electron confinement. As mentioned
before, the average phonon mean free path is on the order of a nanometer. A superlattice can be
grown to these specifications but a functional nanowire generally cannot. This does not mean,
however, that these nanostructures do not benefit from phonon finite size effects. There are many
phonon mean free paths extending beyond 1 nanometer and they will be scattered much sooner than
would occur in the bulk156. This will significantly restrict the thermal conductivity far below the
bulk levels. Nanowire surface roughness has also been used to enhance phonon scattering and the
length scales necessary for this effect are on the order of the mean free path.
Nanowires and superlattices can also use electron confinement to enhance their thermoelectric
properties. The first, and most simple method is the modification of the effective mass. In confined
structures, where the energy bands become increasingly narrow, there should be a large increase in ef-
fective mass and subsequently the Seebeck coefficient (this also affects conductivity adversely)147,158.
In addition to this, it is theorized that superlattices could filter electrons based on allowed momenta
of the engineered nanostructures159. A third possibility for enhancement exists when analyzing the
Mott formula in a different form under the condition that electronic scattering is independent of
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energy160:
α =
pi2k2bT
3e
d lnσ(E)
dE
∣∣∣∣
EF
(7.8)
Confinement effects will drastically increase the DOS derivative, as seen in Figure 7.2. The DOS
derivative is a component in the conductivity derivative, and thus creates large enhancements to
the Seebeck coefficient. This effect can enhance the thermoelectric properties around Van Hove
singularities, but unfortunately can have little effect if careful control cannot overlap the Fermi
energy and high slope DOS regions. Similarly, alloying and finite size can change the electronic
dispersion to the point of creating band degeneracy. This also leads to enhanced DOS and can
significantly affect ZT 152,161,162. It is experimentally difficult to distinguish between all of these
effects; it is similarly difficult to theoretically determine the best nanostructure to take advantage of
these effects as much is still unknown about this relatively new field. It is obvious that the nanoscale
vastly improves thermoelectrics via a number of phenomena and theorists predict the ceiling for ZT
no longer lies ∼4, but ∼20 for the nanoscale163,164.
Thermoelectric enhancement also has strong dependency on the orientation of anisotropic crys-
tallographic structures due to different carrier and phonon propagation; the difference in these
orientations has been reported to differ in ZT by ∼3 for V-VI thermoelectric compounds165. This
enhancement is not mutually exclusive with regards to reduced dimensionality or material compo-
sition. This is significant for nanostructured engineering of future thermoelectrics as most com-
mercially available units presently have a maximum ZT of ∼0.7. This is primarily due to the fact
that the crystallographic anisotropic materials used are also easy to cleave. This requires bulk ther-
moelectrics to be polycrystalline, and thus negates any enhancement a material possesses along a
certain axis. This is consistent with the Bergman and Levy composite166, where the figure of merit
is limited by the lowest performance composite material except in the case of graded composites.
These limitations can be overcome in nanowire matrixes, but most anisotropic film techniques also
suffer from similar mechanical limitations.
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Figure 7.2: The energy dependence of the density of states with different dimensionalities
considered. The large derivative around the Van Hove singularities will greatly enhance the
derivative of conductivity with respect to energy. When the Fermi energy is located in such a
region, there will be a significant enhancement to the Seebeck coefficient6.
7.2 V-VI Compounds of Interest
As alluded to in the introduction to this chapter, there are many leading candidates for future ther-
moelectric applications simply due to the fact that no one material is suited for all temperature
ranges. Realization of high temperature thermoelectrics have been based on silicon and germanium
alloys167 and have been used with great success, the most popular example being in the 1970’s with
the Voyager probe. Throughout the literature there are now higher figure of merit materials systems
based on highly complex Zintl structures where the crystal complexity leads to very low thermal con-
ductivity, while the covalent bonding maintains a very high electrical conductivity147,153,154,167,168.
High temperature thermoelectrics remain of great interest to NASA, however, applications planet-
side are much more biased toward lower temperature applications146. To that end, there is great
opportunity to produce V-VI compounds (Bi2Te3, Sb2Te3, etc.) which would be efficient from sub-
zero temperatures to over 200◦C. These materials can further be enhanced by alloying with other
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V-VI’s and orienting the crystallographically anisotropic material in the most favorable orientation.
Such experiments have been performed for bulk samples and have produced ZT enhancements of
up to ∼2 for alloying and ∼3 for orientation165.
Of interest is further pushing the boundaries of these V-VI compounds by introducing the ability
to reduce their dimension. Due to the highly anisotropic crystalline structure of these materials,
it is possible to reliably grow nanowires of a certain orientation. At certain growth conditions, the
preferred orientation is the 〈110〉 orientation, which is typically measured as a higher ZT value;
Sb2Te3 is alone in not following this trend
165. With catalyst growth, tailorable dimension should be
possible for further optimizing ZT . Exploration of possible growth substrates for lattice matching
epitaxial growths could also lead to a sequential, bottom-up approach to ensemble nanowire array
thermoelectric devices of high efficiency.
The optimization of a novel thermoelectric material, let alone a nanostructured device, its con-
sistent fabrication, as well as engineering a competitive ZT is the work of an entire research group.
It became evident early on in this project that the scope of our involvement in the field should be re-
alistically chosen to focus on a specific aspect which troubles the scientific field. With this in mind,
the project focused on what we were most able to accomplish better than other research groups
and in a way unique to the techniques in which we have proficiency and which the general field of
chemical deposition neglects due to its relatively low growth rates. These factors have no bearing
on the nanowire growth community as such low levels of material are required to be transported
and deposited. With this motivating our research, the next chapter on group V-VI nanowire growth
is meant to specifically address the application of a very promising class of low temperature com-
pounds in the configuration common to bottom up advertisement, both axial and radial variation
of the nanostructures.
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Chapter 8: Growth of Group V-VI Nanowires
The implementation of the VLS growth concepts from Chapter 3 as well as the vapor transport tech-
niques discussed through Chapter 5 will be drawn on heavily in this culminating chapter discussing
the bottom-up growth schemes used to grow more complex chemistries, such as Bi2Se3 and Bi2Te3,
and their heterojunctions. The necessary first step of growing the base components of these chalco-
genides has distinct problems which did not arise in the Te, Se, or ZnO vapor transport growths
previously discussed. However a similar growth apparatus was initially used with the addition of
three heating zones to better control the precursor temperatures as well as the supersaturation con-
ditions controlling the deposition as seen in Figure 8.1. The first challenge was incorporating various
levels of elemental precursors. This was accomplished by again doing basic thermochemical analysis
to find the approximate temperatures/pressures that would produce Bi2Se3 and Bi2Te3 nanowire
growth.
The Bi2Te3 growths were first performed in a one zone furnace akin to the furnace setups seen in
previous chapters, but eventually the three zone furnace replaced the one zone in order to indepen-
dently vary the parameters of temperature and furnace position. Typical conditions for producing
the Bi2Te3 nanowires seen in Figure 8.2 come from growth #1901: the temperature, TTe, of the
Te boat was positioned to maintain a growth temperature of 280◦C while the TBi boat was equal
to 515◦C. The substrates was then placed downstream with a mean temperature of 410oC. This
growth was carried out for 1 hour under a flow of 25 sccm Ar at 2 torr. The substrate was prepared
similarly to previous CVD growths with 40 nm colloid chosen for ease of inspection under optical
and electron microscopes. TEM was performed frequently when initially determining growth condi-
tions, an example can be seen in Figure 8.4a with the SAED pattern confirming the 〈110〉 growth
direction and the single crystalline nature of the nanowire (Figure 8.4b). EDS was then performed
on these nanowires, Figure 8.3, which was especially important before the transition to the three
zone furnace as silane, germane, ZnO, etc. growths were all being performed in the same reactor.
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Figure 8.1: The general apparatus setup for our three zone furnace growth techniques with
each boat in an independently controlled furnace zone. The furnace purchased was able to ac-
commodate temperature zone differences of over 200◦C making it ideal for chalcogenide growths.
Figure 8.2: Typical Bi2Te3 growth product showing good coverage and nucleation rate from
the 40 nm Au colloid catalyst particles.
Figure 8.3: EDS performed on Bi2Te3 nanowires from growth #1901 showing the elemental
purity of the chalcogenide compound.
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(a)
(b)
Figure 8.4: (a) TEM micrograph of a Bi2Te3 nanowire from growth #1901. (b) SAED
performed on the nanowire from (a) showing a single crystalline nanowire grown along the
〈110〉 direction.
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Figure 8.5: Typical Bi2Se3 growth exhibiting the nanoribbon morphology. Bi2Se3 showed even
better nucleation rates than Bi2Te3 causing us to finally abandon growing Au film catalyzed
growths concurrently with the Au colloid seen here.
The Bi2Se3 growths were performed very similarly to the Bi2Te3 growths. Again, these growths
began in the one zone furnace setup and the temperatures quoted were used as a starting point when
transitioning to the three zone furnace for later growths. The Bi2Se3 growths generally preferred the
ribbon morphology at temperatures slightly below the initial onset of VLS growth, as seen in Figure
8.5. This could be due to differences in the many Te and Se species physisorption, chemisorption,
surface diffusion, or even the elements affinity for the Bi catalyst. These difference could also be a
result of Bi2Se3 generally being energetically more favorable and therefore sidewall deposition could
simply be more competitive with VLS for this compound. The Bi and substrate temperatures were
maintained in the one zone configuration from the previous Bi2Te3 growths. TSe was maintained
at 135oC and the growth lasted for a duration of 1 hour under 25 sccm Ar flow at 2 torr for growth
#1972. TEM was also performed on these nanoribbons, Figure 8.7a, with SAED patterns confirming
the single crystalline nature as seen in Figure 8.7b.
A challenge of these materials is the vastly different carrier concentrations able to be expressed
by these group V-VI nanowires dependent on their defects. It was important to determine if a
three zone furnace method could fully control the nanowire composition along the enhanced solidus
line of a finite width, as seen in Figure 8.8. Applications are often more concerned with how the
solidus line affects the carrier concentration (Figure 8.9) through the various defects which need to
be accommodated (depending on the compound) such as antisite, interstitial, etc. Indeed we can
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Figure 8.6: EDS performed on Bi2Se3 nanowires from growth #1972 showing the elemental
purity of the chalcogenide compound.
(a)
(b)
Figure 8.7: (a) TEM micrograph of a Bi2Se3 nanowire from growth #1972. (b) SAED
performed on the nanowire from (a) showing a single crystalline nanowire grown along the
〈110〉 direction.
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Figure 8.8: A phase diagram of the Bi-Te system showing not only the typical liquidus line
common in many diagrams, but also the enhanced solidus line which for Bi2Te3 can span a few
atomic percent. This is far greater than the typical compound; Bi2Se3 also exhibits a similar
behavior. Adapted from Fleurial et al.7
observe a drastic change in the doping profile of these chalcogenides which would have drastic effects
on fermi energy as well as Seebeck coefficient and ZT. Bi2Te3 generally favors antisite defects making
2:3 stoichiometric bulk crystals p-type.
Generally, the way these systems have been grown relies on a precursor powder of set stoichiome-
try169–173 with the subtle problem arising that this powder evaporates into a number of vapor species
and does not necessarily condense at the same stoichiometric values that it began. For the case of
subliming Bi2Se3, the vapor species list as Bi(g), Bi2(g), BiSe(g), Se(g), Se2(g), Se3(g), Se4(g),
Se5(g), Se6(g), Se7(g), and Se8(g)
5,27,112. Thermochemistry can be employed to solve this kind of
problem in a steady state scenario and provide a useful starting point for experimental conditions.
Performing this experiment provided more insight in the realities of producing these chalcogenide
nanowires. We began with Bi2Te3 as the chemistry is more forgiving in the form of fewer vapor
species as well as tellurium possessing a higher melting temperature and single condensed phase112.
We can see the thermochemical calculations in Figure 8.10 showing that through the manipulation
of vapor pressures we should be able to grow a nanowire within a Bi-rich or Te-rich atmosphere. The
resulting deposition rates will depend on the magnitude of the partial pressures of the introduced
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Figure 8.9: A phase diagram showing the same solidus from Figure 8.8 but where atomic
percentage is replaced with carrier concentration. p-type behavior is seen in Te poor compounds
whereas n-type behavior arises in Te rich growths. Adapted from Fleurial et al.7
gases. In Figure 8.11 we can see excess ΣpBi growth leading to a Bi-rich growth.
The deposition curve is a very important parameter for growth as it denotes the temperature
range where we should expect, nucleation ignored, the favorable growth of deposition compound
should progress. To be clear, our system never has the attributes of a steady state thermodynamic
system and there are a few key differences that dominate the behavior. As previously mentioned,
nucleation is very much a real problem when dealing with the nanoscale. We find that the deposit-
ing compound has very little problem nucleating at the high deposition temperatures resulting in
polycrystalline films. As the growth rate begins to trail off at higher deposition temperatures the
VLS mechanism can compensate for the deposition losing thermodynamic favorability by providing
an energetically favorable path through the catalyst particle. This is only valid for a temperature
window of a few tens of degrees, but such limitations are common in VLS growths as they usually
rely on the window of a cracking precursor gas’ energetics.
With the question of whether Bi-rich growths could tailor the dopant profile, an investigation
was performed to determine the levels required where Bi would begin exerting its will on the overall
growth. As can be seen in Figure 8.11, thermodynamics dictates that Bi should begin to immediately
deposit. In reality, this does not happen immediately because of the very low driving potential to
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Figure 8.10: Vapor pressures for a typical Bi-rich growth. Note that the tellurium vapor
pressure sum (ΣpTe) is limited by the fact that the source is at a lower temperature than the
Bi source.
Figure 8.11: The deposition profile of the Bi-rich vapor pressures in Figure 8.10. The excess
in combined Bi vapor pressures suggests these growths will deposit Bi along with Bi2Te3. In
reality Bi deposition is fairly forgiving in that it takes a large excess to dominate a growth,
however this regime of growths will generally take advantage of the VLS energetics and swell
the catalyst size larger than the initial saturated 40 nm catalyst size.
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Figure 8.12: An SEM micrograph detailing the beginning of Bi-rich chalcogenide growths
where the swelling of the catalyst particles under the excess combined Bi vapor pressures is
readily apparent.
Figure 8.13: Bi-rich growths taken to the extreme where a chalcogenide film precipitated out
of a large Bi catalyst.
achieve this just downstream of the precursor, but it does eventually happen and the problem is
only compounded by the affinity that most metals have for alloying with Au which is what is used
as the VLS catalyst here. The resultant growth product is primarily pools of Bi nucleating on the
Au nanoparticles/film, as seen in Figure 8.12, and taken to the extreme where there are larger Bi
regions upon cooling a small portion of the chalcogenide binary compound precipitates but it does
not facilitate nanowire growth, as in Figure 8.13.
While we have achieved various levels of Bi-rich growths, it is testing the limits of our system’s
temperature control as well as our ability to quantify these nanostructures with EDS. The morphol-
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ogy around the nanowire seems to be one of the best ways of qualitatively judging the environment
in which the resulting nanowire grew within. While this is subjective, after a few hundred of these
growths a general behavior is evident. With Bi-rich growths proving to need a more precise appa-
ratus to consistently produce these nanowires, it is suggested that previous well defined techniques
such as saturation annealing technique174 that has been common in the field of single crystal growth
for decades. If further structure is desired in the nanowire beyond this growth it is suggested that
the vacuum not be broken between steps as every component to these chalcogenide systems oxidizes.
After this initial study, there were three primary ternary studies which could provide the frame-
work for further bottom-up device fabrication. The first, and simplest, was the production of an
alloyed Bi2Se3−xTex structure, both out of the individual elemental powders as well as mixed binary
powders. The added complication of an additional element did not help the Bi-rich portion of these
experiments and in general we ran the system in group VI-rich configuration to consistently produce
nanowires. Alloys from binary compounds has been coarsely attempted169–173, but with no regard
for the resulting defects arising from the vapor transported to the growth region nor was any effort
made to understand the growth energetics or kinetics. We can see upon modeling our system that
just as there is energetic competition between Bi2Te3 and Bi(s) from Figure 8.11, we have that
same competition with the added player of another chalcogenide. As stated before, these nanowires
generally grow best where VLS can provide the most energetic benefit, ie where the deposition rate
gradient is highest, and we can see in Figure 8.14 that there are now two regions where VLS should
be favored but also that the competition for Bi has left Bi2Te3 with lower deposition levels as
Bi2Te3(s) + Se2(g) ⇀↽ Bi2Se3(s) + Te2(g) (8.1)
is a favorable reaction all the way up to the melting temperature of these chalcogenides as can be seen
in Figure 8.1. This can be balanced by further increasing the partial pressure of the Te containing gas
species, as seen in Figure 8.15, to counteract the above equation’s chemical reaction from progressing
forward and allowing Bi2Se3 to dominate the growth product. This was experimentally realized in
growths guided by this thermochemical modeling, and taken beyond unity to achieve the Te-rich
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Table 8.1: The thermochemistry from STP up to the melting point for Bi2Se3 which far exceeds
the highest temperatures we sample in these growths. The reaction constant is favorable for
this reaction throughout the source and sink temperatures.
T(K) ∆Ho(J) ∆Go(J) ∆So(J/K) ∆Cp(J/K) Keq
Bi2Te3(s) + Se2(g) ⇀↽ Bi2Se3(s) + Te2(g)
298.15 -34356.3 -33531.0 -2.768 -30.625 7.4876E+05
300 -34412.9 -33525.7 -2.957 -30.619 6.8738E+05
400 -37419.1 -32773.0 -11.615 -29.229 1.9037E+04
500 -40226.1 -31281.6 -17.889 -26.813 1.8530E+03
600 -42774.3 -29249.0 -22.542 -24.212 3.5179E+02
700 -45085.9 -26809.2 -26.110 -22.124 1.0011E+02
800 -47221.9 -24050.8 -28.964 -20.717 3.7180E+01
870 -48650.7 -21962.2 -30.676 -20.164 2.0825E+01
Bi2Te3(l)
Bi2Te3(1 mole): ∆H
o = 118825.6 ∆Go = 0 ∆So = 136.582
870 -167476.3 -21962.2 -167.258 -31.486 2.0825E+01
900 -168393.9 -16928.7 -168.295 -29.701 9.6049E+00
995 -170962.1 -805.4 -171.012 -24.472 1.1022E+00
Bi2Se3(l)
Figure 8.14: A thermochemical model where the source temperatures for Te and Se are chosen
to give equal vapor pressures transported down the reactor tube. The selenide not only has a
higher temperature onset of deposition, but due to its energetic favorability it dominates the
resulting ternary deposition.
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Figure 8.15: A thermochemical model expressing that the depositing tertiary alloy can be
tailored by carefully choosing the source temperatures.
growths shown in Figure 8.16.
The apparatus was further modified at this point as it became abundantly clear that contami-
nation could significantly affect growth results as Bi2Se3 could freely replace Bi2Te3 if exposed to
a common atmosphere and it was also evident after each growth that the Bi precursor powder was
contaminated either with oxide after high temperature growths or group V-VI compounds after
lower temperature growths as Bi is liquid at the evaporation temperatures and readily absorbs the
passing vapor just as in VLS. We chose a multitube system to independently keep the Bi, Se, and
Te in separate chambers, sealed upstream with an o-ring at low temperature and then with castable
ceramic upstream with a small 0.5 mm diameter pinhole approximately 3 cm long. A chamber
that was not depositing was kept in a backflow regime to counteract diffusion and our conservative
calculations estimated less than 0.1% would escape based on the backflow levels. Any depositing
contaminant deposited upstream of any concern for re-evaporation later. This setup, as seen in Fig-
ure 8.17, vastly improved the reactor’s consistency along with the standard baking and physically
removing excess deposition.
The first resulting experiment performed with the cleaner operating apparatus was to utilize
the favorable chemistry of Bi2Se3 over Bi2Te3. We postulated that with these energetics, a Bi2Te3
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Figure 8.16: An EDS mapping performed in STEM mode on a ternary nanowire where the
excess tellurium vapor pressure succeeded in pushing the Te content far higher than the Se
levels, counter to the intrinsic energetics of the Bi-Se-Te system.
Figure 8.17: The manifold attached to the upstream end of the three zone furnace reac-
tor where pneumatics were controlled via computer to reliably switch between the Se and Te
containing channels to control the ternary growths.
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(a) (b)
Figure 8.18: (a) EDS line map over a core-shell Bi-Se-Te nanowire confirming the thermo-
chemical model prediction. (b) EDS map showing the distribution of the elemental composition
along the core-shell nanowire.
nanowire growth followed by a Bi2Se3 nanowire growth should result in core-shell nanowires. This
is supported by a few considerations, first consider the higher starting deposition temperature for
Bi2Se3, this can be interpreted as a Bi2Te3 core would be more favorable because the inverse situation
of depositing a Bi2Te3 shell on a Se-based nanowire will not deposit well as it is not thermodynami-
cally favorable at that temperature. Additionally, if a Bi2Te3 core is chosen, not only should a Bi2Se3
shell grow epitaxially on the core, the fact that the introduction of Se containing gas could covert the
Bi2Te3 core will only increase the growth rate and not counteract the desired deposition outcome.
As seen in Figure 8.18 this is exactly what we see when performing TEM and EDS-mapping.
The next experiments we attempted were based on our knowledge from thermochemistry model-
ing that predicted that we could change the VLS growth window by adjusting the precursor partial
pressures. Knowing that the deposition rates can be manipulated through populating certain re-
actant quantities, the relative quantities of Bi and Te containing vapor species was investigated
thermochemically to determine how dramatically these levels could affect the optimal nanowire de-
position region. It was found that that we could theoretically expect a 20◦C difference in deposition
temperature region, as can be seen in Figure 8.19, which we verified experimentally with nanowire
growth temperatures rising by ∼20◦C.
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(a)
(b)
Figure 8.19: (a) Deposition rate profile of Bi2Te3 under standard growth conditions with
the onset of growth highlighted. (b) Deposition rate profile of Bi2Te3 growth under conditions
of increased TTe and thus ΣpTe leading to an temperature increase in the onset of nanowire
growth.
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This result was verified by also performing the inverse to stable elevated temperature growth as it
is understood that while the higher ΣpTe is maintained the nanowire will grow normally, the absence
of the excess gas should stunt the growth as Bi2Te3 should no longer be energetically favorable. This
was easiest to accomplish with a ternary growth regime where a ternary alloy would provide the
first nanowire structure grown, and then the transition to a Te-poor region would occur. This was
realized, as seen in Figure 8.20, as an axial transition to a pitted, rough region where the nanowire
continued to attempt to grow but could not maintain the smooth-walled and relatively defect free
structure as it began. This has important implications in bottom up thermoelectric growth in the
fact that these pitted regions can allow for higher phonon scattering and further limit in the in-plane
dimension the mean free path of the propagating phonons. Obvious to some, this must be a catalyst
driven process, similar to the previous study of oxide assisted Ge patterning, as it only occurs in the
region grown by the catalyst after the excess Te is terminated. If this was a substitutional process
or simply the evaporation of Te from the wire as could be seen if these wires were carefully annealed
post-growth, then this effect would be seen over the entire length of the nanowire which it is not.
This pressure controlled effect was then applied to a further heterostructure experiment. Recall
that the ideal deposition temperature region was slightly different for the different chalcogenide
species, with this technique the lower temperature region from the Bi2Te3 can be slightly shifted to
higher temperature to better accommodate the Bi2Se3 nanowire growth zone. With this in mind, a
Bi2Se3 nanowire was initially chosen as the first structure and then we proceeded to grow a Bi2Te3
growth with elevated ΣpTe gas levels. The Bi2Te3 is still the energetically less favorable state when
compared with its selenide relative and will not be capable of transforming the exterior of the base
selenide wire. With the elevated ΣpTe gas levels, the Bi2Te3 nanowire growth region is elevated
only to the point where nanowire growth is allowed, so this will not produce a core shell nanowire
as in the previous case. The resulting structure here is that of an axial transition, Figures 8.21 and
8.22. In Figure 8.21, there is an obvious pause and re-nucleation of the nanowire epitaxially on the
Bi2Se3 nanowire. Figure 8.22, from the same growth shows a much more complete transition and
no apparent discontinuity. This transition’s sharpness is determined by a number of factors such
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(a) (b)
Figure 8.20: (a) A ternary nanowire growth where the transition to a Te-poor regime was exe-
cuted mid-growth. Note the obvious change in morphology after the Te source temperature was
reduced. (b) Vapor pressures adapted from Noro et al.8 and Honig9, both of which agree with
our thermochemical modeling. Given the contact sink/deposition temperature the nanowire is
maintained at during the growth, Bi2Te3 can be clearly seen here as the less stable compound
which should have more difficulty maintaining a presence within the nanowire.
as the catalyst size, as it contains solute and acts as a reserve for growth material, the speed of
the apparatus’ transition, and finally the ability for the apparatus to purge itself of the undesired
element. The transition time for the apparatus’ pneumatics was on the order of 2-3 seconds and
did not significantly contribute to the elongation of the transition region considering the relatively
slow growth rate of VT growths. The major contributing factor in these growths was the swelling
of the catalyst from the initial 40 nm Au colloid with Bi incorporation. The catalyst should swell
to ∼2 times the initial volume just from the incorporation of the V-VI compound, which cannot be
avoided in VLS, but the catalyst was much more Bi-rich in these growths and swelled even larger.
The lateral dimension of these nanowires is also a bit misleading as it is much thinner in the out of
plane dimension since these nanostructures favor ribbon structures.
This process can be seen as jarring for the nanowire growth process as is common in transitional
growths67,175, it is possible that the transition and paused growth contributed to the buildup of
Bi in the catalyst particle. The largest hurdle that was mostly solved was the incorporation of
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(a)
(b)
Figure 8.21: (a) A TEM micrograph of a grated axial junction in a ternary nanowire (b) A
STEM image as well as an EDS line scan along the junction showing a clear transition from a
Te rich chalcogenide to approximately equal components of Se and Te.
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(a)
(b)
Figure 8.22: (a) A TEM micrograph of a grated junction which continued to grow as a single
crystalline nanowire. (b) An EDS line scan along the single crystalline axial junction showing
a more complete transition than in Figure 8.21b.
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group VI into the Bi precursor. Like the catalyst, it can act like a reserve for material and can
hence provide Te or Se containing vapors far after they have been set to back-flow. This is simply a
problem of the material system, there is no temperature that we run the Bi at during growths where
the formation of the V-VI chalcogenide is not favorable compared to liquid Bi and vapor group VI.
Further isolation of the elements could help this, but how much compared to the isolation of each
element in separate tubes with alumina plugs at the end as in the present system is unknown. It
seems also likely that the materials are depositing on the sidewalls in minuscule amounts that can
only be removed by a thorough cleaning post-growth. Considering our transition length of 1 µm,
this seems the most likely as no other process should have a time scale of a few minutes.
This work provides the foundation for future progress in group V-VI bottom-up fabrication of
thermoelectric devices. Each aspect individually contributes a different building block that can be
utilized in the complex construction of phonon controlling nanostructured designs. Controlling the
morphology of the nanowire to not only control the radial length scale but to also further narrow the
structure and further constrict the flow of heat/phonons would greatly help the implementation of a
electron conductor, phonon glass. The ability to grow core-shell structures provides a complementary
way to also limit the phonon conduction in that it introduces an interface to scatter propagating
phonons while maintaining a set electrical conductivity over the length of the wire. An axial junction
will provide the highest phonon impedance156, but will affect the properties of the wire along its
growth direction which could require more complicated device fabrication. With all these separate
techniques adding to the possibilities of thermoelectric design, we expect that these kind of bottom-
up techniques will not only be utilized for better engineered devices, but also as a testing ground for
the verification of the predicted thermoelectric theory that has long promised ZT values too high
to ignore in our current global energy situation176.
Future work that could be executed in this lab consists of two primary categories. It would be
very interesting to begin the testing of axial and radially varied nanowire structures. This in itself
is non-trivial and the thermoelectric community does not generally trust newcomers’ ZT claims. I
believe this level of device engineering would be best accomplished by partnering with a collaborator.
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The second, and in my opinion, more interesting scientific option would be wiring up any of these
wires, beginning with the simplest binary alloys, and collaborating with others recently graduated
from my lab to perform electron beam induced current under conditions similar to those in which
a thermoelectric device generally performs. We should be able to introduce temperature gradients
and see through the e-beam induced current (EBIC) signal the diffusion of carriers change. For the
junctions, we might even be able to see the affects of the thermal conductivity discontinuities on the
electron transport.
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Chapter 9: Conclusion
The results of this dissertation have shown that the catalytic and non-catalytic growth of nanowires
by various conventional as well as less conventional means can be successfully executed and can
potentially be incorporated into future bottom-up assemblies. Integral to the experimental results
was the thermochemical modeling predicting the tailorable behaviors of the actual growths. Without
this step, the number of iterated growths while exploring the growth space would have been vast
and subsequent building upon these growths would have been unfathomable.
Group IV nanowire growth is a field over 50 years old, leading many to believe little new fun-
damental work remained. Through the field of bottom-up assembly, however, the demonstration of
the selective rejection of species deposition on nanowire sidewalls was verified by tailoring of the
surface chemistries. Further, this surface chemistry was shown to be catalyst driven and thus was
able to be turned on and off arbitrarily for the controlled secondary nucleation and further growth
of material on the nanowire sidewalls. This level of control produced nanowires with high levels
of radial discontinuity and provides a new tool in bottom-up synthesis. Integral in the technique’s
development was the reaction and surface modeling which accurately predicts the behavior within
the reactor chamber.
Vapor transport growths proved to be far more versatile than the relatively inflexible and compli-
cated CVD techniques as the research projects shifted between group IV, III-V, and II-VI nanowires.
The ability to easily structure the overall needs of a growth before executing it was a huge asset.
Beyond the obvious advantage of avoiding the need to be purpose built for a set of growth materials
and transporting, purging, and exhausting relatively volatile precursors, vapor transport proved to
be hugely adaptable and predictive of growth behavior for nanowire systems. This not only lead to
the facile growth of ZnO, Te, Se, Ge, GeOx, and the binary chalcogenides, but also provided the
theoretical framework for rapid modification of the growth conditions to produce various growth
products. In the case of tellurium, this resulted in the ability to delicately control the deposition
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rates for various substrate temperatures, taking advantage of the system’s surface chemistries and
the vapor species’ surface mobilities. The ability to tailor the growths for various imposed conditions
also allowed for the investigation of surface nucleation and the controlled growth of the tellurium
mesh films. An additional aspect of this technique which greatly facilitated the tellurium surface
chemistry and surface diffusion is that the process intrinsically filters many of the impurities out of
the growth product as the growth specifically targets the desired chemical species, unlike CVD and
MOCVD which often deposit byproducts of the precursor within a growth.
The vapor transport growths culminated in the growth of the thermoelectrically relevant Bi2Se3
and Bi2Te3. Thermochemical modeling was used to plan the growths from the beginning of this
research and played a large role in designing the reactor and further modifying the individual pre-
cursor channels. Significantly, the modeling predicted growth behavior and could be used similarly
to the tellurium case in that growth parameters could be shifted to advantageously modify the con-
ditions for the VLS growth of the binary chalcogenides. This prediction was then taken one step
further by anticipating the conditions required to form axial transitions and core-shell structures
in these nanowire systems. These structures were then experimentally realized along with a pre-
dicted instability of the ternary compound which was exploited to produce highly textured nanowire
segments.
These nanowire studies involving various chemistries allow the rigorous exploration of surface
and reaction modeling working hand in hand with experimental procedure at a level not yet seen
in vapor transport nanowire work. This theoretical framework is general and can be applied to an
endless number of systems in the future. It is well demonstrated in the wide variety of morphologies
shown throughout this thesis as a complementary method to CVD and an ideal option for burgeoning
materials research. The experimental verification of these methods establishes their usefulness in
executing the tailored growth of diverse morphological substructures applicable to the ongoing field
of bottom-up fabrication.
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