Background {#Sec1}
==========

Ultrasound, computer tomography (CT) and magnetic resonance (MR) are acknowledged to be the most widely used modern medical imaging techniques in clinical practice \[[@CR1]--[@CR3]\]. Compared with CT and MR, ultrasound imaging has several indispensable advantages, such as fast imaging, no intravenous contrast agents, no ionizing radiation, inexpensive, convenience and so on \[[@CR4]\]. Principally, ultrasound detects and magnifies echo acoustic wave that reflects from the human body. By calculating attenuation rates of the acoustic wave, the density distribution of the soft tissue can be effectively deduced \[[@CR5]\]. Nowadays, ultrasound is widely used in the abdominal disease diagnosis and treatment for its safe and fast imaging properties. However, 2D ultrasound imaging cannot meet the clinical requirements when the physician needs to obtain the whole 3D anatomic structure of the organs. As the commonly used ultrasound imaging device can only obtain 2D cross-sectional images of the body, it is imperative for the physician to conceive 3D structures of the human body in mind according to their clinical experiments. The approach could affect the accuracy and efficiency for clinical diagnosis and treatment, especially for tissues contain some organ malformations or lesions. Compared with the traditional 2-D ultrasound image, the 3D ultrasound images can provide a more distinct and integrated information of organs and are more suitable for clinical diagnosis and treatment \[[@CR6], [@CR7]\].

Generally, there are many ultrasound reconstruction methods, which can be divided into three major categories: 3D probe system, mechanical scanning system and freehand scanning approaches \[[@CR8]\]. For the 3D probe system, the 3D ultrasound is directly acquired by a series of dedicated 3D probes with an oscillating mechanism that sweep a predefined region of interested (ROI). This system can generate 3D ultrasound volume through one acquisition. However, it is expensive and incapable of scanning large-volume organs \[[@CR9]\]. The mechanical scanning system usually uses the conventional 2D transducer for the image acquisition. During the image acquisition, the transducer is translated and rotated according to a stepping motor, from which the position and orientation information are recorded synchronously in the scanning heads \[[@CR10]--[@CR12]\]. The major problem of the mechanical scanning devices is that its scanning range is constrained by the size and installation axis of the stepping motor \[[@CR9]\]. For the freehand scanning approach, conventional 2D probe is integrated with a positioning sensor for labeling the position and orientation of each B-scan image \[[@CR13]\]. Hence, as the 2D probe is manipulated by hand in an arbitrarily manner, the freehand system can acquire images at any rotation or orientation of the human body, and it allows the user to manipulate the transducer and view the desired anatomical section freely. A sequence of scanning images are then captured along with its corresponding position and orientation. Freehand 3D ultrasound has received increasing attention for its low-cost, inherent flexibility nature in comparisons with the dedicated 3D probes and mechanical scanning approaches. However, as the orientation and position of the freehand probe are randomly controlled by the user, there is usually a large range of areas are with empty values. Hence, the main task for freehand scanning method is to estimate and interpolate the empty values of 3D volume from the irregularly sampled scanning images, which is still the most challenge task in the 3D reconstruction of ultrasound images.

In general, 3D reconstruction methods of freehand scanning images compose of three major classes \[[@CR14], [@CR15]\]: forward method, reverse method and function based method. The forward method can be defined as sequentially scanning and filling the vacant voxel in the 3D ultrasound volume by its neighboring voxels that already have ultrasound values. The key procedures for this method are as follows: first, the predefined 3D volume data is filled by the obtained 2D ultrasound slices according to their acquisition location and orientation. Then, the voxels of the volume data are traversed and iteratively filled by neighboring pixels from the 2D ultrasound slices via some predefined interpolation methods. The simplest method is the voxel nearest neighbor (VNN) \[[@CR16]\], which calculates the vacant voxel using its nearest neighboring voxel in the 3D volume data. While the distance weighted (DW) methods \[[@CR14]\] interpolate vacant voxel by introducing weighting coefficients that proportional to the distance of the calculating voxels. According to the way of nearest neighboring voxel interpolation, a variety of methods, including squared distance weighted (SDW) \[[@CR17]\], adaptive distance weighted (ADW) \[[@CR18]\], squared adaptive distance weighted (ASDW) \[[@CR19]\], distance weighted median filter (DWMF) \[[@CR20]\], adaptive weighted median filter (AWMF) \[[@CR20]\] and kernel regression (KR) \[[@CR21]--[@CR23]\] have been utilized for the 3D ultrasound reconstruction. The forward method is intuitive and easy to be implemented. However, for such method, the calculating of each vacant voxel need to traverse the whole volume data once, which is very much time consuming.

On the contrary, the reverse method can be defined as iterative scanning and filling the vacant voxels around the 2D ultrasound slices in the 3D volume data. Generally, there are three major procedures for the reverse methods: first, the 3D ultrasound volume data is filled by the obtained 2D ultrasound slices according to their acquisition location and orientation. Second, each pixel of the ultrasound slice is scanned and the neighboring voxels in the 3D volume are filled according to a specified interpolation method. Third, each voxel of the 3D volume is traversed and the vacant voxels are filled by their neighboring voxels. For such class of method, the simplest way for interpolation is the pixel nearest neighbor (PNN) based methods \[[@CR24]--[@CR31]\], which obtain the intensity of the vacant voxel by interpolating of closing voxels. For the interpolation procedure, the number of voxels utilized for the 3D reconstruction and the weighting coefficient for each utilizing voxels are the two major aspects. It is obvious that the number of vacant voxels is the key to determine the calculation efficiency of the interpolation method. To improve the interpolation efficiency, Toonkum et al. \[[@CR12]\] proposed a cyclic Savitzky-Golay filter based method for calculating the priority of each utilizing voxels. This method first inserts the middle frame into the ultrasound slices for minimizing the number of the vacant voxels. From iteratively frame interpolation, the intensity of the vacant region can be estimated. It is important to note that during the interpolation procedure, if the vacant voxels are sequentially filled by their neighboring image pixels, as the pixels are iteratively utilized for the interpolation, the filled region may presents as low differentiability. One promising solution for such a phenomenon is that utilize the neighboring pixels in a certain order that minimizes the blurring effect. Wen et al. \[[@CR32]\] proposed a fast marching method (FMM) for the 3D reconstruction, which first detect the boundary of the vacant voxels and then fills the outer voxels in previous and then iteratively fills the inner voxels. Such method can effectively improve the calculation efficiency and interpolation accuracy. The difference between forward approach and reverse approach is that the forward approach searches the vacant voxel in the whole volume data, while the reverse approach searches the vacant voxels around the 2D ultrasound slices in the volume data. Hence, the reverse approach is faster than the forward approach for the 3D reconstruction of ultrasound.

The function based methods usually construct determined relationship between location and its intensity for the vacant voxel in the 3D volume data. Such method usually first interpolates 2D ultrasound slices into the 3D volume data according to their acquisition orientation. Then, the functional relationships between location and intensity distribution of the voxels are constructed according to the filled voxels in the volume data. By statistical analysis, the coefficients of the constructed function are estimated, which hence is utilized to calculate the intensity of the vacant voxels. The most widely used function for the interpolation is the radial basis function (RBF) \[[@CR33]\] and Rayleigh \[[@CR34]\]. Huang et al. \[[@CR35]\] have designed a fast interpolation method for 3D US with sparse scanning based on Bezier interpolation (BI). The advantage of the function based method is that it can obtain high reconstruction precision, but as it needs to estimate the functional coefficients by statistical analysis of all filled voxels, such method is usually with low calculation efficiency.

To improve the reconstruction efficiency and accuracy, this paper proposes a novel Global Path Matching (GPM) method for the 3D reconstruction of freehand ultrasound images. The proposed method composes of two main steps: bin-filling scheme and hole-filling strategy. For the bin-filling scheme, the vacant voxels around each pixel of the 2D ultrasound image in the 3D volume is filled by weighted combination of its neighboring pixels that with eigenvalue less than a predefined threshold. It is commonly known that there are large amounts of random noise in the ultrasound image, and the existence of the noise may greatly interfere the 3D reconstruction accuracy. To improve the interpolation accuracy, this study introduces two operators, including the median absolute deviation (MAD) and the inter-quartile range absolute deviation (IQRAD) \[[@CR39]\], to calculate the invariant features of each voxel in the 3D ultrasound volume. As the two features are insensitive to the ultrasound noise, the feature response of each voxel can be defined as the weighted combination of the MAD and IQRAD. Hence, the best contribution range for current calculating voxel can be defined as the Euclidian distance between the pixel with minimum feature response and current voxel. Once the best contribution range is obtained, the intensity of current vacant voxel can be obtained by weighted combination of the pixels within the best contribution range, for which the weights are inverse proportional to the distance between the vacant voxel and the pixels in the best contribution range. The merit of the proposed bin-filing scheme is as follows: (a) the boundary vacant voxel is determined by the neighboring pixels within the best contribution distance, which hence can effectively minimize the blurring effects. (b) The best contribution distance is automatically determined by the invariant features of the pixels, which is more robust and objective than the threshold based methods. (c) The intensity of the vacant voxel is determined by the weighted combination of pixels within the best contribution distance, for which the weights are inverse proportional to the Euclidian distance between current voxel the vacant voxel. Hence, the intensity of the vacant voxel is determined by all its neighboring voxels, which can effectively smooth the whole volume data.

The hole filling strategy is defined to fill the vacant voxels in the 3D ultrasound volume data through finding the best matching patch in the whole 3D ultrasound volume data. The vacant voxels in the 3D ultrasound volume are first marked through traverse the whole volume data, and the vacant region are labeled by calculating connecting relationship between neighboring vacant voxels. Then, three conditions, including the confidence term, the data term and the gradient term, are designed to calculate the weighting coefficient of the matching patch. More in detail, the confidence term represents the gray scale distribution, and the data term is utilized to represent contour information, while the gradient term is utilized to represent the intensity variation. This study assumes that the differences between the matched patches should be the minimum for all the three condition terms. Based on this assumption, the best matching patch for the vacant voxel is obtained by finding patches with identical combined matching conditions in the whole 3D volume data. Then, the intensity of the vacant voxel is replaced by voxels in the matching patch, for which the voxels in the patch are weighted contributed to the boundary voxels. Finally, the whole volume data is filled by iteratively repeating the above processing procedures. The merits of the designed 3D hole filling strategy method are as follows: (a) the filling patch of the vacant region is obtained by searching the best matching in the whole volume data, which hence can effectively improve the reconstruction accuracy. (b) As the hole filling is initiated from the boundary region with maximum weighting coefficients, hence, the filling process can achieve high reconstruction accuracy and effectively preserve the continuity of the texture information of the whole ultrasound volume data.

Methods {#Sec2}
=======

In this paper, the ultrasound reconstruction is performed in two major stages, as can be seen in Fig. [1](#Fig1){ref-type="fig"}. In the bin-filling scheme, we first insert every ultrasound slices into the ultrasound volume according to the location and orientation of the ultrasound slice. And the best contribution range and contribution distance are calculated by the predefined invariant feature of each pixel. Then, the intensity of each voxel in ultrasound volume can be determined and updated. In the 3D hole-filling strategy, we first detect the edge of vacant region and calculate the filling weight of all voxels on the edges. And the best matching patch for the vacant voxel is obtained by finding patches in the whole volume, and the intensity of the vacant voxel is replaced by voxels in the matching patch. Then, the filling weight of the voxel on the edge is updated, and all the vacant voxels are iteratively filled by repeating the above processing procedures.Fig. 1Outline of the ultrasound reconstruction algorithm

Image acquisition system {#Sec3}
------------------------

The freehand 3D ultrasound imaging acquisition system consists of three main devices: a conventional 2D ultrasound scanner (DC-7, Mindray Medical International Ltd., Shenzhen, China), an electromagnetic spatial sensing device (Aurora, NDI Ontario, Canada), and a workstation with custom-designed software for data acquisition, volume reconstruction, and visualization. The receiver of the spatial sensing device is attached to the 4.5 MHz hand-held probe of the ultrasound scanner. The spatial information (location and orientation) between the receiver and transmitter is recorded and transferred from the Aurora system control unit to the workstation through a USB port.

During data acquisition, spatial data and digitalized 2D ultrasound images are simultaneously recorded and collected. Since the devices for the collection of 2D ultrasound and spatial data are independent, the temporal delay between the two data streams cannot be avoided. Meanwhile, the spatial relationship between the ultrasound image plane and magnetic position sensor needs to be determined. The temporal and spatial relationships for the designed freehand 3D ultrasound imaging system are calibrated by the methods presented in \[[@CR36], [@CR37]\].
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Let R, t and r represent the parameterized transformation between coordinates $\documentclass[12pt]{minimal}
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As the location and orientation of each ultrasound image are recorded by the electromagnetic spatial sensing device, the combined 3D ultrasound volume hence can be obtained by transform each pixel of the 2D ultrasound image into the normalized coordinate.

Bin-filling scheme {#Sec4}
------------------

### Features extraction {#Sec5}

The bin-filling scheme is designed to fill the 3D volume data by the ultrasound slices according to its acquisition location and orientation. As the obtained image slices are discrete and may intersect with each other, the aim of the bin-filling is to fill the vacant voxels by their neighboring pixels in the 2D ultrasound images. As there are large amounts of noise in the ultrasound image, which may interfere the 3D reconstruction accuracy. Hence, this study introduces the median absolute deviation (MAD) \[[@CR38]\] and the inter-quartile range absolute deviation \[[@CR39]\] (IQRAD) to calculate the invariant property of pixels in the ultrasound image, which aims to find the unique representation of the local patch that has minimum interference of the noise.

The MAD is utilized to represent the intensity difference between current and its neighboring pixels in a predefined patch. Suppose there are N pixels surrounding the calculating pixel $\documentclass[12pt]{minimal}
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IQRAD represents the average intensity difference of pixel $\documentclass[12pt]{minimal}
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It can be seen that MAD and IQRAD both utilize all pixels in the patch to calculate the property of $\documentclass[12pt]{minimal}
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### Pixel contribution determination {#Sec6}

It is obvious that different patch size may lead to different value of the combined response of $\documentclass[12pt]{minimal}
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It is obvious that the best contribution range depicts that the pixels in this range have the minimum intensity differences with the central pixel. Hence, the best contribution distance can be calculated as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$$d(u_{i} )$$\end{document}$. While the relative response of two pixels in the spherical ball can be calculated by the following equation:$$\documentclass[12pt]{minimal}
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### Voxel updating {#Sec7}

Hence, the vacant voxel in the 3D ultrasound volume can be obtained by integrating the relative responses of each pixel in the best contribution range, and we have the following equation:$$\documentclass[12pt]{minimal}
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Compared with the other interpolation method, the propose bin-filling method weighted combines the pixels in the best contribution range centered at current pixel, which guarantees that the interpolated voxel is most similar and has minimum variations to its neighboring pixels.

Hole-filling strategy {#Sec8}
---------------------

After the bin-filling process, the 3D volume data is filled with the 2D ultrasound slices according to their imaging orientation and location. As the obtained ultrasound slices are not continuous, it is obvious that there are a lot of holes and empty voxels in the 3D volume data. The goal of the hole-filling stage is to fill the gaps using available information from its surrounding known voxels. Most of current methods usually utilized the neighboring voxels in the 3D ultrasound volume instead of the global information of the volume data \[[@CR40]--[@CR44]\]. To obtain the best filling effect of the 3D volume data, this study proposed a novel global patch matching method, which search the most similar voxels in the whole ultrasound volume data.

The basic idea of the proposed hole filling method is that for any vacant voxel in the 3D volume data, the filling intensity of the voxel is obtained by searching a patch that is with the most similar intensity distribution around the vacant voxel in the whole volume data. First, for the vacant voxel, we construct a rectangular patch by setting the vacant voxel as the center. Then, priority weight of the filling is calculated for each voxel in the patch according to the vacant voxel number, isophotes of the center voxel and the gradient distribution of the patch. Second, the hole-filling is initiated from the voxel with maximum priority weights. The best matching patch to the patch centered at current voxel is iteratively scanned in the whole volume data by maximizing the similarity measure. Third, the vacant voxels of the current patch are customized by the corresponding voxels in the best matching patch. Then, the priority weight of the whole image is recalculated. The filling process repeats the above procedures until all the vacant voxels are assigned with intensity values.
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                \begin{document}$$(\varPhi = {\rm I} - \varOmega )$$\end{document}$, as can be seen in Fig. [3](#Fig3){ref-type="fig"}. In this figure, the regions of blue, green and yellow represent different intensity values in the ultrasound volume. p represents the border pixel for the three regions, $\documentclass[12pt]{minimal}
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                \begin{document}$$\varPsi_{{q^{\prime\prime}}}$$\end{document}$ that rest on the border of the neighboring patches. The detail filling processes are as follows:Fig. 3The hole filling method based on image texture

### Filling weight determination {#Sec9}

For the ultrasound reconstruction method, it is obvious that different repairing order may lead to different repairing accuracy. Hence, the repairing order is the priority step to be determined before the proceed of the repairing process. As the proposed method searches the most similar patches in all the voxels filled with intensity values, there are three main aspects need to be taken into consideration for the design of repairing process: first, if there are more voxels filled with intensity values, the global searching procedure may obtain more accurate repairing accuracy. Hence, if a patch with more filled voxels, the filling priority of the patch will be higher than the other voxels. Second, the isophotes is usually taken to represent the continuousness and smoothness. Hence, to guarantee the continuity and smoothness of the ultrasound volume, the voxel with higher filling priority should rest on the isolux curve. Third, if the gradient of a voxel is larger than the others, the edge points can usually be identified. Hence, the patch with the larger summary of the gradient should be with higher priority. Based on the above analysis, three terms, including confident term $\documentclass[12pt]{minimal}
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                \begin{document}$$\varPsi_{p}$$\end{document}$.
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                \begin{document}$$C(p)$$\end{document}$ is utilized to measure the intensity distributions of existing voxels. It is commonly known that if there are more voxel existed in the whole ultrasound volume, the patch matching will be more accurate. Also, if there are more voxels in the matching patch, the global patch searching will be more accurate. Hence, the confident term can be defined by all the intensity accumulation divided by the size of the patch. We have:$$\documentclass[12pt]{minimal}
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                \begin{document}$$C(p) = \frac{{\sum\nolimits_{{q \in \varPsi_{p} \cap (I - \varOmega )}} {C(q)} }}{{|\varPsi_{p} |}}.$$\end{document}$$

The data term $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$D(p)$$\end{document}$ is utilized to measure the smoothness of the region $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\varOmega$$\end{document}$ that need to be filled. It is obvious that the value of $\documentclass[12pt]{minimal}
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                \begin{document}$$D(p)$$\end{document}$ is proportional to the isophotes of the intensity, which depicts the propagation information of the ultrasound structures. The involving of the data term guarantees that the path with linear structure will be repaired in prior, hence, the filling structure can be attained linear connection. Broken lines tend to connect, thus it realizes the connectivity principle of the vision psychology \[[@CR45]--[@CR47]\]. Let $\documentclass[12pt]{minimal}
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                \begin{document}$$D(p) = \frac{{|\nabla I_{p}^{ \bot } \cdot n_{p} |}}{\alpha }$$\end{document}$$
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                \begin{document}$$\varPsi_{p}$$\end{document}$. For the vacant region of the ultrasound volume, if the edge section is deficient, the edge section needs to be repaired preferentially. And edge information can be effectively detected by the gradient of the patch. Let $\documentclass[12pt]{minimal}
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                \begin{document}$$G(p) = \frac{{\sum\nolimits_{{q \in \varPsi_{p} \cap ({\rm I} - \varOmega )}} {\sqrt {I_{qx}^{2} + I_{qy}^{2} + I_{qz}^{2} } } }}{{|\varPsi_{p} \cap ({\rm I} - \varOmega )|}}.$$\end{document}$$

So far, the repairing priority weight of the voxel $\documentclass[12pt]{minimal}
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                \begin{document}$$p$$\end{document}$ can be calculated by combining the confident term, data term and gradient term. We have:$$\documentclass[12pt]{minimal}
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                \begin{document}$$P(p) = C(p)D(p)G(p).$$\end{document}$$

Once the priority weights of all the vacant voxels are calculated, the hole filling process can be started at the patch $\documentclass[12pt]{minimal}
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                \begin{document}$$\varPsi_{{\hat{p}}}$$\end{document}$ with highest priority.

### Matching patch optimization {#Sec10}

For the vacant voxel with largest priority weight, the intensity utilized to fill the vacant voxel is obtained by finding patches with the largest intensity similarity in the whole ultrasound volume. And the similarity is defined by the inverse of the absolute intensity difference of the two comparing patches. Hence, we have the following equation:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\varPsi_{{\overset{\lower0.5em\hbox{$\smash{\scriptscriptstyle\frown}$}}{p} }}$$\end{document}$ is any patch with identical size of $\documentclass[12pt]{minimal}
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                \begin{document}$$d(\varPsi_{a} ,\varPsi_{b} )$$\end{document}$ represents the absolute intensity difference of the two patches. If the source exemplar $\documentclass[12pt]{minimal}
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                \begin{document}$$\varPsi_{{\hat{q}}}$$\end{document}$. Iteratively repeats the filling process, the structure and texture information can be gradually propagated from the source $\documentclass[12pt]{minimal}
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### Filling weight updating {#Sec11}

Once a vacant patch is filled with new pixel value, the distribution of the vacant region is changed. Hence, the priority weight of each vacant voxel in the whole ultrasound volume needs to be recalculated so as to find the best region that needs to be filled. For the proposed method, we only need to recalculate the priority weights of the neighboring voxels of the previous filled patch. Then, the filling process iteratively repeats until all the vacant voxels are filled. The pseudocode of the proposed algorithm can be found in Table [1](#Tab1){ref-type="table"}.Table 1Pseudocode for the proposed GPM algorithm

Compared with traditional ultrasound reconstruction method, the proposed method finds the best matching patch from the whole ultrasound volume, which can effectively prevent the over smoothing of the image. Moreover, the proposed method repairs the patch with more filled voxels and the patch with apparent gradient variations, which hence can obtain accurate reconstruction accuracy.

Experimental results {#Sec12}
====================

To evaluate the performance of the proposed GPM method for the 3D reconstruction of freehand ultrasound, a series of experiments is designed and tested on phantom data and in vivo scanned ultrasound in clinical practice. The proposed method is compared with the up-to-date algorithms, including VNN \[[@CR16]\], PNN \[[@CR14]\], DW \[[@CR14]\], FMM \[[@CR32]\], KR \[[@CR21]--[@CR23]\] and BI \[[@CR35]\] methods, and the accuracies of the comparing methods are evaluated via average interpolation error of the vacant voxels. The entire algorithm was implemented by the C++ programming language under the Linux platform, and all the experiments were performed on a relative low-cost desktop computer with an i7-4770 processor and 16G memory.

In this study, three groups of data sets, including ultrasound volume generated from phantom data (data 1), in vivo data set (data 2), are employed for the experiments. The ultrasound volume of a simulation model is generated from a realistic brain phantom created from polyvinyl alcohol cryogel (PVA-C) by Sean Jy-Shyang Chen et al. \[[@CR48]\]. PVA-C has been widely used for validating image processing methods, including segmentation, reconstruction, registration, and denoising, for its mechanically similar to the soft tissues of the human body. The phantom was cast into a mold designed from the left hemisphere of the Colin27 brain data set and contains deep sulci, a complete insular region, and an anatomically accurate left ventricle. The author released the CT, MRI and ultrasound images of the phantom. All the volume data sets are with the resolution of 339 × 299 × 115, and corresponding imaging angles of ultrasound. The in vivo data set (data 1) is obtained from the Medical Imaging Group, University of Cambridge \[[@CR49]\]. The data set include 135 frames B-model ultrasound slices and spatial information.

In additional to the visual assessment, we measure the performance of the various reconstruction algorithms through computing the average intensity difference as defined as follows \[[@CR14]\]:$$\documentclass[12pt]{minimal}
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Evaluation of hole-filling results {#Sec13}
----------------------------------

This part is designed to test the effectiveness of the proposed hole-filling algorithm by comparing with the up-to-date algorithms, including VNN, PNN, DW, FMM, KR and BI. The experiments utilize data set 2, and three predefined sizes of volumes, including two cubes (20 × 20 × 20 and 15 × 50 × 20) and a tetrahedron (as can be seen in Fig. [4](#Fig4){ref-type="fig"}) are removed from the original data set. Figure [4](#Fig4){ref-type="fig"} demonstrates the reconstruction results of the VNN, PNN, DW, FMM, KR, BI and the proposed GPM methods. Figure [4](#Fig4){ref-type="fig"}A1 gives the volume rendering result of the utilized 3D ultrasound data set, from which the main arteries can be effectively visualized. Figure [4](#Fig4){ref-type="fig"}A2 shows the cross-section of the ultrasound volume, while Fig. [4](#Fig4){ref-type="fig"}A3 shows one single slice of the ultrasound volume. Figure [4](#Fig4){ref-type="fig"}A4 shows the ultrasound slice with predesigned holes. Figure [4](#Fig4){ref-type="fig"}B--H give the reconstruction results of the VNN, PNN, DW, FMM, KR, BI and GPM methods. It can be seen that all the five methods capable of filling the holes by intensities similar to their neighboring pixels. However, from the enlarged views of the filled hole, it can be seen that there are apparent boundaries for the results of VNN, PNN and KR methods. Compared with VNN and PNN methods, there are no obvious boundaries for the filled and the neighboring regions for the DW method. The filled region of the FMM and BI method seems clearer than that of the DW method. Compared with the other methods, it can be seen that the proposed GPM method not only effectively preserves the detail of the filling region, but also, the filled regions are naturally mixed with the neighboring pixels. There are no distinct boundaries for the filling regions. Obvious, the proposed GPM method can obtain the best reconstruction results for all the comparing methods.Fig. 4Comparison of different reconstruction methods over data 1. **A1** 3D rendering of ultrasound volume. **A2** Cross-section of the ultrasound volume. **A3** Ultrasound slice. **A4** Ultrasound slice with holes. **B**--**H** Correspond to reconstruction results of the VNN, PNN, DW, FMM, KR, BI and the proposed GPM methods. The third column shows the magnified regions of interest corresponding to the second column

Table [2](#Tab2){ref-type="table"} compares the reconstruction errors of the NN, PNN, DW, FMM and the proposed GPM methods with respect to mean error and standard deviation. From the table, it can be seen that the mean errors for NN, PNN, DW, FMM, KR, BI and GPM are 7.319, 7.144, 6.926, 6.381, 5.915, 6.094 and 5.368, respectively. While the standard deviation for NN, PNN, DW, FMM, KR, BI and GPM are 8.163, 7.842, 7.167, 7.031, 6.511, 6.606 and 5.655, respectively. Obvious, NN and PNN produce worse results than the other three methods. We can conclude that the nearest neighbor interpolated method utilized by VNN and PNN induces the reconstruction error. For all the three classes of patches, it can be seen that the proposed GPM method steadily produces the minimum reconstruction error. For the triangle, rectangle and square patches, the reconstruction errors for the GPM method are 4.517, 6.061 and 5.803, respectively. While for all the comparing methods, the proposed GPM method produces the minimum reconstruction error, for which the mean and standard deviation are 5.368 and 5.655, respectively.Table 2Comparing of reconstruction errors for all the five methods over three different vacant patchesMethodTriangle patchRectangle patchSquare patchTotalMinMaxMeanSDMinMaxMeanSDMinMaxMeanSDMinMaxMeanSDVNN1488.3769.6491466.3826.7621417.1227.4841.00045.0007.3198.163PNN1427.5569.3652437.5697.6731446.7996.9931.33343.0007.1447.842DW0517.1927.3731396.8186.9401417.3137.6510.66743.6676.9267.167FMM1395.9277.6600536.4976.5152456.4386.6531.00045.6676.3817.031KR1435.2196.6431466.4166.4611516.1096.4281.00046.6675.9156.511BI0495.6836.8351446.2756.4060466.3236.5760.66746.3336.0946.606GPM1404.5175.3671436.0616.1321465.8035.8681.00043.0005.3685.655

Quantification of slice repairing results {#Sec14}
-----------------------------------------

This part is designed to evaluate the performance of vacant slice repairing for all the comparing methods. The experiments utilize data 2, for which we randomly delete one to eight continuous slices from the ultrasound volume data. Totally, six patches are removed from the data set. Then, VNN, PNN, DW, FMM, KR, BI and GPM methods are utilized to reconstruct the vacant voxels. As the original data contains the vacant voxels that to be reconstructed, the performance of the comparing methods hence can be effectively evaluated.

Figure [5](#Fig5){ref-type="fig"} shows the reconstruction results of the VNN, PNN, DW, FMM, KR, BI and GPM methods on data 2. Figure [5](#Fig5){ref-type="fig"}A1 shows volume rendering of the ultrasound data, while Fig. [5](#Fig5){ref-type="fig"}A2 shows the ultrasound volume with vacant patches. Figure [5](#Fig5){ref-type="fig"}A3 is the cross-sections of the ultrasound volume, Fig. [5](#Fig5){ref-type="fig"}A4 provides the ultrasound slice with vacant patches, and Fig. [5](#Fig5){ref-type="fig"}A5 shows the original ultrasound slice. Figure [5](#Fig5){ref-type="fig"}B--H show the reconstruction results of the VNN, PNN, DW, FMM, KR, BI and GPM methods. The third column shows the magnified regions of interest corresponding to the second column. From the figure, it can be seen that all methods capable of repairing the vacant patches by similar intensities that approach to their neighboring pixels. However, the boundaries of the vacant area can be clearly identified for the VNN, PNN, and KR methods, and the filled regions seem to have the same gray scale distribution. Comparably, the boundaries of the reconstructed region are not as clear as that of the VNN, PNN and KR methods. However, the reconstructed regions of the DW method seems more blurred and homogeneous than that of the VNN, PNN, KR methods. While for the FMM and BI method, there are numerous stripe-like patches in the reconstructed are. Also, the boundary for the reconstructed region can be clearly visualized for the patches with a large number of vacant voxels. Compared with the VNN, PNN and DW methods, the blurred areas reduce clearly, there are still protruding and recessed areas can be visualized. In all the comparing methods, it is obvious that the proposed GPM method produces the best reconstruction results. For the GPM method, the reconstructed region is seamlessly merged with the neighboring pixels. And even the boundary is hardly identified in the reconstructed regions.Fig. 5Comparison of different reconstruction results for data 2. **A1** Volume rendering of the ultrasound data. **A2** Ultrasound volume with vacant patches. **A3** Cross-sections of the ultrasound volume data. **A4** Ultrasound slice with vacant patches. **A5** Original ultrasound slice. **B**--**H** Reconstruction results of the VNN, PNN, DW, FMM, KR, BI and GPM methods. The third column shows the magnified regions of interest corresponding to the second column

From the above experiments, it can be seen that the larger the vacant region is, the larger the reconstruction error will be. To quantify the performance of the reconstruction methods, we randomly delete one to eight continuous slices from the ultrasound volume data. Then, all the five evaluating methods, including VNN, PNN, DW, FMM, KR, BI and GPM, are utilized to reconstruct the ultrasound data. Table [3](#Tab3){ref-type="table"} provides the reconstruction errors for all the evaluating methods. It can be seen that the reconstruction error increase with the increase of the removing slices for all the five reconstruction methods. From one to eight removing slices, the reconstruction errors increase about 66.8, 68.5, 74.0, 71.5, 61.8, 65.3 and 55.4% for the VNN, PNN, DW, FMM, KR, BI and GPM methods, respectively. From the table, it also can be seen that error decreases regularly from the VNN to the GPM method. It is obvious that all the comparing methods are very stable for the reconstruction of the vacant region in the ultrasound volume data. Comparably, the proposed GPM method is the best method, for which the minimum reconstruction error is generated for each level of vacant patches.Table 3Comparison of the reconstruction results for different methods over different number of vacant slicesNumber of vacant slicesVNNPNNDWFMMKRBIGPM1 Mean8.0117.7936.8185.8035.6945.7195.617 SD8.1447.7506.8615.8965.8355.8405.8202 Mean8.4258.4937.9726.5096.4376.5136.360 SD8.4618.4398.0556.8356.5416.6586.3963 Mean9.3319.1528.7007.5197.2627.3807.058 SD9.6349.4428.7077.6127.3557.5577.2854 Mean10.68910.2839.5008.2777.7297.9057.539 SD10.61610.2579.4638.2277.8168.0447.7735 Mean11.84411.10910.3199.0638.4798.6168.145 SD11.86711.17210.2698.9838.6508.8438.1556 Mean12.60412.21111.3439.6188.8819.2728.554 SD12.89712.42711.3269.7429.0269.5338.5117 Mean13.15112.81711.6429.7198.9459.2528.629 SD13.11712.72711.5699.9799.1779.5108.7298 Mean13.36513.12811.8639.9539.3459.6188.727 SD13.38513.30812.1539.9739.5089.7629.033

To further quantify the performance of the proposed method, we randomly remove patches with the size of 25, 50, 75 and 100% of the cross-section slice from the volume data. While 200 to 500% represent removing two to five cross-sections from the volume data. Figure [6](#Fig6){ref-type="fig"} compares the mean reconstruction error of the VNN, PNN, DW, FMM, KR, BI and GPM methods. It can be seen that the reconstruction error increase with the increase of size and number of the deleting patches. For the removing patch size of 25%, the reconstruction means errors for VNN, PNN, DW, FMM, KR, BI and GPM methods are 8.14, 7.75, 6.86, 5.90, 5.84, 5.84 and 5.82, respectively. While for the removing patch size of 500%, the reconstruction means errors for VNN, PNN, DW, FMM, KR, BI and GPM methods are 13.38, 13.31, 12.15, 9.97, 9.51, 9.76 and 9.03, respectively. It can be seen that the performances of the VNN and PNN are quite closed to each other, especially for low ratios of the removing patch. Moreover, it can be seen that DW performs better than that of the VNN and PNN methods. And the removing ratio less than 50%, the performance of the FMM and GPM are very close, but GPM achieves lower reconstruction errors than that of the FMM, KR and BI method for removing ratio larger than 50%. For all the seven methods, the proposed GPM method is the best, which can obtain the minimum reconstruction error for all the mission ratios of the volume data.Fig. 6Comparing of the five reconstruction errors with respect to different size of removing patches

Figure [7](#Fig7){ref-type="fig"} shows the reconstruction results of the GPM methods. The experiments utilize data set 1 and data set 2, and three predefined sizes of volumes, including a cube, a sphere, a tetrahedron and an ellipsoid (as can be seen in Fig. [7](#Fig7){ref-type="fig"}) are removed from the original data set. Figure [7](#Fig7){ref-type="fig"}A1, B1, C1, D1 show four ultrasound slices with predesigned holes. Figure [7](#Fig7){ref-type="fig"}A2, B2, C2, D2 give the reconstruction results of the GPM methods. Figure [7](#Fig7){ref-type="fig"}A3, B3, C3, D3 give the original four ultrasound slices. The right column shows the magnified regions of interest corresponding to the second column. From the figure, it can be seen that the GPM method capable of repairing the vacant patches by similar intensities that approach to their neighboring pixels, and the reconstructed region is seamlessly merged with the neighboring pixels. Therefore, it is obvious that the proposed GPM method can produce good reconstruction results for different size or shape of vacant regions in the ultrasound volume data.Fig. 7The reconstruction results with GPM method

Quantification of abnormality reconstruction results {#Sec15}
----------------------------------------------------

The state and location of the lesion can be preliminarily demonstrated according to the abnormality in the ultrasonic image. Thus, the abnormalities should be reconstructed accurately to provide precise information of lesion for the clinical diagnosis. The process of vacant patch repairing is the most important step for the reconstruction. The effectiveness of the proposed GPM to reconstruct the abnormality is verified by the following experiments.

A predefined size of cubes (20 × 20 × 115) is removed from the edge area of the abnormality in data set 2. Figure [8](#Fig8){ref-type="fig"}A1--A4 show four slices extracted from the original ultrasound volume. And the corresponding voxel removed slices are shown in Fig. [8](#Fig8){ref-type="fig"}C1--C4. Figure [8](#Fig8){ref-type="fig"}E1--E4 show the results of the GPM methods. The corresponding details of the vacant patch area are enlarged and shown in Fig. [8](#Fig8){ref-type="fig"}B1--B4, D1--D4, F1--F4, separately. It is clear that the vacant patches can be accurately repaired and the edge of the abnormality is seamlessly merged with the neighboring pixels. No blur is caused. The reconstruction errors for each ultrasound slices and the mean reconstruction error are shown in Fig. [9](#Fig9){ref-type="fig"}. The reconstruction errors and the standard deviation are 7.154 and 7.248, respectively. The reconstruction errors of seventy-five percent are in the range of \[5.028, 8.718\]. The experimental results demonstrate that the abnormality can be reconstructed precisely. Furthermore, the reconstruction result is not affected by noise because the size of noises is typically one voxel but the size of a patch used to repair empty voxel is 9 × 9 × 9. The noise has no effect on the repairing calculation and the best matching patch selection. Therefore, it is obvious that the proposed GPM method can produce good reconstruction results for the abnormality regions in the ultrasound volume data.Fig.8The abnormality reconstruction results with GPM method Fig. 9The abnormality reconstruction errors with GPM method

Computation complexity analysis {#Sec16}
-------------------------------

The efficiency is crucial for the 3D freehand ultrasound reconstruction in clinical usage. To perform an objective evaluation of the computation time, let *O* represents the computational complexity of the algorithm,$\documentclass[12pt]{minimal}
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Table [5](#Tab5){ref-type="table"} shows the average computational times (in seconds) for VNN, PNN, DW, FMM, KR, BI and GPM algorithms in the process of 3D ultrasound volume reconstruction of data set 1 and 2. It can be seen that the computational time of the VNN algorithm is 115.0 s, which is the fastest among all the testing method. The fast computational efficiency of the VNN algorithm come from that it only needs to traverse the whole ultrasound volume once according to the space distribution of the pixels in ultrasound slices. The computational time of the DW algorithm is 263.6 s because that the construction process of DW algorithm includes the Bin-filling scheme and the Hole-filling strategy. After the bin-filling scheme, there are a lot of holes and empty voxels in the 3D volume data and the neighboring voxels are utilized to fill the empty voxels. The computational time of the KR and BI algorithm are 2937.0 and 2163.4 s, respectively. It takes a long time to optimize the parameters of kernel and Bezier curve. The computational time of the GPM algorithm is 240.95 s, which is also with large time burden. The reason is that the hole filling strategy of GPM algorithm is to fill the vacant voxels in the 3D ultrasound volume data through finding the best matching patch in the whole 3D ultrasound volume data.Table 5Computational time for VNN, PNN, DW, FMM, KR, BI and GPM algorithmsMethodData set 1Data set 2AverageBin-filling schemeHole-filling strategyTotalBin-filling schemeHole-filling strategyTotalVNN--98.698.6--131.4131.4115.00PNN33.866.3100.154.693.7148.3124.20DW--203.5203.5--323.7323.7263.60FMM39.162.4101.555.783.8139.5120.50KR34.92491.52524.455.13294.43349.52937.0BI--1715.51715.5--2611.32611.32163.4GPM43.5145.6189.161.1231.7292.8240.95Unit: second

Discussion {#Sec17}
==========

3D ultrasound volume reconstruction from B-model ultrasound slices can provide clear and intuitive images for tissues and lesions for the clinician, which has very important value in clinical practice. This paper proposed a novel global patch matching method for the reconstructing of 3D ultrasound volume from a series of free-hand B-model ultrasound slices. The proposed reconstruction method includes two main steps: bin-filling scheme and 3D hole-filling strategy. The bin-filling scheme is aimed to fill and interpolate the 3D volume data by the obtained ultrasound slices. To fully utilized the orientation information of each ultrasound slice and suppress the interference of the noise, we introduce the median absolute deviation the inter-quartile ranges absolute deviation to calculate the invariant property of each pixel of ultrasound image. Based on invariant response of the existing ultrasound images, the optimum contribution range for the overlapping range can be obtained. Then, the intensity of overlapping region can be obtained by weighted combination of the pixels within the best contribution ranges. The hole-filling strategy is designed to fill holes and gaps in the 3D volume data according to the texture and intensity distribution of the existing ultrasound voxels. For this method, the priority of the filling order of the vacant region is calculated by optimizing the confidence term, the data term and the gradient term. Then, hole-filling process starts from the voxel with the maximum priority weights. And the filling patch is obtained by finding the patch with maximum similarity measures in the whole volume data.

The performance of the proposed algorithm is evaluated on both phantom data and in vivo ultrasound data sets. For these data sets, we randomly delete a series of predefined holes and a number of continuous ultrasound slices, as the grand truths of the ultrasound volumes are exactly known, the reconstruction accuracy of the algorithms can be effectively quantified. The proposed algorithm is compared with the other four up to date reconstruction methods, including VNN, PNN, DW, FMM, KR, BI. From the experiments of the filled hole and ultrasound reconstruction, it can be seen that there are apparent boundaries for the results of VNN and PNN methods. The results may stem from both the VNN and PNN methods that utilize nearest neighboring pixels for the interpolation of the hole region, and the interpolated region usually has the same intensity values. And the intensity distribution in the interpolated region presents homogeneous property, which hence leads to obvious boundaries between the filled hole and its neighboring region. Compared with VNN and PNN methods, there are no obvious boundaries for the filled and the neighboring regions for the DW and BI method. As the DW and BI method utilizes a considerable number of pixels for the interpolation, the filled region seems very fuzzy and the details cannot be clearly identified. The filled region of the FMM and KR method seems clearer than that of the DW method. It is because that the FMM and BI method constraint the interpolation sequence, which hence effectively improves the sharpness of the filled region. Compared with the other methods, it can be seen that the proposed GPM method not only effectively preserves the detail of the filling region, but also, the filled regions are naturally mixed with the neighboring pixels. There are no distinct boundaries for the filling regions. Experiments demonstrate that the proposed method is very effective and robust for reconstructing ultrasound images. Among all the comparing methods, the proposed GPM method can restore the 3D ultrasound volume with minimum difference.

Conclusion {#Sec18}
==========

For the proposed GPM method, the overlapping pixel is determined by the neighboring pixels within the best contribution range, which hence can effectively utilize the neighboring similar pixels and maintain the smoothness of the interpolated voxels. And the vacant voxels are filled by searching the most similar patches in the whole volume data. Hence, the volume data is filled with high reconstruction accuracy and effectively preserves homogeneous distribution of the textures. For each vacant voxel, the proposed GPM method needs to search the best matching patch in the whole existing volume data, which hence is time consuming. The future study will be focused on GPU based accelerating of the reconstruction algorithm.

GPM

:   Global Patch Matching

PNN

:   pixel nearest neighbor
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:   voxel nearest neighbor
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