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In this paper, a class of 2N almost periodic attractors for Cohen–Grossberg-type bi-
directional associative memory (BAM) neural networks with variable coeﬃcients and
distributed delays is discussed. By imposing some new assumptions on activation functions
and system parameters, we split invariant basin of BAM into 2N compact convex subsets.
Then the existence of 2N almost periodic solutions lying in compact convex subsets is
attained. And some new criteria for the networks to converge toward these 2N almost
periodic solutions and exponential attracting domains are also given correspondingly.
Finally, some examples are presented to illustrate the feasibility and effectiveness of the
results.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Recently, bi-directional associative memory (BAM) neural network [1] has been intensively studied due to its potential
applications in many ﬁelds, such as pattern recognition, automatic control, image and signal processing, etc. The study on
the stability of the designed neural networks is one of the most important issues, and there are many important results
concerning on the subject, especially, on the existence and stability of equilibrium of BAM neural networks (see Refs. [2–5]
and references therein).
Cohen–Grossberg neural network (CGNN) is a kind of important neural network, which can be described as follows,
dxi(t)
dt
= −ai
(
xi(t)
)[
bi
(
xi(t)
)− n∑
j=1
c ji(t)g j
[
x j(t)
]− Ii
]
,
where i = 1,2, . . . ,n (n  2) is the number of neurons in the network; xi(t) denotes the state variable of the ith neuron
at time t; g j[x j(t)] denotes the activation function of the jth neuron at time t; the feedback matrix C = (ci j)n×n indicates
the strength of the neuron interconnections within the network; ai(xi(t)) represents an ampliﬁcation function; bi(xi(t)) is
an appropriately behaved function such that the solutions to the model remain bounded; I i represents external input at the
time t .
In [6–14], researchers have shown the potential applications of CGNN in classiﬁcation, parallel computation, associative
memory, especially in solving some optimization problems. In Ref. [15], by constructing a suitable Lyapunov functional, the
authors investigated asymptotic stability for the following Cohen–Grossberg-type BAM neural networks,
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dxi(t)
dt
= −ai
(
xi(t)
)[
bi
(
xi(t)
)− m∑
j=1
p ji(t) f j
[
λ j y j(t − τi j)
]]
,
dy j(t)
dt
= −c j
(
y j(t)
)[
d j
(
y j(t)
)− n∑
i=1
q ji(t)gi
[
μi xi(t − σi)
]]
.
In [16], the authors discussed the Cohen–Grossberg-type bidirectional associative memory (CGBAM) with time-varying de-
lays, ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
dxi(t)
dt
= −ai
(
xi(t)
)[
bi
(
xi(t)
)− m∑
j=1
p ji(t) f j
[
λ j y j(t − τi j)
]− Ii
]
,
dy j(t)
dt
= −c j
(
y j(t)
)[
d j
(
y j(t)
)− n∑
i=1
q ji(t)gi
[
μi xi(t − σi)
]− J j
]
.
They gave out several suﬃcient conditions to guarantee the existence, uniqueness and global exponential stability of the
equilibrium point. Moreover, they made an estimation of the exponential convergence rate for the model.
In [17], the authors concerned the existence of almost periodic solutions of the following system,⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
dxi(t)
dt
= −ai
(
xi(t)
)[
αi
(
xi(t)
)− m∑
j=1
p ji(t) f j
[
y j
(
t − τi j(t)
)]− Ii(t)
]
,
dy j(t)
dt
= −b j
(
y j(t)
)[
β j
(
y j(t)
)− n∑
i=1
q ji(t)gi
[
xi
(
t − σi j(t)
)]− L j(t)
]
,
where i = 1,2, . . . ,n; j = 1,2, . . . ,m. They studied the existence and uniqueness of the almost periodic solution by using
the ﬁxed point theorem. Meanwhile, they obtained some suﬃcient conditions to ensure globally exponentially stability of
the almost periodic solution.
In addition, experiments show that time delays can affect the stability of neural networks and lead to some other
dynamical behaviors (such as periodic or almost periodic oscillation, bifurcation, chaos, and so on). As we know, the non-
autonomous phenomenon often occurs in many realistic systems. For example, when we consider a long-time dynamical
behavior of a system, the parameters of the system usually vary over time. Moreover, the property of periodic oscillatory
solutions to neural networks is also very important and can be used in many ﬁelds. Many scholars have studied the peri-
odicity of neural networks, and they derived some suﬃcient conditions for checking the existence and stability of periodic
solutions to delayed BAM neural networks. Readers can read Refs. [18–22] for details.
In [23], the authors proposed a class of bi-directional Cohen–Grossberg neural networks with distributed delays as fol-
lows, ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
dxi(t)
dt
= −ai
(
xi(t)
)[
bi
(
t, xi(t)
)− m∑
j=1
p ji(t)
∞∫
0
Kij(u) f j
[
λ j y j(t − u)
]
du − Ii(t)
]
,
dy j(t)
dt
= −c j
(
y j(t)
)[
d j
(
t, y j(t)
)− n∑
i=1
q ji(t)
∞∫
0
Li j(u)gi
[
t,μi xi(t − u)
]
du − J j(t)
]
,
where i = 1,2, . . . ,n; j = 1,2, . . . ,m. By using the Lyapunov functional method and some analytical techniques, some suﬃ-
cient conditions are obtained for the global exponential stability of periodic solutions.
In [24], the authors considered a class of bi-directional Cohen–Grossberg-type BAM neural network with distributed
delays,⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
dxi(t)
dt
= −ai
(
xi(t)
)[
bi
(
xi(t)
)− m∑
j=1
p ji(t)
t∫
−∞
Kij(t − s) f j
[
y j(s)
]
ds − Ii(t)
]
,
dy j(t)
dt
= −c j
(
y j(t)
)[
d j
(
y j(t)
)− n∑
i=1
q ji(t)
t∫
−∞
Li j(t − s)gi
[
xi(s)
]
ds − J j(t)
]
,
where i = 1,2, . . . ,n; j = 1,2, . . . ,m. Combining inequality analysis method, the exponential dichotomy with ﬁxed point
theorem, some suﬃcient conditions are obtained for the existence and exponential of periodic solutions.
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than low-order neural networks, so it is necessary to consider the higher-order cases. In 2008 (Refs. [25,26]), the authors
discussed high-order neural networks, and they drew some conclusions on dynamical behavior of unique almost periodic
solution (or periodic solution). However, to the best knowledge of the authors, few papers deal with coexistence of multiple
almost periodic solutions of high-order neural networks. Recently, Huang et al. [27] considered a class of CNNs,⎧⎪⎪⎪⎨⎪⎪⎪⎩
duk(t)
dt
= −μk(t)uk(t) +
N∑
i=1
αkj(t)ρ j
[
u j
(
t − ξkj(t)
)]+ N∑
j=1
βki(t)
t∫
t−σ
Cki(t − s)ρ j
(
u j(s)
)
ds + λk(t),
uk(s) = φk(s), −ω s 0.
By using the theory of exponential dichotomy and Schauder’s ﬁxed point theorem, they attained existence result of 2N
almost periodic solutions lying in compact convex subsets.
Motivated by the above mentioned, in this paper, we consider 2N almost periodic attractors for Cohen–Grossberg-type
BAM neural networks with the form:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dxk(t)
dt
= −ωk
(
xk(t)
)[
ak
(
xk(t)
)− N∑
i=1
pki(t) f i
[
yi
(
t − ki(t)
)]
−
N∑
i=1
qki(t)
t∫
t−ς
Uki(t − s) f
(
yi(s)
)
ds − Ik(t)
]
,
dyk(t)
dt
= −μk
(
yk(t)
)[
bk
(
yk(t)
)− N∑
j=1
αkj(t)g j
[
x j
(
t − κkj(t)
)]
−
N∑
j=1
βkj(t)
t∫
t−ς
Vkj(t − s)g
(
x j(s)
)
ds − Jk(t)
]
,
xk(s) = ηk(s), −ς  s 0,
yk(s) = ρk(s), −ς  s 0,
(1.1)
where i, j are the numbers of neurons in the network; xk(t) = (xk1(t), . . . , xkn(t)) and yk(t) = (yk1(t), yk2(t), . . . , ykm(t)) are the
states of the ith neuron from the neuron from the neural ﬁeld Fx and the jth neural ﬁeld F y at the time t , respectively;
ωi(xk(t)), μ j(yk(t)) (i, j = 1,2, . . . ,n) represent ampliﬁcation functions; ai(xk(t)), b j(yk(t)) are appropriately behaved func-
tions; pki(t), αkj(t) are the connection weights at the time t , f i , g j denote the activation functions of ith neuron from F y
and the j neuron from Fx , respectively; q ji weights the strength of the ith neuron on the time jth neuron at the time t;
βi j weights the strength of the ith neuron on the time jth neuron at the time t; ki(t) and κkj(t) correspond to the
transmission delay along the axon of the ith and jth unit which is nonnegative and bounded respectively, 0 ki(t) ∗ ,
0 κkj(t) κ∗ , ς =max{∗, κ∗}. The kernels Uki : [0,+∞) → [0,+∞) and Vki : [0,+∞) → [0,+∞) (i, j = 1,2, . . . ,n) are
continuous functions. Ik(t) and Jk(t) denote the external inputs on the kth neuron at time t , respectively; φi(s) and ψi(s)
are the initial solutions of system (1.1), where φi(s) and ψi(s) are continuous almost periodic functions on R.
The remaining part of the paper is organized as follows. In Section 2, we shall introduce some notations, deﬁnitions
and preliminaries which will be used later. In Section 3, suﬃcient conditions are obtained to ensure the existence, global
exponential stability of the almost periodic solution. In Section 4, some examples are given to show the effectiveness of the
obtained results. Finally, the conclusion is drawn in Section 5.
2. Preliminaries
In this paper, we denote by ζ([−ς,0],RN ) the set of all continuous mappings from [−ς,0] to RN , equipped with
norm ‖.‖ς ,
‖z‖ς = max
1iN
{∥∥φi∥∥
ς
,
∥∥ϕ j∥∥
ς
}
,
where ‖φi‖ς = sup−ςt0 |φi(t)|ς , ‖ϕ j‖ς = sup−ςt0 |ϕ j(t)|ς , and(
φ = (φ1, φ2, . . . , φN), ϕ = (ϕ1,ϕ2, . . . ,ϕN)) ∈ ζ 2([−ς,0],RN).
Let l > 0, for any U (.) ∈ ζ([−ς, l],RN ), t ∈ [0, l]. We deﬁne Ut(s) = U (t + s), s ∈ [−ς,0], then we have Ut(.) ∈
ζ([−ς,0],RN ). For any given (φ,ϕ) ∈ ζ 2([−ς,0],RN ), we denote by (x(t;φ), y(t;ϕ)) the solution of BAM (1.1) with initial
condition z0(s) = (φ(s),ψ(s)) for all s ∈ [−ς,0].
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 > 0, it is possible to ﬁnd a real number l = l() > 0. For any interval with length l(), there exists a number ω = ω() in
this interval such that |x(t + ω) − x(t)| <  for all t ∈R.
By Deﬁnition 2.1, we know that all almost periodic functions are bounded. Let (AP,‖.‖) be the Banach space of all real-
valued almost periodic functions with commonly used supremum norm ‖.‖. We denote g := supt∈R g(t), g⊥ := inft∈R g(t)
for any g(t) ∈AP .
Throughout this paper, k ∈ {1,2, . . . ,N}, and we always assume the following conditions hold.
(H1) The ampliﬁcation functions ωi(xi), μ j(y j) (xi, y j ∈ R , i = 1,2, . . . ,n, j = 1,2, . . . ,m) are continuous and bounded.
That is, there exist positive constants ω⊥i , ω

i , μ
⊥
j , μ

j , such that 0< ω
⊥
i ωi(xi)ωi , 0< μ⊥j μ j(y j)μj .
(H2) Behaved functions ai(xi(t)), b j(y j(t)) are continuous with ai(0) = 0, b j(0) = 0 and there exist constants λi , λ˜ j such
that ⎧⎪⎪⎨⎪⎪⎩
0< λi 
ai(x) − ai(x˜)
x− x˜ , ∀x, x˜ ∈ R, x 
= x˜, i = 1,2, . . . ,n;
0< λ˜ j 
b j(y) − b j( y˜)
y − y˜ , ∀y, y˜ ∈ R, y 
= y˜, j = 1,2, . . . ,m.
(H3) pki(t), qki(t), αkj(t), βkj(t), Ik(t), Jk(t), ξk(t) are all almost periodic functions deﬁned on R, pkk(t) p⊥kj  0, qkk(t)
q⊥ki  0, αkk(t)  α⊥kj  0, βkk(t)  β⊥kj  0, ak(t)  a⊥k  0, bk(t)  b⊥k  0, and derivative (t), κ(t) are uniformly
continuous on R with inft∈R(1− ˙ki(t)) > 0, inft∈R(1− κ˙kj(t)) > 0.
(H4) Kernel functions Uki(·), Vkj(·) are positive, continuous, and they satisfy⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
ς∫
0
(
Uki(s)
)θ
ds = τki(θ,ς),
ς∫
0
(
Vkj(s)
)δ
ds = σkj(δ,ς),
where 0 < τkj(θ,ς),σkj(δ,ς) < +∞ are continuous functions on (0, θˆ ], (0, δˆ], respectively. Furthermore, when ς =
+∞, τki(θ) := τki(θ,+∞), σki(δ) := σki(δ,+∞) and τki(1,1) = 1, σki(1,1) = 1.
(H5) The activation functions f i(.), g j(.) satisfy ( f i(.), g j(.)) ∈ ζ 2 and∣∣ f i(x)∣∣ χi, f i(0) = 0, f˙ i(x) = f˙ i(−x) > 0, x f¨ i(x) < 0, x ∈R, χi ∈ R+,∣∣g j(y)∣∣ χ j, g j(0) = 0, g˙ j(y) = g˙ j(−y) > 0, y g¨ j(y) < 0, y ∈R, χ j ∈ R+.
Remark 2.1. Obviously, we are able to ﬁnd out functions f i(s), g j(s). For example, choose f i(s) = tanh(s), g j(s) = coth(s)
as sigmoid activations, then it is easy to verify that f i(.), g j(.) ∈ ζ , f i(0) = g j(0) = 0, and 0 < f˙ i(s) = f˙ i(−s) = 1 − tanh2 s,
| f i(s)| < 1, 0< g˙ j(s) = g˙ j(−s) = 1−coth2 s, |g j(s)| < 1, In addition, f i(s), g j(s) satisfy that s f¨ i(s) = 2s tanhs(tanh2s−1) < 0,
sg¨ j(s) = 2s coths(coth2s − 1) < 0.
In the following of the paper, we denote ξki(t) = t − τki(t), ηkj(t) = t − σkj(t). Since inft∈R(1 − τ˙ki(t)) > 0, inft∈R(1 −
σ˙kj(t)) > 0, it is easy to get that the inverse functions ξ
−1
ki (t), η
−1
kj (t) exist for each i, j ∈ {1,2, . . . ,N}.
Before we derive some properties of solutions of BAM (1.1), we need to introduce the following deﬁnition.
Deﬁnition 2.2. (See [28].) Let M be a subset of ζ([−ς,0],RN ). M is said to be an invariant basin of BAM (1.1) if and only
if for any (φ,ϕ) ∈M , t  0, (xt(. ;φ), yt(. ;ϕ)) ∈M , here (x(t, φ), y(t,ϕ)) is the solution of BAM (1.1) with initial condition
(φ,ϕ).
Deﬁne
Mˆ =
{
(φ,ϕ) ∈ ζ 2([−ς,0],RN) ∣∣∣ ∣∣φk(s)∣∣ωk
[
Ik +
N∑
i=1
(
pki + qkiτki(1, ς)
)
χi
]/(
λkω
⊥
k
)
,
∣∣ϕk(s)∣∣μk
[
Jk +
N∑(
αki + βkiσki(1, ς)
)
χi
]/(
λkμ
⊥
k
)
, s ∈ [−ς,0], k = 1,2, . . . ,N
}
.i=1
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Theorem 2.1. Assume that (A1)–(A5) hold. Any solution (x(t;φ), y(t,ϕ)) of BAM (1.1) is uniformly bounded with initial condition
(φ,ϕ) ∈ Mˆ . Moreover, Mˆ is an invariant basin of BAM (1.1).
Proof. From BAM (1.1), we have⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
d+|xk(t)|
dt
−λkω⊥k
∣∣xk(t)∣∣+ [Ik + N∑
i=1
(
pki + qkiτki(1, ς)
)
χi
]
ωk ,
d|yk(t)|
dt
−λkμ⊥k
∣∣yk(t)∣∣+ [ Jk + N∑
j=1
(
αkj + βkjσkj(1, ς)
)
χ j
]
μk ,
where t  0, and ( d+dt )(.) denotes the upper right Dini derivative operator. From the above equations and conditions
(H1)–(H5), we have⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
d(|xk(t)|e
∫ t
t0
λkω
⊥
k dr)
dt
 e
∫ t
t0
λkω
⊥
k dr
[
Ik +
N∑
i=1
(
pki + qkiτki(1, ς)
)
χi
]
ωk ,
d(|yk(t)|e
∫ t
t0
λkμ
⊥
k dr)
dt
 e
∫ t
t0
λkμ
⊥
k dr
[
Jk +
N∑
j=1
(
αkj + βkjσkj(1, ς)
)
χ j
]
μk , t0  0.
(2.1)
Integrating the ﬁrst inequality of (2.1) from t0 to t ,
∣∣xk(t)∣∣eλkω⊥k (t−t0)  ∣∣xk(t0)∣∣+ t∫
t0
e
∫ s
t0
λkω
⊥
k dr
[
Ik +
N∑
i=1
(
pki + qkiτki(1, ς)
)
χi
]
ωk ds
= ∣∣xk(t0)∣∣+ t∫
t0
e(λkω
⊥
k )(s−t0)
[
Ik +
N∑
i=1
(
pki + qkiτki(1, ς)
)
χi
]
ωk ds
= ∣∣xk(t0)∣∣+ [Ik + N∑
i=1
(
pki + qkiτki(1, ς)
)
χi
] t∫
t0
e(λkω
⊥
k )(s−t0)ωk ds
= ∣∣xk(t0)∣∣+ [Ik + N∑
i=1
(
pki + qkiτki(1, ς)
)
χi
](
e(λkω
⊥
k )(t−t0) − 1)ωk /(λkω⊥k ),
so
∣∣xk(t)∣∣ e−(λkω⊥k )(t−t0){∣∣xk(t0)∣∣− ωk
[
Ik +
N∑
i=1
(
pki + qkiτki(1, ς)
)
χi
]}/(
λkω
⊥
k
)
+
[
Ik +
N∑
i=1
(
pki + qkiτki(1, ς)
)
χi
]
ωk
/(
λkω
⊥
k
)
. (2.2)
Similarly, by integrating the second inequality of (2.1) from t0 to t , we get
∣∣yk(t)∣∣ e−(λkμ⊥k )(t−t0){∣∣yk(t0)∣∣− μk
[
Jk +
N∑
i=1
(
αki + βkiσki(1, ς)
)
χi
]}/(
λkμ
⊥
k
)
+
[
Jk +
N∑
i=1
(
αki + βkiσki(1, ς)
)
χ j
]
μk
/(
λkμ
⊥
k
)
. (2.3)
Noting that the initial condition (x0, y0) ∈ Mˆ , we have
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{∣∣xk(t0)∣∣−ωk
[
Ik +
N∑
i=1
(
pki + qkiτki(1, ς)
)
χi
]}/(
λkω
⊥
k
)
< 0,
e−(λkμ⊥k )(t−t0)
{∣∣yk(t0)∣∣− μk
[
Jk +
N∑
i=1
(
αki + βkiσki(1, ς)
)
χi
]}/(
λkμ
⊥
k
)
< 0.
Thus we have for all t  0,⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∥∥xkt (·;φ)∥∥ς 
[
Ik +
N∑
i=1
(
pki + qkiτki(1, ς)
)
χi
]
ωk
/(
λkω
⊥
k
)
,
∥∥ykt (·;ϕ)∥∥ς 
[
Jk +
N∑
i=1
(
αki + βkiσki(1, ς)
)
χi
]
μk
/(
λkμ
⊥
k
)
.
That is, (xt , yt) ∈ Mˆ for all t  0, and zt = (ut , vt) is uniformly bounded. The proof is complete. 
Remark 2.2. From the proof of the above theorem, one can see that all almost periodic solutions of BAM (1.1) locate
themselves in invariant basin Mˆ .
From (H1), the antiderivatives of 1ωk(xk)
and 1
μk(yk)
exist. Without loss of generality, we may choose an antiderivative
Fk(xk) of
1
ωk(xk)
, Gk(yk) of
1
μk(yk)
with Fk(0) = Gk(0) = 0, respectively. That is,(
F−1k
)′(
xk
)= ωk(xk), (G−1k )′(yk)= μk(yk).
Obviously, Fk(xk) and Gk(yk) are existential, continuous and derivative. Furthermore, the composition functions ω[F−1k (xk)]
and μ[G−1k (yk)] are differential. For the sake of convenience, we denote uk(t) = Fk[xk(t)] and vk(t) = Gk[yk(t)]. It is easy to
see that(
uk
)′
(t) = F ′k
(
xk
)[
xk(t)
]′ = [xk(t)]′/ωk[xk(t)],(
vk
)′
(t) = G ′k
(
yk
)[
yk(t)
]′ = [yk(t)]′/μk[yk(t)]
and xk(t) = F−1k [uk(t)]; yk(t) = G−1k [vk(t)]. Substituting these equalities into the system (1.1), we can get that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
duk(t)
dt
= −ak
(
F−1k
[
uk(t)
])+ N∑
i=1
pki(t) f i
[
G−1k
[
vk
(
t − ki(t)
)]]
+
N∑
i=1
qki(t)
t∫
t−ς
Uki(t − s) f i
(
G−1k
[
vk(s)
])
ds + Ik(t),
dvk(t)
dt
= −bk
(
G−1k
[
vk(t)
])+ N∑
j=1
αkj(t)g j
[
F−1k
[
uk
(
t − κkj(t)
)]]
+
N∑
j=1
βkj(t)
t∫
t−ς
Vkj(t − s)g j
(
F−1k
[
uk(s)
])
ds + Jk(t),
uk(s) = Fk
[
xk(s)
] := φk(s), −ς  s 0,
vk(s) = Gk
[
yk(s)
] := ϕk(s), −ς  s 0.
(2.4)
From (H2) we have{
ak
(
F−1k
[
uk(t)
])= (ak(θ F−1k [uk(t)]))′uk(t) = a˜k(uk(t))uk(t),
bk
(
G−1k
[
vk(t)
])= (bk(δG−1k [vk(t)]))′vk(t) = b˜k(vk(t))vk(t) (2.5)
where 0 θ  1, 0 δ  1. Furthermore, the system (2.5) can be written as the following system:
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duk(t)
dt
= −a˜k
(
uk(t)
)
uk(t) +
N∑
i=1
pki(t) f i
[
G−1k
[
vk
(
t − ki(t)
)]]
+
N∑
i=1
qki(t)
t∫
t−ς
Uki(t − s) f i
(
G−1k
[
vk(s)
])
ds + Ik(t),
dvk(t)
dt
= −b˜k
(
vk(t)
)
vk(t) +
N∑
j=1
αkj(t)g j
[
F−1k
[
uk
(
t − κkj(t)
)]]
+
N∑
j=1
βkj(t)
t∫
t−ς
Vkj(t − s)g j
(
F−1k
[
uk(s)
])
ds + Jk(t),
uk(s) = φk(s), −ς  s 0,
vk(s) = ϕk(s), −ς  s 0.
(2.6)
Therefore, the system (1.1) has a unique almost periodic solution which is global exponentially stable if and only if the
system (2.4) (or system (2.6)) has a unique almost periodic solution which is global exponentially stable.
To investigate the existence of 2N compact convex subsets of AP × · · · ×AP︸ ︷︷ ︸
N
, we consider the following auxiliary
functions:{
Ek(z) = −ak z + p⊥kk fk(z),
Fk(υ) = −bk υ + α⊥kk gk(υ), k = 1,2, . . . ,N.
• (H∗1)⎧⎪⎨⎪⎩
p⊥kk inf
E∈R
f˙k(z) < a

k < p
⊥
kk sup
E∈R
f˙k(z),
α⊥kk inf
F∈R
g˙k(z) < b

k < α
⊥
kk sup
F∈R
g˙k(z).
Lemma 2.1. Suppose that the assumptions (H∗1), (H5) hold. Then there only exist four points zk1 , zk2 , υk1 , and υk2 with zk1 < 0< zk2 ,
υk1 < 0< υk2 , such that E˙k(zkl) = 0, F˙k(υkl) = 0 and
E˙k(z) sgn
{
z − zk1
z − zk2
}
< 0, F˙υ(υ) sgn
{
υ − υk1
υ − υk2
}
< 0,
where z 
= zkl , υ 
= υkl (l = 1,2) and sgn(.) denotes a symbolic function.
Proof. We have E˙k(z) = 0, F˙k(υ) = 0 if and only if f˙k(z) = ak /p⊥kk , g˙k(z) = bk /α⊥kk . Obviously,{
E˙(z) = −ak + p⊥kk f˙k(z), E¨(z) = p⊥kk f¨k(z),
F˙(z) = −bk + α⊥kk g˙k(z), F¨(z) = α⊥kk g¨k(z),
thus, E¨, F¨ and f¨ , g¨ have the same symbolic, respectively. By (H5), there exist two points zk1, zk2 and υk1,υk2 with zk1 <
0< zk2, υk1 < 0< υk2, such that f˙k(zk1) = ak /p⊥kk , g˙k(υk1) = bk /α⊥kk . That is, E˙k(zkl) = 0, F˙k(υkl) = 0. Since f˙k(z), g˙k(υ) are
strictly increasing on (−∞, zk1], (−∞,υk1], and is strictly decreasing on [zk2,+∞), [υk2,+∞), we get that(−ak + p⊥kk f˙k(z)) sgn{ z − zk1z − zk2
}
< 0; (−b + α⊥kk gk(υ)) sgn{υ − υk1υ − υk2
}
< 0.
That is
E˙k(z) sgn
{
z − zk1
z − zk2
}
< 0, F˙υ(υ) sgn
{
υ − υk1
υ − υk2
}
< 0,
where z 
= zkl , υ 
= υkl , l = 1,2. The proof is complete. 
In order to deduce our main result, we consider another additional assumption.
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(−1)l[Ek(zkl) + Ik(t)]> N∑
i=1
(
pki + qkiτki(1, ς)
)
χi,
(−1)l[F j(υkl) + Jk(t)]> N∑
j=1
(
αkj + βkjσkj(1, ς)
)
χ j,
for all t ∈R, l = 1,2, and k = 1,2, . . . ,N . Here pki∗ := pki , αkj∗ := αkj when i∗, j∗ 
= k, otherwise pki∗ := 0, αki∗ := 0.
Choose l = 1 in (H∗2), then we get⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Ek(zkl) + sup
t∈R
Ik(t) +
N∑
i=1
(
pki∗ + qkiτki(1, ς)
)
χi < 0,
F j(υkl) + sup
t∈R
Jk(t) +
N∑
j=1
(
αkj∗ + βkjσkj(1, ς)
)
χ j < 0.
From Lemma 2.1, we know that Ek(z), Fk(υ) are strictly decreasing on (−∞, zk1], (−∞,υk1]. From condition (H5), we can
claim that Ek(z) → +∞, Fk(υ) → +∞, as z → −∞, υ → −∞, Hence there exist a unique z∗k1 < zk1 < 0, υ∗k1 < υk1 < 0,
such that⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Ek
(
z∗k1
)+ sup
t∈R
Ik(t) +
N∑
i=1
(
pki∗ + qkiτki(1, ς)
)
χi = 0,
F j
(
υ∗k1
)+ sup
t∈R
Jk(t) +
N∑
j=1
(
αkj∗ + βkjσkj(1, ς)
)
χ j = 0.
(2.7)
Let l = 2 in (A∗2), by the similar argument, we derive that there exist a unique solution (z∗k1,υ∗k1), z∗k2, υ∗k2 with 0< zk2 < z∗k2,
0< υk2 < υ∗k2, such that⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Ek
(
z∗k2
)+ inf
t∈R
Ik(t) −
N∑
i=1
(
pki∗ + qkiτki(1, ς)
)
χi = 0,
F j
(
υ∗k2
)+ inf
t∈R
Jk(t) −
N∑
j=1
(
αkj∗ + βkjσkj(1, ς)
)
χ j = 0.
(2.8)
Take the following notations:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
pk1 := −
[
Ik +
N∑
i=1
(
pki + qkiτki(1, ς)
)
χi
]/
a˜⊥k , qk1 := z∗k1,
pk2 := z∗j2, qk2 =
[
Ik +
N∑
i=1
(
pki + qkiτki(1, ς)
)
χi
]/
a˜⊥k ;
and ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
αk1 := −
[
Jk +
N∑
j=1
(
αkj + βkjσkj(1, ς)
)
χ j
]/
b˜⊥k , βk1 := υ∗k1,
αk2 := υ∗k2, βk2 =
[
Jk +
N∑
j=1
(
αkj + βkjσkj(1, ς)
)
χ j
]/
b˜⊥k .
By Eqs. (2.7) and (2.8), we can check that pk1 < qk1 < 0< pk2 < qk2, αk1 < βk1 < 0< αk2 < βk2. Deﬁne the following sets:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Kk1 :=
{
ξ ∈ ζ ([−ς,0],R) ∣∣ ξ(s) qk1, s ∈ [−ς,0]},
Kk2 :=
{
ξ ∈ ζ ([−ς,0],R) ∣∣ ξ(s) pk2, s ∈ [−ς,0]},
Hk1 :=
{
η ∈ ζ ([−ς,0],R) ∣∣ η(s) βk1, s ∈ [−ς,0]},
H := {η ∈ ζ ([−ς,0],R) ∣∣ η(s) α , s ∈ [−ς,0]}.k2 k2
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D j1 :=
{
z ∈R ∣∣ z qk1}, D j2 := {z ∈R ∣∣ z pk2},
B jl :=
{
ξ(t) ∈AP ∣∣ pkl  ξ(t) qkl, t ∈R},
Ci1 :=
{
z ∈R ∣∣ z βk1}, Di2 := {z ∈R ∣∣ z αk2},
Eil :=
{
η(t) ∈AP ∣∣ αkl  η(t) βkl, s ∈R}, l = 1,2.
Let ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
K
∑
:=K11 ×K22 × · · · ×KNN︸ ︷︷ ︸
N
⊂ ζ ([−ς,0],RN), D∑k :=Dkk ,
H
∑
:=H11 ×H22 × · · · ×HNN︸ ︷︷ ︸
N
⊂ ζ ([−ς,0],RN), C∑k :=Ckk
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
D
∑
:=D1ϑ1 ×D2ϑ2 × · · · ×DNϑN︸ ︷︷ ︸
N
⊂RN , B
∑
:=B1ϑ1 ×B2ϑ2 × · · · ×BNϑN︸ ︷︷ ︸
N
,
C
∑
:=C1ϑ1 ×C2ϑ2 × · · · ×CNϑN︸ ︷︷ ︸
N
⊂RN , E
∑
:= E1ϑ1 ×E2ϑ2 × · · · ×ENϑN︸ ︷︷ ︸
N
where
∑ = (ϑ1, ϑ2, . . . , ϑN ) with ϑi = 1,2 (that is ∑ ∈ {1,2} × · · · × {1,2}︸ ︷︷ ︸
N
). It is obviously that Bkl , Ekl (l = 1,2) are
compact convex subsets of AP (see Ref. [1]). With the above notations, we split invariant basin Mˆ into 2N compact
convex subsets B
∑
, E
∑
of AP × · · · ×AP︸ ︷︷ ︸
N
.
Deﬁnition 2.3. Let z ∈RN and Q (t, z) be an N × N continuous matrix deﬁned on R ×RN . For any continuous function
u(t) :R →RN , the system z˙(t) = Q (t,u(t))z(t) is said to be an exponential dichotomy on R, if there exist constants
k, λ > 0, projection S and the fundamental matrix Zu(t) satisfying:∥∥Zu(t)S Z−1u (s)∥∥ ke−λ(t−s), for t  s,∥∥Zu(t)(I − S)Z−1u (s)∥∥ ke−λ(s−t), for s t.
Deﬁnition 2.4. Let wˆ(t) be an almost periodic solution of BAM and U ⊆ (ζ [−ς,0],R). If there exist Fˆ  1, and vˆ > 0 such
that for any φ ∈U , we have∥∥wˆ(t) − w(t;φ)∥∥ Fˆ‖wˆ|[−ς,0] − φ‖ς e−vˆt,
where w(t) is the solution of BAM with initial condition φ, wˆ|[−ς,0](s) := wˆ(s), s ∈ [−ς,0]. Then U is said to be an
exponential attracting domain of wˆ(t).
Lemma 2.2. (See [28].) If the linear system z˙(t) = Q (t,u(t))z(t) has an exponential dichotomy, then the almost periodic system
z˙(t) = Q (t,u(t))z(t) + h(t,w(t)) has an almost periodic solution which can be expressed as follows:
Z(t) =
t∫
−∞
Zu(t)S Z
−1
u (s)h
(
s,u(s)
)
ds −
∞∫
t
Zu(t)(I − S)Z−1u (s)h
(
s,u(s)
)
ds.
Lemma 2.3. (See [29].) Let p  1 and m 1 be integers, θ1, θ2, . . . , θm, θ denote m+ 1 nonnegative real numbers. Then the following
inequality holds:
θ
℘1
1 θ
℘2
2 · · · θ℘mm 
℘1θ
p
1 + ℘2θ p2 + · · · + ℘mθ pm + θ p
p
,
where ℘1,℘2, . . . ,℘m are nonnegative real numbers and satisfy
∑N
k=1 ℘k = p − 1.
3. 2N almost periodic attractors for BAMs (1.1)
In this section, we would discuss the existence of 2N almost periodic solutions of (1.1), and give an exponential attracting
domain for each almost periodic attractor.
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∑
, there exists at least one almost periodic solution
(φ∑(t),ϕ∑(t)) of system (2.6) inB∑ ×E∑ .
Proof. Since inft∈R a˜k(t) > 0, inft∈R b˜k(t) > 0, we can claim that the following linear system⎧⎪⎪⎨⎪⎪⎩
duk(t)
dt
= −diag(a˜1(uk1(t)), a˜2(uk2(t)), . . . , a˜N(ukN(t)))uk(t),
dvk(t)
dt
= −diag(b˜1(vk1(t)), b˜2(vk2(t)), . . . , b˜N(vkN(t)))vk(t)
(3.1)
admits exponential dichotomy on R. According to Lemma 2.2, for any φ = (φ1, φ2, . . . , φN) ∈B
∑
, ϕ = (ϕ1,ϕ2, . . . , ϕN) ∈
E
∑
, the following almost periodic system⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dxk(t)
dt
= −a˜k
(
xk(t)
)
xk(t) +
N∑
i=1
pki(t) f i
[
G−1i
[
ϕ i
(
t − ki(t)
)]]
+
N∑
i=1
qki(t)
t∫
t−ς
Uki(t − s) f i
(
G−1i
[
ϕ i(s)
])
ds + Ik(t),
dyk(t)
dt
= −b˜k
(
yk(t)
)
yk(t) +
N∑
j=1
αkj(t)g j
[
F−1j
[
φ j
(
t − κkj(t)
)]]
+
N∑
j=1
βkj(t)
t∫
t−ς
Vkj(t − s)g j
(
F−1j
[
φ j(s)
])
ds + Jk(t)
(3.2)
has an almost periodic solution deﬁned by A = (G ,L ),
G
∑
φ = (G∑1 φ,G∑2 φ, . . . ,G∑N φ), L∑ϕ = (L∑1 ϕ,L∑2 ϕ, . . . ,L∑N ϕ),
where⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
G
∑
k φ
)
(t) =
t∫
−∞
exp
(
−
t∫
s
a˜k
(
uk(r˜)
)
dr˜
)[
N∑
i=1
pki(s) f i
(
G−1i
[
ϕ i
(
s − ki(s)
)])
+
N∑
i=1
qki(s)
t∫
t−ς
Uki(s − r) f i
(
G−1i
[
ϕ i(r)
])
dr + Ik(s)
]
ds,
(
L
∑
k ϕ
)
(t) =
t∫
−∞
exp
(
−
t∫
s
b˜k
(
vk(r˜)
)
dr˜
)[
N∑
j=1
αkj(s)g j
(
F−1j
[
φ j
(
s − κkj(s)
)])
+
N∑
j=1
βkj(s)
t∫
t−ς
Vkj(s − r)g j
(
F−1j
[
φ j(r)
])
dr + Jk(s)
]
ds.
(3.3)
We need two steps to complete our proof.
Step 1. We should prove that pkk  (G
∑
k φ)(t) qkk , αkk  (L
∑
k ϕ)(t) βkk , t ∈R.
From (H3)–(H5) and system (3.3), one obtains that
∣∣(G∑k φ)(t)∣∣
(
N∑
i=1
(
pki + qkiτki(1, ς)
)
χi + Ik (t)
) t∫
−∞
exp
(
−
t∫
s
a˜⊥k dr˜
)
ds

(
N∑
i=1
(
pki + qkiτki(1, ς)
)
χi + Ik (t)
)/
a˜⊥k = qk2. (3.4)
If ϑk = 2, then φk(t) qk2. From (H∗) and (2.4), (3.3), we have2
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G
∑
k φ
)
(t) =
t∫
−∞
exp
(
−
t∫
s
a˜k
(
uk(r˜)
)
dr˜
)[
pkk(s) fk
(
G−1k
[
ϕk
(
s − τkk(s)
)])+ Ik(s)]ds
+
t∫
−∞
exp
(
−
t∫
s
a˜k
(
uk(r˜)
)
dr˜
)[
N∑
i=1, i 
=k
pki(s) f i
(
G−1i
[
ϕ i
(
s − τki(s)
)])
+
N∑
i=1
qki(s)
s∫
s−ς
Uki(s − r) f i
(
G−1i
[
ϕ i(r)
])
dr
]
ds

t∫
−∞
exp
(
−
t∫
s
a˜k
(
uk(r˜)
)
dr˜
)
ds
[
p⊥kk fk
(
G−1[pk2]
)+ I⊥k (t)]
−
t∫
−∞
exp
(
−
t∫
s
a˜k
(
uk(r˜)
)
dr˜
)
ds
N∑
i=1
(
pki∗ + qkiτki(1, ς)
)
χi

[
p⊥kk fk
(
G−1[pk2]
)+ I⊥k (t) − N∑
i=1
(
pki∗ + qkiτki(1, ς)
)
χi
]/
a˜k = pk2. (3.5)
By (3.4) and (3.5), we have pk2  (G
∑
k φ)(t) qk2.
If ϑk = 1, by similar argument, we can prove that for all t ∈ R, pk1  (G
∑
k φ)(t)  qk1. Hence, we have pkk 
(G
∑
φ)(t)  qkk . Similarly, we have αkk  (L
∑
ϕ)(t)  βkk for each k ∈F , and all t ∈R. So, A
∑
= (G
∑
φ,L
∑
ϕ) ⊂
B
∑
×B
∑
.
Step 2. We should prove that G
∑
:B
∑
→B
∑
is continuous.
Take any two initial conditions φ,φ∗ ∈B
∑
, with φ = (φ1, φ2, . . . , φN), φ∗ = (φ∗1, φ∗2, . . . φ∗N). From (3.3), and La-
grange’s mean value theorem, we have
∣∣(G∑k φ)(t) − (G∑k φ∗)(t)∣∣
t∫
−∞
exp
(
−
t∫
s
a˜k
(
uk(r˜)
)
dr˜
)
×
[
N∑
i=1
pki
∣∣ f i(G−1i [ϕ i(s − τki(s))])− f i(G−1i [ϕ∗i(s − τki(s))])∣∣
+
N∑
i=1
qki
t∫
t−ς
Uki(s − r)
∣∣ f i(G−1i [ϕ i(r)])− f i(G−1i [ϕ∗i(r)])∣∣dr
]
ds

[
N∑
i=1
(
pki + qkiτki(1, ς)
)
sup
γ∈R
dfi[G−1i (γ )]
dγ
/
a˜⊥k
]∥∥ϕ − ϕ∗∥∥
ς
. (3.6)
Inequality (3.6) leads to
∥∥G∑φ −G∑φ∗∥∥max
k∈F
[
N∑
i=1
(
pki + qkiτki(1, ς)
)
sup
γ∈R
dfi[G−1i (γ )]
dγ
/
a˜⊥k
]∥∥ϕ − ϕ∗∥∥
ς
.
This implies that G
∑
(.) is continuous with respect to φ ∈B
∑
. Similarly, we can discuss that L
∑
(.) is continuous with
respect to ϕ ∈ E
∑
. Hence, A
∑
= (G
∑
,L
∑
)(.) is continuous. Since each B
∑
×E
∑
is compact and A
∑
: (G
∑
,L
∑
) →
(G
∑
,L
∑
) is continuous, by Schauder’s ﬁxed point theorem, there exists at least one (U∑(t), V∑(t)) ⊂B∑ × E∑ such
that A
∑
(U∑, V∑) = (U∑, V∑), hence (U∑, V∑) is an almost periodic solution of BAM in B∑ × E∑ . The proof is com-
plete. 
From Theorem 3.1, we know that there exist 2N almost periodic solutions of BAM (1.1) in B
∑
× E
∑
. Now we are in
a position to discuss the convergent dynamics of the almost periodic solutions. For this purpose, we assume that:
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∑
, there exist positive constants ck,ol  0, ̂ˆol, oˆl  0, R̂ il , Ril , M̂il , Mil , N̂il , Mil , ̂ˆMil , Mˆil , ̂ˆNil , Mˆil and
positive integers m, n, p, u, v, such that for all z ∈R, we have
u< pcka˜k
(
xk(t)
)− ck N∑
i=1
[
m∑
l=1
ol
∣∣pki(t)∣∣MMil( sup
z∈D
∑
i
f˙ i
([
G−1i (z)
]))MNil
+
m∑
l=1
oˆl
∣∣qki(t)∣∣MMˆil( sup
z∈D
∑
i
f˙ i
([
G−1i (z)
]))MNˆil
τki(MRil, ς)
]
−
N∑
i=1
ci
[∣∣qki(t)∣∣MMˆk,n+1( sup
z∈D
∑
k
f˙k
([
G−1k (z)
]))MNˆk,n+1
Uik(MRk,n+1, ς)
+
(
sup
z∈D
∑
k
f˙k
([
G−1k (z)
]))MNk,m+1 |pki(ξ−1ki (t))|MMk,m+1
1− τki(ξ−1ki (t))
]
, (3.7)
v< pckb˜k
(
xk(t)
)− ck N∑
j=1
[
m∑
l=1
o˜l
∣∣αkj(t)∣∣̂MM jl( sup
z∈D
∑
j
g˙ j
([
F−1j (z)
]))M̂N jl
+
m∑
l=1
˜ˆol∣∣βkj(t)∣∣̂MMˆ jl( sup
z∈D
∑
j
g˙ j
([
F−1j (z)
]))M̂Nˆ jl
σkj(M̂R jl, ς)
]
−
N∑
j=1
ci
[∣∣βkj(t)∣∣̂MMˆk,n+1( sup
z∈D
∑
k
g˙ j
([
F−1j (z)
]))M̂Nˆk,n+1
V jk(M̂Rk,n+1, ς)
+
(
sup
z∈D
∑
k
g˙k
([
F−1k (z)
]))M̂Nk,m+1 |αkj(ξ−1kj (t))|̂MMk,m+1
1− τkj(ξ−1kj (t))
]
, (3.8)
where⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
m∑
l=1
ol =
m∑
l=1
oˆl = p − 1,
n∑
l=1
oˆlRil + Ri,n+1 = 1,
m∑
l=1
olNil + Ni,m+1 = 1,
m∑
l=1
olMil + Mi,m+1 = 1,
n∑
l=1
o˜lNˆil + Nˆi,n+1 = 1,
n∑
l=1
oˆlMˆil + Mˆi,n+1 = 1,
m∑
l=1
oˆl =
m∑
l=1
̂ˆol = p − 1, n∑
l=1
̂ˆolRil + Ri,n+1 = 1, m∑
l=1
ôlNil + Nˆi,m+1 = 1,
m∑
l=1
ôlMil + Mˆi,m+1 = 1,
n∑
l=1
̂ˆolNˆil +̂Nˆi,n+1 = 1, n∑
l=1
̂ˆolMˆil +̂Mˆi,n+1 = 1.
Theorem 3.2. Assume that (H3)–(H6), (H∗1), and (H∗2) hold. Then the following aﬃrmations are true.
(i) EachK
∑
×H
∑
is an invariant basin of BAM (1.1).
(ii) There exists a unique almost periodic solution (U∑(t), V∑(t)) of BAM (1.1) in eachB∑ ×E∑ .
(iii) K
∑
×H
∑
is an exponential attracting domain of almost periodic solution (U∑(t), V∑(t)).
Proof. For any initial condition (φ,ϕ) ∈ K
∑
×H
∑
, we will prove that the solution Z(φ,ϕ) of BAM (1.1) satisﬁes
Z(φ,ϕ) ∈K
∑
×H
∑
for all t  0.
First, we consider the case δk = 1. For any suﬃciently small ε > 0 (ε  zk1 − qk1, ε  zk1 − βk1), the solution satisﬁed
uk(t, φ) < qk1 + ε, vk(t,ϕ) < βk1 + ε, t  0. Otherwise, there exists t∗ > 0, such that uk(t∗) = qkl + ε, vk(t∗) = βkl + ε,
u˙k(t∗) 0, v˙k(t∗) 0, and xk(t) < qk1 + ε, yk(t) < βk1 + ε for t ∈ [−τ , t∗]. Due to pkk > 0, qk1 + ε < 0, αkk > 0, βk1 + ε < 0,
and the monotonicity of fk(.), gk(.), we derive that
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dt
= −a˜k
(
uk
(
t∗
))
uk
(
t∗
)+ N∑
i=1
pki
(
t∗
)
f i
[
G−1i
[
vi
(
t∗ − τki
(
t∗
))]]
+
N∑
i=1
qki
(
t∗
) t∗∫
t∗−ς
Uki
(
t∗ − s) f i(G−1i [vi(s)])ds + Ik(t∗)
−a˜k
(
uk
(
t∗
))
uk
(
t∗
)+ pkk(t∗) fk[G−1k [vk(t∗ − τki(t∗))]]+ Ik(t∗)
+
N∑
i=1
qki
( t∗∫
t∗−ς
Uki
(
t∗ − s)ds)χi + N∑
i=1
pki∗χi

N∑
i=1
(
pkj∗ + qkiτki(1, ς)
)
χi + γk(qk1 + ε) + sup
γ∈R
Ik(t), (3.9)
and
dvk(t∗)
dt

N∑
j=1
(
αkj∗ + βkjσkj(1, ς)
)
χ j + γ˜k(βk1 + ε) + sup
γ˜∈R
Jk(t). (3.10)
From Lemma 2.1 we known that γk(z), γ˜k(z) is strictly decreasing on (−∞, zk1). By using (2.3), (3.9) and (3.10), we get
duk(t∗)
dt < 0,
dvk(t∗)
dt < 0, which leads to a contradiction. Since the choice of ε is arbitrary, if φ
k(s)  qk1 for all s ∈ [−ω,0],
then uk(t, φ) qk1, for all t  0. When δk = 2, we also can verify that if φk(s) pk2, for all s ∈ [−ς,0], then uk(t, φ) pk2
for all t  0. Hence, for any φ ∈K
∑
, we have that ut(·, φ) ∈K
∑
, t  0. Similarly, we can deduce vt(ϕ). Thus, each
K
∑
×H
∑
is an invariant basin of BAM (1.1).
Next, we prove the second part of the theorem. From Theorem 3.1, we know that there exists at least one almost periodic
solution (U∑(t), V∑(t)) of BAM in each B∑ × E∑ . For any (φ,ϕ) ∈K ∑ ×H ∑ , we have (ut(φ), vt(ϕ)) ∈K ∑ ×H ∑
for all t  0. So for all t  0, we can obtain U∑(t), u(t;φ) ∈D∑ , V∑(t), v(t,ϕ) ∈C∑ . By the transformation,
e(t) = U∑(t) − u(t, φ), e˜(t) = V∑(t) − v(t,ϕ),
we can get
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
dek(t)
dt
= −aˆk
(
ek(t)
)
ek(t) +
N∑
i=1
pki(t) f˜ i
(
G−1i
[
e˜i
(
t − τki(t)
)])+ N∑
i=1
qki(t)
t∫
t−ς
Uki(t − s) f˜ i
(
G−1i
[
e˜i(s)
])
ds,
de˜k(t)
dt
= −bˆk
(
e˜k(t)
)
e˜k(t) +
N∑
j=1
αkj(t)g˜ j
(
F−1j
[
e j
(
t − τkj(t)
)])+ N∑
j=1
βkj(t)
t∫
t−ς
Vkj(t − s)g˜ j
(
F−1j
[
e j(s)
])
ds.
(3.11)
Let
f˜ i
(
G−1i
(
ei(t)
))= f i(G−1i U i∑(t))− f i(G−1i (ui(t))),
aˆk
(
ek(t)
)
ek(t) = a˜k
(
Uk∑(t))Uk∑(t) − a˜k(xk(t))xk(t),
g˜ j
(
F−1j
(
e˜ j(t)
))= g j(F−1j (V j∑(t)))− g j(F−1j (v j(t))),
bˆk
(
e˜k(t)
)
e˜k(t) = b˜k
(
V k∑(t))V k∑(t) − b˜k(vk(t))vk(t),
f˙k
(
G−1k (γ )
) := sup
z∈D
∑ f˙k
(
G−1k (z)
)
, g˙k
(
F−1k (γ˜ )
) := sup
z∈C
∑ g˙k
(
F−1k (z)
)
.k k
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Mk(t) := p
(
ε − aˆk
(
ek(t)
))+ N∑
i=1
m∑
l=1
ol
∣∣pki(t)∣∣MMil( f˙ i(G−1i [γ ]))MNil
+
N∑
i=1
m∑
l=1
oˆl
∣∣qki(t)∣∣MMˆil( f˙ i(G−1i [γ ]))MNˆil
ς∫
0
Uki(w)
MRil dw,
Nk(t) :=
N∑
k=1
N∑
i=1
cic
−1
k
{∣∣qki(t)∣∣MMˆk,n+1( f˙k(G−1k [γ ]))MNˆk,n+1
ς∫
0
(
Uki(w)
)MRk,n+1epεw dw
+ epεt( f˙k(G−1k [γ ]))MNk,m+1 |pki(ξ−1ki (s))|MMk,m+11− τ˙ki(ξ−1ki (s))
}
.
(3.12)
Constructing the Lyapunov functional as V = (V1(t), V2(t)), where
V1(t) =
N∑
k=1
ck
(∣∣ek(t)∣∣pepεt + N∑
i=1
t∫
t−τki(t)
(
f˙ i
(
G−1i (γ )
))MNi,m+1 |pki(ξ−1ki (s))|MMi,m+1
1− τ˙ki(ξ−1ki (s))
× ∣∣ei(s)∣∣p exp[pε(s + τki(ξ−1ki (s)))]ds + N∑
i=1
∣∣qki(t)∣∣MM˜i,n+1( f˙ i(G−1i (γ )))MNˆi,n+1
×
ς∫
0
Uki(w)
MRi,n+1
t∫
t−w
∣∣ei(s)∣∣pepε(s+w) dsdw),
V2(t) =
N∑
k=1
ck
(∣∣e˜k(t)∣∣pepεt + N∑
j=1
t∫
t−τkj(t)
(
g˙ j
(
F−1j (γ˜ )
))MNi,m+1 |αkj(ξ−1ki (s))|MMi,m+1
1− τ˙ki(ξ−1ki (s))
× ∣∣ei(s)∣∣p exp[pε(s + τkj(ξ−1kj (s)))]ds + N∑
j=1
∣∣βkj(t)∣∣MM˜ j,n+1(g˙ j(F−1j (γ˜ )))MNˆ j,n+1
×
ς∫
0
Vkj(w)
MRi,n+1
t∫
t−w
∣∣e˜i(s)∣∣pepε(s+w) dsdw). (3.13)
Denote
∇k(t) :=
N∑
i=1
t∫
t−τki(t)
(
f˙ i
(
G−1i (γ )
))MNi,m+1 |pki(ξ−1ki (s))|MMi,m+1
1− τ˙ki(ξ−1ki (s))
∣∣e j(s)∣∣p exp[pε(s + τki(ξ−1ki (s)))]ds, (3.14)
k(t) :=
N∑
i=1
∣∣qki(t)∣∣MM˜i,n+1( f˙ i(G−1i (γ )))MNˆi,n+1
ς∫
0
Uki(w)
MRi,n+1
t∫
t−w
∣∣ei(s)∣∣pepε(s+w) dsdw. (3.15)
Then we have
d+∇k(t)
dt
= epεt
(
N∑
i=1
(
f˙ i
(
G−1i (γ )
))MNi,m+1 |pki(ξ−1ki (t))|MMi,m+1
1− τ˙ki(ξ−1ki (t))
∣∣ei(t)∣∣p exp[pετki(ξ−1ki (t))]
−
N∑(
f˙ i
(
G−1i (γ )
))MNi,m+1 ∣∣pki(t)∣∣MMi,m+1 ∣∣ei(t − τki(t))∣∣p
)
, (3.16)i=1
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dt
= epεt
(
N∑
i=1
∣∣qki(t)∣∣MMi,n+1( f˙ i(G−1i (γ )))MNi,n+1 ∣∣ei(t)∣∣p
ς∫
0
Uki(w)
MRi,n+1epεw dw
−
N∑
i=1
(
f˙ i
(
G−1i (γ )
))MNˆi,n+1 ∣∣qki(t)∣∣MMˆi,n+1 ς∫
0
Uki(w)
MRi,n+1
∣∣ei(t − w)∣∣p dw). (3.17)
From Lemma 2.3, we have the following inequalities:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∇˜ := pepεt
N∑
k=1
ck
N∑
i=1
∣∣ek(t)∣∣p−1∣∣pki(t)∣∣ f˙ i(G−1i [γ ])∣∣e˜i(t − τki(t))∣∣
= pepεt
N∑
k=1
ck
N∑
i=1
∣∣pki(t)∣∣Mi,m+1( f˙ i(G−1i [γ ]))Ni,m+1 ∣∣e˜i(t − τki(t))∣∣ m∏
l=1
[∣∣pki(t)∣∣Mil( f˜ i(G−1i [γ ]))Nil ∣∣ek(t)∣∣ol]
 epεt
N∑
k=1
ck
N∑
i=1
{∣∣pki(t)∣∣MMi,m+1( f˙ i(G−1i [γ ]))MNi,m+1 ∣∣e˜i(t − τki(t))∣∣p
+
M∑
l=1
ol
∣∣pki(t)∣∣MMil( f˙ i(G−1i [γ ]))MNil ∣∣ek(t)∣∣p
}
,
˜ := pepεt
N∑
k=1
ck
N∑
i=1
∣∣ek(t)∣∣p−1∣∣qki(t)∣∣ f˙ i(G−1i [γ ])
ς∫
0
Ukj(w)
∣∣e˜i(t − w)∣∣dw
= pepεt
N∑
k=1
ck
N∑
i=1
ς∫
0
{
n∏
l=1
[∣∣qki(t)∣∣Mˆi,l( f˙ i(G−1i [γ ]))Nˆil(Uki(w))Ril ∣∣ek(t)∣∣]oˆl
× ∣∣qki(t)∣∣Mˆi,n+1( f˙ i(G−1i [γ ]))Nˆi,n+1(Uki(w))Ri,n+1 ∣∣e˜i(t − w)∣∣
}
dw
 pepεt
N∑
k=1
ck
N∑
i=1
{
n∑
l=1
oˆl
∣∣qki(t)∣∣MMˆi,l ( f˙ i(G−1i [γ ]))MNˆi,l ∣∣ek(t)∣∣p
ς∫
0
Uki(w)
MRil dw
+ ∣∣qki(t)∣∣MMˆi,n+1( f˙ i(G−1i [γ ]))MNˆi,n+1
ς∫
0
(
Uki(w)
)MRi,n+1 ∣∣e˜i(t − w)∣∣p dw}.
(3.18)
From (3.9), (3.10), (3.12), (3.14)–(3.18) and Lagrange’s value theorem, we can derive that
d+V1(t)
dt

N∑
k=1
pcke
pεt
∣∣ek(t)∣∣p−1[−aˆk(ek(t))∣∣ek(t)∣∣+ N∑
i=1
∣∣pki(t)∣∣ f˙ i(G−1i [γ ])∣∣e˜i(t − τki(t))∣∣
+
N∑
i=1
∣∣qki(t)∣∣ f˙ i(G−1i [γ ])
ς∫
0
Uki(w)
∣∣e˜i(t − w)∣∣dw]
+
N∑
k=1
ck
(
d+∇k(t)
dt
+ d
+k(t)
dt
)
+
N∑
k=1
pckεe
pεt
∣∣ek(t)∣∣p
 pepεt
N∑
k=1
ck
(
ε − aˆk
(
ek(t)
))∣∣ek(t)∣∣p + N∑
k=1
ck
(
d+∇k(t)
dt
+ d
+k(t)
dt
)
+ pepεt
N∑
ck
N∑∣∣ek(t)∣∣p−1∣∣pki(t)∣∣ f˙ i(G−1i [γ ])∣∣e˜i(t − τki(t))∣∣
k=1 i=1
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N∑
k=1
ck
N∑
i=1
∣∣ek(t)∣∣p−1∣∣qki(t)∣∣ f˙ i(G−1i [γ ])
ς∫
0
Uki(w)
∣∣e˜i(t − w)∣∣dw
 pepεt
N∑
k=1
ck
(
ε − aˆk
(
ek(t)
))∣∣ek(t)∣∣p + N∑
k=1
cke
pεt
N∑
i=1
m∑
l=1
ol
∣∣pki(t)∣∣MMil( f˙ i(G−1i [γ ]))MNil ∣∣ek(t)∣∣p
+ epεt
N∑
k=1
ck
{
N∑
i=1
n∑
l=1
oˆl
∣∣qki(t)∣∣MMˆi,l( f˙ i(G−1i [γ ]))MNˆi,l ∣∣ek(t)∣∣p
ς∫
0
Uki(w)
MRil dw
+
N∑
i=1
∣∣qki(t)∣∣MMˆi,n+1( f˙ i(G−1i [γ ]))MNˆi,n+1 ∣∣ei(t)∣∣p
ς∫
0
(
Uki(w)
)MRi,n+1epεw dw
+
N∑
i=1
(
f˙ i
(
G−1i [γ ]
))MNi,m+1 |pki(ξ−1ki (s))|MMi,m+1
1− τ˙ki(ξ−1ki (s))
exp
(
pετki
(
ξ−1ki (t)
))∣∣ei(t)∣∣p}

N∑
k=1
{
p
(
ε − aˆk
(
ek(t)
))+ N∑
i=1
m∑
l=1
ol
∣∣pki(t)∣∣MMil( f˙ i(G−1i [γ ]))MNil
+
N∑
i=1
n∑
l=1
oˆl
∣∣qki(t)∣∣MMˆil( f˙ i(G−1i [γ ]))MNˆil
ς∫
0
Uki(w)
MRil dw
}
cke
pεt
∣∣ek(t)∣∣p
+
N∑
k=1
N∑
i=1
cic
−1
k
{∣∣qki(t)∣∣MMˆk,n+1( f˙k(G−1k [γ ]))MNˆk,n+1
ς∫
0
(
Uki(w)
)MRk,n+1epεw dw
+ epεt( f˙k(G−1k [γ ]))MNk,m+1 |pki(ξ−1ki (s))|MMk,m+11− τ˙ki(ξ−1ki (s))
}
cke
pεt
∣∣ek(t)∣∣p

N∑
k=1
(
Mk(t) +Nk(t)
)
cke
pεt
∣∣ek(t)∣∣p .
According to (3.12), we have
d+V1(t)
dt
− v
2
epεt
N∑
k=1
∣∣ek(t)∣∣p < 0,
and
V1(t) epεt min
k∈F
ck
N∑
k=1
∣∣Uk∑(t) − uk(t;φ)∣∣p, t  0.
Since
V1(0)
N∑
k=1
ck
{∣∣ek(0)∣∣p + N∑
i=1
0∫
−τki(t)
(
f˙ i
(
G−1i (γ )
))MNi,m+1 |pki(ξ−1ki (s))|MMi,m+1
1− τ˙ki(ξ−1ki (s))
× ∣∣ei(t)∣∣p exp[pε(s + τki(ξ−1ki (s)))]ds + N∑
i=1
∣∣qki(t)∣∣MMˆk,n+1( f˙ i(G−1i [γ ]))MNˆk,n+1
×
ς∫
0
(
Uki(w)
)MRk,n+1 0∫
−w
∣∣ek(s)∣∣pepε(s+w) dsdw}

N∑
ck
[
sup
s∈[−ς,0]
∣∣Uk∑(s) − φk(s)∣∣p + N∑(Tki +Ski) sup
s∈[−ς,0]
∣∣U i∑(s) − φi(s)∣∣p]k=1 i=1
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N∑
k=1
ck
(
1+
N∑
i=1
(
Tki +Ski
))∥∥U∑|[−ς,0] − φ∥∥pς ,
where⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Tki :=
(
qki
)MMˆi,n+1( f˙ i(G−1i (γ )))MNˆi,n+1
ς∫
0
eprε
pε
(
τki(r)
)MRi,n+1 dr,
Ski := sup
s∈[−ς,0]
{
(pki)
MMi,m+1( f˙ i(G
−1
i (γ )))
MNi,m+1
1− τ˙ki(ξ−1ki (s))
exp
[
pε
(
s + τki
(
ξ−1ki (s)
))]}
τki(0) > 0,
then we have
N∑
j=1
∣∣Uk∑(t) − uk(t;φ)∣∣m  T‖U∑|[−ς,0] − φ‖mς e−mεt,
here T :=∑Nk=1 ckmink ck {1 +∑Nj=1Ski} 1. Therefore almost periodic solution U∑(t) is exponentially stable in K ∑ . Sim-
ilarly, we can obtain that V∑(t) is exponentially stable in H ∑ . Namely, almost periodic solution (U∑(t), V∑(t)) is
exponentially stable in K
∑
×K
∑
. By Deﬁnition 2.4, we know that the last conclusion of this theorem holds. If there
exists another almost periodic solution Z˜∑(t) of BAM in B∑ ×E∑ , it is obviously that Z˜∑|[−ς,0] ∈K ∑ ×H ∑ . And we
have
N∑
k=1
∣∣Zk∑(t) − Z˜k∑(t)∣∣m  T0‖Z∑|[−ς,0] − Z˜∑|[−ς,0]‖mς e−mεt → 0, t → +∞,
which leads to the second aﬃrmation. The proof is complete. 
4. Computer simulations
In this section, we will give some examples to verify our main results.
Example 1. Consider the following Cohen–Grossberg BAM neural networks system without delays⎧⎪⎪⎨⎪⎪⎩
du(t)
dt
= −(4+ cos[u(t)])[5[u(t)]− f [v(t)]+ 4 sin t],
dv(t)
dt
= −(4+ sin[v(t)])[3[v(t)]+ 2g[u(t)]− 1cos t] (4.1)
where ω(u) = 4+cos(u), μ(u) = 4+sin(u), a(u) = 5u, b(u) = 3u, p(t) = −1, α(t) = 2, q(t) = β(t) = 0, f (u) = − 12 |u|, g(u) =
− 14 (|u+ 1|− |u− 1|). Obviously, f (u), g(v) satisfy the Lipschitz condition (H5) with constants ω⊥ = μ⊥ = 3, ω = μ = 5,
a′(u) = 3, b(u) = 5. According to Theorems 3.1 and 3.2, system (4.1) has one unique almost periodic solution. See Figs. 1–4.
Example 2. Consider the following Cohen–Grossberg BAM neural neural networks system with delays⎧⎪⎪⎨⎪⎪⎩
dx(t)
dt
= −(4+ cos[x(t)])[5[x(t)]− f [y(t − e10 sin t)]+ 4 sin t],
dy(t)
dt
= −(4+ sin[y(t)])[3cos[y(t)]+ 2g[x(t − ecos t)]− 1cos t] (4.2)
where f (u) = − 12 |u|, g(u) = − 14 (|u + 1| − |u − 1|). Similarly, we can get the result that system (4.2) has one unique almost
periodic solution. See Figs. 5–8.
Example 3. Consider the following Cohen–Grossberg BAM neural neural networks system with delays⎧⎪⎪⎨⎪⎪⎩
dX(t)
dt
= −(4+ cos[X(t)])[5 sin[X(t)]− f [Y (t − e10 sin t)]+ 4 sin t],
dY (t)
dt
= −(4+ sin[Y (t)])[3cos[Y (t)]+ 2g[X(t − ecos t)]− 1cos t] (4.3)
where f (u) = − 12 |u|, g(u) = − 14 (|u + 1| − |u − 1|). Similarly, we can get the result that system (4.3) has one unique almost
periodic solution. See Figs. 9–12.
W. Ding, L. Wang / J. Math. Anal. Appl. 373 (2011) 322–342 339Fig. 1. Transient response of state variable u(t). Fig. 2. Transient response of state variable v(t).
Fig. 3. Phase response of state variables u(t). Fig. 4. Phase response of state variables v(t).
Fig. 5. Transient response of state variable x(t). Fig. 6. Transient response of state variable y(t).
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Fig. 9. Transient response of state variable X(t). Fig. 10. Transient response of state variable Y (t).
Fig. 11. Phase response of state variables X(t). Fig. 12. Phase response of state variables Y (t).
W. Ding, L. Wang / J. Math. Anal. Appl. 373 (2011) 322–342 341Fig. 13. Transient response of state variable U (t). Fig. 14. Transient response of state variable V (t).
Fig. 15. Phase response of state variables U (t), V (t).
Example 4. Consider the following Cohen–Grossberg BAM neural neural networks system with delays⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dU (t)
dt
= −(4+ cos[U (t)])[5 sin[U (t)]+ cos(√3t) + sin(√7t)
8
×
t∫
t−ς
U12(t − s) f
(
V (s)
)
ds + 4 sin t
]
,
dV (t)
dt
= −(4+ sin[V (t)])[3cos[V (t)]+ cos(√3t) + sin(√5t)
4
g
[
U (t)
]
+ cos(
√
3t) + sin(√5t)
4
t∫
t−ς
V21(t − s)g
(
U (s)
)
ds − 1cos t
]
(4.4)
where f (u) = − 12 |u|, g(u) = − 14 (|u + 1| − |u − 1|), U12(s) = 2se−s
2
, V21(s) = e−s . Similarly, we can get the result that
system (4.4) has one unique almost periodic solution. See Figs. 13–15.
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In this paper, a class of 2N almost periodic attractors for Cohen–Grossberg-type bi-directional associative memory (BAM)
neural networks with variable coeﬃcients and distributed delays are discussed. Some suﬃcient conditions have been ob-
tained for the existence and global exponential stability of the BAM by the theory of exponential dichotomy and Schauder’s
ﬁxed point theorem. The results cannot only easily checked in practice, but also be applied to study other neural network
models. Our results are helpful for designing and applying a global exponentially stable periodic oscillatory or 2N almost
periodic Cohen–Grossberg-type (BAM) neural networks with variable coeﬃcients and distributed delays.
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