Abstract: Axially distributed image sensing (ADS) technique is capable of capturing 3D objects and reconstructing high-resolution slice plane images for 3D objects. In this paper, we propose a computational method for depth extraction of 3D objects using ADS. In the proposed method, the highresolution elemental images are recorded by simply moving the camera along the optical axis and the recorded elemental images are used to generate a set of 3D slice images using the computational reconstruction algorithm based on ray back-projection. To extract depth of 3D object, we propose the simple block comparison algorithm between the first elemental image and a set of 3D slice images. This provides a simple computation process and robustness for depth extraction. To demonstrate our method, we carry out the preliminary experiments of three scenarios for 3D objects and the results are presented. To our best knowledge, this is the first report to extract the depth information using an ADS method.
Introduction
Acquiring depth information from three-dimensional (3D) objects in real world is an important issue in many diverse fields of computer vision, 3D display and 3D recognition. Three-dimensional (3D) passive imaging makes it possible to extract depth information by recording different perspectives of 3D objects [1] [2] [3] [4] [5] [6] [7] [8] [9] . Among 3D passive imaging technologies, integral imaging has been widely studied for depth extraction [10] [11] [12] [13] [14] [15] [16] [17] . In original structure of integral imaging, the lens array is used to record 3D objects. However, the recorded elemental images have low-resolution so that the extracted depth is poor. To overcome this problem, synthetic aperture integral imaging (SAII) was proposed [18] [19] [20] [21] , in which the multiple cameras or moving cameras are used to acquire depth information. Even though it can provide high-resolution depth information, the system structure of integral imaging is complex because of 2D grid array structure of many cameras or moving a camera along both horizontal and vertical direction. Recently, a simple modification structure of SAII was proposed. This is called an axially distributed image sensing (ADS) method [8, [22] [23] [24] , in which longitudinal perspective information is obtained by translating a camera along its optical axis. The high-resolution elemental images recorded from ADS can be used for acquiring high-resolution depth information of real-world 3D objects. However, it has a disadvantage of the limitation of the object pickup zone. Despite this limitation, the ADS is an attractive way to provide high-resolution elemental images and simple axial movement.
In this paper, we propose a new depth extraction method of 3D objects using ADS. In the proposed method, we first record the high-resolution elemental images by moving the camera along the optical axis. Then, the recorded elemental images are reconstructed as a set of slice plane images using the computational reconstruction algorithm based on ray back-projection. Finally the depth information of 3D objects is extracted by the block comparison algorithm between first elemental image and many slice plane images. The proposed depth extraction is implemented by simple summation of elemental images and comparison of intensity distribution between blocks from first elemental image and slice plane images. This can avoid the complex corresponding search process in the conventional depth extraction algorithm. Therefore our method provides simple computation process and robustness for depth extraction. To show the usefulness of the proposed method, we carry out the preliminary experiments of 3D objects and the results are presented.
Depth extraction method using ADS
The proposed depth extraction method using ADS is shown in Fig. 1 . It is divided into three sub-parts: ADS pickup part, digital reconstruction part and the depth extraction part. 
ADS pickup
The ADS pickup part of 3D objects is shown in Fig. 2 , in which a single camera records elemental images by moving the camera along the optical axis [7] .
Fig. 2. Pickup process in ADS
We suppose that the focal length of imaging lens is defined as g. Then, the different elemental images are captured along optical axis (z axis) if 3D objects are located at a distance z 1 away from the first camera. We can record k elemental images by shifting a camera with k-1 times. Then, the last camera is located at z k . If Δz is the separation distance between two adjacent cameras in ADS pickup process as shown in Fig. 2 , the ith elemental image is captured from the camera located at a distance of d i = Z-z 1 -(i-1)Δz from the object. Since we can capture each elemental image at a different camera position, it contains the object image with different scale level. In other words, when i = 1, the object image is the smallest in elemental image because the camera position is farthest from 3D object. While, the object image is largest when i = k.
Slice image reconstruction using the recorded elemental images
The second part of the proposed depth extraction method is digital reconstruction. The aim of the digital reconstruction part is to generate slice plane image using the recorded elemental images from the first part of ADS pickup. The digital reconstruction process is shown in Fig.  3 . The digital reconstruction process of 3D objects is the inverse process of ADS pickup. It can be implemented on the basis of an inverse mapping procedure through a pinhole model [7] . Each camera in the ADS pickup part is modeled as pinhole and elemental image at the original camera position as shown in Fig. 3 . We assume that a reconstruction plane for the computational reconstruction of the 3D image is located at distance z = L. Each elemental image is inversely projected through each corresponding pinhole to the reconstruction plane at L. Then, the ith inversely projected elemental image is magnified with m i = (L-z i )/g. At the reconstruction plane, all inversely mapped elemental images are superimposed each other with the different magnifications. In Fig. 3 , we assume that E i is the ith elemental image with the size of p × q, and I L is the superimposed image of all the inversely mapped image of the elemental image at the reconstruction plane L. I L is given by
where U i is upsampling operator for magnification of E i at the reconstruction plane of z = L-z i and the size of I L is m 1 p × m 1 q.
Since the superimposition of all elemental images can require large computation load due to the large magnification factor, we can modify Eq. (1) by using the downsampling operator D r of image by a factor of r. Then, it becomes
In order to generate the 3D volume information, we repeat this process for different distances. 
Depth extraction process
In the depth extraction part of the proposed method, we extract depth information using many slice plane images from digital reconstruction described in Eq. (2). The reconstructed slice plane images consist of different mixture images with focused images and blurred images according to the reconstruction distances. The focused images of 3D object are reconstructed only at the original position of 3D object. While, blurred images are shown out of original position. Based on this principle, we want to find the focused image part in the reconstructed slice plane images.
The depth extraction algorithm used in this paper is shown in Fig. 4 . This is based on separation between focused image and defocused image. To find the focused image part in each slice plane image, we use block comparison between the first elemental image and slice plane images. Note that the first elemental image is composed of only focused images of 3D objects. We select block images in both first elemental image and the slice plane images. The block images have the same position as shown in Fig. 4 . Then we apply block comparison algorithm into two selective block images. Here, block comparison calculates intensity error between the block image of the first elemental image (D r U 1 E 1 ) and a set of block images of slice images (I L ) reconstructed at L. The intensity error between the blocks along the reconstruction distance (L) can be defined as the sum of absolute difference (SAD):
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where the block size is b × b. Using SAD result, the depth of each point (x,y) can be extracted by finding L value where SAD L is minimized over the range of L. This can be mathematically formulated as:
where the size of L is m 1 p/r × m 1 q/r. The depth map can be obtained by calculating depth of all points in the images. 
Depth accuracy in ADS
The accuracy of extracted depth information is dependent of the step size of L value. We can calculate the minimum step size of δ value using 
For practical parameters, we simulated Eq. (5) as shown in Fig. 6 . As d increases, δ can be reduced. When c = 5 μm, d = 100 mm, L = 500 mm, and z 1 = 300 mm, the minimum step size δ becomes 10 μm. 
Experiments and results
To demonstrate our depth extraction method using ADS, we performed the preliminary experiments for three scenarios composed of different 3D objects. The experimental structure is shown in Fig. 7 . First objects were composed of simple characters 'k' and 'w'. Second scenario has two objects of 'car' and 'sign' toys. Last one is three 'car' objects with continuous depth. Front object and behind object are positioned between approximately 350 mm and 500 away from the first camera, respectively. They are located at approximately 70 mm from the optical axis. We use a Nikon camera (D7000) whose pixels are 3872 × 2592. The imaging lens with focal length f = 40 mm is used in this experiments. The camera is translated at Δz = 3 mm increments for a total of K = 41 elemental images and a total displacement distance of 120 mm. Among them, some elemental images for second scenario are shown in Fig. 8 . After recording the elemental images using ADS, we reconstruct slice plane image for 3D objects. The recorded 41 elemental images are used to the digital reconstruction algorithm using Eq. (2). In digital reconstruction process, the pinhole gap was 40 mm and the interval of reconstruction plane was 10 mm, which is much larger than the minimum step size of Eq. (5). To simplify the computational calculations, the downsampling factor was 1/U 1 and then U i was normalized by U 1 . The reconstruction plane was moved from 300 mm to 600 mm. Then we can reconstruct 31 slice plane images. Some reconstructed slice plane images for second objects of Fig. 7(b) are shown in Fig. 9 . The 'car' object was focused at L = 350 as shown in Fig. 9(a) .While, the 'sign' object was generated clearly at L = 500 mm as shown in Fig. 9(c) . And, the blurred image was obtained at L = 420 mm as shown in Fig. 9(b) . Now, we estimated the depth of the object using the first reference elemental image and 31 slice plane images. We apply the block comparison algorithm to these images. The block size was 8 × 8. The estimated depths are shown in Fig. 10 . The depth results were well extracted. This result reveals that the proposed method can extract the 3D information of object effectively. 
Conclusion
In conclusion, we have presented a depth extraction method using ADS. In the proposed method, the high-resolution elemental images were recorded by simply moving the camera along the optical axis and the recorded elemental images were used to generate a set of 3D slice images using the computational reconstruction algorithm based on ray back-projection. To extract depth of 3D object, the block comparison algorithm between the first elemental image and a set of 3D slice images was used. Since ADS provides high-resolution slice plane images of 3D objects, we can extract high-resolution 3D depth information. We performed the preliminary experiment of 3D object and presented the results to show the usefulness of the proposed method.
