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Executive Summary
The "Internet of Things" (IoT) promises many benefits to improve efficiency and quality of life for consumers and society as a whole. As IoT devices develop and proliferate, new vulnerabilities open up to bad actors, and the wide range of devices present heightened risk that some will interfere with others, risking potentially catastrophic failures. The Silicon Flatirons Center for Law, Technology, and Entrepreneurship held a roundtable in Washington, D.C. on June 22, 2016 to discuss the promise of IoT technology and what role, if any, the government can play in the oversight of security and spectrum interference concerns. This report captures the insights from that discussion and supplements them with relevant research.
For those developing IoT technology, addressing security concerns is a core challenge. For innovators and regulators, security is also a timing challenge, as they must determine how secure these devices must be before going to market. Where a product is already in the market, another challenge is to address security vulnerabilities to prevent or limit harm once a vulnerability is discovered.
Many IoT devices use wireless spectrum to send and receive data, so manufacturers also need to ensure that their devices operate reliably, even when potential jammers and spoofers seek to do harm. Moreover, because the spectrum used is frequently unlicensed, it is important to ask whether and how mission-critical IoT should operate without interference protection. In short, a key part of the challenge comes down to ensuring that manufacturers understand the risks of interference and share this information with end users so that they can prevent, mitigate, or manage potential harms.
As IoT devices become more popular, policymakers are considering the role, if any, the federal government should play in this area. Because IoT technology is at a nascent stage, federal agencies need to be working closely with industry to ensure that regulations are flexible and do not limit innovation, thereby preventing deployment of these technologies. Two basic questions for policymakers emerge: how can they help consumers understand the relevant risks and encourage information sharing to identify and resolve issues as they arise.
Introduction
The world is becoming increasingly interconnected. Today, devices, systems, and people are connecting to the internet or to internet technology (via private networks), in ever greater numbers, making devices "smarter." This connectivity powers services that are more personalized, more efficient, more intelligent and thus more valuable to consumers. By 2020, 50 billion "smart" devices will be interconnected. 1 In the same timeframe, global spending on these devices and associated services is expected to grow by $3 trillion. 2 Collectively, this family of rapidly expanding technologies is known as the Internet of Things (or IoT, for short).
IoT devices promise benefits that can significantly improve the quality of life for consumers. 3 Consumer-facing products such as insulin pumps and blood-pressure cuffs enable people to record, track, and monitor their own vital signs. 4 Homeowners can use smart meters to analyze energy use and detect problems with their power systems. 5 Connected cars may be able to reduce automobile deaths to a fraction of the current numbers. 6 On a grander level, largescale aggregation of data can lead to significant innovations. 7 The future of IoT remains uncertain and even defining IoT is a challenge. To begin with, the contours of IoT remains uncertain. The IoT is not a network or even a network of networks. As Ellen Goodman, a Professor at Rutgers Law School, explained, there is a heterogeneity of architectures and standards used for IoT products and connectivity. What is considered part of the IoT ranges widely in terms of data sensitivity, security, public or private deployment, and the data that is being collected and acted upon. 8 As IoT technology proliferates, more of these devices and systems are connecting with one another and utilizing these connections, allowing them to share data and information. 9 With the increased proliferation of this technology, interference and security issues come to the forefront. 10 Many "mission-critical" devices and supporting infrastructure-from those used in health care facilities to those used in electricity networks-now utilize IoT systems to facilitate essential operations. 11 Such mission-critical devices are ones where a failure would create a serious risk of loss of life, injury, or a considerable economic loss. These devices face potential threats to their operation that should be addressed and mitigated. 12 To address the questions surrounding how policymakers should approach IoT technology, the Silicon Flatirons Center hosted a roundtable discussion on June 22, 2016 in S NATIONAL SECURITY ADVISORY COMMITTEE, NSTAC REPORT TO THE PRESIDENT ON THE  INTERNET   OF   THINGS ES-1 (Nov. 14, 2014), https://www.dhs.gov/sites/default/files/publications/NSTAC%20Report%20to%20the%20President%20on%20the% 20Internet%20of%20Things%20Nov%202014%20%28updat%20%20%20.pdf; see also Drew Fitzgerald, Hackers Infect Army of Cameras, DVRs for Massive Internet Attacks, The Wall Street Journal (Sept. 30, 2016), http://www.wsj.com/articles/hackers-infect-army-of-cameras-dvrs-for-massive-internet-attacks-1475179428.
Washington, D.C. with experts from a wide array of backgrounds to discuss how government should oversee the use of mission-critical IoT devices. The participants in the roundtable discussion are listed in Appendix A. The roundtable followed Chatam House Rules, meaning no participant was quoted without his or her permission. The goal of the discussion was for participants to engage in an open-minded effort to explore potential problems, concerns, and solutions. This report captures the essence of the discussion and supplements it with relevant research, recommending that government agencies explore ways (1) to provide simple and transparent messages to consumers; (2) incentivize reporting; and (3) enable information sharing among IoT vendors.
This report proceeds in four parts. After this Introduction, Part I explains the security concerns associated with mission-critical IoT devices and provides some suggestions for addressing these issues. Part II discusses the need for reliable operations and potential spectrum interference concerns associated with IoT devices using wireless spectrum. Finally, Part III examines the role that regulators could play in addressing these issues.
I. Security Challenges Associated with Mission-critical IoT Devices
With the increased proliferation of mission-critical IoT technology, security vulnerabilities present a serious concern. 13 As more developers design products that connect with one another, including mission-critical devices and systems, the risks associated with these devices increases dramatically. 14 Roundtable participants noted that these security risks are increasing due to a variety of factors. First, the number of devices in the marketplace is rapidly increasing. 15 With more devices, hackers have more targets and attack vectors, increasing the likelihood of security breaches. 16 Second, connected devices are occasionally shipped with out-of-date software that could contain known vulnerabilities. 17 In some cases, these devices may not allow for real-time updates (or "patching"), or alternatively, the software patches may not be automatically downloadable or secure. 18 Likewise, customers may not adequately manage the security updates and even if companies develop fixes for the devices, many users will never upgrade or replace their equipment or software despite the known vulnerabilities. routers have a well-known DNS bug that will start sending thousands of queries per second to look like a distributed denial of service (DDoS) attack, but many customers never actually took steps to fix the bug. These problems grow more pronounced when corners are cut in limiting device capacity to add more battery life, lower cost, or some other reason. In short, simply identifying and developing fixes for security vulnerabilities does not necessarily mean that the devices or systems will be secure.
Third, device manufacturers do not necessarily have expertise in security matters. As Jason Livingood pointed out, a manufacturer may ship devices or technology with problems such as weak authentication or other basic security issues in part because they do not necessarily know the harms associated with these practices or have not internalized the risks (often because there is no incentive for them to do so). For example, manufacturers that use weak authentication allow bad actors to search for other devices connected to the network such as webcams and, using factory default passwords to break into the device, gain access to the user's camera and take advantage of this vulnerability. 19 Finally, participants noted that even if manufacturers of mission-critical devices take security concerns seriously and ensure that their devices are well protected, many consumers may not necessarily use the devices as they are intended to be used. If a device is used for a mission-critical purpose (for example, in managing a transportation system), then it essentially becomes mission-critical. But the manufacturer of a device might not take the same security precautions they would if designing a mission-critical application or device. Likewise, the manufacturer could simply fail to anticipate the mission-critical application for the device.
The above scenarios all involve situations where potential harms can arise. For example, participants discussed the ability for hackers to enable unauthorized access to a device and misuse the personal information stored within it. 20 Target learned this lesson the hard way when a breach of its air conditioning system enabled a hacker to obtain 40 million credit card numbers. 21 Similarly, even non-mission-critical devices such as Wi-Fi cameras can act as a backdoor to breach a company's network or other vital infrastructure. 22 Hackers can attack devices, such as insulin pumps, that ultimately create significant risks to personal safety. 23 Most recently, a number of devices like Wi-Fi routers and IP video cameras were used to send a massive number of requests to DYN's DNS service. 24 These attacks resulted in outages at services across the internet. 25 
A. Discovering Security Vulnerabilities
Manufacturers cannot develop patches for security vulnerabilities if they do not know that the vulnerabilities exist. Thus, manufacturers must first find and identify a security vulnerability before any remedial action can take place.
The first way companies can identify issues with their products is to share information with one another about known security vulnerabilities and mitigation strategies to address them. 26 However, this may not always occur or occur in time to address the harm. Participants suggested that companies may conceal security concerns because of the fear that, as a result of disclosing the issue, customers will select other products. 27 Thus, some participants noted that one overarching challenge is to create an ecosystem that enables appropriate and secure sharing of threat information and also supports companies in handling the influx of new security issues as they arise.
Second, companies can incentivize third party researchers to come forward with discoveries. 28 As Blake Reid, Assistant Clinical Professor at the University of Colorado Law School, noted, many researchers do not know how their discoveries will be received by the companies. While some companies may offer programs such as "bug bounties," participants noted that others may instead send a cease and desist letter to those identifying vulnerabilities. Instead of preventing hackers from accessing their security systems, these companies should look to the myriad of success stories in facilitating researchers to discover and disclose security issues. 29 White hat hackers (hackers who search for vulnerabilities and report their findings), for example, approach new products with the same mindset as the actual bad actors, and can therefore reach deeper into the states of web application than traditional security scanners. 30 Perhaps more importantly, a large and diverse group of potential white hat hackers exist and can provide different perspectives on the same problems. 31 To facilitate these investigations, organizations can offer rewards for hackers who come forward and disclose vulnerabilities. 32 In fact, such ecosystems have been growing rapidly and can play a helpful role in identifying security issues going forward. 33 In the open source world, this ethos is captured by the maxim that "with enough eyeballs, all bugs are shallow." 34
B. The Tradeoffs Between Security and Functionality
Ultimately, identifying and fixing security vulnerabilities is useless if the device itself cannot support these fixes. In an effort to keep costs down, producers may rely on low power processors that are not powerful enough to encrypt information. Likewise, designers of battery powered devices may choose to avoid using encryption to increase the life of the device. Another major concern raised in the discussion is that many of these devices and systems may not have two-way capabilities that would allow for security upgrades once the device is already in the field.
Whether they realize it or not, consumers may be choosing to forego security for other qualities and functions that they want in a device (namely, lower cost). Regulations raising minimum security requirements for devices would raise their costs and limit the rate at which the device is adopted in the marketplace. Likewise, including more processing power to allow for increases in security may also come at the expense of limiting speed and portability as well as increasing the power consumption of these devices. All of these factors will affect the ultimate success and deployment of the devices in the marketplace. In short, participants noted that a core challenge is how to decide and who should decide whether a device is secure enough.
Some participants argued that, in appropriate circumstances, users should decide what levels of security they require and what functionalities the devices should include. To facilitate intelligent choices by consumers, it might be important to develop an independent and trusted certification process to evaluate and indicate the level of product security. On this point, Len Cali, Senior Vice President, Global Public of Policy at AT&T suggested that an industry product certification process could potentially inform consumers in meaningful and transparent ways of the level of security they are receiving with certain price points, form factors, etc., and the tradeoffs associated with such decisions.
A certification process for IoT devices may well emerge, but participants raised a series of important questions regarding how such a process would work. Who will be the party certifying the devices? Will the certification process make a difference if other users install their own devices? How will consumers learn to trust and use certified products appropriately? Would the certification be lost in the sea of other certifications in the marketplace (many of which consumers don't understand)?
Participants also noted that there are incentives to disregard security and functionality to get the customer on a particular network before any other competitors. This incentive for speed in product deployment follows the concept of network effects: the more consumers that a company can get onto its network, the more beneficial it is to join that specific network. 35 Therefore, to get the benefits of the new connected devices, consumers may not be given a real opportunity to make the security decision for themselves.
Other participants noted that companies also have incentives to take security and functionality into consideration when designing and manufacturing devices and systems: customers expect that their devices will be reliable and secure. As Alex Reynolds, former Director of Regulatory Affairs at the Consumer Technology Association, explained, manufacturers who implement better security practices will continue to face consumer scrutiny if other manufacturers fail to implement similarly good security or act in ways that consumers do not expect; the challenge for manufacturers implementing security measures will be to differentiate the enhanced security in consumers' eyes.
C. Addressing Security
To address these issues, it can be helpful to think in terms of several dimensions. On the product dimension, a basic question is whether the security fix must be made before the device goes into the market or can be added later (say, through a software update). 36 Such updates could be either voluntary or mandated, but by automatically updating a device, a company can ensure that user devices contain the most up-to-date security protections regardless of whether the security of the device is maintained by the consumer. As noted earlier, this might depend on the type of product.
A second dimension is the time dimension. How long will a product be supported? Particpants noted that one option is to provide an expiration date on the device after which users cannot update, or to notify consumers that will not be supported after a certain period of time. In such cases, a consumer would be able to see the product end date and return it to the manufacturer to be replaced or updated. As Joseph Lorenzo Hall, Chief Technologist for the Center for Democracy & Technology, noted, kill switches could be utilized to automatically shut down a device that is out of date. As Jason Livingood pointed out, however, this creates a new attack point for hackers to target. In a similar vein to the kill switch suggestion, Hall raised the issue of whether an agency (say, the Federal Trade Commission) could oversee and manage product recalls in this space. Finally, there is the question of how to manage the likely situation of a manufacturer cutting off support for older devices. 37 A third dimension is whether regulatory oversight occurs at the federal or state level. Whether or not federal regulators take an interest in this area, Rebecca Arbogast, Senior Vice President for Global Public Policy at Comcast, explained that state laws are likely to influence the security requirements for devices. This may develop as a "race to the top," where the most demanding state rules dictate the approach for all consumer-facing technology in the United 
II. Improving Reliable Operation in Wireless Devices
Many IoT devices use wireless spectrum to send and receive data. As Silicon Flatirons Senior Fellow Dale Hatfield explained, for mission-critical devices, radio interference can be the difference between life and death. Just as with security concerns, the increased proliferation of wireless devices creates more radio transmitters and receivers, thereby increasing the chance of harmful interference. Worse, bad actors can use radio waves to maliciously cause damage to devices and systems. 38 Some simply choose to jam reception by transmitting radio noise in the area of the device. Others spoof signals, meaning that the hacker replicates a valid signal and can gain access to the device. 39 Unfortunately, as Dale Hatfield explained, many factors are leading to an increased risk of intentional jamming and spoofing. First, much progress has been made in the field of software defined radios. These radios allow for less sophisticated users to more easily replicate valid signals. 40 For example, researchers demonstrated how software defined radios can be used to attack pacemakers and implantable cardiac defibrillators. 41 Moreover, participants explained that the devices and the components used to build them are rapidly decreasing in cost as digital technology develops. Taken together, an increasing number of potential bad actors can more easily access increasingly sophisticated IoT devices. At the same time, recent cutbacks to the Federal Communications Commission's Enforcement Bureau may exacerbate the challenge of identifying and stopping these bad actors. 42 Second, participants discuseed that in modern networks, there is a trend towards separating the control plane of the network from the content plane of the network. 43 According to Dale Hatfield, the function of the content plane is to transfer the actual communications traffic (i.e., packets of data containing the content or payload). The function of the control plane is to control how those content or payload packets are routed. In emerging Software Defined Networks (SDNs), these two planes are separated in a way that allows traffic being transferred from node-to-node over the network to be routed or rerouted dynamically from a centralized location. For example, traffic that is very sensitive to delay (latency) but less so to bandwidth constraints can be routed one way while traffic that requires high bandwidth but is less sensitive to delay can be routed another. Making the network itself software programmable in this way can produce significant benefits in terms of network performance and resiliency. On the other hand, in comparison to more traditional decentralized network control systems, controlling how traffic is routed via multiple nodes from a centralized location may increase the extent of the damage caused if the control plane is successfully hacked. By disrupting the centralized controller and associated control plane, the flow of critical content, i.e., IoT messages, can be interrupted over a much wider area.
A third strategy discussed by participants that increases the risk of intentional jamming and spoofing is timing-based attacks. A spoofer or jammer might not necessarily have enough power to constantly interfere with a target operator, but the attacker can instead send out bursts of energy at increased power level. This is done by increasing the peak power, while lowering the average power. Furthermore, participants noted that attackers may not have the battery power for sustained broadcasting. By limiting the broadcasts to shorter bursts, the attacker can conserve battery life while still achieving the desired effect of interference that causes a critical failure in the device operation. Specifically, for a missioncritical device such as an insulin pump, the regulatory approach would be to require tighter and stronger security assurances for a totally closed-loop control system---one that functions autonomously---than it would expect for an open-loop control system with trained user input.
Despite these concerns, there is always the question of incentives: why would bad actors choose to spoof or jam mission-critical devices? There will always be economic incentives such as using encrypting software to hold devices and data for ransom. 44 The larger concern for Hatfield is the really bad actors who are out to cause harm (e.g. terrorists or state actors). These attackers have more incentive to target mission-critical IoT technology and cause the largest amount of damage. In the face of such threats, it is therefore critical that these mission-critical devices can operate reliably, particularly with others working to disrupt them.
A. Ex Ante vs. Ex Post Enforcement
Some participants argued that one of the main issues with current enforcement of spectrum interference attacks is that enforcement of the rules generally occurs after the fact. Unfortunately, this usually means that the harm to the consumer has already occurred. While ex post, reactive enforcement can help prevent future interference issue from arising due to the deterrent effect. In the case of mission-critical devices, this can provide some deterrence value, but some participants were skeptical whether such deterrence could prevent serious harms from occurring.
As Linda Kinney, Senior Advisor for Internet Policy at the National Telecommunications and Information Administration (NTIA), explained, one formidable challenge is how to prevent the interference issue from happening in the first place.
Like most enforcement entities, the FCC's Enforcement Bureau has limited capability to prevent interference from occurring in the first place. Notably, the Enforcement Bureau only acts after an initial complaint and investigation to determine whether the alleged bad actor was the cause of harmful interference. 45 Therefore, as Blake Reid explained, these enforcement actions may not do enough to deter these actions. Consequently, other actors (including the developer and the consumer) may need to take greater care in preventing interference in missioncritical systems that rely on wireless communications.
A good example of preventing interference before the incident occurs raised in the discsussion is the partitioning of systems so that an attack on one system will not shut down the entire device or system. For example, cars use spectrum for a variety of functions and, as more mission-critical applications rely on spectrum, it is vital that the vehicle operates without interference. 46 In some cases, the connection between the IoT device and the vulnerability may be that the same network is used for multiple purposes and is not kept secure between the different uses. 47 To prevent an attack that could shut down the vehicle, as we have seen in the past, one possible solution is the partitioning of the system controlling infotainment and other, less critical features to ensure that an attack on that system would not be able to shut the entire vehicle down. 48 Participants noted that developers of IoT devices that use wireless communications may take for granted that wireless connectivity will remain available, ignoring threats like the ones noted above. They may not have expertise related to spectrum use nor may they know all the potential hazards associated with using wireless networks. As such, while the new products may offer innovative and beneficial services, these devices could be prime targets for attackers seeking to do harm.
An important challenge will be to assure that innovators recognize these issues and plan accordingly. This could take many forms, whether it be multi-stakeholder processes, laws and regulations, or industry-led initiatives. Regardless of how any standards are set, participants argued that it will be important to address the knowledge gap between the state of best practice, the innovators developing the products, and those consumers using them.
B. Mission-Critical Devices on Unlicensed Spectrum
Spectrum is a limited resource. The FCC continually struggles to find more spectrum that can be made available. rules, is open to any user that wishes to use the spectrum. 49 As there is no bidding process or cost associated with acquiring the rights to use this spectrum, developers have generally used unlicensed spectrum when designing and manufacturing untested products for which buying a license would be too costly or risky. 50 New, innovative technologies use unlicensed spectrum to different extents. 51 Significantly, unlicensed spectrum frequencies, unlike licensed frequencies, carry no interference protection for the devices that use the unlicensed spectrum. 52 Mission-critical devices using unlicensed spectrum could thus potentially face completely legal, and expected, interference. In such cases, there may be little that device operators can do to stop the interference from occurring.
In cases where the interference is willful and intentionally harmful, it is possible that the FCC will be able to address such concerns. The Communications Act bans intentional interference of licensed and authorized services, which the Commission has interpreted to include services using unlicensed devices. 53 Indeed, the FCC took action against such conduct in a case of intentional blocking by Marriott Hotels of competing Wi-Fi networks, requiring that hotel guests purchase Marriot's own Wi-Fi. 54 One participant noted, however, that as this case was settled, it is not clear how a court would interpret the rules. Therefore, there continues to be a lack of clarity about whether or when harmful interference on unlicensed devices might be permitted. For starters, not all intentional jamming and spoofing is malicious in nature, and as Michele Farquhar, Partner at Hogan Lovells US LLP, explained, jamming and spoofing has been be used as a tool to stop drones from flying over certain areas. Participants also noted that it remains to be seen whether the Computer Fraud and Abuse Act could provide a remedy in this context. 55 The above discussion does not mean manufacturers should avoid designing and operating mission-critical devices that utilize unlicensed spectrum. Rather, it underscores the importance of equipment manufacturer awareness of the limitations of unlicensed spectrum and wireless spectrum more generally. For example, Phil Weiser, Executive Director and Founder of the Silicon Flatirons Center for Law, Technology, and Entrepreneurship at the University of Colorado, and Dale Hatfield suggested that unlicensed spectrum could be used to establish redundancies in a network so that even if one path experiences interference, other spectrum frequencies will be available and the device will still be able to operate. 56 This strategy could theoretically be all on unlicensed spectrum, but developers could also split up functions and use licensed spectrum for portions of the network and unlicensed spectrum for less critical functions or even backing up the licensed spectrum (as licensed spectrum isn't immune from interference, even though the licensee has legal the right to use that spectrum).
With the advent of the recent Spectrum Frontiers proceeding at the FCC and the use of some super high frequency and extremely high frequency bands for unlicensed use, it is also possible that physical boundaries can be employed to ensure that the interference doesn't occur. 57 While this approach cannot be used in all mission-critical devices and systems, as these limitations also apply to the devices and systems themselves, physical boundaries may prevent unwanted interference.
Another question is whether mission-critical devices can share the spectrum. Spectrumsharing is an important strategy for maximizing spectrum for commercial use. 58 Spectrum can be shared in time, space, or frequency and thus, it is entirely possible that mission-critical IoT devices can share spectrum. However, sharing also opens up more potential interference to the devices. 59 In some instances, such as with autonomous vehicles, the automobile industry prefers to retain dedicated spectrum to protect future potential uses that could be vulnerable if interference occurs.
Some participants suggested that mission-critical devices should receive some interference protections while using unlicensed spectrum. This stems from the potentially life threatening consequences of not ensuring the device can operate without other operators using the same spectrum. However, others in the discussion disagreed, arguing that unlicensed spectrum is intended for innovation and the development of new products. If mission-critical devices need access to uninterrupted spectrum, then operators should either implement protections such as redundancies or purchase access to licensed spectrum to alleviate the interference concerns.
C. Information Sharing
As with security, one of the most critical components for identifying potential reliability issues is the sharing of information between private parties. Unfortunately, as Jonathan SacknerBernstein explained, it appears that many companies do not make potential interference instances known---as seems to be the case for other security issues---with such hesitancy potentially linked to the fear of revealing trade secret information and/or losing customer confidence. Therefore, any regulatory model would need to address these barriers with proper incentives to assure disclosure and correction of such vulnerabilities -incentives that will not excessively stifle innovation or affect commercial viability.
Part of the issue, which Jason Livingood noted, is that the current environment around reporting is penalty-oriented, and government regulators can actually discourage reporting with stringent liability standards that punish companies that are victims of cybercrimes rather than working with them to avoid and remediate. Instead of incentivizing the sharing of information, the companies may wish to avoid the potential negative consequences of disclosing the fact that an attack occurred. This can potentially lead to the compartmentalization of information, which prevents other companies from identifying and resolving the same or similar issues themselves. John Heitmann, Partner at Kelley Drye & Warren LLP, noted that part of the problem is that the twenty-four hour news cycle and current political climate demonize companies that have issues or breaches, in particular pointing out that these companies are not the criminals. Livingood also explained that as the development of technology has become so rapid, that it might make more sense to assume these instances will occur and it isn't a bad thing.
Another part of the equation is statistical data from the FCC about interference disputes. Dale Hatfield explained that one of his biggest disappointments is that we cannot get more transparency from the Commission regarding interference that is occurring today. While it is true that disputes leading to Commission orders are published on the FCC's webpage, there is no comprehensive database cataloging the categories of devices that are causing interference. Furthermore, when the Commission cannot reach a resolution, or the parties resolve the issue amongst themselves, other parties do not get information about the dispute or what steps were taken to resolve the issue. Dale Hatfield also noted that the FCC's Technological Advisory Council is beginning to get professional interference hunters to work together to get real time information on interference incidents, which may also aid in preventing attacks from the really bad actors as well.
Therefore, some participants noted that it is critical that manufacturers and operators are incentivized to report and share interference instances. For example, some participants suggested that one potential solution could be establishing safe-harbor or immunity for reporting interference events. These already exist in other areas of the law, such as regulation encouraging pilots reporting near to report near misses with other aircraft. 60 John Heitmann argued that by potentially mitigating the risks of disclosure, parties might be more open to actually sharing their own interference events.
Another solution could be to establish a multi-stakeholder process that incentivizes collaboration and reporting. This method would actually bring interested parties together to agree on a consensus approach. Linda Kinney noted that the multistakeholder process has been used in the past to establish consensus based best practices. To this point, the NTIA recently 
III. Towards An Adaptive Model of Governmental Oversight
With the widespread proliferation of IoT devices and the increasing number of industry sectors using wireless spectrum to improve efficiency and innovation, mission-critical IoT devices are being examined by multiple regulatory bodies. While this sector specific regulation allows for expert agencies to address potential harms that relates to each agency's expertise, multiple sets of regulations can lead to inconsistent and inefficient outcomes in the marketplace. Therefore, participants suggested that it is critical to develop a national strategy for the internet of things.
A. Leadership
A main challenge identified by participants is the lack of coordination between agencies. If the Department of Transportation creates a regulation for the use of cell phones in automobiles that is inconsistent with FCC regulations that apply to the same device, there will be confusion in the marketplace and innovation may be harmed. Glenn Reynolds, Chief of Staff at the NTIA, explained that the challenges associated with many different agencies regulating a specific technology also stem from the fact that each agency has a different mandate.
Some participants also noted that when two agencies attempt to regulate the same sector, it can become increasingly difficult for one regulators to ensure that important data is shared with the other regulator. Trying to create interoperability requires data sharing on a business to business level. Eric Schneider suggested that a consumer mediated data exchange model, in which a consumer controls who has access to personal health data of all types, might influence how the regulators approach the problem. Likewise, he explained that the patient safety movement has encouraged the sharing of information between parties. As a result, agencies will need to ensure sharing of information, even amongst themselves.
Many agencies do already share information. Christine DeLorme, Attorney Advisor in the Office of FTC Commissioner Terrell McSweeny, explained that the FTC encourages information sharing among agencies. The FDA and the FTC, for example, have consulted on privacy issues related to consumer generated health data. Similar processes could be used for IoT to encourage data sharing among agencies.
Process (at least for now). 63 Nonetheless, participants suggested such discussions can lead to a series of best practices that industry can follow. Similarly, the White House announced a "Smart Cities" initiative in 2015 which included collaboration from a wide array of agencies. 64 In the context of mission-critical IoT devices, an agency should be able to bring together interested parties with different backgrounds and different areas of focus. Ideally, this would encourage responsible behavior by manufacturers. Participants noted that one goal the government can promote is the interoperability and the use of industry-wide standards. The National Institute of Standards and Technology (NIST), a part of the Department of Commerce, promotes and maintains measurement standards and has active programs for encouraging and assisting industry and science to develop and use these standards. 65 Furthermore, the federal government can use its purchasing power to encourage development and deployment of secure or securable mission-critical IoT devices. For example, the Department of Transportation created a $160 million smart city grant program designed to facilitate the use of IoT devices in the critical infrastructure of cities. 66 Finally, the government could take a more liability oriented approach. If one device fails due to faulty design or care, serious liability penalties would be imposed on the manufacturer. In principle, this could incentivize more companies to take appropriate security protections to ensure devices operate correctly. To that end, Jeff Blattner, President of Legal Policy Solutions, PLLC, suggested that it would be a useful exercise to consider what regulatory regime would evolve if the starting point was that innovators bore the risk if their innovations caused harm.
B. Managing Risk
Regardless of how regulators approach IoT, a key consideration will be the risks associated with particular regulatory bodies. Phil Verveer, Senior Counsel to Chairman Tom Wheeler at the FCC, explained that, in general, private actors are risk averse in traditional issues of liability instead of risk averse to the new threats of criminals, accidental problems, or state actors. Even the risk of potential catastrophic failure may not be enough to spur innovation or overcome the political gridlock. Instead, it may take the actual "boom"---the catastrophic event---to ultimately spurs innovation and reform.
Participants noted that we do a good job of identifying the problems, but not necessarily a good job of finding solutions. The problems are not going away, and there could come a point where a mission-critical device fails on a large scale. Some participants noted that trying to prevent the event could be a fruitless task. Instead, the goal should be to take steps to minimize the potential impact so that if a failure were to occur, only limited damage would result.
Even in the face of these potential challenges, it is important that regulators not overreact as IoT is still in the early stages of development. There are enormous potential benefits to society and consumers from IoT technology. By focusing on precautionary measures (and the precautionary principle), regulators run the risk of harming innovation. 67 Alternatively, the regulator could remain relatively hands off and allow for development, warn against potential concerns, and monitor the marketplace. As the FTC reported, self-regulatory programs designed for particular industries would be helpful as a means to encourage the adoption of privacy and security-sensitive practices. 68 This could include third party due diligence assessments as well, ideally ensuring that it is in the industry's best interest to self-regulate. As Blake Reid pointed out, however, risk is much harder to identify in the context of IoT, and even simple devices open up more risks as they create new attack surfaces and problems.
C. International Factors
A final concern that policymakers must be aware of is how any government action will affect market players on an international level. Innovation and the development of IoT will depend on international markets and adoption.
However, the current status of the development and deployment of IoT in the United States compared with international markets is debatable. Some argue that the United States is behind other countries in developing IoT policy frameworks. By contrast, Len Cali noted that the United States leads the world in actual marketplace deployment. In any event, an important policy priority will be to encourage the international adoption and implementation of IoT devices without an overly prescriptive regulatory approach that unnecessarily limits innovation.
Conclusion
As this report has shown, there are important reasons to be concerned with IoT security and privacy. While there are many paths policymakers can take, most participants suggested that, at this point in time, the government's primary role should be to foster innovation and promote industry generated solutions. A national strategy on IoT would help advance IoT deployment and monitor changing circumstances. 69 Such an effort could seek to enhance security on existing models, particularly through collaborative, standards-based approaches and industry-led certifications based on these standards. This would also involve crafting simple and transparent messages to consumers so that they can make better decisions when purchasing and operating mission-critical IoT devices. Moreover, policymakers can work on creating incentives that encourage reporting and enable information sharing rather than imposing penalties for near misses or attacking companies who make security and interference incidents public.
In the years ahead, IoT technology will facilitate a range of benefits, including in missioncritical environments. Because IoT is in its nascent stage, policymakers should be careful not to impede innovation and development. At the same time, the federal government should recognize the potential for harm caused by security concerns and begin developing a broader strategy for governmental oversight.
