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Abstract
Let G = (V ,E) be a (directed) graph with vertex set V and edge (arc) set E. Given a set P of source–sink pairs of vertices of
G, an important problem that arises in the computation of network reliability is the enumeration of minimal subsets of edges (arcs)
that connect/disconnect all/at least one of the given source–sink pairs of P. For undirected graphs, we show that the enumeration
problems for conjunctions of paths and disjunctions of cuts can be solved in incremental polynomial time. Furthermore, under the
assumption thatP consists of all pairs within a given vertex set, we also give incremental polynomial time algorithm for enumerating
all minimal path disjunctions and cut conjunctions. For directed graphs, the enumeration problem for cut disjunction is known to
be NP-complete. We extend this result to path conjunctions and path disjunctions, leaving open the complexity of the enumeration
of cut conjunctions. Finally, we give a polynomial delay algorithm for enumerating all minimal sets of arcs connecting two given
nodes s1 and s2 to, respectively, a given vertex t1, and each vertex of a given subset of vertices T2.
© 2006 Elsevier B.V. All rights reserved.
Keywords: Path and cut enumeration; Disjunction and conjunctions of paths and cuts; Reliability theory
This research was supported by the National Science Foundation (Grant IIS-0118635). The authors are also grateful for the partial support
by DIMACS, the National Science Foundation’s Center for Discrete Mathematics and Theoretical Computer Science. A short conference version of
this paper, titled “Generating Paths and Cuts in Multi-Pole (Di)Graphs,” appeared in the Proceedings of the 29th International Symposium on the
Mathematical Foundations of Computer Science, MFCS 2004 (J. Fiala, V. Koubek, J. Kratochvíl (Eds.), Prague, Czech Republic, August 22–27,
2004), Lecture Notes in Computer Science, vol. 3153, Springer, Berlin, Heidelberg, NewYork, 2004, pp. 298–309.
Our friend and co-author, Leonid Khachiyan passed away with tragic suddenness, while we were working on the ﬁnal version of this paper.
E-mail addresses: boros@rutcor.rutgers.edu (E. Boros), elbassio@mpi-sb.mpg.de (K. Elbassioni), gurvich@rutcor.rutgers.edu (V. Gurvich),
makino@mist.i.u-tokyo.ac.jp (K. Makino).
0166-218X/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2006.04.032
138 L. Khachiyan et al. / Discrete Applied Mathematics 155 (2007) 137–149
1. Introduction
Let G = (V ,E) be a (directed) graph on vertex set V and edge (arc) set E. Let P be an arbitrary family of pairs of
vertices of G:
P= {(si, ti) ∈ V × V : i ∈ [k] = {1, . . . , k}}.
We refer to (si, ti) as source–sink pairs, and assume that si = ti for all i ∈ [k]. However, sources and sinks may, in
general, coincide, i.e. for i = j , we may have si = sj , ti = tj or si = tj .
Consider the following two dual enumeration problems, stated as the generation of all minimal subsets of edges
(arcs) E′ ⊆ E such that
Path-conjunction (PC): si is connected to ti in the (di)graph G′ = (V ,E′) for all i ∈ [k];
Cut-disjunction (CD): si is not connected to ti in the (di)graph G′ = (V ,E\E′) for some i ∈ [k].
These problems arise in network reliability, where edges or arcs represent communication or transportation links,
which may work or fail independently, and where the goal is to determine the probability that the network is working,
based on the individual edge/arc failure probabilities. It is known that such network reliability computations require, in
general, the list of all multi-polar (directed) paths and cuts, depending on the type of connectivity the network ought to
maintain, see, e.g., [1,2,5,11]. Some special cases of the above two enumeration problems are known in the literature.
For instance, it is known [13] that the problems of listing all minimal cuts or all spanning trees of an undirected graph
G = (V ,E) can be solved in time O(|E|) per generated cut or spanning tree. It is also known (see, e.g., [6,7,12])
that all minimal (s, t)-cuts or (s, t)-paths can be listed in time O(|E|) per cut or path. Furthermore, similarly efﬁcient
algorithms also exist for listing directed spanning trees in a directed graph [8,14].
Denote, respectively, byFPC(G,P) andFCD(G,P) the families of minimal path conjunctions and cut disjunctions
for a given (di)graph G and a family of pairsP.As usual we say that a familyF(G,P) can be generated in incremental
polynomial time if for each k |F(G,P)|, we can generate k distinct elements inF(G,P) in time polynomial in k
and the size of the input (G,P). We shall also say that the generation problem for F(G,P) is NP-hard if, given a
partial familyF′ ⊆ F(G,P), it is NP-hard to decide if it can be extended, i.e. ifF(G,P)\F′ = ∅. If generating
F(G,P) is NP-hard, then the elements of F(G,P) cannot be enumerated in any order in incremental (or output)
polynomial time, unless P = NP.
We shall also consider the following two related problems of generating path disjunctions and cut conjunctions, i.e.,
the generation of all minimal subsets of edges (arcs) E′ ⊆ E such that
Path-disjunction (PD): si is connected to ti in the (di)graph G′ = (V ,E′) for some i ∈ [k];
Cut-conjunction (CC): si is not connected to ti in the (di)graph G′ = (V ,E\E′) for all i ∈ [k].
Denote, respectively, byFPD(G,P) andFCC(G,P) the families of minimal path disjunctions and cut conjunctions
for a given (di)graph G and a family of pairs P.
In what follows, we present our main results separately for undirected and directed graphs.
1.1. Undirected graphs
Our ﬁrst result for undirected graphs is the following.
Theorem 1. For any undirected graph G and any family of pairs of vertices P, the enumeration problems for
FPC(G,P) andFCD(G,P) can both be solved in incremental polynomial time.
Note that the enumeration problems forFPC(G,P) andFCD(G,P) remain tractable if we ﬁx some edges, and ask
for the generation of all minimal extensions that form path conjunctions or cut disjunctions. The reduction is trivial:
just contract these edges and consider the problem on the resulting graph.
It is also easy to see that, due to the transitivity and symmetry of the connectivity relation on undirected graphs,
we can assume without loss of generality that, for the path conjunction and cut-disjunction enumeration problems, the
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Such path conjunctions are usually referred to in the literature as generalized Steiner trees. In other words, a gen-
eralized Steiner tree is a minimal set of edges E′ ⊆ E connecting all vertices within each set Vi , i.e., for each
i = 1, . . . , p, all vertices of Vi must belong to a single connected component of (V ,E′). In particular, for p = 1 we
obtain the usual deﬁnition of Steiner trees. When each set Vi consists of two vertices {ui, vi}, generalized Steiner
trees are called point-to-point connections. By the same token, the general case of the cut-disjunction problem for
undirected graphs calls for the enumeration of all minimal subsets of edges whose removal disconnects at least one
of the given vertex sets V1, . . . , Vp ⊆ V . By Theorem 1, these problems can be solved in incremental polynomial
time.
Our second result for undirected graphs is that under assumption (1) with p = 1, we can also efﬁciently solve the
problems of generating path disjunctions and cut conjunctions.
Theorem 2. Under assumption (1) with p = 1, the familiesFPD(G,P) andFCC(G,P) can be both enumerated in
incremental polynomial time for any undirected graph G.
When assumption (1) holds with p = 1, the elements of FCC(G,P) are exactly all those minimal collections of
edges, the removal of which disconnects all pairs of vertices inV1. Such edge sets are known in the literature as multiway
cuts (see, e.g., [15]).
Theorems 1 and 2 will be proved in the more general setting of generation problems in matroids. The status of the
enumeration problems for cut conjunctions and path disjunctions remains open, even under assumption (1) with p2.
However, as we show in Theorem 8 in Section 2.4, the following matroid analog of the enumeration problem for path
disjunctions is NP-hard:
• Given a binary matroid M on a ground set S, enumerate all minimal (independent) subsets X ⊆ S such that X
spans at least one point from a given set P ⊆ S.
When M is the cycle matroid on the edge set of an undirected graph G, this is exactly the path disjunction problem.
1.2. Directed graphs
In contrast with Theorem 1, we shall show the following negative result.
Theorem 3. The problems of enumerating FPC(G,P) and FCD(G,P) are both NP-hard for directed graphs G,
when P is an arbitrary set of pairs.
We will only have to prove Theorem 3 for FPC(G,P) since it has been shown in [4] that the enumeration of
FCD(G,P) is NP-hard even when P consists of all pairs of vertices of G. Speciﬁcally, given a strongly connected
digraph G, it is NP-hard to enumerate all minimal collections of arcs whose removal destroys the strong connectivity
of G. On the other hand, it was also shown in [4] that enumerating all minimal collections of arcs which maintain the
strong connectivity of G can be done in incremental polynomial time. Thus, the special case of the generation problem
forFPC(G,P), whenP is the collection of all pairs of vertices of G, is tractable. It would be interesting to see whether
this positive result can be extended to the case when P is the collection of all pairs of vertices from some subset of
vertices V ′ ⊆ V (which can be a directed analog of condition (1)).
We shall also prove another positive statement which generalizes previously known results on generating directed
spanning trees [8,14].
Theorem 4. Let G = (V ,E) be a directed graph, s1, s2, t1 ∈ V be arbitrary (not necessarily distinct) vertices, and
T2 ⊆ V be an arbitrary subset of vertices. Let
P= {(s1, t1)} ∪ {(s2, t) : t ∈ T2}. (2)
Then the enumeration problem for FPC(G,P) can be solved with polynomial delay, i.e., in poly(|V |) time per
generated path conjunction.
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Finally, as in the undirected case, the complexity status of the enumeration problem for the conjunction of cuts
remains open. We can only show that enumerating disjunctions of paths is NP-hard.
Theorem 5. The problem of enumeratingFPD(G,P) is NP-hard for directed graphs G, when P is an arbitrary set
of pairs.
The remainder of the paper consists of the proofs of Theorems 1–5.
2. Conjunctions and disjunctions of paths and cuts in undirected graphs
In this section we prove Theorems 1 and 2.
2.1. Background
Many generation problems for undirected graphs can be viewed more generally as generation problems in graphical
or co-graphical matroids, see [10,16] for general background on Matroid Theory.
Let M be a matroid on ground set S of cardinality |S|=n. In general, we assume that M is deﬁned by an independence
oracle, i.e. an algorithmM which, given a subset X of S, can determine in unit time whether or not X is independent
in M. This assumption implies that the rank of any set X ⊆ S,
r(X) = max{|I | | I independent subset of X},
and in particular, the rank of the matroid
r(M)
def= r(S)
can be determined in O(n) time by the well-known greedy algorithm. A set U ⊆ S is said to span an element s ∈ S if
r(U ∪{s})=r(U), to span a setW ⊆ S if r(U ∪W)=r(U), and to span the whole matroid M if r(U)=r(S)=r(M). In
the last case S is called a spanning set. Minimal spanning sets for S are called bases. Equivalently, a base B is a maximal
independent set. Further, |B| = r(M) for every base B in M. Minimal dependent sets in M are called circuits. Maximal
non-spanning sets in M are called hyperplanes. That is H is a hyperplane if r(H) = r(M) − 1 and r(H ∪ s) = r(M)
for each element s /∈H . More generally, a subspace, a closed set, or a ﬂat of M is a subset F ⊆ S such that for all
s ∈ S\F , r(F ∪ {s}) = r(F ) + 1. Thus, a hyperplane is a ﬂat of rank r(M) − 1.
Denote the hypergraphs of all bases, circuits, and hyperplanes of M by B(M), C(M), andH(M), respectively.
Given a matroid M, it is known that the complementary set Bc = {S\B|B ∈ B(M)} is the set of bases of another
matroid M∗ on the same ground set S. The matroid M∗ is called the dual matroid of M. The bases of M∗ are called
the co-bases of M. The circuits of M∗ are called the co-circuits of M, and their complements are the hyperplanes of M,
that isH(M) = C(M∗)c. Note that the rank of a set X ⊆ S in the dual matroid M∗
r∗(X) = r(S\X) + |X| − r(M)
can also be computed in O(n) oracle time, and thus,M can be used as an independence oracle for the dual matroid.
In reliability we apply the above deﬁnitions to graphical and co-graphical matroids. Given a connected multi-graph
G = (V ,E), we denote by MG the graphical matroid for G. The elements of MG are the edges of G, and a set E′ ⊆ E
spans e = (v′, v′′) iff E′ contains a path between v′ and v′′. In particular, E′ is independent iff it is a forest, that is if
(V ,E′) contains no cycle.
This means that the bases MG are the spanning trees of G, and the circuits of MG are the simple cycles of G. Thus
the paths between vertices v′ and v′′ in G are identiﬁed with the circuits through the edge e = (v′, v′′) in MG. (If
e = (v′, v′′) /∈E, we can add e to MG).
The bases of the dual (co-graphical) matroid M∗G are the complements to the spanning trees, i.e. the minimal
transversals to the simple cycles, so called feedbacks. The circuits are the minimal transversals to the spanning trees,
that is minimal cuts for G.
We shall need the following theorem from [3].
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Theorem 6. Let M be a matroid with ground set S, let a ∈ S, and let C(M, a) be the set of circuits C of M such
that a ∈ C. Assuming that M is deﬁned by an independence oracle, all elements of C(M, a) can be enumerated in
incremental polynomial time.
The above theorem can be extended as follows.
Theorem 7. Given a matroid M with ground set S and two non-empty sets D,A ⊆ V , all minimal subsets ofD which
span A can be enumerated in incremental polynomial time. All maximal subsets of D which do not span A can also be
enumerated in incremental polynomial time.
Proof. Let  be a new element representing A, and let M be the matroid on D ∪  with the following rank function:
(X) =
{
r(X) if  /∈X,
max{r((X\) ∪ a) | a ∈ A} otherwise. (3)
It is easy to check that M is indeed a matroid. When M is a vectorial matroid over a large ﬁeld,  can be interpreted
as the “general linear combination” of all elements of A; in general, (X) is the so-called principal extension of r(X)
on A with value 1 (see, e.g., [9]).
LetSPAN(D,A) be the collection of all minimal subsets of D which span A. When I ∈ SPAN(D,A) then
I ∪  is a circuit in M and conversely, for any circuit C in M containing , the set C\ belongs toSPAN(D,A).
Hence the enumeration problem for SPAN(D,A) is equivalent with that for the set of all circuits through  in
M. Given an independence oracle for M, the rank function (3) of the extended matroid can be trivially evaluated in
oracle-polynomial time. Therefore the ﬁrst claim of Theorem 7 directly follows from Theorem 6. To see the second
claim note that the maximal subsets of D which do not span A are in one-to-one correspondence with the circuits of
the dual matroid M∗ which contain . 
2.2. Proof of Theorem 1
1. Path-conjunction (PC): In order to generate all minimal subsets X of edges of a given (multi) graph G = (V ,E)
such that G(X) = (V ,X) contains paths between given pairs of vertices si, ti , for i ∈ [k], we add the set A of k of
“new” edges ei = (si, ti) to E, and let D = E. Then each minimal subset of D which spans A in the graphical matroid
of G′ = (V ,D ∪ A) is a minimal set of edges of G connecting all pairs of vertices si, ti , and vice versa. Consequently,
all such minimal path conjunctions can be enumerated in incremental polynomial time by the ﬁrst part of Theorem 7.
2. Cut-disjunction (CD): Generating all minimal subsets of edges of G = (V ,E) which disconnect at least one pair
of vertices si, ti for k ∈ [k] is equivalent to the generation of all maximal subsets of E which do not connect all the
pairs. Letting as before D = E and A = {(si, ti) : i ∈ [k]}, we conclude that all such maximal cut disjunction can be
enumerated in incremental polynomial time by the second part of Theorem 7.
2.3. Proof of Theorem 2
1. Cut-conjunction (CC): Suppose we are given a graph G = (V ,E), a set of l terminals {s1, . . . , sl} ⊆ V , and it is
sought to enumerate all minimal sets of edges whose removal disconnects the terminals {s1, . . . , sl} from each other.
As mentioned in the introduction, these are called multiway cuts. First of all, we can assume without loss of generality
that the input graph G= (V ,E) contains no edges between the given terminals s1, . . . , sl ; if such edges exist, then any
multiway cut must remove all of them. Let A be the set of l − 1 “new” edges forming a spanning tree on the terminals,
say
A = {a1 = (s1, s2), a2 = (s2, s3), . . . , al−1 = (sl−1, sl)}.
Let G′ = (V ,E′), where E′ = E ∪ A, and let M∗ be the co-graphical matroid of G′. An edge set X ⊆ E spans A in
M∗ if and only if
r∗(X ∪ A) = r∗(X), (4)
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Fig. 1. An example of the graph construction in the proof of Theorem 8 with CNF C = (x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x2 ∨ x3).
where r∗(·) is the rank function of M∗. By deﬁnition, r∗(Z)=r(E′\Z)+|Z|−r(M), where M is the graphical matroid
of G′ and r(·) is the rank function of M. So condition (4) can be written as follows: r(E\X) + |A| = r(E′\X), or
equivalently, r(Y ) + |A| = r(Y ∪ A) where Y = E\X is the complement of X in G = (V ,E). So if we remove X from
G, and then start adding the edges of A to the resulting graph (V , Y ), then each new edge from A should be decreasing
the number of connected components. But this is the same as saying that the terminals s1, . . . , sl are all in distinct
connected components of (V , Y ), i.e. that X is a multiway cut. So the enumeration problem for multiway cuts, in this
case, is equivalent to the enumeration of all minimal subsets X of E such that X spans A in M∗, which, by Theorem 7,
can be done in incremental polynomial time.
2. Path-disjunction (PD): The proof is similar to the case of cut conjunction, but uses the second part of Theorem 7,
applied to the dual matroid.
2.4. Disjunction of circuits in matroids
As mentioned in the introduction, the enumeration problem for path disjunction is a special case of the more general
problem of enumerating the family F(M,A) of all minimal sets of a matroid M spanning at least one element in a
given set A. Clearly,F(M,A) is the union of A and all minimal circuits through some element of A.
Theorem 8. Let M be a binary matroid on the ground set S and A be a given subset of S. Given a collection X of
circuits of M, each of which spans at least one element of A, it is NP-hard to decide if this collection is complete, i.e. if
X=F(M,A).
Proof. We reduce our problem from the CNF satisﬁability problem: is there a truth assignment to N binary variables
satisfying all clauses of a given conjunctive normal form(x1, . . . , xN)=C1∧· · ·∧Cm,where eachCj is a disjunction
of some literals in {x1, x¯1, . . . , xn, x¯n}?
Given a CNF , we construct a graph G= (V ,E) on |V |=2mn−n+m+1+∑mj=1 |Cj | vertices and |E|=2nm+
2
∑m
j=1 |Cj | edges (where |Cj | denotes the number of literals appearing in clause Cj ) as follows. For each positive
literal xi appearing in clause Cj , we introduce three edges Yij , Y ′ij , Y ′′ij ∈ E, and for each negative literal x¯i appearing
in clause Cj , we introduce three edges Zij , Z′ij , Z′′ij ∈ E. These edges are connected in G as follows (see Fig. 1 for an
example):
G = v0P1v1P2v2 . . . vn−1PnvnP ′1v′1P ′2v′2 . . . v′m−1P ′mv′m,
where v0, v1, . . . , vn = v′0, v′1, . . . , v′m−1, v′m are distinct vertices, each Pi , for i = 1, . . . , n, consists of two parallel
chains Yi = {Yi1, . . . , Yim} and Zi = {Zi1, . . . , Zim} between vi−1 and vi , and each P ′j , for j = 1, . . . , m, consists of
|Cj | parallel chains, each of which has size 2 and is labeled by either the variables Y ′ij , Y ′′ij if literal xi appears in Cj or
by Z′ij , Z′′ij if literal x¯i appears in Cj .
For each edge e ∈ E, denote by (e) ∈ {0, 1}V the characteristic vector of e, i.e. v(e) = 1, if v ∈ e, and v(e) = 0,
otherwise. Let B be the following set of pairs of edges:
B= {{Zij , Y ′ij } : literal xi appears in clause Cj } (5)
∪ {{Yij , Z′ij } : literal x¯i appears in clause Cj }. (6)
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Denote by  the vector in {0, 1}V whose components are given by v0 = v′m = 1 and v = 0 for all v /∈ {v0, v′m}. Let
A, S ⊆ {0, 1}V be deﬁned as follows:
A = {} ∪ {(e1)2(e2) : {e1, e2} ∈ B},
S = {(e) : e ∈ E} ∪ A,
where2 denotes addition modulo 2. Finally, deﬁne a binary matroid M on the ground set S. Now consider the set
F(M,A); it consists of elements of the following types:
(i) Elements of A.
(ii) 2-Subsets of vectors of the form {(e1), (e2)} for some {e1, e2} ∈ B.
(iii) Any minimal subsets of vectors of S\A, corresponding to sets of edges E′ ⊆ E, such that |X ∩ B|1 for all
B ∈ B and ∑e∈E′ (e) ≡ a (mod 2) for some a ∈ A\{}. Consider any such set of edges E′ that spans a
vector a ∈ A, and assume that a = (e1) + (e2), where {e1, e2} ∈ B. Then, by minimality, E′ deﬁnes with e1
and e2 exactly two edge disjoint cycles in G, one of which is of the form vi−1 Pi vi , for some i ∈ {1, . . . , n},
and the other consists of two parallel chains, each of size 2, connecting a pair of vertices v′j−1 andvj , for some





(iv) Minimal subsets of vectors of S\A corresponding to sets of edges E′ ⊆ E, such that |X ∩ B|1 for all B ∈ B,
and
∑
e∈E′ (e) ≡  (mod 2). Each such subset of vectors corresponds to a path in G containing all vertices vi for
i = 0, . . . , n, and v′j for all j = 1, . . . , m. These paths in turn correspond to satisfying assignments of . Indeed,
any such path P must contain exactly one of the chains Yi or Zi for all i = 1, . . . , n. This naturally deﬁnes a truth
assignment  by xi = 1 if P contains Yi and xi = 0 if P contains Zi , for i = 1, . . . , n. Furthermore, since P avoids
all 2-subsets of edges deﬁned by B,  must satisfy every clause. Conversely, given a satisfying assignment  of
, we can deﬁne a path P in G that corresponds to a vector satisfying
∑
x∈X x ≡  (mod 2) and containing no
2-subset of vectors of type (ii).
Now deﬁning the partial listX ⊆F(M,A) to be the family of vectors of types (i), (ii), and (iii) above, then deciding
whether X =F(M,A) has the same difﬁculty as deciding whether there exists a truth assignment satisfying all the
clauses of the CNF formula . 
3. Conjunction of paths in directed graphs
In this section, we prove Theorems 3 and 4.
3.1. Proof of Theorem 3
As we mentioned in the introduction, we only have to prove the part of the theorem dealing with path conjunctions.
We shall prove the theorem under the stronger assumption that all sources and sinks in P are distinct.
We use a polynomial-time transformation from the satisﬁability problem. Let  = C1 ∧ · · · ∧ Cm be a conjunctive
normal (CNF) formon2n literalsx1, x1, x2, x2, . . . , xn, xn.We construct a directed graphG=(V ,E)on |V |=6m+n+2
vertices and |E| = 6m + 2n +∑mj=1 |Cj | arcs. An example of our construction is given in Fig. 2.
The vertices. We associate with each clause Cj , for j = 1, . . . , m, six vertices of G: sj , s′j , s′′j and tj , t ′j , and t ′′j . We
associate with each variable xi , for i = 1, . . . , n a vertex xi of V . In addition there are two other vertices u and v.
The arcs. For each clause Cj , for j = 1, . . . , m, we have six arcs (s′j , sj ), (sj , u), (u, s′′j ) and (t ′′j , v), (v, tj ), (tj , t ′j ).
For each i = 1, . . . , n, we also have two arcs (u, xi) and (xi, v) representing positive and negative literals xi and xi ,
respectively. Finally, if xi appears in Cj we add an arc between sj and xi and if xi appears in Cj we add an arc between
xi and tj .
The pairs. We use the following set P of 3m disjoint pairs:
P= {(sj , tj ) : j ∈ [m]} ∪ {(s′j , s′′j ) : j ∈ [m]} ∪ {(t ′′j , t ′j ) : j ∈ [m]}.
The trivial path conjunctions. Note that any path conjunction must include the sets of arcs Ej = {(s′j , sj ), (sj , u),
(u, s′′j ), (t ′′j , v), (v, tj ), (tj , t ′j )}, for j =1, . . . , m. Thus, any path conjunction that connects the family of pairs speciﬁed
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Fig. 2. An example of the NP-hard construction proof for Theorem 3 with CNF = (x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x2 ∨ x3).
byPmust be an extension of this set of arcs. We call such an extension trivial if it includes both arcs (u, xi) and (xi, v)
for some i ∈ [n]. Since, we generate minimal edges sets that connect the prescribed source–sink pairs, we need to
include the edges (u, xi) and (xi, v) only for one of the variables. Therefore, we get n different path conjunctions in
this way.
The non-trivial minimal path conjunctions. Denoting byF′ the set of n trivial path conjunctions, described above,
we claim that decidingF′ =F(G,P) is an NP-hard decision problem. To see this claim, we show that any non-trivial
minimal path conjunction yields a satisfying assignment for C and conversely, any satisfying assignment for  gives a
non-trivial minimal path conjunction for G with respect toP. This will prove Theorem 3. Note that any such non-trivial
path conjunction must avoid one of the arcs (u, xi), (xi, v) for each i = 1, . . . , n.
Let  = (1, 2, . . . , n) be the set of literals assigned the value TRUE in a satisfying truth assignment for C. We
deﬁne a non-trivial minimal path conjunction X of G corresponding to  as follows. First we include in X all sets of arcs
belonging to Ej , for j = 1, . . . , m. Next, we append to X all arcs corresponding to literals not appearing in . Then for
each clauseCj , for j =1, . . . , m, we include one of the arcs (sj , xi) or (xi, tj ) depending on which of the literals xi or x¯i
satisﬁesCj , respectively. Now, the fact that  is satisfying implies that there is a path from sj to tj , for each j=1, . . . , m.
Conversely, let X be a non-trivial minimal path conjunction connecting the pairs ofP. The non-triviality of X implies
that, for each i = 1, . . . , n, one of the arcs (u, xi) or (xi, v) is not included in X. Let us deﬁne a satisfying truth
assignment  that assigns TRUE to the literals corresponding to arcs not included in X. Since X contains a path from sj
to tj for each j ∈ [m], one of the arcs (sj , xi) or (xi, tj ) must be included in X, implying that  is satisﬁable.
3.2. Proof of Theorem 4
3.2.1. Flashlight procedures for enumeration
To prove Theorem 4, we use a special backtracking method for enumeration (see [13] for general background on
backtracking algorithms). Suppose that we want to enumerate all elements of a familyF ⊆ 2E . The method works by
building a search tree of depth at most |E| whose leaves correspond to the elements of the familyF. Each node of the
tree is identiﬁed with an ordered pair (S1, S2) of two disjoint subsets S1, S2 ⊆ E, and has at most two children. At the
root of the tree, we have S1 = S2 = ∅. The two children of an internal node (S1, S2) of the tree are deﬁned as follows.
We choose an element e ∈ E\(S1 ∪ S2) such that there is a subset X ∈F satisfying X ⊇ S1 ∪ {e} and X ∩ S2 = ∅. If
no such element can be found, then the current node is a leaf. Otherwise, the left child of the node (S1, S2) is identiﬁed
with (S1 ∪ {e}, S2). Analogously, the right child of the node (S1, S2) is (S1, S2 ∪ {e}), provided that there is a subset
X ∈F, such that X ⊇ S1 and X ∩ (S2 ∪ {e}) = ∅.
Let us note that checking the existence of subsets X ∈F for which X ⊇ S1 and X ∩ S2 = ∅ could be a non-trivial
problem in some cases. We use this checking as a “ﬂashlight”, looking ahead in the search tree, to be able to backtrack
in time, without generating unnecessary nodes, which is essential for efﬁciency in terms of the output size.
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Clearly, for the above method to work efﬁciently also in the input size, we need to be able to check in polynomial
time, for given two subsets S1, S2 ⊆ E, whether there exists an element e ∈ E\(S1 ∪ S2) and a set X ∈F, such that
X ⊇ S1 ∪ {e} and X ∩ S2 = ∅. In general, such a check is NP-hard, but in some cases, as the ones described below, it
can be performed in polynomial time, provided that we do the extension from the set S1 to S1 ∪ {e} in a more careful
way. More precisely, letF′ ⊆ 2E be a family of sets, such that
(i) F′ ⊇F,
(ii) for every X ∈F′, there exists an element e ∈ E such that X\{e} ∈F′ (in particular, ∅ ∈F′), and
(iii) we can test in polynomial time if a set X ∈F′.
For instance, ifF is the family of simple directed (s, t)-paths between two vertices s, t in a directed graph G, thenF′
can be taken as the family of all simple directed paths starting from s. In our backtracking procedure, we shall always
maintain the invariant S1 ∈F′. The following is a sufﬁcient condition for this method to work in polynomial time:
(∗) For any two disjoint subsets S1 ∈F′ and S2 ⊆ E, and for any e ∈ E\(S1 ∪ S2) such that S1 ∪ {e} ∈F′, we can
check in polynomial time if there is an element X ∈F, such that X ⊇ S1 ∪ {e} and X ∩ S2 = ∅.
Thisway, under assumption (∗), we obtain a polynomial delay, polynomial space algorithm for enumerating the elements
ofF (even in lexicographic order, if some ordering on E is given), by performing a depth-ﬁrst search traversal on the
nodes of the backtracking tree constructed as above.
3.2.2. Enumerating directed Steiner trees
Let G= (V ,E) be a directed graph. Given a node s ∈ V and a subset of nodes T ⊆ V , let us call an (s, T )-directed
Steiner tree any minimal subset of arcs X ⊆ E such that there is a directed path in the graph (V ,X) from s to every
node in T. Note that the minimality of X implies indeed that the underlying graph of (V ,X) must consist of a tree
H= (V (H), E(H)) whose leaves belong to T, where V (H) ⊆ V and E(H)=X, plus some isolated vertices V \V (H).
Given s ∈ V , [8,14] give algorithms for enumerating all directed trees connecting s to all other nodes in the graph.
We begin ﬁrst by showing how to use the backtracking approach, described in the previous section, to enumerate the
familyF of all (s, T )-directed Steiner trees connecting a given node s ∈ V to a given subset of nodes T ⊆ V . For
this we need to deﬁne a super-familyF′, satisfying (i), (ii), (iii) and for which condition (∗) is satisﬁed. LetF′ be the
family of all (arc sets of) directed Steiner subtrees H= (V (H), E(H)) connecting s to some subset of vertices T ′ ⊆ T ,
and such that every leaf of H, except possibly one, belongs to T ′. Consider any two disjoint subsets S1 ∈ F′ and
S2 ⊆ E, and let a be an arc in E\(S1 ∪S2) such that S1 ∪{a} ∈F′. Let T ′ be the subset of T reachable from s in the tree
H = (V (H), S1 ∪ {a}). If every leaf of H belongs to T ′, then there is nothing to check. Otherwise, H has exactly one
leaf v /∈ T , and the check (∗), whether S1 ∪ {a} can be extended to an (s, T )-directed Steiner tree that avoids S2, can be
done by simply checking the reachability of some vertex in T \T ′ from v in the graph G′ = (V − (V (H)\{v}), E\S2).
3.2.3. The case with two sources
Now we turn our attention to the case, when P is given by (2). We assume that the graph G = (V ,E) contains a
directed path connecting s1 to t1 and a directed Steiner tree connecting s2 to every vertex in T2. Otherwise there is
nothing to generate. Such a condition is easy to verify.
Let us call a minimal P-linked subgraph (MPLS in short) any minimal collection of arcs X such that there is a
directed path in the graph (V ,X) from s1 to t1, and from s2 to any node in T2. Given a directed graph G = (V ,E) and
an (s, T2)-Steiner subtree H = (V (H), E(H)) in G, we call a cross path any (v1, v2)-directed path in (V ,E\E(H)),
where v1, v2 ∈ V (H) are two distinct vertices such that there is no dipath from v2 to v1 in H (see Fig. 3).
The following properties of MPLS hold.
Lemma 1. Let X ⊆ E be the union of an (s1, t1)-dipath P1 and an (s2, T2)-Steiner tree H2. Then X is an MPLS if and
only if there are no cross paths in the graph (V (P1) ∪ V (H2),X) with respect to H2.
Proof. Suppose thatX is anMPLS, but has a cross path from v1 to v2. Consider the unique dipath s2=x1, x2, . . . , xj=v2,
in H2 from s2 to v2 and let xr be the last vertex on this path that either belongs to T2 ∪V (P1)\{v2}, or lies on a path from
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Fig. 3. An example of an MLPS with T2 = {t ′2, t ′′2 , t ′′′2 } (solid) and two cross paths (dotted).
Fig. 4. An example showing that Corollary 2 does not hold with three sources.
s2 to some vertex t ∈ T2 that does not pass through v2. Note that the deﬁnition of a cross path implies that v2 = s2, and
hence j2. Then, (i) if we delete from X all the arcs (xr , xr+1), . . . , (xj−1, xj ), we would still have a path between s1
and t1 and between s2 and every vertex in T2. This contradicts the minimality of X.
Conversely, suppose that we drop an arc a ∈ X = E(P1) ∪ E(H2), and the graph (V ,X\{a}) still contains an
(s1, t1)-dipath and an (s2, T2)-directed Steiner tree. If a belongs to E(P1), then X contains two distinct dipaths between
s1 and t1, and if a belongs to E(H2), then X contains two distinct dipaths between s2 and some t ∈ T2. In both cases,
it easy to see that X must contain a cross path. 
The two following corollaries are immediate from Lemma 1.
Corollary 1. Let X be an MPLS that is composed of the union of a directed (s1, t1)-path P1 and a directed (s2, T2)-
Steiner tree H2. Suppose that P1 and H2 contain common vertices v1 and v2 such that v1 lies on the path from s1 to v2
in P1. Then either (a) v1 lies on the path from s2 to v2 in H2 and P1 and H2 contain exactly the same set of vertices
between v1 and v2, or (b) v2 lies on the path from s2 to v1 in H2.
Corollary 2. In every MPLS X, the dipath from s1 to t1 is unique, and the dipath from s2 to any t ∈ T2 is unique.
Yet, for more than two sources, Corollary 2 may not hold, as illustrated by the following example with three
source nodes {s1, s2, s3} and three sink nodes {t1, t2, t3} (see Fig. 4). Let G be a directed graph on 10 vertices
{s1, s2, s3, a, b, c, d, t1, t2, t3} andwith arcs {(s1, a), (s2, b), (s3, d), (b, t3), (c, t1), (d, t2), (a, b), (b, c), (a, d), (d, c),
(c, a)}. Clearly, in this example, there exists two directed paths between s1 and t1 namely, s1, a, b, c, t1 and s1, a, d,
c, t1. Yet, all the arcs on these paths are needed to maintain the connectivity between s2 and t2 or between s3 and t3.
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Fig. 5. An example for extending P1 to an MPLS, when T2 = {t2}.
The following lemma enables us to efﬁciently enumerate MPLSs.
Lemma 2. Every (s1, t1)-directed path can be extended to an MPLS, and every MPLS is an extension of a unique
(s1, t1)-directed path.
Proof. The ﬁrst part of the lemma is a consequence of Lemma 1. Indeed, ﬁx an (s1, t1)-dipath P1 and let H2 be an
arbitrary directed (s2, T2)-Steiner tree. Let us modify the union F =E(P1)∪E(H2) by deleting arcs from H1 to obtain
an MPLS X ⊆ F as follows. For every two vertices v1 and v2 in F such that there is a cross path from v1 to v2, consider
the unique dipath s2 = x1, x2, . . . , xj = v2, in H2 from s2 to v2 and let xr be the last vertex on this path that either
belongs to T2 ∪ V (P1)\{v2} or lies on a path from s2 to some vertex t ∈ T2 that does not pass through v2. Then, we
delete from F all the arcs (xr , xr+1), . . . , (xj−1, xj ), none of which belongs to E(P1). Clearly the resulting graph still
contains an MPLS. We repeat this operation until there are no cross paths left. The resulting graph will be an MPLS
by Lemma 1.
To see the second part, note by Corollary 2 that an MPLS X contains a unique path from s1 to every t1. This readily
deﬁnes an (s1, t1)-dipath of which X is an extension. 
To prove Theorem 4, we apply backtracking as follows. First, we generate an (s1, t1)-directed path P1 connecting s1
to t1. We can generate all such paths with polynomial delay as explained in Section 3.2.2, and by Lemma 2 we know
that each of them can be extended to an MPLS, and that all such possible extensions are exactly the complete set of
MPLSs. Furthermore, the MPLS extensions X and X′ of any two distinct (s1, t1)-dipaths P1 and P′1 are distinct. This
follows from the fact that if X = X′ then both of them contain E(P1) ∪ E(P′1), and hence they contain at least two
different dipaths between s1 and t1, in contradiction to Corollary 2.
For each generated (s1, t1)-dipath P1, let us generate all possible extensions to an MPLS using backtracking. For an
illustration, we consider ﬁrst the case when T2 = {t2} consists of a single vertex. In this case, Corollary 1 implies that
any MPLS has the structure shown in Fig. 5. Thus to extend the path P1 to an MPLS, we start growing a path P2 from
s2 until we hit some vertex v1 on P1. At this point, P2 will move along P1 for some time, then it will leave P1 at some
vertex v2 and continue along vertices not on P1. Following that, the growing path P2 is allowed to hit P1 again but
not at any vertex that lies on the sub-path of P1 from v2 to t1, since otherwise we would get a cross path. We continue
extending P2 this way until we get an MPLS.
For |T2|> 1, the structure of anMPLS is similar, but is a bit more complicated; see Fig. 3 for an example with |T2|=3.
LetF be the family of all possible extensions of P1 to an MPLS, andF′ be the family of all subsets X ⊆ E\E(P1) of
arcs such that (a) X forms with some (possibly empty) subset of arcs Y ⊆ E(P1) a (unique) directed Steiner subtree H2
connecting s2 to some subset of vertices T ′2 ⊆ T2, (b) every leaf of H2, except possibly one, belongs to T ′2, and (c) there
are no cross paths in the graph P1 ∪H2 = (V (P1)∪V (H2),X ∪E(P1)). It is easy to check that the familyF′ satisﬁes
conditions (i), (ii) and (iii) of Section 3.2.1. Thus, it remains to check is that condition (∗) is satisﬁed. Consider any two
disjoint subsets S1 ∈F′ and S2 ⊆ E, and let a be an arc in E\(S1 ∪S2) such that S1 ∪{a} ∈F′. Then there is a unique
tree H2 = (V (H2), E(H2)) connecting s2 to every vertex in a subset T ′2 of T2, where E(H2) ⊆ E(P1) ∪ S1 ∪ {a}.If
every leaf of H2 belongs to T ′2, then there is nothing to check. Otherwise, H2 has exactly one leaf v /∈ T2, and the check
whether E(P1)∪S1 ∪{a} can be extended to an MPLS that avoids S2 can be done as follows. First, assume the path P1
consists of the vertices s1 = x1, x2, . . . , xr = t1 in that order, and let P2 be the path s2 = y1, y2, . . . , yk = v from s2 to v
in H2. If the paths P1 and P2 intersect, let l ∈ {1, . . . , k} be the largest index such that yl = xt for some t ∈ {1, . . . , r}.
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Fig. 6. An example of the NP-hard construction proof for Theorem 5 with CNF = (x1 ∨ x2 ∨ x3)∧ (x1 ∨ x2 ∨ x3)∧ (x1 ∨ x2 ∨ x3) (dotted lines
connect identiﬁed vertices).
Then all vertices on the sub-path xt+1, . . . , xr = t1 must be deleted from G, when we check for the extension, to avoid
cross paths. Otherwise, if there is a path in H2, from s2 to some v′ = v, that intersects P1, then all the nodes on P1
must be deleted from G to avoid cross paths. Next, we delete also from G all the vertices appearing in H2, excluding v,
and all the arcs in S2. Finally, checking (∗) reduces now to checking the reachability, from v, of some vertex in T2\T ′2
in the remaining graph.
4. Disjunctions of paths in directed graphs
In this section, we prove Theorem 5.Again, we use a polynomial-time transformation from the satisﬁability problem.
Let  = C1 ∧ · · · ∧ Cm be a conjunctive normal (CNF) form on 2n literals x1, x1, x2, x2, . . . , xn, xn. Given , we
construct a digraph D = (V ,E), in which some vertices are identiﬁed. Our construction is a slight modiﬁcation of that
used in the proof of Theorem 8. Given a graph G constructed from  in the way described in Section 2.4, we obtain
the directed graph D by replacing every edge e in G by three arcs e1, e2, e3 connected in serial in that order (for the
parallel chains P ′1, . . . , P ′m, we need only to replace the chain by three arcs, see Fig. 6 for an example).
The set of identiﬁed vertices. Let B be the set of pairs deﬁned by (5). For each pair of edges {Yij , Z′ij } ∈ B, we




. Similarly, we identify the head of the arc Z2ij in D with the
tail of (Y ′ij )
2
, for every pair of edges {Zij , Y ′ij } ∈ B.
The pairs.We use a setP of 1+∑mj=1 |Cj | disjoint pairs.P contains (v0, v′m). In addition, for every pair {Yij , Z′ij } ∈
B, we include inP the pair (tail(Y 2ij ), head((Z′ij )
2)). Similarly, for every pair {Zij , Y ′ij } ∈ B, we include inP the pair
(tail(Z2ij ), head((Y ′ij )
2)).
Clearly, every pair of arcs {e21, e22}, where {e1, e2} ∈ B, forms a minimal path disjunction connecting exactly one
pair of vertices in P. Apart from this set X = {{e21, e22}: {e1, e2} ∈ B} of size
∑m
j=1 |Cj |, any other path disjunction
must avoid one of the two arcs in each pair of arcs appearing inX, and thus cannot connect any of the pairs of vertices
in P\{v0, v′m}. Thus the only path that remains to be connected is the one from v0 to v′m and it is easy to see that such
path corresponds to a satisfying truth assignment for .
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