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1 Introduction
Let μ be a positive, non trivial Borel measure, supported on a subset E of the
real line. The sequence of polynomials {pn}n0, with
pn(x) = γnxn + δnxn−1 + ..., γn > 0
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is said to be an orthonormal polynomial sequence associated with μ if∫
E
pn(x)pm(x)dμ(x) = δm,n, m, n  0.
The corresponding monic orthogonal polynomials , i.e. with leading coefficient
equal to 1, are defined by
Pn(x) = pn(x)
γn
.
The sequence {pn}n0 satisfies the following three-term recurrence relation
xpn(x) = an+1 pn+1(x) + bn pn(x) + an pn−1(x), n  0, (1)
with an = γn−1γn > 0, n  1, and bn = δnγn − δn+1γn+1 , n  0. The matrix representation
of (1) is
xp(x) = Jp(x),
where p(x) = [p0(x), p1(x), . . .]t and J is a tridiagonal symmetric matrix
J =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
b0 a1 0 0 · · ·
a1 b1 a2 0 · · ·
0 a2 b 2 a3
. . .
0 0 a3 b3
. . .
...
...
. . .
. . .
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
which is called in the literature Jacobi matrix [2]. There exists a similar
expression to (1) using the monic orthogonal polynomials. In such a case, the
matrix representation is
xP(x) = J˜P(x),
where P(x) = [P0(x), P1(x), . . .]t and J˜ is a tridiagonal matrix
J˜ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
b0 1 0 0 · · ·
a21 b1 1 0 · · ·
0 a22 b2 1
. . .
0 0 a23 b3
. . .
...
...
. . .
. . .
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
which is called monic Jacobi matrix.
The functions
Sn(x) =
∫
E
pn(t)dμ(t)
x − t
constitute a second solution to the difference equation
xyn = an+1 yn+1 + bn yn + an yn−1
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and they are called second kind functions associated with μ. The Stieltjes
function
S(x) = S0(x) =
∫
E
dμ(t)
x − t
has a significant relevance in the theory of orthogonal polynomials and admits
the following series expansion at infinity
S(x) =
∞∑
k=0
μk
xk+1
where μk are the moments associated with μ given by
μk =
∫
E
xkdμ(x), k  0.
Given a measure μ supported on the real axis, some examples of pertur-
bations of such a measure have been studied (see [1, 15]). In particular, three
canonical cases are considered:
1. The perturbation dμ˜ = (x − β)dμ, β ∈ supp(μ), is the so-called canonical
Christoffel transformation.
2. The perturbation dμ˜ = dμ + Mrδβ , β ∈ supp(μ), Mr ∈ R, is the so-called
canonical Uvarov transformation.
3. The perturbation dμ˜ = dμx−β + Mrδβ , β ∈ supp(μ), Mr ∈ R, is the so-called
canonical Geronimus transformation.
In [1], the monic Jacobi matrix associated with each of the three canonical
perturbations in terms of the monic Jacobi matrix associated with μ is studied
taking into account their LU and U L factorizations.
We will call a spectral rational transformation of a Stieltjes function S(x), a
transformation
S˜(x) = A(x)S(x) + B(x)
C(x)S(x) + D(x) ,
where A(x), B(x), C(x), and D(x) are polynomials in x. In the particular case
when C(x) = 0, the transformation is said to be linear. The three canonical
perturbations mentioned above correspond to spectral linear transformations
when they are expressed in terms of the Stieltjes functions.
In this paper we consider measures on the unit circle, defined from Borel
measures supported on the interval [−1, 1] and we analyze the connection
between spectral transformations of them. In particular, we focus our attention
in the three canonical ones defined above. In Section 2, the background about
orthogonal polynomials with respect to Borel measures supported on the
unit circle is presented. In Section 3 we introduce the Szego˝ transformation
from measures μ supported on the interval [−1, 1] to measures σ supported
on the unit circle such that their moments are real numbers. A connection
between the LU factorization of the Jacobi matrix associated with μ and the
Verblunsky coefficients of the measure σ is stated. Thus, a new algorithm to
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define the Verblunsky coefficients is deduced taking into account the entries
of the matrices L and U of the factorization mentioned above. In Section 4
we describe the counterparts on the unit circle of the canonical spectral
transformations on the real line, using the Szego˝ transformation. It is shown
that the resulting transformations on the unit circle are of the same kind that
those applied on the real line. Finally, in Section 5 some examples of spectral
transformations on the unit circle are presented as well as the computation of
the Verblunsky coefficients for the corresponding Borel measures using our
algorithm. In fact, we show that these spectral transformations come from
spectral transformations of the same kind on the real line, via the Szego˝
transformation.
2 Orthogonal polynomials on the unit circle and spectral transformations
Let σ be a positive, non trivial Borel measure, supported on the unit circle
T = {z ∈ C : |z| = 1}. Then there exists a sequence {ϕn}n0 of orthonormal
polynomials
ϕn(z) = κnzn + ..., κn > 0,
which satisfies ∫ π
−π
ϕn
(
eiθ
)
ϕm
(
eiθ
)
dσ(θ) = δm,n, m, n  0. (2)
The corresponding monic polynomials are defined by

n(z) = ϕn(z)
κn
.
The sequence {
n}n0 also satisfies the following recurrence relations
(see [5, 13, 14])

n+1(z) = z
n(z) + 
n+1(0)
∗n(z), (3)

∗n+1(z) = 
∗n(z) + 
n+1(0)z
n(z), (4)
and the complex numbers {
n(0)}n0 are called Verblunsky coefficients. No-
tice that |
n(0)| < 1
ck, the k-th moment associated with the measure σ , is defined by
ck =
∫ π
−π
eikθdσ(θ).
In these conditions, we can introduce an analytic function in terms of the
moments {cn}n0 as follows
F(z) = c0 + 2
∞∑
k=1
c−kzk.
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F(z) is analytic on the unit open disc and ReF(z)>0 in such a disk. F(z) is
called Carathéodory function and it can be represented as a Riesz–Herglotz
transformation of σ as follows
F(z) =
∫ π
−π
eiθ + z
eiθ − zdσ(θ).
We consider three cases of canonical transformations introduced in [3]
1. The perturbation dσ˜ = |z − α|2dσ , |z| = 1, α ∈ C, is the so-called canoni-
cal Christoffel transformation (see [10]).
2. The perturbation dσ˜ = dσ + Mcδα + Mcδα¯−1 , α ∈ C− {0}, Mc ∈ C, is the
so-called Uvarov transformation (see [8]).
3. The perturbation dσ˜ = dσ|z−α|2 , |z| = 1, and |α| = 1 is the so-called
Geronimus transformation (see [4, 6, 9]).
These three transformations correspond, in an analogue way to the real axis,
to linear transformations of the corresponding Carathéodory functions. This
approach was studied in [8].
3 The Szego˝ transformation
From a positive, non trivial Borel measure μ, supported on [−1, 1], we can
define a measure σ in [−π, π ] as
dσ(θ) = 1
2
|dμ(cosθ)|, (5)
so if dμ(x) = ω(x)dx, then
dσ(θ) = 1
2
ω(cosθ)|senθ |dθ.
If μ is a probability measure, i.e.,
∫ 1
−1 dμ = 1, then σ is also a probability
measure on the unit circle T = {z ∈ C : |z| = 1} and then there exists an or-
thonormal polynomial sequence that satisfies (2), as well as the corresponding
monic orthogonal polynomials. In this case,

n(0) ∈ (−1, 1), n = 1, 2, . . .
There is a relation between the orthogonal polynomials associated with
a measure μ supported on [−1, 1] and the orthogonal polynomial sequence
associated with the measure σ defined by (5), which is supported on the unit
circle.
Theorem 1 [14] The monic orthogonal polynomial sequence {Φn}n0 on the
unit circle associated with the measure σ has real coefficients. In addition, if
x = (z+z−1)2 , then
pn(x) = κ2n2 (√1 + 
2n(0))
[
z−n
2n(z) + zn
2n(1/z)
]
.
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On the other hand, the coefficients of the recurrence relations (1), (3), and
(4) are related by [5]
2an =
√
[1 − 
2n(0)][1 − 
22n−1(0)][1 + 
2n−2(0)], n  1 (6)
2bn = 
2n−1(0)[1 − 
2n(0)] − 
2n+1(0)[1 + 
2n(0)], n  0. (7)
There is another way to relate the coefficients of the recurrence relations, as
follows
Theorem 2 [5] Let μ be a probability measure supported on the interval [−1, 1]
and let σ be the probability measure supported on the unit circle associated with
μ via the Szego˝ transformation. Let {
n(0)}n0 be the Verblunsky coefficients
associated with σ and {a2n}n1, {bn}n0 be the coefficients of the recurrence
relation associated with the orthonormal polynomials with respect to μ. Then,
for n  0

2n(0) = wn + vn − 1,

2n+1(0) = wn − vn
wn + vn ,
where
wn = 1 − bn − a2n(wn−1)−1, (8)
vn = 1 + bn − a2n(vn−1)−1, (9)
with the convention w−1−1 = v−1−1 = 0.
These relations are called in the literature Inverse Geronimus Relations (see
[5]). Notice that [13] shows a slightly different Inverse Geronimus Relation,
because a normalization of the measure μ which is supported on the interval
[−2, 2] is used.
On the other hand, if we define a sequence {uk}k1, with
uk = 12 (1 − 
k(0))(1 + 
k−1(0)), (10)
we get
a2k = u2ku2k−1, k  1 (11)
bk + 1 = u2k + u2k+1, k  0, (12)
and then we get a unique factorization
J˜ + I = LU
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where I is the identity matrix, and L and U are lower and upper bidiagonal
matrices, respectively, with
L =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 · · ·
u2 1 0 0 · · ·
0 u4 1 0
. . .
0 0 u6 1
. . .
...
...
. . .
. . .
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
and U =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
u1 1 0 0 · · ·
0 u3 1 0 · · ·
0 0 u5 1
. . .
0 0 0 u7
. . .
...
...
. . .
. . .
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Thus, from (10)

k(0) = 1 − 2uk1 + 
k−1(0) , (13)
or,

k(0) = 1 − 2uk
2 − 2uk−1
2 − 2uk−2
2 −
. . .
2 − 2u2
2 − 2u1
.
(14)
Therefore, we obtain a sequence that we can use to determine in a very simple
way the Verblunsky coefficients 
k(0) of the measure σ supported on the unit
circle. Notice that the subsequence of the odd elements of the sequence {uk}k1
defined in (10) is the sequence {vk}k1 defined in (9).
Notice that, since the moments {cn}n0 are real, the Carathéodory function
F(z) associated with σ has real coefficients. Therefore, we have
ReF(eiθ ) = ReF(ei(2π−θ)),
and then dσ(θ) + dσ(2π − θ) = 0. Thus, there is a relation between the Stielt-
jes and Carathéodory functions associated with μ and σ , respectively, as
follows
F(z) = 1 − z
2
2z
∫ 1
−1
dμ(t)
x − t =
1 − z2
2z
S(x) (15)
with x = z+z−12 , z = x +
√
x2 − 1 (see [12]).
4 Spectral transformations on the real line and the unit circle:
The connection through the Szego˝ transformation
Our aim is to apply spectral rational transformations to the Stieltjes function
S(x) corresponding to the measure μ and to analyze the transformation
obtained on the corresponding Carathéodory function F(z) defined in the
previous section.
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4.1 Christoffel transformation
Consider the Christoffel transformation of S(x) given by
S˜(x) = (x − β)S(x) − 1
μ1 − β , (16)
that represents the perturbation of the probability measure μ supported on
[-1,1]
dμ˜ = (x − β)
μ1 − β dμ,
in such a way that μ˜ is a probability measure.
Using (15) in (16)
2z
1 − z2 F˜(z) =
(
z+z−1
2 − β
)
2z
1−z2 F(z) − 1
μ1 − β
F˜(z) =
z+z−1−2β
2 F(z) − 1−z
2
2z
μ1 − β
=
(
z2 − 2βz + 1) F(z) + z2 − 1
2z(μ1 − β)
Then, the resulting transformation for Carathéodory functions can be repre-
sented by means of the linear rational transformation
F˜(z) = A(z)F(z) + B(z)
D(z)
,
with A(z) = z2−2βz+12(μ1−β) ,B(z) = z
2−1
2(μ1−β) , and D(z) = z.
In [8] it is shown that the canonical Christoffel transformation of a
Carathéodory function is given by
F˜1(z) = A1(z)F1(z) + B1(z)D1(z) ,
where A1(z) = −α¯z2 + (1 + |α|2)z − α¯, B1(z) = −α¯z2 + (αc1 − α¯c¯1)z + α, and
D1(z) = z. Normalizing F˜1(z) so that c˜0 = 1, the polynomials on the above
transformation become
A1(z) = −α¯z
2 + (1 + |α|2) z − α¯
(1 + |α|2) − 2Reαc1
B1(z) = −α¯z
2 + (αc1 − α¯c¯1)z + α
(1 + |α|2) − 2Reαc1
D1(z) = z.
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Thus, the comparison between the coefficients of B(z) and B1(z) yields
αc1 − α¯c−1 = 0.
So it follows that α ∈ R, and comparing the coefficients of A(z) and the
remaining coefficients of B(z) with the coefficients of A1(z) and B1(z), respec-
tively, we find:
−α
(1 + |α|2) − 2αc1 =
1
2(μ1 − β) (17)
and
(1 + α2)
(1 + |α|2) − 2αc1 =
−2β
2(μ1 − β) . (18)
From (17),
−2α(μ1 − β) = (1 + |α|2) − 2αc1 (19)
and from (18) and (19)
−(1 + α2)
2α(μ1 − β) =
−2β
2(μ1 − β) .
Then
α2 − 2βα + 1 = 0
and, finally,
α± = β ±
√
β2 − 1, with |β|  1.
This means that the zero of the complex polynomial of degree 1 in the
canonical Christoffel transformation must be real.
4.2 Uvarov transformation
We now consider the Uvarov transformation of the Stieltjes function S(x)
associated with μ
S˜(x) = S(x) + Mr(x − β)
−1
1 + Mr , (20)
corresponding to a transformation of the measure μ defined by
dμ˜ = dμ + Mrδβ
1 + Mr .
Again, μ˜ is a probability measure.
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Using (15) and (20) we get
2z
1 − z2 F˜(z) =
2z
1−z2 F(z) + Mr
(
z+z−1
2 − β
)−1
1 + Mr (21)
F˜(z) =
F(z) + Mr
(
2
z+z−1−2β
) (
1−z2
2z
)
1 + Mr (22)
=
F(z) + Mr
(
1−z2
z2−2βz+1
)
1 + Mr . (23)
In other words, A(z) = z2−2βz+11+Mr , B(z) = (1−z
2)Mr
1+Mr , and D(z) = z2 − 2βz + 1.
On the other hand, from [8] we know that
F˜1(z) = F(z) + B1(z)D1(z) , (24)
where B1(z) = (α − α¯z2)(Mc + Mc) − (1 − |α|2)(Mc − Mc)z, D1(z) = (z − α)
(α¯z − 1), and F(z), F˜1(z) are the Carathéodory functions associated with the
functions σ and its Uvarov transformation σ˜1, respectively, given by
(p, q)σ˜1 = (p, q)σ + Mc p(α)q(α¯−1) + Mc p(α¯−1)q(α), α ∈ C− {0}.
Taking into account
F˜1(z) = (1 + Mc + Mc)F(z)
we get
Mr = 2ReMc.
On the other hand, the comparison between (23) and (24) yields
α − α¯z2
(z − α)(α¯z − 1) =
1 − z2
z2 − 2βz + 1 (25)
as well as
(1 − |α|2)(Mc − Mc) = 0.
As a consequence, two situations must be analyzed.
1. If |α| = 1, then from (25), α
α¯
= 1 and β = 1. This means that α± = ±1. As
a conclusion the Uvarov transformation of the measure σ appears by the
addition of one mass Mr at the point α± = ±1.
2. If |α| = 1, then Mc ∈ R and Mc = Mr2 . On the other hand, from (25), αα¯ = 1
as well as 1+α
2
α
= 2β, i.e. α = α¯ and α2 − 2βα + 1 = 0. This means that
α± = β ±
√
β2 − 1, |β| > 1.
As a conclusion, the Uvarov transformation of the measure σ is the result
of the addition of two real masses Mr2 at the points α± = β ±
√
β2 − 1, with
|β| > 1.
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4.3 Geronimus transformation
The Geronimus transformation of the Stieltjes function S(x) associated with μ
is given by
S˜(x) = S(β) + Mr − S(x)
(x − β)(Mr + S(β))
and represents the following transformation of μ
dμ˜ = (x − β)
−1dμ + Mrδβ
Mr + S(β) .
Notice that μ˜ is a probability measure. The corresponding Carathéodory
function F˜(z) can be obtained from
2z
1 − z2 F˜(z) =
S(β) + Mr − 2z1−z2 F(z)(
z+z−1
2 − β
)
(Mr + S(β))
F˜(z) = −2zF(z) + (1 − z
2)[S(β) + Mr](
z2 − 2βz + 1) (S(β) + Mr) ,
or, equivalently,
F˜(z) = zF(z) +
1
2 (z
2 − 1)[S(β) + Mr]
− 12 (z2 − 2βz + 1)[S(β) + Mr]
. (26)
Thus, we have A(z) = z, B(z) = 12 (z2 − 1)[S(β) + MR], and D(z) = − 12 (z2 −
2βz + 1)[S(β) + Mr]. On the other hand, in [8] it is shown that
F˜1(z) = A1(z)F(z) + B1(z)D1(z) (27)
where
A1(z) = z,
B1(z) = α¯z2 − 2iIm(q0)z − α,
D1(z) = −α¯z2 + (1 + |α|2)z − α,
and q0 is a free parameter defined by
q0 = c˜0 − α¯c˜1.
Then, comparing the coefficients from B(z) and B1(z), we get q0 ∈ R. On the
other hand, (27) can also be expressed as
F˜1(z) = A1(z)D1(z) F(z) + Mc
α + z
α − z + Mc
1 + α¯z
1 − α¯z (28)
with Mc = q¯0−
1
2
1−|α|2 . Therefore, Mc ∈ R and (28) becomes
F˜1(z) = zF(z) − 2Mc(−α¯z
2 + α)
(−α¯z2 + (1 + |α|2)z − α)Ag (29)
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where Ag is the normalization factor. Comparing the coefficients of the poly-
nomials on (26) and (29) we get
α ∈ R, Mc = S(β) + Mr4α ,
and
α2 − 2βα + 1 = 0.
Then,
α± = β ±
√
β2 − 1, with |β| > 1.
This is, in the canonical Geronimus transformation, two real masses are added
at points α± = β ±
√
β2 − 1.
5 Examples
5.1 Jacobi case
We consider the family of orthogonal polynomials corresponding to the
measure
dμ = (1 − x)α(1 + x)βdx, α, β > −1, (30)
supported on the interval (-1, 1).
It is well known (see [2, 14]) that the coefficients of the three-term recur-
rence relation are given by
bn = β
2 − α2
(2n + α + β)(2n + 2 + α + β), n  0,
a2n =
4n(n + α)(n + β)(n + α + β)
(2n + α + β − 1)(2n + α + β)2(2n + α + β + 1) , n  1.
We analyze some representative Jacobi cases.
5.1.1 Tchebichef polynomials of first kind, (α = β = − 12 )
In this case
bn = 0, n  0, a21 =
1
2
, and a2n =
1
4
, n  2.
Therefore,
J˜ + I =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 1 0 0 · · ·
1
2 1 1 0 · · ·
0 14 1 1
. . .
0 0 14 1
. . .
...
...
. . .
. . .
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
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From the LU factorization, we obtain
u1 = 1 and un = 12 , n  2,
and from (13)

n(0) = 0, n  1,
as expected, since the measure on the unit circle associated with (30) for
α = β = − 12 is the normalized Lebesgue measure.
5.1.2 Tchebichev polynomials of second kind, (α = β = 12 )
In this case,
bn = 0, n  0, and a2n =
1
4
, n  1.
Therefore, J˜ + I becomes
J˜ + I =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 1 0 0 · · ·
1
4 1 1 0 · · ·
0 14 1 1
. . .
0 0 14 1
. . .
...
...
. . .
. . .
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
Calculating the LU factorization of this matrix, we obtain, for the elements of
the sequence {un}n1,
u2n = 2n4(n + 1) , n  1,
u2n+1 = n + 22(n + 1) , n  0
and from (13) we get

2n(0) = 1n + 1 , n  1,

2n+1(0) = 0, n  0.
This is a perturbation of the Lebesgue measure given by
dμ˜ = |z2 − 1|2 dθ
2π
, z = eiθ .
Notice that the measure μ˜ is a sieved measure of dμ1 = |z − 1|2 dθ2π , z = eiθ .
Sieved orthogonal polynomials relative to measures supported on the unit
circle have been analyzed in [7] and [11].
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5.1.3 Tchebichev polynomials of third kind (α = 12 , β = − 12 )
We get
b0 = −12 , bn = 0, n  1, and a
2
n =
1
4
, n  1,
so that
J˜ + I =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
2 1 0 0 · · ·
1
4 1 1 0 · · ·
0 14 1 1
. . .
0 0 14 1
. . .
...
...
. . .
. . .
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Calculating the LU factorization of this matrix, we obtain
uk = 12 , k  1,
and from (13) we deduce

n(0) = 1n + 1 , n  1.
This corresponds to a perturbation of the Lebesgue measure given by (see [10])
dμ˜ = |z − 1|2 dθ
2π
, z = eiθ .
Indeed, it is a canonical transform of the Lebesgue measure as pointed out in
Section 4.1, with α = 1.
5.1.4 Tchebichev polynomials of fourth kind
(
α = − 12 , β = 12
)
We get
b0 = 12 , bn = 0, n  1, and a
2
n =
1
4
, n  1,
so that
J˜ + I =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
3
2 1 0 0 · · ·
1
4 1 1 0 · · ·
0 14 1 1
. . .
0 0 14 1
. . .
...
...
. . .
. . .
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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Calculating the LU factorization, we obtain for the elements of the sequence
{un}n1
u2n = 2n − 14n + 2 , n  1,
u2n+1 = 2n + 34n + 2 , n  0
and from (13) we deduce

n(0) = (−1)
n
n + 1 , n  1.
This corresponds to a perturbation of the Lebesgue measure given by (see
[5, 10])
dμ˜ = |z + 1|2 dθ
2π
, z = eiθ .
Indeed, it is a canonical Christoffel transformation of the Lebesgue measure
as pointed out in Section 4.1, with α = −1.
5.1.5 Gegenbauer polynomials, with α = β = 1
In this case
bn = 0, n  0, a2n =
n(n + 2)
(2n + 1)(2n + 3) , n  1.
Therefore, from the LU factorization of J˜ + I we obtain
u2n = n2n + 3 , n  1,
u2n+1 = n + 32n + 3 , n  0,
and from (13) we get

2n(0) = 32n + 3 , n  1,

2n+1(0) = 0, n  1.
This corresponds to a perturbation of the Lebesgue measure defined by
dμ˜ = |z2 − 1|3 dθ
2π
, z = eiθ .
5.2 Uvarov transformation
We consider the Legendre case dμ = dx, i.e., a Jacobi case with α = β = 0, and
its Uvarov transformation defined by
dμ˜ = dx + δ(x + 1) + δ(x − 1) (31)
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We denote J the monic Jacobi matrix associated with μ. From Corollary 4.5
on [1], if we apply the following transformations
J − I = L1U1
J1 := U1L1
J1 = U2L2
J2 := L2U2 + I
J2 + I = L3U3
J3 := U3L3
J3 = U4L4
J4 := L4U4 − I
then J4 is the monic Jacobi matrix associated with (31). We now calculate the
LU factorization of J4 + I to obtain the sequence {uk}n1, such that
u2n = (n + 1)
2[n2(2n + 4) + 4n] + 2n
2(2n + 1)[n2(n + 1)2 + 2n(n + 1) + 1] , n  1,
u2n+1 = n
2(n + 1)2(2n − 2) + (n + 1)(4n2 + 2)
2(2n + 1)[n2(n + 1)2 + 2n(n + 1) + 1] , n  0.
From (13) we get

2n(0) = − 3n
2(n + 1)2 + 2n(n + 1) − 1
(2n + 1)[n2(n + 1)2 + 2n(n + 1) + 1] , n  1,

2n+1(0) = 0, n  1.
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