Heart disease is the leading cause of death in the United States, claiming over 830,000 lives each year (34% of all deaths or roughly one death every 38 seconds). A similar situation exists in other parts of the world, where an estimated 40% of all deaths in the developing world by the year 2020 are expected to be due to heart disease. The risk of death in these patients can be substantially lowered through the delivery of appropriate treatments (e.g., pharmacological and surgical interventions). However, matching patients to treatments that are appropriate for their risk remains challenging. In this paper, we aim to address this challenge by developing novel computational biomarkers that can be used to risk stratify patients. Our focus is on identifying high risk behavior in large datasets of electrocardiographic (ECG) signals from patients who experienced mortality following coronary attacks and those that remained event free. We frame the problem of finding risk markers as the discovery of approximately conserved heart rate sequences that are significantly overrepresented in either high or low risk patients. We propose a randomized hashing-and greedy centroid selection-based algorithm to efficiently discover such heart rate patterns in large highresolution ECG datasets captured continuously over long periods from thousands of patients. When evaluated on data from 3,067 patients in two separate cohorts, our pattern discovery algorithm was able to correctly identify patients at high risk of death, even after adjusting for information in existing heart rate-based risk stratification metrics. Moreover, our approach can be easily extended to other clinical and non-clinical applications focused on approximate sequential patterns discovery in massive timeseries datasets.
Introduction
Cardiovascular disease is the leading cause of death in the United States, claiming over 830,000 lives each year (34% of all deaths, or roughly one death every 38 seconds) [1] . More than 151,000 of these deaths take place in patients under the age of 65, and a third * E-mail for correspondence: zhs@eecs.umich.edu.
occur before the age of 75. Furthermore, the aging of the U.S. population and the demographic changes projected for the year 2020 and beyond will have a major impact on increasing the prevalence and costs of care for cardiovascular disease. Estimates show these trends leading to an increased number of cardiovascular deaths in both developed countries (6 million vs. 5 million) and developing countries (19 million vs. 9 million) by the year 2020 [2] . The data is particularly grim for the developing world, where more than 40% of all deaths by the end of this decade are expected to be due to cardiovascular disease [2] .
One of the difficulties of dealing with cardiovascular disease, and coronary heart disease in particular, is that despite the availability of many different treatment options, the disease burden remains unacceptably high because of an inability to match patients to the treatments that are most appropriate for their individual risk. One of the best examples of this situation is provided by implantable cardiac defibrillators (ICDs), which can be life-saving for patients who experience fatal arrhythmias (over 300,000 sudden cardiac deaths in the U.S. each year among patients with diagnosed coronary disease) [3, 4] . In most of these cases, the effects of the arrhythmia can be reversed if the victim is treated with an electrical shock within the first few minutes. However, existing decision-making methods fail to prescribe ICDs to the majority of patients who die [4] . Conversely, 90% of the patients who do currently receive an ICD do not receive any benefit from their device [4] , resulting in an unnecessary risk to patients and unnecessary costs on the healthcare system.
With advances in recording and storage technologies, and with the increasing use of electronic health record systems in clinical settings, it is now possible to collect larger volumes of data than was previously possible. This increase has taken place both in terms of the amount of data that is recorded from individual patients, and in terms of the number of patients monitored. These data offer an enormous opportunity to advance cardiac care through the discovery of new data-derived medical knowledge. This focus on discov-ering new knowledge, in particular, is motivated by conventional approaches based on substantial a priori assumptions proving to be inadequate for cardiovascular risk stratification. There is consequently a need to extract new insights about repeat examples of events such as death following coronary attacks to supplement existing decision-making tools.
In this paper, we aim to develop novel computational biomarkers to risk stratify patients for death following coronary attacks. We focus on using electrocardiographic (ECG) data from a large patient population to discover heart rate patterns that are statistically overrepresented or underrepresented in patients who died in the months immediately following a heart attack or unstable angina relative to patients who survive this period. These patterns can be used to develop risk stratification models that score patients along a risk continuum and have value in clinical cost-benefit analyses to determine therapies most appropriate for individual cases. Our focus on using long-term ECG timeseries is due to these signals being routinely collected during patient hospitalization. This allows for the work presented here to be deployed easily without imposing additional needs on patients, caregivers, or the healthcare infrastructure.
Despite the potential clinical utility of ECG-based heart rate markers, discovering these patterns is difficult due to three factors. First, the sheer volume of available data poses a serious challenge. For example, the ECG signals from just a single patient admitted to a hospital following a coronary attack would fill up thousands of pages. Our research attempts to find patterns in ECG data collected continuously from thousands of such patients over days to weeks following a coronary attack. This creates space and runtime challenges at both the algorithmic and platform level. Second, due to the presence of noise, our research explores patterns that are approximate, i.e., where the same heart rate sequence can occur in many parts of the same signal or across different patients in an imperfectly conversed form. Third, there is considerable variation between patients, and physiological information must be registered across individuals during the pattern discovery process.
Our research addresses these challenges by reexpressing heart rate time-series in a symbolic form where the symbols have consistent meaning across patients. We then approach the goal of discovering approximate heart rate patterns within these symbolic sequences by proposing a new motif discovery algorithm that makes use of on-line greedy centroid selection and randomized hashing to identify statistically interesting sequential activity in positively and negatively labeled examples. We combine information from these patterns in survival models that can be used for risk stratification. We evaluate our work on data from over 3,000 patients from two separate cohorts of patients admitted to the hospital following coronary attacks, and show that our computationally generated biomarkers can correctly identify patients at high risk of death, even after adjusting for information in existing risk stratification metrics. We note that while our investigation is focused on the specific clinical application of cardiovascular risk stratification, the techniques we propose can be applied more broadly to other problems related to approximate sequential pattern discovery in large datasets.
The main contributions of this paper are:
1. we advance existing work on cardiovascular risk stratification through a novel approach that tracks information in heart rate patterns, 2. we explore a symbolic transformation of heart rate time series that facilitates knowledge discovery in the presence of intra-patient variations, 3. we formulate the problem of discovering approximate sequential patterns for risk stratification from large volumes of historical data, 4. we describe a new algorithm that can solve this problem statement in a computationally efficient manner, and
5. we present a rigorous evaluation of our research on a real-world dataset with long-term ECG signals and detailed follow-ups from over 3,000 patients.
The remainder of this paper is organized as follows. Section 2 presents background on ECG signals and the rationale for focusing on heart rate patterns for cardiovascular risk assessment. Section 3 then describes our algorithm to discover approximate heart rate patterns that can discriminate between high and low risk patients. Section 4 details our evaluation methodology and the results of this investigation are presented in Section 5. We conclude with a summary and discussion of these results in Section 6.
Background
The ECG signal measures the activity of the heart, by recording the electrical field associated with depolarization and repolarization of heart muscle during the cardiac cycle. It contains a wealth of information related to the structure of the heart (e.g., size of chambers, thickness of chamber walls, presence of scar tissue due to old infarcts), the function of the heart (e.g., rate of conduction, sequence in which different parts of the heart initiate impulses and contract, and stability of conduction), the influence of the autonomic nervous system on the heart (e.g., variation in heart rate), and the health of the coronary vasculature supplying blood to the heart (e.g., presence of ischemia) [5] . The extensive information provided by the ECG, as well as the simple, non-invasive and relatively inexpensive nature of ECG acquisition, have made ECGbased metrics especially attractive for cardiovascular risk stratification. Despite these advantages, standard evaluation of the ECG is mostly limited to identifying the underlying cardiac rhythms and recognizing the typical wave patterns of cardiac ischemia in small snapshots of the signal less than a minute long. Historically, this has been due to an inability to collect and analyze very long periods of ECG data from patients. However, even with recent advances in our ability to collect continuous long-term ECG over days and weeks from patients, there is a vast amount of additional data provided by long-term ECG on the overall health of the heart that is currently not extracted because clinicians lack the tools and technology to interpret subtle abnormalities.
Recent years have seen a growing interest in developing computer-based tools to extract this information from ECG signals [6, 7, 8, 9, 10] . A substantial component of this work has focused on the analysis of heart rate time-series over long periods of time [11] . There is an extensive body of research focused on heart rate variability (HRV), which studies variation in the length of normal (sinus) heart beats to assess cardiac autonomic function, i.e., the controlling influence of the nervous system on the heart. The intuition underlying HRV is that diminished variability in heart rate during normal (sinus) function suggests impaired cardiac autonomic regulation. For example, the lack of variation in heart rate over extended periods suggests that the nervous system is not regulating cardiac activity to track differences in physiological and physical activity. Patients with decreased HRV are therefore believed to be at an increased risk of adverse outcomes, especially fatal arrhythmias, since the protective regulatory effects of the autonomic nervous system are similarly curtailed while dealing with abnormalities.
In this study, we advance this work by identifying specific patterns of heart rate changes that may be used for risk stratification. These patterns may correspond to activity that is either overrepresented in patients who experience adverse outcomes (i.e., patterns associated with the causal disease mechanisms) or overrepresented in patients who remained event free (i.e., patterns associated with protective mechanisms).
Our search for these specific patterns supplements traditional HRV analyses [11] in two ways: (1) our research diverges from the typical approach of quantifying aggregate variability through simple time-and frequency-domain metrics (Table 1) by extracting more specific patterns associated with elevated cardiovascular risk (i.e., our research identifies structure within aggregate variability measured by existing metrics), and (2) our research provides a more complete assessment of information in heart rate by capturing patterns associated with both low and high variability. While most HRV research focuses narrowly on the low variability case, our proposed algorithms can also identify patterns associated with high risk increased variability. There is recent evidence suggesting that such a broader focus can provide a more complete assessment of cardiovascular health [9, 12] . either high or low risk patients from large volumes of labeled multi-patient ECG data.
Creating Symbolic Heart Rate Sequences
Given the ECG signals X i [n] for patients i = 1, . . . , N , we start by first extracting the heart rate from these time series. To segment the ECG signals into beats, we use two open-source QRS detection [15, 16] . QRS complexes are marked at locations where both algorithms agree. The time interval between the QRS complexes measures the length of each heart beat, and can consequently be used to measure the instantaneous heart rate in beats per minute.
Denoting the instantaneous heart rate time series as Z i [n] for i = 1, . . . , N , we then symbolize the heart rate for each patient using symbolic aggregate approximation (SAX) [17] . This is done by first partitioning the heart rate measurements within each patient's time series into equiprobable bins, and then assigning each heart rate measurement with a symbol corresponding to the index number of its bin (where the index number '1' corresponds to the equiprobable bin with the lowest mean heart rate measurements, '2' corresponds to the equiprobable bin with the next lowest mean heart rate measurements and so on). The number of bins determines the size of the symbol alphabet. In our work, we choose an alphabet size of 4 for SAX, corresponding to an abstraction of the heart rate into low, moderately low, moderately high, and high categories.
We note that while clinical definitions (e.g., bradycardia corresponding to heart rate below 60 beats per minute, tachycardia corresponding to heart rate above 100 beats per minute, and normal heart rate between 60-100 beats per minute) can also be used to achieve a discretization of the heart rate time series for each patient, our use of SAX has the advantage of providing a layer of normalization across patients. Despite baseline differences in heart rate between patients, the symbols derived through SAX have consistent meaning across the population. We represent the resulting symbolic heart rate sequences as
Pattern Discovery in Symbolic Sequences
We now formulate the problem of discovering overrepresented patterns in symbolic sequences and describe an algorithm to efficiently discover such patterns.
Problem Formulation
We frame the problem of discovering heart rate patterns that have value in cardiovascular risk stratification as: 
and where the l p distance is defined as:
This notion of an approximate pattern is more natural than the use of the l p norm to directly assess the distance between patterns (i.e., an approximate pattern consists of A and all subsequences B such that
. This is because our notion of an approximate pattern prevents matches from being substantially different at any local point along the subsequences. Moreover, it defines distance as a function of pattern length, and allows for the pattern discovery process to use a single parameter while searching for shorter or longer patterns. We observe, however, that the techniques presented in this paper can be applied just as easily to the case where the l p norm is used instead of the definition of approximate matches above.
We defer the question of how to find approximate patterns for the moment and start by describing how a similar problem to find exact patterns can be solved. In this setting, a simple hash table-based approach can be used to make a linear pass through all sequences in S + and S − both to identify the unique subsequences U i for i = 1, . . . , M present in the entire dataset and to measure the frequency with which each of these unique subsequences occurs in positive and negative examples. The resulting frequencies for the U i in each of the sequences in S + and S − can then denoted by the vectors:
Using these frequencies, i.e., the normalized occurrences of U i in each sequence in S + and S − , the subsequences that are overrepresented in either positive or negative examples can be found through different approaches. For example, rank sum testing or the area under the receiver operator characteristic curve (AU-ROC) can both be used to identify the U i that successfully distinguish between positive and negative examples. The AUROC, in particular, is widely used in many different applications and is considered the standard in medicine for evaluating risk stratification methods. The AUROC can be interpreted as the probability that for a pair of randomly chosen comparable examples from S + and S − , U i occurs more frequently in the positive example than the negative one. Comparable examples correspond to pairs where the frequency of U i differs between the examples. AUROC values that are high (i.e., close to 1) or low (i.e., close to 0) both reflect subsequences that have high discriminative value.
One limitation of this approach, however, is that it does not capture information related to the timing of labels. In settings such as clinical risk stratification, where patients are only monitored for a specific period, and may occasionally leave a study before it is complete (i.e., the phenomenon of censoring), there is additional information in the labels that this process fails to consider. For example, a patient who leaves a three-month study at the end of the first month would have the label of being event free despite potentially experiencing death before the end of the study period. Situations such as these, where survival characteristics are also important in addition to labels, can be addressed by a slightly revised problem statement: where the notion of an approximate patterns is similar to the first problem formulation. In this case, the process of finding exact patterns is identical to the earlier problem formulation except for the concordance index (C-index) being used to identify the U i that successfully distinguish between positive and negative examples. The C-index is similar to the AUROC, and can be interpreted as the probability that for a given pair of randomly chosen comparable examples, U i occurs more frequently in the example that experiences an event before the other example. Comparable examples in this case must both be positive samples, or one positive sample paired up with a negative sample such that the positive event occurs before the censoring time for the negative sample.
Discovering Approximate Patterns
Our discussion so far has focused on the discovery of exact patterns for risk stratification. Both problem formulations are similar in the initial step of measuring the frequency with which the subsequences U i occur exactly in S + and S − , and differ only in their use of the AUROC or C-index. To find approximate patterns, we extend this approach. We first efficiently measure the frequency with which the subsequences U i occur in an approximate form in S + and S − , and then assess the predictive ability of these approximate patterns using the AUROC or C-index. The goal of the ideas presented in the remainder of this section is to provide a way to efficiently carry out the first step of measuring the frequency of approximate patterns in S + and S − , i.e., to compute:f can be used to assess the importance of the approximate pattern centered at U i through either the AUROC or the C-index. This approach is associated with two limitations. First, matching each of the M unique U i against all the other M −1 unique subsequences requires O(M 2 ) time, which is prohibitively expensive for large M . For extremely large datasets, the value of M may be close to Λ L where Λ is the size of the alphabet used for symbolization. Second, the neighborhoods of approximate patterns may overlap substantially, leading to the best results returned by this process essentially corresponding to the same underlying behavior.
To address these limitations we propose an algorithm to measure the frequency of approximate patterns based on randomized hashing and greedy centroid selection. Each of these ideas is described in more detail subsequently.
Locality Sensitive Hashing with l p Distance: We note that the goal of matching each U i with other subsequences that lie within its approximate neighborhood can be reduced to the goal of first identifying a small number of candidate subsequences that may be potential matches, and then pruning away these candidates for actual matches. Being able to efficiently identify the first set of potential matches in this setting can greatly decrease the overall runtime of pattern discovery.
To achieve this, we build upon the observation that given the definition of an approximate match in Section 3.2.1 (i.e., subsequences are approximate matches if they have an l p distance of at most d over any window of length W ), the total l p distance any potential match can have from a given U i is bounded by γ = dL W . We therefore focus on reducing the runtime of the pattern discovery process by efficiently finding all subsequences within a distance γ of each U i , and pruning away from this set any subsequences that are not true approximate matches. This goal of finding all subsequences within an l p radius of γ is related to the R-near neighbor reporting problem, that is, for a query point q i find all points q j within a radius R of q i [18] . In our case, the problem of finding the approximate neighborhood of each U i corresponds to solving the R-near neighbor reporting problem for each U i with R = γ. We achieve this in a computationally efficient manner through locality sensitive hashing (LSH) [18, 19] .
We briefly review LSH here for the purpose of completeness. The key idea of LSH is to hash data points using several hash functions with the property that for each function, the probability of collision is much higher for objects that are close to each other than for those that are far apart. This allows for the efficient discovery of nearest neighbors by hashing a query point and searching only through elements stored in buckets containing that point. In addition, since LSH is a hashingbased scheme, it can be naturally extended to dynamic datasets where insertion and deletion operations need to be supported.
More formally, let H be a family of hash functions mapping R L to some universe ζ. For any two points q i ∈ R L and q j ∈ R L , we can choose a function h from H uniformly at random and analyze the probability that h(q i ) = h(q j ). The family H is called locality sensitive [19] if it satisfies the following conditions given a distance measure Θ:
For an LSH function family to be useful it has to satisfy the inequalities c > 1 and p 1 > p 2 . In this case, the LSH family can be used to efficiently solve the Rnear neighbor reporting problem [18] :
L and parameters R > 0, δ > 0, construct a data structure that given any query point q i , reports each R-near neighbor of q i in Q with probability 1 − δ Typically, one cannot use H directly, since the gap between p 1 and p 2 may be small. An amplification process is used to achieve a desired probability of collision. This amplification process involves concatenating several functions chosen from H.
The basic LSH indexing method can be described as follows [18] . For an integer k, we first define the function family G = {g :
, g is the concatenation of k LSH functions). For an integer ω, we then choose g 1 , . . . , g ω from G independently and uniformly at random. Each of these functions g i for 1 ≤ i ≤ ω is used to construct one hash table where all the elements in Q are hashed using g i . This data structure, comprising ω hash tables in total, is used to find matches to queries. Given a query q i , the first step is to generate a candidate set of neighbors by the union of all buckets that the query q i is hashed to. False positives are then removed from this candidate set.
Intuitively, concatenating multiple LSH functions to produce each g i makes the probability of distant objects colliding small. However, it also reduces the collision probability of nearby objects. This results in the need to create and query multiple hash tables constructed with different g i . Different LSH families can be used for different choices of Θ. In our work, we make use of the LSH families based on p-stable distributions for l p norms [19] : p-stable distributions can be used to generate hash functions that obey the locality sensitive property. Given a random vector a of dimension L whose each entry is chosen independently from a p-stable distribution, the dot product of two vectors v 1 and v 2 with a projects these vectors onto the real line. It follows from p-stability that for the vectors, the distance between their projects (a.
where Y is a random variable drawn from a p-stable distribution. If the real line is divided into equi-width segments, and vectors are assigned hash values based on which segments they project onto when taking the dot product with a, then it is clear that this hash function will be locality preserving.
More formally, we can define hash functions based on this idea as [19] :
where a is an L dimensional vector with entries chosen independently from a p-stable distribution as described above, and b is a real number chosen uniformly from the range
maps a vector v onto the set of positive integers. For the p = 2 case (i.e., the l 2 norm corresponding to the Euclidean distance metric), these hash functions can be created using the Gaussian distribution, which is known to be 2-stable (for the l 1 norm the Cauchy distribution can be used).
For any function g o , the probability that
ω ≤ δ, then any R-neighbor of q i is returned by the algorithm with probability at least 1−δ [18] . While the worst case performance of this approach is linear, the algorithm is typically sublinear on many datasets.
To choose k, we note that while larger values of k lead to hash functions that are more selective, they also necessitate more hash tables ω to reduce false negatives. To address this tradeoff, between hash functions that lead to smaller hash table buckets but more hash tables, and hash functions that lead to larger hash table buckets but fewer hash tables, we make use of a practical approach that is often recommended [18] to optimize the parameter k. This involves a preliminary training phase using a small number of data points and a set of sample queries. The value of k that provides the best performance is used to develop the LSH data structure.
Greedy Centroid Selection: LSH makes the search for the approximate neighbors of each U i more efficient but does not address the issue of overlap between patterns. We note that this overlap affects both the quality of the results (i.e., the situation where the top results correspond to slight variations of a single pattern) as well as the runtime of the pattern discovery process (i.e., redundant work being performed to assess very similar patterns repeatedly).
We address this issue by searching for centroids that cover all the subsequences U i in the dataset and provide a more compact representation of the space of potential patterns. The R-near neighbor reporting problem can then be focused on finding the approximate neighbors of these centroids.
One approach to identify these centroids is to use clustering. However, finding these centroids by clustering all the U i is prohibitively expensive for large values of M . In fact, we note that the computational challenges of clustering all the U i are analogous to the computational challenges of solving the R-near neighbor reporting problem for all the U i in the first place.
We therefore adopt a greedy approach to select centroids. We maintain a working set of centroids (initialized to {U 1 }) using an LSH data structure and perform the following test on each new U i encountered during a linear scan of the sequences in S + and S − (as described in Section 3.2.1). If the new U i has any match in the working set of centroids, then the new U i is ignored. Otherwise, it is added to the working set of centroids. Since the test at each step involves finding any match in the working set rather than all matches (i.e., the R-near neighbor problem as opposed to the R-nearest neighbor reporting problem), the LSH data structure is extremely efficient for this task [18] . Moreover, the ability of LSH to add points dynamically to the maintained working set also makes it well-suited to the greedy selection of centroids.
It is important to point out that the greedy centroid selection process serves only to identify centroids that should be analyzed more thoroughly using the LSHbased R-near neighbor reporting process described earlier. This is because while the selection process does find matches between centroids and other unique subsequences in the data, these matches represent an incomplete set that must be augmented subsequently.
Optimizations: In addition to the algorithm-level improvements introduced by LSH and greedy centroid selection, we also make use of various platform-level optimizations. For example, in order to fit the data structures used for the pattern discovery process in memory, we choose to retain only non-zero elements within the vectors f ). This is due to the occurrence of subsequences generally being sparse within both S + and S − for large values of L. In addition, we further improve memory usage by retaining pointers to the first incidence of each U i in the data, rather than maintaining separate copies of each subsequence.
The pattern discovery process can be further improved through parallelization (i.e., partitioning the centroids across multiple nodes), by carrying out LSH in a sequential manner maintaining only a subset of the tables in memory [20] , through the use of sequential statistics [20] , and through multiple probes of the LSH data structure [21] . While we do not explore these ideas in this work, the algorithm described in this section can be integrated with these optimizations in a reasonably straightforward manner.
Combining Patterns into Risk Models
The algorithm described in Section 3.2 can be used to discover heart rate patterns containing useful information for risk stratification, ordered by either AUROC (Formulation 1) or C-index (Formulation 2). We combine the information in these patterns to create composite models that can be applied for risk assessment. Specifically, we select the top Γ uncorrelated patterns in a greedy manner, ordered by AUROC or C-index, and combine them in either a logistic regression or Cox proportional hazards regression model to predict risk. The models can be further enriched by combining patterns of multiple lengths. While a number of other methods can be used for the goal of combining patterns, including algorithms recently proposed in the machine learning and data mining literature, our choice of logistic regression and Cox proportional hazards regression models is motivated by the prevalent use of these methods in clinical applications.
Evaluation
We evaluated our research on ECG data from patients in the DISPERSE2 [13] and MERLIN-TIMI36 [14] trials admitted to a hospital with non-ST-elevation acute coronary syndrome.
We used data from the DISPERSE2 trial to discover high risk patterns, and tested these patterns on data from the MERLIN-TIMI36 trial. Patients in both trials had three lead continuous ECG monitoring (LifeCard CF/Pathfinder, DelMar Reynolds/Spacelabs, Issaqua, WA) captured shortly after admission for a median duration of 4 days (DISPERSE2) or 7 days (MERLIN-TIMI36). No additional patient time-series data were available for the patients in either dataset. We used the incidence of cardiovascular death adjudicated by a blinded Clinical Events Committee over a follow-up period of 90 days as the endpoint in both groups. The DISPERSE2 trial had available data from 765 patients with 14 deaths during follow-up. We excluded data from 4 of these patients who died due to the incidence of myocardial infarction prior to the mortality event. The MERLIN-TIMI36 trial had available data from 2,302 placebo patients with 57 deaths. Data from 16 of these patients who died was excluded due to the incidence of myocardial infarction before mortality. For both the DISPERSE2 and MERLIN-TIMI36 patients we used the first 24 hours of ECG recorded after hospitalization for training and testing due to the availability of these signals for all patients, and due to the definition of HRV metrics on 24 hour data (which we subsequently compare our work to). On average, each 24 hour recording in DISPERSE2 contained 103,180 instantaneous heart rate measurements, while in MERLIN-TIMI36 the average length of the heart rate sequences was 102,710.
Since both the DISPERSE2 and MERLIN-TIMI36 trials contained the timing of events and the censoring times for all patients within the 90 day follow-up period, we employed the pattern discovery formulation using the C-index to assess patterns. We further searched for patterns of lengths 6, 8, 10, 12 and 14 (consistent with earlier studies [23] ) with W = 5 and d = 2 under the l 1 norm, and combined the top 5 patterns for each length into a Cox proportional hazards regression model developed on the DISPERSE2 data. This model was then applied to data from the MERLIN-TIMI36 trial for testing. All parameters, including W and d were chosen on the training data with testing on the MERLIN-TIMI36 data being carried out blinded to endpoints.
We used Kaplan-Meier survival analysis to compare the mortality rates for patients partitioned into high and low risk groups by our heart rate-based model. This was done by estimating the hazard ratio (HR) and 95% confidence interval (CI) for the predictions made by our model for the endpoint of death over a 90 day follow-up. The categorization of patients into high or low risk groups for this analysis was performed by dichotomizing the predictions at the highest quartile consistent with earlier studies to evaluate methods for risk stratification in the setting of acute coronary syndrome [22] . We studied the heart rate-based model on univariate analysis, and also in multivariate models that additionally included the HRV metrics proposed for risk stratification by the Task Force of the European Society of Cardiology and the North American Society of Pacing and Electrophysiology (Table 1 ). All HRV metrics were dichotomized at the highest quartile consistent with the dichotomization of the predictions of the heart rate-based model.
Results

Univariate Results
Results of univariate analysis for the predictions made by the model based on heart rate patterns discovered in the DISPERSE2 data (HRPD-Model) and the HRV metrics are presented in Table 2 . HRPD-Model showed a statistically significant (i.e., p < 0.05) association with the endpoint of death in the MERLIN-TIMI36 study. The result in Table 2 can be interpreted as roughly a three-to four-fold increased risk of death per unit time in pa-tients found to be at high risk by the pattern discoverybased model. Of the other metrics, HRV-SDANN, HRV-ASDNN and HRV-LF/HF were also significantly associated with death during follow-up. The highest hazard ratio of all these metrics was observed for HRV-LF/HF, followed by HRPD-Model. In general, our results parallel earlier findings in the clinical literature showing that information in HRV can identify patients at an elevated risk of death following acute coronary syndrome.
The Kaplan-Meier mortality curve for HRPDModel is presented in Figure 1 . Patients classified as being at high risk by HRPD-Model were at a consistently elevated risk of death during the entire 90 day period following acute coronary syndrome. Table 3 presents the correlation between the predictions of HRPD-Model and the HRV metrics. HRPD-Model had low to moderate correlation with the different HRV metrics, suggesting that the results of this approach can be usefully combined with the results of existing metrics.
Multivariate Results
On multivariate analysis (Table 4) , HRPD-Model was an independent predictor of death during followup, even after adjusting for information in other heart rate-based metrics. None of these other metrics showed an association with the endpoint in the multivariate model at the 5% level (i.e., p < 0.05) although the weak association of HRV-SDANN, HRV-ASDNN and HRV-LF/HF at the 10% level suggests that these metrics may have shown a stronger association on a larger dataset.
The complementary nature of the information provided by HRPD-Model to the HRV metrics was further seen on comparison of the C-index of multivariate models with only the HRV metrics included (0.700) to the C-index of multivariate models with both the HRV metrics and HRPD-Model predictions included (0.746). Consistent with the results in Table 4 , the addition of HRPD-Model to the HRV metrics improved discrimination between high and low risk patients.
Significant Heart Rate Patterns
The heart rate patterns independently associated with death within HRPD-Model (i.e., the patterns with p < 0.05 in the Cox proportional hazards regression model used for HRPD-Model) are shown in Figure 2 . While an interpretation of these patterns is beyond the scope of this paper, these data suggest that the results in Section 5.1 and 5.2 are due to information in patterns of varying lengths discovered by our randomized hashingand greedy centroid selection-based algorithm.
Computational Efficiency
A comparison of our pattern discovery algorithm with both a brute force algorithm (i.e., that takes time quadratic in the number of unique subsequences U i in the training data) and a max-min clustering algorithm (that uses a greedy search for centroids similar to our approach but does not use LSH) is presented in Table 5 . The use of both greedy centroid selection and LSH greatly improved the runtime of the pattern discovery process.
Discussion
In this paper, we explore the development of novel computational biomarkers to risk stratify patients for death following coronary attacks. Our biomarkers are based on patterns of heart rate changes discovered from large volumes of historical ECG data both from patients who died in the months immediately following acute coronary syndrome and those that remained event free. Discovering such predictive heart rate patterns is made challenging by the computational demands of pattern discovery, variations across patients, and the need to identify activity that may occur in an approximate form due to noise and the stochastic nature of many physiological phenomena.
We address this goal through a randomized hashingand greedy centroid selection-based algorithm, coupled with the use of SAX to re-express heart rate time series as symbolic sequences. We refine ideas from our previous research to achieve this [20, 23] . The results of our evaluation on over 3,000 patients show that our algorithm can find heart rate patterns that can be combined in risk stratification models to identify patients at an elevated risk of death. Moreover, the information in the patterns discovered by our algorithm can complement information in other heart rate-based metrics, in particular, time-domain and frequency-domain HRV metrics. This has the potential to advance clinical decision-making for a disease that continues to impose an immense burden globally.
While the focus of our current paper is on cardiovascular risk stratification, we believe that the ideas presented here may have application in other clinical and non-clinical applications to discover discriminative patterns in time-series data. We note that this work can also be optimized (Section 3.2.2) in a reasonably straightforward manner to achieve further improvements on massive datasets.
We conclude with a discussion of some limitations of our study. While the results of our investigation are promising, we believe that our findings need to be evaluated on a larger number of patients, with longer follow-ups, and with comparisons to a richer set of clinical variables. Moreover, we believe that more research is needed to supplement the statistical significance of the patterns found by our algorithm with Table 3 : Pearson correlation between HRDP-Model predictions and HRV in the MERLIN-TIMI36 dataset (HRPD-Model = heart rate pattern discovery model derived from DISPERSE2 data).
HRV-SDNN HRV-SDANN HRV-ASDNN HRV-RMSSD HRV-PNN50 HRV-HRVI HRV-LF/HF 0.14 0.15 0.13 0.00 -0.02 0.13 0.34 an actual physiological interpretation of these patterns. Our algorithm also showed an increasing runtime as the length of patterns increased, despite the use of both randomized hashing and greedy centroid selection. While this is expected due to the increasing number of unique subsequences for large pattern lengths, this limitation prevented us from searching for very long patterns (L >> 14). The use of parallelization can address this issue, but more investigation is needed to determine if information in extremely long patterns can aid risk stratification. Finally, related to pattern length, we also note that our current approach does not exploit the redundancy in work across increasing pattern lengths. Potentially, the information for smaller pattern lengths can be used in a hierarchical manner to focus the pattern discovery search.
