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a b s t r a c t
Since workers have an important role in doing jobs on machines, assignment of workers
to cells becomes a crucial factor for full utilization of cellular manufacturing systems.
This paper presents an integer mathematical programming model for the design of
cellularmanufacturing systems in a dynamic environment. The advantages of the proposed
model are as follows: considering multi-period production planning, dynamic system
reconfiguration, duplicate machines, machine capacity, available time of workers, and
worker assignment. The aim of the proposed model is to minimize holding and backorder
costs, inter-cellmaterial handling cost,machine and reconfiguration costs and hiring, firing
and salary costs. Computational results are presented by solving some examples.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Cellular manufacturing (CM) involves a number of machine cells where each cell is responsible for the processing of
families of similar parts. CM has emerged because of the need of manufacturing organizations to cope with the shorter
product life-cycles, time-to-market and a shift to demands for mid-volume andmid-variety product mixes. Comprehensive
summaries and taxonomies of studies devoted to cell formation problem (CFP) have been presented in [1–4]. Singh [5]
has classified the approaches to cell formation into coding and classification systems, machine-components group analysis
methods, graph theoretic methods, neural networks and heuristics, fuzzy clustering based methods, similarity coefficient
based mathematical models, knowledge and pattern recognition methods, mathematical and heuristic methods. Selim
et al. [4] have classified the CFP approaches into cluster analysis, graph partitioning, descriptive procedures, mathematical
programming and artificial intelligence approaches. Recent works on CM design focus on the development of more
integrated models and solution methodologies [6–8].
In most researches, CFP has been considered under static conditions in which cells are formed for a single time period
with known and constant productmix and demand. The concept of dynamic cellularmanufacturing system (DCMS) has been
discussed in [9]. In a dynamic environment, a multi-period planning horizon is considered where each period has different
product mix and demand requirements. Consequently, the formed cells in a period may not be optimal and efficient for
the next period. Reconfiguration involves three aspects: (1) swapping of existing machines between cells called machine
relocation, (2) adding newmachines to cells, and (3) removing existing machines from cells. Most methods assume that the
production quantity is equal to the demand in each planning period, meaning that production planning is ignored in these
studies.
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Several authors recently proposed models and solution procedures by considering dynamic cell reconfigurations over
multiple time periods [10–15]. These methods assume that the production quantity is equal to demand in each planning
period. In reality, however, production quantity may not be equal to the demand as it may be satisfied from inventory or
backorders. Thus production quantity should be determined through production planning decisions in order to determine
the number and type of machines to be installed in the system. However, in order to determine the production quantities
in each planning period, the number and type of machines to be installed in manufacturing cells should in turn be known
because of capacity consideration.
Defersha and Chen [16] addressed a dynamic cell formation problem incorporating several design factors such as cell
reconfiguration, alternative routings, sequence of operations, duplicate machines, machine capacity, workload balancing,
production cost as well as other realistic constraints. Ahkioon et al. [17] developed a preliminary CM model that integrates
several manufacturing attributes considering multi-period planning, dynamic system reconfiguration, and production
planning and alternate routings. Safaei and Tavakkoli-Moghaddam [18] extend the original model proposed by Safaei
et al. [15] with a new contribution on the outsourcing by considering the carrying inventory, backorder, and partial
subcontracting to cell formation (CF) and production planning in dynamic cellular manufacturing systems.
One of the main points in CM is the consideration of human issues since ignoring this factor can considerably reduce
benefits of the cellularmanufacturing. In someprevious researches this issue is discussed. Nembhard [19] described a greedy
heuristic approach based on individual learning rate for the improvement of productivity in organizations through targeted
assignment of workers to tasks. Norman et al. [20] proposed a mixed-integer programming model for assigning workers
to manufacturing cells in order to maximize the profit. Bidanda et al. [21] presented an overview and evaluation of the
diverse range of human issues involved in CM based on an extensive literature review. In [22], a workforce planning model
is presented that incorporates individual worker differences in ability to learn new skills and perform tasks. The model
allows a number of different staffing decisions (i.e., hiring and firing) in order to minimize workforce-related and missed
production costs. Aryanezhad et al. [23] presented a mathematical model to deal with dynamic cell formation and worker
assignment problem with considering part routing flexibility and machine flexibility and also promotion of workers from
one skill level. Solimanpur et al. [24] presented a fuzzy goal programming based approach for solving a multi-objective
mathematical model of cell formation problem and production planning in dynamic virtual cellular manufacturing systems
considering worker flexibility.
In this paper, an integratedmathematicalmodel of themulti-period cell formation and production planning in a dynamic
cellular manufacturing system considering the flexibility in worker assignment is proposed. The objective function is to
minimize the summation of machine, reconfiguration, inter-cell material handling, inventory holding, backorder, worker
hiring, firing and salary costs.
This paper is organized as follows. In Section 2, the proposed mathematical programming model is presented. Section 3
presents an examplewith computational results to validate and verify the proposedmodel. The paper endswith conclusions.
2. Problem formulation
In this section the mathematical model of cell formation problem is presented based on dynamic cellular manufacturing
systemwith worker assignment. The objective is minimizing the sum of the penalty of deviation of production volume from
the desirable value of the part demand (holding and backorder cost), inter-cell material handling, machine and reconfigura-
tion, hiring, firing and salary worker costs. Main constraints aremachine capacity, available time of workers, and production
volume. The problem is formulated according to the following assumptions:
• The processing time of each operation of each part type on each machine type is known.
• The demand for each part type in each period is known.
• The capacity of each machine type is known.
• The available time of each worker type is known.
• The number of cells is given and constant through all periods.
• Only one worker is allotted for processing each part on each corresponding machine type.
• Inter-cell material handling cost is constant for all moves regardless of distances.
• Holding and backorder inventories are allowed between periodswith known costs. Thus, the demand for a part in a given
period can be satisfied in the preceding or succeeding periods.
• Maintenance and overhead costs of each machine type are known. These costs are considered for each machine in each
cell and period irrespective of whether the machine is active or idle.
• System reconfiguration involves the addition and removal of machine to any cell and relocation from one cell to another
between periods.
• Salary of each worker type is known. This cost is considered for each worker in each cell and period irrespective of
whether the worker is active or idle.
• Reconfiguration involves the addition and removal of worker (hiring and firing) to any cell and relocation from one cell
to another between periods.
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2.1. Notations
2.1.1. Subscripts
Q Number of part types.
W Number of worker types.
M Number of machine types.
C Number of cells.
H Number of periods.
i Index for part type (i = 1, 2, . . . ,Q ).
w Index for worker type (w = 1, 2, . . . ,W ).
m Index for machine type (m = 1, 2, . . . ,M).
k Index for cell (k = 1, 2, . . . , C).
h Index for period (h = 1, 2, . . . ,H).
2.1.2. Input parameters
rimw 1 if machine typem is able to process part type iwith workerw;=0 otherwise.
aim 1 if part type i needs machine typem;=0 otherwise.
LMk Minimum size of cell k in terms of the number of machine types.
UMk Maximum size of cell k in terms of the number of machine types.
LW k Minimum size of cell k in terms of the number of workers.
AMm The number of available machines of typem.
AWw The number of available workers of typew.
RWwh Available time for worker typew in period h.
RMmh Available time for machine typem in period h.
timw Processing time of part type i on machine typemwith worker typew.
Dih Demand of part type i in period h.
θ interi Unit material handling cost between cells of each part type i.
γih Unit holding cost of part type i in period h.
λih Unit backorder cost of part type i in period h.
δInsm Installing cost of machine typem.
ηUnsm Removing cost of machine typem.
αm Maintenance and overhead costs of machine typem.
Swh Salary cost of worker typew in period h.
HIwh Hiring cost of worker typew within period h.
Fwh Firing cost of worker typew in period h.
A An arbitrary big positive number.
2.1.3. Decision variables
Yikh 1 if part type i is processed in cell k in period h;=0 otherwise.
Ximwkh 1 if part type i is to be processed on machine typemwith workerw in cell k in period h;=0 otherwise.
NMmkh Number of machines of typem allotted to cell k in period h.
NWwkh Number of workers of typew allotted to cell k in period h.
Pih Production volume of part type i to be produced in period h.
Iih Inventory of part type i at the end of period h; Ii0 = 0.
Bih Backorder of part type i in period h; Bi0 = 0.
K+mch Number of machines of typem added to cell c during period h.
K−mch Number of machines of typem removed from cell c during period h.
L+wch Number of workers of typew added to cell c during period h.
L−wch Number of workers of typew removed from cell c during period h.
2.2. Mathematical model
Min =
H∑
h=1
Q∑
i=1
γihIih +
H∑
h=1
Q∑
i=1
λihBih +
H∑
h=1
Q∑
i=1
[(
C∑
k=1
Yikh
)
− 1
]
θ interi Pih
+
H∑
h=1
C∑
k=1
M∑
m=1
αmNMmkh +
H∑
h=1
C∑
k=1
M∑
m=1
δInsm K
+
mch +
H∑
h=1
C∑
k=1
M∑
m=1
ηUnsm K
−
mch
+
H∑
h=1
C∑
k=1
W∑
w=1
SwhNWwkh +
H∑
h=1
C∑
k=1
W∑
w=1
HIwhL+wch +
H∑
h=1
C∑
k=1
W∑
w=1
FwhL−wch. (1)
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S.t.:
M∑
m=1
Q∑
i=1
XimwkhtimwPih ≤ NWwkhRWwh ∀w, h, k; (2)
W∑
w=1
Q∑
i=1
XimwkhtimwPih ≤ NMmkhRMmh ∀m, h, k; (3)
Yikh = min
(
1,
M∑
m=1
W∑
w=1
Ximwkh
)
∀i, k, h; (4)
Dih = Pih + Iih−1 − Bih−1 − Iih + Bih ∀i, h; (5)
C∑
k=1
Ximwkh ≤ rimw ∀i,m, w, h; (6)
C∑
k=1
W∑
w=1
Ximwkh = aim ∀i,m, h; (7)
C∑
k=1
M∑
m=1
W∑
w=1
Ximwkh ≤ A× Pih ∀i, h; (8)
NMmkh−1 + K+mkh − K−mkh = NMmkh ∀m, k, h; (9)
C∑
k=1
NMmkh ≤ AMm ∀m, h; (10)
M∑
m=1
NMmkh ≥ LMk ∀k, h; (11)
M∑
m=1
NMmkh ≤ UMk ∀k, h; (12)
NWwkh−1 + L+wkh − L−wkh = NWwkh ∀w, k, h; (13)
C∑
k=1
NWwkh ≤ AWk ∀k, h; (14)
W∑
w=1
NWwkh ≥ LWk ∀k, h; (15)
Yikh ∈ {0, 1} ∀i, k, h; (16)
Ximwkh ∈ {0, 1} ∀i,m, w, k, h; (17)
NMmkh, K+mkh, K
−
mkh ≥ 0 and are integer ∀m, k, h; (18)
NWwkh, L+wkh, L
−
wkh ≥ 0 and are integer ∀w, k, h; (19)
Pih, Bih, Iih ≥ 0 and are integer ∀i, h. (20)
The objective function consists of several cost items as follows:
(The first term) Holding cost: The holding cost of inventories of all parts over all the periods in the planning horizon.
(The second term) Backorder cost: The cost of delay in the delivery of parts over all periods in the planning horizon.
(The third term) Inter-cell material handling: The cost of moving parts between cells when parts cannot be produced
completely in a dedicated cell. The inter-cell material handling cost happens when parts are moved between cells. This
occurs when parts need to be processed in multiple cells, because all machine types required to process the parts are either
not available in the cell to which the parts are allocated or because the cell does not have enough capacity. Inter-cell moves
decrease the efficiency in the CFP by increasingmaterial handling requirements and flow time, and complicating production
control.
(The fourth term) Machine cost: This cost refers to the maintenance and overhead costs of machines and is calculated
based on the number of machines used in the CF for a specific period.
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(The fifth and sixth terms) Machine relocation cost: The cost of relocating machines from one cell to another between
periods. In dynamic and deterministic production conditions, the best CF design for one periodmay not be an efficient design
for other periods. By rearranging the manufacturing cells, the CF can continue operating efficiently as the product mix and
demand change. In this paper, it is assumed that when amachine is relocated from one cell to another, it is removed from its
current position and is moved to another place. It is then installed in a new cell or stored somewhere out of manufacturing
system. When a machine is removed from one cell, a removal cost and relocation cost is incurred. If a removed machine is
installed in another cell, an installation cost is incurred as well.
(The seventh term) Salary cost: The salary paid for workers in the planning horizon.
(The eighth term) Hiring cost: This cost is incurred, when some workers have to be hired and assigned to a cell due to lack
of personnel in this cell.
(The ninth term) Firing cost: This cost is incurred when some workers are to be fired since no longer are required.
Constraints (2) and (3) ensure that the available time forworkers and capacity ofmachines are not exceeded, respectively.
Constraint (4) is to determine whether part type i is processed within cell k in period h or not. Constraint (5) balances the
amount of part type i between two consecutive periods. In other words, if Iih > 0 then we have surplus inventory which
results in holding cost, and if Bih > 0 it implies shortage inventory and backorder cost. Constraints (6) and (7) imply that
only one worker is allotted for processing each part on each machine type. This model is flexible to enable a worker to work
on several machines. Thismeans that, if one part is required to onemachine type to be processed, more than oneworkerwill
be able to service thismachine type. Constraint (8) ensures that if Pih = 0, nomachine, worker and cell should be considered
for part i in period h. Eq. (9) guarantees that the number ofmachines in the current period is equal to the number ofmachines
in the previous period plus the number of machines moved in, minus the number of machines moved out. This equation
balances the number of each machine type in each period and cell. Constraint (10) guarantees that the total number of
machines of each type assigned to different cells in each period will not exceed the total number of available machines of
that type. Constraints (11) and (12) specify the lower and upper bounds for number of machines allocated to each cell in
each period. Similar to Eq. (9), Eq. (13) balances the number of workers between consecutive time periods. Constraint (14)
guarantees that the total number of workers of each type assigned to different cells in each period will not exceed total
available number of workers of that type. Constraint (15) ensures that at least LWk workers will be assigned to cell k in each
period.
2.3. Linearization of the proposed model
The proposed model is a nonlinear integer programming model because of the nonlinear term (1.3) in the objective
function and also constraints (2), (3) and (4). Some auxiliary variables are to be defined to linearize these nonlinear terms
of the model. Thus, the following new variables are defined.
Fikh = YikhPih
Jimwkh = XimwkhPih.
By considering these equations, following constraints should be added to the mathematical model:
Fikh ≥ Pih − A(1− Yikh) ∀i, k, h; (21)
Fikh ≤ Pih + A(1− Yikh) ∀i, k, h; (22)
Jimwkh ≥ Pih − A(1− Ximwkh) ∀i,m, w, k, h; (23)
Jimwkh ≤ Pih + A(1− Ximwkh) ∀i,m, w, k, h; (24)
Fikh ≥ 0 and is integer ∀i, k, h; (25)
Jimwkh ≥ 0 and is integer ∀i,m, w, k, h. (26)
Also to linearize the proposed model, we replace constraint (15) with two constraints as below:
M∑
m=1
W∑
w=1
Ximwkh ≤ A× Yikh ∀i, k, h; (27)
M∑
m=1
W∑
w=1
Ximwkh ≥ Yikh ∀i, k, h. (28)
Therefore, the proposed linear mathematical programming model is as follows:
Min = Eq. (1–1)+ Eq. (1–2)+
H∑
h=1
Q∑
i=1
[(
C∑
k=1
Fikh
)
− Pih
]
θ interi + Eq. (1–4) to Eq. (1–9).
S.t.:
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Table 1
The number of variables in the linearized model.
Variable Count Variable Count Variable Count
Yikh Q × C × H NWwkh W × C × H Iih Q × H
Ximwkh Q ×M ×W × C × H L+wkh W × C × H Jimwkh Q ×M×W×C×H
NMmkh M × C × H L−wkh W × C × H Fikh Q × C × H
K+mkh M × C × H Pih Q × H
K−mkh M × C × H Bih Q × H
Sum = 2(Q ×M ×W × C × H)+ 3(M × C × H)+ 3(Q × H)+ 2(Q × C × H)+ 3(W × C × H)
Table 2
The number of constraints in the linearized model.
Con. Count Con. Count Con. Count
(5) Q × H (14) C × H (23) Q ×M×W×C×H
(6) Q ×M ×W × H (15) C × H (24) Q ×M×W×C×H
(7) Q ×M × H (16) Q × C × H (25) Q × C × H
(8) Q × H (17) Q ×M ×W × C × H (26) Q ×M×W×C×H
(9) M × C × H (18) 3×M × C × H (27) Q × C × H
(10) M × H (19) 3×W × C × H (28) Q × C × H
(11) C × H (20) 3× Q × H (29) W × C × H
(12) C × H (21) Q × C × H (30) M × H × C
(13) W × C × H (22) Q × C × H
Sum = 4(Q×M×W×C×H)+(Q×M×W×H)+(Q×M×H)+5(M×C×H)+6(Q×C×H)+5(W×C×H)+5(Q×H)+(M×H)+4(C×H)
Table 3
The machine information for Example 1.
Machine type Machine information
AMm αm δInsm η
Uns
m RMm1 RMm2
1 2 400 550 140 30 30
2 2 410 530 130 30 30
3 2 430 560 150 30 40
Constraints (5)–(28) and the new version of constraints (2) and (3) are:
M∑
m=1
Q∑
i=1
Jimwkhtimw ≤ NWwkhRWwh ∀w, h, k; (29)
W∑
w=1
Q∑
i=1
Jimwkhtimw ≤ NMmkhRMmh ∀m, h, k. (30)
The number of variables and constraints in the linearized model are presented in Tables 1 and 2, respectively.
3. Numerical illustration
To illustrate validity of the proposed model, two examples are solved by branch-and-bound (B&B) method using Lingo
8.0 Software on a PC including two Intel r© CoreTM2 and 2 GB RAM.
Example 1. This example includes two cells, three machines, four parts and four workers. Each part type is assumed to
have some operations where each operation can be performed by two alternative workers. Table 3 shows the machine
information such as machine availability, maintenance and overhead cost, installing and removing cost and time capacity.
The data set related to the machine–part and machine–worker incidence matrices are shown in Tables 4 and 5,
respectively. For example, as seen in Table 4, machine types 1 and 3 are required for part type 3. Also, the quantity of
demand, holding and backorder costs of each part in each period are presented in this table. Table 5 indicates capabilities
of workers in working with different machines. For example, worker 1 is able to work with machine types 1 and 3. Thus,
the term
∑
w ximwkh is equal to the number of alternative workers for processing part type i on machine type m. This table
shows the costs of workers in each period.
Table 6 shows the processing time matrix in which each part type is assumed to have some operations that must be
processed on machines with the corresponding processing time. For instance, part type 1 must be processed on machine
type 1 with processing time 0.04 h by worker 1 or with processing time 0.02 by worker 2. Moreover, the number of cells
to be formed is two and the minimum and maximum cell sizes for each cell are 1 and 4, respectively. The minimum size of
each cell in terms of the number of workers is assumed to be 1.
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Table 4
The input data of machine–part incidence matrix of Example 1.
Machine type Di1 Di2 γi1 γi2 λi1 λi2 θ interi
1 2 3
Part type
1 1 1 1 0 1550 4 4 14 14 11
2 1 1 0 900 600 6 6 12 12 9
3 1 0 1 1700 500 8 8 10 10 8
4 0 1 1 1700 300 10 10 10 10 10
Table 5
The input data of machine–worker incidence matrix of Example 1.
Machine Worker information
1 2 3 AWw Sw1 Sw2 HIw1 HIw2 Fw2 RWw1 RWw2
Worker
1 1 0 1 2 470 490 270 285 145 30 30
2 1 0 0 2 460 485 260 290 145 30 30
3 0 1 1 2 455 475 200 250 155 30 30
4 0 1 0 2 450 480 265 280 140 30 30
Table 6
The processing time (h) for Example 1.
Part 1 Part 2 Part 3 Part 4
W1 W2 W3 W4 W1 W2 W3 W4 W1 W2 W3 W4 W1 W2 W3 W4
M1 0.04 0.02 0.04 0.01 0.02 0.03
M2 0.02 0.03 0.04 0.03 0.03 0.02
M3 0.01 0.02 0.01 0.02 0.03 0.04
Table 7
Optimal production plan for Example 1.
Period 1 Period 2
Part 1 Part 2 Part 3 Part 4 Part 1 Part 2 Part 3 Part 4
Backorder 700 200
Holding 50
Production 50 900 1000 1500 1500 600 1200 500
Demand 0 900 1700 1700 1550 600 500 300
Table 8
Objective function value and its components for Example 1.
Total Backorder Holding Inter-cell movement Maintenance & overhead Machine relocation Salary Hiring Firing
27475 9000 200 550 4960 3990 6595 2040 140
Table 9
The results of parts, machines and workers assignment to cells for Example 1.
Parts assigned to Machines in Workers assigned to
Cell 1 Cell 2 Cell 1 Cell 2 Cell 1 Cell 2
Period 1 1, 3, 4 1, 2 1, 2, 3, 3 1, 2 1, 1, 2, 4 2, 3, 4
Period 2 2, 3, 4 1 1, 2, 3 1, 2, 3 1, 1, 2, 4 2, 3, 3
The results of Example 1 obtained with the proposed model are elaborated in the rest of this section. The objective
function values obtained in this paper cannot be compared to the previous studies since different objective costs are
involved. The production plan and the objective function value are shown in Tables 7 and 8, respectively. The processing of
parts on machines together with the assigned workers for two periods are shown in Fig. 1. Part families, machine groups,
worker assignment are also depicted in the cell configurations presented in Table 9.
In period 1, the demand of part type 1 is 0 but 50 units are produced which will be kept for next period. This inventory
will be used to satisfy some portion of the demand of period 2 which causes holding cost for part type 1. Moreover, it has to
be noted that although demand for part type 3 in period 1 is 1700, the system produces 1000 parts of which 700 parts will
be supplied as backorder. This quantity will be produced to satisfy part of the demand in period 2. Therefore, the backorder
cost of the system is 7000 for part type 3.
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Fig. 1. Optimal processing parts on machines which are assigned workers for Example 1.
Fig. 2. Cell reconfiguration schema for Example 1.
Part type 3 is assigned to cell 1 in period 1. This part type should be processed on machine types 1 and 3. In the first
period, the processing of part type 3 on machine type 1 is done by worker type 2 in cell 1. This operation in the second
period, however, is processed on machine type 1 by worker type 1 in cell 1. Moreover, part type 2 is assigned to cell 2 in
period 1 which is processed on machine type 1 by worker 2. But, in period 2, part type 2 is assigned to cell 1 for processing
on machine type 1 by worker 2.
As seen in Table 9, in the first period, one machine of types 1, 2 and two machines of type 3 are assigned to cell 1.
Also, one machine of types 1 and 2 are assigned to cell 2. As mentioned before, variation in part demand results in system
reconfiguration. In the second period, one machine of type 3 is removed from cell 1 and one machine of type 3 is added to
cell 2. On the other hand, the configuration of workers in periods 1 and 2 is the same to cell 1. In period 1, one worker of
types 2, 3 and 4 are hired to cell 2. Moreover, worker type 4 is fired from cell 2 and one worker of type 3 is hired to cell 2 in
the second period.
Fig. 1 and Table 9 show that part type 1 is processed in two cells in period 1. This part type has three operations which are
processed onmachine types 1 and 2within cell 2 andmachine type 3 within cell 1. The Eqs. (1)–(3) in the objective function
calculates the inter-cell material handling cost in which the value of decision variables Y111 and Y121 is 1. The inter-cell
material handling cost for part type 1 in period 1 is calculated:[(
C∑
k=1
Y1k1
)
− 1
]
θ inter1 P11 = [(Y111 + Y121)− 1] 11× 50 = (2− 1)× 550 = 550.
Fig. 2 presents the configuration of this example and its properties.
We implemented the sensitivity analysis of model features in three parts: (1) Machine relocation, (2) worker
reconfiguration, and (3) bothmachine relocation andworker reconfiguration. To demonstrate the effect of these features on
the performance of model, we investigated cost savings which may be originated from those. To investigate the cost saving
as a result of machine relocation, we solved the model by eliminating these features one at a time. If we add constraint (31)
to the basic model, all necessary machines are assigned at the beginning of period 1 and no machine relocation afterwards.
If constraint (32) is added to the proposed model, all necessary workers will be hired at the first period with no worker
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Table 10
Features eliminating from the proposed model and related cost.
Features eliminated from the basic model Objective function value Cost saving
None 27475 None
Machine relocation 39228 43%
Worker reconfiguration 28220 3%
Both of them 44010 60%
Table 11
The machine information for Example 2.
Machine type Machine information
AMm αm δInsm η
Uns
m RMm1 RMm2 RMm3
1 2 520 600 100 40 40 40
2 2 510 650 150 40 40 40
3 2 550 660 200 40 40 40
Table 12
The input data of machine–part incidence matrix for Example 2.
Machine type Di1 Di2 Di3 γi1 γi2 λi1 λi2 θ interi
1 2 3
Part type
1 1 1 1 0 1550 500 1 1 14 14 5
2 1 1 0 600 800 1000 2 2 12 12 6
3 1 0 1 1200 1000 500 3 3 10 10 4
4 0 1 1 1200 900 900 4 4 8 8 3
5 0 0 1 1400 900 600 5 5 7 7 4
6 0 1 0 1500 600 1000 6 6 6 6 5
Table 13
The input data of machine–worker incidence matrix for Example 2.
Machine Worker information
1 2 3 AWw Sw1 Sw2 Sw3 HIw1 HIw2 HIw3 Fw2 Fw3 RWw1 RWw2 RWw3
Worker
1 1 0 1 2 400 450 450 230 285 285 110 145 40 40 40
2 1 0 0 2 420 465 465 220 290 290 120 145 40 40 40
3 0 1 1 2 415 475 475 200 250 250 115 155 40 40 40
4 0 1 0 2 430 480 480 245 280 280 120 140 40 40 40
Table 14
The processing time (h) for Example 2.
Part 1 Part 2 Part 3 Part 4 Part 5 Part 6
W1 W2 W3 W4 W1 W2 W3 W4 W1 W2 W3 W4 W1 W2 W3 W4 W1 W2 W3 W4 W1 W2 W3 W4
M1 0.04 0.02 0.04 0.01 0.02 0.03
M2 0.02 0.03 0.04 0.03 0.03 0.02 0.01 0.03
M3 0.01 0.02 0.01 0.02 0.03 0.04 0.03 0.04
relocation, hiring or firing in other periods.
NMmkh = NMmk,h+1 ∀m, k, h = 1, . . . ,H − 1 (31)
NWwkh = NWwk,h+1 ∀w, k, h = 1, . . . ,H − 1. (32)
By eliminating the features mentioned above one at a time from the basic model using the corresponding constraints, we
recalculated the first example to observe their impacts on the solution of the model. The results are summarized in Table 10
and cost saving is significant for the first example if machine relocation and worker reconfiguration is allowed.
Example 2. The second example includes three machine types, six part types, four workers types and three periods and
the related information is given in Tables 11–14 which consist the machine, part and worker information and processing
time. Moreover, the number of cells to be formed is two and the minimum and maximum cell sizes for each cell are 1 and
5, respectively. The minimum size of each cell in terms of the number of workers is assumed to be 1.
Table 15 shows how demand is satisfied for part type 5 through production and backorder in period 1. Moreover, part
types 2 and 4 are produced as surplus to be carried to period 2 to satisfy demands of these parts in period 2. Finally, the
quantity of production of all part types equal demands in the third period.
I. Mahdavi et al. / Computers and Mathematics with Applications 60 (2010) 1014–1025 1023
Table 15
Optimal production plan for Example 2.
Period 1 Period 2 Period 3
P1 P2 P3 P4 P5 P6 P1 P2 P3 P4 P5 P6 P1 P2 P3 P4 P5 P6
Backorder 67
Holding 25 63
Production 0 625 1200 1263 1333 1500 1550 775 1000 837 967 600 500 1000 500 900 600 1000
Demand 0 600 1200 1200 1400 1500 1550 800 1000 900 900 600 500 1000 500 900 600 1000
Table 16
Objective function value and its components for Example 2.
Total Backorder Holding Inter-cell movement Maintenance & overhead Machine relocation Salary Hiring Firing
22251 469 302 0 8440 3920 7205 1660 255
Table 17
The results of parts, machines and workers assignment to cells for Example 2.
Parts assigned to Machines in Workers assigned to
Cell 1 Cell 2 Cell 1 Cell 2 Cell 1 Cell 2
Period 1 5 1, 2, 3, 4, 6 3 1, 2, 2, 3 1 1, 2, 3, 4
Period 2 3, 5 1, 2, 4, 6 1, 3 1, 2, 2, 3 1, 1 2, 3, 3, 4
Period 3 5 1, 2, 3, 4, 6 3 1, 2, 2, 3 1 2, 3, 3, 4
Fig. 3. Optimal processing parts on machines which are assigned workers for Example 2.
As can be seen in Table 16, the inter-cell material handling cost is zero. This means that all part types are processed in
only one cell and the value of decision variable Yikh for each part type and each period is 1 only once.
The processing of parts on machines along with the assigned workers for three periods are shown in Fig. 3. For instance,
part types 5 and 6 are produced in the same position and workers in any periods. Part families, machine groups, worker
assignment are also depicted in the cell configurations presented in Table 17. Based on this Table, relocation is occurred for
machine type 1 where it is added to cell 1 in period 2. One worker of type 1 is hired to cell 2 in period 1 and fired from the
system in period 3, and worker type 1 is hired to cell 2 in period 2. Moreover, in cell 2, one worker of type 1 is hired and one
worker of type 3 is hired in the second period.
The linearized proposed model consists of 524 variables and 1186 constraints in the first example and its CPU time
is 37 min. The second example consists of 1062 variables and 2475 constraints and its computation time is 980 min.
The proposed model is computationally complex as it integrates the dynamic cell formation problem along with other
manufacturing features including the cell reconfiguration and the part routing problem with alternate workers. The cell
formation problem has been reported as a NP-hard problem [25,26]. Logendran et al. [27] have shown that the problem of
the determination of the process routing from alternate routings is also NP-hard. Chen [10] described that solving themodel
considering system reconfiguration in terms of machine relocation is NP-hard as well. Therefore, the proposedmodel in this
paper is NP-hard since it integrates all these NP-hard problems.
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4. Conclusions
This paper presents a novel integer nonlinear programming model for dynamic cellular manufacturing systems in
the presence of worker assignment. The proposed model incorporates several design features including operation time,
alternative workers, duplicate machines, removing idle machines from system or returning them to system, machine
capacity, hiring and firing of workers, production volume of parts, part movements between cells, cell reconfiguration and
production planning. A review of the literature reveals few attempts integrating these important design features during
cell formation, simultaneously. The objective is to minimize the total costs of inter-cellular material handling, holding and
backorder and manages machines and workers over a certain planning horizon.
This model is capable to determine the optimal cell configurations, worker assignment and process plan for each part
type at each period over the planning horizon. The nonlinear formulation of the proposed model was linearized using some
auxiliary variables. The performance of the model is illustrated by two numerical examples. CPU time required to reach the
optimal solution of the attempted examples show that obtaining an optimal solution in a reasonable time is computationally
intractable. Therefore, it is necessary to develop a heuristic ormetaheuristic approach to solve the proposedmodel for large-
sized problems. Moreover, the originality of paper is as follows:
• Considering the cubic space of machine–part–worker in CFP.
• Designing a comprehensive model for CFP and production planning.
• Balancing machines and workers with respect to relocation and reconfiguration in multi-period production planning.
The proposed model is still open for incorporating other features in future researches. Some guidelines for future
researches can be outlined as follows.
• Application of metaheuristic approach (Simulated Annealing, Genetic Algorithm, etc.) to solve the proposed model for
real-sized problems.
• Incorporation of sequence data (sequence of operations) for CFP which provides additional information to the cell
designer.
• Incorporating intra-cell layout of machines to exactly calculate inter-cell material handling cost.
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