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We prove an abstract version of the striking diffusion phenomenon
that offers a strong connection between the asymptotic behavior
of abstract parabolic and dissipative hyperbolic equations. An
important aspect of our approach is that we use in a natural
way spectral analysis without involving complicated resolvent
estimates. Our proof of the diffusion phenomenon does not use the
individual behavior of solutions; instead we show that only their
difference matters. We estimate the Hilbert norm of the difference
in terms of the Hilbert norm of solutions to the parabolic problems,
which allows us to transfer the decay from the parabolic to the
hyperbolic problem. The application of these estimates to operators
with Markov property combined with a weighted Nash inequality
yields explicit and sharp decay rates for hyperbolic problems
with variable (x-dependent) coeﬃcients in exterior domains. Our
method provides new insight in this area of extensive research
which was not well understood until now.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The diffusion phenomenon allows one to bridge the asymptotic behavior of the solution of the
damped wave equation with the solution for the corresponding parabolic problem. We prove here
a strengthened version of this phenomenon, namely we show that the decay of the difference is faster
than the individual decay of solutions, without using information about the individual behaviors of solutions.
An important aspect in this approach is that we use in a natural way spectral analysis without in-
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considering the damped wave equation
utt + Bu + aut = 0 (1.1)
and the corresponding diffusion equation
Bv + avt = 0, (1.2)
where B is a non-negative self-adjoint operator. By using a decomposition of solutions in low and
high frequencies we estimate the decay of the difference between the two solutions in terms of the
ﬂow e−tB of the operator B . These estimates combined with the Nash inequality and Markov property
for the parabolic semigroup yield explicit and sharp decay rates for the hyperbolic problem. The
results are applied in the case when B is an elliptic operator whose coeﬃcients can grow as |x| → ∞,
and we obtain decay rates for the solutions of (1.1) based on the decay of solutions for (1.2). This
work is also applicable to hyperbolic problems with variable (x-dependent) coeﬃcients in exterior
domains – an area of extensive research which was not well understood until now. Our methods
provide optimal decay rates for the solutions of the problems in this area.
The diffusion phenomenon offers a tool to tackle qualitative aspects regarding the asymptotic be-
havior of solutions to damped hyperbolic problems. Even though this paper deals with the linear
case, the methodology used here gives a viable tool for investigating nonlinear problems by using
perturbation type arguments, since it does not require the use of fundamental solutions.
1.1. Interpretation of the diffusion phenomenon and prior results
The diffusion phenomenon encompasses a wide class of estimates that compare the long time
behavior of solutions of the damped wave equation with the corresponding solutions of the heat
equation.
The diffusion phenomenon was ﬁrst described in the work of Hsiao and Liu [12] where they proved
that the nonlinear diffusion waves arising from a system of damped hyperbolic conservation laws
converge asymptotically to solutions of a nonlinear parabolic system. In [25] Nishihara improved the
estimates of Hsiao and Liu, then in [26] he studied the asymptotic behavior of a quasilinear damped
wave equation and its parabolic counterpart in R. Subsequently, Milani and Han evaluated in [10] the
difference between the small amplitude solutions of the quasilinear damped wave equation
utt + ut − div
(
g(∇u)∇u)= 0
and of the corresponding quasilinear parabolic equation
vt − div
(
g(∇v)∇v)= 0,
and showed that the norm ‖u(·, t)− v(·, t)‖L∞(Rn) decays faster than the norms of either u or v when
the initial data satisﬁes v(0) = u(0) + ut(0) and n  3. The approach of Milani and Han, however, is
crucially based on the fact that the fundamental solutions are available for both equations, so by
subtracting these solutions the authors are able to evaluate the L∞ norm of the difference in low
dimensions.
A slightly different approach is taken by Karch who shows in [18] a form of the diffusion phe-
nomenon interpreted in the following sense: he provides an estimate for the difference between the
solution of the damped wave equation and the Gaussian, thus obtaining selfsimilar large time asymp-
totics of solutions for linear and nonlinear problems. The work of Liu and Kawashima [19] shows the
latest developments concerning such asymptotics for dissipative plate equations. In [9] Hayashi et al.
prove asymptotic formulas for solutions of the linearly damped wave equation in the presence of the
absorption term |u| 2n u. Their approach yields a result in the same spirit as [18], only they obtain
weighted estimates for critical powers and in more generality with respect to the space dimension.
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mates of the form:
∥∥u(t) − v(t)∥∥ C I0(1+ t)−1 f (t) (1.3)
where ‖ · ‖ is the norm of the Hilbert space, I0 depends on the initial data, and f (t) is some log-
arithmic function of time. Chill and Haraux improve this estimate in [3] and show that (1 + t)−1
is the optimal decay for the difference of the two solutions in terms of initial data. Wirth studied
in [37–40] the diffusion phenomenon for damped wave equations when the damping coeﬃcient a(t)
is time dependent, by employing Fourier methods. Yamazaki generalizes the results of Wirth in [36]
to a wider class of damping coeﬃcients; her results apply on the entire space or on exterior domains
with homogeneous Dirichlet or Robin boundary conditions.
The goal of this paper is to produce a diffusion phenomenon type estimate by following the ﬂow
of the parabolic solutions in time. Our abstract diffusion phenomenon yields the following estimate:
∥∥u(t) − v(t)∥∥ e−t/16(‖u0‖ + ∥∥(√B + 1)−1u1∥∥)+ t−1(∥∥e−tB/2u0∥∥+ ∥∥e−tB/2u1∥∥)
for any t  1. This estimate shows that the difference between these two solutions decays faster than the
solution to the parabolic problem by a factor of t−1 .
Our approach to proving the abstract diffusion phenomenon in a Hilbert space is based on the
following strategy. We estimate the Hilbert norm of u(t) − v(t) in terms of the Hilbert norm of
solutions to the parabolic problems e−tBu(0) and e−tBut(0) instead of the initial data. This is the main
improvement over previous work which leads to a stronger form of diffusion phenomenon and allows us to
transfer the decay from the heat equation (which is usually sharp) to the hyperbolic equation, and get optimal
decay for u(t) in many situations.
1.2. Heuristics
Our approach to proving the diffusion phenomenon is illustrated by the following heuristics.
Consider the case a(x) = 1 when one can solve the two equations (1.1) and (1.2) in terms of the
operator Bu. For the heat equation, the solution is given in terms of the exponential e−tB , while for
the wave equation the solution is given by the hyperbolic sine and cosine of B , for small spectral
parameters (this approach is made rigorous by the spectral theorem). With these computations, it
then becomes obvious that the spectrum of B near 0 gives the main contributions for the solutions,
the rest of the eigenvalues yields an exponential decay for the solutions. The two solutions for the
heat and wave equation (the exponential and, respectively, the hyperbolic sine and cosine of B) are,
however, essentially identical near 0. Thus, we see that u − v is for large times smaller than both u
and v , regardless of how u and v behave.
By looking at the solution of the damped wave equation as a perturbation of the parabolic problem
one can reduce the original problem of ﬁnding hyperbolic asymptotic estimates to investigating the
long time behavior of the corresponding parabolic equations. Unfortunately, the case when Bu =
−div(b(x)∇u) with unbounded coeﬃcients b(x) is not well understood even for the heat equation.
To this end, we will establish a weighted Nash inequality (Proposition 4.2) with the aid of which we
will obtain L2 estimates of v (Corollary 4.4). The decay of the parabolic equation together with the
abstract form of the diffusion phenomenon established in Theorem 1.3 will deliver L2 decay rates
for u, the solution of the damped wave equation, as given by Theorem 4.5.
Our abstract results make recourse to properties of Markov (positivity preserving and L1 contract-
ing) operators which include the diffusion operator. The Markov operators can be seen as generaliza-
tions or abstract forms of the diffusion operator. We remark, however, that the diffusion phenomenon
is expected to hold for other operators as well, since it is suﬃcient to use the estimate (ii) of
Lemma 3.1, which is a Gagliardo–Nirenberg type inequality that could be derived for other opera-
tors as well. Thus, the diffusion phenomenon is a spectral property that can be proved for any elliptic
operator for which one can derive this Gagliardo-type inequality.
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or it is space dependent but it can be absorbed into the operator B; in a forthcoming paper we will
analyze the case when a is an arbitrary space dependent function.
1.3. Main results
Consider a Hilbert space (H,‖ · ‖) and a self-adjoint operator B :D(B) → H. Assume that D(B)
is dense in H and B is positive semi-deﬁnite, i.e., 〈Bu,u〉 > 0 for u ∈ D(B) and u = 0. The following
initial value problems generalize dissipative hyperbolic and parabolic problems, respectively:
⎧⎪⎪⎨
⎪⎪⎩
d2u
dt2
+ du
dt
+ Bu = 0,
u(0) = u0, du(0)
dt
= u1,
(1.4)
and
⎧⎨
⎩
dv
dt
+ Bv = 0,
v(0) = v0.
(1.5)
It is known from semigroup theory that each problem has a unique mild solution on [0,∞) if
(u0,u1) ∈ D(
√
B ) × H in (1.4) and v0 ∈ H in (1.5) [11]. These solutions also satisfy
∥∥du(t)/dt∥∥2 + ∥∥√Bu(t)∥∥2  ‖u1‖2 + ‖√Bu0‖2
and
∥∥v(t)∥∥2  ‖v0‖2,
which are the sharpest possible estimates without further assumptions on the operator and initial
data. An important observation is that u(t)− v(t) satisﬁes better estimates when v0 = u0 + u1; this is
the diffusion phenomenon for abstract evolution equations (1.4) and (1.5). We establish the following
version.
Theorem 1.1. Let u(t) and v(t) be solutions of problems (1.4) and (1.5), respectively, with v0 = u0 + u1 .
(a) The difference between the two solutions satisﬁes the following estimate:
∥∥u(t) − v(t)∥∥ t−1(∥∥e−tB/2u0∥∥+ ∥∥e−tB/2u1∥∥)+ e−t/16(‖u0‖ + ∥∥(√B + 1)−1u1∥∥),
for all t  1.
(b) Moreover, ∀k > 0
∥∥Bk(u(t) − v(t))∥∥ t−1−k(∥∥e−tB/2u0∥∥+ ∥∥e−tB/2u1∥∥)
+ e−t/16(∥∥Bku0∥∥+ ∥∥(√B + 1)−1Bku1∥∥),
for all t  1.
Note that the above estimates are stronger than the ones obtained by Chill and Haraux [3] for
problems involving second-order elliptic operators B , since the semigroup {e−tB}t0 extends to a
bounded operator L1 → L1 for t > 0 and admits better estimates than the trivial L2 → L2 bound by 1.
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generated by −B . The semigroup is Markov if
f ∈ L1 and f  0 ⇒ e−tB f  0 and ∥∥e−tB f ∥∥1  ‖ f ‖1
for all t > 0, where ‖ · ‖q is the norm in Lq(Ω,μ), q ∈ [1,∞], while f  0 is a.e. with respect to μ.
In other words, Markov semigroups are positivity preserving and contracting on L1(Ω,μ). Our
next result is a more precise version of diffusion phenomenon for such operators.
Theorem 1.3. Let u(t) and v(t) be solutions of problems (1.4) and (1.5), respectively, with v0 = u0 + u1 . As-
sume that−B generates a symmetricMarkov semigroup on L1(Ω,μ) and one of the two equivalent conditions
holds:
(
L1–L∞ decay
) ∥∥e−tB f ∥∥∞  C1t−m/2‖ f ‖1, t > 0,
(Nash inequality) ‖ f ‖2+4/m2  C2〈B f , f 〉‖ f ‖4/m1 ,
with some m > 0, whenever the right-hand sides are deﬁned. Then the following estimates are satisﬁed at all
t  0:
(a)
∥∥u(t) − v(t)∥∥2  (t + 1)−1−m/4{‖u0‖1 + ‖u1‖1 + ‖u0‖2 +
∥∥(√B + 1)−1u1∥∥2},
(b)
∥∥Bk(u(t) − v(t))∥∥2  (t + 1)−1−m/4−k{‖u0‖1 + ‖u1‖1 +
∥∥Bku0∥∥2 +
∥∥(√B + 1)−1Bku1∥∥2}.
We also obtain decay estimates for problem (1.4) with Markov operators B , which readily follow
from the sharp diffusion phenomenon and corresponding estimates for problem (1.5).
Theorem 1.4. Let u(t) be a solution of problem (1.4) and assume that B satisﬁes the conditions in Theorem 1.3.
The following estimates hold for t  0, whenever the norms on the right-hand sides are ﬁnite:
(a)
∥∥u(t)∥∥2  (t + 1)−m/4{‖u0‖1 + ‖u1‖1 + ‖u0‖2 +
∥∥(√B + 1)−1u1∥∥2},
(b)
∥∥√Bu(t)∥∥2  (t + 1)−m/4−1/2{‖u0‖1 + ‖u1‖1 + ‖
√
Bu0‖2 + ‖u1‖2
}
,
(c)
∥∥∥∥du(t)dt
∥∥∥∥
2
 (t + 1)−m/4−1{‖u0‖1 + ‖u1‖1 + ‖√Bu0‖2 + ‖u1‖2},
(d)
∥∥Bku(t)∥∥2  (t + 1)−m/4−k{‖u0‖1 + ‖u1‖1 +
∥∥Bku0∥∥2 +
∥∥Bk−1/2u1∥∥2},
for all k > 1/2. If q ∈ [2,∞] and k >m(1/2− 1/q), then
(e)
∥∥u(t)∥∥q  (t + 1)−m/2(1−1/q){‖u0‖1 + ‖u1‖1 +
∥∥(1+ B)k/2u0∥∥2 +
∥∥(1+ B)(k−1)/2u1∥∥2},
for all t  0, and where m is deﬁned by the exponent from the Nash inequality (Theorem 1.3 above).
The above decay estimates generalize the famous estimates of Matsumura [20]. We show their
applicability to the long time behavior of the dissipative hyperbolic equation
{
ρ(x)utt − div
(
b(x)∇u)+ aρ(x)ut = 0, x ∈ Ω, t > 0, (1.6)u(x,0) = u0(x), ut(x,0) = u1(x), x ∈ Ω,
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{−div(b(x)∇v)+ aρ(x)vt = 0, x ∈ Ω, t > 0,
v(x,0) = u0(x) + u1(x),
(1.7)
where Ω ⊂ Rn (n  3) is an exterior domain, b(x) is a positive symmetric matrix and ρ(x) is a
positive function. Details are given in Section 4.
The paper is organized as follows. In Section 2 we set up the Hilbert space framework and no-
tation, identify the assumptions needed, and prove the strong diffusion phenomenon in the abstract
setting. We apply in Section 3 the diffusion phenomenon to the particular case of Markov operators.
In Section 4 we prove a weighted Nash inequality on the entire space Rn and on an exterior domain.
This inequality is a main tool to derive sharp parabolic estimates. Then we transfer the parabolic es-
timates through the diffusion phenomenon to obtain sharp decay rates for the damped hyperbolic
problem with variable coeﬃcients set on an exterior domain.
2. The diffusion phenomenon and applications in the abstract setting
In this section we show the abstract diffusion phenomenon and apply it to derive conditional decay
estimates. Let H be a Hilbert space with inner product 〈·,·〉 and norm ‖ · ‖. Consider a self-adjoint
operator B :D(B) → H, such that D(B) is dense in H and B is positive semi-deﬁnite, i.e., 〈Bu,u〉 > 0
for u ∈ D(B) and u = 0. There exists a resolution of the identity {Pλ}λ0 associated with B , such that√
B = ∫∞0 √λdPλ. Moreover,
f (B) =
∞∫
0
f (λ)dPλ
deﬁnes a homomorphism f → f (B) from the algebra of bounded Borel functions on [0,∞) to
the algebra of bounded operators on H [11]. Another important fact is that the operator norms
‖ f (B)‖op = sup{‖ f (B)u‖: ‖u‖ = 1} satisfy
∥∥ f (B)∥∥op  ‖ f ‖L∞([0,∞)). (2.1)
Operator calculus plays a crucial role in the following proof of diffusion phenomenon and resulting
decay estimates for second-order evolution equations.
Our ﬁrst goal is to compare the long time behavior of two initial value problems:
d2u
dt2
+ du
dt
+ Bu = 0, u(0) = u0, du(0)
dt
= u1 (2.2)
and
dv
dt
+ Bv = 0, v(0) = v0, (2.3)
where (u0,u1) ∈ D(
√
B ) × H and v0 ∈ H. These represent abstract wave and heat equations, re-
spectively. The existence and uniqueness of mild solutions follow from the positive semi-deﬁniteness
of B and semigroup theory [11]. To express the solutions of (2.2) in terms of B , we introduce
uˆ(t) = et/2u(t) and derive
d2uˆ/dt2 + (B − 1/4)uˆ = 0,
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(uˆ,duˆ/dt)|t=0 = (uˆ0, uˆ1) := (u0,u0/2+ u1).
This equation is solvable through cosine and sine:
u(t) = e−t/2
[
cos(t
√
B − 1/4 )uˆ0 + sin(t
√
B − 1/4 )√
B − 1/4 uˆ1
]
, t > 0. (2.4)
Eq. (2.3) has exponential solutions:
v(t) = e−tB v0, t > 0. (2.5)
Notice that u and v are expressed through bounded analytic functions on the spectrum of B ,
namely [0,∞). We will begin with the proof of Theorem 1.1 (a) which gives u(t) ≈ v(t) for large t .
The error will consist of two parts reﬂecting the inﬂuence of low and high frequencies.
Proof of Theorem 1.1 (a). To verify Theorem 1.1 (a), we subtract expression (2.5) from (2.4) and use
property (2.1) to bound the remainder. The strategy in our calculations is to estimate the low fre-
quencies of u(t) − v(t) in terms of e−tBu0 and e−tBu1 instead of u0 and u1 themselves. This is the
main improvement over previous works which leads to a stronger form of diffusion phenomenon and
very precise decay estimate for u(t) in many situations.
It is expected that the main contributions to u(t) and v(t), when t is large, come from low fre-
quencies. We localize the spectral resolution Pλ near λ = 0 by a cutoff function χ ∈ C0(R), such that
χ(λ) = 1 for |λ|  1/16, and χ(λ) = 0 for |λ|  1/8. Using the operator χ(B), we decompose u(t)
and v(t) into the low and high frequency parts, correspondingly:
u(t) = χ(B)u(t) + (1− χ(B))u(t) := um(t) + ur(t) (2.6)
and
v(t) = χ(B)v(t) + (1− χ(B))v(t) := vm(t) + vr(t). (2.7)
The ﬁrst step is to show that the high frequency parts ur(t) and vr(t) go to 0 exponentially fast as
t → ∞. We begin with
∥∥ur(t)∥∥ e−t/2∥∥(1− χ(B)) cos(t√B − 1/4 )uˆ0∥∥+ e−t/2
∥∥∥∥(1− χ(B)) sin(t
√
B − 1/4 )√
B − 1/4 uˆ1
∥∥∥∥.
Hence
∥∥ur(t)∥∥ e−t/2∥∥(1− χ(B)) cos(t√B − 1/4 )∥∥op‖uˆ0‖
+ e−t/2
∥∥∥∥(1− χ(B)) sin(t
√
B − 1/4 )√
B − 1/4 (
√
B + 1)
∥∥∥∥
op
∥∥(√B + 1)−1uˆ1∥∥.
We also notice that
∥∥vr(t)∥∥ ∥∥(1− χ(B))e−tB(√B + 1)∥∥ ∥∥(√B + 1)−1v0∥∥.op
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∥∥ur(t)∥∥+ ∥∥vr(t)∥∥ f (t)(‖u0‖ + ∥∥(√B + 1)−1u1∥∥)
with
f (t) e−t/2 sup
λ0
∣∣(1− χ(λ)) cos(t√λ − 1/4 )∣∣+ e−t/2 sup
λ0
∣∣∣∣(1− χ(λ)) sin(t
√
λ − 1/4 )√
λ − 1/4 (
√
λ + 1)
∣∣∣∣
+ sup
λ0
∣∣(1− χ(λ))e−tλ(√λ + 1)∣∣. (2.8)
We will apply the lemma below to bound f (t) as t → ∞. The proof is postponed until the end of
this section.
Lemma 2.1. If 1/2 λ 1/16, then
(i)
∣∣cos(t√λ − 1/4 )∣∣ et(1/2−λ),
(ii)
∣∣∣∣ sin(t
√
λ − 1/4 )√
λ − 1/4
∣∣∣∣ 4et(1/2−λ) + tet/4.
If λ 1/2, then
(iii)
∣∣cos(t√λ − 1/4 )∣∣ 1,
(iv)
∣∣∣∣ sin(t
√
λ − 1/4 )√
λ − 1/4
∣∣∣∣ 8√
λ + 1 .
It follows from estimate (2.8), Lemma 2.1 and supp(1 − χ) ⊂ {λ: |λ| > 1/16} that the sum of
remainders satisﬁes
∥∥ur(t)∥∥+ ∥∥vr(t)∥∥ e−t/16(‖u0‖ + ∥∥(√B + 1)−1u1∥∥). (2.9)
The next step is to estimate the difference between the low frequency parts um(t) and vm(t)
deﬁned in (2.6) and (2.7). To further decompose um(t), we use a simple calculus lemma.
Lemma 2.2. If 0 λ 1/8, then
(i)
√
1/4− λ = 1
2
− λ − φ(λ)λ2, 1√
1/4− λ = 2+ ψ(λ)λ,
where φ,ψ ∈ C([−1/8,1/8]) and φ(λ) 1. Hence
(ii) cosh(t
√
1/4− λ ) = 1
2
e−t
√
1/4−λ + 1
2
et/2−tλ−tφ(λ)λ2 ,
(iii)
sinh(t
√
1/4− λ )√
1/4− λ = −
e−t
√
1/4−λ
2
√
1/4− λ +
ψ(λ)λ
2
et/2−tλ−tφ(λ)λ2 + et/2−tλ−tφ(λ)λ2 .
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of u(t). Applying Lemma 2.2, we split um(t) into four terms:
um(t) = 1
2
e−t/2
(
e−t
√
1/4−Bχ(B)uˆ0 − e
−t√1/4−B
√
1/4− B χ(B)uˆ1
)
+ 1
2
ψ(B)e−tφ(B)B2 Be−tBχ(B)uˆ1
+ (e−tφ(B)B2 − 1)
(
1
2
e−tBχ(B)uˆ0 + e−tBχ(B)uˆ1
)
+ 1
2
e−tBχ(B)uˆ0 + e−tBχ(B)uˆ1, (2.10)
or um(t) = u1m(t) + u2m(t) + u3m(t) + u4m(t). Notice that u4m(t) = vm(t), as we have uˆ0/2+ uˆ1 = u0 + u1.
The actual remainders are u1m(t), u
2
m(t) and u
3
m(t).
To bound u1m(t), we write
∥∥u1m(t)∥∥ e−t/2∥∥e−t
√
1/4−Bχ(B)
∥∥
op‖uˆ0‖ + e−t/2
∥∥∥∥e
−t√1/4−B
√
1/4− B χ(B)(
√
B + 1)
∥∥∥∥
op
∥∥(√B + 1)−1uˆ1∥∥.
Since suppχ ⊂ {λ: |λ| < 1/8}, property (2.1) implies
∥∥u1m(t)∥∥ e−t/2(‖u0‖ + ∥∥(√B + 1)−1u1∥∥). (2.11)
Hence u1m(t) is exponentially small. The remaining terms u
2
m(t) and u
3
m(t) are smaller than certain
solutions of Eq. (2.3). In fact,
∥∥u2m(t)∥∥ ∥∥ψ(B)e−tφ(B)B2 Be−tB/2χ(B)∥∥op
∥∥e−tB/2uˆ1∥∥,
∥∥u3m(t)∥∥ ∥∥(e−tφ(B)B2 − 1)e−tB/2χ(B)∥∥op(
∥∥e−tB/2uˆ0∥∥+ ∥∥e−tB/2uˆ1∥∥),
with uˆ0 = u0 and uˆ1 = u0/2+ u1. We observe that
sup
λ0
∣∣ψ(λ)e−tφ(λ)λ2λe−tλ/2χ(λ)∣∣ t−1,
sup
λ0
∣∣(e−tφ(λ)λ2 − 1)e−tλ/2χ(λ)∣∣ t−1,
where we use se−s  e−1 and |e−s − 1| s for s 0. Thus,
∥∥u2m(t)∥∥+ ∥∥u3m(t)∥∥ t−1(∥∥e−tB/2u0∥∥+ ∥∥e−tB/2u1∥∥). (2.12)
The last step combines inequalities (2.9), (2.11) and (2.12):
∥∥u(t) − v(t)∥∥ e−t/16(‖u0‖ + ∥∥(√B + 1)−1u1∥∥)+ e−t/2(‖u0‖ + ∥∥(√B + 1)−1u1∥∥)
+ t−1(∥∥e−tB/2u0∥∥+ ∥∥e−tB/2u1∥∥).
This completes the proof. 
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Proof of Lemma 2.1. Claim (iii) is evident, while claim (iv) is an easy calculation. Both (i) and (ii) are
trivial if λ 1/4. Thus, we assume that 0 λ < 1/4. Then
cos(t
√
λ − 1/4 ) = cosh(t√1/4− λ ), (2.13)
sin(t
√
λ − 1/4 )√
1/4− λ =
sinh(t
√
1/4− λ )√
1/4− λ . (2.14)
Since 1/4− λ = (1/2− λ)2 − λ2, claim (i) follows from (2.13). To show claim (ii), we use (2.14) and
sinh(tσ)
σ
=
t∫
0
cosh(sσ)ds, σ =√1/4− λ.
The above integral is easy to estimate if we separate the cases σ  1/4 and σ > 1/4 applying (i) to
the latter. The proof is complete. 
Proof of Lemma 2.2. For claim (i), we recall the two Taylor series at λ = 0:
√
1/4− λ = 1
2
− λ − λ2 + O (λ3), 1√
1/4− λ = 2+ 4λ + O
(
λ2
)
,
where |λ| < 1/4. It takes a little more work to see that
√
1/4− λ 1
2
− λ − λ2,
for 0 λ 1/8. We obtain claims (ii) and (iii) after substituting the two Taylor expansions into (2.13)
and (2.14). 
Finally, we will derive Theorem 1.1 (b) from the above part (a). The result means that the low
frequency part of Bk(u(t) − v(t)) decays faster as k increases.
Proof of Theorem 1.1 (b). We now estimate the high frequency part based on the previous argument
by replacing (u0,u1) with (Bku0, Bku1) in the formulas of ur(t) and vr(t). The low frequency part
requires a slight modiﬁcation. There is no change in the exponential decay rate of u1m(t), but the
decay rates of u2m(t) and u
3
m(t) change according to
∥∥u2m(t)∥∥ ∥∥ψ(B)e−tφ(B)B2 B1+ke−tB/2χ(B)∥∥op
∥∥e−tB/2u1∥∥,
∥∥u3m(t)∥∥ ∥∥(e−tφ(B)B2 − 1)Bke−tB/2χ(B)∥∥op(
∥∥e−tB/2u0∥∥+ ∥∥e−tB/2u1∥∥).
It is clear that
sup
λ0
∣∣ψ(λ)e−tφ(λ)λ2λ1+ke−tλ/2χ(λ)∣∣ t−1−k,
sup
λ0
∣∣(e−tφ(λ)λ2 − 1)λke−tλ/2χ(λ)∣∣ t−1−k.
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m(t) are
∥∥u2m(t)∥∥ t−1−k∥∥e−tB/2u1∥∥,∥∥u3m(t)∥∥ t−1−k(∥∥e−tB/2u0∥∥+ ∥∥e−tB/2u1∥∥).
Thus we have completed part (b) of the diffusion phenomenon in Hilbert spaces. 
The second goal of this section is to transfer decay estimates from (2.3) to (2.2) using the diffusion
phenomenon, i.e., Theorem 1.1.
Theorem 2.3. Let u(t) be a solution of (2.2) with (u0,u1) ∈ D(
√
B ) × H. Then
(i)
∥∥u(t)∥∥ (∥∥e−tB/2u0∥∥+ ∥∥e−tB/2u1∥∥)+ e−t/16(‖u0‖ + ∥∥(√B + 1)−1u1∥∥),
(ii)
∥∥√Bu(t)∥∥ t−1/2(∥∥e−tB/2u0∥∥+ ∥∥e−tB/2u1∥∥)+ e−t/16(‖√Bu0‖ + ‖u1‖),
(iii)
∥∥∥∥du(t)dt
∥∥∥∥ t−1(∥∥e−tB/2u0∥∥+ ∥∥e−tB/2u1∥∥)+ e−t/16(‖
√
Bu0‖ + ‖u1‖
)
,
for all t  1.
Proof. (i) This claim is evident from Theorem 1.1 (a), since
∥∥u(t)∥∥ ∥∥u(t) − v(t)∥∥+ ∥∥v(t)∥∥, v(t) = e−tB(u0 + u1).
(ii) Similarly, we write
∥∥√Bu(t)∥∥ ∥∥√B(u(t) − v(t))∥∥+ ∥∥√Bv(t)∥∥
and apply Theorem 1.1 (b) with k = 1/2 to the ﬁrst term. The second term is
∥∥√Bv(t)∥∥ t−1/2∥∥e−tB/2(u0 + u1)∥∥.
(iii) We split u(t) into low and high frequency parts:
u(t) = χ(B)u(t) + (1− χ(B))u(t) := ul(t) + uh(t),
where the cutoff function χ ∈ C0(R) is such that χ(λ) = 1 for |λ|  1, and χ(λ) = 0 for |λ|  2.
Formula (2.4) for u(t) and inequality (2.1) for ‖ · ‖op imply
∥∥∥∥duh(t)dt
∥∥∥∥ e−t/2(‖
√
Bu0‖ + ‖u1‖
)
. (2.15)
The estimate of low frequencies wl(t) := dul(t)/dt relies on the diffusion phenomenon, or Theo-
rem 1.1, for the following problems:
d2wl
2
+ dwl + Bwl = 0, wl(0) = χ(B)u1, dwl(0) = −χ(B)(Bu0 + u1)
dt dt dt
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dzl
dt
+ Bzl = 0, zl(0) = −χ(B)Bu0.
We already know that
∥∥wl(t) − zl(t)∥∥ t−1(∥∥e−tB/2u0∥∥+ ∥∥e−tB/2u1∥∥)+ e−t/16(‖u0‖ + ∥∥(√B + 1)−1u1∥∥),
for every t  1. It is also clear that
∥∥zl(t)∥∥ t−1∥∥e−tB/2u0∥∥,
due to the initial value of zl(t) and supλ∈[0,2] λe−tλ/2  t−1. Adding the estimates of ‖wl(t) − zl(t)‖
and ‖zl(t)‖ to (2.15) completes the proof. 
3. Diffusion phenomenon for evolution equations with Markov operators
Here we specify H = L2(Ω,μ), where (Ω,μ) is a σ -ﬁnite measure space, and complement the
results of previous section with non-trivial estimates of {e−tB}t0 under the Markov property in Def-
inition 1.2. We further assume one of the following equivalent conditions with m > 0, see [5,35]:
∥∥e−tB f ∥∥∞  C1t−m/2‖ f ‖1 ∀ f ∈ L1(Ω,μ) and ∀t > 0, (3.1)
‖ f ‖2+4/m2  C2〈B f , f 〉‖ f ‖4/m1 ∀ f ∈ D(B) ∩ L1(Ω,μ). (3.2)
(Recall that ‖ · ‖q is the norm in Lq(Ω,μ) while D(B) ⊂ L2(Ω,μ) is the domain of B .) The above
are examples of ultracontractivity and Nash inequalities, respectively. Later we use the corresponding
L1–L∞ estimate for second-order elliptic operators which we derive through their equivalent weighted
Nash inequality, see Proposition 4.2.
Notice that {e−tB}t>0 is also a contraction on L2(Ω,μ). It is standard to show, combining esti-
mate (3.1), interpolation and duality, that the semigroup extends to all Lq(Ω,μ) with q ∈ [1,∞]. This
technique can yield additional L1–Lq decay estimates and generalized Gagliardo–Nirenberg inequali-
ties. We rely on the following classical results (see [4], for example):
Lemma 3.1. Assume that {e−tB}t>0 is a symmetric Markov semigroup on Lq(Ω,μ), q ∈ [1,∞]. If condi-
tion (3.1) or (3.2) holds, then
(i)
∥∥e−tB f ∥∥q  Cqt−m/2(1−1/q)‖ f ‖1, t > 0,
(ii) ‖ f ‖q  Cq‖ f ‖1−m/k(1/2−1/q)2
∥∥Bk/2 f ∥∥m/k(1/2−1/q)2 ,
for q ∈ [2,∞] and k >m(1/2− 1/q).
Let us now verify the second main theorem concerning the diffusion phenomenon for Markov
operators.
Proof of Theorem 1.3. Claim (a) follows from Theorem 1.1 (a) and Lemma 3.1 (i) with q = 2. To derive
claim (b), we combine Theorem 1.1 (b) and Lemma 3.1 (i) with q = 2. 
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Theorem 3.2. Let u(t) be a solution of (2.2), where H = L2(Ω,μ) and −B generates a symmetric Markov
semigroup on Lq(Ω,μ), q ∈ [1,∞]. Assume that (3.1) or (3.2) holds. For every t  0,
(i)
∥∥u(t)∥∥2  (t + 1)−m/4{‖u0‖1 + ‖u1‖1 + ‖u0‖2 +
∥∥(√B + 1)−1u1∥∥2},
(ii)
∥∥√Bu(t)∥∥2  (t + 1)−m/4−1/2{‖u0‖1 + ‖u1‖1 + ‖
√
Bu0‖2 + ‖u1‖2
}
,
(iii)
∥∥∥∥du(t)dt
∥∥∥∥
2
 (t + 1)−m/4−1{‖u0‖1 + ‖u1‖1 + ‖√Bu0‖2 + ‖u1‖2},
whenever the norms on the right-hand sides are ﬁnite.
Proof. If t < 1, these claims are just standard energy estimates. If t  1, we apply Lemma 3.1 (i) with
q = 2 to estimate the norms involving {e−tB/2}t0. 
Theorem 3.3. Let u(t) be a solution of (2.2), where H = L2(Ω,μ) and −B generates a symmetric Markov
semigroup on Lq(Ω,μ), q ∈ [1,∞]. Assume that (3.1) or (3.2) holds. If q ∈ [2,∞] and k > m(1/2 − 1/q),
then
∥∥u(t)∥∥q  (t + 1)−m/2(1−1/q){‖u0‖1 + ‖u1‖1 +
∥∥(1+ B)k/2u0∥∥2 +
∥∥(1+ B)k/2−1u1∥∥2}
for every t  0, whenever the norms on the right-hand side are ﬁnite.
Proof. There is nothing to prove if t < 1. Assume t  1 and let v(t) be the solution of (2.3) with
v0 = u0 + u1. We write u(t) = v(t) + (u(t) − v(t)) and estimate the difference by Lemma 3.1 (ii):
∥∥u(t)∥∥q 
∥∥v(t)∥∥q + Cq
∥∥u(t) − v(t)∥∥1−θ2
∥∥Bk/2(u(t) − v(t))∥∥θ2 (3.3)
for θ =m/k(1/2− 1/q). Applying Lemma 3.1 (i) and Theorem 1.1 we obtain
∥∥v(t)∥∥q  (t + 1)−m/2(1−1/q){‖u0‖1 + ‖u1‖},∥∥u(t) − v(t)∥∥2  (t + 1)−m/4−1/2{‖u0‖1 + ‖u1‖1 + ‖u0‖2 +
∥∥(1+ B)−1/2u1∥∥2}.
Similarly, Theorem 1.1 (b) and Lemma 3.1 (i) imply
∥∥Bk/2(u(t) − v(t))∥∥2  (t + 1)−m/4−k/2−1/2{‖u0‖1 + ‖u1‖1 +
∥∥Bk/2u0∥∥2 +
∥∥Bk/2−1u1∥∥2}.
We substitute last three estimates into (3.3):
∥∥u(t)∥∥q  (t + 1)−m/2(1−1/q){‖u0‖1 + ‖u1‖}+ (t + 1)−m/4−1/2−θk/2W ,
where
W = ‖u0‖1 + ‖u1‖1 + ‖u0‖2 + ‖u1‖2 +
∥∥Bk/2u0∥∥2 +
∥∥Bk/2−1u1∥∥2.
To complete the proof, notice that θk/2+m/4+ 1/2 >m/2(1− 1/q). 
Proof of Theorem1.4. Inequalities (a), (b), (c) and (e) just comprise Theorems 3.2 and 3.3. Estimate (d)
readily follows from Theorem 1.3 (b), Lemma 3.1 (i) and properties of {e−tB}t0. 
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domains
Let Ω be an exterior domain in n 3 dimensions, i.e., Ω = Rn \ K for a compact set K , and assume
that ∂Ω is smooth. (It is possible to have K = ∅.) Consider the damped wave equation with variable
coeﬃcients in Ω × (0,∞):
⎧⎨
⎩
ρ0(x, t)utt − div
(
b(x, t)∇u)+ ρ1(x, t)ut = 0, x ∈ Ω, t > 0,
u(x, t) = 0, x ∈ ∂Ω, t  0,
u(x,0) = u0(x), ut(x,0) = u1(x), x ∈ Ω.
(4.1)
We are interested in establishing decay estimates for the above problem based on the diffusion
phenomenon and its consequences that are proved in Sections 2 and 3. One of the ﬁrst results in
this direction was the work of Matsumura [20], where he found the optimal decay rate of ‖u(t)‖2 =
O ((1 + t)−n/4) for the damped wave equation with constant coeﬃcients in Rn , by using the Fourier
transform.
The energy decay of solutions of (4.1) in an exterior domain for the Laplacian and variable
damping coeﬃcient has been studied extensively by using the multiplier method: Mochizuki and
Nakazawa [22], Mochizuki and Nakao [21], Nakao [23,24], Ikehata [15,16] and the references therein.
Except for the paper [16] the energy decay has been found to be of the order of (1 + t)−1. Ikehata
shows in [16] the faster energy decay (1 + t)−2 for some types of weighted initial data, which may
be sharp only for n = 2.
In [28] Zuazua and his coauthors consider the above system (4.1) in the setting of periodic coef-
ﬁcients b bounded in L∞ . They show that the hyperbolic problem is a perturbation of the parabolic
problem by using a Bloch wave decomposition. Their main result proves that the solution of the hy-
perbolic problem may be approximated to any order by a linear combination of the derivatives of
the fundamental solution of the heat equation with weights which account for the periodicity of the
medium where the wave travels. As it can be seen, this result is also based on the availability of
fundamental solutions.
We remark that our assumptions on b are quite general, so we do not require the variable coeﬃ-
cient operator to stabilize near the Laplacian for large |x|. Classical arguments can be used when the
coeﬃcients are constant or the operator stabilizes at the Laplacian. Such is the case with the works
of Racke [29] (generalized Fourier transform) and Dan and Shibata [7] (low frequency resolvent ex-
pansion). The latter established in [7] the decay rate (1 + t)−n for the local energy associated with
the damped wave equation with constant coeﬃcients set in an exterior domain. Their result is used
by Ono in [27] to show the decay of the total energy of solutions in an exterior domain, in the con-
text of the so-called cutoff method. More references for results concerning decay rates of solutions of
damped wave equations can be found in the introductions of the papers [30–33].
In this section we study a special case of problem (4.1), namely (1.6), and its parabolic counter-
part (1.7). Thus we consider ρ0(x, t) := ρ(x) and ρ1(x, t) := aρ(x) where a = const > 0 and ρ ∈ C0;
b(x) = (bij(x))1i, jn where bij = b ji and bij ∈ C0. Our quantitative assumptions about the symmetric
n × n matrix b and positive function ρ are as follows: for all ξ ∈ Rn
b0
(
1+ |x|)β |ξ |2  b(x)ξ · ξ  b1(1+ |x|)β |ξ |2, (4.2)
mρ  ρ(x) Mρ, (4.3)
with 0 β < 2, b0, b1, mρ and Mρ > 0. For high-order estimates, it is also convenient to assume that
∥∥∇2l−1b(x)∥∥n×n  b2(1+ |x|)β0 , l = 1, . . . , l0, (4.4)∣∣∇2l−2ρ−1(x)∣∣ ρ2, l = 1, . . . , l0, (4.5)
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caying like large powers of |x| as |x| → ∞, i.e., the high-order estimates hold for a natural set of
initial data (u0,u1).
To apply the abstract decay results in Theorem 1.4, we need information about the parabolic prob-
lem (1.7), namely
⎧⎨
⎩
−div(b(x)∇v)+ aρ(x)vt = 0, x ∈ Ω, t > 0,
v(x, t) = 0, x ∈ ∂Ω, t  0,
v(x,0) = v0(x), x ∈ Ω.
(4.6)
(We can take a = 1 after rescaling.) Let us begin with the deﬁnition of B . There are several ways
to construct a self-adjoint operator (B, D(B)) on L2(Ω,ρ(x)dx) associated to Bu := −ρ−1 div(b∇u).
Under very weak conditions on b, we can deﬁne (
√
B, D(√B )) as the unique self-adjoint operator on
L2(Ω,ρ(x)dx) satisfying the form equality
〈√Bu,√Bv〉 = 〈b∇u,∇v〉L2 , (u, v) ∈ D(
√
B ) × D(√B ), (4.7)
where D(√B ) is the completion of C∞0 (Ω) in the norm
u → (〈ρu,u〉L2 + 〈b∇u,∇u〉L2)1/2.
More explicitly, we obtain from (4.2) and (4.3) that
D(
√
B ) ⊃ {u ∈ H10(Ω): (1+ |x|)β/2|∇u| ∈ L2(Ω)}.
We can now deﬁne B and other functions of
√
B using operator calculus.
Remark 4.1. There are no natural extensions (Bl0 , D(Bl0 )) without further conditions on b and ρ .
Consider l0 = 1, b(x) = (2 + sin(ex2))In×n and ρ(x) = 1. Since ∇b(x) is exponentially large, we have
H10(Ω)∩ S(Ω)  D(B) even for the Schwartz class S(Ω). Thus we resort to conditions (4.4) and (4.5)
with l0 = 1 to ﬁnd a more substantial domain:
D(B) ⊃ {u ∈ H10(Ω) ∩ H2(Ω): (1+ |x|)β0 ∣∣∇lu∣∣ ∈ L2(Ω), l = 1,2}.
The treatment of (Bl0 , D(Bl0 )), l0 > 1, is similar. Local singularities of b ∈ L∞loc(Ω) present another
diﬃculty, since they may lead to C∞0 (Ω)  D(Bl0 ).
Concerning the Markov property of B in (4.6), we refer to [2] and [13] which imply that the
evolution map v0(x) → v(x, t) preserves positivity and contract the L1 norms, ‖v(t)‖1  ‖v0‖1. Thus
−B generates a Markov semigroup in L2(Ω,ρ(x)dx).
If β = 0, conditions (3.1) and (3.2) are classical results with m = n, where n is the space dimen-
sion. We immediately obtain that u(x, t) in (4.1) satisﬁes the decay estimates of Theorem 3.2 with m
replaced by n.
If β ∈ (0,2), to the best of our knowledge, neither of the estimates (3.1) nor (3.2) is known. We
will prove below a weighted Nash inequality which will help us deal with this case. This inequality
is also known as Gagliardo–Nirenberg inequality in the case of general Lp spaces [8, p. 3]. According
to parabolic works such as [6], the Nash inequality is equivalent to Sobolev’s embedding theorem and
also to Gaussian estimates when the elliptic operator has L∞ coeﬃcients. The theorem below gives
a weighted version of the Nash inequality which involves the L2 and L1 norms of a function and
a weighted norm of its ﬁrst order derivatives.
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sibly empty) boundary. If n 3 and 0 β  2, there exists Cn,β such that
‖ f ‖2+2(2−β)/n2  Cn,β
∥∥|x|β/2 f ∥∥2‖ f ‖2(2−β)/n1 , (4.8)
for all f ∈ C10(Ω); hence
‖ f ‖2+2(2−β)/n2  C〈B f , f 〉‖ f ‖2(2−β)/n1 (4.9)
for all f ∈ L1(Ω,ρ(x)dx) ∩ D(B), where B is deﬁned by (4.7).
Remark 4.3. Note that the weight |x|β/2 belongs to the Muckenhoupt class A2 according to Def-
inition 1.2.2 of [34, p. 4]. Although a large class of weighted Sobolev inequalities can be found
in [34, pp. 25–37], the above weighted inequality is not found among them. For β = 0, (4.8) be-
comes the standard Nash inequality (see [6], for example), while β = 2 yields a standard Hardy type
inequality.
Proof of Proposition 4.2. Let f ∈ C10(Ω). By Hölder’s inequality we have
‖ f ‖22  ‖ f ‖1/p1 ‖ f ‖(2p−1)/p(2p−1)/(p−1).
Choose p = n+2−β4−2β and raise the above inequality to exponent 1+ 2−βn to obtain
‖ f ‖2+2(2−β)/n2  ‖ f ‖2(2−β)/n1 ‖ f ‖22n/(n+β−2). (4.10)
In order to ﬁnish our proof, we estimate ‖ f ‖2n/(n+β−2) by using
‖ f ‖q  C
∥∥|x|γ (q)∇ f ∥∥2, (4.11)
where γ (q) = n/q − (n − 2)/2 and 2  q  2n/(n − 2). In fact, we just let q = 2nn+β−2 and substitute
the result into (4.10). This implies the weighted Nash estimate (4.8).
Let us mention that (4.11) follows from interpolating between the well-known Sobolev inequal-
ity [1]
‖ f ‖2n/(n−2)  Cn‖∇ f ‖2, f ∈ C10(Ω), (4.12)
and the simple Hardy type inequality for exterior domains:
‖ f ‖2  2
n
∥∥|x| f ∥∥2, f ∈ C10(Ω). (4.13)
To verify the latter, we apply the divergence theorem to f ∈ C10(Ω) with piecewise smooth ∂Ω:
∫
Ω
f 2 dx = 1
n
∫
Ω
f 2(∇ · x)dx = −2
n
∫
Ω
f (x · ∇ f )dx.
We estimate the third integral by the Cauchy–Schwarz inequality and derive (4.13). 
This proposition, the equivalence of (3.1) and (3.2), and the Markov property of B imply the fol-
lowing decay estimate for the parabolic problem (4.6).
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L1(Ω,ρ(x)dx). If (4.2) and (4.3) hold, the solution v of problem (4.6) satisﬁes
∥∥v(t)∥∥q  t− n2−β (1− 1q )‖v0‖1, q ∈ [1,∞], (4.14)
for all t > 0.
Finally, we can use Theorem 1.4 with m = 2n/(2 − β) to obtain sharp decay rates for solutions
of (4.1) in the special case (1.6).
Theorem 4.5. Let n 3 and assume that
(u0,u1) ∈ D(
√
B ) × L2(Ω,ρ(x)dx)∩ L1(Ω,ρ(x)dx)× L1(Ω,ρ(x)dx),
where B is deﬁned by (4.7). If (4.2) and (4.3) hold, the solution u of the damped hyperbolic problem (4.1)
satisﬁes for t  0:
(a)
∥∥u(t)∥∥2  (t + 1)−
n
2(2−β)
{‖u0‖1 + ‖u1‖1 + ‖u0‖2 + ∥∥(√B + 1)−1u1∥∥2},
(b)
∥∥√Bu(t)∥∥2  (t + 1)−
n
2(2−β) − 12 {‖u0‖1 + ‖u1‖1 + ‖√Bu0‖2 + ‖u1‖2},
(c)
∥∥∥∥du(t)dt
∥∥∥∥
2
 (t + 1)− n2(2−β) −1{‖u0‖1 + ‖u1‖1 + ‖√Bu0‖2 + ‖u1‖2}.
Moreover, the following estimates hold whenever the norms on the right-hand sides are ﬁnite:
(d)
∥∥Bku(t)∥∥2  (t + 1)−
n
2(2−β) −k{‖u0‖1 + ‖u1‖1 + ∥∥Bku0∥∥2 +
∥∥Bk−1/2u1∥∥2}, k > 1/2;
(e)
∥∥u(t)∥∥q  (t + 1)− n2−β (1− 1q ){‖u0‖1 + ‖u1‖1 +
∥∥(1+ B)k/2u0∥∥2
+ ∥∥(1+ B)(k−1)/2u1∥∥2}, k > n(q − 2)q(2− β) .
Corollary 4.6. Let n  3 and ﬁx k  1. Assume that (4.4) and (4.5) hold for l0  k, so D(Bk) includes all
Schwartz functions S(Ω) supported inside Ω . Then the estimates in Theorem 4.5 apply to any pair of initial
data, such that
(u0,u1) ⊂ S(Ω) × S(Ω), supp(u0,u1) ⊂ Ω.
The above theorem is a generalization to space-dependent coeﬃcients of the decay estimates ob-
tained in the case of constant coeﬃcients by Matsumura in [20] for Rn , and then by Ono in [27] for
exterior domains. The theorem also generalizes the results of Zuazua and coauthors from [28].
Remark 4.7. Our results hold with minor modiﬁcations if the operator B is replaced by B + M(x),
where M(x) → 0 suﬃciently fast as |x| → ∞ and M(x) 0.
Remark 4.8. In [30] the authors derived decay rates for the Cauchy problem in Rn , that were com-
puted explicitly in the radial case. Higher order energy decay rates that match those for the parabolic
problem (as the ones derived in [31]) can be obtained through this strong version of the diffusion
phenomenon.
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