Abstract-The fully quantized problem of a dipole atom coupled to transverse electric fields is solved for both simple harmonic and two-level atoms in a general lossless electromagnetic environment. The method employed is a direct factorization of the Hamiltonian in terms of coupled excitations of atom and fields. Time evolution of the system is considered with emphasis on the effect of an atom-photon bound state. The rectangular waveguide is used as an example to illustrate the predicted behavior.
I. INTRODUCTION

S
UPERCONDUCTING qubits and quantum dots are two promising candidates for artificial atoms in the RF and optical frequency regimes, respectively, [1] - [3] . They can be used for a variety of quantum communication and information processing devices including single photon sources, logic gates, and other components in quantum computing architecture [4] - [6] .
The simple Jaynes-Cummings model have sufficed to model a variety of interacting systems of (artificial) atoms and photons and provided much good intuition in quantum optics. Yet, with the rising complexity of these systems and the hope toward multiple qubit operations, more rigorous and complete descriptions of such systems are due to become more important. It is difficult to truly start from first principle when dealing with a multiphysics problem of this complexity [7] , [8] . However, the power of computational electromagnetics can be applied to make the electromagnetic part of the problem as general as possible [9] .
Due to these considerations, we choose to study here an artificial atom interacting with an arbitrary lossless quantized electromagnetic environment. The artificial atom will be modeled as either a quantum harmonic oscillator, or a two-level atom. These models, though simple, are nevertheless useful in a variety of situations, especially when the photon number in the interacting system is low [10] - [16] . The interaction will be limited to that of electric dipole interaction. 1 The resulting
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Digital Object Identifier 10.1109/JMMCT. 2017.2698341 Hamiltonian is the famous Fano-Anderson model [17] , [18] . The Lippmann-Schwinger [18] - [22] resolvent [7] , and selfenergy methods [23] are typically used to solve this model. Here, we choose to employ the method of Fano-diagonalization [17] , which is a powerful method to analyze interacting fields and have had much success in the interaction between atoms and photons [24] - [26] . With this method, we obtain the exact coupled excitations of atom and fields, which are called dressed states [7] , [23] , along with the solution of the system dynamics. In Section II, the model Hamiltonians are set up and the solution space defined. The connection between the problem for the harmonic oscillator (Boson) atom and the two-level (Fermion) atom is shown in terms of excitation numbers [18] . In Section III, the Hamiltonians are factorized and diagonalized using a generalized Fano-diagonalization technique [17] , [24] - [26] . Characteristics of the coupled excitations of the atom and fields, or dressed states, are studied and their physical meaning explained. In Section IV, the dynamics are solved in terms of dressed states, with particular attention to an atom photon bound state [20] , [27] , [28] . Finally, in Section V, numerical results are presented for the case of an atom coupled to a rectangular waveguide. The effects of the bound state on spontaneous emission is illustrated, and the field associated with the bound state studied.
II. HAMILTONIAN AND STATE SPACE
Consider the fully quantized model of a harmonic oscillator (Boson) or a two-level (Fermion) atom interacting with its electromagnetic environment. We limit the model to electric dipole coupling that necessitates only the description of the transverse electric field modes [7] . The Hamiltonian for this model can be derived from a canonical quantization procedure, followed by a long wavelength and rotating wave approximation (RWA) [8] . We will differentiate the two type of atoms with a subscript B for the harmonic oscillator atom (Boson), and F , its two-level counterpart (Fermion)
The values of and c are set to unity. Here, the first term describes the bare atom with a resonance (or transition) frequency of ω e . The second term describes the free transverse fields, in which the vacuum energy contribution has been neglected. The third term represents the RWA dipole interaction, the coupling constants g k are
Here, E k (r) is the mode of the transverse electric field with index k, r o is the position of the atom, and d is the dipole moment of the atom. The dynamics of (1) are different for the two cases due to the different commutation relations
Here, the minus and plus subscripts on the square bracket refers to commutator and anticommutator, respectively. The Hilbert space H that (1) operates on contains the joint Fock states [7] of the atom and fields of the form
Here, |g is the atomic ground state and |0 is the electromagnetic vacuum. The excitation number operator, defined aŝ
commutes with the Hamiltonians of (1)
Hence, the total number of excitations is a constant of motion in both cases of (1). 4 The state in (5) is an eigenstate ofN B , F with eigenvalue equal to the sum of individual excitationŝ
Let |ψ B , F ; N denote an eigenstate of (8) with eigenvalue N, we have
We define an N -excitation subspace, H N ⊂ H. The size of this subspace can be deduced from (5) if we further assume the total number of transverse field modes to be M .
The difference between (10) and (11) is due to the exclusion principle for the Fermion atom. The two terms in (11) counts the joint states with the atom in the excited, or the ground state, respectively.
5
For the case of N = 1, both (10) and (11) evaluate to
Using (5), a simple set of basis vectors, which we henceforth call the original basis vectors, for H 1 , or the single excitation subspace, is [21] |e ⊗ |0 and {|g ⊗ |1 k , for all k} .
Here, we use |e to denote both the first excited state of the Boson atom and the excited state of the Fermion atom. In what follows we will neglect to write the electromagnetic vacuum and the atomic ground state, with the understanding of (13). The projection operator onto H 1 can be written aŝ
Equation (14) is also a resolution of the identity in H 1 using the original basis vectors. Under the projection of (14), both Hamiltonians in (1) becomê
Equation (15) is the reduced representation of (1) in H 1 using the original basis. Diagonalizing (15) solves the dynamics in H 1 for both the Boson and Fermion atoms [17] , [29] . Due to (9), we can pursue the problem along similar lines for N > 1. However, H N no longer overlap for the two cases in (1) and their dynamics cannot be solved together. Furthermore, the subspace sizes in (10) and (11), as well as the complexity of the basis vectors analogous to (13) , grow rapidly with increasing N . The problem soon becomes intractable and the solution too cumbersome. Other small N excitations can be considered [18] , [30] , however, their presentation rests on a thorough study of the H 1 problem and the development of a more powerful and concise notation. This will be presented in a future work for the case of the Fermion atom.
In the Boson atom case, the commutation relation of the atomic and field operators are identical. Hence, we may treat the problem without restricting to any H N . The operators that create or annihilate the coupled excitations of atom and fields can be found directly from (1) [29] . Once this is achieved, the states that diagonalize (15) are easily obtained. This will be the goal of Section III.
A word on the RWA is in order before we proceed. The counter rotating terms break the conservation of excitation number in (7). In the Boson atom case, inclusion of these terms retains an
The second excited state of the harmonic oscillator gives the difference of 1.
exactly solvable model [25] . In the Fermion atom case, however, accommodating for them is more difficult. This will be considered in a future work.
III. FACTORIZATION AND DIAGONALIZATION
In the present section, we solve the dynamics of (1) for the Boson atom case by direct factorization 6 of the Hamiltonian [25] , [29] . The resulting Hamiltonian is in the form (16) where ω ν 's are the new eigen-frequencies, with possible degeneracies, associated withĉ ν andĉ † ν , which obey
Here, it is important to note that δ ν, ν is a formal delta function, since the spectrum of (16) is not yet known.
The following must be true from (16) and (17) [
We assumeĉ ν andĉ † ν to be linear combinations of the original operators
The inverse relations arê
These are useful for solving the dynamics of the original operators. Equation (18) provides the following set of equations for the expansion coefficients:
Equation (17) provides an extra consistency condition
Equations (22) and (23) admit possible solutions with A(ν) = 0. This is satisfied if ω ν = ω k in (23), where both ω ν and ω k may contain degeneracies. For the set of modes satisfying this, (22) becomes
This gives a relation between the original and new field excitations with frequency ω ν . The form of (25) suggests that we adopt a matrix notationF
Here,F is a matrix of dimension (D − 1) × D, where D is the degeneracy of original field modes at ω ν , g is a column vector of length D with the coupling constants in (2) as elements. Equation (26) shows that there are D − 1 vectors orthogonal to g * . If the coupling coefficients are known, we can constructF using the set of vectors {e} obtained through a Gram-Schmidt procedure based on g. The matrixF can then be composed by usinḡ
When the aforementioned case of A(ν) = 0 is considered in (24) , and adopting the matrix notation, we havē
whereĪ D −1 is an identity matrix of rank D − 1 in the subspace of degenerate field modes at ω ν . These fields are not coupled to the atom and do not participate in the interaction dynamics.
At each frequency of the original electromagnetic spectrum, there is then a single combination of degenerate field modes that is coupled to the atom, i.e., A(ν) = 0. We call these the dressed atom fields. From (23)
Here, we have replaced the set of indices ν with ω ν since the dressed atom fields are distinguishable by their eigenfrequencies alone. Plugging (29) into (22), we have
When the electromagnetic spectrum is a set of M discrete modes, (30) can be converted into a polynomial of order M + 1. It admits M + 1 solutions, all of which are real from the Hermiticity of the Hamiltonian, and none of which are degenerate with the original spectrum (ω k 's) [7] . While, the discrete spectrum case is applicable to cavity QED, in waveguide QED, one (or more) of the indices in k becomes a continuum. Suppose the waveguide to be oriented along the z-direction, then
Here, Ω i and ρ i (ω) are the cutoff frequency and density of states for each transverse mode, respectively, whereas i is the mode index. 8 Degeneracy of ω ν with ω k is possible and the fraction in (29) need to be separated into a principal value (denoted by P.V.) and a residue part
Using (31) and (32) in (30), we have
where Δ and Γ are the radiative shift and decay rates, respectively, [9]
The quantity Z(ω ν ) is determined by (33)
We proceed to use (29) and (36) in (24) to solve for A(ω ν ) [17] , [29] . Some details of this calculation is relegated to Appendix A,
We point out that only the magnitude of A(ω ν ) is solved, asĉ ν orĉ † ν may contain an arbitrary phase. The operatorĉ † ν with frequency ω ν has the form
Here, we switched the indices for the original field operators to facilitate the continuum notation. 9 We can identify an atomic part, a nonresonant field part, and a resonant field part in (38). The resonant field term allows us to establish a mapping betweenĉ † ν and the original field modes. Using (35) and (36), we see that the three constituents have relative weight of 1, |g|, and |g| −1 , respectively, since Z(ω ν ) is of the order |g| −2 . Hence, when |g| → 0, or in the limit of vanishing atom-field coupling, the third term dominates andĉ † ν reduces to the combination of degenerate field modes weighted by g * . The dressed atom fields, together with degenerate field modes uncoupled to the atom, preserve a sense of conservation of the density of states in the continuum case (see Fig. 1 ).
Notice that (36) allows Z(ω ν ) = 0, if
The correspondingĉ † ν has no resonant field part, and maps back tob † B when |g| → 0, whence ω ν → ω e . This gives credence to 9 These operators obey: the name of radiative shift for Δ, however, the solution to (39) is not unique. 10 A particularly interesting case is a solution of (39) below Ω 1 , the lowest frequency in the electromagnetic continuum. Denoting such a solution as ω − , we have
The P.V. can be dropped here since ω − lies outside of the original spectrum. The existence of ω − depends on the limit
Applying (60) in Appendix A, we have
Equation (41) is not satisfied in free space, where the density of states is proportional to ω 2 . However, in a rectangular waveguide, the accumulation of states above cutoff allows (41) to be satisfied. We will see the effect of this state on spontaneous emission in Section V.
As envisaged in Section II, we now use the creation operator in (20) to write down the eigenstates of (15)
The states with A(ν) = 0 are then combinations of degenerate single photon states uncoupled to the atom. These are the scattering free channels reported in [21] . The states with A(ω ν ) = 0, are the dressed states. Together, these states form another resolution of the identity operator in H 1
The Hamiltonian of (15) is diagonalized aŝ
The possible solution of (40) below the continuum gives the ground state of this Hamiltonian [18] , [20] , [23] , [28] 
A final word on (35) is in order here. The expression of (35) is reminiscent of the local density of states (LDOS). In fact, the decay rate is the LDOS "felt" by the atom through its dipole moment, it is further related to the dyadic Green's function through [9] , [31] 
One can obtain Δ via a Hilbert transform [9] π H {Γ} (ω) = Δ(ω).
Hence, once the classical dyadic Green's function is found, the dynamics can be solved. This important relation allows the application of this procedure to the study of general lossless electromagnetic environments.
IV. TIME EVOLUTION
The evolution of a quantum system from time 0 to t is governed by the time evolution operator
An operator with no explicit time dependence evolves aŝ
Due to (18), we havê
Using (21), expectation values of any combinations of the original atom and field operators can be solved [25] , [30] . For the dynamics of (15), it is easier to consider the amplitudes between initial and final states. By insertion of the identity in (44)
which is in the form of a Fourier sum. When |f = |i = |e , the amplitude in (52) captures the spontaneous emission from the excited state (or the first excited state of the Boson atom)
Equation (53) shows that the spontaneous emission of the atom is dictated by the spectrum of the dressed states. 11 In particular, when the bound state found in (46) has an eigenfrequency sufficiently separated from the rest of the electromagnetic continuum, the excited atom is prohibited from completely decaying.
In Section V, we demonstrate this by using the example of a rectangular waveguide. Other methods have been pursued to solve the system of (15), these are connected to the present approach in Appendix B.
V. NUMERICAL RESULTS
Consider a rectangular waveguide bounded by PEC walls and oriented along the z-direction. The width of the waveguide in the x-and y-directions are the dimensionless quantities a and b, respectively.
We assume the atom's electric dipole moment d to be oriented along the z-direction. Therefore, it is coupled only to the TM modes. Furthermore, the dipole is centered at z = 0 and, hence, coupled only to the even combination of +z and −z traveling modes. 12 Using (2), the coupling constant to the TM m ,n mode with frequency ω is
Here, Ω m ,n is the cutoff frequency for the TM m ,n mode. The parameter g 0 is used to control the strength of coupling between the atom and fields. 13 The transverse position of the atom is x o and y o .
With this setup, the machineries of (37) and (53) are applied. The numerical evaluation of (34) requires the introduction of a high frequency cutoff ω H , above which the dipole coupling vanishes. This cutoff is typical of field theory calculations, and is motivated by the physical argument that a dipole coupling is only valid in the long wavelength regime [21] .
An alternative method is needed to validate these calculations; such an alternative is provided by (15) . We truncate the waveguide into a cavity with length 2L in the z-direction. The waveguide can then be reasonably approximated for large L (see Fig. 1 ). Explicit construction of the Hamiltonian of (15) in matrix form using the basis vectors in (13) is
Here, g k denotes the coupling coefficients of all the cavity modes arranged in column vector form, whereasω k is a diagonal matrix with the eigen-frequencies of the cavity modes. Numerical diagonalization of (55) allow us to find (43) and evaluate (53) (see Fig. 1 ). Fig. 2 . Plot (log scale) of P e e , the spontaneous emission profile of the atom for varying bare atomic transition frequency ω e and different strengths of the dipole coupling.
The relevant parameters used in our calculations are
The high frequency cutoff ω H is selected so that three TM modes are considered. The position of the atom is chosen to avoid symmetry points, which exclude the coupling to certain TM modes, We define the survival probability of the atom to be
In Fig. 2 , effects of the bound state in (46) on spontaneous emission is illustrated. The bound state prohibits the atom from decaying completely. This effect becomes increasingly strong as ω e → Ω + 1 , 1 , which is the cutoff of the TM 1 , 1 mode.
14 Increasing the coupling strength that is tuned by g 0 in (54) advances the onset of the nonzero tail toward higher ω e . There is an interval of time in which we observe the revival of the excited atom due to the interference from the bound state.
Also visible from Fig. 2 is the strong deviations from an ideal exponential decay in the spontaneous emission. From (53), we understand these deviations to come from the shape of |A(ω ν )| 2 , which have discontinuities across the cutoff frequencies of higher order TM modes. They can also be attributed to the branch point contributions [7] (see Appendix B).
Using (46), we can study the field part of this bound state. In Fig. 3 , the field profiles for various values of the bare atomic transition frequency ω e are plotted. It is seen that the field packet is bound around the atom at z = 0. The field is not centered around the atom in the x and y directions, however, since this bound field is predominantly made up of fields from the TM 1 , 1 mode. The bounding effect is stronger as ω e → Ω + 1 , 1 . The relative 14 In fact, when ω e is tuned below the cutoff, this general behavior in Fig. 2 persists. In that regime it is not surprising that the atom does not decay completely, however. What is different from a classical dipole is that the atom will radiate even if its bare transition frequency ω e is cutoff in the waveguide. This is because the radiating atom is never monochromatic in the quantum theory. weight of the field part in the bound state of (46) is defined as
It is seen from Fig. 3 that away from the waveguide cutoff (ω e ≈ 4.94), the bound state is almost entirely made up of the field part (W f ≈ 0.98). While close to the cutoff (ω e ≈ 3.89), the bound state is half atom and half field (W f ≈ 0.53). Finally, we consider the position dependence of ω − . It is seen that due to coupling to multiple transverse modes, the bound state achieves lowest energy at two locations indicated in Fig. 4 . Given that the bound state survives the spontaneous emission of the excited atom, it would be interesting to investigate whether this position dependence results in a force on the atom.
VI. CONCLUSION
In this paper, dressed atom fields and dressed states are solved for the harmonic oscillator atom and two-level atom interacting with a lossless electromagnetic environment, respectively. Using the example of a rectangular waveguide, we show the existence of a bound state, which prohibits the complete spontaneous emission of the atom with bare transition frequency that is above the waveguide cutoff. The field profile of the bound state reveals a wave packet of transverse fields localized around the atom. This is in agreement with [23] , [27] , [28] , however, a realistic electromagnetic spectrum featuring multiple continua is used instead of an idealized cavity resonator array.
Admittedly the dressed state approach presented here is by no means the only, and perhaps not the most direct, route towards a dyadic Green's function-based calculation of atom-cavity/waveguide interaction. Alternatives exist such as the resolvent [7] , LSZ reduction [18] , Lippmann-Schwinger equation [19] , [21] , and Green's function (field theoretic) formalisms [30] . The dressed states concept is not new in itself, and have enjoyed great success in elucidating the physics of the Jaynes-Cummings model [7] as well as the polariton description of dielectrics [25] . Recent work have also invoked this concept in waveguide QED, albeit with a simple waveguide model [23] , [28] .
We seek to fully develop the dressed states description of atom-photon interaction due to its ease of generalization and its clear physical interpretation. The work presented in the present paper solves the problem for any number of photons interacting with the harmonic oscillator atom. Extension to multiple atoms, or the addition of counter rotating wave terms in the dipole interaction, are immediately approachable. This will be presented in a subsequent paper, in which we show the existence of multiple bound states and their effects on the cooperative spontaneous emission of the atoms. For two-level atoms such extensions are more challenging using the aforementioned alternative methods. However, a dressed states description is comparatively simple. The case of two or three excitations will be presented in a future work. Ultimately, we seek to build a framework to solve a general system of a few atoms interacting with a few photons in an arbitrary electromagnetic environment, and to study the rich physics of the varieties of dressed states in such a system.
APPENDIX A CALCULATION DETAILS
Consider (30) in the discrete case, plugging (29) into (24), we have
(59) The solution to this is In the continuum case, we have instead
Here, the fractions in the integrand contain a principal value part and a residue part, as in (32). We shall make use of the Poincaré identity [17] , [29] P.V.
by which (61) can be turned into.
Inserting (36) into (63) produces (37).
APPENDIX B RESOLVENT
The resolvent is defined formally as [7] G(z)
The element e|Ĝ(z)|e = G e e (z) has the following limit above and below the real axis:
G e e (ω ± iη) = 1 ω − ω e − Δ(ω) ± iπΓ(ω) .
The limit reveals the existence of a branch cut along the real axis, where the electromagnetic spectrum is continuous [7] . Below the branch cut, however, there is also a possible discrete pole if the condition of (40) can be satisfied. Time evolution of the amplitude in (53) is given by the contour integral of G e e (z) along the contour C 1 in Fig. 5 . The pole on the second Riemann sheet gives an exponential decay profile and justifies the name of decay rate for Γ (ω ν, a ) . The discrete pole on the real axis gives a time harmonic contribution. This is the effect of the bound state found in Section IV. The path going around the branch point give rise to algebraic decay, which are accountable for the deviations form pure exponential decay that are visible in Fig. 2 .
The second part of Fig. 5 depicts how the contour C 1 can be deformed into C 2 + C 3 , where C 2 is the counterclockwise circle around the discrete pole, its contribution is This agrees with the prediction of (42). As for the contribution from C 3 , using the limits in (65), we have 
Due to the effect of the bound state, there is no longer a well defined limit for the S-matrix elements. This result is a modification to those in [21] , in which the bound state is neglected.
