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MapReduce framework has emerged for processing large-scale data，such as more than a  
petabyte．Further, a class NC is understood as a class of problems that can perform efficient 
parallel computation. In this paper, we investigate relationship between NCk+1 (computation  
time is O(logk+1n)) and MRCk，which is a class of problems computed by MapReduce with k  
rounds and we show almost problems in NCk+1 can be computed by MRCk 
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1．はじめに 
現在ビックデータが注目されている中で，それらの並列
分散処理を行うために MapReduce という並列処理フレー
ムワークが存在する．MapReduce は RAM である mapper と
reducer から構成されている．MapReduce へのデータの入
力は<key，value>の形で入力され，mapper で新たな key
を与えることにより，任意の reducer に入力されるように
する．また，mapper と reducer の間には shuffle フェー
ズがあり，それは，mapper から出力された key 値対を同
じ keyごとに集めて reducerへ渡す．reducerへの入力は，
key ごとにソートされた key値対であり，それに対してユ
ーザーが定義した reduce 処理を行い，新たな key 値対を
得る． 
本研究では、[1]で提唱されている MapReduce の理論モ
デルである MRCにより，様々な複雑性クラスの問題が解か
れていることに興味を抱き，注目した． 
MapReduce の理論モデルによる先行研究には以下の様
なものが存在する． 
(1)SPACE(o(logn))と MRC0との関係が以下のように示さ
れている[1]． 
定理 1.SPACE(o(logn))⊆MRC0 
(2)T ステップで実行する CRCW を MapReduce で，N サイ
ズのメモリを使い，P個のプロセッサを用い，R＝O(TlogMP)
ラウンドで実行する[2]．(M=O(N/P)) 
本論文では，効率のよい並列計算を行う事ができる問題
のクラスとして理解されているクラス NC と MRC モデルと
の関係性を明らかにする事を目標としている．(効率のよ
い並列計算とは，並列計算機上で多項式個のプロセッサを
用いて多項式時間で実行可能な計算の事を示す．)その結
果，クラスNCk+1に包含されるクラスACkやクラスTCkがMRCk
の部分集合であることを明らかにした． 
 
2．MapReduce モデル(MRC)について 
MapReduce 計算モデルを定義する[1]． 
定義 1 
mapper μ は RAMであり，key値対<k，v>を入力として，
key 値対，<k1，v1>，<k2，v2>，…を出力する． 
reducer ρはRAMであり，各key kとその値のリスト<v1，
…，vm>を入力として受け取り，各 key k と，新しい値の
リスト<v1’，…，vm’>を出力とする． 
MRC マシンの実行を以下に示す． 
1. Ur-1は最後のラウンドからの key 値対のリストを表す．
μrへは Ur-1 の key値対を入力とする(r=1の時は入力
の key値対を表す．) 
2. shuffle and sort は key によって値をグループ化す
る． 
vk，r = {𝑘， (𝑣𝑘，1，𝑣𝑘，2，…．)}とする． 
3. reducer，ρrへ各 Vk，rを割り当て，Ur =∪k ρr(𝑣𝑘，𝑟)と
なる． 
 各 rは，mapステップ，shuffleステップ，reduceステ
ップからなる． 
MRC とは MapReduce Class の略称であり，以下の条件を
満たすものである． 
MRCiは mapper μrと reducer ρrの列<μ1，ρ1，μ2，ρ
2，…，μR，ρR>であり，μ1 の出力がρ1 の入力となり，
ρ1 の出力がμ2 の入力となる．また，ρR の出力は最終的
な出力となる (1≦r≦R) ．RAMである，mapper，reducer
の容量は O(Nc)であり，それぞれの個数は O(Nc)個存在す
る．但し，Nは入力サイズで，cは 1/2≦c<1を満たす．ま
た，R=O(logiN)である． 
 
3．論理回路について 
基底は，ブール関数 B={fi|fi:{0，1}
ni→{0，1}}の有限
集合ある．ブール回路 Cは n入力と m出力を持つブール関
数 Bにより構成される有向非巡回グラフである[3]．(n，m
∈N) 
入力辺 0のノードは入力ノード，出力辺 0のノードは出
力ノードと言われる．他のノードはゲートと呼ばれ，AND
や OR，NOTでラベル付けされている．ここで，本研究でブ
ール回路を用いる際に必要なことを以下で定義する． 
定義 2 
＜ゲートのレベル＞ 
出力ノードのレベルを 0とする．ゲート vに隣接してい
るゲートのレベルの最大値より一つ大きい値をノード v
のレベルとする． 
＜回路の深さ＞ 
回路 C の中で一番大きなレベルをその回路の深さとす
る． 
＜回路のサイズ＞ 
回路中の全てのゲートに入力されるワイヤーの合計数
をサイズとする． 
＜ファンイン＞ 
一つのゲートに入力されるワイヤーの数をファンイン
とする． 
 
4．複雑性クラスの ACや TCについて 
本研究で使用する論理回路について説明を行う．まず，
論理回路の大きさや深さなどで分類される，NC，AC や TC
について定義を行う[4] ．最初に NCkの定義を行う． 
定義 3 クラス NCk (k≧0の定数) 
深さ O(logkn)，多項式サイズ，ファンインが定数に制限
された ANDゲート，ORゲート，NOTゲートからなる一様な
論理回路によって解ける問題の集合． 
一様とは，マシンモデルが入力の長さに依存しないとい
うことである． 
この NCkの部分クラスとして ACkや TCkが存在する． 
定義 4 クラス ACk (k≧0の定数) 
深さ O(logkn)，多項式サイズ，ファンインの制限のない
ANDゲート，ORゲート，NOTゲートからなる一様な論理回
路によって解ける問題の集合． 
定義 5 クラス TCk(k≧0の定数) 
 ACkの回路に majority ゲート(入力数の過半数が 1 なら
1，そうでないなら 0を返すゲート)を付け加えた回路によ
って解ける問題の集合． 
定義から ACk⊆TCkであり，TCk⊆NCk+1が成り立つ[4]．本
研究では，NCk+1の部分集合である ACkや TCkが MRCkの部分
集合となる事を示す． 
 
5．論理回路を MRCkでシミュレート 
(1) ACkに属する論理回路を MRCkでシミュレート 
a)回路の変換を行う 
MRCモデルの定義より，一つの reducer にゲート一つの
情報が入らないこともあるので回路の変換を行う必要が
ある．そのゲートとは，αNcを超えるようなファンインを
持つゲートである．(α>0 の任意の定数)変換はゲート一
つ当たりのサイズがβNc 以下になるように変換する．(β
はα>βを満たす)変換の際に，元のゲートが複数のゲート
に分割される時は，その複数のゲートから出力される値を
集めて計算するゲートも新たに作成する必要がある． 
まず，ACkのクラスに属する回路を説明する．  
 
 
 
 
 
 
 
 
 
図 1 ACkに属する論理回路 
 
図 1 は，ゲートは k 個あり，回路のサイズは N とする．
(1≦k≦N)ゲート Gi にワイヤーw𝑗
𝑖が繋がっていてそのワ
イヤーに𝑥𝑑という値が入力されることを示している．ゲー
ト Giからの出力は𝑦
𝑖であり， 𝑦𝑖はワイヤーw𝑗′
𝑖′に入力され
る．また，ゲート Gk-1からの出力は𝑦
k−1であり，この回路
の最終的な出力である fに繋がる． 
実際に回路の情報を表す，回路の記述を以下に定義する． 
定義 6 
(𝑥𝑑，𝑤𝑗
𝑖，𝑔𝑖) (𝑦𝑖，𝑤𝑖𝑗
′′，𝑔𝑖′) (𝑦𝑘−1，𝑓) 
(𝑥𝑑，𝑤𝑗
𝑖，𝑔𝑖)はxdの入力値がwj
iに入力されることを表し
ている．(0≦j≦ℓi  1≦d≦n) 
また，𝑔𝑖はゲート i のゲートの種類を表している．(AND
ゲート，ORゲート，NOTゲートなど) 
(𝑦𝑖，𝑤𝑖𝑗
′′，𝑔𝑖)はゲート iの出力yiが次のワイヤーwij
′′
への
入力になっていることを表している． 
(𝑦𝑘−1，𝑓)は，最後のゲートの出力が最終的な出力 f への
入力になっていることを表している． 
先述の通り，MRCkで ACkに属する論理回路のシミュレー
トを行うために回路の変換を行う．そのためにまず回路の
記述から各ゲート毎のワイヤー数を求める．その情報を元
にして，各ゲートが mapper や reducer の容量であるαNc
以下になるように回路の記述のグルーピングを行う．グル
ーピングを行う理由は，どのゲートをどの reducerで処理
するかを決めるために行う．その後，グルーピングの情報
通りに回路の記述をグループ分けし，それぞれの reducer
で回路の変換を行う． 
回路の変換を行うための動作は，まず，ゲート毎のワイ
ヤー数を求め，そのワイヤー数であるℓ0～ℓk-1 までのプレ
フィックスサムを求め，その後，プレフィックスサムの情
報を元に回路のグルーピングを行い，回路の変換を行う． 
回路の変換の動作を以下に詳細に記述する． 
補題 1.MRCモデルを用いて，回路の記述から各ゲート毎
のワイヤー数が 1ラウンドで求まる． 
まず，(i，ℓi)の定義を行う． 
定義 7 
(i，ℓi)はゲート iに対する，ファンインの数を表す． 
どのゲートをどの reducer で処理するかを決めるために
(i，ℓi)を求める． 
(i，ℓi)を求める際の入力は回路の記述であり，出力は 
(i，ℓi)である．これは，1ラウンドで求める事ができる． 
1ラウンド目 
◆各 mapperへの入力 
回路の記述 
(𝑥𝑑，𝑤𝑗
𝑖，𝑔𝑖) (𝑦𝑖，𝑤𝑖𝑗
′′
，𝑔𝑖′) (𝑦𝑘−1，𝑓) 
◆各 mapperからの出力 
iDinNcを keyとして(iDiv𝑁𝑐，𝑤𝑗
𝑖)を出力． 
iを Nc等分するために iDivNcを行う． 
❏各 mapperでの動作 
ここでは，ゲート iに関して一番大きな jを持つものを各
mapperで出力する． 
◆各 reducerの出力 
iに対するファンイン数を表す(i，ℓi)が出力される． 
❏各 reducerでの動作 
各 reducerでゲートiに対するワイヤーの最大値が入力さ
れるたびにその値を更新していく．最大値が決まったらそ
れを(i，ℓi)として出力する． 
補題 2.各ゲートに対するワイヤー数の値から，全ゲー
トのプレフィックスサムの値が MRCモデルにおいて 3ラウ
ンドで求まる． 
まず， (i，ti)の定義を行う． 
定義 8 
(i，ti)はゲート i までのワイヤーの合計数を表す．ま
た，ti は ℓ0+…+ℓi の値である．(0≦i≦k-1)(i,t
i’)は各
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reducer 内でのプレフィックスサムであることを表して
いる． 
 
 
 
 
 
 
 
 
図 2 プレフィックスサムの求め方 
 
図 2のように，各 reducerでプレフィックスサムを求め，
それぞれの reducer の一番大きな値のプレフィックスサ
ムを一つの reducerへ集める．図 2では青く囲われた部分
である．そこで，集めたプレフィックスサムの値に関して
再びプレフィックスサムを求め，tNc-1 は reduce2 へ，
tNc-1+t2Nc-1は reduce3 へというように，求めたプレフィッ
クスサムの値を次の番号の reduce へ入力し，それぞれの
(i,ti’)に足し合わせることにより，全体でのプレフィッ
クスサムを求める． 
(i，ti)を求める際の入力は(i，ℓi)で出力は，(i，t
i)
である．これは，3ラウンドで求める事ができる． 
1ラウンド目 
◆mapperへの入力 
各ゲートのワイヤー数(i，ℓi) 
◆各 mapperからの出力 
(iDivNc，ℓi) 
❏各 mapperの動作 
各 mapperでは iを Nc等分するために iDivNcを行う． 
◆各 reducerの出力 
各 reducer でプレフィックスサムを求め(i，ti’)を出力
する．( (i，ti’)は各 reducer 内でのプレフィックスサ
ムであることを表していて(i，ti)の値とは異なる．) 
❏各 reducerでの動作 
各 reducerで入力されたiを小さいものから順に加算しプ
レフィックスサムを求める． 
2ラウンド目 
◆mapperの出力 
Zを keyとして，value tmNc-1’ (1≦m≦k)を同じ reducer
へ送る．(Z，tmNc-1’)が出力となる． 
❏各 mapperでの動作 
value に tmNc-1’ (1≦m≦k)を持つ key値対を同一の keyを
付けて出力する．また，1 ラウンド目で求めた(i，ti’)
はそのままの keyで出力する． 
◆reducerの出力 
出力は，(m，tmNc-1)，(i，ti’)となる． 
❏各 reducerの動作 
key Zで集まった情報は，1つの reducerで(m，tmNc-1’)の
プレフィックスサムを求める． また，(i，ti’)はそのま
まの keyで出力する． 
3ラウンド目 
◆mapperの出力 
(m，tmNc-1)， (i，ti’)をそのまま出力する． 
◆reducerの出力 
各 reducer でプレフィックスサムを計算し，(i，ti)を出
力する．これが最終的なプレフィックスサムの値になる． 
補題 3.MRCモデルを用いて，1ラウンドで各ゲートのフ
ァンインがβNc 以下になるように回路の変換を行うため，
回路の記述をβNc毎にグルーピングできる． 
 
 
 
 
 
 
 
 
 
 
図 3 グルーピングの後，ゲートの変換 
 
図 3 のようにそれぞれのゲートをグルーピングの情報
通りの reducerへ入力し，各 reducerではゲートの変換を
行い．元のゲートが複数のゲートに分割される時は，その
複数のゲートから出力される値を集めて計算するゲート
も新たに作成する必要がある． 
 グルーピングをする際に用いる key値対の定義を行う． 
定義 9 
(r，(ℓ(i，j)，ℓ(i’，j’)))はゲート i のワイヤーj か
… 
… 
ら，ゲート i’のワイヤーj’番目までが，reduce r に割
り当てられることを示している． 
このグルーピングは，先ほど求めたプレフィックスサム
の情報を元に行う．各 reducerでは，その reducerが持つ
プレフィックスサムの情報と，前の reducer が持つ最大の
プレフィックスサムの値を持つ．前の reducerの最大のプ
レフィックスサムの値を持つことにより，前の reducer
までにどこまでがβNc にグルーピングされたかわかるた
め，余り無くβNc ずつのグループに分けることができる．
各 reducerでβNcと各 reducer内で一番小さなプレフィッ
クスサムの値を比較し，βNcより大きなプレフィックスサ
ムの値を見つけ，見つけたら一つ前のプレフィックスサム
の値からカウントを行い，βNcと等しくなる所を見つける．
2つ目以降の reducerでは，前の reducer の一番大きなプ
レフィックスサムの情報を持っているため，どこまでがβ
Ncのグループになるか知ることができる． 
グルーピングを行うための入力は(i，ti)であり，出力
は(r，(ℓ(i，j)，ℓ(i’，j’)))である．アルゴリズムは
以下のようになり 1ラウンドで求める事ができる． 
1ラウンド目 
◆mapperへの入力 
(i，ti)を入力する． 
◆mapperからの出力 
出力は(iDivNc，ti)と，(m, tmNc-1)．(1≦m≦k) 
❏mapperの動作 
各 mapperでは iを Nc等分するために iDivNcを行う．ま
た，プレフィックスサムを求めた際に，各 reducer内で一
番大きなプレフィックスサムを次の番号の reducer にも
入力する． 
◆reducerからの出力 
 (r，(ℓ(i，j)，ℓ(i’，j’))) 
❏reducerの動作 
各 reducerで，プレフィックスサムの値とβNcの比較を
行い，グルーピングを行う．各 reducerでは，グループ分
けする際の keyが被らないように 1つ目の redeucerでは，
key r は 0~Nc-1 の値 2 つ目の reducer では Nc~2Nc-1 まで
の keyを，というような形で keyを付ける．(0≦r≦N2c) 
補題 4.MRCモデルを用いて，1ラウンドで回路の変換が
できる． 
回路の変換はグルーピングの情報を元に行う．グルーピ
ングの情報と回路の記述を入力することにより，グルーピ
ングに示された通りの reducer 毎に回路の記述を分散さ
せる．分散した後に各 reducerで回路の変換を行う．また，
変換を行った後の key値対の定義を以下に記載する． 
定義 10 
(x𝑑，𝑤𝑗𝑚𝑜𝑑𝑁𝑐
(𝑖，𝑗𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖)の𝑤
𝑗𝑚𝑜𝑑𝑁𝑐
(𝑖，𝑗𝐷𝑖𝑣𝑁𝑐)
は，ゲート 
(𝑖，𝑗𝐷𝑖𝑣𝑁𝑐)のj𝑚𝑜𝑑𝑁𝑐番目のワイヤーであることを表す． 
回路を変換する際の MapReduce への入力はグルーピン
グの key値対と回路の記述であり，出力は変換を行った回
路の記述である．これは，1ラウンドで求める事ができる． 
1ラウンド目 
◆mapperへの入力 
グルーピングの key値対と回路の記述を入力する． 
グルーピングの key 値対は全ての mapper へ入力する．こ
の key値対は N1-c存在する． 
◆mapperの出力 
(key，value)=(𝑟，(𝑥𝑑，𝑤𝑗
𝑖，𝑔𝑖)) 
(key，value)=(𝑟′， (𝑦𝑖，𝑤𝑖𝑗
′′
，𝑔𝑖′)) 
❏mapperの動作 
(r，(ℓ(i，j)，ℓ(i’，j’)))で示された情報を元に回路
の記述に対して key r 付けを行い，指定されたグループ
の reducer へ入力されるようにする． 
◆reducerの出力 
(𝑟， (x𝑑，𝑤𝑗𝑚𝑜𝑑𝑁𝑐
(𝑖，𝑗𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖)) (𝑟， (y𝑖，𝑤
𝑗′𝑚𝑜𝑑𝑁𝑐
(𝑖′，𝑗′𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖′)) 
(r， (𝑦(𝑖，𝑗𝐷𝑖𝑣𝑁
𝑐)，𝑤
𝑗𝐷𝐼𝑣𝑁𝑐
(𝑖，𝐴𝑖+1)，𝑔𝑖)) (r， (𝑦(𝑖，𝐴𝑖+1)，𝑦𝑖)) 
❏各 reducerの動作 
各 reducer では入力された key 値対に対して，
(x𝑑，𝑤𝑗𝑚𝑜𝑑𝑁𝑐
(𝑖，𝑗𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖) (𝑦𝑖，𝑤
𝑗′𝑚𝑜𝑑𝑁𝑐
(𝑖′，𝑗′𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖′)というよう
に回路の変換を行う．またこの回路の変換を行う際に，
別々の reducer に入力されることによって分割されたゲ
ートの出力は最終的に一つのゲートへの入力になるよう
に新たなゲートへの入力を作成する必要がある．(ACkの集
合に含まれるどんなゲートも 2 段以内でシミュレートす
ることができる．それは，一つのゲートのサイズは高々N
であり，サイズが N の場合 N/Nc=N1-cであり，必ず Nc以下
になるため 2段以内で構成する事ができる．) 
ACkに属する回路で一つのゲートが回路の変換により，2
つ以上になる時は，2段目のゲートに入力される情報も一
緒に出力する必要がある． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 4 変換を行った回路 
 
回路の変換を行った際に，四角で囲まれた部分のみしか
key 値対が存在しないので，丸で囲まれた部分も同時に出
力する必要がある．丸い部分の key 値対は 
(r， (𝑦(𝑖，𝑗𝐷𝑖𝑣𝑁
𝑐)，𝑤𝑗𝐷𝐼𝑣𝑁𝑐
i ，𝑔𝑖)) 
であるのでこれらも同時に出力する．これは𝑤
𝑗𝑚𝑜𝑑𝑁𝑐
(𝑖，𝑗𝐷𝑖𝑣𝑁𝑐)
の
部分でw0
(𝑖，0)
を持つ reudcerが出力する． 
AiはℓiDivN
c=Aiの値であり，ℓiはゲート i に対するファ
ンイン数であり，0≦ℓi≦Nである． 
このようにして回路の変換が完了する． 
b)変換を行った回路で実際に値を代入してシミュレート 
補題 5.a)で変換を行った回路に対して，MRCモデルを用
いて，3 ラウンドで ACkに属する論理回路の 1 段のシミュ
レートできる． 
まず，(x𝑑，𝑣𝑑)の定義を行う． 
定義 11 
(x𝑑，𝑣𝑑)は， x𝑑に入力される値が𝑣𝑑であることを表す．
 𝑣𝑑 ∈{0,1}である．(1≦d≦n) 
また，実際に値を代入してシミュレートを行なう様子を
以下の図 5に示す． 
 
 
 
 
 
 
 
 
 
 
 
 
図 5 値を代入してシミュレートを行なう一連の流れ 
 
図 5 は実際に値を代入してシミュレートを行なう一連
の流れを示している．1 ラウンド目は値の割当を行い，2
ランド目に 1段目の計算を行い，3ラウンド目に全ての入
力の決まったゲートの計算を行なう． 
入力は入力値と変換した回路の記述であり，出力は，回
路の出力値である．このシミュレートのラウンド数は，
O(logkn)ラウンドである． 
1ラウンド目 
◆mapperへの入力 
入力値と変換した回路の記述を入力とする． 
◆mapperの出力 
(x𝑑，𝑣𝑑) (𝑟， (x𝑑，𝑤𝑗𝑚𝑜𝑑𝑁𝑐
(𝑖，𝑗𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖))に対して， key を
𝑑𝐷𝑖𝑣𝑁𝑐として出力する．  
(𝑟′， (𝑦𝑖
′
，𝑤
𝑗′𝑚𝑜𝑑𝑁𝑐
(𝑖′，𝑗′𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖
′
)) 
(r， (𝑦(𝑖，𝑗𝐷𝑖𝑣𝑁
𝑐)，𝑤𝑗𝐷𝐼𝑣𝑁𝑐
𝑖 ，𝑔𝑖)) 
は keyはそのまま出力する． 
❏mapperの動作 
x𝑑を同じ reducerに集めるために， 𝑑𝐷𝑖𝑣𝑁
𝑐を行う． 
回路の変換をした際に作成された key値対と2段目以降の
回路の key値対は使用しないので keyはそのまま出力する． 
◆reducerの出力 
(𝑑𝐷𝑖𝑣𝑁𝑐， (𝑟 (𝑣𝑑，𝑤𝑗𝑚𝑜𝑑𝑁𝑐
(𝑖，𝑗𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖))) 
(𝑟′， (𝑦𝑖
′
，𝑤
𝑗′𝑚𝑜𝑑𝑁𝑐
(𝑖′，𝑗′𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖
′
)) 
(r， (𝑦(𝑖，𝑗𝐷𝑖𝑣𝑁
𝑐)，𝑤𝑗𝐷𝐼𝑣𝑁𝑐
𝑖 ，𝑔𝑖)) 
が出力される． 
❏reducerの動作 
このラウンドでの reducerの動作は𝑥𝑑にv𝑑を代入する．
他の key値対は keyをそのまま出力する． 
2ラウンド目 
◆mapperへの入力 
(𝑑𝐷𝑖𝑣𝑁𝑐， (𝑟 (𝑣𝑑，𝑤𝑗𝑚𝑜𝑑𝑁𝑐
(𝑖，𝑗𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖))) 
(𝑟′， (𝑦𝑖
′
，𝑤
𝑗′𝑚𝑜𝑑𝑁𝑐
(𝑖′，𝑗′𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖
′
)) 
(r， (𝑦(𝑖，𝑗𝐷𝑖𝑣𝑁
𝑐)，𝑤𝑗𝐷𝐼𝑣𝑁𝑐
𝑖 ，𝑔𝑖)) 
が入力される． 
◆mapperの出力 
(𝑟 (𝑣𝑑，𝑤𝑗𝑚𝑜𝑑𝑁𝑐
(𝑖，𝑗𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖)) 
(r， (𝑦(𝑖，𝑗𝐷𝑖𝑣𝑁
𝑐)，𝑤𝑗𝐷𝐼𝑣𝑁𝑐
𝑖 ，𝑔𝑖)) 
これらの値を同じ reducer に集まるように再び，key を r
として，出力する． 
 (𝑟′， (𝑦𝑖′，𝑤
𝑗′𝑚𝑜𝑑𝑁𝑐
(𝑖′，𝑗′𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖′))は keyを r’のまま出力す
る． 
❏mapperの動作 
グルーピングを行ったグループに戻すために，key を r
として出力することにより key r でグルーピングされた
グループに戻す． 
◆reudcerへの入力 
(𝑟′， (𝑦𝑖′，𝑤
𝑗′𝑚𝑜𝑑𝑁𝑐
(𝑖′，𝑗′𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖′)) 
(r， (𝑦(𝑖，𝑗𝐷𝑖𝑣𝑁
𝑐)，𝑤𝑗𝐷𝐼𝑣𝑁𝑐
𝑖 ，𝑔𝑖)) 
(𝑟， (𝑣𝑑，𝑤𝑗𝑚𝑜𝑑𝑁𝑐
(𝑖，𝑗𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖))が入力される． 
◆reducerの出力 
(𝑟， (𝑣𝑑，𝑤𝑗𝑚𝑜𝑑𝑁𝑐
(𝑖，𝑗𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖))により𝑦(𝑖，𝑗𝐷𝑖𝑣𝑁
𝑐)が求まるの
で(r， (𝑦(𝑖，𝑗𝐷𝑖𝑣𝑁
𝑐)，𝑤𝑗𝐷𝐼𝑣𝑁𝑐
𝑖 ，𝑔𝑖))に値を代入して keyをi
として出力とする． 
 (𝑟′， (𝑦𝑖′，𝑤
𝑗′𝑚𝑜𝑑𝑁𝑐
(𝑖′，𝑗′𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖′))は key r’のまま出力する． 
❏reducerの動作 
各 reducer で入力値が代入され，全ての入力の決まったゲ
ートをシミュレートし，各ゲートでの出力値を求める． 
3ラウンド目 
◆mapperへの入力 
(𝑖， (𝑦(𝑖，𝑗𝐷𝑖𝑣𝑁
𝑐)，𝑤𝑗𝐷𝐼𝑣𝑁𝑐
𝑖 ，𝑔𝑖)) 
 (𝑟′， (𝑦𝑖′，𝑤
𝑗′𝑚𝑜𝑑𝑁𝑐
(𝑖′，𝑗′𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖′))が入力となる． 
◆mapperの出力 
(𝑖， (𝑦(𝑖，𝑗𝐷𝑖𝑣𝑁
𝑐)，𝑤𝑗𝐷𝐼𝑣𝑁𝑐
𝑖 ，𝑔𝑖)) 
 (𝑟′， (𝑦𝑖′，𝑤
𝑗′𝑚𝑜𝑑𝑁𝑐
(𝑖′，𝑗′𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖′)) 
これらを keyをそのまま出力し，同じ reducer に集める． 
❏mapperの動作 
ここでは，2ラウンド目の reducerからの出力値をそのま
ま出力する． 
◆reducerへの入力 
(𝑖， (𝑦(𝑖，𝑗𝐷𝑖𝑣𝑁
𝑐)，𝑤𝑗𝐷𝐼𝑣𝑁𝑐
𝑖 ，𝑔𝑖)) 
 (𝑟′， (𝑦𝑖′，𝑤
𝑗′𝑚𝑜𝑑𝑁𝑐
(𝑖′，𝑗′𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖′)) 
◆reducerの出力 
(𝑟′， (𝑦𝑖′，𝑤
𝑗′𝑚𝑜𝑑𝑁𝑐
(𝑖′，𝑗′𝐷𝑖𝑣𝑁𝑐)
，𝑔𝑖′)) 
❏reducerの動作 
(𝑖， (𝑦(𝑖，𝑗𝐷𝑖𝑣𝑁
𝑐)，𝑤𝑗𝐷𝐼𝑣𝑁𝑐
𝑖 ，𝑔𝑖)) 
により， 𝑦𝑖の値を求める．𝑦𝑖は新たなグループに属するの
でそのグループの reducerに入力する必要がある． 
このように 1 段目の出力が 2 段目への入力となるので，
MapReduce の 1 ラウンドで入力値の割当を行い，2 ラウン
ドで 1段を計算することにより，1段ごとにシミュレート
を行っていく．これを定数段分，すなわち定数ラウンド繰
り返す事によりシミュレート可能となる． 
1 段を入力値の割当含め，3 ラウンドで計算するため回
路の深さが O(logkn)である場合，定数倍の O(logkn)ラウ
ンドでシミュレートできる．つまり，O(logkn)ラウンドで
シミュレート可能である．補題 1，補題 2，補題 3，補題 4，
補題 5より，定理 2を証明できる． 
定理 2  ACk⊆MRCK 
(2) TCkの MRCkでのシミュレート 
基本的には ACkの MRCkでのシミュレートと同一である． 
補題 6.MRC モデルを用いて，3 ラウンドで TCkに属する
論理回路の 1段のシミュレートができる． 
補題 5 と異なる所は入力値をいれてシミュレートを行
う所である．TCkのゲートは ACkに majority ゲートが追加
されているため，各ゲートでどのくらい 1が入力されたか
を記憶しておく必要がある．補題 1，補題 2，補題 3，補
題 4，補題 6より，定理 3を証明できる 
定理 3   TCk⊆MRCK 
 
6．結果 
 並列コンピュータ上で効率的に解ける問題のクラスで
ある NCに含まれる ACや TCに属する回路を MRCkの元で計
算できるように，回路の変換を行うことにより，MRCkでも 
ACk や TCk に属する論理回路が効率的にシミュレートでき
ることを示した．定理 2，定理 3より以下のことが言える． 
系 1 ACk⊆TCk⊆MRCK 
 また，本研究では，ANDゲート，ORゲート，NOTゲート，
majorityゲートを用いて考えているが，2入力の XORゲー
トや，NAND ゲートの回路についても同様の結果が成り立
つ． 
 
 
 
 
 
 
 
 
7．今後の課題 
ACkと TCkは MRCkで効率的にシミュレートすることが出
来たので，今後は NCk+1の問題がどのくらい MRCkで効率的
にシミュレートできるかが問題である． 
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