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VANISHING OF l2-COHOMOLOGY AS A COMPUTATIONAL
PROBLEM
ŁUKASZ GRABOWSKI
University of Warwick, Mathematics Institute, Zeeman Building, Coventry, CV4 7AL,
UK
Abstract. We show that it is impossible to algorithmically decide if the l2-cohomology
of the universal cover of a finite CW complex is trivial, even if we only consider complexes
whose fundamental group is equal to the elementary amenable group (Z2 ≀ Z)3. A
corollary of the proof is that there is no algorithm which decides if an element of the
integral group ring of the group (Z2 ≀Z)4 is a zero-divisor. On the other hand, we show,
assuming some standard conjectures, that such an algorithm exists for the integral
group ring of any group with a decidable word problem and a bound on the sizes of
finite subgroups.
1. Introduction
The l2-cohomology was introduced by Atiyah [Ati76]. Since then it has been studied in
numerous contexts, e.g. [CG86], [Gab02], [LL95]. For a very readable introduction see
[Eck00], and for more up-to-date information see [Lüc02].
If X is a CW-complex, the l2-cohomology of X is defined in the same way as the
CW-cohomology, but using l2-cochains and l2-coboundaries. If X is a finite complex
and pi1(X) = G, the deck transformation action extends to the action of G on the l2-
cohomology groups of the universal cover of X. In this way l2-cohomology groups become
modules over the von Neumann algebra of G. The von Neumann dimensions of the l2-
cohomology groups are called l2-Betti numbers.
If X is a finite CW-complex, the phrase l2-Betti numbers of X is a shorthand for l2-Betti
numbers of the universal cover of X with respect to the action of pi1(X).
One popular research subject is the determination of possible values of the l2-Betti num-
bers. It is useful to fix a group G, and consider the set C(G) of all possible l2-Betti
numbers of finite CW-complexes with fundamental group G. The determination of C(G)
is called the Atiyah problem for G, since Atiyah asked a related question in his founda-
tional paper [Ati76].
When G is torsion-free, then conjecturally C(G) = N := {0, 1, . . .}. This statement is
known as the Atiyah conjecture for torsion-free groups. Similarly, let a BFS-group be a
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group for which there is a bound on the size of finite subgroups. For a BFS-group G one
conjectures the existence of k = k(G) ∈ N such that C(G) = { 1
k
, 2
k
, . . .}.
Linnell [Lin93] showed that the Atiyah conjecture for torsion-free groups implies that
Z[G] embeds into a skew-field. Similarly, when G is a BFS-group, the Atiyah conjecture
implies that Z[G] embeds into the ring of k(G)× k(G) matrices over a skew-field.
A lot of appeal of the Atiyah conjecture comes from this structural result. In fact, Linnell
showed that the existence of a skew-field of so called affiliated operators which contains
Z[G] is equivalent to the Atiyah conjecture.
For some non-BFS groups it has been shown recently ([Aus13], [Gra14], [PSŻ10], [LW13],
[Gra10]) that C(G) contains irrational numbers. All examples so far contain Zp ≀ Z as a
subgroup for some p > 2.
Our main result shows that groups which contain (Zp ≀Z)3 have a property very much an-
tipodal to the existence of a skew-field of affiliated operators: the computational problem
of determining if a matrix over Z[G] is invertible as an affiliated operator is undecidable
(for the precise meaning of undecidable see for example [Sip97]).
We first state the main result in terms of l2-cohomology. Consider the following com-
putational problem. Its input consists of a number n and the description of the gluing
maps used to build a CW-complex X. The algorithm should decide if the n-th l2-Betti
number of X is 0. We call this computational problem Trivial-l2-Betti-numbers for G.
Theorem 1. Let G be a finitely-presented group which contains Z2 ≀Z. Then the problem
Trivial-l2-Betti-numbers for G3 is undecidable.
Remarks 1. (1) Note that the problem of determining if the ordinary cohomology of
a finite CW-complex vanishes is decidable, since it boils down to checking if the
kernel of a finite-dimensional matrix with integer coefficients is trivial.
(2) The above theorem remains valid for Zp ≀Z in place of Z2 ≀Z, but to keep notation
simpler we deal only with Z2 ≀ Z.
In the actual proofs we never deal with CW complexes, only with the combinatorial
Laplacians (see [Eck00]). Combinatorial Laplacians are matrices over the group ring
Z[G] which can be read off easily from the gluing maps. The l2-cohomology of a CW-
complex is isomorphic with the kernel of the combinatorial Laplacian of the suitable
degree, seen as an operator on l2(G)m.
Conversely, given a matrix M over Z[G], we can easily build a CW-complex X with
fundamental groupG, such that in some degree the l2-cohomology ofX will be isomorphic
to kerM (see [Eck00] again). This shows that Trivial-l2-Betti-numbers is equivalent to
the following computational problem.
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Kernel-over-Z[G]
Input: matrix M ∈Mk(Z[G]) for some k
Problem: Is kerM = {0}? (here M
is considered as an operator l2(G)k →
l2(G)k)
This problem no longer requires G to be finitely presented. In view of the two preceding
paragraphs, Theorem 1 is a corollary of the following.
Theorem 2. Kernel-over-Z[G] is undecidable for G = (Z2 ≀ Z)3.
Remarks 2. (1) The general strategy is to adapt techniques from [Gra14] which allow
for “realizing Turing machines as matrices over Z[G].”
(2) The currently most interesting case of Kernel-over-Z[G] problem is when G =
Z2≀Z. It seems the methods of this article could perhaps show that forG = (Z2≀Z)2
the problem is undecidable, but for Z2 ≀Z some new idea would be needed. In the
proof, the exponent bigger than 1 corresponds closely to the fact that the halting
problem for Turing machines which are read-only and operate on more than one
tape is undecidable. The halting problem for read-only Turing machines which
operate on one tape is decidable ([Sip97, Chapter 4]) and so our approach breaks
down completely for Z2 ≀ Z.
(3) In [Gra10] it is shown that C(Z2 ≀ Z) contains transcendental numbers. However,
the method is more complicated than for C((Z2 ≀ Z)k) when k > 2, for the same
reason as in the previous remark. See [Gra14] for an example of a transcendental
number in C((Z2 ≀Z)3) which directly uses a read-only Turing machine on 3 tapes.
(4) It would be interesting to know if algorithms for Trivial-l2-Betti-numbers can be
constructed using some more geometric methods (i.e. without directly passing
to combinatorial Laplacians), at least for some class of “nice” CW-complexes or
manifolds.
(5) It could be interesting to consider other computational problems for the group ring
Z[G]. Note that T ∈ Z[G] is not an l2-zero-divisor if and only if it is an invertible
in the ring of affiliated operators ([Lüc02], Lemma 8.8, Chapter 8). One could
similarly consider the computational problems of being invertible in the group ring
Z[G] or in the von Neumann algebra LG. This last problem corresponds to the
question of whether the property of having a spectral gap around 0 is decidable.
It would be particularly interesting to give sufficient conditions for the spectral
gap decidability, similar to Proposition 3 below.
A problem related to the decidability of the spectral gap is computing the
operator norm of an element in Z[G]. Given a finitely generated group G we
could ask for an algorithm which takes as an input a rational number q and an
element T ∈ Z[G] and correctly answers whether the norm of T (as an operator
on l2(G)) is equal, less than, or greater than q.
Certain related computational problems are considered in [FNT12].
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It turns out that the Atiyah conjecture for BFS-groups implies fairly easily that Kernel-
over-Z[G] is decidable.
Proposition 3. Let G be a finitely-presented sofic BFS-group with decidable word problem
for which the Atiyah conjecture holds. Then there is an algorithm which solves Kernel-
over-Z[G].
Remarks 4. (1) The property of sofic groups we use is the existence of a bound on the
spectral density of T ∈ Z[G], computable in terms of the support and coefficients
of T . Discussion of sofic groups and derivation of such a bound is deferred to the
Appendix. At present there are no groups which are proven not to be sofic.
It would be interesting to derive a computable bound on the spectral densities
without using the soficity assumption.
(2) If G is as above except for having a decidable word problem, the proof actually
shows that Kernel-over-Z[G] is decidable by a Turing machine with an oracle for
the word problem of G (see [Sip97] for Turing machines with oracles).
Consider the following computational problem.
Zero-divisors-in-Z[G]
Input: an element T of Z[G]
Problem: Is T a zero-divisor in Z[G]?
For amenable groups, it is well known that a matrix M ∈ Mk(Z[G]) is a zero-divisor
in Mk(Z[G]) if and only if kerM 6= {0} (see e.g. [Ele06] or [Pap08] for a short proof).
This, together with Theorem 2, shows that the zero-divisor problem for matrices over
Z[(Z2 ≀ Z)3] is undecidable. We can get rid of matrices for the price of increasing the
exponent by one.
Corollary 5. Zero-divisors-in-Z[(Z2 ≀ Z)4] is undecidable.
The proof of this corollary is presented in Section 6. The essential part of it is embedding
arbitrarily large matrices into the group ring Q[Z2 ≀ Z].
Proposition 3 is proven in Section 3. In the same section we present some easy con-
sequences of Proposition 3 concerning Zero-divisors-in-Z[G] for amenable groups. We
discuss also relations between Zero-divisors-in-Z[G] and the Kaplansky zero-divisor con-
jecture for torsion-free groups.
Section 4 discusses the properties of Turing machines which we need in the proof of
Theorem 2 in Section 5.
2. Notation and conventions
The infinite cyclic group is Z, the cyclic group of order n is Zn, the rings of integers,
rationals, reals, and complex numbers are respectively Z, Q, R, C.
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Given a ring R, the ring of k×k-matrices over R is denoted by Mk(R). A trace τ on R is
a function τ : R → C such that τ(ab) = τ(ba). If R is a ∗-ring of operators on a Hilbert
space then we also require τ(T ∗T ) to be a non-negative real number, for all T ∈ R. The
standard trace (i.e. sum of diagonal elements) on Mk(C) is denoted by tr.
Given a group G, the complex group ring and the Hilbert space of l2-summable functions
are denoted by C[G] and l2(G). The standard basis elements of l2(G) are denoted by ζg,
g ∈ G. We have an action of C[G] on l2(G) by bounded linear operators: it is induced
by the action of G on l2G defined by g · ζh = ζgh. The canonical trace on C[G] is defined
by trvN (A) := 〈Aζe, ζe〉, where e ∈ G is the neutral element. We call it the von Neumann
trace, although usually this name is used only after taking the closure of C[G] with respect
to the weak topology.
If R is a ∗-ring of operators on a Hilbert space, then a trace τ on R is normal if it extends
to a continuous trace on the weak closure of R. It is faithful if, for every T , τ(T ∗T ) = 0
implies T = 0. The traces defined above are faithful and normal.
If τ is a faithful normal trace on R, and T ∗ = T ∈ R then the spectral measure µT of
T is the usual projection-valued spectral measure of T composed with τ (it makes sense
to evaluate τ on spectral projections of T , since the latter are in the weak closure of R).
The von Neumann dimension of the kernel of T is defined as dimvN ker(T ) := µT ({0}).
For a general T we define dimvN ker(T ) := dimvN ker(T ∗T ).
The symbol τ also denotes the induced trace onMk(R), i.e. if T ∈Mk(R) is a matrix with
entries Tij then τ(T ) :=
∑
τ(Tii). The spectral measure µT is computed with respect to
this trace.
For more information on the spectral measures see [RS80]. The book [Lüc02] deals
specifically with von Neumann dimensions in the context of group actions (Chapters 1
and 2). The introductory article [Eck00] also covers von Neumann dimensions in as much
as we need.
3. Decidable l2-zero-divisor problem
Consider the following computational problem.
l2-zero-divisors-in-Z[G]
Input: M ∈ Z[G]
Problem: Is kerM = {0}?
Although this problem is potentially easier than Kernel-over-Z[G], the proof of decidabil-
ity is the same. Because of simpler notation, we only show that l2-zero-divisors-in-Z[G]
is decidable, and leave the general case of Proposition 3 for the reader.
Proposition 6. Let G be a finitely-generated sofic BFS-group with a decidable word prob-
lem and for which the Atiyah conjecture holds. Then l2-zero-divisors-in-Z[G] is decidable.
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The property of sofic groups which we use is as follows. We defer the proof to the
appendix.
Lemma 7. Let G be a sofic group. There is a computable function h = hG : N+ → N+
such that if T ∈ Z[G] is positive and self-adjoint, its support consists of at most n
elements, and coefficients of T are bounded by n, then
| dimvN ker T − trvN(1− T‖T‖1 )
h(n)| < 1
n
,
where ‖T‖1 is the sum of absolute values of coefficients of T .
Remarks 8. (1) The role of the denominator is to make sure that the operator norm
of T‖T‖1 is at most 1.
(2) The convergence of the sequence tr(1− T‖T‖1 )n to dimvN ker T is true for any group
- it is a consequence of the spectral theorem.
(3) In the case of sofic groups we get a function h, which does not depend on the group
G (see Proposition 18). It would be interesting to show that for every (possibly
non-sofic) group G there exists some computable function h as above.
of Proposition 6. Let k = k(G) ∈ N be the number guaranteed by the Atiyah conjecture,
i.e.. for any T ∈ Z[G] we have dimvN ker T ∈ {0, 1k , 2k , . . .}.
Let T ∈ Z[G]. Note that T is an l2-zero divisor if and only if the spectral measure of T
has an atom at {0}. If the measure of an atom is positive then, by the Atiyah conjecture,
it is at least 1
k
.
The algorithm should compute trvN(1 − T‖T‖1 )h(3k) (this is possible because the word
problem is decidable). Let the outcome of this computation be called c. By the definition
of h we have |c− dimvN ker T | < 13k . Since we know that dimvN ker T 6= 0 is equivalent to
dimvN ker T >
1
k
, we get that T is a zero-divisor if and only if c > 1
3k
. 
Recall that the Kaplansky’s zero-divisor conjecture states that 0 is the only zero-divisor
in Z[G] when G is torsion-free. In the case of a torsion-free group with a decidable word
problem, obtaining an algorithm for Zero-divisors-in-Z[G] can be seen as a “weak version”
of the zero-divisor conjecture, since if the latter holds then T ∈ Q[G] is a zero-divisor if
and only if T = 0, and using decidability of the word problem we can decide if T = 0.
However, our results give very little new information about the zero-divisor conjecture.
We only mention the following corollary to Proposition 3. Its main interest comes from
the fact that it is often difficult to establish the zero-divisor conjecture for extensions.
Corollary 9. Let G be a finitely-generated amenable torsion-free group with decidable
word problem for which the zero-divisor conjecture holds. Then Zero-divisors-in-Z[G1] is
decidable for any G1 which contains G as a subgroup of finite index.
Sketch of proof. The zero-divisor conjecture is known to imply the Atiyah conjecture in
the case of amenable groups. Indeed, as mentioned in the introduction, the zero-divisor
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conjecture implies the l2-zero-divisor conjecture, which is equivalent to the statement that
all non-zero elements of Q[G] are invertible in the ring of affiliated operators. As such
we can use a ring-theoretic localization ([Lüc02, Example 8.16]) to obtain an embedding
of Q[G] into a skew-field of affiliated operators, which by results of Linnell ([Lin93]) is
equivalent to the Atiyah conjecture.
After passing to a subgroup of G, we can assume that G is normal in G1. Let m =
[G1 : G]. Using coset representatives, it is not difficult to show that we can embed Q[G1]
into Mm(Q[G]) in a way which scales the von Neumann trace by m. Since the Atiyah
conjecture holds for G, we obtain that C(G1) ⊂ {0, 1m , 2m . . .}, i.e. (a weak form of) the
Atiyah conjecture for G1.
The decidability of the word problem for G1 follows from explicitly writing down the
embedding of G1 into Mm(C[G]). Finally, amenable groups are sofic ([Pes08]), and so we
can apply Proposition 6. ✷
The scope of the above corollary is rather limited: if we additionally assume that G
is elementary amenable then G1 also is, and in this case if G1 is torsion-free then the
zero-divisor conjecture holds for G1 (e.g. by [Lin93]).
We finish by pointing out another corollary of Proposition 3. It is possible that it could be
also established by analysing the proof of the Atiyah conjecture for elementary amenable
groups in [Lin93]. By Corollary 5, the statement is false without the assumption that G
is a BFS-group.
Corollary 10. Let G be an elementary amenable BFS-group. Then the decidability of
the word problem implies the decidability of the zero-divisor problem.
Proof. By [Lin93], the Atiyah conjecture holds for G. The corollary follows because
for an amenable group we have that M ∈ Mk(C[G]) is a zero-divisor if and only if
kerM 6= {0}. 
4. Preliminaries on Turing machines
For information on Turing machines see [Sip97]. Given a Turing machine M we denote
by A(M) and S(M) the alphabet and the set of states of M . The rules by which the
Turing machine operates are referred to as the transition table. We assume that there
are three special states initial, reject and accept in S(M) and that the transition
table is such that the state initial cannot be entered from any other state, and it is left
in the first step of operation.
For the standard Turing machines (i.e. where there is only one tape and where the tape
head can both write and read the symbols on the tape), we assume that the tape can
contain a special symbol empty which is not an element of A(M), corresponding to an
empty place on the tape. The transition table has to specify the behaviour of the machine
upon reading the empty symbol.
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We will also consider read-only Turing machines. For these, instead of the symbol empty,
we demand the existence of the symbol delimiter which also is not an element of A(M).
We assume that the transition table is such that whenever a tape head moves left and
afterwards reads the symbol delimiter, its next move cannot be to the left; similarly
for “right” in place of “left”.
Finally, we will consider read-only Turing machines with multiple tape heads and with
multiple tapes. For the former, the instructions in the transition table cannot be condi-
tioned on whether two tape-heads are in the same position.
Configuration of a Turing machine M is a triple consisting of a tape (or multiple tapes)
with symbols written on it, a position of the tape head (or tape heads), and a state
of M . Initial configuration is a configuration whose state is the initial state, and (i)
in the case of a read-write Turing machine the tape consists of infinitely many empty
symbols, followed by a word in the alphabet A(M), followed by infinitely many empty
symbols; (ii) in the case of a read-only Turing machine each tape is finite and has the
form delimiter, followed by the word in A(M), followed by delimiter. In both cases
the tape head (resp. heads) is assumed to be on the first symbol belonging to A(M) on
the tape (resp. each tape).
M is foolproof if it halts (i.e. enters the accept or the reject state) no matter what
configuration it is put into before it starts operating. Note that this is stronger than
saying that M always halts, as we require that M halts also on configurations which are
not initial (and which in principle might not appear in any computation which starts
from an initial configuration).
We start with a variant of a folklore proposition about read-only Turing machines ([Sip97,
Exercise 5.26]).
Proposition 11. There is an algorithm which given a Turing machine M produces a
read-only Turing machine R(M) with two tape heads such that there is a word which M
accepts if and only if there is a word which R(M) accepts.
Sketch of proof. Let us describe R(M) explicitly. A(R(M)) consists of the symbol next
configuration, the elements of S(M) and the elements of A′(M) := (A(M)∪empty)×
{0, 1}.
The machine R(M) should first check whether the input starts with next configura-
tion, followed by a symbol from S(M), followed by a word in A′(M), followed by next
configuration, followed by... and finishing with next configuration. Afterwards
it should check if each word in A′(M) has precisely one symbol which maps to 1 (which
should be interpreted as the position of the tape head of M). For all this we need just
one tape head.
In the second stage R(M) checks whether the consecutive configurations on the tape
indeed correspond to the consecutive configurations of the execution of M . This can be
done with two tape heads.
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In the final stage R(M) should check whether the accept symbol appears in the input.
✷
Corollary 12. There is a an algorithm which given a Turing machine M produces a
foolproof read-only Turing machine F(M) with three tapes, such that there is a word
which M accepts if and only if there is a word which F(M) rejects.
Sketch of proof. Let R′(M) be the machine R(M) from the proposition with exchanged
accepting and rejecting states. The first step is constructing a machine R′′(M) with two
tapes which simulates R′(M) by first checking whether both tapes have the same words
written on them.
To assure the foolproofness we add the third tape, and we call its tape head H3. For
each pair of states σ, τ ∈ S(R′′(M)) we add a new state D(σ, τ). If the transition table
of R′′(M) for a state σ ∈ S(R′′(M)) and symbols s1, s2 ∈ A(R′′(M)) on the consecutive
tapes requires changing the state to τ , then in the transition table for F(M) we require
changing the state to D(σ, τ).
In each of the states D(σ, τ), the machine F(M) moves H3 to the right, and moves to
the accepting state if H3 reaches the end of the input, and to τ otherwise. In this way
F(M) simulates R′′(M) for the number of steps which is equal to the number of symbols
between delimiters on the third tape, and terminates afterwards. ✷
5. Embedding a Turing machine in a group ring
A more detailed example of associating an element of a group ring to a Turing machine
is in [Gra14, Section 5]. We quote some definitions from there.
Let (X, µ) be a probability measure space and ρ : Γy X be a measure preserving action
of a countable discrete group Γ on a probability measure space X. A dynamical hardware
is the following data: (X, µ), the action ρ, and a division X =
⋃n
i=1Xi of X into disjoint
measurable subsets. We denote such a dynamical hardware by (X).
Suppose now that we are given (X) and we choose three additional distinguished disjoint
subsets of X, each of which is a union of certain Xi’s: the initial set I, the rejecting set
R, and the accepting set A (all or some of them might be empty). Furthermore, suppose
that for every set Xi, we choose one element γi ∈ Γ in such a way that the elements
corresponding to the sets Xi which are subsets of R∪A are equal to the neutral element
of Γ. A dynamical software for (X) is the following data: the distinguished sets I, A and
R and the choice of elements γi.
We define a map TX : X → X by
TX(x) := ρ(γi)(x) for x ∈ Xi.
The whole dynamical software will be denoted by (TX). A Turing dynamical system
(X, TX) is a dynamical hardware (X) together with a dynamical software (TX) for (X).
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If x ∈ X is such that for some k we have T kX(x) = T k+1X (x) then we define T∞X (x) := T kX(x).
Otherwise we leave T∞X undefined.
The fundamental set of (X, TX) is the subset F1(TX) of I consisting of all those points
x such that T∞(x) ∈ A and for no point y ∈ X one has TX(y) = x. It is measurable
([Gra10]), and therefore we define Ω1(TX), the fundamental value of (X, TX), to be equal
to µ(F1(TX)).
We say that (X, TX) stops on any configuration, if for almost all x we have T∞X (x) ∈ A∪R;
it has disjoint accepting chains, if for almost all x ∈ F1 we have that for all y ∈ F1 the
inequality T∞(x) 6= T∞(y) holds; finally it does not restart, if µ(TX(X) ∩ I) = 0.
Suppose now that (X, µ) is a compact abelian group with the normalized Haar measure
and the action of Γ is by continuous group automorphisms. Let X̂ be the Pontryagin dual
of X and let us consider the rational group ring Q
[
X̂
]
as a subring of L∞(X) through
the Pontryagin duality. Suppose that the characteristic functions χi of the sets Xi are
elements of Q
[
X̂
]
.
Let G := X̂ ⋊ρ̂ Γ and define T, S ∈ Q[G] by T :=
∑n
i=1 γiχi and
S := (T + χX − χI − χA − χR)∗(T + χX − χI − χA − χR) + χA.
The following theorem is [Gra10, Theorem 4.3].
Theorem 13. If (X, TX) stops on any configuration, has disjoint accepting chains, and
does not restart, then dimvN ker S is equal to µ(I)− Ω1(TX).
The main result of this section is the following proposition.
Proposition 14. There is an algorithm which given a foolproof read-only Turing machine
M on three tapes produces a finite group H(M) and an element T (M) of Z[(Z2 ≀ Z)3 ×H(M)]
in such a way that there exists a word which M rejects if and only if dimvN ker T (M) 6= 0.
Proof. The first step is to algorithmically associate to M a Turing dynamical system
which fulfils the conditions of Theorem 13, in such a way that Ω1(TX) is smaller than
µ(I) if and only if there is a word which M rejects.
Let n be the smallest natural number such that |S(M)| < 2n. Consider the group S :=
Z2n. Let us choose any |S(M)| non-zero elements of it and label them with the elements
of S(M). For any pair of states σ, τ ∈ S(M) we fix an automorphism γ(σ, τ) ∈ Aut(S)
which sends σ to τ .
Let m be the smallest natural number such that |A(M)| + 1 ≤ 2m and let A := Z2m.
Let us choose any |A(M)| non-zero elements of A and label them with the elements of
A(M). Let all the other elements of A be labelled with the delimiter symbol.
Let us define a dynamical hardware. For the compact abelian group we take X =
(
∏
Z
A)3 × S. For Γ take Z3 × Aut(S). Each coordinate of Z3 acts by shifting the
appropriate coordinate of (
∏
Z
A)3, and Aut(S) acts in the natural way on S.
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We use the following notation for the cylinder subsets of X = (
∏
Z
A)3 × S, motivated
by thinking about the points of X as the configurations of a Turing machine with the
alphabet A and the set of states S. The set {[(xi, yi, zi), s] ∈ X : x0 = a, y0 = b, z0 =
c, s = σ} is denoted by 
 ab
c

 [σ],
the set {[(xi, yi, zi), s] ∈ X : x0 = a, x−1 = a′, y0 = b, y−1 = b′, z0 = c, z−1 = c′, s = σ} is
denoted by 
 a′ ab′ b
c′ c

 [σ],
and so on. The set {[(xi, yi, zi), s] ∈ X : s = σ} is denoted by [][σ].
To finish the description of the dynamical hardware we need to specify a division of X.
We start with the division
X =
⊔
a,b,c∈A,σ∈S

 ab
c

 [σ].
and replace each

 ab
c

 [initial] by two sets:

 delimiter adelimiter b
delimiter c

 [initial]
and its complement.
It is a standard calculation using the Pontryagin duality to check that the characteristic
functions of the sets above are all elements of Q
[
X̂
]
.
Now we define a dynamical software for (X). The Initial set I is the union of
 delimiter adelimiter b
delimiter c

 [initial]
over all a, b, c ∈ A(M), the Accepting set is defined to be A = [][accept] and the
Rejecting set is the union of [][reject] and all the sets [][σ], where σ ∈ S − S(M).
The assignment of elements of Γ is as follows. On the set
 ab
c

 [σ],
where a, b, c ∈ A and σ ∈ S(M), we act with γ(σ, τ), where τ is such that the transition
table of M requires changing the state to τ when being in the state σ and encountering
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the symbols a, b, c on the first, second and third tape. Everywhere else, i.e. when σ ∈
S r S(M), we act with the identity element of Γ.
The system just defined stops on any configuration because M is foolproof. It does not
restart because of the standing assumption on Turing machines that it is impossible to
enter the state initial and that the state initial is left immediately.
Finally (X, TX) has disjoint accepting chains because of the following observation. Let
x be an element of the fundamental set. In particular on all three tapes it is of the
form (delimiter a). Since with probability 1 there is another delimiter sign on each
tape, we can as well assume that x is of the form (delimiter a . . .delimiter), with
no delimiter symbol in ” . . .“. The subsequent iterations of TX evaluated on x ”move the
underlinings“ on the tapes, but they cannot move them beyond the delimiter symbols.
Thus whatever is the image of x in the accepting set, we can recover from this image the
original configuration x. This means, that the accepting chains are disjoint.
Let H(M) := Z2m ⋊ Aut(Z2m), where the semi-direct product is with respect to the
Pontryagin-dual action. The previous theorem gives us an operator T (M) ∈ Q[(Z2n ≀ Z)3 ×H(M)]
such that dimvN ker T (M) = µ(I)−Ω1(TX). However, since (X, TX) stops on any config-
uration, the right-hand side is precisely the measure of those points in
 delimiter adelimiter b
delimiter c

 [initial]
which are mapped by some iteration of TX to [][reject]. Given a word whichM rejects,
we can produce a set of positive measure of such points. Conversely, a set of positive
measure of such points must contain a configuration which on each tape contains delim-
iter symbols both to the left and to the right of the underlined symbols, and so we can
produce from it an input which is rejected by F(M).
Finally we note that Z2n ≀ Z is isomorphic (in an algorithmic fashion with respect to
n) to a subgroup of Z2 ≀ Z. The proposition follows after clearing the denominators in
T (M). 
We are now ready to prove our main result, Theorem 2. We restate it for reader’s
convenience.
Theorem. The Kernel-over-Z[G] problem is undecidable for G = (Z2 ≀ Z)3.
Proof. We show that if this was not the case then we could produce an algorithm which
given a Turing machine M decides whether there exists an input which M accepts. The
latter problem is well-known to be undecidable (see [Sip97]).
Starting with M , we can algorithmically produce the read-only foolproof machine F(M)
on three tapes from Proposition 11 with the property that there exists a word which M
accepts if and only if there exists a word which F(M) rejects.
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Now, thanks to Proposition 14 we can algorithmically produce a finite group H(F(M))
and
T (F(M)) ∈ Z[(Z2 ≀ Z)3 ×H(F(M))]
such that dimvN ker T (F(M)) 6= 0 if and only if there exists a word which F(M) rejects.
But note that Z[(Z2 ≀ Z)3×H(F(M))] is isomorphic to Z[(Z2 ≀ Z)3]⊗ Z[H(F(M))]. Fur-
thermore, the von Neumann trace corresponds to the product of von Neumann traces.
However, Z[H(F(M))] can be algorithmically embedded into Mk(Z) in a von Neumann
trace-preserving fashion, by using the left regular representation. Therefore we get an em-
bedding jM : Z[(Z2 ≀ Z)3]⊗Z[H(F(M))] →Mk(Z[Z2 ≀Z)3]) which preserves von Neumann
traces. The latter property implies that dimvN ker S = 0 ⇐⇒ dimvN ker jM(S) = 0 (see
e.g. [Gra14, Lemma 1.9]).
To recap, we have algorithmically produced an element jM(T (F(M))) ∈Mk(Z[Z2 ≀Z)3])
such that there exists a word which M accepts if dimvN ker jM(T (F(M))) 6= 0. This ends
the proof.

6. Zero-divisor problem for (Z2 ≀ Z)4
We finish the article by proving the following corollaries.
Corollary 15. Zero-divisors-in-Z[(Z2 ≀ Z)4] is undecidable.
It is of some interest to have finitely presented examples, so we point out the following
corollary.
Corollary 16. Let G be a group given by the presentation
〈a, t, s | a2 = 1, [t, s] = 1, [t−1at, a] = 1, s−1as = at−1at〉.
Then G4 is metabelian, all torsion elements are of order 2, its word problem is decidable,
but Zero-divisors-in-Z[G4] is undecidable.
Remarks 17. Recall that the torsion problem for G is the algorithmic problem whose
input is a word w in the generators and the question is whether w represents an element
of finite order in G.
Note that the decidability of Zero-divisors-in-Z[G] implies the decidability of the torsion
problem, because g ∈ G is a torsion element if and only if 1 − g ∈ Z[G] is a zero-
divisor. Therefore, the corollaries above are interesting only when we note that the
torsion problem is decidable for (Z2 ≀ Z)4 and G4.
of Corollary 15. The matrix algebra Mn(Z[G]) is naturally isomorphic to Z[G]⊗Mn(Z).
Under this isomorphism the von Neumann trace trvN corresponds to trvN⊗ tr.
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Claim. There exists an algorithm which given n produces an embedding in of the matrix
algebra Mn(Z) into the group ring Q[Z2 ≀ Z] such that 12n+2 trvN ◦in = tr and such that
in preserves taking adjoints.
Proof of Claim. Let χj ∈ Q[Z2 ≀ Z] be the Fourier transform of the characteristic func-
tion of [0 1j−1 1 1n−j 0] (see the previous section for the notation). Let Eij := ti−jχj ∈
Q[Z2 ≀ Z]. It is enough to check that Ekl ·Eij = δli · Ekj . Note
Ekl · Eij = tk−lχl · ti−jχj = tk−lχl · χiti−j,
which is non-zero only if i = l; in this case it is equal to
tk−iχiti−j = tk−iti−jχj = tk−jχj,
as claimed. The statement about the traces follows by noting that the measure of the set
[0 1j−1 1 1n−j 0] is equal to 1
2n+2
. ✷
Altogether, there is an algorithm which for a given n produces an embedding jn of
Mn(Z[(Z2 ≀ Z)3]) into Z[(Z2 ≀ Z)4]. Furthermore jn scales the von Neumann trace and
preserves adjoints. Using [Gra14, Lemma 1.9] we deduce that T ∈Mn(Z[(Z2 ≀Z)3]) is an
l2-zero-divisor if and only if jn(T ) ∈ Z[(Z2 ≀ Z)4] is an l2-zero-divisor.
Since Z2 ≀ Z is amenable, in both algebras being a zero-divisor is equivalent to having
non-trivial l2-kernel, and the corollary follows. 
of Corollary 16. All the properties follow from [GLSŻ00]. In particular it is proven there
that Z2 ≀Z embeds into G (similar embeddings of wreath products were considered earlier
by Baumslag, see for example [Bau72]). 
Appendix A. Sofic groups and a computable bound on spectral densities
Sofic groups were introduced in [Gro99]. The article [Pes08] is a very readable survey.
We start with some notation. Given a graph K, the set of vertices of K is denoted by
V (K). The Hilbert space spanned by V (K) is denoted by l2(K). The elements of the
standard basis of l2(K) are denoted by ζv, v ∈ V (K). The ball of radius R at v ∈ V (K)
is denoted by BK(v, R).
If K is oriented and edge-labelled by complex numbers then the associated convolution
operator is the unique operator T : l2(K) → l2(K) such that 〈T (ζx), ζy〉 is equal to 0 if
there are no edges between x and y, and to the sum of all the labels of edges from x to
y otherwise.
If G is a group, and (gi) = (g1, . . . , gn) is a symmetric sequence of elements of G (i.e
for every g ∈ G the number of times g appears is the same as the number of times
g−1 appears) which generates G, the Cayley diagram of G with respect to (gi), denoted
C(G, gi), is the oriented labelled graph whose vertices are elements of G and with an
oriented edge with label gi from a to b if agi = b.
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We will now define sofic groups. Let G be a finitely generated group, and (g1, . . . , gn) a
symmetric generating sequence. Let K be a finite oriented graph edge-labelled by the
sequence (gi) in such a way that
(1) at every vertex the out- and in-degrees are at most n and each of the symbols gi
appears at most once as the out- and at most once as the in-label;
(2) the number of edges labelled by a given gi from v to w is equal to the number of
such edges from w to v (and by the previous assumption it is either zero or one).
For ε > 0, R > 0, we say that K is an (ε, R)-sofic approximation of G with respect to
the sequence (gi) if the set
{v ∈ V (K) : BK(v, R) is isomorphic to BC(G,gi)(e, R)}
has at least (1 − ε) · |V (K)| elements. The isomorphism is meant in the sense of edge-
labelled graphs.
The group G is sofic if for every ε and R there exists an (ε, R)-sofic approximation of
G with respect to (gi) (this definition does not depend on the choice of a generating
sequence). A general countable group is sofic if all its finitely generated subgroups are
sofic.
Suppose T ∈ C[G] can be written as ∑ni=1 aigi ∈ C[G]. We define the graph K(T ) by
taking K and replacing each label gi by ai. Note that K(T ) depends on the choice of the
representation for T as a sum, not only on T , but this will not lead to any problems.
Let piK(T ) : l2(K)→ l2(K) be the convolution operator onK(T ). Note that if
∑
i |ai| ≤ 1
then the operator norm of piK(T ) is at most 1.
The author learned about the following proposition from Andreas Thom. Since it does
not seem to be in the literature (but compare [Tho08], [ES05], and the proof of Lemma
3.179 in [Lüc02]), we give a proof based on the proof of the Lück’s approximation theorem
(the latter originally proven in [Lüc94]).
Proposition 18. Let G be a sofic group and let T ∈ Q[G] be a positive self-adjoint
element whose sum of coefficients is smaller than 1. Suppose that the smallest common
multiple of the denominators of the coefficients of T is equal to C. Then
| tr((1− T )n)− µT ({0})| < 3C
log(n)
.
Proof. Let ε(n) = C
log(n)
. Note that ε(nk) = ε(n)
k
. Let T =
∑n
i=1 aigi; without any loss of
generality we can suppose that G is generated by the symmetric sequence (g1, . . . , gn). Let
Kn be an (ε(n), n)-sofic approximation of G for the sequence (gi), and let pin(T ) = piKn(T )
be the associated convolution operator on l2(K). Let µn be the (normalized) spectral
measure of pin(T ) and let µ be the spectral measure of T .
In this proof all integrals are over the interval [0, 1], unless explicitly stated otherwise.
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Claim. For all m,n we have µm((0, 1n)) < ε(n).
Proof of Claim. Consider the characteristic polynomial of the matrix of pim(T ) in the
standard basis, divided by the monomial Xf , where f is the multiplicity of the eigenvalue
0. Its coefficients are rational numbers with denominators at most C |Km|, and its roots
are precisely the non-zero eigenvalues of pim(T ). Therefore
|
∏
α| > 1
C |Km|
,
where the product is over non-zero eigenvalues of pim(T ). By estimating the roots smaller
than 1
n
by 1
n
, and the rest by 1, we get
1
C |Km|
≤
(
1
n
)µm((0, 1
n
))·|Km|
,
and so
1
C
≤
(
1
n
)µm((0, 1
n
))
,
from which the claim follows by taking logarithms. ✷
Claim. For all n we have µ((0, 1
n
)) < ε(n).
Proof of Claim. We first show that for any continuous function f we have
lim
m→∞
∫
f(x) dµm(x) =
∫
f(x) dµ(x),
i.e. that the measures µm converge weakly to µ. By Weierstrass approximation it is
enough to show it for a monomial xn. In this case we have
|
∫
xn dµ(x)−
∫
xn dµm(x)| = | trvN T n − 1|V (Km)| trpim(T )
n|,
and the right hand side is equal to
|〈T nζe, ζe〉 −
∑
v∈V (Km)〈pim(T )nζv, ζv〉
|V (Km)| |.
Suppose m > n. Then apart from ε(m) · |V (Km)| vertices, we have 〈T nζe, ζe〉 =
〈pim(T )nζv, ζv〉, since both quantities depend only on the ball of radius n around the
relevant vertex. Noting this and estimating both 〈T nζe, ζe〉 and 〈pim(T )nζv, ζv〉 by 1 we
get that the above is smaller or equal to 2 · ε(m).
The claim now follows from the weak convergence - let δ be such that µ([δ, 1
n
−δ]) is almost
equal to µ((0, 1
n
)), and take f to be a continuous approximation of the characteristic
function of (0, 1
n
) such that f(0) = f( 1
n
) = 0, f(x) = 1 for x ∈ [δ, 1
n
− δ], and f is linear
on (0, δ) and ( 1
n
− δ, 1
n
). ✷
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We finally show that | trvN (1 − T )n − dimvN ker pi(T )| < 3 · ε(n). The left hand side is
equal to ∫
(0,1]
(1− x)ndµ(x) =
∫
(0, 1√
n
)
(1− x)ndµ(x) +
∫
[ 1√
n
,1]
(1− x)ndµ(x)
We estimate the first integrand by 1, and the second by (1− 1√
n
)n to get that the above
is equal to at most
µ((0,
1√
n
)) + (1− 1√
n
)n,
which by the previous claim and a simple calculation is not bigger than
ε(
√
n) + (
2
e
)
√
n < 3 · ε(n).

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