Considerable efforts have been devoted to statistical modeling and the characterization of channels in a range of statistical models for fading channels. In this paper, we consider a unified approach to model wireless channels by the mixture of Gaussian (MoG) distribution. Simulations provided have shown the new probability density function to accurately characterize multipath fading as well as composite fading channels. We utilize the well known expectation-maximization algorithm to estimate the parameters of the MoG model and further utilize the Kullback-Leibler divergence and the mean square error criteria to demonstrate that our model provides both high accuracy and low computational complexity, in comparison with existing results. Additionally, we provide closed form expressions for several performance metrics used in wireless communication systems, including the moment generating function, the raw moments, the amount of fading, the outage probability, the average channel capacity, and the probability of energy detection for cognitive radio. Numerical Analysis and Monte-Carlo simulations are presented to corroborate the analytical results and to provide detailed performance comparisons with the other models in the literature. SELIM et al.: MODELING AND ANALYSIS OF WIRELESS CHANNELS VIA THE MIXTURE OF GAUSSIAN DISTRIBUTION 3 by Atapattu et al. [10], where several channel models are expressed as a mixture Gamma (MG)
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I. INTRODUCTION
Modeling the terrestrial wireless propagation is of very high importance for the design and performance analysis of wireless systems. In a typical mobile radio propagation situation, the received signal presents small scale power fluctuations, due to the multipath propagation, superimposed on large scale signal power fluctuations, also known as shadowing, which is due to the presence of large obstacles between the transmitter and receiver. The small scale fading results in very rapid fluctuations around the mean signal level, while shadowing gives rise to relatively slow variations of the mean signal level [1] . A popular example of such a composite fading channel is the Nakagami-Lognormal (NL) channel. In this case, the density function is obtained by averaging the instantaneous Nakagami-m fading average power over the conditional probability density function (pdf) of the log-normal shadowing, resulting in a complicated pdf that has no closed form expression [2] .
The K [3] and generalized-K (K G ) distributions [4] , [5] have been introduced as relatively simpler models to characterize composite fading channels, in which the lognormal distribution is replaced by the Gamma distribution in the Rayleigh-Lognormal (RL) and NL distributions, respectively. These models contain the modified Bessel function of the second kind, which complicates further analytical performance measures. In [6] , the lognormal distribution was replaced by the Inverse-Gaussian distribution, resulting in the Rayleigh/Inverse Gaussian (RIGD) distribution, followed by its generalized versions, the G-distribution [7] , the κ − µ/Inverse Gaussian distribution [8] and the η − µ/Inverse Gaussian distribution [9] . The drawback of these distributions is their increased complexity due to a complicated algebraic form that also includes the modified Bessel function of the second kind. Recently, an interesting work has been proposed • Numerical analysis and Monte Carlo simulation results are presented to corroborate the derived analytical results.
The rest of this paper is organized as follows, Section II gives a brief description of some wireless channel models. In Section III, the MoG distribution is introduced together with a brief description of the EM algorithm. Section IV presents a detailed comparison of the MoG model to the channel models it can approximate. In Section V, important performance analysis are derived using the MoG distribution. Simulation results and numerical analysis are presented in section VI. Finally Section VII concludes this work.
II. FADING CHANNELS
Radio-wave propagation through wireless channels is a complicated phenomenon characterized by numerous effects notably fading, multipath and shadowing. A precise mathematical description of this phenomenon is either unknown or too complex for tractable communications systems analysis. Having said that, considerable efforts have been devoted to the statistical modeling and characterization of these different effects resulting in a range of statistical models for fading channels [2] . In this section, we give a brief description of some well known models that have complicated statistical model making the performance analysis of wireless communication systems in such system intractable.
A. The Nakagami-Lognormal Channel
The NL fading model is a mixture of Nakagami-m distribution and lognormal distribution obtained by averaging the instantaneous Nakagami-m fading average power over the conditional pdf of the log-normal shadowing as follows
where f α (α|σ) is the Nakagami-m distribution given by
where, Γ(.) is the gamma function [14] and m is the fading parameter, which is inversely proportional to multipath fading severity i.e., as m → ∞, multipath severity diminishes. The parameter σ follows a Lognormal distribution, contributing to shadowing at longer routes, expressed as
where λ = ln 10 10 , while M and ζ 2 , measured in dB, are the mean and variance of the Gaussian RV V = 10 log 10 (σ), respectively. In order to compare (2) with that of the Gaussian RV X = ln(σ), the following relations apply [15] X = λV,
The relations in (4) are needed when comparing our model with other models, such as the K, G and MG distributions.
An important remark regarding the Lognormal distribution is that, while ζ essentially defines different Lognormal distributions, M is effectively a scaling factor [15] . Denote M n = 10 M 10 and x = σ Mn , then it is straightforward to show that
Therefore, it is only sufficient to perform an approximation for M = 0 dB, and generalize the results for other scaling factors. Let E s denotes the energy per symbol, and N 0 be the single sided power spectral density of the complex additive white Gaussian noise (AWGN).
Assuming E[|α 2 |] = 1, where E[.] denotes the expectation operator. By applying the following transformation to (1)
where γ = E[γ] = Es N 0 is the average SNR, we obtain the Gamma/Lognormal (GL) distribution
The SNR density function is not a closed form making the performance analysis of wireless communications under this particular channel very complicated or intractable. Note that the RL distribution is a special case of NL distribution where m = 1.
B. The Weibull Channel
Experimental data have shown that the Weibull fading channel model exhibits an excellent fit both for indoor and outdoor environments associated with mobile radio systems operating in the 800/900 MHz [16] [17] . Its instantaneous SNR pdf is expressed as
where β is the Weibull fading parameter and Γ(.; .) is the upper incomplete Gamma function [14] . The distributions described above provide examples of complicated pdfs that lack a closed form expression and/or make the performance analysis of wireless communication complicated.
Next, we utilize the MoG distribution to model wireless channels statistics in a simple and generalized manner.
III. THE MOG MODEL
We consider the problem of estimating the wireless channels' density function. Mixtures of distributions have been used as models in such problems where the function is composed from a convex linear combination of two or more populations. Gaussian mixtures are often used because of their simplicity and their efficient representation in terms of the first two moments [18] . The MoG distribution is attributed to have the Universal-approximation property, as it has been proven by Weiners approximation theorem [19] that the MoG distribution can approximate DRAFT March 3, 2015 any arbitrarily shaped non-Gaussian density. The objective of this section is to provide a unified MoG distribution that can accurately represent the different wireless channels.
A. Fading Channels Model
Let the i th entry of a random data vector Y = (y 1 , .., y n ), which represents the envelopes of the composite models, be regarded as incomplete data and modeled as a finite mixture of Gaussians as follows
where C represnts the number of components. Each j th component is expressed as
where the weight of the j th component is
correspond to the mean and variance of the j th component respectively.
Let the complete data X be the joint probability between Y and Z, where Z ∈ {1, .., C} is a hidden (latent) discrete RV that defines which Gaussian component the data vector Y come from, namely
Ideally, one would look for the MLE of θ such that the log-likelihood value is maximized as
= arg max θ∈Θ log p(y|θ).
However, maximizing L(θ) is not tractable and difficult to optimize [20] . Instead, the EM algorithm solves the MLE problem by maximizing the so-called Q-function as follows [21] 
where m is the iteration index. Practically, the EM algorithm is performed by two iterative steps, namely the expectation step (E-step), and the maximization step (M-step). We set initial guesses of the MoG coefficients, i.e. ω (0) , µ (0) , η (0) , whereby in the E-step, we compute the posterior probability (membership probability)
In the M-step, the coefficients are updated by differentiating the Q-function with respect to ω, µ, and η, resulting in the following analytical (m + 1) th estimates
This iterative procedure is terminated upon convergence, that is when
is the log-likelihood, and δ is a preset threshold.
The EM algorithm is guaranteed not to get worse as iterates by, i.e. L (m+1) ≤ L (m) [12] .
Hence, the lower δ is set, the more accurate the approximation would be. In addition, one can always increase the accuracy by increasing the number of components. Though, this technique might be stuck in a local maxima, since the likelihood is a marginal distribution. However, one could mitigate this problem by heuristics and multiple initial guesses. In this regard, Do et al. [20] suggest to initialize parameters in a way that breaks symmetry in mixture models. Finally, it is noteworthy to point out that the EM algorithm has an advantage of being a completely unsupervised learning algorithm, which makes it very convenient for our density estimation application. For more details, one can refer to [13] , [21] , and references therein.
B. The pdf of the Instantaneous SNR of the MoG Model
By the aid of the EM algorithm, all envelopes of composite fading models can be represented
By the change of variables γ = γ x 2 , the pdf of the instantaneous SNR of the MoG model can be written as
IV. MOG MODEL ANALYSIS AND COMPARISONS
In this section, several scenarios of the GL composite channels are approximated using the MoG model, as in (20) . In order to validate the accuracy of the approximations, we use two criteria of error, namely the MSE and the KL, defined as
respectively. Here, f γ (x) is the exact pdf, andf γ (x) is the approximated pdf (MoG). Note that the MSE and KL measures are used in several related works, see e.g., [6] , [7] , [10] . The KL divergence, also known as relative entropy, is an information theoretic measure that quantifies the information lost whenf γ (x) is used to approximate f γ (x) [22] . As Fig. 2 illustrates, the accuracy of the three models is quite similar in the first scenario.
As for the second scenario, the MoG and the MG models slightly outperforms the G model in approximating the mode. Further verification of the accuracy via numerical means is addressed in section VI. The purpose of this approach is not to increase the accuracy of the approximation, as it we first derive several performance metrics that can be used for the evaluation of wireless communication systems in a generalized manner. In particular, we derive expressions for the raw moments of the MoG model, the amount of fading (AF), the outage probability, the channel capacity, and the MGF. We further derive a closed form expression for the SER performance of L-branch MRC diversity system and the average probability of detection for cognitive radio networks.
A. Moment Generating Function
By definition, the MGF M γ (s) = E[e −sγ ] is given by
Applying the change of variables x = γ γ , and after expanding the exponentials and considerable mathematical simplifications, we get
where β i = 1 + 2η 2 i γs. Then, after some mathematical manipulations, we obtain
which leads to the following simple closed form expression
where Q(.) is the Gaussian Q-function defined as
B. Raw Moments
The n th raw moment of the MoG distribution by definition, is
By taking the change of variables x = γ γ , and after some mathematical simplifications, we get
Alternatively, we can write (27) as
where X i ∼ N (µ i , ζ i ) is the i th Gaussian RV. Using the MGF approach, (29) can be expressed as
where M x (s) = E{e −sx } is the MGF of X i given by exp(µ i s + η 2 i s 2 2 ). Equation (30) is mathematically convenient for solving for the first few moments, where it will be utilized to calculate the AF.
An alternative approach that yields a closed form expression can be attained by following the same method in [23] , where the vth raw moments of X i are derived as
where v is an even integer (note that there is no loss in generality), and the function 1 F 1 is the confluent hypergeometric function [14, eq. 9.210.1]. By substituting (31) into (29), the n th raw moment of the MoG model is derived as
C. Amount of Fading
The AF measure was firstly introduced by Charash [24] , as a measure of the severity of the fading channel. The AF requires the knowledge of only the first two moments in the corresponding fading channel, where it is defined by
By solving (32) for the first two moments, we obtain
D. Outage Probability
The outage probability is a standard performance criterion used over fading channels. It is
By performing the following change of variables applied to (20) 
and after some mathematical manipulations, the CDF of (20) can be written as
Further simplifications yield 
E. Average Ergodic Channel Capacity
When only the receiver has knowledge about the channel state information (CSI), the ergodic capacity C erg is expressed as
where B is the channel bandwidth measured in Hertz. Unfortunately, the exact solution of (39) is intractable. Instead, a computationally simple and very accurate form can be obtained by following [25] , where ln(1 + γ) is expanded about the mean value of the instantaneous SNR,
, using Taylor's series, yielding
Substituting (40) into (39), i.e. taking the expectation of ln(1 + γ), the ergodic capacity can be re-written as
where
F. Symbol Error Analysis
In order to further demonstrate the significance of the MoG model, we study the performance of independent but not identically distributed (i.n.i.d.) L-branch MRC diversity receiver over various composite and non-composite fading scenarios. The MRC scheme is the optimal combining scheme at the expense of increased complexity, where the receiver requires knowledge of all channel fading parameters [2] . Here, the receiver sums up all received instantaneous SNR replicas γ k as follows
The corresponding MGF is thus
where M γk (s) is derived in (26) . The SER P s (E), for coherent binary signals, can be computed as follows [2] 
where g is some constant resembling several coherent binary signals, such as the coherent binary phase shift keying (BPSK) and coherent orthogonal binary frequency shift keying (BFSK) corresponding to g = 1 and g = 1 2 , respectively. By substituting the Q-function by its closed form representation in [2, eq. 4.2] , the SER is written as
The inner infinite integral in (47) is the equivalent MGF derived in (45). Hence, the SER is expressed as
Following a similar approach, and by utilizing [2, eq. 8.22] and [2, eq. 8.10], the SER expressions for M-PSK and square M-QAM signaling schemes are given, respectively, by
where g QAM = 3 2 (M − 1).
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G. Probability of detection
Cognitive radio (CR) is a promising technology that can enhance the performance of wireless communications [26] . The basic concept behind opportunistic CR, is that a secondary user is allowed to use the spectrum, which is assigned to a licensed primary user (PU), when the channel is idle [27] . The CR users perform spectrum sensing in order to identify idle spectrum, while energy detection is the most common sensing technique in CR networks, due to its low implementation complexity and no requirements for knowledge of the signal [28] . Several studies have been devoted to the analysis of the performance of energy detection-based spectrum sensing for different communication and fading scenarios [29] . The probability of detection, P d is an important performance metric for CR networks, since it measures the probability that the PU is detected. The generalized expression for the average detection probability is evaluated by averaging the the conditional P d in the AWGN (P d = Q u ( √ 2γ, √ λ)) case over the SNR fading distribution as follows
where Q u (., .) is the generalized Marcum-Q function [30] , λ is a predefined energy detection threshold, u is the time bandwidth product which corresponds to the number of samples of either the in-phase (I) or the quadrature (Q) component, and γ α 2 Es N 0 is the received SNR, where E s is the signal energy, N 0 the one-sided noise power spectral density, and the channel gain E[|α 2 |] = 1 for AWGN channel. The Marcum Q-function can be expressed as [31] 
By substituting (20) and (52) in (51), we obtain
In (53), D n (i) is the parabolic cylinder function [14] . March 3, 2015 DRAFT 
VI. SIMULATION RESULTS
In this section, we present some analytical and simulation results for the outage probability, the average ergodic capacity and the SER of MRC scheme. Fig. 3 depicts the outage probability, as in (38), versus the threshold SNR γ th for the two GL scenarios, where the multipath severity is reduced from m = 1 to m = 3. Here, one can notice how accurate the approximation is. Also, it is very noticeable how the multipath fading severity affects the outage probability performance. 
