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1Efficient cellular load balancing through
mobility-enriched vehicular communications
Panayiotis Kolios, Katerina Papadakiy, Vasilis Friderikosz
Abstract—Supporting effective load balancing is paramount
for increasing network utilization efficiency and improving the
perceivable user experience in emerging and future cellular
networks. At the same time, it is becoming increasingly
alarming that current communication practices lead to ex-
cessive energy wastes both at the infrastructure side and
at the terminals. To address both these issues, this paper
discusses an innovative communication approach enabled by
the implementation of device-to-device (d2d) communication
over cellular networks. The technique capitalizes on the delay
tolerance of a significant portion of Internet applications
and the inherent mobility of the nodes to achieve significant
performance gains. For delay tolerant messages, a mobile node
can postpone message transmission   in a store-carry and
forward manner   for a later time to allow the terminal to
achieve communication over a shorter range or to postpone
communication to when the terminal enters a cooler cell,
before engaging in communication. Based on this framework,
a theoretical model is introduced to study the generalized
multihop d2d forwarding scheme where mobile nodes are
allowed to buffer messages and carry them while in transit.
Thus, a multi-objective optimization problem is introduced
where both the communication cost and varying load levels
of multiple cells are to be minimized. We show that the
mathematical programming model that arises can be solved
efficiently in time. Further, extensive numerical investigations
reveal that the proposed scheme is an effective approach
for both energy efficient communication as well as offering
significant gains in terms of load balancing in multicell
topologies.
Index Terms—Load balancing, Energy efficiency, Store
carry and forward relaying, Device to device communication,
Wireless routing, Cellular networks.
I. INTRODUCTION
With the increasingly high availability of rich content
Internet applications on mobile devices and more recently
vehicular terminals (which are driven by user demand), data
use surging is expected to increase, severely compromising
system performance and eventually (as a by-product) over-
all user experience. Residing on the supporting neighboring
cells of hot-spot areas to alleviate the problem, numerous
techniques are proposed in the literature to either decide on
the initial user association policies [1]-[4], cell reselection
algorithms [5]-[8] or network-driven handover procedures
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[9]. However, the majority of these techniques has as a
salient assumption real-time constraints on the requested
traffic and thus decisions are made on the instantaneous
cell loading conditions. In [10] batch processing of data
requests is considered; illustrating the potential load bal-
ancing improvements that can be achieved by collectively
considering the load assignment problem over the available
infrastructure nodes. In contrast to the latter work, hereafter
we labour a broader range of message delivery delays
where elastic services can handle delays in the order of
few seconds with no degradation in the perceivable user
experience. In that respect, a mobile node (e.g. vehicular
terminal) could potentially postpone communication for a
later time instance when it enters the serving area of a
neighboring cell, in effect reducing the load imbalance
across the network. Further, by postponing communica-
tion a mobile node can approach closer to the serving
infrastructure node before initiating the transmission and
hence reducing the physical (Euclidean) communication
distance that compromises communication. Therefore, both
the inter-cell load levels and intra-cell energy consumption
can be reduced by exploiting the available message delivery
delays and exploring the feasible forwarding paths that can
be formed by the mobile nodes. Energy reduction in both
user terminals as well as the network as a whole is of
critical importance and the proposed technique, that allows
localized transmission, can assist towards this aim.
A. Background and Related Work
Node mobility has been previously considered as a key
element to achieve communication in intermittently con-
nected networks (i.e., Delay Tolerant Netwoks)[11][12], to
increase the capacity of ad-hoc and cellular networks ([13]
and [14] respectively) and to improve the energy efficiency
by reducing the physical communication distance between
communicating nodes [15]-[17]. In this work we investigate
an additional benefit branching as a result of mobility and
delay tolerance; that of energy efficient load balancing in
cellular systems. Notably, by postponing communication,
a mobile node can carry information while in transit and
opt for a better serving cell with favourable load condi-
tions. Hence, communication can be achieved via a store-
carry and forwarding (SCF) paradigm under the deadline
constraints imposed by the initiated service. Note that the
SCF scheme considered hereafter differs drastically from
the ones previously proposed for delay tolerant networks
(DTNs). Firstly in DTNs, and due to the absence of end-
2to-end connectivity, information is stored by nodes and op-
portunistically forwarded at node encounters. Here, due to
the presence of the infrastructure network, all nodes are able
to communicate directly with at least one base station (BS)
and thus timely deliveries can be guaranteed. Secondly, in
DTNs due to the unpredictable mobility patterns, messages
are replicated at node encounters (in a broadcast or more
intelligent manner) to increase the probability for successful
communication. For the applications we consider here,
informed routing decisions are made by the infrastructure
units that have instantaneous knowledge regarding all node
positions within the coverage area of the BSs. The proposed
load balancing scheme will be further propelled as device
to device (d2d) communication will be a supported feature
in LTE Release 12 and beyond.
B. Paper contributions
The multihop scenario is considered where mobile nodes,
in addition to sources of data, act as relays for other nodes
in the cell that are either fixed or mobile. We therefore
consider the existence of the following three entities in
the network: a) user terminals (UTs), b) vehicular relays
(VRs) and c) base stations (BSs). Illustratively, figure 1
shows an arbitrary cellular network topology. In a simple
instantiation of the problem, a VR (which can also be a
source node) buffers information messages while in transit
and communication is achieved via a single hop store-carry
and forward path (link 5 in fig. 1). In addition, a VR can
forward data to another VR (link 3 in fig. 1) which in turn
can transmit to a VR ahead or to the BS (link 4 in fig. 1)
in a multihop fashion. Further, a UT can transmit directly
to the BS (link 1 in fig. 1) or employ a VR for message
forwarding (link 2 in fig. 1). Note that this scheme is also
applicable for the downlink of information from the BS
to the UTs/VRs in the network. For example, a BS can
postpone communication until a UT enters its serving cell
or transmit to a VR that in turn buffers the data and carries
it towards the destination UT found in the serving area of
another cell.
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Fig. 1: This figure illustrates the proposed network layout where
VR nodes can buffer information while in transit via store-carry
and forwarding. The uplink case is considered in this figure
however the scheme is applicable for the downlink case as well.
A prominent application of d2d and an early adopter will
be vehicular to vehicular (v2v) and vehicular to infrastruc-
ture (v2i) communications. Advanced optimized transmis-
sions that allow for efficient communication (and effectively
lower latencies as well) can be deemed as of paramount
importance for the support of innovative new services. As
previously argued, the actual inherent mobility in v2v and
v2i communications is utilized as an additional resource
to optimize the overall system performance. While load
balancing provides obvious benefits for all cellular users,
energy efficiency for vehicular terminals is also critical. The
enormous volume of sensor data from automated driving
cars that needs to be communicated to the infrastructure
(current BMW cars produce a staggering 10Gps of such
sensor data [18]) creates significant challenges for energy
consumption and could dramatically impact the battery
capacity especially for electric vehicles that already suffer
from range anxiety.
In addition, the proposed approach can be envisioned
as a natural fit for the emerging so called C/U split plane
wireless architectures, where macro cells act as the network
control plane (C-plane) that efficiently manage in real
time resources of a large number of high capacity small
cells (including future mmWave-based cells, aka 5G) that
can serve mobile users ”on demand” (U-plane) [28]. The
concept of C/U split has been envisioned in the setting of
small so-called phantom cells that will serve mobile users
(U-plane) while being controlled by a macro base station
operating at different (lower) frequency bands [29], [30]. In
that setting the proposed technique can be utilized by the
macro-controller (macro-cell) to decide allocation of users
to different high capacity small cells.
The contributions of this paper are as follows:
 Under the assumptions of delay tolerant traffic we
have proposed a novel multi-objective mathematical
model for calculating data traffic routes, where users
can use traditional relaying but also store carry and
forward relaying, in order to handle load balancing
within the cells while at the same time minimizing
energy consumption and data traffic delay.
 Extensive simulations have been performed that show
that the store carry and forward routes are frequently
used along with traditional relaying routes providing
significant gains in terms of energy efficiency. The
trade-offs between load balancing, energy consump-
tion and delay have been thoroughly studied.
 Our model was also tested on a realistic network
topology on road segments close to Kings College
London campus (in central London) with two base
stations and a single cellular operator, where mobility
traces were generated for real traffic thus showing that
our model can be used in real traffic environment.
 Our model is in-line with emerging 5G wireless net-
work architectures where store-carry and forward deci-
sions will be taken by the macro-controller managing
a large number of high capacity small cells.
The paper is structured as follows. In Section II the
network setup is explained and in Section III an opti-
mization problem is derived for minimizing both the load
imbalance in the network and the communication cost
of the elected forwarding paths. Section IV considers a
numerical investigation on the performance of the proposed
scheme while Section IV-C provides detailed numerical
3investigations for different network setups. Finally, Section
VI concludes the paper.
II. SYSTEM MODEL
In this section we first consider the network structure un-
der investigation and define the communication model and
load balancing models. Table I contains variable definitions
to be used as a reference for the derivations that follow.
We consider the uplink case of cellular operation, how-
ever the model is applicable to the downlink case as
explained above. A constellation of C = f1; : : : ; Cg cells
is considered each with cell radius of R meters. For
illustration reasons we initially assume a 1-dimensional
realization of the network topology, and more general cases
are considered in section IV-C. Further, M = f1; : : : ;Mg
uniformly distributed users are considered to be active
while N = f1; : : : ; Ng relay nodes travel along each
direction of a bi-directional stretch of road. To differentiate
between source and relay nodes we assume that all users
(source nodes) are static or slow moving and thus their
position does not change abruptly. Note that this assumption
does not restrict the model in any way, any node can be
considered as a source node in general and the model is
still applicable. Finally, with vj we denote the velocity of
mobile node j 2 N .
A. Communications Model
For the communication model we assume that all nodes
can transmit and receive from a single other node at any
time instance. All users have a single message of F (bits) to
communicate to the BS (the case of variable size messages
is considered in appendix B) and all links are able to
transmit at a data rate of B (bps). We further consider
three sources of energy consumption: 1) the circuit energy
consumption at the transmitter side, et, 2) the energy
consumed to receive a message at the receiver, er and 3) the
energy consumed by the power amplifier at the transmitter
side, ed. Large scale propagation losses are considered
with signal attenuations following a two-stage model. For
transmission distances less than a threshold distance dbrake,
the free space model is considered, while for large distances
the plane-earth model is employed.
The physical distance between communicating nodes
may change during transmission as some nodes are mo-
bile. We define vij to be the relative velocity between
communicating nodes i; j. Also Dij is the initial distance
between the transceiver pair i; j. With g(Dij ; t) we denote
the absolute distance at time t between the transceiver pair
i; j during transmission and is defined as follows:
g(Dij ; t) = jDij   vijtj: (1)
Based on the above equation, the total energy consump-
tion between nodes i and j can be computed as follows:
fij = (er + et)B +Bed
Z 
0
g(Dij ; t)

dt; (2)
where  = F=B is the communication time and 
expresses the pathloss exponent.
B. Load Balancing Model
Balancing the load across the C BSs is equivalent to
minimizing the variance of these loads. We let Sk be the
initial load (for example in bps) for each k 2 C, q be the
increase in rate of accepting each user request, and Uk be
the maximum capacity in terms of rate at BS k. We define
integer variables yk to be the total number of user requests
accepted by BS k, and let binary variables zmk take the
value 1 only if user m is satisfied by BS k.
Using the above notation, the variance between the loads
at the different BSs after accepting the requests is as
follows:
Var =
CX
k=1
"
ykq + Sk  
PC
j=1(yjq + Sj)
C
#2
(3)
where the new load at BS j is yjq + Sj . To balance the
load between BSs, we formulate the following optimisation
problem:
(P1)min Var (4)
s:t:
CX
k=1
zmk = 1 8m 2M (5)
MX
m=1
zmk = yk 8 k 2 C (6)
ykq + Sk  Uk 8 k 2 C (7)
zmk 2 f0; 1g; yk  0; yk 2 Z: (8)
Constraints (5) ensure that all user requests are accepted
(serviced) by the system, whereas constraints (6) define the
number of requests accepted by BS k. Finally, constraints
(7) set an upper bound on the total load of each BS. In
effect, the actual upper bound of variables yk is uk:
uk =

Uk   Sk
q

(9)
In the sequel, an alternative formulation of the load
balancing problem using network flows is derived and we
show that it is equivalent to problem (P1). Consider the
network on figure 2. We define a minimum cost flow
problem on this network, where source node m 2 M
has supply +1 and sink node K has demand M . We let
K
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Fig. 2: Network flow model for load balancing.
4TABLE I: Parameter and Variable Definitions
Notation Definition Notation Definition
C set of BSs indexed 1 to C Uk max capacity in terms of rate at BS k
M set of static users indexed 1 to M q Minimum data traffic per request
N set of relay nodes indexed 1 to N yk Volume of user requests accepted at k
F Message size (bits) zmk Flow variable for user m on cell k
B Data rate (bps) ynkK Flow variable for cell k to sink K for request n
et Circuit energy consumption at the transmitter uk upper bound of variables yk
er Circuit energy consumption at the receiver xij Flow variable between nodes i and j
ed Energy consumption of the transmitters´ power amplifier T Time horizon
dbrake Threshold distance for change in the propagation losses model G = G(V; L); graph on space-time network
vj Velocity of node j Vp set of (i; a), where i 2 N at time epoch a
vij Relative velocity between nodes i and j BSC super sink node for graph G on space-time network
Dij Distance between nodes i and j V = fM; Vp; C; BSCg
 = F=B; Communication duration b(i) supply and demand on nodes in G
 Pathloss exponent  weighting parameter between energy and delay
Sk Data traffic load of cell k  weighting parameter between load balancing and
fij total energy consumption between nodes i and j communication cost
variables zmk denote the flow of the arc from each source
node m to node k and we assume that they have capacity
one and cost zero. Since the available capacity of each BS
k is uk, we introduce uk arcs of capacity one from BS k
to sink node K. We denote the flow of these arcs by ynkK
where k = 1; : : : ; C and n = 1; : : : ; uk. The cost on link
ynkK defined in equation (10) below reflects the increase in
utilization of accepting the nth request over BS k and thus
provides a cost incentive for load balancing.
wk(n) = q Sk + n q
2 (10)
Based on the above definitions, the minimum cost flow
formulation of the above network is:
(P2)min
CX
k=1
ukX
n=1
wk(n)y
n
kK (11)
s:t:
CX
k=1
zmk = 1; 8m 2M (12)
MX
m=1
zmk  
 
ukX
n=1
ynkK
!
= 0; 8k 2 C (13)
 
CX
k=1
 
ukX
n=1
ynkK
!
=  M (14)
zmk 2f0; 1g;8k 2 C; 8m 2M (15)
ynkK2f0; 1g;8k 2 C; 8n = 1; : : : ; uk (16)
Constraints (12), (13) and (14) are the flow conservation
constraints for the source nodes m 2 M, basestations
k = 1; : : : ; C and the sink node K, respectively. The
capacity constraints for the flow variables are given by
(15) and (16) and since each request is services by a
single basestation, the integrality of these flows is a natural
assumption. However, the integrality constraints can be
relaxed while guaranteing integer optimal solutions for
problem (P2).
Proposition 1: The linear programming relaxation of
problem (P2) guarantees to give integer optimal solutions.
Proof: Min-cost flow formulations with integer sup-
ply/demand and link capacities (as is the case here), have
integer optimal solutions according to the integrality prin-
ciple [19].
Furthermore, we have:
Proposition 2: Problem (P1) is equivalent to problem
(P2).
The proof can be found in appendix A. Importantly,
given that the two problems are equivalent, then the load
balancing problem can be solved using efficient linear
programming algorithms,[19]. Noticeably, the derivations
above have been based on the fact that each request imposes
an equal increase in utilization in the system. Problem (P2)
can be extended to include the alternative case where each
user request imposes varying utilization requirements as
shown in appendix B.
III. MATHEMATICAL MODEL
In this section we define a space-time network and for-
mulate a linear program on this network that trades off load-
balancing and communication costs of energy consumption
and delay.
A. Space-Time Network
To capture the dynamics of the network over consecutive
time epochs, we take snapshots of the changing network
topology at  = FB consecutive units of time over the
horizon T . In this way a time expanded network is formed
where the position of all mobile nodes is described by the
coordinate (i; a) indicating the position of node i 2 N
at the ath time epoch. Clearly, for all static nodes, the
time coordinate is redundant and thus their positions can be
uniquely identified by the node index i. Illustratively, figure
3 shows the time expanded network for a single user, two
BSs and four mobile relay nodes at three consecutive time
intervals. At time epoch 0 the current position of all nodes
in the network is shown. Also a mobile node i 2 N at
the first time epoch is index as (i; 1) while for the second
time epoch is (i; 2) and so on. Set Vp contains all space-
time network nodes of the form (i; a), where i 2 N at the
ath time epoch. Future node positions can be generated by
mobility prediction models to assess the network conditions
at different scenarios. It is important to note at this stage
that we do not require accurate mobility predictions for the
proposed scheme to operate efficiently. In fact, we only
5need to know the candidate serving BSs of a node and a
rough estimate of its location for each time epoch.
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UT1 BS2
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0
(VR1,2) (VR2,2) (VR3,2) (VR4,2)
(VR1,3) (VR2,3) (VR3,3) (VR4,3)
BS1
Fig. 3: Illustration of an instance of the space-time network
under consideration. Future mobile node positions are replicated
at consecutive time epochs to generate a static network over time.
B. Graph on the Space-Time Network
On the space-time network described in the previous
subsection, we define the graph G = (V; L) where V =
fM; Vp; C; BSCg is the set of nodes and L is the set of
links, where we introduce node BSC (denoted by K) as
a super sink node for all user requests. Node BSC can be
considered as a physical entity (as is the case with current
cellular deployments that have a radio network controller)
or a virtual node acting as a load aggregator. Further,
the links in L are subdivided into three distinct subsets
described as follows:
L1 : Set of links where transmission between a
transceiver pair takes place.
L2 : Set of links where no transmission occurs and in-
formation is physically propagated by mobile nodes.
L3 : No information travels on these links. They are
dummy links that connect all BSs to the super sink
node BSC to ensure load balancing.
The L1 links are of the form i 7! j, i 2 M [ Vp; j 2
Vp [ C, where transmission of a single message occurs
between nodes i and j. For example, links UT1 7! BS1,
UT1 7! (V R2; 2), (V R2; 1) 7! (V R3; 2) and (V R3; 3) 7!
BS2 shown in figure 4 are all L1 links. Notice that node
replication on the space-time network is done every  units
of time. Therefore, for all communication links (i.e. links
in L1) a single message can be transmitted at consecutive
time instances. The delay in communication for links in L1
can vary with respect to the type of L1 link. There are four
types of L1 links shown below with their delays:
Case 1 : UTm 7! BSk delay 
2 : UTm 7! (V Rn; a) delay a
3 : (V Rn; a) 7! (V Rl; a+ 1) delay 
4 : (V Rn; a) 7! BSk delay 
(17)
where m 2M, k 2 C, n; l 2 N and a 2 T . The first case
is simply the traditional direct communication and the delay
is merely the communication time  . For example, the first
case is link UT1 7! BS1 as shown in figure 4. In the second
case, the message leaves the user at time 0 and arrives at
time epoch a; initially the user for the first a   1 time
epochs is buffering the message while waiting for a mobile
node to approach and in the last time epoch is transmits
the message. So the total delay is a . An example of this
in figure 4 is link UT1 7! (V R2; 2) where the message
is buffered for the first time epoch and transmitted in the
second time epoch. The third case represents transmission
between two mobile nodes and incurs delay  . In figure 4
this case is represented by link (V R2; 1) 7! (V R3; 2). The
fourth case represents transmission from a mobile node to
a base station as shown by link (V R3; 2) 7! BS2 in figure
4.
Links in L2 is denoted as follows, L2 =
f(i; a) 7! (i; a+ 1) : 8(i; a); (i; a+ 1) 2 Vpg where a
mobile node carries messages from one time period to the
next without any transmission taking place. For example in
figure 4, (V R2; 1) 7! (V R2; 2) and (V R3; 2) 7! (V R3; 3)
are two examples of L2.
M VP C BSC
Link in L2Link in L1 Link in L3
UT1 BS2
(VR1,1) (VR2,1) (VR3,1) (VR4,1)
T
im
e
Space
(VR1,2) (VR2,2) (VR3,2) (VR4,2)
(VR1,3) (VR2,3) (VR3,3) (VR4,3)
BS1
BSC
Fig. 4: The figure illustrates a connected graph for the space-time
network under consideration. Selectively a number of links are
shown.
Links in L3 are dummy links that we place between
the base stations and the sink node K in order to achieve
load balancing. Since a BS can accept at most uk requests,
similar to the network of problem (P2) (figure 2), we place
multiple arcs between BS k and sink node K each indexed
by n = 1; : : : ; uk of increasing convex cost to promote load
balancing as in the problem P2. Therefore, link (kKn) 2
L3; k 2 C; n = 1; : : : ; uk identifies the nth link emanating
from BS k 2 C and ending at the BSC. The cost on these
links expresses the increase in utilization of accepting user
requests through an arbitrary BS. Therefore, the function
wk(n) as defined by equation (10) determines the cost of
accepting the nth message through BS k.
We define the flow variable xij for links in L1 [L2 and
flow variable ynkK for links in L3. Further, for links in L3
the flow should be kept binary to indicate the accept/reject
decision of each request. It also accounts for the increase
in load by an arbitrary BS when accepting a user request as
described in section II-B. On the other hand, mobile nodes
can buffer an arbitrary number of messages while in transit.
Therefore, the capacity for all links in L1 is uij = 1 and
for links in L2 we set it to the maximum possible, which is
uij = M , since there are M users with one message each.
In addition, the capacity for links in L3 is 1 unit flow as
detailed in section II-B. We define the supply and demand
6for all nodes i 2 V as follows:
b(i) =
8<: +1 i 2 M M i = K
0 otherwise
(18)
C. Link costs
The energy consumed in transmission of a unit flow for
links in L1 and L2, is given as follows:
E(i 7! j) =

fij for i 7! j 2 L1
0 for i 7! j 2 L2; (19)
where fij is defined in section II-A. Note that in equation
(2) the energy consumed in transmission is correct only for
a unit flow as it is not linear to the number of flows send.
However, for the multiplicative cost xijfij on a link in L1
as expressed by equation (19) it gives the correct cost as it
can attain only binary values.
The delay per unit flow for all links in L1 [ L2, using
j = (k; a+ 1), is as follows:
(i 7! j) =

 for i 7! j 2 L1 [ L2; i 62 M
(a+ 1) for i 7! j 2 L1; i 2M;
(20)
where for link i 7! j 2 L1; i 2 M, the user postpones
transmission for a time periods before transmitting. The
total communication cost is thus defined as a weighted sum
of the communication energy consumption and the delay
incurred while traversing the link and is defined as follows,
cij = E(i 7! j) + (i 7! j); i 7! j 2 L1 [ L2 where
 is the weighting parameter for the two quantities. Note
that for hard deadline constraints, node replication can be
restricted to a finite horizon T that allows for the maximum
delay tolerance of the service considered. In the latter case,
the model is still valid, however the cost of L1 links is
simply the energy consumption as expressed in equation
(19), while for the L2 links the traversal cost is zero.
For links in L3, both the energy consumption and com-
munication delay are assumed to be negligible.
D. Mathematical Programming Formulation
The space-time network model derived in the previous
section generates all feasible paths from the source nodes
to the BSC through the available BSs. Clearly, decisions
need to be made on the best forwarding nodes that could
potentially forward messages and the time at which these
nodes need to forward data. In this section, we formulate
the joint routing and scheduling problem to generate the
optimal decision policies for message forwarding. We are
interested in finding forwarding paths that minimize the
load imbalance in the system and at the same time reducing
the communication cost of the forwarding paths. The fol-
lowing linear integer mathematical program is formulated
where the weights between the competitive parameters of
load balancing, communication energy consumption and
message delivery delay can be set using parameters  and .
These parameters can be weighted accordingly depending
on network operation preferences.
(P3) minimize
X
i 7!j2L1[L2
cijxij + 
X
(kKn)2L3
wk(n)y
n
kK (21)
s:t:
X
j:i 7!j2L1
xij  1 8 i; i 2 Vp (22)X
j:j 7!i2L1
xji  1 8 i; i 2 Vp (23)X
j:i 7!j2L1[L2
xij  
X
j:j 7!i2L1[L2
xji = b(i) 8 i; i 2M[ Vp
(24)X
n:(kKn)2L3
ynkK  
X
j:j 7!k2L1
xjk = b(k) 8 k; k 2 C (25)
 
X
n:(kKn)2L3
ynkK = b(K) (26)
0  xij  uij ; xij 2 Z; ynkK 2 f0; 1g (27)
The objective function of problem (P3) minimizes the
weighted sum cost of load imbalance and communication
cost in the multi-cell network topology. Constraint equa-
tions (22-23) restrict all relay nodes to transmit and receive
from a single other node at any one time. Constraints (24-
26) are the flow conservation equations guaranteeing the
generation of the end-to-end paths. Equations (27) are the
capacity and integrality constraints on the flow variables.
Integrality is a natural assumption as all information mes-
sages are considered to be independent units that can not
be split.
Due to the integer variables the mathematical program
formulated by equations (21-27) is in general hard to solve.
However, it can be shown that the linear programming
relaxation of problem (P3) guarantees to give integer solu-
tions. Therefore, the problem can be solved efficiently in
time even for large instances.
Theorem 1: Let A[x; y]  z be the matrix representation
of constraints (22)-(27), ignoring integrality constraints.
Then A is totally unimodular (TU).
The proof is detailed in appendix C. It is well known
that if A is TU and z is integer then the feasible region
described by A[x; y]  z has integer extreme points. Thus,
we can relax the integrality constraints and still get integer
solutions using linear programming (simplex method). This
means that we can solve the above mathematical program
for a large number of nodes in very short running times.
IV. NUMERICAL INVESTIGATIONS
Solving problem (P3) to optimality for different values
of the weighting parameters, we study in this section the
possible performance gains of the proposed generalized
SCF scheme.
A. Simulation set-up
For the communication model we assume that all source
nodes have a single message of size F = 4Mbit to
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Fig. 5: Pareto curves for the optimal operating points of the proposed SCF relaying scheme, where  is the tradeoff coefficient of
load balancing versus energy efficiency and delay: for a network topology of (a) 2 cells, 20 users and 40 relay nodes, (b) 3 cells, 30
users and 60 relay nodes and (c) 4 cells, 40 users and 80 relay nodes.
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Fig. 6: Performance evaluation of the basic multihop scheme: for a network topology of (a) 2 cells, 20 users and 40 relay nodes, (b)
3 cells, 30 users and 60 relay nodes and (c) 4 cells, 40 users and 80 relay nodes.
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Fig. 7: Effect of the data request volume on the system performance gains: for a network topology of (a) 4 cells, 10 users and 80
relay nodes, (b) 4 cells, 20 users and 80 relay nodes and (c) 4 cells, 30 users and 80 relay nodes.
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Fig. 8: The effect of mobile node density on system performance: for (a) 4 cells, 40 users and 10 relay nodes, (b) 4 cells, 40 users
and 20 relay nodes and (c) 4 cells, 40 users and 30 relay nodes. Clearly for few relay nodes, the energy efficiency gains reduce as
the buffering queues grow larger. However, even for low relay node densities, load balancing gains are intact.
communicate to the wired network. All links transmit at
a rate of B = 1Mbps and the radio wavelength is assumed
to be  = 0:126m. The antenna height for all nodes is
assume to be hv = 1:5m, except for the BS where it is
hb = 15m. Even though the device-to-device and device-
to-BS communications possess very different propagation
characteristics, we use the same channel model. A more
detailed channel model is not necessary since this work is
concerned with the energy efficiency gains that are achieved
from communicating shorter distances.
The power consumed by the circuit electronics during
the transmit/receive operations is Pc = 50mW, while the
received power threshold for successful communication
is Pr =  52dBm1. From these values, the following
parameters can be deduced: The threshold distance for
switching between the two modes of propagation can be
estimated as follow, dbrake = 4h
2
 . The energy per bit
consumed by the power amplifier is ed(los) =
Pr(4)
2
B2
1This is similar to the average signal strength for an LTE receiver at
10MHz channel bandwidth which is calculated in [20] to be -56.5dBm.
8for free space losses with pathloss exponent  = 2 and
ed(mp) =
Pr
Bh4 for the plane earth model with pathloss
exponent  = 4. The fixed circuit energy consumption is
et = er =
Pc
B .
A network topology of C 2 f2; 3; 4g cells is considered
with a cell radius of R = 400m. The initial cell loading
levels follow a truncated normal distribution in the interval
0 - 60 Mbps with variance 2 = 0:5. Without loss of
generality, we assume that all user requests in the network
can be served by each BS. Alternatively, the capacity of
each BS can be set appropriately as described in section III.
The resource consumption level for all users is simply ap-
proximated to the data rate, q(F)=B. M 2 f10; 20; 30; 40g
uniformly distributed source nodes reside in each cell and
N 2 f20; 30; 40g mobile nodes travel along each direction
of a stretch of road covering the network diameter. All
transmissions are assumed to be restricted to a maximum
range of R meters.
The popular open-source microscopic mobility simu-
lator (SUMO - www.dlr.de/ts/sumo) has been employed
to test realistic mobility scenarios. In addition, Matlab
(www.mathworks.com) was used to set up the simulation,
in which the space-time network was build and the network-
ing conditions were developed for each scenario studied
(including the definition of all variables, the computation
of all necessary values and the logging of the results
from the optimization problems). The Gurobi optimization
solver (www.gurobi.com) was used to compute the opti-
mal relay strategies based on the proposed mathematical
programming formulations. The car-following parameters
used within SUMO for all vehicular nodes are as follows:
maximum acceleration is 0.8m/s2, maximum deceleration
is 4.5m/s2, maximum travelling speed 14m/s, the car length
is 5 meters and response time to unpredictable events is set
to 0.5 seconds.
Simulations were repeated 1000 times for each setting to
obtain statistically unbiased results.
B. Simulation results in general topologies
Figure 5 plots the optimal energy-delay tradeoffs for
different values of the weighting parameters. The figure
on the left depicts the normalized communication energy
consumption (NEC) against the message delivery delay
(MDD) while the figure to the right shows the normalized
load balancing (LB) improvements versus message delivery.
The LB metric indicates the variance in data traffic served
across the cells (after decisions are made on which requests
are going to be served by each cell). As expected, for
increased delivery delays, more forwarding paths become
feasible and thus messages can be forwarded to neighboring
cells to reduce the load imbalance (i.e., the data traffic
variance between the cells). More importantly however is
the fact that for increased message delivery delays, the
forwarding paths can achieve the minimum energy values.
As shown in figure 5, when enough delay can be tolerated
on the end-to-end paths, the minimum energy cost paths
can be attained for various target load balancing conditions.
On the other hand, when higher weight is given to load
balancing instead of energy efficiency (i.e., higher values
of the  parameter) then for a target MDD the minimum
load imbalance is achieved at the expense of higher energy
consumption. In effect, all those paths that are able to steer
traffic away from hotspots and into neighboring cells are
chosen to minimize the load imbalance but due to the time
restrictions in the delivery delay transmissions may occur
at longer distances causing a rise in energy consumption.
Hence, a delay flexibility on the forwarding paths allows
for both the energy efficiency gains and load balancing
improvements. Note that the benefits from tolerating delays
of few seconds are significant; in fact Fig. 5a shows that
for a small delay of 25sec, the load imbalance between
all cell (for all scenarios considered) drops my an order
of magnitude while the normalised energy consumption
drops from 1 to 0.03 offering in that respect a gain of
approximately 33. Also it is important to note that the
benefits of considering increasingly many cooperating BSs
are only incremental for both the energy efficiency gains
and the load balancing improvements (cooperation of 2, 3
and 4 cells are shown in figures 5a, 5b and 5c respectively).
Further, the performance of the proposed generalized
multihop scheme that incorporates SCF relaying is com-
pared to the basic multihop (BMH) scheme where messages
are forwarded by the nodes as soon as they are received and
no delay on forwarding is allowed. In figure 6 the energy
delay trade-offs for the basic multihop scheme are shown.
Clearly, BMH strives to achieve the same load balancing
improvements compared to SCF however at an increase
communication cost. Notice that the energy consumption
in this case drops by merely an order of magnitude.
Comparing Figs. 5a and 6a, for a delivery delay of 15 sec
the load balancing performance between the two schemes is
the same but in the case of the proposed SCF scheme, the
drop in energy consumption is significantly greater with
a drop to 0:03 observed as opposed to a drop by 0:8
observed by BMH. Evidently this is due to the fact that
the basic multihop scheme does not take advantage of the
increased delay tolerance of elastic services and thus the
delay is bounded to the retransmission delay of the en route
hops. Inevitably in this case, the communication distance is
higher and thus load balancing improvements are achieved
at the expense of communication cost, in contrast to the
proposed scheme.
Clearly, the availability of delay tolerant source nodes
allows for higher improvements on load balancing. Figure
7 illustrates the effect of increasing higher number of
subscriber base with delay tolerant traffic in the system.
Looking into the performance improvements of considering
10, 20 and 30 active source nodes in a network topology
of C = 4 cells in figure 7, considerable improvements on
load balancing can be obtained for delay tolerant message
deliveries. Note also that the communication cost is not af-
fected by the increased number of source nodes considered.
On the other hand, the effect on the communication cost is
more severe when the number of source nodes is sufficiently
larger than the candidate mobile forwarding nodes. As
9seen in figure 8, for a fixed number of source nodes,
the availability of mobile relay nodes considerably affects
the communication cost. This is expected as the mobile
nodes receive messages from more source nodes which in
turn transmit over longer distances when their queues have
higher loads. As the number of candidate forwarding nodes
increases however, there are more forwarding possibilities
and the load is more evenly distributed across the nodes.
Importantly though, is the fact that even for instances when
few mobile nodes exist the load balancing improvements
are not deteriorated. This is so since mobile nodes act
as message ferries; collecting and delivering delay tolerant
messages across adjacent cells.
Unfortunately, there are no general rules for choosing the
data routes since they change according to the many factors
most important of which are the data traffic load of each
cell, the delay tolerance of the application, the opportunities
for SCF relaying provided by vehicle traffic routes and
available vehicles. That is why we use the optimal solution
of an optimisation problem, which can tackle realistic size
networks in tractable computational times.
C. Simulation results in realistic topologies
A realistic network topology is considered in this section;
a segment of a cellular network near King’s College London
(London, UK) is investigated with two BSs of a single
cellular operator2. Further, the topology layout is imported
from OpenStreetMap3 into SUMO where mobility traces
are generated for the marked roadway shown in figure
9. Note that along this route, 4 traffic light junctions are
operating. For the simulation, M = 20 active users are
assumed to be active along this route while N = 20
vehicles travel in either direction of the roadway. Here we
assume that the micro-cells have cell radius of R = 200m
while all other parameters are as described in section IV.
As before, Matlab was coupled with SUMO to run the
simulations and the Gurobi optimization solver was used
to compute the optimal forwarding decisions based on the
proposed formulation.
BS1
King’s 
College
London
BS2
Fig. 9: Network deployment in the area outside the Strand Campus
at King’s College London. Two BSs from a single UK operator
are shown in the figure.
In figure 10 the optimal energy-delay and load-delay
curves are presented. As expected, the performance im-
2Base station positions are extracted from
http://www.sitefinder.ofcom.org.uk/.
3http://www.openstreetmap.org/
0 10 20 30 40 50 60
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
MDD (sec)
N
EC
 
 
γ=0.1
γ=1
γ=10
γ=100
0 10 20 30 40 50 60
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
MDD (sec)
LB
 
 
γ=0.1
γ=1
γ=10
γ=100
Fig. 10: Energy-delay and load balancing-delay curves for a real
network topology.
provements are considerable when increased delay on mes-
sage delivery is tolerable. There are a few things worth to
be noted here. First of all to achieve these gains note that
there is an increase end-to-end delay. This is due to the
fact that there are frequent stops of vehicles controlled by
the roadside traffic lights. This results in vehicle buffering
messages over longer periods. Secondly, to achieve the
minimum load imbalance in the system at low delivery
delays there is increase communication cost as more re-
transmissions are needed to shift data traffic between the
cells. However, when elastic services are considered, then
the communication cost of the SCF scheme is always less
than the direct link cost. Thirdly, all transmission links
experience free space losses with a path-loss exponent of
n = 2 (this result is based on the model parameters derived
in section IV where transmissions in ranges less than 200m
are considered line-of-sight links). Therefore, the energy
efficiency gains presented here can be considered as a
lower bound on the actual gains expected in a real world
implementation.
Nevertheless, the proposed network model can be used
in practice to derive decision policies based on the desired
look-ahead strategies to be implemented. As shown in sec-
tion III the mathematical programming formulation for the
optimal routing and scheduling decisions is computationally
efficient and thus can be used in practical implementations.
Further, when the prediction accuracy of mobile terminal
positions can not be assumed for a large time horizon, then
the problem can be solved iteratively at consecutive time
steps to correct the forwarding decisions been made.
V. PRACTICAL CONSIDERATIONS
In a practical setting an iterative scheme can be employed
in which the forwarding decisions are (re)computed over a
moving time horizon. At first, decisions are made over time
horizon T as defined in section III. At subsequent stages,
updated vehicle locations and supply/demand parameters
are used to reconstruct the space-time network which is
used to re-compute the forwarding decisions. This iterative
procedure can continue indefinitely.
Algorithm 1 describes this iterative procedure when re-
computations are made at a rate . Initially, the most recent
node location information is used (step 1) and the upload
requests (step 2), are used to construct the space-time
10
Algorithm 1 Iterative-SCF scheme.
Ensure: k=0.
1: Update vehicle positions based on newly received ve-
hicle location information.
2: Update supply/demand parameters.
3: Re-construct space time network using steps 1, 2.
4: Solve problem (P1) for time horizon t = k; k +
1; : : : ; k + T .
5: Execute decisions for the first  time periods.
6: k = k + ; Go to step 1.
network (step 3). Then, the forwarding decisions are derived
(step 4) for the next T time periods, but only the decisions
for the next  time periods are executed (step 5) before re-
computing the forwarding policies. Notably, the proposed
message forwarding scheme relies on knowledge of the
underlying network dynamics to compute the forwarding
decision. Of course, accurate terminal location information
has become an increasingly valuable commodity (not only
for location based services [34] [35] [36] but also for
network optimization [37]) and has been an issue of sig-
nificant standardization efforts recently, [38] [39]. Not only
that, network operators have been increasingly interested in
leveraging the terminal capabilities to collect statistics of
the underlying network conditions. The document in [40]
details the logging and reporting procedures implemented
at the user terminals to obtain such information from
the surrounding environment. Table II below, details the
measurement fields standardize by those mechanisms. It
is important to note here that such information presents
a complete set of measurements required for the proposed
solution as well.
TABLE II: Location information overhead
Parameter Size (bits) Definition
Location 63 Lat/ Lon/ Alt information
Time stamp 40 Month/ Day/ Hour/ Min/ Sec
CGI 52 Serving cell id
PCI 288 Neighboring cell id (x32)
Measurements 429 Radio environment measurements
VI. CONCLUSIONS
Most previous studies on load balancing schemes assume
real-time service constraints but these restrictions can be re-
laxed when elastic Internet traffic is considered. Hence, for
elastic services, the load imbalance and energy efficiency
can significantly be improved by allowing mobile nodes to
shift traffic from hot spots to neighbouring less congested
cells in a store-carry and forward manner. Hence, not only
edge cell users can contribute to the load balancing im-
provements but also mobile nodes at arbitrary cell locations.
A mathematical programming model is derived that is
computationally efficient and can be used in practical
settings to find optimal routing and scheduling policies.
Alternatively, this can be considered as a bound on the
performance that can be achieved by other greedy/heuristic
mechanisms that use local information. Considering both
the communication cost of the en-route paths and the load
balancing improvements in the network, we show that the
SCF scheme is persistently preferred over the alternative
routes for delay insensitive traffic. For the latter case, we
demonstrate that considerable load balancing improvements
and reduced energy cost can be achieved via SCF relaying
compared to the single hop and standard multihop routes.
The proposed ’wait and transmit’ scheme might be
also beneficial to envisioned high cell density 5G network
deployments. In this case, low-delay and minimum interfer-
ence environment is required to achieve high data rates and
the proposed scheme could allow deferring transmission
in high dense areas in order to relieve congestion and
high interference episodes. More importantly, the proposed
set of techniques can be deemed as technology agnostic
and therefore can be applied in various different emerging
and/or future wireless access networks. Finally, the pro-
posed scheme could be utilized by intelligent transportation
applications to disseminate in an energy efficient manner
non-time critical information.
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APPENDIX
Appendix A
Load variance minimization: proof of proposition 2:
Proof:
Concerning the objective function of problem (P1): Ex-
panding equation (3) and using
PC
k=1 yk = M , which
ensures that all user requests are accepted by the network,
results in the following expression:
Var =
CX
k=1
(ykq)
2 + 2
CX
k=1
(ykq) Sk + f(M;Sk; q) (28)
where the function f(M;Sk; q) does not depend on yk.
Concerning the objective of problem (P2): Let vk =Puk
n=1 y
n
kK be the number of requests satisfied by BS k.
The weights of decision variables ynkK in the objective for
n = 1; : : : ; uk satisfy wk(1) < : : : < wk(uk) and since we
are minimizing, the optimal solution will choose the first
vk arcs. Thus we can write the objective of (P2) as follows:
CX
k=1
"
vkX
n=1
(wk(n))
#
=
CX
k=1

vkqSk +
vk[vk + 1]q
2
2

(29)
As a sum of its terms, equation (29) can be expressed as
follows:
CX
k=1
vkqSk +
1
2
CX
k=1
[vkq]
2 +
q2
2
CX
k=1
vk (30)
Since
PC
m=1 vk = M , then the last term in (30) is a
constant.
From (28), we can see that (30) is equivalent to Var2 .
Thus, the objective functions of problems (P1) and (P2)
are equivalent.
Consider now the constraints in both (P1) and (P2). It
is straightforward to see that vk =
Puk
m=1 y
m
kK in (P2) is
identical to yk in (P1). In effect, constraint (5) is identical
to (11), (6) is identical to (12), (7) is identical to (15) and
(8) is identical to (14). Moreover, constraint (13) in (P2) is
redundant and thus the two problems are equivalent.
Appendix B
Load balancing model extensions: The derivation of
the load balancing model in section II-B considered the
case when all user requests consumed the same amount
of resources by all infrastructure nodes. Here, we extend
that model to consider the case when user requests require
different resource consumption levels. For the model struc-
ture and the formulation hereafter consider the illustration
in figure 2. Let qm be the resource consumption level of
the mth request. Then, the greatest common divisor of all
request levels qm; m 2 M is q. Given q, the capacity of
all links m 7! k; 8m 2 M; 8k 2 C can be expressed as
umk =
qm
q . Further, here we have two types of variables,
the flow variables z; y as shown in the diagram in figure 2
and binary variables  indicating the acceptance (or not) of
a request through a specific infrastructure node.
As before the flow variable from a source node m
to BS k is zmk and the cost of the flow is assumed to
be zero. Further, the remaining capacity of the BSs is
decomposed into the q parts as defined above and thus the
total number of links emanating from k and ending at K
is k = min(
PM
m=1
qm
q ;
j
Uk Sk
q
k
) (according to figure 2,
uk = k). A flow variable flow yikK ; i 2 k represent
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the flow of the ith q fragment of user request send through
basestation k. The cost function for the ith component of
a user request can be expressed as follows:
wk(i) = q Sk + i q
2: (31)
In this case, the load balancing formulation can then be
described as follows.
min
CX
k=1
kX
i=1
wk(i)y
i
kK (32)
s:t:
CX
k=1
qzmk = qm; 8m 2M (33)
MX
m=1
zmk  
kX
i=1
yikK = 0 8 k 2 C (34)
 
CX
k=1
kX
i=1
qyikK =  
MX
m
qm (35)
zmk = 
m
k u
m
k ; 8 k 2 C;m 2M (36)
CX
k=1
mk = 1 8m 2M (37)
0  zmk  umk ; 0  yikK  1; mk = f0; 1g (38)
The objective function (32) minimizes the load imbal-
ance in the network. Constraints (33-35) are the flow
conservation constraints. Constraints (36) ensure that the
components of each request are serviced by a single BS.
Therefore, the flow of the mth user request is either 0 or
umk . Constraints (37) ensure that each request is serviced
by a single BS. Equations (38) constraint the flow variables
and define the binary indicator variables.
Note that in this case the binary variables mk are
introduced in the formulation that significantly increase
the computational complexity of the solution. However,
as derived here, the problem formulation is valid for the
general case where arbitrary user flows are requested and
thus optimal forwarding decisions can be made.
Appendix C
Total unimodularity: proof of theorem 1: Let matrix C
be the node-arc incidence matrix for the flow conservation
constraints (24-26). Then the expressions fx; y  0 :
C[x; y] = bg and fx; y  0 : C[x; y]  b; C[x; y]   bg
are equivalent ways of describing these constraints. Further,
let OUT and IN be the constraint matrices for the out-
degree and in-degree constraints (equations (22) and (23),
respectively), whose columns only correspond to links in
L1. For the capacity constraints, expressed by equation (27)
in problem (P3), only links in L1 and L3 have unity values.
Thus the capacity constraint matrix for links in L1 and
L3 is the identity matrix, I . Initially we ignore the non-
negativity constraints and consider them later in the proof.
We define A[x; y]  z to be the matrix formed by the
constraint equations (22)-(27), ignoring non-negativity and
integrality constraints. Then A is characterized as follows:
L1z}|{ L3z}|{ L2z}|{
A =
0BBBB@
C
 C
I 0
OUT 0 0
IN 0 0
1CCCCA
(39)
We show that A is a network matrix and total unimod-
ularity of network matrices is shown in [33]. A network
matrix is defined as follows (further details can be found
in [33]):
Definition S is a network matrix, if there exists a di-
rected graph Q = (Vq; E) and a directed spanning tree
T = (Vq; E(T )) of Q, such that for each element e =
(v; w) 2 E n E(T ) and e0 2 E(T ), S(e0; e) is defined as
follows:
S(e0; e)=
8><>:
+1v-w path in T passes from e0 forwardly
 1v-w path in T passes from e0 backwardly
0 v-w path in T does not pass through e0
(40)
The rows of S correspond to edges of the tree T and the
columns of S correspond to non-tree edges of Q. Further,
each column of S that corresponds to a non-tree arc e =
(v; w) traces the unique path from v to w on the tree T .
To show that A is a network matrix, a directed graph Q
and a directed spanning tree T of Q are first generated. Tree
T can be derived from the space-time network G = (V; L)
and the constraint matrix A by tracing the following steps:
1) Add initial node 0.
2) For every node in i 2 V of the space-time network
add: nodes i; i0 to T and arcs e(i) = i 7! i0 and
e(i0) = 0 7! i0.
3) For every L1 link i 7! j of the space-time network:
a) Add node out(i) and arc e(out(i)) = out(i) 7!
i, if not already available.
b) Add node in(j) and arc e(in(i)) = j 7! in(j),
if not already available.
4) For every L1 link i 7! j of the space-time network,
add node I(i; j) and arc e(i; j) = I(i; j) 7! out(i).
5) For every L3 link m 7! n of the space-time network,
add node I(m;n) and arc e(m;n) = I(m;n) 7! m.
Note that the arcs of the tree T correspond to the rows
of A. For the rows of matrix C, which are the nodes of the
space-time network G, we add arcs e(i) = i 7! i0 and for
the rows of  C we add arcs e(i0) = 0 7! i0 (step 2). The
rows of matrix I are the links L1[L3 of G, and the rows of
matrices OUT , IN are the nodes in Vp that have L1 links
incident to them. Corresponding to a link i 7! j in L1: for
the rows in OUT we add arcs e(out(i)) = out(i) 7! i to T ,
for the rows in IN we add arcs e(in(i)) = j 7! in(j) (step
3), and for the rows in I we add arcs e(i; j) = I(i; j) 7!
out(i); i 7! j 2 L1 and e(m;n) = I(m;n) 7! m; m 7!
n 2 L3 (steps 4 and 5). In this way, the rows of matrix A
are mapped to arcs in tree T .
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Further, the non-tree edges of Q are added. These edges
correspond to the columns of matrix A, which are the arcs
in L. To T , we add the following non-tree arcs as follows
to construct graph Q:
1) For each link i 7! j of G in L1: add non-tree arc
I(i; j) 7! in(j) in Q.
2) For each link i 7! j of G in L2: add non-tree arc
i 7! j in Q.
3) For each link m 7! n of G in L3: add non-tree arc
I(m;n) 7! n in Q.
Having Q and T , we can check if A satisfies property
(40) to be a qualified network matrix.
We demonstrate this by considering a few links of the
space-time network G: i 7! j; i 7! q 2 L1, k 7! l 2 L2
and m 7! n 2 L3. The tree of this network is generated in
figure 11 while the sub-matrices of A are shown in (41).
e((i,j))
e(out(i)) e(i)
e(i')
e(j')
e(l')
e(k')
e(k)
e(l)
e(in(j))
e(j)
arc node
I(i,j) out(i)
i
i'
k k'
0
l' l
j'
j
in(j)
e(m')
e(m)
m
m'
e(n')
e(n)n'
nI(m,n)
e((m,n))
Fig. 11: Spanning tree T of directed graph Q for arcs i 7! j,
k 7! l and m 7! n of G.
C =
i
j
k
l
m
n
q
(i,j) (i,q) (k,l) (m,n)266666664
1 1 0 0
 1 0 0 0
0 0 1 0
0 0  1 0
0 0 0 1
0 0 0  1
0  1 0 0
377777775 I =
(i,j)
(i,q)
(m,n)
(i,j) (i,q) (m,n)241 0 00 1 0
0 0 1
35 (41a)
OUT =
i
j
q
(i,j) (i,q)241 10 0
0 0
35 IN = ij
q
(i,j) (i,q)240 01 0
0 1
35 (41b)
The column of A that corresponds to an L2 arc k 7! l
of G, corresponds to non-tree arc k 7! l in Q. The unique
path from k to l in T is as follows:
k ! k0 ! 0 ! l0 ! l
+1  1 +1  1 (42)
where the +1 and  1 indicate whether the arc is forward
or backward in the path direction, respectively. Note that
the column of A that corresponds to arc k 7! l in Q will
only have 1 at the exact rows that correspond to the tree
arcs given by the path in (42). Further, we examine the
column of A that corresponds to the L1 arc i 7! j of G.
This column corresponds to non-tree arc I(i; j) 7! in(j)
in Q. The unique path from I(i; j) to in(j) in T can be
traced as follows:
I(i; j)!out(i)! i! i0!0! j0! j! in(j)
+1 +1 +1  1 +1  1 +1 (43)
Lastly, a column in A with a link m 7! n 2 L3 of G,
the non-tree arc is I(m;n) 7! n in Q and the tree path can
be traced as follows:
I(m;n)!m!m0!0!n0!n
+1 +1  1 +1  1 (44)
Once again, the corresponding non-zero values of the
column in A traces the path generated in (44). Therefore,
it is shown that this property holds for all links in L1,
L2 and L3 of graph G and thus A is a network matrix.
As argued above, a network matrix is totally unimodular.
Finally, A is TU if and only if [A; I] is TU. Thus, including
the non-negativity constraints preserves total unimodularity.
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