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Abstract
We give some necessary and equivalent conditions for xr1      xrm 
yr1      yrm to hold, for all r 2 Sm; in arbitrary symmetry classes of tensors. Ó 1999
Elsevier Science Inc. All rights reserved.
1. Introduction
Let V be a complex vector space and let m be a positive integer. Denote by

mV the mth tensor power of V and by x1 
    
 xm the tensor product of the
vectors x1; . . . ; xm. For each r in the symmetric group of degree m; Sm; let Pr
be the unique linear operator on 
mV satisfying
P rx1 
    
 xm  xrÿ11 
    
 xrÿ1m:
Let G be a subgroup of Sm and let k be a character of G. We denote by T G; k
the linear operator,
T G; k  kidjGj
X
r2G
krP r;
where jGj is the cardinality of G, and by VkG the image of T G; k:
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Let IG be the set of irreducible complex characters of G. Let k 2 IG. We
denote by IkSm the set of irreducible complex characters v of Sm whose re-
striction to G has k as a constituent, i.e., such that k; vjGG 6 0.
Let k 2 IG. It is known that T G; k is a projection from 
mV onto the
symmetry class of tensors VkG. The decomposable symmetrized tensor
T G; kx1 
    
 xm is denoted by x1 k    k xm or simply by x1      xm if
there is no ambiguity to avoid.
If G  Sm and k  , then VkSm  ^mV ; the mth exterior power of V ; and
x1      xm is denoted by x1 ^    ^ xm; if G  Sm and k is its principal character
then VkSm  _mV is the space of completely symmetric tensors and
x1      xm is denoted by x1 _    _ xm.
A natural question in the study of symmetry classes of tensors is the fol-
lowing: What are the conditions for two decomposable symmetrized tensors to
be equal? Although this problem has been studied by several authors, it is not
solved in general. In certain symmetry classes of tensors conditions have been
known for some time [13].
Theorem 1.1. Suppose that x1 ^    ^ xm 6 0: Then
x1 ^    ^ xm  y1 ^    ^ ym
if and only if there exists an m m matrix B  bij such that
1. yi 
Pm
j1 bijxj; i  1; . . . ;m;
2. detB  1:
Theorem 1.2. Suppose that x1 _    _ xm 6 0: Then
x1 _    _ xm  y1 _    _ ym
if and only if there exist c1; . . . ; cm 2 C and r 2 Sm such that
1. yi  cixri; i  1; . . . ;m;
2.
Qm
i1 ci  1:
It is an easy consequence of the definitions that, for every r 2 G;
T G; kP r  P rT G; k: 1
Therefore, if G  Sm;
x1      xm  y1      ym
if and only if
xr1      xrm  yr1      yrm for all r 2 Sm:
When G 6 Sm, this equivalence is not true, in general.
The aim of this paper is to present conditions for the following family of
equalities to hold
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xr1      xrm  yr1      yrm for all r 2 Sm:
We prove (Theorem 4.1) that, if G is a subgroup of Sm and k 2 IG,
xr1 k    k xrm  yr1 k    k yrm for all r 2 Sm
if and only if, for all v 2 IkSm,
x1 v    v xm  y1 v    v ym:
In Theorem 4.6 we generalize Theorem 1.1 and Theorem 4.1 of [3], establishing
a necessary and sucient condition for the equalities
xr1 k    k xrm  yr1 k    k yrm for all r 2 Sm;
when k is a special character of G (see Section 3) and the families
x1; . . . ; xm and y1; . . . ; ym have a certain rank partition.
We also prove that a necessary condition for the above mentioned equalities,
established by Dias da Silva for the special characters [4, Theorem 4.3], is true
for every irreducible character.
2. The rank partition and the transversal flag
Let m be a positive integer. A partition of m is a nonincreasing sequence
a  a1; a2; . . . ; ar of nonnegative integers such that
Pr
i1 ai  m. The length of
the partition a is the number of its nonzero terms. We do not distinguish be-
tween two partitions which dier only by a final string of zeros. In particular,
as a partition of m cannot have more than m nonzero terms, we can represent a
partition of m as an m-tuple.
If a  a1; . . . ; am is a partition of m, then the m-tuple a0  a01; . . . ; a0m
defined by
a0i  jfj : aj P igj
is also a partition of m called the conjugate partition of a.
If a  a1; . . . ; am and b  b1; . . . ; bm are partitions of m, then we say that
a majorizes b, and we write a  b ifXk
i1
ai P
Xk
i1
bi 8k  1; . . . ;m:
The majorization order induces a lattice structure on the set of the partitions of
m [11].
Let V be a complex vector space and let t be a positive integer. A family
xii2I of vectors of V is t-independent if it is the union of t of its linearly in-
dependent subfamilies [5].
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Let x1; . . . ; xm 2 V . The maximum cardinality of the t-independent sub-
families of x1; . . . ; xm is called the t-dimension of x1; . . . ; xm and is denoted by
dtx1; . . . ; xm. By convention d0x1; . . . ; xm  0. In [2] Dias da Silva proved
that if x1; . . . ; xm are nonzero vectors, the sequence
d1x1; . . . ; xm ÿ d0x1; . . . ; xm; . . . ; dmx1; . . . ; xm ÿ dmÿ1x1; . . . ; xm
is a partition of m. This partition is called the rank partition of x1; . . . ; xm and is
denoted by qx1; . . . ; xm.
In [2] it is also proved that if x1; . . . ; xm is a family of nonzero vectors and k is
the length of qx1; . . . ; xm, then there exist B1; . . . ;Bk, pairwise disjoint inde-
pendent subfamilies of x1; . . . ; xm, such that:
1. jB1 [    [ Btj  dtx1; . . . ; xm; t  1; . . . ; k;
2. B1 [    [ Bk  fx1; . . . ; xmg:
A collection of families B1; . . . ;Bk satisfying the previous conditions is called
a factorization of x1; . . . ; xm.
Let x1; . . . ; xm 2 V . A subfamily T of x1; . . . ; xm is called an r-transversal [1,7]
of x1; . . . ; xm if it contains r bases of hT i; I1; . . . ; Ir, satisfying:
1. the subfamilies I1; . . . ; Ir are pairwise disjoint;
2. T  Sri1 Ii.
It is not dicult to conclude that a subfamily T of x1; . . . ; xm is an r-transversal
if and only if T is r-independent and jT j  r: dimhT i.
If T1 and T2 are maximal r-transversals of x1; . . . ; xm (by the inclusion order),
then hT1i  hT2i, and if T3 is a maximal k-transversal with k > r, then
hT3i  hT1i  hT2i. This fact allows the following definition [4].
Let x1; . . . ; xm be a family of nonzero vectors of V. For i  1; . . . ;m, let Fi be
the subspace of V generated by the i-maximal transversals of x1; . . . ; xm. The
transversal flag of x1; . . . ; xm is the longest strictly increasing chain
f0g 6 G1  G2      Gs  hx1; . . . ; xmi
that we can extract from the nondecreasing chain
Fm  Fmÿ1      F1  hx1; . . . ; xmi:
The sequence of positive integers
dimG1; dimG2; . . . ; dimGs
is called the dimension of the transversal flag.
3. The multilinearity partition and the vanishing of decomposable symmetrized
tensors
There is a one to one correspondence between the irreducible characters of
Sm and the partitions of m [11,12]. If v is an irreducible character of Sm, we
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denote by av the partition associated with v by this correspondence and if a is a
partition of m, we denote by Xa the irreducible character of Sm associated with a
also by this correspondence.
In [5] to each irreducible character k of a subgroup G of Sm was associated a
partition of m in the following way.
Let k 2 f1; . . . ;mg. The greatest integer r, with 06 r < m, such that
x1      xm  0 whenever dkx1; . . . ; xm6 r is called the k-index of the sym-
metry class of tensors VkG.
If V and W are unitary spaces such that dim V P mÿ 1 and
dim W P mÿ 1, then the k-index of VkG coincides with the k-index of WkG.
This index is called the k-index of k and is denoted by rkk . By convention
rk0  ÿ1. The sequence
rk1 ÿ rk0; rk2 ÿ rk1; . . . ; rkm ÿ rkmÿ1
is a partition of m. Its conjugate partition is called the multilinearity partition of
k and is denoted by MPk [5,9].
It was also proved in [5] that the multilinearity partition of an irreducible
character v of Sm is av. The multilinearity partition of an irreducible character
of a subgroup of Sm can be evaluated using the following theorem.
Theorem 3.1 [8]. Let G be a subgroup of Sm and let k be an irreducible complex
character of G. The multilinearity partition of k is the least upper bound (with
respect to majorization) of the set
fav : v 2 IkSmg:
A special character of G is any irreducible character k of G such that
vMP k 2 IkSm
(which is equivalent to say that the set fav : v 2 IkSmg has a maximum with
respect to majorization).
In [10] Gamas established a necessary and sucient condition for the van-
ishing of decomposable symmetrized tensors in VvG, when G  Sm. Dias da
Silva [2] proved that Gamas’ result can be stated as follows.
Theorem 3.2. Let v be an irreducible complex character of Sm and let x1; . . . ; xm
be nonzero vectors of V. Then
x1      xm 6 0 () qx1; . . . ; xm  av0:
From (1) we can conclude that, when G  Sm,
x1      xm  0 () xr1      xrm  0 for all r 2 Sm:
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When G 6 Sm this equivalence is not true, in general, and a necessary and
sucient condition for the vanishing of x1      xm may not depend only on
the rank partition of x1; . . . ; xm. However the knowledge of qx1; . . . ; xm allows
one to get information on the vanishing of the family xr1      xrmr2Sm :
Theorem 3.3 [6]. Let G be a subgroup of Sm and k be an irreducible complex
character of G. If x1; . . . ; xm are nonzero vectors of V then
9r 2 Sm : xr1      xrm 6 0 () 9v 2 IkSm : qx1; . . . ; xm  av0:
When k is a special character of G the previous theorem can be reformu-
lated.
Theorem 3.4 [6]. Let G be a subgroup of Sm and k be an irreducible complex
character of G. The following conditions are equivalent:
1. If x1; . . . ; xm are nonzero vectors of V, then
9r 2 Sm : xr1      xrm 6 0 () qx1; . . . ; xm  MP k0:
2. k is a special character of G.
4. The equality of decomposable symmetrized tensors
Theorem 4.1. Let G be a subgroup of Sm and let k be an irreducible character of
G. Let x1; . . . ; xm and y1; . . . ; ym be families of vectors of V. Then
xr1 k    k xrm  yr1 k    k yrm for all r 2 Sm
if and only if, for all v 2 IkSm,
x1 v . . . v xm  y1 v . . . v ym:
Corollary 4.2. Let G be a subgroup of Sm, let k be an irreducible character of G
and consider the induced character kSm . Let x1; . . . ; xm and y1; . . . ; ym be families of
vectors of V. Then
xr1 k    k xrm  yr1 k    k yrm for all r 2 Sm
if and only if
T Sm; kSmx1 
    
 xm  T Sm; kSmy1 
    
 ym:
Let k be an irreducible character of a subgroup of Sm. The above results
show that the problem of finding conditions for the equalities
xr1 k    k xrm  yr1 k    k yrm for all r 2 Sm;
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can be transferred to a similar problem in classes associated with irreducible
characters of Sm. In [3] Dias da Silva stated a necessary and sucient condition
for the equality
x1 v    v xm  y1 v    v ym;
when v is an irreducible character of Sm and qx1; . . . ; xm  qy1; . . . ; ym 
av0 (Theorem 4.4). Using the previous results we will be able to generalize this
theorem.
Notation 4.3. If v1; . . . ; vp and u1; . . . ; up are linearly independent families that
span the same subspace of V and vi 
Pm
j1 aij uj; i  1; . . . ; p, the p  p matrix
aij is denoted by
M v1; . . . ; vpju1; . . . ; up:
Let x1; . . . ; xm and y1; . . . ; ym be families of vectors of V. Let D be a subset of
f1; . . . ;mg with cardinality s. Suppose that D  fi1; . . . ; isg, where i1 <    < is.
If xii2D is linearly independent and hxi : i 2 Di  hyi : i 2 Di, then we denote
by
M y1; . . . ; ymjx1; . . . ; xmD
the s s matrix M yi1 ; . . . ; yis jxi1 ; . . . ; xis .
Theorem 4.4 [3]. Let v be an irreducible character of Sm. Let x1; . . . ; xm and
y1; . . . ; ym be families of nonzero vectors of V such that
qx1; . . . ; xm  qy1; . . . ; ym  av0:
Then
x1 v    v xm  y1 v    v ym
if and only if the following conditions hold:
1. fxi : i 2 D1g; . . . ; fxi : i 2 Dkg is a factorization of x1; . . . ; xm if and only if
fyi : i 2 D1g; . . . ; fyi : i 2 Dkg is a factorization of y1; . . . ; ym.
2. If fxi : i 2 D1g; . . . ; fxi : i 2 Dkg is a factorization of x1; . . . ; xm then, for
every i  1; . . . ; k,
hxt : t 2 Dii  hyt : t 2 Dii;
and Yk
i1
det M y1; . . . ; ymjx1; . . . ; xmDi  1:
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Lemma 4.5. Let G be a subgroup of Sm and let k be an irreducible character of G.
Suppose that x1; . . . ; xm and y1; . . . ; ym are families of nonzero vectors of V and a is
a partition of m such that
qx1; . . . ; xm  qy1; . . . ; ym  a0:
If va 2 IkSm and
xr1 k    k xrm  yr1 k    k yrm for all r 2 Sm;
then:
1. fxi : i 2 D1g; . . . ; fxi : i 2 Dkg is a factorization of x1; . . . ; xm if and only if
fyi : i 2 D1g; . . . ; fyi : i 2 Dkg is a factorization of y1; . . . ; ym.
2. If fxi : i 2 D1g; . . . ; fxi : i 2 Dkg is a factorization of x1; . . . ; xm then, for ev-
ery i  1; . . . ; k,
hxt : t 2 Dii  hyt : t 2 Dii;
and Yk
i1
det M y1; . . . ; ymjx1; . . . ; xmDi  1:
Theorem 4.6. Let G be a subgroup of Sm and let k be a special character of G. Let
x1; . . . ; xm and y1; . . . ; ym be families of nonzero vectors of V such that
qx1; . . . ; xm  qy1; . . . ; ym  MPk0:
Then
xr1 k    k xrm  yr1 k    k yrm for all r 2 Sm
if and only if the following conditions hold:
1. fxi : i 2 D1g; . . . ; fxi : i 2 Dkg is a factorization of x1; . . . ; xm if and only if
fyi : i 2 D1g; . . . ; fyi : i 2 Dkg is a factorization of y1; . . . ; ym.
2. If fxi : i 2 D1g; . . . ; fxi : i 2 Dkg is a factorization of x1; . . . ; xm then, for
every i  1; . . . ; k,
hxt : t 2 Dii  hyt : t 2 Dii;
and Yk
i1
det M y1; . . . ; ymjx1; . . . ; xmDi  1:
The following theorem extends to arbitrary irreducible characters a result
proved by Dias da Silva (Theorem 4.3 of [4]) for special characters.
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Theorem 4.7. Let G be a subgroup of Sm and k be an irreducible character of G.
Let x1; . . . ; xm and y1; . . . ; ym be families of vectors of V. Let T be a maximal r-
transversal of x1; . . . ; xm.
Suppose that
xs1      xsm 6 0 for some s 2 Sm
and
xr1      xrm  yr1      yrm for all r 2 Sm;
then
jfi : xi 2 hT igjP jfi : yi 2 hT igj:
Corollary 4.8. Let G be a subgroup of Sm and k be an irreducible character of G.
Let x1; . . . ; xm and y1; . . . ; ym be families of vectors of V. Let T be a maximal
r-transversal of x1; . . . ; xm and H be a maximal q-transversal of y1; . . . ; ym. Sup-
pose that
1. xs1      xsm 6 0 for some s 2 Sm,
2. xr1      xrm  yr1      yrm for all r 2 Sm,
3. hT i  hHi:
then
jfi : xi 2 hT igj  jfi : yi 2 hT igj:
Corollary 4.9. Let G be a subgroup of Sm and k be an irreducible character of G.
Let x1; . . . ; xm and y1; . . . ; ym be families of vectors of V such that
1. x1; . . . ; xm and y1; . . . ; ym have the same transversal flag;
2. the dimensions of the transversal flags of x1; . . . ; xm and y1; . . . ; ym are the set of
the first s integers;
3. xs1      xsm 6 0 for some s 2 Sm,
4. xr1      xrm  yr1      yrm for all r 2 Sm.
Then
qx1; . . . ; xm  qy1; . . . ; ym:
5. Proofs
It is known [14,15] thatX
k2IG
T G; k  Id
mV ; 2
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where Id
mV denotes the identity on 
mV , and that

mV  
k2IGVkG: 3
Let k 2 IG: Let r! Ar  aijr be an irreducible representation of G
which aords k. For i; j 2 f1; . . . ; kidg define
TijG;A  kidjGj
X
r2G
aijrP r:
Clearly,
T G; k 
Xkid
i1
TiiG;A
and, from the Schur relations for irreducible representations, it can be easily
concluded that
fTiiG;A : i  1; . . . ; kidg
is a set of orthogonal idempotents. Then
VkG  
kidi1 V iAG; 4
where V iAG denotes TiiG;A
mV .
Using the Schur relations we can also conclude that, for every
i; j 2 f1; . . . ; kidg,
TiiG;A  TijG;ATjjG;ATjiG;A: 5
Proof of Theorem 4.1. Suppose that G is a subgroup of Sm and that k is an
irreducible character of G. Let r! Ar  aijr be an irreducible repre-
sentation of G which aords k. For each v 2 IkSm let r! Rvr be an irre-
ducible representation of Sm which aords v. Without loss of generality, we
assume that the restriction of Rv to G is fully reduced, that any components of
the restriction which aord k are equal to A, and that they occur first (with
multiplicity k; vjGG.
In these conditions, using (2) and the Schur relations, it can be proved that
T G; k 
X
v2IkSm
Xkidk;vG
j1
TjjSm;Rv 6
(see [16]).
Suppose now that
T G; kxr1 
    
 xrm  T G; kyr1 
    
 yrm for all r 2 Sm:
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Let v 2 IkSm. From the last equality we can, bearing in mind (3), (4) and
(6), deduce that
T11Sm;Rvxr1 
    
 xrm  T11Sm;Rvyr1 
    
 yrm
for all r 2 Sm.
But then, for all r 2 Sm,
T11Sm;RvP rx1 
    
 xm  T11Sm;RvP ry1 
    
 ym:
Consequently, for all j 2 f1; . . . ; kidg,
T11Sm;RvT1jSm;Rvx1 
    
 xm
 T11Sm;RvT1jSm;Rvy1 
    
 ym;
and so, by (5), we can conclude that, for every j 2 f1; . . . ; kidg,
TjjSm;Rvx1 
    
 xm  TjjSm;Rvy1 
    
 ym:
Therefore
T Sm; vx1 
    
 xm  T Sm; vy1 
    
 ym:
Conversely, suppose that for every v 2 IkSm,
T Sm; vx1 
    
 xm  T Sm; vy1 
    
 ym:
Let r 2 Sm. Then, as T Sm; v commutes with P rÿ1, we have that, for all
v 2 IkSm,
T Sm; vxr1 
    
 xrm  T Sm; vyr1 
    
 yrm:
So, by (4),Xkidk;vG
j1
TjjSm;Rvxr1 
    
 xrm

Xkidk;vG
j1
TjjSm;Rvyr1 
    
 yrm
for all v 2 IkSm, which, by (6), implies
T G; kxr1 
    
 xrm  T G; kyr1 
    
 yrm: 
Proof of Corollary 4.2. By the Frobenius reciprocity there exist nonzero inte-
gers av; v 2 IkSm, such that
kSm 
X
v2IkSm
avv:
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Therefore there exist nonzero elements bv; v 2 IkSm, such that
T Sm; kSm 
X
v2IkSm
bvT Sm; v:
So, using (3) and the theorem we get the corollary. 
Proof of Lemma 4.5. If
xr1 k    k xrm  yr1 k    k yrm for all r 2 Sm;
and va 2 IkSm then, by Theorem 4.1,
x1 va    va xm  y1 va    va ym:
Therefore, using Theorem 4.4, we obtain conditions 1 and 2. 
Proof of Theorem 4.6. The ‘‘only if’’ part is a consequence of Lemma 4.5.
Suppose now that x1; . . . ; xm and y1; . . . ; ym are families of vectors of V such
that
qx1; . . . ; xm  qy1; . . . ; ym  MPk0
and conditions 1 and 2 are satisfied.
We are going to prove that, for ever w 2 IkSm;
x1 w    w xm  y1 w    w ym;
which, bearing in mind Theorem 4.1, finishes the proof.
Let v  vMP k. From conditions 1, 2 and Theorem 4.4,
x1 v    v xm  y1 v    v ym:
If w 2 IkSm and w 6 v, then, as k is a special character of G,
qx1; . . . ; xm  qy1; . . . ; ym  MPk0²aw0;
hence, by Theorem 3.2,
x1 w    w xm  0  y1 w    w ym: 
Let U and W be supplementary subspaces of V, i.e. V  U  W . Let Q be
the projection on W parallel to U and define CU ;W as the mapping
CU ;W x  x if x 2 U ;Qx otherwise:

Let x1; . . . ; xm be a family of vectors of V such that x1      xm 6 0: Given the
subspace U of V, we say that U conforms with x1      xm if there exists a
subspace W of V, supplementary to U, such that
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CU ;W x1      CU ;W xm 6 0:
Proof of Theorem 4.7. Let U  hT i and let W be a supplementary of U.
By Theorem 3.3 there exists v 2 IkSm such that qx1; . . . ; xm  av0.
By [4, Lemma 4.1]
qCU ;W x1; . . . ;CU ;W xm  qx1; . . . ; xm;
so, using again Theorem 3.3 we can conclude the existence of p 2 Sm such that
CU ;W xp1      CU ;W xpm 6 0:
As there exists a linear operator D on mV such that
CU ;W xp1      CU ;W xpm  Dxp1      xpm
(see the proof of [4, Theorem 3.1] we can conclude that xp1      xpm 6 0,
therefore U conforms with xp1      xpm and the result follows from [4,
Theorem 3.1]. 
Proof of Corollary 4.9. This proof is similar to the proof of [4, Corollary 4.2].

Acknowledgements
The author gratefully acknowledges the helpful suggestions of Prof. J.A.
Dias da Silva during the preparation of the paper.
References
[1] R. Cordovil, J.A. Dias da Silva, A. Fonseca, On the notion of transversal of a sum of
matroids, Portugaliae Math. 45 (1988) 317–325.
[2] J.A. Dias da Silva, On the l-colorings of a matroid, Linear and Multilinear Algebra 27 (1990)
25–32.
[3] J.A. Dias da Silva, Flags and equality of tensors, Linear Algebra Appl. 232 (1996) 55–75.
[4] J.A. Dias da Silva, New conditions for equality of decomposable symmetrized tensors, Linear
Algebra Appl. 245 (1996) 353–372.
[5] J.A. Dias da Silva, A. Fonseca, On the multilinearity partition of an irreducible character,
Linear and Multilinear Algebra 20 (1987) 203–218.
[6] J.A. Dias da Silva, A. Fonseca, Nonzero Star Products. Linear and Multilinear Algebra 27
(1990) 49–55.
[7] J.A. Dias da Silva, A. Fonseca, The r-depth of a matroid, Discrete Math. 141 (1995) 85–93.
[8] A. Fonseca, On the multilinearity partition of an irreducible character II, Linear and
Multilinear Algebra 24 (1989) 191–198.
[9] A. Fonseca, A survey of the multilinearity partition, in: R. Bru, G. de Oliveira, J. Vitoria
(Eds.), Report Meeting of Matrix Analysis and Applications, Vale^ncia, Spain, October 1989,
Linear Algebra Appl., vol. 170, 1992, pp. 188–193.
A. Fonseca / Linear Algebra and its Applications 293 (1999) 1–14 13
[10] C. Gamas, Conditions for a symmetrized decomposable tensor to be zero, Linear Algebra
Appl. 108 (1988) 83–119.
[11] G. James, A. Kerber, The Representation Theory of the Symmetric Group, Addison-Wesley,
Reading, MA, 1981.
[12] D.E. Littlewood, The Theory of Group Characters and Matrix Representations of Groups,
Calderon Press, Oxford, 1940.
[13] M. Marcus, Finite Dimensional Multilinear Algebra, Part 1, Marcel Dekker, New York, 1973.
[14] M. Marcus, Finite Dimensional Multilinear Algebra, Part 2, Marcel Dekker, New York, 1975.
[15] R. Merris, Multilinear Algebra, Gordon and Breach Science, Moscow, 1997.
[16] R. Merris, W. Watkins, Elementary divisors of induced transformations on symmetry classes
of tensors, Linear Algebra Appl. 38 (1981) 17–26.
14 A. Fonseca / Linear Algebra and its Applications 293 (1999) 1–14
