University of Memphis

University of Memphis Digital Commons
Electronic Theses and Dissertations
12-3-2019

Phase Field Crystal Modeling of Materials Evolution in the
Presence of Nanoscale Pores
Abash Sharma

Follow this and additional works at: https://digitalcommons.memphis.edu/etd

Recommended Citation
Sharma, Abash, "Phase Field Crystal Modeling of Materials Evolution in the Presence of Nanoscale Pores"
(2019). Electronic Theses and Dissertations. 2059.
https://digitalcommons.memphis.edu/etd/2059

This Thesis is brought to you for free and open access by University of Memphis Digital Commons. It has been
accepted for inclusion in Electronic Theses and Dissertations by an authorized administrator of University of
Memphis Digital Commons. For more information, please contact khggerty@memphis.edu.

PHASE FIELD CRYSTAL MODELING OF MATERIALS EVOLUTION IN THE
PRESENCE OF NANOSCALE PORES
by
Abash Sharma

A Thesis
Submitted in Partial Fulfillment of the
Requirements for the Degree of
Master of Science

Major: Physics

The University of Memphis
December 2019

ABSTRACT

Porosity causes cracks and many other defects in materials. The understanding of how
pores affect the kinetics and material solidification remains largely lacking. Phase field crystal
(PFC) modeling is a continuum approach that has been used to study phase behaviors and
kinetics of many processes over wide ranges of length scales and over diffusive timescales. This
thesis focuses on the development of a PFC model for materials with circular pores. From the
model’s free energy functional, a Langevin equation for the density field is derived and
integrated numerically over a wide range of system parameters. We found that the pore's main
effect is to act as a nucleation agent, promoting crystallization of material at the pore’s interface,
followed by dendritic growth of the solid in the supercooled liquid. Details of the crystal around
the pore are investigated in terms of the pore radius, immiscibility parameter, and details of the
pore-material interface.
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1. INTRODUCTION
The engineering of materials requires a deep understanding of microstructures along with
the bulk properties of the material. Understanding the materials, learning to use them for our
benefit, and finally, creating new materials that are customized to our advantage has been in
human nature. Traditionally, materials were carved or etched to people’s needs with simple tools
such as knives. With the advancement in technology, this process of material engineering has hit
the heights. The technological advancement in the last few decades has given us the ability to
understand complex structures and processes and use this understanding to engineer new
materials with tailored properties.
Additive manufacturing (AM), more commonly known as 3D printing, is increasingly
being used in the manufacturing of materials with complex geometries. Additive manufacturing
is an advanced technique, which involves the use of digital computer-aided design (CAD) with
raw materials to ‘print’ and creates a layer-by-layer component to finally create a final desired
product in any required geometrical shape [1]. AM helps create intricate geometries, and hence
with proper application, it can be used to fabricate products with more flexibility in an efficient
manner. AM can be used in the fields of automobile manufacturing to design and print engine
parts; biomedical industries to create artificial bones, bio-tissues, and other organs; aerospace
industries to make parts in for aerospace vehicles [2].
AM uses metals, ceramics, polymers, or their composites to produce customized material
or parts. Metal or Polymer AM is widely popular in aircraft and automobile manufacturing.
Polymers can melt and flow when they are heated, and then solidify again once cooled, making
them ideal for heat fabrication [2]. Ceramic AM enables the fabrication of complex porous
structures for various medical applications. For instance, bone is a porous ceramic material,
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and ceramics AM is used to print bone scaffold with its interconnected, complicated porous
network structure[2][3].
Rapid solidification (RS) is a phenomenon that occurs in many processes, including
metal AM. RS occurs when thermal energy, including both superheat and latent heat, is rapidly
extracted during phase transition from a high-temperature liquid to a solid at room temperature.
The rapid extraction of heat at the rate of over 103 k/s quickly leads to the formation of solid
microstructures [4]. During metal AM, metals are heated using various heating techniques such
as Direct Metal Laser Sintering (DMLS), Selective Laser Melting (SLM), etc. [2], and then, they
are rapidly cooled, which leads to RS. This leads to the formation of grains and microstructures.
This heavily alters the chemical composition and crystal structure of the material, hence
determining its macroscopic properties.
The products manufactured during metal AM experience some processing issues and
defects, such as cracking, swelling, delamination, lack of fusion, etc. [32]. Micro-pores appear
during the manufacturing process due to various reasons. Various studies have been done to
understand the effects of these pores, and success has been achieved to minimize the size and
number of the pores that appear in the products [31][32]. However, experiments have shown the
presence of nanopores as well within the materials, and this is a subject of curiosity to the
scientists and engineers.
Physics-based models are very helpful in studying microstructure, properties, and
performance of materials. Computer simulations have been an effective way to various
properties of materials. The microstructure that forms during solidification happens over
diffusive time scales compared to the atomic vibrational time scale. Simulating these systems,
therefore, requires long simulations. Similarly, the size of these systems is typically large.
2

Typically, a small piece of iron (1gm) has more than 1022 atoms. With the available technology,
it is impossible to model these many atoms with available accurate quantum methods, which
requires days to solve a few-atom problem. Various other methods have been suggested to model
this at different length scales and different time scales. So, the suitability of a model depends on
the area of interest, and the question being answered.
It is impossible to model a system over a wide range of length scales ranging from the
atomic scale to macroscopic length scales. This is because of the availability of finite computer
resources, so all computer models must trade-off length scales, time scales, or some other details,
depending on the problem of interest. For instance, Density functional theory can model a system
with a few hundred atoms during short time scales, but it is very detailed. Atomistic molecular
dynamics (MD) can model several tens to hundreds of thousands of atoms but still during a
relatively short time scale, not exceeding few microseconds. Phase-field models can model larger
systems over longer time periods; however, structural details are hard to be accounted for by this
approach. Phase field crystal (PFC) is a generalization of the phase field approach, which
accounts for atomistic details while allowing for the study of relatively large systems over
diffusive time scales. The inclusion of crystalline periodicity in the PFC makes it possible to
study defects, grain boundaries, nucleation, spinodal decomposition, eutectic growth, dendritic
growth, elastic deformations, etc. [18].
PFC models use a conserved order parameter, which is uniform for each phase. This
implies that there are specific constant values of these fields for the liquid phase and for the solid
phase. This helps distinguish the solid phase from the liquid phase and helps study phase
separation at a specific temperature. The peak of a single period in PFC represents a single atom,
and the troughs between the peaks represent the spaces between atoms. In this coarse-grained
3

method, the rapid diffusion of the atoms in the liquid phase is represented by a uniform field for
the liquid, while in the solid phase, the atoms are rigidly placed, and as such, this approach does
not account for the vibrational modes of the caged atoms in the solid phase. The atoms are
rigidly placed in the solid phase, so we see peaks of the density field at the preferred lattice site.
The present work is an effort to study the effects of a pore on the above processes and
how it alters the kinetics that occurs at the nano-level or sub-micron level. This work includes
the formulation of a new free energy functional for a system with a pore. A computational
program to solve this model in real space is developed in C++ using CUDA and discussed in
detail in this work. The program is then used to get a better idea of the parameters in the new free
energy functional, and this is related to some thermodynamic quantities. Similarly, this work
tries to understand the effect of pores on the crystallization of atoms and relate them to the
parameters.
This work provides a base to understand how the pores affect the processes that occur in
a nano-level or at a similar length scale. Once the validity of the model is justified, this model
can be extended to multiple pores with changes that can represent these micro-processes more
realistically. These details with places for future improvements are included later in the work.
This helps us understand porosity in material engineering, and AM, and exploit it to our
advantage.
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2. MATERIALS MODELING METHODS
The microscopic understanding of solids requires modeling methods that simulate
processes at the atomic level. Different methods to model solids, along with their detailed
crystalline structures, have been developed. Classical density functional theory, atomistic
molecular dynamics, and phase-field models are few of the best models that can approximately
model a crystalline solid. These methods have been used to study their structural properties and
kinetics or thermodynamics, and more importantly, predict new structures.
Classical density functional theory
Classical density functional theory (CDFT) is a popular theoretical tool used to solve
quantum mechanical problems. It is impossible to solve Schrödinger’s equation for manyelectron systems accurately, with available computing capacity. Alternatively, CDFT is based on
electron density distribution, instead of the many-electron wave function. CDFT hypothesizes
that the electron density sufficiently determines the total Hamiltonian of the system, and it can be
used to study the energetic and equilibrium properties of the classical system [4].
The universal functional F for any system with the electron density n(r) can be written as
F [𝑛(𝑟)] = < Ψ |𝑇 + 𝑈 |Ψ > ,

(2.1)

where Ψ is the ground state wave function, T is the Kinetic energy operator, and U is the
potential energy operator [4]. This is true for any external potential.
For a given external potential v(r), the energy functional may be written as
𝐸[𝑛] = ∫ 𝑑𝑉 𝑣(𝑟)𝑛(𝑟) + 𝐹 [𝑛],

(2.2)

Solving this functional gives all the information about the ground state at zero temperature. The
minimum of the functional is the ground state energy. By considering the significant elementary
contributions, calculations are simplified using Hartree's method [5] to approximate the
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functional, and the potential is changed to an effective potential by considering the electrons to
be non-interacting. The free energy functional used for this approach is written as
1 𝑛(𝑟)𝑛(𝑟 ′ )
𝐹 [𝑛(𝑟)] = 𝑇[𝑛(𝑟)] + ∫
𝑑𝑟𝑑𝑟 ′ + 𝐸𝑥𝑐 [𝑛(𝑟)],
|𝑟 − 𝑟 ′ |
2

(2.3)

where the second term represents the classical expression for the interaction energy, and Exc is
the exchange-correlation energy [6].
Ramakrishnan and Yussouff (1979) introduced the density functional theory of freezing,
where they present a way of obtaining an expression for the ordered parameter for the
thermodynamic potential, and freezing parameters [7]. CDFT is accurate; however, the
computational cost is very high, and it is restricted to smaller systems and very short time scales.

Molecular dynamics
Molecular dynamics (MD) methods have been a powerful theoretical tool to study
relatively larger systems for many decades. MD models have been used to investigate the
microscopic details of molecular processes in various fields of physics and material sciences.
Basically, in an MD model, the interactions of many-body systems, which is represented by a dot
and is subjected to boundary conditions depending upon the geometry or structure of the system,
are solved, and the time evolution of the microstructural system is studied. MD requires a
description of the interparticle interactions to simulate the microscopic behavior of the system.
This is a fundamental part of modeling a system using MD. The particles (usually atoms) in this
model interact with each other via some potential energy function. This potential function can be
either attractive or repulsive. Newton’s equations of motion for a system of interacting particles
with some potential energy is solved numerically, where these forces are summed up, and the net
force is applied upon the atoms in the next time step. Hence, the system evolves, and the
resulting structure and its experimental observables are studied.
6

The accuracy of the potential energy function used in the model determines the accuracy
of the resulting system. Lennard-Jones potential energy is a simple interatomic potential used in
atomic MD simulations where the expression for the potential energy is given as,
𝜎 12
𝜎 6
𝑉 (𝑟) = 4ε [( ) − ( ) ],
𝑟
𝑟

(2.4)

where ε is the strength of the potential, 𝜎 is the finite distance at which the inter-particle potential
is zero, and r is the distance between the particles [8]. The values chosen for ε and 𝜎 represent
certain physical properties of a system. The r-12 is the repulsive term and represents the Pauli
exclusion principle at short ranges, making it strongly repulsive at short distances. The r-6 term
gives the attractive force that acts at a long-range, and it represents the van der Waals forces. The
results from MD simulation using this potential result in a crystalline structure for lower
temperatures and liquid for higher temperatures.
Leonard Jones potential adequately describes some of the experimental properties;
however, it fails to give a realistic description of the crystalline structures and many other
features of the system [8]. Moreover, the bonding pattern changes a lot over time during these
simulations. Hence, various other potential functions have been suggested and used to increase
the accuracy of the model with the computational time traded off. Ab initio quantum mechanical
and empirical potentials provide more accuracy; however, they need a lot of parameters, and the
value of these parameters must be adjusted to the experimental value. Also, using these potential
methods makes it harder to get back the properties of a system to a simple physical structure if
needed [9]. In general, an MD simulation is restricted to small system size and does not exceed a
few tens of thousands, and the simulation time scale is just a few microseconds. Hence it is not
possible to study phenomena that occur over larger diffusive time scales with MD.
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Phase field models
The Phase field model is a powerful model to quantify microstructures and physical
properties at the mesoscale. This model uses a conserved order parameter that is independent of
the temperature and composition of the system and is commonly used to study the phase
behaviors and the growth of a system. It is also used to study the kinetics of a system and permits
coalescence. The new phase field variable allows a system to have liquid regions which can be
undercooled or supersaturated [10]. This model is based on the Ginzburg-Landau theory of phase
transitions. [11].
This model is based on a free energy functional, which includes the ordered parameter
and its spatial derivatives. Usually, a general free energy functional can be written as,
1
𝐹 = ∫ 𝑑𝑉 (𝑓 + 𝜀 2 | ∇φ |2 ) ,
2

(2.5)

where 𝑓 is the free energy density, 𝜑 is the order parameter, and 𝜀 is a constant [12].
The continuity equation for a composition field defined by the difference in local volume
fractions is given by
∂φ
= − 𝛁 · 𝐽⃗,
∂t

(2.6)

𝐽⃗ = − 𝑀 𝛁μ,

(2.7)

where 𝐽⃗ is the local flux of the field φ, 𝑀 is the mobility of the particles and μ is the chemical
potential, which is the change in the free energy functional 𝐹 [𝜑] with change in the
field [12]. It is given as,
μ(φ) =

δ𝐹[φ]
,
δφ

(2.8)

Combining Eq. (2.5) through Eq. (2.8) reduces the equation as
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∂φ
δ𝐹[φ]
= ∇ {𝑀 𝛁 (
)} ,
∂t
δφ

(2.9)

which is the Cahn- Hilliard diffusion equation [13].
Mean-field approximations can be used to examine phase field models theoretically.
Langevin equations derived from the free energy functionals of these models can be integrated
numerically to calculate the approximated value of the ordered field for different phases [14]. A
noise term can be added to the local potential in the equation (2.8) to account for thermal
fluctuations, which is usually present. Phase field models have been commonly used to
investigate the solidification process with the interface kinetics [15], the kinetics of spinodal
decomposition [16], and phase behavior of multiphase systems [11].
Phase field methods may involve one or more order parameters depending on whether we
want multiple fields to exist. This model requires many approximations to describe a solid-liquid
transition. Moreover, these models ignore atomistic detail to make large scale phases and their
structural behaviors to be studied over longer time periods. As these models apply a simplified
coarse-graining approach, this model fails to describe the interatomic properties and the microscale properties of the system.
Phase field crystal models
Elder et al. introduced the phase field crystals (PFC) model as a generalization of the
Swift-Hohenberg model in 2002 [17]. The PFC model produces periodic structures that can be
used to mimic the periodic structures of crystalline solids. The inclusion of periodicity in the
PFC model makes it possible to study elastic and plastic. Free energy functional of the PFC
model is defined as,
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𝐹 [φ] = ∫ 𝑑𝑉 𝑓(φ),

(2.10)

where 𝑑𝑉 is a volume element, 𝑓 is a local free energy density which depends on some
conserved local field φ. There are several formulations of the PFC model. Here, we focus on the
original single-mode PFC model for one-component systems. The free energy of the model is
given by,
1
1
𝐹𝑜 [φ] = ∫ 𝑑𝑉 [ φ{𝑎∆𝑇 + 𝜆(𝑞𝑜 2 + ∇2 )2 }φ + 𝑢φ4 ] ,
2
4

(2.11)

where 𝜆, 𝑎, 𝑢 and 𝑞𝑜 are constants, and ∆T = 𝑇 − 𝑇𝑚𝑒𝑙𝑡 [17]. Rewriting Eq. (2.11) in a
dimensionless form, the equation becomes,
1
1
𝐹[Ψ] = ∫ 𝑑𝑉 [ Ψ{𝑟 + (1 + ∇2 )2 }Ψ + Ψ4 ] ,
2
4
u

(2.12)
1

where 𝐹 = 𝐹𝑜 𝑢/(𝜆2 𝑞𝑜 8−𝑑 ), 𝑟 = 𝛥𝑇𝑎/𝜆𝑞𝑜 4 ) and 𝛹 = φ((𝜆𝑞 4))2 [18]. The evolution of the field
𝑜

and the dynamics of the conserved field Ψ is given by the Langevin equation,
𝜕Ψ
𝛿𝐹[Ψ]
= ∇2 (
),
𝜕𝑡
𝛿Ψ

(2.13)

where δF [Ψ]/δΨ is the functional derivative of F [Ψ] with respect to the field Ψ. Equation
(2.13) does not include thermal fluctuation and is, therefore, a mean-field approximation.
Using Eqn. (2.12), and evaluating the functional derivative with respect to Ψ, Eqn. (2.13) then
becomes,
𝜕Ψ
1
1
= ∇2 { Ψ{𝑟 + (1 + ∇2 )2 }Ψ + Ψ4 }.
𝜕𝑡
2
4

(2.14)

This is the Langevin equation used in the PFC formulation. The fourth-order nonlinear term in
the Langevin equation makes the equation hard to be solved analytically. A mean-field
approximation of the model, assuming a single mode description of the psi-field, leads to the
10

phase diagram in two-dimensions, shown in Fig. 1 [18]. In two dimensions, the PFC model
predicts three phases, corresponding to a stripe (or lamellar) phase, a hexagonal phase, and a
homogeneous phase, with coexisting two-phase regions between the single-phase regions. We
note that the lamellar phase predicted by the PFC model is physically irrelevant. The hexagonal
phase is interpreted as a solid crystalline phase with a triangular lattice. The uniform phase is
interpreted as the liquid phase.

Figure 1: PFC Phase Diagram [18]. ‘Constant’ phase corresponds to the liquid region, the
‘triangular’ phase corresponds to the solid region and the ‘Stripe’ phase corresponds to lamellar
region.
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3. REVIEW OF THE LITERATURE
The main aim of this work is the formulation of a PFC model with a pore, and study how
it affects the kinetics of the phase transitions and alters the rapid solidification process.
Ultimately, this work will add to understanding more about the effects of pores in the
crystallization of atoms and the solidification process. This work can be extended in the future to
give a more realistic understanding of the kinetics of pores in any system. This understanding
awaits application in many fields; Metal Additive Manufacturing as one of the possible areas
where this knowledge can be used and exploited for better use.
Review of publication for the PFC
Single-mode PFC
Elder et al. introduced the original PFC model for the first time in 2002 [17]. This model
uses a simple Swift-Hohenberg (SH) type free energy functional to produce periodic states, and
Langevin equation of motion to govern the evolution of the field. The free energy functional, in
dimensional form, used in this work is given by Eqn. (2.12). The model produces a 2D-phase
diagram with a triangular lattice(solid), constant phase(liquid), and lamellar phase (see phase
diagram Fig. 1). Elder et al. showed that the energy between grains with different orientations
are in close agreement with the theoretical predictions of Read and Shockley [19] closely.
Similarly, the critical height for the misfit dislocations, after which nucleation starts, is found
consistent with the theoretical prediction by Mathews-Blakesless equation [20]. The number of
defects in the system is concluded to decrease logarithmically with time, and the growth of the
grain boundary was studied by calculating the number of defects.
Elder and Grant used this model in several applications, including material hardness,
epitaxial growth, crack propagation, vacancy diffusion constants, and linear elastic constants.
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The PFC approach was found to precisely capture the interaction between dislocations. The
crack propagation in a ductile material is studied, and systems under strain are used to
demonstrate the phenomena. They showed that the nucleation of cracks started from the
dislocations with the largest stress. The effect of grain size on the stress-strain relationship was
also studied, and the yield stress for each strain is found to be inversely proportional to the
square root of the grain size, and as expected, the elastic moduli decrease with increasing grain
radius. Hence, this approach was able to reproduce the inverse Hall-Petch effect [21].
Elder et al. took further steps and presented a work relating the PFC model to the density
functional theory (DFT) of freezing [22]. This work treats PFC as an approximation of DFT, by
relating the correlation functions in the classical density functional theory of freezing to the free
energy functionals of PFC. This connection was then used to devise a simplified free energy
functional for binary alloys. They used their model to study the kinetics of solidification,
spinodal decomposition, and epitaxial growth in anisotropic binary systems. Berry et al. used this
PFC model to study dislocation and grain-boundary melting in 3D in 2008 [23]. This work uses
the model to relevantly capture the behavior of freezing and glass formation in monatomic
liquids. Similarly, the equation of motion is solved using a semi-implicit algorithm, which
increased the computational efficiency compared to the real-space finite difference method [23].
Following the previous work, Tegze et al. used the original PFC model to study the
faceting and branching in a 2D crystal growth around a nucleus in 2011 [24]. The simulations
predict the symbiosis of faceting with two known growth modes. In the slow mode, the system
has to decrease supersaturation and is driven by diffusion, leading to layer-by-layer growth, and
the formation of a depletion layer. In the fast mode, the liquid density is high enough to prevent
the formation of a depletion layer, hence promoting the growth. In 2014, Tang et al. used the
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PFC model to study the transition of the crystal growth of dendrites and crystal shapes around a
nucleus in the co-existence region [25]. Moreover, a phase diagram of crystal growth as a
function of PFC model parameters in constructed, and the relationship between growth pattern
and velocity is established. In 2019, Moats, Asadi, and Laradji used Fourier space formulation to
study the dendritic growth and Ostwald ripening using the PFC model [26]. The results of the
simulation agreed with the experimental data of diffusion-limited growth in microgravity, hence
highlighting and adding to the usefulness of this model.
Multi-mode PFC
The original PFC free energy functional produces stable triangular lattice structures
using a one-mode approximation. Including more-modes gives the freedom to stabilize more
crystalline structures. The free energy functional of the two-mode PFC is given by,
1
1
2
𝐹[Ψ] = ∫ 𝑑𝑉 ( Ψ {𝑟 + (1 + ∇2 )2 [(∇2 + 𝑄1 2 ) + 𝑅1 ]} Ψ + Ψ4 ) ,
2
4

(3.1)

which was introduced by Wu et al. in 2010 [27]. In the equation (3.1), 𝑄1, which is equal to the
ratio of second and first reciprocal lattice wavelength, is equal to 𝑞1 /𝑞𝑜 =√4/3 and 𝑅1 =
𝑟1 /𝑞𝑜 4. This model was introduced to study the FCC ordering. The choice of parameter 𝑟1
provides additional flexibility instability of different crystal structures, with 𝑟1=0 giving the FCC
structure. This work also presents a two-mode phase diagram, which includes regions with the
liquid state, fcc-state, hex-state, bcc-state, stripes as well as bcc-liquid and fcc-liquid
coexistence. However, it was shown later that the equation (3.1) is not minimized with respect to
𝑞 given 𝑅1 is not equal to zero [28].
Asadi and Zaeem modified the equation (3.1) and introduced an additional variable 𝑅𝑜 to
the equation as [28],
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1
1
2
𝐹[Ψ] = ∫ 𝑑𝑉 ( Ψ {𝑟 + (1 + ∇2 )2 [(∇2 + 1)2 + 𝑅𝑜 ] [(∇2 + 𝑄1 2 ) + 𝑅1 ]} Ψ + Ψ4 ) .
2
4

(3.2)

The choice of Ro is determined such that it minimizes the free energy density and adjusts the
relative influence of the two modes. This approach is accurately able to calculate the melting
point, expansion of melting, solid-liquid interface free energy, and surface anisotropy for Fe.
Similarly, Mkhonta, Elder, and Huang proposed a free energy functional with multiple modes in
2013 that produces all five 2D Bravais crystal structures [29].
Metal additive manufacturing
Additive manufacturing (AM) is a method of joining materials to make an object. It uses
digital data from a 3D model created on a computer, and uses it to manufacture objects layer by
layer, hence validating the term ‘additive manufacturing’. AM includes all different types of
materials as an input raw material, which includes metals, polymers, ceramics, composites, and
biological systems. The commercial use of AM has increased over the last two decades.
However, there is still a lot unknown about the materials processed using AM as it goes through
complex thermal processing. According to a review of AM of metals done in 2011 by Herderick,
we need to understand more the relationship between microstructures, processing, and properties
of materials used for AM or AM fabricated parts to be able to utilize AM more [30].
J. Lewandowski and M. Seifi published a work in 2016, where they discussed the
mechanical properties of additively manufactured metallic materials [31]. They collected data
from samples generated using different heating methods in a metal AM which includes various
techniques using powder bed fusion and directed energy deposition. Due to the limited number
of metallic alloy systems available for AM, the samples used to study the mechanical properties
were manufactured using Ti-6Al-4V [31]. This work presents the mechanical properties of the
metallic structures generated depending on their use. However, among many other shortcomings,
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this work mentions the need for additional focus in determining the microstructural features of
the materials used and understand the process-induced and orientational defects of the materials.
This work also indicates the need to develop new alloys and microstructures designed to take
advantage of AM.
Sames et al. presented a review analyzing the strengths and limitations of various metal
AM techniques [32]. This work focuses on the techniques for metal AM and highlights the
common processing defects that occur during and post material manufacturing. Rapid
solidification is an integral part of AM, and this work provides an insightful idea about how the
solidification process affects the engineering process. The estimation of the solidification time
can help predict the nature of grain structure, which defines the mechanical properties of the
material. The impact of rapid solidification is very high on AM processes. Hence, a proper
understanding of the science of solidification can change the efficiency of metal AM. And since
this is a micro-scale phenomenon, PFC modeling is efficient in predicting the microstructures of
the solidified materials and solid-state phase transformations. According to the authors, some
common defects that arise in metal AM are residual stress, cracking, swelling, and delamination.
Cracking in some materials may occur as a result of solidification if the energy supplied is very
high. This happens due to tension between the areas of melt pool that have already been
solidified, and that are yet to be solidified. Cracking may also be the result of the grain boundary
morphology and may depend upon the formation of precipitate phases [32].
Porosity is a common and significant concern in metal AM. Experiments conducted by
Ashton, Wesley and Dixon, where porosity was introduced into aluminum alloy welds by adding
controlled amount of moisture to the argon shielding gas, showed that the tensile strength and
ductility of the weld are significantly affected by porosity, and they concluded that the porosity
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indeed affects the mechanical properties of alloy welds in 1975 [33]. Sames et al. focused on
how porosity arises during various techniques used in AM [32]. There are many factors that lead
to porosity during AM, and since porosity affects the properties of the resulting material,
multiple ways to reduce the occurrence of porosity was discussed in their work. Sanaei et al.
published a work in 2019 studying the variation in defect characteristics within an AM part on a
micro-level [34]. The samples are made from Ti-6Al- 4V, and 17-4 PH were manufactured by
Laser-Power Bed Fusion (L-PBF) technique. Various techniques are used to study the defect
characteristics, and most of them are based on the calculation of volume fraction of porosity, and
the percentage of the porosity. Fig. 2 shows experimental micrographs taken for the pores that
range from a few hundred nanometers to a few micrometers. Sanaei et al. concluded that
porosity is responsible for fatigue cracks and other defects, and intrinsic AM defects are
detrimental to the AM manufactured parts.
There is very little to no understanding of how the porosity affects the mechanical and
other properties, such as solidification at the atomic level. Many studies have shown that the
number of micro-pores can be controlled. However, the formation, size selection, and the
kinetics of these pores remain a mystery. It is interesting to know, for example, if these
micropores are the result of nanopores coalescence. This shows that there is a need to study the
kinetics of pores and how these pores affect the microstructures as well as the macro-properties
of a material. Hence, a PFC model with a pore is developed as a starting point to study the
effects of nanoscale pores and how these pores can affect the formation of grain boundaries.
Since PFC works on diffusive time scales and can simulate a large system of atoms while
retaining atomistic details, it is an effective model for this study.
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Figure 2: SEM images showing gas porosities on a policed surface of an M290 Ti-6Al-4V specimen
[34].
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4. MODEL FORMULATION
The original PFC model is based on a free energy functional that is described in Eqn.
(3.1). As described in Chapter 2, this model produces, in two dimensions, a phase diagram with a
triangular lattice (solid), constant phase (liquid), and lamellar phase. The aim of this thesis is to
extend this to a system that contains a pore and determine how the pore affects the kinetics of
solidification and the phase transition for a certain average density (Ψ) of the material and at a
given effective temperature (r). The free energy functional of the PFC model is then extended to
incorporate a circular pore, and then, the Langevin equation for the conserved field is extracted
and integrated numerically.
Free energy density functional
The free Energy functional of a material with a pore is proposed as:
1
1
𝜒
𝐹[Ψ] = ∫ 𝑑𝑉 [{ Ψ{𝑟 + (1 + ∇2 )2 }Ψ + Ψ4 } 𝑔 + { (Ψ − Ψ𝑜 )2 } 𝑓] ,
2
4
2

(4.1)

where, Ψ is the conserved density parameter, and r is the function of temperature. The second
part of the equation above models the pore in the system. 𝜒 is the immiscibility parameter that
excludes the material from the pore. Ψ𝑜 is the average density within the pore and is the intrinsic
property of the pore. 𝑓 is a function that limits the operation of the PFC part in the equation (4.1)
to outside of the pore, and the operation of the second part of the equation to the inside of the
pore. So, 𝑓 is a function of the radius of the pore. The choice of f determines the shape and size
of the pore. The function 𝑔 is just a complement of f and is related to f by 𝑔 = 1 − 𝑓.
The Langevin equation is defined as,
𝜕Ψ
𝛿𝐹
= ∇2 ( ).
𝜕𝑡
𝛿Ψ

(4.2)

Hence, using the equation of motion, Eqn. (4.2), and calculating 𝛿𝐹/𝛿Ψ from Eqn. (4.1) gives,
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𝜕Ψ
𝜕𝑡

1

1

= ∇2 [((1 + 𝑟)Ψ + ∇2 Ψ + 2 ∇4 Ψ + Ψ 3 ) 𝑔 + ∇2 (gΨ) + 2 ∇4 (gΨ) + 𝜒(Ψ − Ψ𝑜 )𝑓].

(4.3)

Solving this equation numerically simulates a system with a pore that evolves with time. The
numerical and computational method to solve the Eqn. (4.2) is presented in the next section 4.2.
For simplicity, the function f is chosen as a piecewise function for a circular pore as,
0,
3

𝑟 > 𝑟1
2

𝑟 − 𝑟𝑜
𝑟 − 𝑟𝑜
𝑓 = 2(
) − 3(
) + 1,
𝑟1 − 𝑟𝑜
𝑟1 − 𝑟𝑜
{
1,

𝑟 ≥ 𝑟𝑜 𝑎𝑛𝑑 𝑟 ≤ 𝑟1

(4.4)

𝑟 ≤ 𝑟𝑜

where, 𝑟𝑜 is the radius of the pore, and r1 is the length of the interface. This is done to prevent
any discontinuity in f, and the 3rd order polynomial function is chosen in the interface to provide
a smooth transition.

Figure 3: Circular Pore with radius 𝑟𝑜 and interface 𝑟1 − 𝑟0 . 𝑟0 is the radius of the pore and 𝑟1 is the length to
the outside of the interface.

Numerical and computational methods
The complexity of Eqn. (4.3) arises due to the Laplacian operators, and the non-linear
third-order term in Ψ. The main numerical methods for solving this equation, corresponding to
the finite difference, and spectral finite difference methods, are discussed in detail in this chapter.
Moreover, the computer algorithm used to solve the equation using the finite difference method
is explained, along with the computational details of the implementation of the algorithm.
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Finite difference method
The first task of solving the equation is discretizing the field into evenly spaced mesh
points. The mesh points are regularly spaced in 2D, and each of these points has a value of the
order density parameter. The periodic boundary condition is defined on the grid. One should be
careful while defining the distance between the grid points, as it should not be too close or too
far. If the grid points are closer together, it leads to complexity, and if they are further, there are
fewer details, and inaccuracy increases.
In 3D, the Laplacian is defined as,
2
2
2
∇2 = 𝜕 ⁄𝜕𝑥 2 + 𝜕 ⁄𝜕𝑦 2 + 𝜕 ⁄𝜕𝑧 2

(4.5)

Since the system of interest in this study is 2D, Laplacian then becomes,
2
2
∇2 = 𝜕 ⁄𝜕𝑥 2 + 𝜕 ⁄𝜕𝑦 2

(4.6)

The above equation works for a continuous system. Since we are working with a discretized
system, the above equation needs to be discretized. Now,
𝜕Ψ(𝑥) [Ψ(𝑥 + ∆𝑥) − Ψ(𝑥)]
=
𝜕𝑥
∆𝑥

(4.7)

such that ∆𝑥 →0. Taylor expanding Ψ(𝑥 + ∆𝑥) to the first order around ∆𝑥 = 0 and solving it
using the central difference results,
𝜕 2 Ψ(𝑥) [Ψ(𝑥 + ∆𝑥) − Ψ(𝑥)] − 2Ψ(𝑥)
=
𝜕𝑥 2
∆𝑥 2

(4.8)

Following the same procedure in 2D for x and y, and summing them yields the discretized 2D
Laplacian,
∇2 Ψ(𝑥, 𝑦) =
=

𝜕 2 Ψ(𝑥, 𝑦)⁄
𝜕 2 Ψ(𝑥, 𝑦)⁄
+
2
𝜕𝑥
𝜕𝑦 2
[Ψ(𝑥 + ∆𝑥, 𝑦) + Ψ(𝑥 − ∆𝑥, 𝑦) + Ψ(𝑥, 𝑦 + ∆𝑦)] + Ψ(𝑥, 𝑦 − ∆𝑦) − 4Ψ(𝑥, 𝑦)
∆𝑛2
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(4.9)

where ∆𝑛 is the mesh size and is the same in both x and y directions, i.e., ∆𝑛 = ∆𝑥 = ∆𝑦.
If a system is divided into n mesh points, it is divided into a square grid with 𝑁𝑥 points in the
x-direction, and 𝑁𝑦 points in the y-direction, with a spacing of ∆𝑛 in each direction, such that
𝑁𝑥 × 𝑁𝑦 =n. This is used to evaluate the Laplacian at each mesh point 𝑖, which corresponds to a
certain value of x and y by 𝑖 = 𝑥 + 𝑁𝑦 𝑦. Calculating the Laplacian through Eqn. (4.9) at each
mesh, point requires the values at 4 nearest neighbors.
Eqn. (4.9) is a good estimate of the Laplacian for each mesh point, however it is not very
accurate as the accuracy requires the incorporation of change of the Ψ value with respect to as
many points in the system, in compared to just four nearest neighbors. Hence, in order to
increase the accuracy of the Laplacian, we use the following approximation of the Laplacian,
which takes into account next nearest neighbors as well [18],
Ψ(𝑥 + ∆𝑥, 𝑦) + Ψ(𝑥 − ∆𝑥, 𝑦) + Ψ(𝑥, 𝑦 + ∆𝑦) + Ψ(𝑥, 𝑦 − ∆𝑦)
∇2 Ψ(𝑥, 𝑦) = [
2
+

Ψ(𝑥 + ∆𝑥, 𝑦 + ∆𝑦) + Ψ(𝑥 + ∆𝑥, 𝑦 − ∆𝑦) + Ψ(𝑥 − ∆𝑥, 𝑦 + ∆𝑦) + Ψ(𝑥 − ∆𝑥, 𝑦 − ∆𝑦)
4

− 3Ψ(𝑥, 𝑦)] /∆𝑛2 .

(4.10)

This equation uses 8 nearest neighbors instead of just four nearest neighbors used by Eqn. (4.9)
as shown in Fig. 4. The solution of the PFC also requires the calculation of the fourth-order
derivative. The expression for this can be derived in a similar way, as mentioned above Eqns.
(4.4-4.9), where now the next-nearest neighbors are considered along with the nearest neighbors.
However, for simplicity, since ∇4 Ψ = ∇2 ∙ (∇2 Ψ), we can, therefore, calculate the Laplacian at
a point twice in order to evaluate the fourth derivate.
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Once the Laplacians at each mesh point are obtained, the equation of motion, Eqn. (4.3),
can then be integrated using the Euler forward time-stepping method. Once we have the value of
𝜕Ψ/𝜕t value at a time step 𝑡, the value of Ψ at next time step 𝑡 + ∆𝑡 can be calculated as,
Ψ(𝑡 + ∆𝑡) = Ψ(𝑡) + 𝑑𝑡 ∙

𝜕Ψ
𝜕t

(4.11)

This is a real space method to calculate the Laplacian. The mesh size should be reasonably small
for accurate results. Larger mesh sizes lead to sharp changes in the interface gradients; hence, the
system becomes unstable. The calculation of Laplacian requires the change at a value with
respect to all the points in the system; however, this is computational very expensive. This
method is prone to error; however, it is easy to implement and effective enough for the PFC
simulation study.

Figure 4: Grid of meshpoints. 8 nearest neighbor points for the calculation of 𝛻 2 is shown in the grid.
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Spectral finite difference method
The spectral finite difference method uses the properties of Fourier transformation to
compute the Laplacian, and hence solve the complex equation of motion. This method requires a
discretized field with evenly sized mesh points, as well. The data is transformed into Fourier
space, and the Laplacian can easily be calculated.
The Fourier transform of a function is given by
1 ∞
𝑓(𝑡) = √ ∫ 𝑔(𝜔) exp(−𝑖𝜔𝑡) 𝑑𝜔 ,
2𝜋 −∞

(4.12)

where g(𝜔) is the Fourier transform of the function f(t). In the process, the domain changes from
real space (time) to frequency space, also known as Fourier space. For a discretized system, Eqn.
(4.11) changes to
𝑁−1

1
𝑓𝑗 = √ ∑ 𝑔𝑝 exp(−𝑖𝑗𝑘𝑝 ) ,
𝑁

(4.13)

𝑝=0

where 𝑔𝑝 is the discretized Fourier transform of 𝑓𝑗 and 𝑘𝑝 =2πp/N. Hence, as p goes from 0 to N1, 𝑘𝑝 goes from 0 to 2π [34].
The major advantage of using this approach is the accuracy it provides with calculating
Laplacian. Also, the calculation of Laplacian becomes much easier as the power of the spatial
derivatives in real space changes into a multiplication factor in Fourier space. The calculation of
Fourier transforms of the points is a very tedious task. However, we have efficient Fourier
transform software libraries that are available for free and make the computation easier.
The reason this method was not used for the solution of this equation is because of the
occurrence of ∇2 (𝑓Ψ) the term, where 𝑓 and Ψ are both functions of space. Converting these
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terms into Fourier space is tedious and cannot be done with simple methods. Hence, for
simplicity, the real-space finite difference method is chosen for this project.
Computer algorithm
The first task of developing a computer code for this model is to develop a square grid
with even spacing of ∆𝑛 between the mesh points. The periodic boundary condition is defined in
the boundaries to make it a fully interacting system. Initially, the material (outside the pore) has a
uniform density, and the pore has a uniform density, Ψ𝑜 . The Laplacians at each of the points is
calculated first, and then, the Laplacians of the Laplacians are recalculated and stored in a
separate variable, so that we have values of ∇2 Ψ and ∇4 Ψ at each grid point. A part of the Eqn.
1

(4.3) ({(1 + 𝑟)Ψ + ∇2 Ψ + 2 ∇4 Ψ + Ψ3 }𝑔 + 𝜒(Ψ − Ψ𝑜 )𝑓) is then calculated. After that, the
Laplacian of g𝛹 is computed, followed by Laplacian of that Laplacian to calculate
1
2

∇2 (𝑔Ψ) and

1
4

∇4 (𝑔Ψ). Finally, all of these terms are added at each point, and the Laplacian of

the sum is computed to determine the value of 𝜕Ψ/𝜕t at each grid point. Finally, the value of Ψ
at each point is updated using the Euler forward time stepping. These steps are repeated multiple
times, and hence, the system evolves with time until equilibrium is reached. The computer
algorithm is summarized in Fig. 5.
The parameters of this model are Ψ𝑎𝑣𝑔 , r, Ψ𝑜 and 𝜒. The radius of the pore (𝑟𝑜 ) and the
length of the interface (𝑟1 − 𝑟𝑜 ) are indirect parameters, which help determine the size of the
pore, and its interface. The position of the pore is defined in the middle in the system throughout,
so, it is a constant. The function f is calculated once before the start of the loop, and the same
values are used again for each loop. The number of mesh points along each direction N, the time
step ∆t, and the mesh point spacing ∆𝑛 are the numerical parameters, the values of which is set
according to experimental requirements, or previous works.
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Figure 5: Steps for the computer algorithm.

These numerical parameters play an important role in the stability and accuracy of the
calculations. The periodic structures become more well defined for smaller ∆𝑛, as it captures
more interfacial details. It also determines the number of possible lattice sites L for an
equilibrium lattice spacing in one dimension as 𝐴 = 𝑁∆𝑛/𝑎. As ∆t increases, the dimensionless
time t increases with each timestep 𝜏 of the simulation as 𝑡 = 𝜏∆t. A relatively higher value of
∆t fails to capture the changes in the system, and hence this abrupt change makes the system
unstable.
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Implementation of algorithm
A code following the algorithm in section 4.3 is developed. This code computes the
numerical simulations and analyzes the data generated from the equations. This is an iterative
code, which uses one CPU for real space calculation for a 2D system. The code is parallelized
using CUDA to run it on a graphics processing unit (GPU). This makes the code run much faster,
as a GPU contains thousands of stream processors. My code contains 1024 threads per block,
and the number of blocks is 1024. This makes 1024 transformations take place within each
block. This gives us the ability to run the simulations for a much bigger system size with 10242
mesh points for a larger number of time steps in a shorter time period.
The numerical simulations were performed on the Dell computer cluster at the University
of Memphis. The simulations were done on an NVIDIA Tesla V100 GPU card, which contains
5120 CUDA cores. These CUDA cores are stream processors and are independent of each other.
The data sets are transformed by a kernel on every CUDA core, each time the entire mesh is
loaded to perform various transformations. CPU cores have a clock speed of up to 3.7 GHz,
whereas a GPU CUDA core has a clock speed of approximately 1.5 GHz. However, the stream
processors can execute multiple threads simultaneously, offering the performance of up to 100
CPUs in a single GPU. The memory speed with CUDA is slower than a CPU. Hence, doing the
same calculation twice is often sensible than storing it somewhere and using it.
I developed a code to output the density field and view it as a picture. This lets us see the
presence of atoms and liquid around the pore. This helped me draw the phase diagram. A code to
convert the discretized field peaks into atomic position coordinates is used. This code can count
the number of atoms and plot their positions. Mesh spacing determines the size of atoms.

27

The linear system length is taken to be equal in each dimension for simplicity. This also
simplifies other routines that perform the analysis of the code. The simulations are done for a
linear system size of 1024. The equilibrium atomic spacing for a 2D triangular system is 4𝜋/√3.
So, there are about 110 atoms in one dimension for a mesh size of ∆𝑛= 𝜋⁄4 ≈ 0.8. In 2D, this
corresponds to more than 104 atoms. For a lattice constant of 0.1 nm, the 10242 mesh point
system corresponds to an area of 0.01 μm2. Similarly, a radius of 50 units in the simulation
corresponds to a pore of a diameter of 10 nm.
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5. RESULTS AND DISCUSSION
The main aim of this work is to come up with a PFC model with a pore and study the
effects of pores in a thermodynamic system. The work is divided into two parts: Firstly, the
investigation of the validity of the model proposed in Eqn. (4.1) , and secondly, relating the
parameters in the model to a physical parameter. Multiple simulations are performed with
different values of parameters, the system is visualized, and the data is analyzed to investigate
the usefulness of this model. Total minimized free energy of the system, and the pore is then
calculated to find the interfacial energy, and hence, the line tension. The later part of the work
relates the modal parameters to a physical parameter, pressure.
Discussion of the model
The first step to discuss the effectiveness of this model is to understand the model. PFC
models have been used for numerous studies, but this is the first time a pore is incorporated into
a PFC model system. Hence, understanding the significance of the new parameters, 𝜒, Ψ𝑜 , the
radius of the pore, 𝑟𝑜 , and the length of the interface (𝑟1 − 𝑟𝑜 ) that is introduced in this model is
vital. For this, simulations are performed for different values of these parameters. The system is
run until it achieves equilibrium. The code typically runs for a 100 million time-steps, although
the system usually reaches a state of equilibrium after a few million numbers of steps. The mesh
size, ∆𝑛 is taken to be 0.08, and the time step, ∆𝑡 is set to be 0.01 for all the simulations.
The simulations in this work are done for a circular pore. The time evolution of a typical
simulation is shown in Fig. 6, which shows snapshots of the time sequence at different numbers
of time steps. The simulation is done for Ψ𝑎𝑣𝑔 = −0.275, 𝑟 = −0.2, Ψ𝑜 = −0.7, 𝜒 = 10, 𝑟𝑜 =
50 and 𝑟1 = 60. The system has no thermal fluctuations and the value of Ψ𝑎𝑣𝑔 lies in the
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coexistence region at temperature r; hence, we see the presence of both liquid and solid in the
images.
The images show how atoms typically crystallize around a pore from the undercooled
liquid with a given average density outside the pore. Fig. 7(a) shows the increasing number of
crystal atoms from the undercooled liquid in the system with an increasing number of time steps.
The number of atoms increases rapidly, but it eventually becomes constant as the system
approaches equilibrium. The fact that the system reaches a state of equilibrium is verified
through the calculation of free energy at an increasing number of time steps, as shown in Fig.
7(b). The free energy decreases with time and reaches a constant minimum value, and hence a
state of equilibrium. The total free energy of the system and the total number of atoms are
calculated at every 50,000 number of time steps.

Figure 6: Snapshots of the system at different time steps as the system evolves. The simulations were
done in the case of 𝛹𝑎𝑣𝑔 = −0.275, 𝑟 = −0.2, 𝛹𝑜 = −0.7, 𝜒 = 10, 𝑟𝑜 = 50 and 𝑟1 = 60.
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Figure 7: (a) Total number of atoms and (b) Free energy change, with time for the system that evolves in
Fig. 6. The values are calculated at every 50,000 number of time steps.

Figure 8: Density at the points through the middle of the system at y=511 in the x-direction for the final
configuration after 100 million time-steps in Fig. 6.

The density profile of the field through the middle of the system, in this case, y=511, in
the x-direction, is also plotted and shown in Fig. 8. This figure shows fluctuations for places with
atoms and a constant value of density inside the pore. A relatively constant value is expected at
the points where there is a presence of liquid. I expected the value of Ψ𝑜 inside the pore to
31

remain constant with time; however, the simulation shows otherwise. The value of the density
field deviates slightly from the initial value of Ψ𝑜 = −0.7 and reaches Ψ𝑜 = −0.71. This shows
the interaction and passage of materials from the material outside the pore into it and vice versa.
This raises the question of the strength of the interface and the effect this interaction of material
inside the pore with the outside material has on the crystallization process and kinetics of the
system. Hence, to understand this better, the role of parameters on the crystallization should be
well understood.
Role of the parameters
We already have a good idea about the density parameter, Ψ, and temperature parameter,
𝑟 from previous works. The goal now is to understand the newly introduced parameters for the
pore. For this, it is important to run simulations with different values of a parameter while
keeping the other parameters constant. Analysis of the resulting equilibrated system gives us a
better idea of how changing the value of a parameter affects the system, and more specifically,
what it means.
Effect of the average density 𝚿𝒂𝒗𝒈 of the material
Previous studies with the PFC model have investigated the effect of Ψavg on the system
without a pore. For smaller absolute values of Ψavg , the equilibrium state is that of a triangular
lattice, as shown by Fig. 1. As the absolute value is increased, the equilibrium state is that of
coexistence between the triangular phase and a uniform liquid phase. As the value of Ψavg is
further increased, the equilibrium state is that of a liquid.
Simulations are performed for different values of Ψ𝑎𝑣𝑔 in the region outside the pore,
while keeping all other parameters constant. The values chosen for the other parameters are 𝑟 =
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−0.2, 𝜒 = 10, Ψ𝑜 = −0.3, 𝑟𝑜 = 50 and 𝑟1 = 60. The system is run for a 100 million time-steps.
Fig. 9 depicts contains the final configurations snapshots for different values of the Ψ𝑎𝑣𝑔 outside
the pore. The configurations show that the system’s configurations are affected by changes in
Ψ𝑎𝑣𝑔 . As expected, the number of atoms decreases and the total amount of liquid phase is
increased with decreasing Ψ𝑎𝑣𝑔 . The decrease in the maximum number of atoms in an
equilibrated system as the absolute value of Ψ𝑎𝑣𝑔 increases are verified in Fig. 10. Finally,
beyond a certain value of Ψ𝑎𝑣𝑔 , the material remains in the liquid phase, which is consistent with
what we see in a PFC model system without a pore. Hence, this model can produce the solid
phase, the coexistence phase, and the liquid phase. This shows the consistency of the model.

Figure 9: Snapshots of the final configuration after 100 million time-steps for different values of Ψavg. The
simulations were done in the case of 𝜒 = 10, 𝛹𝑜 = −0.3, 𝑟𝑜 = 50 and 𝑟1 = 60.
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Figure 10: Number of atoms in the system for different Ψavg in Fig. 9.

Effect of immiscibility parameter 𝝌
The parameter 𝜒 determines the exclusion of the material from the pore and is, therefore,
a measure of the interfacial strength between the material and the pore. The higher the value of
𝜒, the stronger is the repulsive interaction between the material inside the pore and the material
outside in the system. Hence, one should be careful while choosing the value of 𝜒, as the smaller
value of chi means more passage of materials in or out of the pore, and higher 𝜒 value leads to
instability of the system. We note that the model breaks down for 𝜒 = 0.
Simulations are done for different values of 𝜒, where it is increased from 1 to 35 at
regular intervals of 5. The simulations are performed for constant values of the other parameters:
𝛹𝑎𝑣𝑔 = −0.28, 𝑟 = −0.2, 𝛹𝑜 = −0.3, 𝑟𝑜 = 50 and 𝑟1 = 60. The value of Ψ𝑎𝑣𝑔 lies in the
coexistence region, so we expect to see both solid and liquid in the system. The system
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equilibrates after a few million time-steps. Fig. 11 shows the equilibrated configurations for
different values of 𝜒 after 100 million time-steps.

Figure 11: Snapshots of the final configuration after 100 million time-steps for different values of χ. The
simulations were done in the case of 𝛹𝑎𝑣𝑔 = −0.28, 𝑟 = −0.2, 𝛹𝑜 = −0.3, 𝑟𝑜 = 50 and 𝑟1 = 60.

The final configurations for different values of 𝜒 are very similar. The model becomes
numerically unstable for 𝜒 ≥ 35 for the chosen numerical values of ∆𝑡 and ∆𝑛. Hence, the total
number of atoms in the system as a function of time is shown in Fig. 12 for all considered values
of 𝜒. This figure shows that the number of atoms is maximum for 𝜒=1, and as we increase the
value of 𝜒, the maximum number of atoms start decreasing. However, with increasing values of
𝜒, the number of atoms in the system saturates. This can only happen if smaller values of 𝜒
permits material out of the pore easily, hence increasing the number of atoms outside the pore in
the system. Hence, the density of material inside the pore must decrease as materials flow out of
it. This can be verified by plotting a density profile through the middle of the resulting
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configuration so that we know the density inside the pore. Fig. 13 shows the density profile for
different 𝜒 values. As expected, the density value decreases from Ψ𝑜 = −0.3 to Ψ𝑜 = −0.569 at
the pore for 𝜒 = 1, suggesting the passage of more materials out of the pore into the system. As
the value of 𝜒 increases, the interface becomes stronger and limits the flow of material, and the
density of the pore remains closer to the initial density of the pore, i.e., −0.3. This shows that 𝜒
affects the strength of the interface. Hence, it is related to the interfacial energy, and the surface
tension later in this work.

Figure 12: Number of atoms in the system for different χ in Fig. 11.
Effect of the density inside the pore, 𝚿𝒐
The density inside the pore, Ψ𝑜 is the intrinsic property of the pore. As we move to the left
in the phase diagram, i.e., as we decrease the value of Ψ𝑎𝑣𝑔 it moves from the solid phase to the
liquid phase. So, in principle, as the value of the density is decreased, the material in the pore
becomes more gaseous. Hence, the value of Ψ𝑜 = −0.2 or larger should represent the solid
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material in the pore, and a value of Ψ𝑜 = −0.7 and smaller should represent a gas inside the
pore.

Figure 13: Density profile for y=511 in the x-direction for the final configuration after 100 million timesteps for different χ values.

Simulations are done for different values of Ψ𝑜 , where Ψ𝑜 is decreased from 0 to -1, with
an interval of 0.1. The simulations are performed for different values of Ψ𝑎𝑣𝑔 outside the pore.
The other parameters are kept constant at 𝑟 = −0.2, 𝜒 = 10, 𝑟𝑜 = 50 and 𝑟1 = 60 and the
simulation is run for 100 million time-steps. Fig. 14 depicts the final configuration snapshots for
different values of Ψ𝑜 for each Ψ𝑎𝑣𝑔 . The results are consistent with what we saw before, i.e., as
we decrease the value of the Ψ𝑎𝑣𝑔 for some value of Ψ𝑜 , the number of atoms decreases, and the
amount of liquid in the system is increased. The interesting thing is the increase in the number of
atoms as we decrease the value of Ψ𝑜 . This is verified by Fig. 15, which shows the number of
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Figure 14: Snapshots of the final configuration after 100 million time-steps with different values of Ψo ,
for different Ψavg. The simulations were done in the case of 𝜒 = 10, 𝑟𝑜 = 50 and 𝑟1 = 60.

atoms in the system with time for different Ψ𝑜 values. Moreover, as we decrease the value of
Ψ𝑜 , we see the growth of atoms in a system which equilibrates with a liquid state for bigger Ψ𝑜
values. For instance, Fig. 14 shows that the equilibrated system for Ψ𝑎𝑣𝑔 = −0.285 has
metastable liquid outside the pore for Ψ𝑜 = 0, but the same system undergoes crystallization
around the pore for Ψ𝑜 = −0.2. This shows that the increase in the absolute value of Ψ𝑜 favors
crystallization. This can be explained by the fact that higher absolute Ψ𝑜 value suggests the
presence of gas in the pore. This leads to a higher pressure difference between the pore and the
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outside material, which promotes the crystallization process.

Figure 15: Number of atoms in the system for different 𝛹𝑜 at 𝛹𝑎𝑣𝑔 = −0.285.

Effect of the radius of the pore
We have seen that the pore alters the kinetics of the solidification process. It can also be
concluded that the presence of a pore favors crystallization under suitable conditions. It is then
expected that the size of the pore should as well affect these processes, or in other words, the
radius of the pore, 𝑟o plays a role in the kinetics of crystallization of atoms. Changing the radius
changes the functions f and g, which are both functions of the radius of the pore. This changes
the region for the operation of the PFC part, and the pore part in the equation (4.1).
Simulations were done for different values of radius, corresponding to10, 30, 70, and
100. The simulations are performed for different values of Ψ𝑎𝑣𝑔 outside the pore. Other
parameters are kept constant for these simulations as 𝑟 = −0.2, Ψ𝑜 = 0, 𝜒 = 10, and 𝑟1 = 𝑟o +
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10, and the simulations are run for 100 million time-steps. Fig. 16 depicts the final configuration
snapshots for different values of the pore radius and Ψ𝑎𝑣𝑔 . The snapshots of the final
configurations show that as we decrease the value of the Ψ𝑎𝑣𝑔 for a specific value of the radius,
the amount of solid phase decreases. As we increase the pore radius for a specific value of Ψ𝑎𝑣𝑔 ,
the total amount of the solid phase does not change, as shown in Fig. 17 for systems with Ψ𝑎𝑣𝑔 =
−0.275, and for different values of radii. The snapshots of Fig. 16 demonstrate that small pores

Figure 16: Snapshots of the final configuration after 100 million time-steps with different values of 𝑟𝑜 ,
for different Ψavg. The simulations were done in the case of 𝛹𝑜 = 0, 𝜒 = 10, 𝑎𝑛𝑑 𝑟1 = 𝑟𝑜 + 10.

do not promote crystallization and that the values of Ψ𝑎𝑣𝑔 of the material beyond which
crystallization occurs increases with an increasing radius of the pore. Inspection Fig. 16 shows
that the equilibrated system for Ψ𝑎𝑣𝑔 = −0.285 is in a metastable liquid state for radii 10, 30,
40

and 70. However, the same system experiences crystallization around the pore for a pore radius
of 100. This shows that the increase in the value of radius favors crystallization.

Figure 17: Number of atoms in the system for different 𝑟𝑜 at 𝛹𝑎𝑣𝑔 = −0.285.

Effect of the pore interfacial width, 𝒓𝟏 − 𝒓𝟎
We have concluded in the previous section that the size of the pore plays an important
role in the crystallization process and solidification kinetics of the system. Similarly, the role of
the width of the interface on the system is investigated. Simulations are done for a system with a
pore of radius 50, with no interface length, and then, followed by the interface length of 5, 10,
15, 20, and 25, respectively. The other parameters of the simulation are kept constant for this
study as Ψavg = −0.275, 𝜒 = 10, 𝑟 = −0.2, and Ψo = −0.7. Fig. 18 has the snapshots of the
equilibrated configurations for different values of the interfacial width. The final equilibrated
configurations barely show any effect of the interface length on the system, except for the change
41

in patterns made by the atoms. Hence, graphs of the number of atoms in the final configurations
are plotted with time for different interface widths, as shown in Fig. 19(a). The plot shows that
there is a slight increase in the number of atoms, and therefore the amount of the solid phase
when the interface width is increased from 0 to 25.

Figure 18: Snapshots of the final configuration after 100 million time-steps for different values of ∆𝑟.
The simulations were done in the case of 𝛹𝑎𝑣𝑔 = −0.275, 𝜒 = 10, 𝑟 = −0.2, and 𝛹𝑜 = −0.7.

However, the increase is not significant and can be a result of the larger area available at
the interface with different Ψavg , as the interface has a larger value of Ψavg compared to the
outside. The total average density of the system, hence, must increase for the formation of a few
extra atoms. In order to support this, a graph of the total density of the system is plotted for
different interface widths is shown in Fig. 19(b). This figure shows that the total average density
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of the system indeed increases with increasing interface lengths and validates the increase in the
number of atoms with an increase in the interface width.
Lines of metastability
A normal PFC model without a pore predicts the crystalline solid phase, coexistence
phase, and liquid phase. The phase diagram (Fig. 1) drawn from this model shows the region
after which solidification starts, and we start seeing solid crystals. The solidus line shows the
point to the right of which we see complete crystalline structures. However, for us to be able to
visualize this, we need some random initial thermal fluctuations in the undercooled liquid.
Similarly, we need solid nucleation sites to initiate the crystallization process in the coexistence
region in the system.
We have seen earlier that the pore acts as a nucleation agent of the solid phase with the
given PFC model, without any initial fluctuations. All previous simulations were conducted in
this work without any initial fluctuations. To determine whether the initial randomness plays a
role in the crystallization process, three simulations are done for the same values of parameters,
Ψ𝑎𝑣𝑔 = −0.275, 𝑟 = −0.2, Ψ𝑜 = −0.7, 𝜒 = 10, 𝑟𝑜 = 50 and 𝑟1 = 60. The first simulation has
no initial random noise outside the pore, the second simulation has a density of Ψ = −0.275 ±
0.1, and the third simulation is done with a density of Ψ = −0.275 ± 0.01, such that the average
density is the same in each of these simulations. Fig. 20(a) shows the total number of atoms that
form through crystallization around the pore with time and Fig. 20(b) shows the total free energy
of the system that minimizes with time. The graphs show that the number of atoms independent
of the initial random fluctuation. Similarly, the free energy of the equilibrated system remains the
same, and it does not depend on the initial thermal fluctuations, as expected. Hence, we can
conclude from this that the initial fluctuations do not play any role in the simulations and the
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Figure 19: Total number of atoms and (b) Total density average, with time for different ∆𝑟 values.

Figure 20: (a) Total number of atoms and (b) Free Energy of the system, with time for systems that have different initial
fluctuations.
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pore acts as a nucleation site for the crystallization of atoms of the solid.
The role of different parameters on the crystallization process was discussed in the
previous section. It can be concluded that the radius of the pore and the density of the material
inside the pore plays a significant role in the solidification process. Increasing the absolute value
of the density inside the pore increases the number of atoms in the system. More importantly, it
promotes crystallization around the pore. Increasing the radius of the pore can lead to the
formation of atoms around the pore as well.
There is a point on the phase diagram for each radius and each Ψ𝑜 to the right of which
we see the crystallization of atoms around the pore. As we move to the left of this point on the
phase diagram, we enter a metastability region, where the system remains supercooled. The
system is not fully equilibrated in the liquid phase, but the liquid is metastable. Hence, our task
is to find the point that separates this metastability region from the region where crystallization
occurs. This point is different for different values of radius of the pore and the density of the
material inside it Ψ𝑜 . Similarly, the point changes for different temperatures r. Once the point is
calculated for different temperature values, these points join to form a metastability line on the
phase diagram.
Firstly, the simulations are done for a radius, 𝑟𝑜 =30, and the dimensionless temperature
𝑟 = −0.15. The other parameters are kept constant throughout the simulations to find the
metastability line, and the values for these parameters are chosen as Ψ𝑜 = 0, 𝜒 = 10 and 𝑟1 =
𝑟𝑜 + 10. The simulation is run for just a 100,000 number of time steps, as the goal here is just to
see if crystallization occurs around the pore, and it is not necessary to wait for the system to
equilibrate. Simulations are done by decreasing the Ψ𝑎𝑣𝑔 values from the solidus value, so that

45

we start from the coexistence region. In this case, we started the simulations from Ψ𝑎𝑣𝑔 =
−0.238. Now, the configuration snapshot is seen for the system, and as we see the growth of
atoms around the pore, a new simulation is started with the Ψ𝑎𝑣𝑔 the value decreased by 0.01.
This process is continued until we stop seeing atoms around the pore for a value of Ψ𝑎𝑣𝑔 , and see
metastable liquid in the system. This value of Ψ𝑎𝑣𝑔 is noted as the metastability point. The same
process is continued for different values of temperature, 𝑟 = −0.2 and 𝑟 = −0.25, and the value
of Ψ𝑎𝑣𝑔 at which the system stops seeing atoms and becomes metastable for each temperature is
noted. The starting solidus value, however, changes for each value of temperature, and it is
chosen from the phase diagram. The values of other parameters are kept the same. Joining these
points for different r gives us the metastability line for a radius of 30. Now, the same procedure
is repeated, only this time, the radius value is set to be 70, and 100, which gives us the
metastability line in the phase diagram for these radii respectively. Fig. 21 shows the
metastability lines for different radii.
Similarly, simulations are performed to find the metastability lines for different values of
the density inside the pore, Ψ𝑜 = 0, Ψ𝑜 = −0.3 and Ψ𝑜 = −0.7. The parameter values used in
these simulations are 𝜒 = 10, 𝑟𝑜 = 70 and 𝑟1 = 80. Similar procedure to find the metastability
lines for different radii as discussed above is followed, where the value of Ψ𝑎𝑣𝑔 after which the
system becomes metastable is calculated at different r, for different value of Ψ𝑜 . Joining lines
through these points give us the lines of metastability in the phase diagram for different density
inside the pore, as shown in Fig. 22.
The metastability lines are drawn for different values of radii and Ψ𝑜 on the phase
diagram give us a better idea of the phase diagram with a pore. The plots show us the value of
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parameters for the right of which we can see the crystallization of atoms around the pore.
Moreover, the metastability lines summarize the effect of changing the radius, and the density
inside the pore; Increasing the radius or the absolute value of Ψ𝑜 favors crystallization. A
peculiar thing about the metastability lines for Ψ𝑜 = −0.3 or lesser is that we see the
crystallization of atoms even in the liquid region in the phase diagram. To understand this better,
the effect of changing these parameters on the surface tension is calculated in the next section.

Figure 21: Metastability lines for different radii in the Phase Diagram. The lines are drawn for 𝛹𝑜 = 0,
𝜒 = 10 and 𝑟1 = 𝑟𝑜 + 10.
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Figure 22: Metastability lines for different Ψo in the phase diagram. The lines are drawn for 𝛹𝑜 = 0,
𝜒 = 10 and 𝑟1 = 𝑟𝑜 + 10.

Interfacial energy and line tension
The study of the model parameters helps us obtain a good understanding of the model
and the parameters on the state of the system. However, the important question that arises is what
these parameters represent physically or realistically. One simple approach is to relate these
parameters with the interfacial line tension between the pore and the material that surrounds it.
Since the pore is in contact with the material around it, which may be either liquid or solid, the
atoms or molecules inside the pore attract each other and repel the atoms of the materials that
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surround it. This is what leads to interfacial tension. Realistically, the area of the interface is
decreased to minimize line tension. The calculation of line tension gives us a better idea of how
the parameters are related to the physical properties of a system. M. Oettel et al. introduced a
procedure in 2012, where surface tension, γ, is calculated in a PFC model at the solid-liquid
interface in the coexistence region [35]. The surface tension is given by,

γ=

=

Interfacial Energy
Ω
̅𝑙
̅𝑠
1
Ψ−Ψ
Ψ−Ψ
∫ 𝑑𝑉 [𝑓 − (𝑓𝑠
− 𝑓𝑙
)]
̅𝑠 − Ψ
̅𝑙
̅𝑠 − Ψ
̅𝑙
Ω
Ψ
Ψ

(5.1)

where Ω is the total area of the interface in dimensionless form, f is the free energy density of
the PFC system, 𝑓𝑠 and 𝑓𝑙 are the free energy densities of the crystal line and liquid phases at
̅𝑠 and Ψ
̅ 𝑙 are the average density of
coexistence, respectively [35]. Ψ is the local density, and Ψ
for the crystal line and liquid phases, respectively. In our case, the interfacial tension is then
calculated as,

γ=
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Ψ−Ψ
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)]
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Ψ𝑀 − Ψ
2π ( 𝑜 2 1 )

(5.2)

where f is the free energy density of the PFC system, 𝑓𝑃 and 𝑓𝑀 are the free energy densities of
̅𝑀 is the ordered density
the pore and material, respectively [35]. Ψ is the local density field, Ψ
̅ 𝑃 is the ordered density average of material inside
average for the material outside the pore and Ψ
̅𝑀 (= Ψ𝑎𝑣𝑔 ) and Ψ
̅ 𝑃 (= Ψ𝑜 ). The obtained
the pore. Once a system is equilibrated, f, 𝑓𝑃 , 𝑓𝑀 , Ψ
values of line tension are summarized in Table 1.
In Fig. 23, the interfacial tension in case of Ψ𝑎𝑣𝑔 = −0.285, 𝑟 = −0.2, Ψ𝑜 = −0.3, 𝜒 =
10, 𝑟𝑜 = 50 and 𝑟1 = 60 is shown as a function of time over 100 million time-steps using Eqn.
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(5.2). Fig. 23 shows that the interfacial tension reaches its equilibrium value very quickly.
Hence, for the calculation of surface tension, the simulations were performed over one million
time-steps.

Figure 23: Change of interfacial tension, γ at different time steps. The calculation is done for simulations
done for 𝛹𝑎𝑣𝑔 = −0.285, 𝑟 = −0.2, 𝛹𝑜 = −0.3, 𝜒 = 10, 𝑟𝑜 = 50 and 𝑟1 = 60.

Figure 24: Change of interfacial tension, γ at different time steps. The calculation is done for simulations
done for 𝛹𝑎𝑣𝑔 = −0.275, 𝑟 = −0.2, 𝛹𝑜 = −0.3, 𝜒 = 10 and 𝑟1 = 𝑟𝑜 + 10.
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The interfacial tension should depend on the type of material and the pore details.
However, it should not depend upon the size of the pore. In order to verify this assumption,
surface tension is calculated for different values of radius, corresponding to 10, 30,70, and 100.
The simulations were done for Ψ𝑎𝑣𝑔 = −0.275, 𝑟 = −0.2, Ψ𝑜 = −0.3, 𝜒 = 10. These
simulations are repeated for a different value of Ψ𝑜 = −0.7. The results are shown in Table 1.
Graphs of the interfacial tension for different pore radii for both Ψ𝑜 are shown in Fig. 24. This
graph shows that the interfacial tension is indeed independent or weakly dependent on the radius
of the pore.

Figure 25: Change of surface tension, γ for different 𝜒 values, for 𝛹𝑜 = −0.3 and 𝛹𝑜 = −0.7. The
calculation is done for simulations done for 𝛹𝑎𝑣𝑔 = −0.275, 𝑟 = −0.2, 𝑟𝑜 = 100 and 𝑟1 = 110.

During the model formulation, we hypothesized that the parameter 𝜒 is related to the
immiscibility strength. Hence, interfacial tension should be related to 𝜒. The interfacial tension,
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γ, is then calculated for different value of 𝜒- 1,5,15,20,25 and 30 for the case of Ψ𝑎𝑣𝑔 = −0.275,
𝑟 = −0.2, Ψ𝑜 = −0.7, 𝑟𝑜 = 100 and 𝑟1 = 110. The calculations were made for two different
values of the density inside the pore, Ψ𝑜 = −0.3 and Ψ𝑜 = −0.7 and surface tension values are
summarized in Table 1. Fig. 25 shows the graphs of the change of γ with respect to 𝜒, which is
plotted for both values of Ψ𝑜 . The trend shows us that the surface tension increases sharply for
smaller 𝜒 values, but ultimately, saturates regardless of the value of 𝜒. This graph shows again
that the parameter, 𝜒 , does indeed represent the strength of the immiscibility parameter.

Figure 26: Change of surface tension, γ for different 𝛹𝑜 values, for 𝜒 = 10 and 𝜒 = 20. The calculation is
done for simulations done for 𝛹𝑎𝑣𝑔 = −0.275, 𝑟 = −0.2, 𝑟𝑜 = 50 and 𝑟1 = 60.

It is also interesting to see how the surface tension is related to the density of material
inside the pore, Ψ𝑜 . Surface tension is calculated for different values of Ψ𝑜 : 0, -0.2, -0.4, -0.5, 0.7 and -1. The simulations are done for Ψ𝑎𝑣𝑔 = −0.275, 𝑟 = −0.2, 𝑟𝑜 = 50 and 𝑟1 = 60.
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Surface tension is calculated for 𝜒 = 10 and 𝜒 = 20. Graphs for the change in γ with changing
Ψ𝑜 is then plotted for both values of 𝜒, and is presented in Fig. 26. The graphs show that the
surface tension increases exponentially with an increase in the absolute value of Ψ𝑜 . This infers
that the presence of smaller density inside the pore increases the interfacial energy.
Table 1: Calculation of Interfacial Tension and Pressure Difference for different parameters.

Ψ𝑎𝑣𝑔 = −0.275, 𝑟 = −0.2, 𝑟𝑜 = 50 and 𝑟1 = 60
χ=10
χ=20
Ψo
γ
ΔP
γ
ΔP
0
0.005
0.0002
0.003
0.00012
-0.2 -0.085
-0.0034
-0.057
-0.00228
-0.4
0.241
0.0096
0.267
0.01068
-0.5
0.388
0.0155
0.432
0.01728
-0.7
0.709
0.0283
0.801
0.03206
-1.0
1.540
0.0616
1.816
0.07264
Ψ𝑎𝑣𝑔 = −0.275, 𝑟 = −0.2, Ψ𝑜 = −0.7, 𝜒 = 10
Ψo=-0.3
Ψo=-0.7
Radius,𝒓𝒐
γ
ΔP
γ
ΔP
10
0.321
0.0642
0.697
0.1395
30
0.324
0.0216
0.699
0.0466
70
0.355
0.0101
0.698
0.0199
100
0.378
0.0076
0.701
0.0140
Ψ𝑎𝑣𝑔 = −0.275, 𝑟 = −0.2, Ψ𝑜 = −0.7 , 𝑟𝑜 = 100 and 𝑟1 = 110
Ψo=-0.3
Ψo=-0.7
χ
γ
ΔP
γ
ΔP
1
0.054
0.0022
0.322
0.0129
5
0.248
0.0099
0.563
0.0225
15
0.590
0.0236
0.753
0.0301
20
0.601
0.0240
0.789
0.0316
25
0.639
0.0256
0.783
0.0313
30
0.699
0.0280
0.825
0.0330
The pressure of the pore
There exists a pressure difference between the pore and the material surrounding it. This
is the result of the pressure exerted by the material inside the pore on the outside, and the
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pressure exerted by the material onto the pore. When the pore is in equilibrium with the
surrounding material, the difference in pressure ∆𝑃 is related to the surface tension by the
Thompson-Laplace relation,
∆𝑃 = 𝑃𝑖 − 𝑃𝑜 =

2γ
𝑟

(5.3)

where 𝑟 is the radius of the pore [36]. Positive pressure difference suggests that the pressure
inside the pore is higher than the pressure from the outside; hence, the pore is stable. If ∆𝑃 is
negative, the outward pressure dominated the inward pressure, and the pore becomes unstable.
Surface tension is calculated for different configurations in section 5.4. ∆𝑃 is calculated for all
the surface tension values at the specific radius value, and it is summarized in Table 1.
Fig. 27(a) contains the plot of ∆𝑃 for different values of Ψ𝑜 , which shows that the
pressure difference increases with an increase in the absolute value of Ψ𝑜 . This shows us that as
the density inside the pore decreases, the pressure inside the pore also decreases, hence the
pressure difference of the pore with the outside material increases.
Similarly, Fig. 27(b), which shows the change of ∆𝑃 with 𝜒 shows that the pressure
difference increases sharply initially with an increase in the value of 𝜒, and then becomes
constant. A smaller value of 𝜒 promotes more flow of materials outside the pore, and hence, the
pressure inside the pore is smaller. As the 𝜒 value starts increasing, it limits the flow of
materials, and the pressure inside the pore starts increasing. Hence, ∆𝑃 keeps on increasing until
it reaches the maximum pressure inside the pore. Lastly, the effect of changing the radius on the
pressure difference is plotted and presented in Fig. 27(c). The plot shows us that the ∆𝑃
decreases with an increase in radius. This is obvious as the increase in radius increases the area
of the pore, hence decreasing the pressure of materials inside the pore.
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Hence, the pressure difference is explained by the surface tension between the pore and
the material that surrounds it. The dependence of pressure difference on these parameters
explains the crystallization of atoms around the pore. Pressure difference promotes the formation
of atomic crystals in the system.

Figure 27: Pressure Difference, ∆P for change in (a) Ψo (b) χ (c) radius.
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6. CONCLUSION
PFC models have successfully been used to effectively study the crystallization of atoms,
solidification, phase transition dynamics, interface kinetics, and many other microscopic
phenomena. This work focuses on creating a new PFC model that studies the effect of the
presence of a pore on the crystallization process and the rapid solidification. A free energy
functional that contains a pore in the system is formulated. A C++ parallelized code is developed
to solve the high-order non-linear differential equation. This code is solved used finite difference
real space method, and it is solved on a GPU to speed up the process.
The role of the parameters in the new free energy functional is studied, and the effect of
these parameters on the crystallization process is investigated. Metastability lines are drawn on
the phase diagram, which gives us a better idea of the crystallization process. Simulations are
done to calculate dimensionless surface tension of the pore, and the parameters are connected to
a dimensionless pressure difference inside and outside the pore. The simulations show that
increasing the radius of the pore and decreasing the density inside the pore promotes the
crystallization of atoms around the pore. This relates the model parameters to a thermodynamic
quantity, and it makes the model more realistic. This is the first known model in studying the
effect of a pore on the kinetics of solidification and other processes in this length and time scale.
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7. RECOMMENDATION FOR FUTURE WORK
The model lacks accuracy, and more investigation is needed to understand the
usefulness of the model. Improvements in the model can have a lot of applications. The first step
would be to use Fast Fourier transformations (FFT) to solve the Laplacians in the Fourier space,
which substantially adds to the accuracy of the calculations. This captures more details while
calculating the Laplacian, and it lets us use higher values of the time step, hence allowing us to
make simulations for larger time scales at a shorter period. The change in computational time at
each time step should increase slightly, but there is not possible to predict this time difference
without implementing the Fourier space method.
The second improvement is to have multiple pores in the system and study the effects of
multiple pores on the system. This requires a minor change in the free energy functional, and
hence, some changes in the code. The free energy calculations for a system with multiple pores
compared to the one with a single pore with the same area can help us conclude whether the
system prefers multiple pores or have them coalesce into one single pore. To make this even
more realistic, we can let the size of the pores change with time, and, let the pores move around
in the system. This requires the center of mass for the pore, and the radius to be a function of
time. However, this is a difficult task for various reasons. The choice of the function of the center
of mass for the pore with time, such that the system remains in equilibrium and the PFC still
works on the outside material, can be tough. Similarly, making sure the ordered density
parameter remains conserved as the radius of the pore changes with time is difficult. These
additions to the model make the model more accurate and tell us whether the pores are stable for
given parameters and if they prefer to move closer to each other or repel away. Moreover, it can
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be used to study the kinetics of solidification, material defects, and many other processes, which
can have countless applications in the field of material engineering, and additive manufacturing.
Finally, the third improvement in the work can be to extend the model into three
dimensions. The major challenge in this transition is limiting the extreme use of computer
resources, and the extreme increase of computational time. For instance, for extending a system
size of 10242 mesh points to 10243 mesh points, the system will require 1024 times as much
memory. Similarly, simulation with 10242 mesh points takes about 12 minutes to complete 1
million times of steps. The same simulation in 3D would take about 9 crude days to finish. This
shows that running a simulation for a reasonable system, for a reasonable time period, can be
very time-consuming. This demands a change in the efficiency of the program, as a slight change
in the computational time during each time step can save the total simulation time significantly.
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