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Abstract— Deep Neural Networks trained in a fully super-
vised fashion are the dominant technology in perception-based
autonomous driving systems. While collecting large amounts of
unlabeled data is already a major undertaking, only a subset of
it can be labeled by humans due to the effort needed for high-
quality annotation. Therefore, finding the right data to label has
become a key challenge. Active learning is a powerful technique
to improve data efficiency for supervised learning methods, as
it aims at selecting the smallest possible training set to reach
a required performance. We have built a scalable production
system for active learning in the domain of autonomous driving.
In this paper, we describe the resulting high-level design, sketch
some of the challenges and their solutions, present our current
results at scale, and briefly describe the open problems and
future directions.
I. INTRODUCTION
Deep Neural Networks (DNNs) trained in a fully super-
vised fashion are the dominant technology in perception-
based autonomous driving systems. The performance of these
DNNs hinges on the amount and quality of data used to
train them. Therefore, having a large and diverse training
dataset that covers all relevant scenarios is key to achieve
the accuracy implied by safety-critical operation.
Active learning is a powerful technique to improve data
efficiency for supervised learning methods. The key idea
behind active learning is that a machine learning algorithm
can achieve greater accuracy with fewer training labels if it is
allowed to choose the data from which it learns [1]. Figure 1
shows an outline of an active learning loop. In each iteration,
the size of the dataset used to train a machine learning model
is increased by labeling new data selected from a pool of
unlabeled data. Crucially, in the query phase, the model
is “actively” involved in choosing which images to label,
e.g., by selecting images that cause the highest uncertainty.
This has two potential advantages. First, automation: the
decision about which images to label would otherwise need
to be (largely) done manually, which can be labor intensive.
Second, performance: by involving the model in building
the training dataset, it may be possible to achieve higher
performance with fewer data samples, e.g., the model may
choose images it learns most from– something often difficult
for a human.
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Fig. 1. Active learning loop diagram. At each iteration, the scoring function
and sampling strategy in the query step decide which images should be sent
to labeling and added to the training dataset for further training.
While there have been emerging efforts to improve deep
active learning for classification [1], [2], [3], [4], [5], little
attention has been given to active learning for DNN-based
object detectors, a key ingredient in any autonomous driving
system. In addition, none of these active learning for deep
object detection works are at the right scale for production-
ready systems.
We have built a scalable production system for active
learning in the domain of object detection for autonomous
driving. The core of our system is an ensemble of object
detectors providing potential bounding boxes and probabil-
ities for each class of interest. Then, a scoring function is
used to obtain a single value representing the informativeness
of each unlabeled image. Finally, we sample images from
the unlabeled pool on the basis of their score and label
the selected images. In this paper, we provide a high-level
overview of our system as well as a description of the main
challenges of building each component.
In contrast to related works in this area, we work with
unlabeled data at scale and “in the wild” and we provide
an exhaustive set of experiments to compare the different
possibilities of each component in our system. Typical object
detection research datasets make it possible to simulate the
selection from a pool of at most 80k images (e.g., MS
COCO). These images have already been pre-selected for
labeling when the dataset was created, and thus contain
mostly informative images. In one of our experiments, we
select from a pool of 2 million images stemming from
recordings collected by cars on the road, so they contain
noisy and irrelevant images. A smart selection to drill down
to relevant images is absolutely required in this case.
We start by summarizing related works in Section II. Then,
in Section III, we describe the active learning methodology
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we chose and the different options available for each com-
ponent. In Section IV, we present the experiment setup, and
discuss our results. Finally, in Section V, we describe an
active learning A/B test for object detection in a production-
ready system and discuss the outcomes.
II. RELATED WORK
Active learning aims at finding the minimum number
of labeled images to have a supervised learning algorithm
reach a certain performance. The main component in an
active learning loop is a scoring function which ranks the
informativeness of new unlabeled data. That is, if a data
point needs to be labeled and added to the training set.
Most active learning works are focused on image classifi-
cation either using classical learning approaches [1] or deep
neural networks [2], [4], [5], [6], [7], [8], [9], [10]. For the
latter, a powerful and successful approach for deep neural
networks to estimate the informativeness of images is based
on ensembles [4], [5]. Different models in an ensemble of
networks are trained independently and are combined to
assess the uncertainty of the sample. Ensembles are easy
to optimize and fast to execute and have been widely used
for classification [4], [5], [2].
There are very few works of deep active learning for
object detection. Roy et al. [11] use a query by committee
approach and the disagreement between the convolutional
layers in the object detector backbone to query images.
Brust et al. [12] evaluate a set of uncertainty-based active
learning aggregation metrics that are suitable for most object
detectors. These metrics are focused on the aggregation of the
scores associated to the detected bounding boxes. Kao et al.
[13] propose an algorithm that incorporates the uncertainty
of both classification and localization outputs to measure
how tight the detected bounding boxes are. This approach
computes two forward passes, the original image and a
noisy version of it, and compares how stable the predictions
are. Desai et al. [14] combine active learning with weakly
supervised learning to reduce the efforts needed for labeling.
Instead of always querying accurate bounding box annota-
tions, their method first queries a weak annotation consisting
of a rough labeling of the object center, and move towards
the accurate bounding box annotation only when required.
The results on the standard pool-based active learning setting
show promising results in terms of the amount of time saved
for annotation. More recently, Aghdam et al. [15] propose
an image-level scoring process to rank unlabeled images for
their automatic selection. They first compute the importance
of each pixel in the image and aggregate these pixel-level
scores to obtain a single image-level score.
All these methods show promising results using different
object detectors on relatively small datasets such as PAS-
CAL VOC and MS-COCO. However, their experiments are
focused on the early stage of the active learning process, and
therefore consider only small dataset sizes (from 500 up to
3500 images in the case of PASCAL VOC). In general, once
the number of training images increases, the improvement
of those approaches becomes marginal, as it occurs for
instance in [13] with MS-COCO where the training set
size reaches 9000 images. In contrast, in this paper, we
scale the process starting with at least 100k images and
increasing the number of images by 200k in each iteration.
Our extensive experiments show the benefits of using active
learning for deep object detection within this setting. In
addition, we show improvements in a production-like setting,
where active learning is used to sample new images from a
set of unlabeled data containing more than 2M images.
III. SCALABLE ACTIVE LEARNING FOR OBJECT
DETECTION
In this section, we describe several active learning tech-
niques that can be applied for object detection and that scale
to the dataset sizes we consider in our experiments.
The outline of our active learning framework is shown
in Fig. 1. As shown, given a labeled dataset, we initially train
one (or more) object detectors which we then use to query
from the unlabeled dataset. For querying, we distinguish
two phases: scoring and sampling. During scoring, a single
individual score per image is computed giving its informa-
tiveness. During sampling, a batch of images is selected
for labeling, potentially (but not necessarily) making use
of the computed informativeness score but also encouraging
diversity in the selected batch.
In the next subsections, we first describe a set of scoring
functions followed by the sampling strategies we considered.
A. Scoring functions
The goal of the scoring function is to compute a single
score per image indicating its informativeness. In this work,
we assume the object detector outputs a 2D map of proba-
bilities per class (bicycle, person, car, etc.). Each position in
this map corresponds to a patch of pixels in the input image,
and the probability specifies whether an object of that class
has a bounding box centered there. Such an output map is
often found in one-stage object detectors such as SSD [16]
or YOLO [17].
In our experiments, we empirically evaluate the following
scoring functions:
Entropy. We can compute the entropy of the Bernoulli
random variable at each position in the probability map of a
specific class. This entropy is computed as follows:
H(pc) = pc log pc + (1− pc) log(1− pc), (1)
where pc represents probability at position p for class c.
Mutual Information (MI). This method makes use of an
ensemble E of models to measure disagreement. First, we
compute the average probability over all ensemble members
for each position p and class c as:
pc =
1
|E|
∑
e∈E
p(e)c . (2)
where |E| is the cardinality of E. Then, the mutual infor-
mation is computed as:
MI(pc) = H(pc)−
1
|E|
∑
e∈E
H(p(e)c ), (3)
Fig. 2. Scoring functions output a 2D-map representing the informativeness
score at each pixel and for each class. These scores are then aggregated to
provide a single value per image.
MI encourages uncertain samples with high disagreement
among the ensemble models to be selected during the data
acquisition process.
Gradient of the output layer (Grad). This function mea-
sures the uncertainty of the model based on the magnitude
of “hallucinated” gradients [18]. Specifically, the predicted
label y˜ is assumed to be the ground-truth label yˆ. Then, the
gradient for this label can be computed and its magnitude is
used as a proxy for uncertainty. Samples with low uncertainty
will produce small gradients. As an extension, by using an
ensemble, we associate to each image a single score based
on the maximum or mean variance of the gradient vectors.
Bounding boxes with confidence (Det-Ent). We assume
the final predicted bounding boxes of our detector have an
associated probability. This allows to compute the uncer-
tainty in the form of entropy for each bounding box. We can
then apply the same aggregation methods described below
to derive a single score per image.
Examples of informativeness maps overlapped on the
original image are shown in Fig. 2. For a detailed theoretical
analysis of these functions, we refer the reader to [7].
1) Score Aggregation: There are multiple options to
aggregate the scores obtained via the techniques above. We
experiment with two popular approaches such as taking the
maximum or the average1. For the maximum, the score is
defined as:
s = max
c∈C
max
p
I(pc). (4)
Taking the maximum can be prone to outliers (since the
probability at a single position will determine the final score),
whereas taking the average is biased towards images with
many objects (since an image with a single high uncertainty
object might get a lower score than an image with many low
uncertainty objects).
B. Sampling strategies
In this step, the goal is to select a batch of N samples for
annotation from the unlabeled dataset Xu. The most common
approach uses only the informativeness score computed in
the previous step, for instance, by selecting the top N scoring
images for labelling.
1As an exception, we use sum instead of average, for aggregating entropy
when used with Det-Ent.
One issue with sampling strategies based only on in-
dividual image informativeness is that they are prone to
rank similar images, e.g. consecutive images in a sequence,
similarly high. This potentially wastes training and labeling
resources, especially in autonomous driving settings where
images come from recorded video sequences. Therefore, the
next sampling strategies we consider use the informativeness
score from the previous step but in addition (or exclusively)
encourage diversity of the selected batch.
For the diversity-based methods, we proceed in three steps:
First, extract image embeddings for all the unlabeled samples
(i.e., mapping an image to a feature vector). For instance,
we use embbedings obtained from the final layer of the
backbone. Then, we compute a similarity matrix D based
on euclidean distance, dij = ‖ei − ej‖22, as well as cosine
similarity dij = eiej/‖ei‖22 ‖ej‖22.
Based on the similarity matrix, we consider three sampling
strategies:
k-means++ [19] (KMPP) is an algorihtm used to provide
an initialization for the centroids in the popular k-means
algorithm [20]. This initialization works as follows:
• Randomly select the first centroid c0 from the available
data X and add it to C, the centroid set.
• For each data point x ∈ X \ C, compute its distance to
the nearest centroid dmin(x) = minc∈C d(x, c).
• Add a new centroid ci to C by randomly choosing
x ∈ X \ C according to a probability distribution
proportional to its distance and uncertainty score s(x),
i.e., p(x) = s(x)dmin(x)/
∑
x∈X s(x)dmin(x). That is,
the point having maximum distance from the nearest
centroid and the highest uncertainty is most likely to be
selected next as a centroid.
Repeat steps 2 and 3 until N centroids have been sampled.
Core-set (CS) is the subset of data points that best covers
the distribution of a larger set of points. In the context of
active learning, a core-set approach was initially proposed
in [8]. We leveraged the greedy implementation of their
algorithm where the centroid ci is chosen at each iteration
according to:
ci = argmax
x∈X
min
c∈C
s(x)d(x, c). (5)
Similarly to k-means++, we weight the distance by the
uncertainty score of each sample.
Sparse Modeling (OMP) [21] aims at combining uncer-
tainty and diversity using sparse modeling in the sample
selection process. More precisely, the algorithm finds a
sparse linear combination to represent the uncertainty of
unlabeled data where diversity is also incorporated. The goal
is to select N samples that can cover the information of the
data pool as much as possible.
x˜ = min
x
‖Dx− s‖2 ,
s.t. ‖x‖0 = N,0 ≤ x ≤ 1.
(6)
Intuitively, the optimal solution x˜ is a modified uncertainty
score where N scores are re-ranked and the rest are set to
zero. In addition, this formulation encourages that samples
with high similarity are not selected at the same time: if two
samples are similar and both are selected, that would lead to a
heavy penalty in the loss function. This optimization problem
can be solved in a similar way to orthogonal matching
pursuit [22]. Specific details for solving this problem can
be found in [21].
IV. EXPERIMENTS
In this section, we provide an exhaustive evaluation of
different scoring functions and sampling methods. We then
compare active learning to random data selection over mul-
tiple learning loops. Below, we first detail the experimental
settings and then, we discuss our results.
A. Experimental Setup
For our experiments, we use an internal large scale re-
search dataset consisting of 847k and 33K images for training
and testing, respectively. Each image is annotated with up to
5 classes: car, pedestrian, bicycle, traffic sign and traffic light.
Unless otherwise specified, we initially train an ensemble of
6 models using a random subset of 100K training images. We
use the ensemble to score the remaining training images and
select images in batches of N = 200K images. We add the
new set of annotated images to the training set so far and train
a new model from scratch on this data. We repeat scoring,
selecting, and retraining until the entire dataset is selected.
Each of the members of the ensemble is a one-stage object
detector based on a UNet-backbone. For the evaluation, we
consider the performance of a single model and report the
weighted mean average precision (wMAP) which averages
MAP across several object sizes.
B. Results
1) Scoring functions: In this experiment, we compare
the results of using the five scoring functions defined in
Section III-A to random sampling. For each function, we also
evaluate the influence of different score aggregation methods.
For comparison, we also provide results obtained using
MI with MC-Dropout [6]. MC-Dropout obtains multiple
predictions based on masks generated in the dropout layers.
The main idea is to maintain Dropout active at test time,
so each forward pass uses a different dropout-mask, and
therefore gives a different prediction. For T forward passes,
we can then compute mutual information as coming from an
ensemble of T models.
Table I shows the summary of these results. As shown,
among functions based only on the confidence map, Entropy
using average aggregation and Mutual Information using
Max are the ones yielding best performance. Det-Ent, the
method combining confidence and bounding boxes outper-
forms all the others. However, as shown in Table I, Det-
Ent is biased towards images containing large number of
objects, and therefore the cost of labeling increases. Taking
the labeling cost into account, MI using Max seems to
provide the best trade-off.
2) Data Sampling: We now focus on analyzing four
sampling strategies using only the informativeness score
of unlabeled images. In particular, we evaluate top-N and
bottom-N which select the most and least uncertain samples
respectively; top-N/2-bottom-N/2 which is a combination of
both and, top-third as a combination between most uncertain
and slightly easier samples.
As shown in Table II, the performance increases as the
number of difficult examples in the selection increases.
The best performance is obtained selecting only the most
uncertain samples (top-N). Therefore, for the rest of the
experiments, we use top-N as reference for a pure score-
based sampling strategy.
We now focus on analyzing the sensitivity of one sin-
gle active learning loop with respect to using diversity-
promoting sampling methods. To this end, we consider
the same backbone and initial training set as in previous
experiments. However, due to the computational limitations
of OMP, we limit the sampling batch size to N = 10k.
We use two different methods to compute the embeddings
of unlabeled data: DN and VGG. The former uses the same
object detection backbone used previously. The latter uses
a VGG network pre-trained on Imagenet. In both cases, we
apply global average pooling on the spatial axes of the final
convolutional layer of these backbones to obtain 160D and
512D embeddings for DN and VGG, respectively. We also
compare Euclidean and cosine metrics for measuring the
distance between two embeddings.
Table III summarizes our results using KMPP, OMP and
CS and compares them to top-N and random sampling. As
shown, there are variations in the effect of the metric used
(cosine vs Euclidean) although those depend on the method.
Nevertheless, in general, adding diversity consistently out-
performs random sampling. In addition, diversity used with
the appropriated metric outperforms top-N sampling and
improves performance by up to 0.95% and 1.5% compared
to top-N and random sampling, respectively.
3) Active Learning vs Random: In this last experiment,
our goal is to analyze the performance of an object detector
when it is trained using several consecutive iterations of the
learning loop and compare the performance between actively
selecting data and random selection. To this end, we use the
same backbone as in the previous experiments trained using
the same initial 100k labeled images. Then, we iterate 3 times
selecting 200k images in each iteration. We use max-MI as
acquisition function and, due to computational limitations,
we use top-N as sampling strategy.
For active learning (AL), we also consider the case where
sampling is performed not only over the unlabeled data [Xu]
but also over the data previously used for training. That is,
the acquisition function is applied to [XuXl]. In this case, the
selection could lead to repeated samples, but is potentially
beneficial for training the model as the number of samples
considered difficult for the model is increased, while the
annotation costs are reduced as these repeated samples do
not need annotation.
Table IV shows the summary of our results for this
TABLE I
COMPARISON OF SCORING FUNCTIONS AND SCORE
AGGREGATION METHODS TOGETHER WITH THE AMOUNT
OF BOUNDING BOXES PRODUCED BY EACH METHOD.
wMAP # BBoxes (M)
random 73.36 3.70
MC-Dropout [6] 71.98 3.10
Entropy Max. 75.21 5.30Avg. 73.53 6.82
Grad Max. 74.98 6.42Avg. 74.72 4.18
Det-Ent Max. 74.40 6.90Sum. 75.71 7.11
MI Max. 75.30 4.77Avg. 74.86 6.03
TABLE II
COMPARISON OF SAMPLING
STRATEGIES USING ONLY THE
INFORMATIVENESS OF
IMAGES.
wMAP
top-N 75.30
top-third 74.79
top-N/2-bottom-N/2 74.02
bottom-N 68.01
TABLE III
COMPARISON OF DIVERSITY-PROMOTING
SAMPLING STRATEGIES.
wMAP
random 69.70
Top-N 70.38
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1 300k AL
[XuXl] 61.8 91.7 72.0 56.8 71.9 70.8 277k
Xu 62.0 91.9 72.5 55.8 72.1 70.9 300k
random Xu 54.4 91.9 68.1 54.5 69.5 67.7 300k
2 500k AL
[XuXl] 62.6 91.7 73.6 57.9 73.7 71.9 355k
Xu 61.0 91.8 70.0 57.3 72.4 70.5 500k
random Xu 56.8 92.2 68.4 54.6 70.5 68.5 500k
3 700k AL
[XuXl] 65.3 91.9 74.7 58.9 75.3 73.2 402k
Xu 58.0 91.8 69.1 57.0 71.8 69.5 700k
random Xu 56.5 92.3 69.5 56.4 71.2 69.2 700k
– 850k full dataset 55.6 92.3 69.2 56.5 71.6 69.0 850k
experiment. As a reference, we also include the performance
of the model trained using all the data available. As we
can see, active learning consistently outperforms random
sampling and even improves accuracy compared to training
the model with the entire dataset. Interestingly, including
previous training data for sampling ([XuXl]) leads to slightly
better results with a significant reduction in the number of
images to be labeled. For instance, in the third iteration we
obtain a 5% and 5.5% relative improvement compared to Xu
and random respectively while annotating only 42% of the
data (compared to random).
V. ACTIVE LEARNING FOR OBJECT DETECTION: AN A/B
TEST
We finally focus on evaluating active learning in an au-
tonomous driving production-like setting with a large amount
of unlabeled data. Given a reference model, our goal is to
find the right training data to improve night-time detection of
Vulnerable Road Users (VRU) such as pedestrians and bicy-
cles/motorcycles. Bad illumination and low contrast makes
this a challenging setting not only for DNNs but also for
the humans in charge of the annotation process. In this
experiment, we use our active learning process described
above to select the data to be labeled and compare this
selection to one done manually by human experts.
A. Experimental setup.
We use the same single shot object detection architecture
as in the previous experiments, and we train the reference
model on the same internal research dataset of 850k images
we used in section IV. This dataset contains only few night-
time images with bicycle and person exemplars. Then, we
use an ensemble of eight models to compute the score
on a large pool of unlabeled data. This pool of unlabeled
data consists of 2M night-time images shortlisted using
acquisition metadata. After applying the acquisition function,
we selected the top 19k images in a round-robin fashion over
our two classes of interest (person and bicycle).
We compare the active learning selection to a selection
done manually of the same size. That is, images are first
selected based on metadata (e.g. to find night images), and
then, the most “helpful” images are manually selected for
the problem at hand by human experts. We expect such a
manual selection to be better than a random selection, but it
might miss data that the model has trouble with. In addition,
it is difficult to scale and error-prone.
For evaluation, we follow a cross-validation approach to
evaluate specifically the performance for bicycle and person
at night-time, and repeat the experiments three times. From
each newly labeled image set (19k each from manual and
active learning selection), we split off (additional) training
and test sets in a 90/10 ratio three times. Below, we report
the performance of models trained using the training portion
of the split and our initially labeled training data. In addition,
we evaluated the newly trained models on the test set used
in the previous section, verifying they all provide a similar
performance compared to the reference model. This suggests
that the initial test set does not capture all possible real-world
conditions.
B. Results
Table Va shows the relative performance over the refer-
ence model on the test data resulting from combining the
test sets from manual and actively selected data. As shown,
both manual and active learning selection improve over the
reference model. That is, adding additional data targeting
specific failures leads to performance improvements. For the
person class, the data selected by active learning improves
weighted mean average precision (wMAP) by 3.3%, while
manually selected data improves only by 1.1%, which means
the relative improvement by AL is 3×. For the bicycle class,
the AL-selected data improves wMAP by 5.9%, compared
to an improvement by 1.4% for manually curated data, i.e.,
TABLE V
MEAN AVERAGE PRECISION EVALUATED ON: A) BOTH MANUAL AND
ACTIVE LEARNING TEST DATA. B) MANUAL TEST DATA ONLY.
Manual and AL test data Manual test data only
Manual Active Learning Manual Active Learning
bicycle +1.36 +5.94 +2.28 +3.18
person +0.74 +3.28 +1.28 +1.35
car +0.62 +1.07 +0.58 +0.28
(a) (b)
AL-selected data gives a relative improvement of 4.4×. This
confirms that AL-selected data performs significantly better
on a test set for bicycle and person classes at night, the main
goal of this data selection.
In addition, to remove the bias due to the selection method,
we provide the evaluation of both methods using only test
data from the manual selection process. Results of this
comparison are summarized in Table Vb. In this case, for
bicycle objects, the improvement due to active learning data
is significantly higher (3.2% vs 2.3%), while performing on
par for persons and cars. These results demonstrate that the
data selected by active learning is at least as good as manu-
ally curated data, even when testing exclusively on manually
selected data. Qualitative examples of selected images using
our active learning approach are shown in Fig. 3. As shown,
these selected frames are highly informative, while manual
selection typically resort to selecting sub-sequences of many
images within a video sequence.
Both methods selected the same amount of data for
labeling. Interestingly, the labeling costs for both methods are
similar (within 5%, measured via annotation time). However,
comparing the number of objects in each dataset, we observe
that the number of objects selected by our active learning
approach is around 12% higher. The selection done via active
learning also contains more person and bicycle objects, while
fewer car and other objects. Therefore, we can conclude that
the data selected by our approach is more directed to the
problem at hand.
From these results, we can conclude that our approach
shows a strong improvement from data selected via active
learning compared to a manual curation by experts.
VI. CONCLUSIONS
Collecting and annotating the right data for supervised
learning is an expensive and challenging task that can sig-
nificantly improve the performance of any perception-based
autonomous driving system. In this paper, we described our
scalable production system for active learning for object
detection. The main component of this system is an image-
level scoring function that evaluates the informativeness
of each new unlabeled image. Then, selected images are
labeled and added to the training set. We first provided a
comprehensive comparison of different scoring and sampling
methods, and then used our system to improve the accuracy
for night-time and vulnerable road users in a production-
like setting. Our experimental results show very strong
performance improvements for the automatic selection, with
up to 4× the relative mean average precision improvement
compared to a manual selection process by experts.
Fig. 3. Representative examples of images selected via active learning. Our
system is able to select difficult images for training including low contrast
(top-left), hard lighting conditions (top-right), truncation and occlusions
(bottom-left), and rare cases (bottom-right).
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