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Abstract Pengenalan  sinyal  suara  sudah dilakukan  sejak  tahun 1950  an,  dengan  tataran  fonologi  terkecil  yakni
fonem. Penelitian ini mengambil pengenalan fonem vokal sebagai objek penelitian. vokal bahasa jawa mataraman
memiliki sembilan jenis fonem yaitu ’I’, ‘I’, ‘e’ , ‘ᵋ’ , ‘ᵓ’, ‘a’, ‘o’, ‘u’, and ‘U’.
Penelitian ini mengaplikasikan analisis Linier Predictive Coding untuk mengekstraksi ciri­ciri penting dari
setiap sinyal suara, dan Hidden Markov Model untuk pelatihan dan pengenalan Ekstraksi ciri dari  setiap sinyal.
Ekstraksi ciri menghasilkan sembilan elemen untuk setiap sinyal berupa koefisien cepstral. Setiap hasil ekstraksi
ciri dilakukan pelatihan dan pengujian menggunakan metode hidden markov model dengan sembilan state yang
merepresentasikan sembilan fonem vokal.
Hasil penelitian pengenalan sinyal fonem vokal menghasilkan tingkat akurasi mencapai 39 persen untuk percobaan
sebanyak Sembilan puluh Sembilan data training..
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I.     PENDAHULUAN
[1]
Pengenalan  ucapan  oleh  manusia  terbentuk  sejak  lahir  yaitu  ketika  manusia  mampu  untuk  mendengar  dan
mengeluarkan  bunyi.  Proses  ini merupakan  proses  pembelajaran mengenal  ucapan.  Struktur  pengenalan  ucapan
manusia memiliki sistem informasi yang baik untuk mengenali pola[1].
Objek penelitian diambil dari struktur bahasa jawa murni yaitu bahasa jawa mataraman. Dialek bahasa jawa baku
yang memiliki sembilan fonem vokal yaitu  ’i’, ‘I’, ‘e’ , ‘ᵋ’ , ‘ᵓ’, ‘a’, ‘o’, ‘u’, and ‘U’. berbeda dengan vokal bahasa
indonesia yang memiliki lima fonem yaitu ‘a’, ‘e’, ‘i’, ‘o’, dan ‘u’ [2].
Kekhasan fonem vokal yang dimiliki oleh dialek bahasa jawa mataraman adalah sebagai berikut[3]:
a.      Fonem /i/ berposisi sebagai suku akhir tertutup [I], namun dalam dialek lain diucapkan [i] (dialek banyumas)
dan [a] (dialek Pesisir Utara­Tengah).
b.      Fonem /u/ berposisi sebagai suku akhir tetutup [U], tetapi dalam dialek lain diucapkan [u] (dialek banyumas)
dan [o] (dialek Pesisir Utara­Tengah).
c.       Fonem /a/ berposisi sebagai suku akhir tertutup [a], sedangkan pada suku akhir terbuka [ᵅ][6]
 
Perbedaan jumlah fonem disebabkan oleh artikulasi bunyi bilabial, dental, retrokflels, palatal, dan velar. Masing­
masing merupakan kombinasi alat ucap manusia.[4]
 
II.     METODE YANG DIUSULKAN
 
A.     Linier Predictive Coding
Metode LPC berfungsi sebagai ekstraksi ciri dalam pengolahan sinyal digital. Secara garis besar, LPC delapan
bagian sebagai berikut[1] :
a. Pre Emphasis
Proses  filterisasi  sinyal  ucapan  dengan  memasukkan  sinyal  s(n)  kedalam  filter  FIR(ordo  satu)  untuk
meratakan sinyal.
 
b. Windowing
Konsep penjendelaan (windowing) dalam  metode LPC sebagai pemilah dengan menggunakan jenis jendela
hamming.
w(n) merupakan hasil penjendelaan terhadap banyaknya amplitudo dari sinyal digital.
 
c.  Frame Blocking
Tahap frame blocking berfungsi membagi sinyal menjadi beberapa bagian dengan panjang dan jarak tertentu
untuk setiap frame.
 
d. Analisis Autokorelasi
Hasil dari tahap frame blocking kemudian dihitung nilai korelasi sebagai dasar analisis LPC.
p merupakan nilai ordo tertinggi dalam nilai autokorelasi.
 
e.  Analisis LPC
Setiap bingkai hasil autokorelasi dikonversi ke bentuk parameter LPC. Hasil parameter LPC berupa koefisien
LPC (α).
f.  Konversi Parameter LPC menjadi Koefisien Cepstral
Konversi parameter LPC dilakukan secara rekursif.
Hasil konversi parameter berupa Koefisien Cepstral.
g.  Pembobotan parameter
Pembobotan  parameter  Koefisien  Cepstral  dilakukana  agar  menghilangkan  sifat  orde  rendah  sehingga
meminimalkan tingkat sensitifitas terhadap derau [7].
c(m) atau hasil pembobotan parameter merupakan perkalian parameter dengan bandpass filter.
h. Turunan Cepstral
Tahap terakhir dari LPC adalah menurunkan Koefisien Cepstral terhadap waktu. Tahap ini bertujuan untuk
meningkatkan  sifat spectral [7].
B.     Hidden Markov Model
HMM merupakan salah satu bentuk model markov. Metode ini berfungsi sebagai model ekstraksi ciri dan model
pelatihan dalam pengolahan sinyal [5].
Suatu model HMM dinyatakan dalam bentuk λ = (A,B,π).  Sebagai berikut :
a.  Probabilitas transisi keadaan
 
 
Penentuan transisi bagi setiap state untuk menjangkau state yang lain dengan satu kali langkah tunggal.
 
b.  State Inisiasi
penentuan keadaan (state) awal dalam melakukan pelatihan bagi masing­masing N.
III.     IMPLEMENTASI
A.     Persiapan Data
Perekaman data dengan sembilan fonem vokal dari 11 orang yaitu 6 orang laki­laki dan 5 perempuan dengan
spesifikasi sebagai berikut :
 
No Spesifikasi Keterangan
1 Panjang Bit 16 Bit
2 Frekuensi 16000 Hz
3 Jenis Kelamin Laki­laki dan Perempuan
4 Umur 19­23 tahun
5 Panjang setiap
sampel 1 detik
6 Lokasi Perekaman Tertutup
 
B.     Penyetaraan Sinyal
Sejumlah dataset memiliki tipe double yang mengakibatkan adanya sinyal ganda.
C.     Penerapan Algoritma LPC
Proses pre­emphasis hingga windowing menghasilkan amplitude setiap dataset yang lebih teratur.
 
 
Hasil windowing kemudian melakukan pemrosesan frame blocking dengan parameter panjang frame (N) sebesar
400 dan jarak antar frame (M) = 100.
 
Penerapan LPC menghasilkan 9 ciri untuk masing­masing sinyal sebanyak 99 dataset.
 
D.     Penerapan Algoritma Hidden Markov Model
Tahap Linier Predictive Coding menghasilkan 9  ciri  untuk 99 dataset. Setiap dataset dihitung nilai  koefisien
korelasi untuk mendapatkan nilai transisi antar state.
 
 
Matriks  transisi menjadi dasar untuk perhitungan hidden markov model. Nilai  transisi untuk  satu  state  sinyal
yang sama bernilai 1. Hal ini berdasarkan nilai koefisien korelasi berbanding lurus dengan state yang sama.
IV.     HASIL & PEMBAHASAN
 
Hasil  penerapan  menghasilkan  prediksi  awal  dengan  hasil  akhir  dengan    menghitung  tingkat  akurasi
menggunakan teknik akurasi :
No prediksi awal hasil akhir keterangan
1 1 1 benar
2 1 1 benar
3 1 1 benar
4 1 1 benar
5 1 1 benar
6 1 8 salah
7 1 8 salah
8 1 8 salah
9 1 8 salah
10 1 8 salah
... ... ... ...
... ... ... ...
96 9 7 salah
97 9 7 salah
98 9 7 salah
99 9 7 salah
 
Tercatat dari 99 dataset dikenali sebanyak 38 dataset yang sesuai dengan prediksi awal. Nilai akurasi pengenalan
sebesar 38,388 persen.
 
V.     PENUTUP
Pengenalan fonem vokal bahasa jawa mataraman menghasilkan tingkat akurasi mencapai 39 persen dengan 99
dataset dari 11 responden.
Presentase  ini  memungkinkan  bertambah  dengan  memperhatikan  faktor­faktor  mendasar  seperti  derau  dari
lingkungan perekaman, besar bit, dan tinggi frekuensi sinyal suara.
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