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This thesis focuses on the testing and use of quantum-chemical modelling to describe and 
study Fe(II) and Co(III) complexes, and in particular their spin-state behaviour and 
efficacy in homogeneous catalysis.   
 
An Fe(II)-catalysed transfer-hydrogenation reaction was investigated with density 
functional theory (DFT).  This project was in close collaboration with experimentalists in 
the Webster group at the University of Bath.  To ensure an accurate approach was 
employed, a rigorous benchmarking evaluation was carried out against available and 
closely related experimental data (Chapter 2).  This identified a reliable DFT approach to 
study the catalytic transfer-hydrogenation reaction with (Chapter 3).  Modelling of this 
reaction revealed that careful assessment of the chemical model was required to account 
fully for the experimental observations, namely in accounting for a selectivity towards 
transfer-hydrogenation over hydroboration and dehydrocoupling.  The identification of 
supramolecular oligomerization of reagents was an important component of the final 
chemical model.  
 
The other reaction of interest in this work is Co(III) carboxylate-assisted C–H 
functionalization.  In this case, a benchmarking study against experimentally-derived 
spin-state energetics of Co(III) complexes was carried out to evaluate quantum-chemical 
approaches in the context of Co(III) catalysis (Chapter 4).  DFT, NEVPT2 and DLPNO-
CCSD(T) were assessed in this regard, and DLPNO-CCSD(T) was found to be the most 
accurate performer of the three types of methods.  This level of theory was then used to 
yield reference energetics when looking at an archetypal Co(III) carboxylate-assisted     
C–H functionalization reaction, and against this reference profile, the performance of 
DFT was assessed (Chapter 5).  This identified a computational protocol which allowed 
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Chapter 1. Introduction 
 
In this chapter, a brief overview of transfer-hydrogenation and carboxylate-assisted C-H 
functionalization is presented, two reactions in the field of homogeneous transition-metal 
(TM) catalysis that have been the focus of the work in this thesis.  A few examples of efforts 
to facilitate these reactions with first-row TM catalysis are then outlined.  Finally, challenges 
in modelling first-row TM homogeneous catalysis with quantum chemistry will be discussed, 
which centre on the concept of two-state reactivity.  This brief and initial overview will set 
the scene for the problems tackled in this thesis, where more detailed surveys of the literature 
can be found in each subsequent chapter related to the research presented (Chapters 2 – 5). 
1.1.  Homogeneous Transition-Metal Catalysis 
 
Catalysis is an incredibly powerful tool to create complex and industrially relevant molecules 
from basic carbon-based feedstocks.  Homogeneous TM catalysis in particular is a versatile 
approach to performing efficient and selective reactions, where careful choice and 
manipulation of the central TM atom, the choice of ligand, solvent and co-reactants can serve 
to optimize a reaction for a desired synthetic outcome.  A classic example of homogeneous 







Figure 1.1.  The Tagasako menthol synthesis route from myrcene, featuring a Rh-
BINAP catalyzed asymmetric isomerization as a crucial step in achieving 
enantiospecificity in the product.1 
 
In the second step in the synthesis, a chiral BINAP-Rh complex (1) catalyses an asymmetric 
isomerization to install stereocenter 1 in (–)-menthol.   
1.2.  Advantages of First-Row Transition-Metal Catalysis 
 
Within the field of homogeneous catalysis, second- and third-row TM complexes have been 
typically relied upon to serve as the active catalysts.  However, there has been a driving force 
within the field of organic synthesis and organometallic chemistry to shift towards the use of 
first-row TM complexes for such reactions.  One of the key reasons for this is firstly in the 
improved economics.  The price of first-row TMs are generally much cheaper than those of 
the second and third-row (Figure 1.2),2 and so enormous potential for cost-efficiencies can 
be made for first-row TM-based reactions if they can be used in industrially important 
reactions.  An additional key factor is that first-row TMs are also generally less toxic than 
their second and third-row counterparts, thus reducing the extent to which  rigorous 
purification is required when first-row TM catalysts are employed in the industrial production 





Herein some examples in the development of first-row TM-catalysed transfer-hydrogenation 
(Section 1.3.1) and carboxylate-assisted C-H functionalization (Section 1.4.1) will be 
outlined, along with the more classic and historic examples relevant for the development of 
these reactions (Sections 1.3 and 1.4). 
1.3.  Transfer-Hydrogenation 
 
A fundamental process in synthesis is the hydrogenation of an unsaturated organic bond.  A 
typical approach is to use gaseous H2 as the source of H atoms, under appropriate catalytic 
conditions.  Within the field of homogeneous catalysis this can also be done via transfer-
hydrogenation, in which a sacrificial reagent is employed, where H+ and H- ions are 
“transferred” from it over to the target substrate.  This offers advantages over a H2-based 
approach, where such high pressures of gas required are potentially dangerous and can 
require complicated experimental set-ups.   
 
The history of metal-mediated transfer-hydrogenation goes back to the efforts of Meerwein, 
Ponndorf and Verley (MPV), who independently identified the use of aluminium alkoxides 
 
Figure 1.2.  Price of late transition-metals of the first-, second- and third-rows, in 































Figure 1.3.  MPV reduction of carbonyls. 
 
From these pioneering efforts the field of catalytic transfer-hydrogenation progressed, where 
asymmetric variants of the reaction were reported with high yields and enantioselectivities.7  
One of the most successful implementations of asymmetric catalytic transfer-hydrogenation 
comes again from the work of Noyori and co-workers, in which the enantioselective 




1.3.1.  First-row TM Catalysed Transfer-Hydrogenation 
 
Of the first-row TMs, iron has been utilised the most in catalytic transfer-hydrogenation.  An 
early example of this came from Bianchini and co-workers in 1995, in which an efficient 
transfer-hydrogenation of benzylideneacetone to benzylidenol was demonstrated with the use 
of dihydrogen Fe(II) complex 3 (Figure 1.5).10 
 
 






Figure 1.5.  Iron-catalysed reduction of benzylideneacetone to benzylidenol, by 
Bianchini and coworkers.10 
 
Another example of transfer hydrogenation was reported by Beller and co-workers, who 
demonstrated a transfer-hydrogenation of a range of alkynes, using a catalyst system in which 
loadings of Fe were shown to work as low as 0.3% (Figure 1.6).11 
 
 
Figure 1.6.  Scheme for iron-catalysed transfer hydrogenation of alkynes by Beller.11 
 
Finally, the work of Morris has made contributions to the development of asymmetric 
variants in iron-catalysed transfer-hydrogenation.  An example of the reduction of ketones 
by his “third-generation” catalyst, 4, which proceeds with high enantioselectivities is shown 
in Figure 1.7.12 Morris has also provided an extensive review of further examples of 






Figure 1.7.  Asymmetric iron-catalysed transfer-hydrogenation of 
cyclobutylacetophenone, by Morris and co-workers.12 
 
Other first-row TMs have also been demonstrated to carry out transfer-hydrogenation.  One 
example by Liu and Luo, demonstrated the Z- and E-selective Co(I) catalysed selective 
reductions of alkynes (Figure 1.8).14 The use of H3N
.BH3 as the transfer reagent to reduce 
unsaturated C–C bonds is relevant for the transfer-hydrogenation reaction that is the focus of 
this thesis (Chapter 3). 
 
 
Figure 1.8.  E- and Z-selective transfer-hydrogenation of alkynes by Co(I) pincer 
complexes, by Liu and Luo.14 
 
Further examples of first-row TM-catalysed transfer-hydrogenation can be found in 
comprehensive review articles by Wang and co-workers,7 and by Schneider and co-
workers.15 
 
1.4.  Carboxylate-Assisted C-H functionalization 
 
Carboxylates are known to be effective as bases and are chelating ligands, and it is the 




functionalization reactions.16,17,18 The field of carboxylate-assisted C-H bond activation goes 
back to the work of Shaw and co-workers, where they identified that addition of NaOAc 
could enhance the cyclometalation reaction of dimethyl(1-naphthyl)phosphine complexes of 
iridium-19 platinum-20, and palladium-N,N-dimethylaminoferrocene.21 Subsequently Reutov 
and co-workers investigated the palladium-N,N-dimethylaminoferrocenyl system, and 
proposed a mechanism where the carboxylate assists with metalation of the cyclopentadienyl 
ring in an electrophilic process, via transition-state 8 (Figure 1.9a).22  
 
 
Figure 1.9.  (a) Proposed transition state in the palladation of N,N-
dimethylaminoferrocene, by Reutov and co-workers (8).22 (b) Proposed transition-state in 
the palladation of N,N-dimethylbenzylamine (DMBA-H), via a Wheland intermediate 
(9).23 
 
In 1985 mechanistic studies on carboxylate-assisted C-H activation was carried out by 
Ryabov on substituted N,N-dimethylbenzylamines.23 On the basis of this work it was 
proposed that C-H metalation takes place via electrophilic aromatic substitution (EAS), 
whereby attack of the ortho C-H bond is assisted by a κ1-acetate ligand via Wheland 
intermediate 9 (Figure 1.9b).  
 
These early stoichiometric studies of carboxylate-assisted C–H activation laid the 
groundwork for catalytic processes to be realised.16 A prominent researcher in the 
development of catalytic C-H functionalization was Fagnou, who pioneered the use of 
Pd(OAc)2 and carboxylates as co-catalytic partners for synthetically versatile C−H arylation 
reactions.24 An important example was published in 2007, which demonstrated an efficient 
intramolecular arylation of C(sp3)−H bonds (Figure 1.10).25 Both experimental and 






Figure 1.10.  C-H intramolecular arylation of C(sp3)−H bonds via Pd(OAc)2 
catalysis, by Fagnou and Gorelsky25.  
 
Presently, the field of carboxylate-assisted catalytic C−H activation is very well developed 
and heavily reported in the literature16, to the extent that an enormous range of different 
catalytic couplings have been shown to take place effectively using this strategy26-31.  
 
1.4.1.  First-Row TM Catalysed Carboxylate-Assisted C-H Functionalization 
 
Like transfer-hydrogenation, first-row TM complexes have increasingly emerged as viable 
catalysts for carboxylate-assisted C−H functionalization reactions.  But, analogous to 
transfer-hydrogenation, some elements are more capable than others to catalyse this 
process.32  
 
One such metal that features the most in the literature is manganese, with a notable example 
reported by Glorius where [MnBr(CO)5] catalyses the regioselective annulation of imines 
with substituted alkynes in the presence of NaOAc (Figure 1.11).33 
 
 





Nickel, to a lesser extent, has also been shown to facilitate carboxylate-assisted C−H 
functionalization.  Shown below is an example of this  by Sundararaju and coworkers, in 




Figure 1.12.  Ni-catalysed C-H allylation of  by N-quinolinyl benzamide, by 
Sundararaju and co-workers.34 
 
However, the most common first-row TM ion that is used in carboxylate-assisted C-H 
functionalization is Co(III).  Examples of this will be more explicitly covered in Chapter 5. 
1.5.  Quantum Chemical Modelling of Homogeneous TM Catalysis  
 
Over the past few decades quantum chemical modelling of homogeneous catalysis has 
become a common and incredibly useful approach to provide mechanistic and structural 
insight into homogeneous catalytic systems, particularly when experiment and computation 
are combined.  The development of density functional theory (DFT) in particular has been 
crucial to this,35 alongside the rapid progression of computing power.36  Particularly when 
married with experimental mechanistic data, quantum chemical modelling in the field of 
homogeneous catalysis is often turned to for insight, which can include the rationalization of 
trends seen experimentally, predictions of novel reactivity and subsequent recommendations 
to experimentalists for the design of new catalytic systems. 
 
An illustrative example of the power of computational chemistry to yield complementary 





As previously outlined, based on the work of Reutov and co-workers,22 and subsequently by 
Ryabov,23 the mechanism of carboxylate-assisted C-H activation was generally accepted to 
be through electrophilic aromatic substitution via a Wheland-type transition-state. 
 
Macgregor and Davies investigated the mechanism of the ortho C–H palladation of N,N-
dimethylbenzylamine with density functional theory (DFT), and the calculations revealed an 
agostic interaction can form between the ortho C–H bond and the palladium centre (11, 
Figure 1.13).37  This interaction polarises the C–H bond, such that deprotonation can take 
place via the κ1 carboxylate group to yield the palladacycle (12).  The term ambiphilic metal-
ligand activation (AMLA) was coined,  highlighting the dual role of the metal centre and the 
basic carboxylate in the process, as outlined in transition-state, 13.18  
 
s 
Figure 1.13.  Pathway of C–H activation by Pd(OAc)2 by Macgregor and Davies 
showing the AMLA mechanism. 
 
Revisiting the previously outlined study by Fagnou and Gorelsky,25 DFT calculations were 
carried out on the C–H arylation reaction. The most accessible transition-state was 
characterized to be a 6-membered intermediate (Figure 1.14), featuring a PdH−C 
interaction, and O…H distance indicative of a stabilising H-bond between the pendant oxygen 
of the acetate and ortho H.  Fagnou coined the term concerted metalation-deprotonation 
(CMD) to describe the process (14).38 This is synonymous, and used interchangeably, with 






Figure 1.14.  Schematic CMD transition-state based on calculations by Fagnou and 
Gorelsky in the intramolecular arylation of C(sp3)-H bonds .25  
 
Through these computational studies the concept of the AMLA/CMD mechanism has 
become accepted and important within the field of carboxylate-assisted C–H activation, 
expanding beyond the previous postulation of Wheland-intermediates in EAS.  
 
1.5.1.  Quantum Chemical Modelling of First-Row TM Complexes  
 
While it is clear that quantum-chemical modelling has found an important and ubiquitous 
place in the field of homogeneous catalysis, providing crucial insight where experiment 
cannot, challenges certainly remain in the routinely accurate modelling of these systems.  
These include, but are certainly not limited to the accurate modelling of entropic effects, the 
reliable and accurate searching of the full conformational space for complex molecular 
systems, and more generally in achieving quantitative accuracy, as is required for making 
predictions & rationalizations on selectivity in a reaction setup (for example, stereoselectivity 
or regioselectivity). 
 
Recent summaries of the state of the field of computational chemistry, including the problems, 
and also the successes of the field, are discussed and covered more extensively in the 
following perspectives by Schreiner and Grimme,40 and also more recently by Harvey, Himo, 
Maseras and Perrin which addresses concerns more specifically in computational 
homogeneous catalysis.41 An overview of the challenges and successes in the context of 





A crucial attribute of first-row transition metals in particular, that is less prevalent in the 
second and third row, is the propensity for different spin-states to exist when the frontier 
molecular orbitals about the metal centre are partially occupied (see schematic example in 
Figure 1.15).  This phenomenon can be rationalised in terms of the metal ion’s influence on 
the ligand field splitting parameter, “Δ”.  In the second and third-row metals, Δ is considered 
too large for such spin-state changes to be relevant under typical conditions.  In first-row 





Figure 1.15.  Schematic valence d orbital splitting diagrams for the Group 9 metals in 
the three most energetically feasible spin-states in an octahedral ligand field, singlet 
(black), triplet (red) and quintet (blue).  Also shown are schematic iso-surface plots of the 
3d orbitals.   
 
This can have important implications in the field of first-row TM catalysis.  In such a catalytic 
process, the coordination sphere around the transition-metal is continuously changing.  If this 
results in a particular geometry whereby the energy between two different spin-states is 
sufficiently small, a “spin-hop” to the other spin-surface, can take place.  The probability of 




between the wavefunctions of the two spin-states under question, and this term is often 
sufficiently large for rapid spin-crossover in first-row TM complexes.43, 44 This process is 
referred to as “spin-forbidden reactivity”45, and also “two-state reactivity” in the context of 
a reaction whereby the rate is enhanced through a spin-forbidden process.46 This concept is 
ultimately an important and crucial element to the research carried out and presented in this 
thesis.  An early example of identified two-state reactivity by Shaik et al. is in the 
computational studies of the gas-phase H−H activation by FeO+ to form H2O (Figure 1.16).
47, 
48  While the overall reaction is “spin-allowed” in conserving the same spin in the products 
and reactants, the identification of this as a two-state processes was found to be important in 
rationalizing how this gas-phase reaction can take place.   
 
 
Figure 1.16.  Schematic spin-surfaces (sextet, 6Fe in black, and quartet, 4Fe in blue) for 
the activation of H2 with FeO
+ to form Fe+ and H2O.  Identified points of spin-crossover 
circled in red 47, 48   
 
Two-state reactivity presents a challenge in the computational modelling of first-row TM 
complexes and their associated reactivity.  Accurate computation of energetics between two 
or more different spin-states becomes paramount in order to predict whether two-state or 
multi-state reactivity can take place.  This is far from trivial, and a large amount of research 




in surveying novel quantum-chemical methods beyond DFT to accurately capture this 
phenomenon (Chapters 4 & 5).  
1.6.  Outline of Thesis  
 
Chapters 2 and 3 address the aspects of quantum chemical modelling of an Fe(II)-catalysed 
transfer-hydrogenation reaction, a project that was carried out in close collaboration with 
experimentalists in the Webster research group, including Dr. Maia Espinal-Viguri, and Dr. 
Nathan Coles.49  The two major aspects to this project are:  
 
› A rigorous benchmarking study to identify a reliable DFT approach to model the 
transfer-hydrogenation reaction (Chapter 2). 
› Computational assessment of the Fe(II)-catalysed transfer-hydrogenation reaction 
with the identified DFT approach (Chapter 3).   
 
Chapters 4 & 5 address the modelling of carboxylate-assisted Co(III)-catalysed C–H 
functionalization.  These are as follows:  
 
› A benchmarking evaluation of various different levels of theory (DLPNO-CCSD(T), 
CASSCF/NEVPT2 and DFT) against experimentally derived spin-splitting energies 
of seven Co(III) complexes (Chapter 4).  
› A further assessment of the DFT functionals chosen in the context of an archetypal 
Co(III) C–H functionalization reaction.  Initial tests of DFT against DLPNO-
CCSD(T) were made with a small model system, with the leading DFT performer 
used to assess the catalytic profile for the full model system (Chapter 5). 
 
These chapters all begin with their own comprehensive introductions, which build upon the 
ideas introduced more broadly in this chapter, and provide a more extensive survey of the 
literature for the relevant topics of each chapter.  The final chapter (Chapter 6) outlines the 





Chapter 2. β-Diketiminatoiron Complexes – A Benchmarking Study 
Against Experimental Data 
2.1. Introduction  
 
Since pioneering reports in the 1960s,50 β-diketiminate ligands, also known as “NacNac” or 
“BDK” ligands (Figure 2.1), and corresponding metal complexes have received significant 
attention in the field of inorganic and co-ordination chemistry.50, 51  In particular, interest has 
been placed on their structural and spectroscopic character, behaviour in stoichiometric 
reactivity, and efforts to probe their efficacy in organometallic catalysis.52 Herein a selection 
of reports into the chemistry of β-diketiminatoiron complexes will be summarised, focussing 
on bulky systems in which the R3 residual groups are large and typically aromatic.  Studies 
evaluating their structural and spectroscopic properties both by experimental and quantum 
chemical methods will be surveyed, while an overview of catalytic applications of bulky β-
diketiminatoiron complexes can be found in the next chapter (Section 3.1).  
 
 
Figure 2.1.  General structure of the β-diketiminate ligand.   
 
2.2.  A Survey of Spectroscopic and Structural Studies into Bulky β-Diketiminatoiron 
Complexes 
 
In 2001 Holland and co-workers reported the syntheses of low coordinate β-
diketiminatoiron(II) complexes that featured different backbone R2  groups (Figure 2.2).53 
Reaction of β-diketiminatolithium where R2 = Me alongside FeCl2(THF)1.5, afforded four co-
ordinate “ate” complex 15, which was characterized by X-ray diffraction.  The measured 




high-spin quintet (S=2) configuration.  Alternatively, reaction of FeCl2(THF)1.5
 with β-
diketiminatolithium salt where R2 = tBu afforded three co-ordinate chloride 16, for which 
solution and solid-state magnetic moments (5.5 µB and 5.9 µB respectively) were again 




Figure 2.2.  Reactions of FeCl2(THF)1.5 with β-diketiminatolithium salts to form 
complexes 15 and 16, by Holland et al.53   
 
In a subsequent report, Münck and Holland further probed the electronic structure of 16, 
alongside other paramagnetic three-coordinate β-diketiminate complexes, where L = Me 
(labelled 16Me herein), NHTol, and NHtBu as well as Cl (16).54  Analysis of the Mössbauer 
spectra with the spin-Hamiltonian formalism indicated an S=2 quintet spin-state and a 
uniaxial internal magnetic field for all complexes.  Additionally, analysis of EPR spectra of 
16 recorded at 2K revealed a broad peak at 35.6 mT, where a geff value of 10.9 was obtained 
based on fitting against the experimental spectra, indicating unquenched orbital angular 
momenta.  For 16Me, a peak at 59.4 mT was seen in the 2K EPR spectrum, with a geff of 11.4 
obtained.  The spectral data of the complexes were used to construct a qualitative crystal field 
model description of the frontier MOs in these complexes, where the large orbital angular 
momentum was suggested to result from the spin-orbit coupling between the z2 and yz levels 




of the two states was unresolved in the crystal field analysis.  Further analysis of the zero-
field splitting term, Δ, resolved this and identified a z2 ground-state.  Furthermore, 
computation of the lowest energy excitations with TD-DFT (at the B3LYP/6-311G level) 
revealed an energetic state ordering consistent with the quantitative crystal field analysis, 
where ϵz2 < ϵyz < ϵxz.  However, the near orbital degeneracy between the z2 and yz orbitals 
was not captured with TD-DFT, while also giving too small a geff of 9.1 for 16Me (versus 11.4 
obtained experimentally).       
 
 
Figure 2.3.  Ligand field splitting of three-planar Fe(II) complex “N2FeL” in an  
idealized trigonal planar (left) and a more experimentally consistent distorted trigonal-
planar geometry (right).54  
 
In a separate report in 2001, Holland and co-workers demonstrated that reduction of 16 with 
naphthalenide can take place under an atmosphere of nitrogen to afford an unusual and air-






Figure 2.4.  Reduction of N2 with 16 to form 17, by Holland et al.
55  
 
DFT calculations were performed on model three- and five-coordinate complexes to explore 
the effect of the coordination number on the N-N bond in the N2 ligand (Figure 2.5a).  The 
model three-coordinate complex resulted in shorter Fe-N bonds and a lengthening of the N-
N bond in comparison to the five co-ordinate complex, thereby suggesting the unusually low 
co-ordination mode of the metal centres in 17 contributes to the ability to reduce the bond 
order in N2.  To determine the electronic configuration of 17 MCSCF calculations were 
performed on a truncated model constrained to D2d symmetry (Figure 2.5b).  At this level of 
theory, the lowest energy spin-state consists of six unpaired electrons, which agrees with the 
solution-phase magnetic moment of 8.4 µB.  Upon analysis of the spatial distribution of the 
SOMOs, 11b1 / 11b2 revealed π-bonding character between the Fe-N bonds, and π-
antibonding character in the central N-N bond.  Occupation of these MOs was therefore 
expected to weaken the N-N bond.  The higher energy 12b1 /12b2 MOs have similar character 
in terms of Fe-N bonding and N-N antibonding composition, thus additional occupation of 










Figure 2.5.  (a) The three- and five-coordinate model FeNNFe complexes computed at 
the DFT level, by Holland and Cundari. (b) Schematic diagrams of relevant frontier 
molecular orbitals of the truncated L’FeNNFeL’ complex derived, from MCSCF 
calculations by Holland and Cundari.55  
 
In 2002 Holland reported and investigated the synthesis of and subsequent isomerisation 
reactions of three-coordinate alkyliron(II) complexes (Figure 2.6).56 Initial reaction of 16 
(where R = tBu) with tBuMgCl afforded tertbutyl adduct 18a.  Reaction of 15 (where R = 
Me) with tBuMgCl alternatively afforded isobutyl adduct 20b.  To rationalise this divergent 
reactivity, initial formation of an “18a-like” structure 18b was proposed to take place en route 
to 20b, which was postulated to occur via β-hydrogen transfer (β-HT) to yield isobutene-
hydride species 19b.  Migratory insertion of isobutene into the Fe-H bond in 19b can then 
from 20b. Exchange reaction of isobutyl complex 20b with ethylene at 60 oC was carried out, 
which yielded ethyl complex 22b and isobutene.  This demonstrated an efficient alkyl ligand 
exchange process can take place with the β-diketiminatorion(II) complexes, and implicated 
isobutene-hydride adduct 19b as an intermediate in the alkyl ligand exchange reaction.  A 
first-order dependence on the isobutyl complex 20b was identified, with a zero-order effect 




complex 20b is rate-limiting, where an Eyring analysis of the exchange reaction in the 




Figure 2.6.  Reactions of alkyl iron(II) complexes with proposed β-hydrogen transfer 
intermediates by Holland.56 (Ar = 2,6-diisopropylphenyl “Dipp”. 15: R=Me, X = 
Cl2Li(THF)2. 16: R = 
tBu, X = Cl.)  Note, structures with the “a” suffix are derived from 
reactant 16, while the “b” suffix denotes from 15. 
 
In a subsequent report, a series of alkyl exchange and alkyl isomerization reactions in β-
diketiminate complexes were explored by Holland and co-workers.57 Intrigued by the initial 
finding of alkene exchange with 20b and ethene, further unsaturated substrates were explored.  
A variety of alkyliron(II) complexes were shown to be synthesized in this manner, where, 
for example, styrene and 3,3,3-trifluoropropene can undergo exchange to yield 
corresponding benzyliron(II) and 3,3,3-trifluoropropyliron(II) complexes.  Furthermore, 
unsaturated C-X bonds could also undergo exchange with 20b, with Ph2CO yielding alkoxide 
complex 23, imine PhCHNMe affording amido complex 24, and MeCN affording bridged 
dimer 25 (Figure 2.7).  A dissociative mechanism was argued over an associative mechanism 
for the exchange process, supported by deuterium scrambling experiments and DFT 
calculations.  In these DFT calculations no energy minimum was identified for a five co-




mechanism) while unsaturated  three co-ordinate iron(II) hydride adduct (dissociative) was 
located and optimized successfully.  
 
 
Figure 2.7.  Exchange reactions of 20b with substrates featuring unsaturated Carbon-
heteroatoms, by Holland and co-workers.57 
 
With alkyl complexes featuring a β-H atom, a mixture of linear and branched alkyl complexes 
could be observed upon heating, indicating reversible β-HT.  Using a truncated model of the 
β-diketiminate ligand, DFT calculations were performed to measure the thermodynamics of 
β-HT of alkyliron(II) species to hydridoiron(II) and free alkene.  The computed enthalpies of 
conversion ranged between +13.9 kcal/mol to +23.0 kcal/mol, which indicated an overall 
endothermic process, supporting the proposed reversibility of β-HT.  For most of the alkyl 
complexes, the major observed product upon heating was the linear over branched 
alkyliron(II) species, which was rationalized in terms of a reduction in steric clashing.  The 
branched benzyliron(II) adduct was conversely  favoured over the linear phenethyl isomer in 
complexes with a local phenyl group.  This switch in favourability when styrenes are 
concerned was proposed to result from the resonance stabilization of the partial negative 





Alkyl isomerization in a range of para substituted benzyl/phenethyl systems was studied at 
different temperatures, where a Hammett relationship was constructed with the substituent 
electron-donating and electron-withdrawing groups (EDGs and EWGs, where R = NMe2, 
OMe, Me and H).  The resulting linear Hammett plot (Figure 2.8) yielded a gradient of 1.2-
1.3 (R2 = 0.971), indicating a small preference for EDGs in forming the branched benzylic 
adduct, thus supporting the proposed effect of resonance stabilisation allowing the branched 
to dominate over linear adducts. 
 
 
In 2006 Holland investigated the binding affinities of alkene and alkyne substrates to low 
coordinate β-diketiminatoiron(I) complexes.58 A range of iron-alkene and iron-alkyne 
complexes were synthesized from 26 (Figure 2.9), and equilibrium constants were measured 
or estimated for neutral ligand exchange reactions with UV-vis spectroscopy in order to 
determine ligand binding affinities.  
 
 
Figure 2.8.  Hammett plot of alkyl isomerization in a range of para-substituted 
phenethyliron(II) complexes bearing the β-diketiminate ligand motif, by Holland and co-







Figure 2.9.  Synthesis of alkenyl and alkynyl iron(II) complexes for analysis of binding 
affinities, by Holland and co-workers.58 
 
The trend of binding affinities for tested substrates was established to be phenylacetylene 
(HCCPh) > 1-phenyl-1-butyne (EtCCPh) > styrene (CH2CHPh) > 3-hexene (EtCH-CHEt) ~ 
PPh3 > benzene >> N2.  The results agreed with a general model of binding mode of the 
substrates whereby π-backbonding (Figure 2.10a) dominates over σ-donation (Figure 2.10a).  




Figure 2.10.  Schematic η2 binding interactions between the β-diketiminatoiron(II) motif 
and a styrene ligand.  (a) σ-donation.  (b) π-backbonding interaction, determined to be 
most significantly contributing, by Holland and co-workers.58 
 
A DFT study by Cundari and Holland was carried out to evaluate the mechanism of β-HT, 
and to establish a general model for this reaction in high-spin β-diketiminato iron and cobalt 
complexes.59  Initial DFT (B3LYP/def2-TZVP level) calculations on a truncated β-HT model 




in the quintet spin-state, agreeing with experiment.  Conversely the triplet adduct (ΔG = 
+13.7 kcal/mol) adopts a square-planar geometry, with a resulting β-agostic interaction 
between the ethyl ligand and Fe centre.  The resulting β-HT product, ethene-hydride adduct 
28, adopts a pseudo-tetrahedral geometry in the quintet spin-state, with the β-HT process 
characterized as endergonic (ΔG = 13.7 kcal/mol), which supports the observation of a 
reversible process.  Again species 28 was found to be less stable in the triplet state (ΔG = 3.6 
kcal/mol), adopting a pseudo square-planar geometry.  However, the β-HT transition-state, 
TS(27-28), was favoured as a triplet, thus implicating two-state reactivity featuring a dual 
spin-crossover scenario of 5Fe(II) → 3Fe(II) → 5Fe(II) en route to the alkene-hydride product.  
Using the MECP location procedure developed by Harvey60 an MECP at 16.6 kcal/mol was 
located between 527 and 3TS(27-28). The overall energetic span of this transformation was 
thus found to be ΔG‡ = 19.0 kcal/mol, a deviation of -4.4 kcal/mol with respect to the 
experimentally obtained activation barrier of 23.4 kcal/mol for β-HT in isobutyl complex 
20b.56   
 
 
Figure 2.11. Free energy profile of the β-HT pathway on a truncated model of the β-
diketiminatoethyliron(II) system, with intermediates in the triplet (blue) and the quintet 
spin-states (green).  A schematic splitting diagram of tetrahedral iron(II) in the triplet and 





Taking the quintet reactants (527, 528) and triplet βHE transition state (3TS(27-28)) the 
energetics of β-HT were recomputed with the bulkier realistic β-diketiminate ligands while 
retaining the ethyl ligand.  The computed geometries in these bulkier systems had similar 
bond lengths to the truncated system, where RFe-H in the larger 3TS(27-28) transition state 
were within 0.03Å of the truncated transition state geometry.  The activation barrier in the 
larger system was 21.1 kcal/mol, within 1.1 kcal/mol of the truncated model, where ΔG‡ = 
21.1 kcal/mol, however, in closer agreement with experiment (where ΔΔG‡ = 2.3 kcal/mol).  
2.3.  Computational Details 
 
All DFT calculations in this and the next chapter (Section 3)  were performed with Gaussian 
03 (Revision D.01)61 and Gaussian 09 (Revision D.01).62 Geometry optimizations were 
obtained using the pure-GGA density functional BP86.63, 64 This has been shown by Buehl et 
al to perform well in describing equilibrium structures of first-row transition-metal 
complexes, ranking only behind the meta-GGA and hybrid meta-GGA functionals TPSS and 
TPSSh, respectively.65 The modest formal scaling of BP86 with respect to system size of the 
order O(N3), over a hybrid functional (O(N4)),66 also proved to be beneficial in characterizing 
intermediates in the transfer-hydrogenation reaction (see Section 3.2 onwards) as the sizes of 
the catalytically relevant species grew substantially upon adaptation of the chemical model.  
A pruned (99,590) integral grid was employed (via the keyword “int=(grid=ultrafine)”) for 
higher numerical precision.  Fe centres were described with the Stuttgart-Dresden Effective 
Core Potentials and corresponding basis sets (SDDAll),67 while all other atoms were 
described with the double-ζ plus polarization 6-31G** basis sets.68,69 Herein this combination 
of basis sets will be referred to as “BS1”.   
 
Analytical frequency calculations were carried out at the BP86/BS1 level of theory to confirm 
local minima and saddle-points, alongside yielding thermodynamic corrections to the SCF 
energy.  Intrinsic reaction coordinate (IRC)70-73 calculations, and subsequent optimizations 
from these were performed to yield local minima either side of the relevant transition-states.   
 
Having obtained optimized geometries and thermodynamic corrections at the BP86/BS1 




out as part of the benchmarking study, to ensure a reliable approach for modelling β-
diketiminatoiron(II)-catalysed reactivity was employed. 
 
2.4.  Results and Discussion 
 
2.4.1.  Benchmarking Against β-Hydrogen Transfer  
 
As previously discussed, Holland and co-workers investigated alkene exchange of 20b with 
ethene (Figure 2.12a)56  and identified β-HT as the rate-limiting step.  Thermodynamic 
activation values of ΔH‡ = 77 ± 2 kJ/mol and ΔS‡ = -70 ± 8 J/K.mol were obtained, and so 
an overall activation barrier, ΔG‡ = 23.4 ± 1.1 kcal/mol was established for this process.   The 
experimental barrier for this β-HT process was an ideal data point to benchmark different 
DFT approaches against, and efforts began with computation of stationary points involved in 





(a) Experimental System 
 
(b) Computational model 
 
 
Figure 2.12.  (a) β–HT process of β-diketiminatoisobutyliron(II) species via proposed 
transition-state, as reported by Holland.56 (b) Computational model employed to study 
the β-HT process, with the modified aryl group. 
 
Initial efforts to characterise the triplet β-HT transition-state were successful, with a large 
imaginary frequency at -405.5 cm-1 corresponding to the C–H bond-cleavage of the alkyl 
group.  However, upon location of a saddle point in the quintet spin-state, a significant 
imaginary frequency (-99.1 cm-1) was identified in addition to that of the β-HT process (-
756.0 cm-1).  Efforts to remove this unwanted imaginary frequency, including tightening the 
geometry optimization criteria, and re-optimisation upon making subtle changes to the 
structure, were unsuccessful.  It was anticipated that this imaginary frequency would have an 
unwanted influence, both on the resulting thermodynamic and free energy corrections, and 
in turn on the overall accuracy and validity of the benchmarking study.  Steps were therefore 
made to alter the model system to remove it, and upon modifying one of the isopropyl groups 
on the diisopropylphenyl ligand on the imido group of the β-diketiminate ligand, to an 
isobutyl group instead (Figure 2.12b), all intermediates and transition-states were optimized 
with the correct number of imaginary frequencies.  While the model is now slightly different 




reactivity at the Fe(II) centre.  For example, shown in Figure 2.13 is 5TS(IV-V)t alongside 
the originally computed transition-state (5TS(IV-V)old-t) (which featured the large unwanted 
imaginary mode).  The added methyl group (in gold) is 6.16 Å from the metal centre, and so 
likely has a negligible influence on the kinetics of β-HT.  Moreover, the other stationary 
points characterized in this process have the methyl group in this orientation, which likely 
cancels out any energetic influence of the added methyl group upon computation of the 






Figure 2.13.  Computed structures of β-HT transition-states, (a) original quintet 
transition-state with unmodified ligand, 5TS(IV-V)old-t (b) quintet transition-state upon 
modification of the iPr group, 5TS(IV-V)t.  C-bound H atoms on the β-diketiminate 
group (except for added Me group in b) omitted for clarity. 
 
2.4.1.1.  Benchmarking a Range of Density Functional Approximations  
 
Having successfully obtained optimized geometries and thermodynamic corrections at the 
BP86/BS1 level, single-point calculations were performed with a variety of functionals, with 
dispersion (where appropriate) and solvation corrections added alongside the free energy 
correction to obtain overall solution-phase free energies with each functional (Equation 2.1).  
The functionals selected were BP86,63, 64 B3LYP,74, 75 M06,76 OPBE,77-79 PBE,77 PBE0,77, 80 
















For each functional, the single point calculations were performed with the Karlsruhe def2-
TZVP basis-set for all atoms.  Dispersion corrections for each functional were obtained with 
Grimme’s “D3-BJ” empirical force-field approach with the added Becke-Johnson damping 
function.85, 86  Exceptions to this are M06, and ωB97X-D, with the former already including 
dispersion explicitly through the heavy parameterization procedure the functional was 
constructed from, and the latter already having D2 dispersion84 function included in the 
functional.  The deviation of computed barriers for the quintet and triplet states, relative to 








# Functional 5Fe → 3Fe [TS(IV-V)t] 
1 BP86 -14.4 
2 PBE -12.4 
3 TPSS -13.7 
4 OPBE -7.1 
5 B97D3 -5.8 
6 ωB97X-D 1.0 
7 PBE0 4.0 
8 M06 10.0 
9 TPSSh -7.3 
10 B3LYP -1.5 
11 B3PW91 -0.7 
 
Figure 2.14.  (a) Computed deviations of free energies of selected species in the model 
benchmarking system of β-HT, against the experimental activation barrier of 23.4 
kcal/mol, obtained by Holland. (b) Computed 5Fe → 3Fe spin-splitting energies of 









































Generally, all functionals were in agreement in stabilizing the quintet ground-state of the 
reactant 5Vt over the triplet, 3Vt, which is also in agreement with experiment.  Beyond this, 
however, significant differences are seen between the different types of functional selected.  
 
Beginning with the pure functionals (Entries 1-5, Figure 2.14), in all cases the β-HT 
transition-state is significantly more stable in the triplet state over the quintet.  This is 
somewhat unsurprising, given the general tendency for pure functionals to stabilize lower 
spin-states (see Section 4.1 for an overview of spin-state energetics with DFT discussing this).  
This preference towards the triplet spin-state leads to the characterization of two-state 
reactivity in β-HT, where a 5[Fe] → 3[Fe]‡ → 5[Fe] dual spin-crossover scenario is computed 
with all pure functionals.  This is in agreement with the findings of Cundari and Holland in 
their DFT assessment of β-HT in iron and cobalt β-diketiminate complexes (Figure 2.11).59  
However, this preference towards the triplet spin-state comes with a substantial 
underestimation of the activation barrier of the β-HT process.  BP86 (Entry 1) is the worst 
offender in this regard, where a deviation of ΔΔG‡ = -17.1 kcal/mol is seen with respect to 
experiment.  Closely followed in terms of performance are the pure-GGA and meta-GGA 
functionals PBE (Entry 2) and TPSS (Entry 3), with deviations of -14.3 and -13.6 kcal/mol, 
respectively.  What is initially surprising is that OPBE (Entry 4) does not perform much 
better in this case, where a deviation of ΔΔG‡ = -8.4 kcal/mol is seen.  Swart developed 
OPBE, and identified it a promising functional for spin-state energetics of Fe(II) complexes 
(discussed in Section 4).79, 87, 88 While in the context of this potential two-state β-HT process, 
it favours the triplet over the quintet (though no experimental evidence confirms this is the 
case), it’s quantitative performance against the experimental barrier of β-HT suggests it may 
have less promising applications in modelling low-coordinate Fe(II) catalysis when two-state 
reactivity is at play.  Of the pure functionals, B97-D3 (Entry 5) was the best performer, but 
still significantly underestimated the reaction barrier for β-HT with respect to experiment 
(ΔΔG‡ = -6.6 kcal/mol).  Therefore no pure functional was considered reliable enough to use 
for single-point corrections when modelling the reactivity of the β-diketiminatorion(II) 
complexes.  
 
For the hybrid functionals (Entries 6-11), a much more varied picture is seen for the spin-




energetic preference towards the triplet state for TS(IV-V)t, where ΔΔGT-Q
‡ = -7.3 kcal/mol, 
while M06 (Entry 8), finds a substantial preference towards the quintet (ΔΔGT-Q
‡ = +10.0 
kcal/mol).  M06, is also in best quantitative agreement with experiment with a computed ΔG‡ 
= 22.9 kcal/mol, meaning a small deviation of only 0.5 kcal/mol with respect to experiment.  
Indeed, M06 has been shown in the literature to perform well in benchmarking studies against 
organometallic reaction barriers.89-91  However, the substantial stabilization of the quintet 
spin-state over triplet relative to the other functionals was a concern and difficult to ignore 
despite this close agreement with experiment.  In particular, problems in using M06 in 
modelling spin-state energetics of iron complexes have been highlighted and outlined 
previously in the literature.  For example, in 2009, Jensen and Cirera benchmarked a diverse 
range of hybrid and pure functionals, against the relative spin-state energetics of a series of 
iron and cobalt complexes with experimentally available spin-crossover enthalpies.92 M06 
was identified as the worst performer of the selection with a mean absolute error (MAE) of 
~101 kJ/mol.  Furthermore, in 2009, Pierloot and co-workers benchmarked the performance 
of multi-configurational perturbation theory (CASPT2), and DFT methods against relative 
spin-state energetics of a selection of heme models, where accurate CCSD(T) calculations 
were used as references.93 Likewise, M06 was shown to perform poorly, erroneously over-
stabilizing the higher spin-state structures by up to ~22 kcal/mol.  It’s therefore unsurprising 
that in this present benchmarking evaluation, M06 yields such a pronounced and outlying 
stabilization of the quintet over triplet spin-state for TS(IV-V)t, out of all hybrid functionals 
chosen.  Taking these reports into consideration, use of M06 was disregarded for computing 
the reactivity with the β-diketiminatoiron(II) complexes.  However, selection of M06 as part 
of the benchmarking evaluation was still considered useful to assess and confirm the 
divergent spin-state behaviour of this functional in the context of this work.  
 
Why is M06 such a poor performer in this context, when it can perform well against other 
criteria regarding organometallic chemistry?  It could be speculated that this is a consequence 
of the specific parameterization procedure in which the M06 functional was formulated.76  
This functional was constructed by Truhlar and Zhao with over 30 parameters, fitted in a 
linear-regression analysis against a tranche of both experimental and computed (CCSD(T) 
level) datasets, including reaction barriers and thermodynamics, geometries from crystal 




covering spin-state energetics of first-row TM complexes were used in the parameterisation 
procedure, and so the poor performance in this study, and others outlined, could be 
rationalized by such a lack of any meaningful spin-state data in the database which the M06 
suite of functionals were constructed from.  
 
The next best-performing functional was chosen to proceed with in modelling transfer-
hydrogenation (Section 3), and this was identified to be B3PW91-D3 (ΔG‡ = 25.3 kcal/mol, 
a deviation of 1.9 kcal/mol).  This approach, unlike M06, favours the triplet over the quintet 
for the β-HT transition-state, albeit with a small energetic preference of -0.7 kcal/mol.  This 
energetic favouring of the triplet over quintet for this β-HT transition-state, i.e. two-state 
reactivity for this process, is also consistent with Cundari and Holland.59    
 
2.4.1.2.  Testing a Range of Basis Sets   
 
Having established B3PW91 as the functional of choice, a range of basis sets were tested 
with this functional at the single-point level.  The results of this basis set testing are 






Figure 2.15.  Computed relative free energy deviations in the model benchmarking 
system of β-HT against experiment (where ΔG‡ = 23.4 kcal/mol), with a range of basis 
sets with the B3PW91-D3 functional. 
 
BS1 produced the highest barriers for β-HT in both the triplet and quintet states, over the 
remaining all-electron basis sets, indicating an undesirable impact of using an effective core 
potential to approximate the core electrons of Fe at the single-point level.  However, the use 
of BS1 in geometry optimizations was found to be a valid approach upon checking the 
computed structure of a β-diketiminatoiron(II) species against its crystal structure (species 5I 
vs 38 in Chapter 4) and finding a close agreement in Fe-L bond lengths (within 0.02 Å).94   
 
Computed barriers with the Pople split-valence family of basis sets were found to vary the 
most upon changing the basis-set cardinal number (from 2 to 3 in 6-31G** → 6-311G**), 
where  ΔG‡[3TS(IV-V)B] at the B3PW91/6-31G** level of theory is 22.0 kcal/mol, versus 
25.0 kcal/mol.  Additionally, diffuse functions on all atoms (6-311++G**) perturbed the 
barriers with respect to 6-311G**, where ΔΔG‡[3TS(IV-V)B[6-311++G** - 6-311G**] = 2.3 
kcal/mol).  Such uneven differences between closely related variants in the Pople family of 
basis-sets meant that using these were discarded, despite the close agreement with experiment 







































The difference in β-HT activation barriers with the triple ζ and quadruple ζ Karlsruhe “def2-
nZVP” basis-sets were conversely small, where ΔΔG‡[5TS(IV-V)B[QZVP-TZVP] = -0.2 
kcal/mol, and ΔΔG‡[3TS(IV-V)t[QZVP-TZVP] = 0.008 kcal/mol.  Even smaller deviations 
in free-energies were seen in the Dunning correlation-consistent cc-PVnZ family of basis-
sets (where ΔΔG‡[5TS(IV-V)t[PVQZ-PVTZ] = -0.005 kcal/mol, and ΔΔG‡[3TS(IV-
V)t[PVQZ-PVTZ] = -0.02 kcal/mol).  This indicates that using a large quadruple ζ basis set 
yields a negligible change in the computed energetics, for a disproportionately increased 
computational cost with respect to a triple ζ basis-set.  The Karlsruhe def2-TZVP basis set 
was chosen for single-point correction calculations, with the B3PW91-D3BJ(C6H6)/def2-
TZVP//BP86/BS1 established as the standard approach for the computational model (herein 
referred to as B3PW91-D3BJ(C6H6)/TZVP//BP86/BS1).  
 
2.4.2.  Assessing the Relative Energetics of Singlet (S=0), Triplet (S=1) and Quintet 
(S=2) Spin-states of Relevant Species in the Catalytic Transfer-Hydrogenation Reaction 
 
Having established a reliable and robust approach to model the reactivity of β-
diketiminatoiron(II) complexes, selected intermediates that were considered to be important 
stationary points in the catalytic transfer hydrogenation reaction (in Section 3.2 onwards) 
were computed to probe the relative spin-state energetics of the quintet (S=2), triplet (S=1) 
and singlet (S=0) spin-states at the established B3PW91/TZVP//BP86/BS1 level.  
 
 
Figure 2.16.  Illustrative d electron configurations for the singlet (S=0, purple) triplet 
(S=1, blue) and quintet (S=2, green) spin-states in ideal tetrahedral Fe(II) complexes. 
 
Relative spin-state energetics for species with a truncated β-diketiminate ligand are presented 
in Table 2.1.  These are IIIM, a hydridoiron(II) species often implicated in β-




protonolysis in the transfer-hydrogenation process, and the β-HT transition-state TS(IV-V)M.  
The amine employed in the model is also truncated to MeNH2.  It was initially postulated 
that the truncated ligand system would have a small effect on the computed spin-state 
energetics, and in turn the insight obtained with respect to the full β-diketiminate ligand motif.  
However, additional calculations in the singlet, triplet and quintet spin-states for a selection 
of intermediates were also performed with the full β-diketiminate ligand and nBuNH2 amine 


















ΔG[x– y] (kcal/mol) 
(x,y = 2S+1) 
IIIM IXM TS(IV-V)M 
5Fe, S=2 0 0 0 
3Fe, S = 1 +20.4 +16.0 +3.7 
1Fe, S = 0 +39.5 +36.9 +12.8 
Table 2.1. Free-energy differences of selected model system species in the singlet (S=0), 
triplet (S=1) and quintet (S=2), relative to the respective quintet spin-state intermediate 
free-energy. 
 
For all three truncated model species studied, IIIM, IXM and TS(IV-V)M (Table 2.1) the 
quintet spin-state is the most energetically favoured, and so the relative energies of the triplet 
and singlet spin-states are quoted relative to the ground-state quintet.  Beginning with IIIM, 
the triplet state is computed to be 20.4 kcal/mol less stable than the quintet.  The singlet spin-
state is even higher in energy, significantly so, where ΔG[1IIIM] = +39.5 kcal/mol.  This 
substantial instability of the singlet relative to the quintet is also seen in IIIM, where the triplet 
and singlet spin-state structures are 16.0 kcal/mol and 36.5 kcal/mol higher in energy than 




state is less pronounced than in the two other species studied.  The triplet species, 3TS(IV-
V)M is 3.7 kcal/mol higher in free energy, while the singlet (1TS(IV-V)M) is 12.8 kcal/mol 
higher with respect to the quintet, thus hinting at the possibility of two-state reactivity as 










ΔG[nFe – 5Fe] (kcal/mol)  
(2S+1) 
III IV V 
5Fe, S=2 0 0 0 
3Fe, S = 1 +21.7 +6.1 +15.3 
1Fe, S = 0 +69.9 +20.9 +37.7 
Table 2.2. Free-energy differences of selected “full ligand” system species in the singlet 
(S=0), triplet (S=1) and quintet (S=2 states), relative to the respective quintet species in 
each case. 
 
Moving to the full ligand system, featuring the bulky 2,6-diisopropylphenyl groups on the 
imine groups (Table 2.2), the energetic ordering of 5Fe < 3Fe < 1Fe remains, thus identifying 
that in this case the truncated model system agrees well with the full system.  While the 3Fe 
→ 5Fe splitting energy for full-model species III (ΔG = +21.7 kcal/mol) is similar to that 
seen in the truncated model, the singlet is significantly less stabilized.  For propene-hydride 
intermediate IV, and propyliron(II) species V, both important and relevant intermediates in 
transfer-hydrogenation in Section 3.4 onwards, the 5Fe < 3Fe < 1Fe  order of stability is also 
seen, albeit with a smaller 3Fe → 5Fe splitting energy obtained in IV. 
   
These results indicate that while the quintet spin-state is likely to feature as the predominant 
electronic configuration in the β-diketiminatoiron(II)-catalysed hydrogenation reaction, the 
triplet spin-state is often close in energy.  Moreover, looking at the spin-state energetics of 




four-coordinate intermediates of β-diketiminatoiron(II) complexes.  Therefore, the triplet 
state cannot be ignored in efforts to computationally characterize any reactivity featuring 
these complexes.  The singlet spin-state, however, is unstable across all intermediates studied 
with respect to the quintet and triplet states, and from these findings, computation of species 
in this spin-state was deemed unnecessary in the subsequent investigation of catalytic 
transfer-hydrogenation. 
2.5.   Conclusions 
 
Overall a brief introduction of β-diketiminate complexes was outlined, followed by a 
literature survey concerning bulky β-diketiminatoiron(II) complexes, featuring studies that 
employed spectroscopic, structural and quantum-chemical methods.  
 
A benchmarking evaluation of a selection of functionals was carried out.  Using a β-hydrogen 
transfer (β-HT) reaction, and an experimentally derived activation by Holland et al, the pure 
functionals selected were shown to favour the triplet spin-state for the β-HT transition-state 
over the quintet and underestimate the activation barrier.  Conversely, a varied picture is seen 
with the hybrid functionals when it came to the magnitude of the relative 5Fe → 3Fe spin-
state energetics of the TS, with some stabilizing the quintet over the triplet, and some vice 
versa.  Overall, after evaluating the performance of these functionals in this context, the 
B3PW91-D3(C6H6)/def2-TZVP//BP86/”BS1” approach was selected as the most robust to 
model β-diketiminatoiron(II) catalysis, with a deviation of +1.88 kcal/mol with respect to the 
experimental barrier of 23.4 kcal/mol.  This approach also identified two-state reactivity 
between the quintet and triplet states in this β-HT process, agreeing with previous studies of 
this process in the literature.  Further testing a range of basis-sets suggested that def2-TZVP 
is also a reliable choice.  This ultimately provided a reliable approach for the characterization 
of β-diketiminatoiron(II) complexes via DFT, which will be relevant in the next chapter 
focussing on catalytic applications of these complexes,   
 
Furthermore, a selection of intermediates relevant to the next chapter concerning catalytic 
transfer-hydrogenation were computed in the singlet (S=0), triplet (S=1) and quintet (S=2) 




account for the same qualitative ordering of spin-states with respect to the full ligand.  The 
singlet state was also found to be significantly unstable, confirming that any potential “three-
state” reactivity is extremely unlikely, and so further computation of β-diketiminatoiron(II) 
species in the singlet spin-state was not undertaken.  The triplet state, as demonstrated, 
however, can be close in energy to the quintet, and so it must be considered and computed 




Chapter 3.  A Mechanistic Investigation into a Regioselective Iron-
Catalysed Transfer-Hydrogenation Reaction  
3.1. Catalytic Applications of the β-Diketiminatoiron(II) Complexes. 
 
In the previous chapter an overview of low-coordinate β-diketiminatoiron(II) complexes was 
presented with a selection of reports investigating their structural and electronic properties.  
Efforts to probe their efficacy in catalysis have also been extensive, and herein a survey of 
such reports demonstrating the use of low-coordinate β-diketiminatoiron(II) complexes in 
catalytic reactions is presented. 
 
In 2005 Holland reported the use of β-diketiminatoiron(II) fluoride complexes in the catalytic 
hydrodefluorination (HDF) of fluorinated alkenes.95 The fluoroiron complexes were 
synthesized by reacting trimethyltin fluoride (Me3SnF) with a range of alkyl complexes 
(Figure 3.1).  Depending on the alkyl groups present on the backbone of the ligand, the 
product was either a dimeric four-coordinate species (30, when R = Me) or monomeric three-
coordinate product (29 when R = tBu).   
 
 
Figure 3.1.  Synthesis of monomeric (when R = tBu) or dimeric (when R = Me) β-
diketiminatofluoroiron(II) complexes from respective alkyl complexes reacted with 
trimethyltin fluoride.   
 
These fluoridoiron(II) complexes were subsequently  employed in catalytic quantities (20 
mol %) to facilitate hydrodefluoronation of fluorinated aromatics upon heating with Et3SiH 






Figure 3.2.  General scheme for catalytic hydrodefluoronation of fluorinated aromatics 
(C6F5R) by β-diketiminatoiron(II) catalysis, by Holland.   
 
While monomeric 29 could catalyse the HDF of C6F6 more effectively than the dimeric 30 
(TON 2.5 vs. 1.0), 30 could also facilitate HDF of aliphatic fluoroalkenes (fluorinated alkenes 
that possess an aliphatic alkyl group), albeit with limited regioselectivity.  On the basis of 
experimental mechanistic studies with the aliphatic fluoroalkenes, a catalyst cycle was 
proposed (Figure 3.3).  Similar mechanistic studies into fluorinated aromatics proved 







Figure 3.3.  Proposed mechanistic pathway for the hydrodefluoronation of fluoroolefins 
by β-diketiminatoiron(II) catalysis.   
 
The active catalytic species is proposed to be monomeric fluoride species 31 formed from 
dimer 30.  Subsequent exchange with Et3Si-H yields Et3Si-F and hydride 32.  Addition of the 
fluoroalkene to 32 and subsequent migratory insertion can then afford linear alkyliron(II) 
adduct 33.  This linear adduct was found to be the resting state by NMR, where further` β-
HT and reinsertion can afford the alternative branched adduct 34.  From 34, β-fluorine 
transfer (β-FT) can take place, with onwards elimination yielding the HDF product, 





In 2014 Hannedouche et al. reported the cyclohydroamination of alkenes with primary 
amines, catalysed by four co-ordinate β-diketiminatoiron(II) complex 35 at 70 – 90 oC 
(Figure 3.4).  
 
 
Figure 3.4.  Intramolecular hydroamination of alkenylamines catalysed by 35, by 
Hannedouche.96   
 
35 was synthesized via metathesis of 16 with LiCH2SiMe3.  Crystallographic analysis of 35 
revealed a four-coordinate structure, in which the alkyl group is bound to the iron on the 
same plane as the β-diketiminatoiron motif, with the apical position occupied by THF.  This 
was then demonstrated to facilitate intramolecular hydroamination reactions at a 10 mol % 
loading in d8-toluene at 90 oC.  The following catalyst cycle that was proposed, based on 





Figure 3.5.  Proposed mechanistic pathway for the intramolecular hydroamination of 
aminoalkenes by β-diketiminatoiron(II) catalysis.   
 
Initial amine addition, and subsequent protonolysis of 35 is proposed, yielding amido 
complex 36, which was speculated to feature coordination of the alkene moiety via η2 
interaction with the Fe centre.  Subsequent alkene insertion takes place to form the cyclic 
alkyliron(II) intermediate 37.  Finally, protonolysis of adduct 37 was determined to be rate-
limiting, releasing the product cyclic amine and regenerating amido-alkene species 36.   
 
In 2016 Webster et al. reported a hydrophosphination reaction of unactivated alkenes and 
alkynes facilitated by a β-diketiminatoiron(II) pre-catalyst, under mild conditions in d6-





Figure 3.6.  Hydrophosphination of phosphinoalkenes by β-diketiminatoiron(II) 
catalysis, by Webster et al.97   
 
Through insights obtained from DOSY NMR spectroscopy and kinetic studies, a catalyst 
cycle was proposed (Figure 3.7), which is similar to the pathway outlined in the 
hydroamination reaction by Hannedouche.   
 
 
Figure 3.7.  Proposed mechanistic pathway for the intramolecular hydrophosphination of 
phosphinoalkenes by β-diketiminatoiron(II) catalysis.   
 
The activation of pre-catalyst 38 takes place via protonolysis of the alkyl ligand to afford 
SiMe4 and phosphidoiron(II) species 39.  Migratory insertion of the alkene tether is then 
proposed to take place to yield 40.  Insertion to yield 41 is also possible, which can then 




phosphido (41) complex by another substrate yields the hydrophosphinated product and 
completes the cycle by reforming 39. 
 
In 2016 Webster et al. reported  a catalytic hydroboration of alkenes and alkynes facilitated 
by bulky β-diketiminatoiron(II) complexes (Figure 3.8).98  When 38 is employed at a 5 mol % 
loading, a range of alkenes could undergo Markovnikov-selective hydroboration with near 
100% spectroscopic yields obtained.  Inspired by previous reports using alternative bulky 
tethers on substituted alpha-diimine catalysts for olefin polymerization, complex 42 was 
synthesized, which features bulkier phenylethyl groups in place of isopropyl on the aryl tether 
groups on the β-diketiminate motif.99  It was found that use of 42 (5 – 10 mol %) in catalytic 
hydroboration afforded a significant change in observed regioselectivity, with greater yields 
of anti-Markovnikov products formed.  This clearly demonstrated the importance of steric 
influence of the bulky aryl groups on the β-diketiminatoiron(II) complexes in catalytic 
hydrofunctionalisation chemistry.  To probe the mechanism, experimental mechanistic 
studies were undertaken.  Firstly, stoichiometric reaction of 38 and HBpin afforded TMS-
Bpin, suggesting borylation of the CH2-TMS ligand serves to activate the pre-catalyst.  
Further kinetic studies also revealed a first-order dependence in 38, HBpin and 1-hexene 
when used as the substrate.   
 
 
Figure 3.8.  Hydroboration of alkenes and alkynes catalysed by 38 and 42, by Webster et 
al.98 
       
In 2017 Webster et al. demonstrated that β-diketiminatoiron(II) complexes can readily 






Figure 3.9.  β-diketiminatoiron(II) catalysed dehydrocoupling of Me2HN
.BH3, by 
Webster et al.100 
 
Complex 38 was identified as the most effective for DHC, and further optimization of the 
reaction conditions established that loadings as low as 1 mol % could facilitate the reaction 
of amine-boranes in high yields at room temperature.  These milder conditions for the 
reaction with Me2HN
.BH3 (Figure 3.9) allowed for detailed kinetic analysis and isotopic 
labelling experiments to elucidate the mechanism of the DHC process.  These revealed first-
order relationships in both catalyst and substrate.  Deuterium labelling experiments via 11B 
NMR monitoring of product formation were performed on the reaction in Figure 3.9,  to 
yield kinetic isotope effects (KIEs) with respect to the N-H/D bonds (2.5 ± 0.2), B-H/D bonds 
(2.1 ± 0.2) and fully deuterated substrate (3.6 ± 0.3).  These modest KIEs were interpreted to 
be indicative of a non-linear rate-limiting TS, and suggested that the N-H bond cleavage is 
not rate-limiting, although the authors noted that the complexity of the mechanism makes 
interpreting the KIEs to specific reaction steps difficult and rather speculative.  Based on 






Figure 3.10.  Proposed mechanism of amine-borane dehydrocoupling catalysed by 24, by 
Webster et al.100  
     
Activation of 38 is proposed to take place via protonolysis to afford amidoborate species 44.  
Subsequent DHC can then take place upon introduction of a second Me2HNBH3 to form 45 
and afford hydridoiron(II) species 32.  The authors then speculated that from 32 two 
divergent cycles can take place concomitantly.  In one, re-addition of an equivalent of 45 can 




take place to form cyclic product 43 and reform 32.  In the alternate cycle, addition of another 
equivalent of Me2HNBH3 can take place, facilitating hydrogenolysis of the hydride ligand 
and reform amidoboratoiron(II) adduct 44.   
 
More recently in 2018, Lin et al. demonstrated that the catalytic capability of the β-
diketiminate motif can be combined with metal organic frameworks (MOFs) to create a class 
of porous solid-supported catalysts that can facilitate reactivity otherwise reserved for 
homogeneous catalysis.101 The β-diketiminate ligand motif was post-synthetically installed 
into Ui-O-type MOF Zr6O4(OH)4(TPDC-NH2)6 via treatment with alkylated enaminone and 
subsequent deprotonation (Figure 3.11a).  Subsequent metalation of the resulting NacNac-
MOFs yielded β-diketiminatoiron(II)-MOFs 47 and 48, alongside a series of other 
frameworks alternatively featuring cobalt and copper as the central NacNac-bound earth-









Figure 3.11.  (a) Synthetic route towards NacNac-MOFs 47 and 48 via NacNac-MOF, and 
(b) Structural model of the NacNac-MOF by Thacker et al.101  Reprinted with permission 
from ref. 101.  Copyright (2016) American Chemical Society. 
 
48 was employed as a catalyst (5 mol % loading) in the intramolecular C–H amination of 1-
azido-4-phenyl-butane, a reaction that was earlier demonstrated by Betley et al. to be 





While Betley et al. found that 10 mol % of 49 could catalyse this amination reaction to 57% 
with a TON of 5.7, 48 at 5 mol % could achieve up to a 90 % yield.  Furthermore, reduction 
of the loading of 48 (2 mol %) and reaction time (24 h from 48 h) allowed for measurement 




Figure 3.12.  Previously reported 49-catalysed intramolecular C–H amination by Betley 
et al (top reaction scheme),102 and the same intramolecular C–H amination reaction 
catalysed by NacNac-MOF 48, by Thacker et al. (bottom reaction scheme).101 
      
3.2.   Catalytic Transfer-Hydrogenation - Experimental Background 
 
Following the reports of β-diketiminatoiron(II) catalysed  hydroboration98 and 
hydrophosphination97 by Webster et al., along with catalytic intramolecular hydroamination 
by Hannedouche et al.,96 Webster envisaged that, based on current mechanistic 
understanding of these processes, a catalytic transfer-hydrogenation could take place that 





Figure 3.13.  Proposed mechanism of a viable transfer-hydrogenation process via β-
diketiminatoiron(II) catalyst 38, through exploiting the processes of hydroboration, and 
hydroamination. 
 
Upon screening for optimal catalytic conditions, the use of 38 at 10 mol %, with primary 
amine nBuNH2 as the sacrificial proton source, with HBpin as the hydride source, was 
established.  Subsequent testing of the transfer-hydrogenation conditions on a range of 
unsaturated substrates demonstrated that high yields approaching 100% could be achieved 
(Figure 3.14).  Moreover, a broad substrate scope was tolerated in these reaction conditions, 
including 3 and 4-substituted styrenes, alkynes, and alkenes with both aromatic and aliphatic 






Figure 3.14.  β-diketiminatoiron(II) catalysed transfer-hydrogenation of alkenes and 
alkynes, by Webster et al., with selected substrate examples and respective isolated 
yields.   
 
It was also demonstrated that aminoalkenes and aminoalkynes could be hydrogenated 
without the use of a sacrificial amine, whereby the tethered primary amine group in the 




Figure 3.15.  β-diketiminatoiron(II) catalysed transfer-hydrogenation of alkenes and 
alkynes, with selected substrate examples and respective isolated yields.   
 
By utilising DBpin or PhND2, Webster et al. demonstrated selective deuteration of alkenes 
can be facilitated, which additionally provided some mechanistic insight.  By using DBpin, 
the internal carbon of terminal alkenes was selectively deuterated in a range of substrates 




3.16b).  This selectivity was most pronounced with substrates featuring aliphatic groups, 
where, for example, 1,2-epoxyhexene exhibited the largest selectivities seen with both DBpin 
(97:3) and PhND2 (93:7).  Styrene, however, exhibited a lower selectivity with both 
deuterated transfer reagents, and it was speculated that the electronic influence of the phenyl 
group was playing a competitive role to the sterics. 
   
 
Figure 3.16.  Deuteration studies using DBpin (left, a) to deuterate at the internal carbon, 
and with D2-aniline (right, b) to deuterate the terminal carbon. 
   
Due to the 30 min time-scale of the transfer-hydrogenation reaction, the reaction conditions 
were not amenable to experimental kinetics studies by NMR to elucidate the mechanism.  
Computational chemistry, specifically DFT was thus deemed a viable alternative to probing 
the mechanism of catalytic transfer-hydrogenation.  The results and discussion section below 
summarize this DFT investigation, where further experimental evidence uncovered in 
collaboration with the Webster group is also presented in conjunction with the computational 
results.  The proposed catalyst cycle presented in Figure 3.13 offered a starting point for 
identifying the mechanism for this reaction, where efforts initially focussed on characterizing 






Despite the immediate attraction in employing iron in catalytic transfer-hydrogenation, over 
second and third-row TM-based systems (Section 1.2), a more detailed comparison of the 
sustainability and economic viability of this catalyst system with current process employed 
in industry should be made.  A well-defined and regularly employed catalyst in industrial 
hydrogenation is the heterogeneous “Pd/C” (palladium activated on a carbon support) 
system103,104 and so this will be used as an example of a state-of-the-art method in order to 
compare and evaluate the β-diketiminatoiron(II) system.  For the sake of brevity, this will be 
referred to as “Webster’s catalyst”.  
 
› Synthesis of the catalyst.  Synthesis of pre-catalyst species 38 has been outlined by 
Hessen et al., in which the β-diketiminate ligand, as a lithium salt (generates in situ), 
undergoes complexation with FeCl2, with subsequent reaction with LiCH2SiMe3 in 
THF to yield 38.94 Thus the need for organolithium species in the synthesis challenges 
the sustainability of Webster’s catalyst as the atom-economy is not desirable.  Pd/C 
alternatively is prepared with PdCl2 and HCl with an aqueous solution of activated 
carbon.105  
 
› Cost and toxicity of the metal employed.  As outlined previously (Section 1.2) iron is 
clearly less expensive2 and toxic3 than palladium, and so in this regard the use of 
Webster’s catalyst offers a distinct advantage in sustainability and economics.  
 
› Cost and sustainability of reagents.  This is one of the most significant factors in 
favour of the Pd/C system, as the source of hydrogen, H2, is more abundant and 
economically viable over nBuNH2 and HBpin, as is required with Webster’s catalyst.     
 
› Catalyst loading.  It has been stated that a typical loading of Pd/C in solution-phase 
batch hydrogenations is 5% Pd/C paste.106  Webster’s catalyst is typically used at 10 
mol %, and so the typical loadings of both systems are comparable.   
 
In summary, it remains unclear as to whether advantages in cost and sustainability can be 
made when other facets of Webster’s catalyst are considered beyond the choice of central 




deuteration of a single C atom in a terminal alkene, and clearly is one that offers significant 
advantages over other hydrogenation methods, such as Pd/C, should synthesis of mono-
labelled alkane isotopes be required.  
3.3. Computational Details 
 
Full details of the DFT approach employed in this chapter is outlined in the previous chapter 
(Section 2.3.1), which details a rigorous benchmarking evaluation against relevant 
experimental data in β-diketiminatoiron(II) chemistry.  Any deviations from this standard 
approach will be noted in the relevant sections of this chapter. 
 
It should be noted that of all the intermediates characterized at the BP86/BS1 level,      
5TS(IV-V)1St (featured in Section 3.4.6) was characterised with an additional unwanted 
imaginary frequency (–22.3 cm-1).  Efforts to remove it, such as optimizations with tighter 
criteria (via the “opt=verytight” keyword) and re-optimization after making minor 
conformational changes were unsuccessful.  However, this additional imaginary mode is 
expected to have a small impact on the overall free energy of this species. 
 
Throughout most of the investigation, propene was modelled as the unsaturated substrate, 
with propane being the transfer-hydrogenation product.  This small substrate was selected in 
order to reduce the conformational space of alkyliron(II) adduct in the catalytic cycle, 
amongst other species arising from substrate addition to the Fe(II) centre.  In addition, 
propene was postulated to be large enough to still capture important steric effects that the 
linear-chain alkenes, used in experiment, would exhibit on the β-diketiminatoiron(II) motif.  
The two transfer reagents, nBuNH2 and HBpin were however modelled in full, along with the 
full β-diketiminate ligand.  This set of reagents and substrate herein will be referred to as the 
“parent” reaction (Figure 3.17).  Additional calculations were then performed, in which 
aniline was employed as the protic transfer reagent (see Section 3.4.5), and styrene the 






Figure 3.17.  The “parent” reaction focussed on in this DFT investigation of catalytic 
transfer-hydrogenation, where hydrogenation of propene by 38, nBuNH2 and HBpin takes 
place in C6D6. 
 
3.4. Results and Discussion 
 
3.4.1. Computational Exploration of the Product-Formation Step  
 
Alkyliron(II) complexes can be synthesized and isolated, as previous studies by Holland have 
demonstrated, so it was speculated that 5V1Pr is possibly a resting state in catalysis.  Moreover, 
the cleavage of the alkyl ligand was deemed an important process to study in assessing the 
kinetics and thermodynamics of catalytic transfer-hydrogenation.  Therefore, the results 
presented begin with the protonolysis step from propyliron(II) intermediate 5V1Pr as outlined 
in the proposed cycle in Figure 3.13.  The energetics of this process and relevant structures 







ΔG‡ = + 21.2 kcal/mol 
 
(c) 
   
Figure 3.18.  (a) Computed free-energy profile of protonolysis of 5V1Pr by nBuNH2 
(kcal/mol).  (b) Structure of 5TS(IX-X)1Pr.  Selected distances in Å.  For clarity, all C-
bound H atoms have been removed, along with the aromatic groups on the β-
diketiminate ligand. (c) 5TS(IX-X)1Pr without removal of the aromatic groups on the β-




This process takes place with initial coordination of nBuNH2 to the Fe(II) centre via the N 
lone pair to afford amine-propyliron(II) adduct 5X1Pr (+1.6 kcal/mol).  Subsequent proton-
transfer can then take place via kite-shaped transition-state 5TS(IX-X)1Pr (Figure 3.18b) and 
an activation barrier of +21.2 kcal/mol relative to 5V1Pr.  Propane is then released, with three-
coordinate nbutylamidoiron(II) species 5X (-21.9 kcal/mol) formed as a result.  Overall this 
process has an exergonicity of -21.9 kcal/mol, indicating it is irreversible under the reported 
experimental reaction conditions, where the activation barrier for the reverse process, ΔG‡rev 
= +43.1 kcal/mol.  
 
Alongside amine-assisted protonolysis, the possibility of competing side-reactions were 
assessed from 5V1Pr.  As previously noted, Webster et al. demonstrated that efficient catalytic 
hydroboration of alkenes and alkynes can take place with 10 mol % of 24 and boranes in 
deuterated benzene (Figure 3.8).98  The experimental conditions of the transfer-
hydrogenation protocol are therefore comparable, the only major difference being that amine 
is present in transfer-hydrogenation.  However, the major product observed under transfer-
hydrogenation conditions is alkane, with only small amounts of hydroboration product 
observed in a few substrates. 
A mechanism for the hydroboration step from 5V1Pr was characterised in order to identify 
whether this process is competitive with amine-assisted protonolysis.  Figure 3.19 presents 






Figure 3.19.  Computed free-energy profile of intermediates in hydroboration of 
propyliron(II) species 5V1Pr (kcal/mol).  Selected distances in Å.  
 
Coordination of HBpin to the Fe(II) centre via a B-H σ-interaction, and subsequent B-C 
coupling takes place via single ordered four-membered transition-state 5TS(HB1)1Pr (Figure 
3.20a) and a computed barrier of +14.2 kcal/mol.  This affords alkylboratoiron(II) adduct  
5INT(HB2)1Pr (+6.8 kcal/mol) in which the B-H bond is weakened.  Additionally, the Fe-C 
interaction has weakened due to B-C bond formation.  The B-H bond is subsequently cleaved 
in an energetically facile process via low-lying transition-state 5TS(HB2)1Pr (Figure 3.20b, 
+6.2 kcal/mol) to yield nPr-Bpin and regenerate the active catalytic species 5III.  This process 





(a) 5TS(HB1)1Pr (b)5TS(HB2)1Pr 
  
Figure 3.20.  Computed structures of catalytic hydroboration transition-states (a) 
5TS(HB1)1Pr, and (b) 5TS(HB2)1Pr.  Selected distances in Å.  For clarity, all C-bound H 
atoms have been removed, along with the aromatic groups on the β-diketiminate ligand. 
 
It can be seen that the computed barrier for hydroboration (ΔG‡ = 14.2 kcal/mol) is 6.0 
kcal/mol lower than amine-assisted protonolysis (ΔG‡ = 21.2 kcal/mol).  Therefore, the 
current chemical model not only suggests hydroboration is competitive, but kinetically 
favoured, where alkylboranes should be the dominant product under the experimental 
reaction conditions.  Therefore, the computed kinetics of these divergent processes 














(b) HBpin + nBuNH2 
 
Figure 3.21.  Proton-coupled 11B NMR of (a) HBpin, and (b) an equivalent mixture of 
HBpin + nBuNH2.  Both were in d
8-THF solution.107 
 
Experimental assessment of the transfer reagents via 11B NMR offered some insights to what 
is impeding HBpin from facilitating hydroboration (Figure 3.21).  Measurement of the 11B 
NMR spectra of HBpin in d8-THF exhibited a doublet at 28 ppm, corresponding to coupling 
to the 1H (Figure 3.21a).  However, the 11B NMR spectra of HBpin and nBuNH2 in d
8-THF 
showed a doublet shifted to 21 ppm (Figure 3.21b), indicating a shielding of the B atom via 
N→B bond formation.  Amine-borane adduct formation from individual components also 
has literature precedent where Bertrand et al. identified that adducts can form from amines 
and boranes, and subsequently undergo catalyst-free dehydrocoupling to form 
aminoboranes.108 
 
Therefore, it was proposed that, amine-boranes can form instantaneously in the reaction, and 




assisted protonolysis proceeds with initial coordination of the amine via the N lone pair, 
nBuH2N→BHpin formation sequesters this through formation of the dative N→B covalent 
bond.  Additionally, in the computed hydroboration pathway B-C coupling readily takes 
place with the vacant p orbital in the B atom participating.  Likewise, N→B bond formation 
in the adduct serves to occupy the vacant p-orbital in boron, thus sequestering this process as 
well.   
 
Alternatively, it was speculated that the amine-borane adduct itself can facilitate protonolysis 
in catalysis, and efforts turned to characterizing and assessing the kinetics and 
thermodynamics of this amine-borane-assisted process.  The resulting computed free energy 
profile is presented in Figure 3.22.   
 
 
Figure 3.22.  Computed free-energy profile of amine-borane-assisted protonolysis of 




Addition of nBuH2N→BHpin to 5V1Pr can initially take place via a B-H σ-interaction to form 
5VI1Pr (+6.8 kcal/mol).  Subsequent intramolecular proton-transfer by the tethered amine 
group can now take place via six-membered cyclic transition-state 5TS(VI-VII)1Pr (Figure 
3.23a, +16.2 kcal/mol), releasing propane, and forming amidoboratoiron(II) species 5VII 
(Figure 3.23b -26.9 kcal/mol).  Amino-borane dissociation can then readily take place via 
5TS(VII-VIII)1Pr (Figure 3.23c, -24.2 kcal/mol) to form 5VIII (-27.3 kcal/mol) and 
subsequently via 5TS(VIII-III)1Pr (Figure 3.23d, -22.7 kcal/mol) to afford aminoborane and 
hydridoiron(II) species 5III (-30.9 kcal/mol).  The activation barrier for this process is +16.2 
kcal/mol, with an exergonicity of -30.9 kcal/mol, and so is identified as more kinetically 














Figure 3.23.  Structures of intermediates in the final stages of the catalytic transfer-
hydrogenation reaction profile.  (a) 5TS(VI-VII), (b) 5VII, (c) 5TS(VII-VIII) and (d) 
5TS(VIII-III).  Selected distances in Å.  For clarity, all C-bound H atoms have been 
removed, along with the aromatic groups on the β-diketiminate motif. 
 
Having established that amine and borane can serve as both the proton and hydride source as 
a Lewis adduct, this represents a substantial modification to the chemical model employed, 
and consequently the proposed catalytic cycle has now changed significantly to the one 






















Figure 3.24.  Adapted catalyst cycle following revision of chemical model identifying 
amine-borane adducts as now involved in transfer-hydrogenation. 
 
The alkene addition and migratory insertion processes at the assumed hydridoiron(II) species 
was assessed, and, like the alkyliron(II) intermediate, possible competing side-reactions were 
also considered at the hydridoiron(II) intermediate.   
 
Webster et al. reported in 2016 efficient β-diketiminatoiron(II) catalysed amine-borane 
dehydrocoupling (DHC), where H2 is released (see Figure 3.9).
100  As the conditions are 
remarkably similar in transfer-hydrogenation, H2-evolving DHC could also be taking place 
in competition with alkene addition and migratory insertion via β-HT.  Indeed, in some cases, 
a build-up of H2 is observed in the initial stages of transfer-hydrogenation.  Figure 3.25a 
presents the DHC of nbutylamine and pinacolborane via amine-borane-assisted protonolysis 
of hydridoiron(II) species 5III.  The free-energy profile of propene addition and subsequent 
migratory insertion to form 5V1Pr is presented for comparison in Figure 3.33.  Note this 
process is discussed in more detail in a subsequent section (Section 3.4.4.2).  However, for 






(a) (b) 5TS(VI-III)H 
 
 
Figure 3.25.  (a) Computed free-energy pathway of potentially competing dihydrogen 
release via nButylamine-borane dehydrocoupling to form hydridoiron species 5III.  (b) 
Computed structure of transition-state 5TS(VI-III)H . Selected distances in Å.  For 
clarity, all C-bound H atoms have been removed, along with the aromatic groups on the 
β-diketiminate ligand. 
 
This begins with coordination of the nBuH2N→BHpin adduct to afford hydrido σ-complex 
5IVH, (+4.4 kcal/mol), similar to alkyl analogue 5VI1Pr previously outlined.  This is then 
followed by hydrogenolysis of the Fe-H bond, via proton-transfer from the tethered amine 
group, and six-membered transition-state 5TS(VI-III)H (Figure 3.25b).  An overall barrier of 
+8.4 kcal/mol is obtained for this process relative to 5III, where H2 and aminoborane are 
released concomitantly in an exergonic process to reform hydridoiron(II) species 5III (-19.5 
kcal/mol).  Unlike amine-borane-assisted protonolysis of 5V1Pr, no intermediate 
aminoboratorion(II) adduct 5VII is formed, with B-H σ-bond cleavage occurring in concert 
with H-H coupling.   
 
The activation barrier for this process (ΔG‡ = 8.4 kcal/mol) is 4.7 kcal/mol lower than that of 
propene addition and migratory insertion (ΔG‡ = +12.8 kcal/mol), hence identifying  DHC 











transfer-hydrogenation is preferred, indicating alkene insertion and subsequent migratory 
insertion must be dominant upon formation of 5III.  The chemical model proposed thus far, 
in which amine-borane adducts are implicated as the active transfer reagent, does not account 
for the observed reactivity of transfer-hydrogenation as seen experimentally.  Efforts turned 
to further investigate the chemical model with respect to experimental observations, with an 
aim to understand why H2-evolution is predicted over alkane formation.   
 
Much like the identification of amine-borane adducts, experimental observation offered some 
clues.  Upon addition of nBuNH2 and HBpin in the reaction mixture, a thick and immiscible 
gel rapidly forms, as seen in Figure 3.26, and proceeds to dissolve throughout the course of 
the transfer-hydrogenation reaction until completion.  This rapid gel formation is likely a 
consequence of a more complicated process taking place between the amine and borane 
reagents beyond a simple adduct formation, and thus efforts turned to further probe the nature 
of nBuNH2 and HBpin in the reaction. 
 
 





3.4.2. Identification of Amine-Borane Adducts as Supramolecular Oligomers 
 
Computation of the free energy of formation of nBuH2N→BHpin (Figure 3.27a) from 
individual amine and borane reveals this adduct formation is endergonic, where ΔG = +3.1 
kcal/mol.  Inspection of the individual enthalpic and entropic contributions revealed that, 
while ΔS x 298.15K = +11.3 kcal/mol, indicating a loss in rovibrational entropy upon adduct 
formation, it is fairly exothermic, where ΔH = -8.3 kcal/mol.  A dimer of two units of AB1 
(“AB2”, Figure 3.27b) was in turn computed, whereby each unit is interacting via two 
hydrogen bonds between the protons of the ammonium group, and the oxygen atoms in the 
pinacol group.  The formation of this from the individual amine and borane components was 
found to be much less endergonic where ΔG = +0.1 kcal/mol.  Moreover, this formation from 
four components comes at a substantial loss in rovibrational and translational degrees of 
freedom.  Indeed, the change of entropy is computed to be high, where ΔS x 298.15K = -35.5 





(a) nBuH2N→BHpin (AB1) ΔG = +3.1 
 
(b) AB2 ΔG = +0.1 
 
Figure 3.27.  Computed structure and reaction free energy (kcal/mol) of (a) 
nBuH2N→BHpin (AB1). (b) dimer AB2 
 
 
Further oligomerisation to give tetramer “AB4” was computed (Figure 3.28).  The formation 
of this is exergonic, where ΔG = -3.5 kcal/mol., where the exothermicity is (ΔH = -86.4 
kcal/mol) now outweighs the high entropic cost (ΔS x 298.15K = -82.9 kcal/mol).  Finally, 











units, the potential for extremely long chain oligomers to be forming is implicated in the 
reaction mixture, and may therefore account for gel formation.  
 
AB4 ΔG = -3.5 
 
Figure 3.28.  Computed structures and reaction free energies (kcal/mol) of tetramer AB4.  
Green ticks refer to available terminal protic sites, while red crosses denote protons 
sequestered by hydrogen bonding.  C-bound H atoms have been removed.   
Looking at the optimized structure of the tetramer, four protons present in the two internal 
amine-borane units are in a stabilising hydrogen-bonding network with adjacent O atoms 
(marked with red crosses in Figure 3.28).  Only the terminal protons are readily available for 
proton transfer (marked with green ticks), and so, if a linear oligomer of x units forms, the 
majority of amine-borane units are sequestered within the hydrogen bonding network and 
not available for protonolysis of 5III or 5V1Pr.  Instead, only 2 protons at the termini are 
available for such reactivity.  
 
Having established these supramolecular oligomers of amine-borane transfer reagents as a 












recomputed, where AB2 was employed as a computationally tractable approximation for the 
proposed oligomers, of an undefined size.   
 
3.4.3. Reassessment of Competitive Dehydrocoupling with Oligomer-based Chemical 
Model 
 
Re-computation of amine-borane DHC was carried out using AB2 as the transfer reagent.  




(b) 5TS(VI-III)H (ΔG‡ = +12.5 kcal/mol) 
 
Figure 3.29.  (a) Free energy profile of AB2-based dehydrocoupling from 5III.  (b) 
Structure of 5TS(VI-III)H. Selected distances in Å.  For clarity, all C-bound H atoms 
have been removed, along with the aromatic groups on the β-diketiminate ligand. 
 
With AB2, the activation barrier for DHC has increased to +12.5 kcal/mol, from +8.4 
kcal/mol seen with AB1 (Figure 3.25a).  This increase indicates that alkene insertion and 
DHC are kinetically competitive, where ΔΔG‡ = -0.3 kcal/mol, suggesting similar quantities 
of H2-evolution and alkane-formation should be observed.  However, an additional factor is 
the sequestering of protons via hydrogen-bonding.  A consequence of this is a much larger 
concentration of available alkene relative to terminal protic sites in the oligomers, especially 




concentration allows alkene addition and migratory insertion to dominate.  Furthermore, the 
oligomerization of amine-borane in fact is largely responsible for transfer-hydrogenation 
taking place, as in its absence rapid dehydrocoupling with a large evolution of H2 would 
instead be observed, with little to no alkane formation observed from alkenes.  
 
 
Figure 3.30.  Final proposed mechanism of β-diketiminatorion(II)-catalysed transfer-
hydrogenation using nBuNH2 and HBpin. 
 
The revised catalytic cycle to include ABn adducts is presented in Figure 3.30.  Finally, it is 
speculated that in the revised oligomer-based catalyst cycle, upon use of the amine and 
borane transfer reagent in one turnover cycle, a dehydrocoupled nBuHN=Bpin terminal site 
of the oligomeric transfer reagent dissociates, revealing another proton and hydride-saturated 
nBuH2N→BHpin ready for subsequent reactivity (Figure 3.31).  To confirm this, reaction of 
dissociation of AB2DHC → AB + AoB was computed, and was found to be energetically 
neutral, where ΔG = +0.1 kcal/mol.  The proposed mechanism is therefore energetically 





AB2DHC                 →  
 




Figure 3.31.  Structures involved in the computed dissociative process to form AoB and 
AB from AB2DHC.  For clarity, C-bound H atoms have been removed. 
 
3.4.4. Characterization of Catalytic Transfer-Hydrogenation of Propene with Revised 
Oligomer-based Model 
 
3.4.4.1. Activation of Pre-Catalyst  
 
The computed pathway of activation of pre-catalyst species 5I is shown in Figure 3.32.  This 
process begins with the coordination of AB2 to 5I, where a borane group in the dimer is 







ΔG‡ = 22.4 kcal/mol 
 
Figure 3.32.  (a) Computed relative free energy pathway of activation of pre-catalyst 
species 5I.  (b) Computed structure of transition-state 5TS(II-III).  For clarity, all C-
bound H atoms have been removed, along with the aromatic groups on the β-diketiminate 
ligand. 
 
Subsequent protonolysis of the Fe-C bond in 5II can take place via N-H proton-transfer to 
release SiMe4.  In concert with alkane release, B-H σ-bond cleavage also takes place, 
transferring the hydride from the borane to the Fe(II) centre, and releasing nBuNH=Bpin.  
This forms active catalytic species 5III (-22.1 kcal/mol) a monomeric, three co-ordinate 
hydridoiron(II) complex.  Both of these intramolecular processes are found to occur 
involving a single transition state, 5TS(II-III) (+22.4 kcal/mol, Figure 3.32b), beginning with 
alkane-release, then aminoborane release and hydride formation, whereby the participating 
atoms in the transition-state form a six-membered ring about the iron centre.  This process 
was computed to have an activation barrier of +22.4 kcal/mol relative to 5I, and is exergonic 
by -22.1 kcal/mol. 
 
3.4.4.2. Two-State Alkene-Insertion 
 
The computed catalyst cycle, from monomeric hydridoiron(II) adduct 5III, is presented in 




Figure 3.33.  Computed free energy profile of catalytic transfer-hydrogenation upon activation of pre-catalyst I to form active 






From active species 5III coordination of propene to the Fe centre can take place via an η2 
interaction to form hydrido(propene)iron(II) species 5IV1Pr.  This is then followed by 
migratory insertion of the propene into the Fe-H bond at the internal carbon position to 
yield 5V1Pr.  
  
Upon characterisation of the migratory insertion process in both the quintet and triplet 
spin-states, reactant 5IV1Pr, and product species 5V1Pr are more stable than the triplet 
counterparts, where ΔG[3-5IV1Pr] = -6.1 kcal/mol and ΔG[3-5 V1Pr] = -15.3 kcal/mol.  This 
energetic preference however switches in the four-membered migratory insertion 
transition-state, where 3TS(IV-V)1Pr  (Figure 3.34a) is energetically favoured over 
5TS(IV-V)1Pr  (Figure 3.34b) by 3.6 kcal/mol.  This suggests a two-state migratory 
insertion process accelerated by spin-crossover en route to 5V1Pr.  This spin-crossover 
character is in agreement with the work of Cundari and Holland, where in their 
computational investigation of β-hydrogen transfer  of alkyliron(II) and alkylcobalt(II) 






















ΔG‡ = 12.8 kcal/mol 
 
(b) 5TS(IV-V) 
ΔG‡ = 16.4 kcal/mol 
 
Figure 3.34.  (a) Optimized structures of (a) 3TS(IV-V)1Pr  and (b) 5TS(IV-V)1Pr. 
Carbon-bound H atoms, and aromatic groups on the β-diketiminate group omitted for 
clarity.  Selected distances in Å.  For clarity, the C-bound H atoms on the β-
diketiminate ligand, and the aromatic groups, have been removed. 
 
The transition-states 3TS(IV-V)1Pr and 5TS(IV-V)1Pr have markedly different geometries.  
In the quintet spin-state a distorted tetrahedral geometry is adopted, as indicated by 
calculated four-coordinate geometry indexes of τ4 = 0.82 and τ4’ = 0.81.
110  Additionally, 
the plane angle of θ = 89o (calculated as the angle between the N-Fe-N and the H-Fe-C 
planes), is consistent with tetrahedral or trigonal-pyramidal structures.  The triplet species, 
3TS(IV-V)1Pr, alternatively has geometry indexes τ4 = 0.48 and τ4’ = 0.46, and an inter-
plane angle of 46o, indicating a distorted square-planar geometry.  In Holland and 
Cundari’s 2013 study, they observe that by increasing the steric bulk on the N-“R” 
residual groups (R = H, methyl, and 2,6-diisopropylphenyl), the geometry of the 
transition-state deviates further from ideal square-planar (τ4 = 0).
59  They attribute the 
distorted coordination mode of the lower-spin β-HT transition-states to the strain caused 
by the bulky aryl groups on the β-diketiminate ligand.  The geometry of 3TS(IV-V)1Pr in 
this present investigation reflects an energetic balance between the electronic preference 













ligands with minimal steric strain with respect to the aromatic groups on the β-
diketiminate ligand.  
 
It should be noted that computation of minimum energy crossing points (MECPs) for this 
process, both en route to and following the migratory insertion transition-state, were not 
performed.  It was speculated that, due to the computational approach employed, where 
one functional (BP86) was used for optimizations, and an entirely different one 
(B3PW91) for single-point corrections, using one functional over the other in the MECP 
procedure would yield inconsistent results.  Indeed, with the BP86/BS1 approach spin-
crossover is implicated in the propene addition step, and after migratory insertion (Figure 
3.35).  Moreover, previous efforts by Holland and Cundari demonstrated that, with 
B3LYP, the MECP en route and after β-HT in β-diketiminatoiron(II) systems is lower in 
energy than the transition-state.59  Therefore, while the approach in this present 
investigation differs with the B3LYP approach by Holland and Cundari, it is expected 
that the identification of MECPs that do not affect the computed kinetics of the β-HT 






Figure 3.35.  Computed free-energy profile of propene-addition and β-HT at the 
BP86/BS1 level of theory (kcal/mol).  Energetics obtained with the standard 
B3PW91//BP86 quoted in parentheses. 
 
3.4.4.3. Final Stages and Summary of Catalytic Cycle 
 
Following formation of 5V1Pr, AB2 can coordinate in an analogous fashion to that 
computed in the activation of 5I, via a B-H σ-interaction with Fe, yields σ-complex 5VI1Pr.  
Subsequent protonolysis of the Fe-C bond can take place via six-membered transition-
state 5TS(VI-VII)1Pr (-16.2 kcal/mol, Figure 3.36a), analogous to the activation of pre-
catalyst species 5I, where the tethered amine group can serve as the proton source, 
releasing propane.  In this case, formation of a four-coordinate species 5VII (Figure 
3.36b) takes place, where a Fe-N bond is formed with the amino-borane group in this 
species, supported by a B-H agostic interaction.  Heterolytic B-H σ-bond cleavage then 
takes place via transition-state 5TS(VII-VIII) (-54.2 kcal/mol) to yield 5VIII (-59.2 





kcal/mol, Figure 3.36c) to release AB2DHC and reform active monomeric hydride species 
5III, thus completing the overall catalytic cycle.  Both processes were found to be 
kinetically facile, with small activation barriers of ΔG‡[5TS(VII-VIII)] = 5.0 kcal/mol 












Figure 3.36.  Structures of intermediates in the final stages of the catalytic transfer-
hydrogenation reaction profile.  (a) 5TS(VI-VII)1Pr, (b) 5VII and (c) 5TS(VIII-III).  
For clarity, all C-bound H atoms have been removed, along with the aromatic groups 






In summary, having characterized the full catalytic pathway, the computed kinetics reveal 
that the three key stages in the reaction are:  
 
i) Activation of pre-catalyst species I via AB2-coordination and subsequent 
protonolysis to yield active species 5III.  This is the rate-limiting step, where 
ΔG‡ = 22.4 kcal/mol. 
  
ii) Alkene-addition and subsequent migratory insertion via two-state migratory 
insertion.  The two-state reactivity is in agreement with previous calculations 
by Holland and Cundari.  This process is also identified as kinetically facile 
and irreversible, where for the parent reaction, ΔG‡ = 12.8 kcal/mol 
 
iii) Protonolysis of the resulting alkyliron(II) adduct via AB2-coordination and 
proton-transfer, with subsequent hydride transfer to regenerate 5III.  The 
proton-transfer is the turnover-limiting step, where ΔG‡ = 17.3 kcal/mol.  
 
 
Figure 3.37.  Proposed mechanism of β-diketiminatorion(II)-catalysed transfer-
hydrogenation using nBuNH2 and HBpin. 
 
3.4.5. Reassessment of Reactions with Aniline a Proton Source 
 
While nBuNH2 is employed as a cheap sacrificial base in the standard and typical reaction 
conditions, PhNH2 is also used in some cases.  Moreover, PhND2 is exclusively used as 





from PhNH2.  Therefore, to reliably assess the observed regioselectivity, a reliable 
chemical model with respect to the combination of PhNH2/D2 and HBpin/DBpin was 
required.  Efforts began with computing amine-assisted protonolysis of 5V1Pr, and the 
results are presented in Figure 3.38. 
 
 
(b) 5TS(IX-X)PhN,1Pr : ΔG
‡ = +17.5 
kcal/mol 
 
Figure 3.38.  (a) Free-energy profile of aniline-assisted protonolysis of 5V1Pr. (b) 
Structure and selected interatomic distances (in Å) of 5TS(IX-X)PhN,1Pr.  For clarity, 
all C-bound H atoms have been removed, along with the aromatic groups on the β-
diketiminate ligand. 
 
Analogous to nBuNH2-assisted protonolysis, one equivalent of PhNH2 can coordinate to 
the Fe(II) centre via the N lone pair to afford aniline-alkyliron(II) adduct 5IX1Pr (+10.5 
kcal/mol).  Subsequent proton-transfer via kite-shaped transition-state 5TS(IX-X)PhN,1Pr 
(Figure 3.38b, +17.5 kcal/mol) can take place, with an overall barrier of 17.5 kcal/mol, 
releasing propane and forming anilinoiron(II) adduct 5XPhN,1Pr (-27.2 kcal/mol).   
 
Upon comparison of nBuNH2-assisted protonolysis, with the PhNH2-assisted process, it 
can be seen that, while the nBuNH2-alkyl adduct 5IX,1Pr (+1.6 kcal/mol) is more stable 
than the analogous PhNH2 species (5IXPhN,1Pr, +10.5 kcal/mol), the transition-state, and 
hence, the overall barrier for protonolysis is lower with PhNH2, where 5TS(IX-X)PhN,1Pr 





of the basicity of each amine, and in particular the acidity of the respective conjugate acid.  
nBuNH2 is a stronger base than aniline, where pKa of [
nBuNH3]
+ is 11.1,111 while 
[PhNH3]
+ = 4.6,112 and so it is unsurprising that a stronger Lewis-adduct between the 
electronegative β-diketiminatoiron(II) moiety is formed with the more basic nBuNH2 
reagent.  However, PhNH2 forms a more acidic conjugate adduct, and can therefore serve 
proton-transfer more readily due to the N-H bonds in the adduct being more acidified.    
 
To probe the nature of the amine and borane together in the reaction mixture, computation 
of adduct PhH2N→BHpin was attempted, with additional calculations performed to 
assess whether analogous oligomers can form (Figure 3.39).  Location of a single unit 
AB1Ph was not successful, where geometry optimizations revealed a dissociation of the 
amine and borane. Moreover, while dimeric and tetrameric structures could be located, 
the formation of which were endergonic, where ΔG = +13.9 kcal/mol for “AB2Ph” 
(Figure 3.39a), and ΔG = +18.5 kcal/mol for “AB4Ph” (Figure 3.39b).  Therefore, not 
only is the formation of these adducts largely endergonic, the free energy increases upon 
addition of amine-borane units, thus indicating no such analogous oligomerization of 
PhNH2 and HBpin is readily taking place.  Furthermore, no thick and immiscible gel is 
observed with PhNH2.  This clearly indicates that aniline-assisted protonolysis is the 






(a) AB2Ph : ΔG = +13.9 kcal/mol (+0.1) 
 
 
(b) AB4Ph : ΔG = +18.5 kcal/mol (-3.5) 
 
Figure 3.39.  Computed structures and free energies of formation of, (a) AB2Ph and 
(b) AB4Ph.  For clarity, all C-bound H atoms have been removed.   
 
The barrier of hydroboration of 5V1Pr and PhNH2-assisted protonolysis is predicting 
hydroboration over transfer-hydrogenation when PhNH2 is employed.  Further 
consideration of possible processes that impede the borane at this stage in the catalytic 
cycle were unsuccessful, and in turn functional testing was carried out to assess whether 
the computational model employed was leading to these seemingly contrasting results 
with respect to experiment.  Figure 3.40 presents the functional testing results of aniline-







TZVP//BP86/BS1 BP86 B3LYP B3PW91 B97-D3 M06 OPBE 
∆∆E‡ (SCF + Solvation) +6.0 +4.0 +4.9 +4.4 +6.7 +6.1 
∆∆E‡ (D30) +0.3 +0.3 +0.3 N/A +0.5 -0.7 
∆∆E‡ (D3BJ) +0.5 +0.4 +0.5 N/A N/A +0.1 
∆∆G (No D3) +3.9 +2.0 +2.9 +2.4 +4.7 +4.1 
∆∆G + D30 +4.3 +2.3 +3.2 N/A +5.2 +3.4 
∆∆G + D3BJ +4.5 +2.4 +3.3 N/A N/A +4.2 
 
DFA(C6H6)/def2-TZVP//BP86/BS1 PBE0 PBE TPSSh TPSS ωB97X-D 
∆∆E‡ (SCF + Solvation) +5.1 +6.6 +6.4 +7.1 +6.5 
∆∆E‡ (D30) +0.4 +0.5 +0.4 +0.4 N/A 
∆∆E‡ (D3BJ) +0.4 +0.3 +0.4 +0.4 N/A 
∆∆G (No D3) +3.1 +4.6 +4.4 +5.0 +4.4 
∆∆G + D30 +3.5 +5.0 +4.8 +5.5 N/A 
∆∆G + D3BJ +3.5 +4.9 +4.8 +5.5 N/A 
    
Figure 3.40.  Functional testing, and energetic breakdown of difference in TS 
energies of 5TS(HB1)1Pr and 5TS(IX-X)PhN,1Pr. Highlighted in yellow is the 
difference in energetics at the standard computational approach. 
 
The data show that, with all functionals, hydroboration is significantly favoured in terms 
of the uncorrected SCF energy, and is the largest contributor to the relative over-
stabilization of hydroboration.  Contributions from empirical dispersion corrections, both 
at the “D30” and “D3BJ” levels, are on balance very similar in each process.  This is 
somewhat unsurprising as the majority of the dispersion interactions is likely to stem from 
the long-range interactions between fragments in the β-diketiminatoiron(II) motif, which 
is a consistent feature in both transition-states.  The lower free energy contributions 
computed at the BP86/BS1 level, are however in favour of PhNH2-assisted protonolysis, 
where ΔΔG = -2.0 kcal/mol but does not offset the preference of hydroboration.  
Therefore, overall, all functionals are consistent, albeit to varying degrees, in identifying 
hydroboration as a more accessible over aniline-assisted protonolysis, and therefore 
currently no viable explanation is readily apparent that can rationalise these computed 
barriers with respect to experimental observation.   
 
3.4.6. Selectivity Studies  
 
Having characterized the full catalyst cycle, efforts turned to probe the regioselectivity 





performed with both propene and styrene as the substrate.  As outlined in the 
computational details (Section 3.3), propene was selected as an efficient approximation 
for linear alkenes which feature aliphatic groups, for which substantial selectivites of 
deuteration were observed (up to 97:3 obtained, see Figure 3.16).  The results of the 
computed regiodivergent migratory insertion processes for this substrate are presented in 
Section 3.4.6.1.  Styrene, however, had a lower selectivity (3:1), and was therefore also 
studied directly.  The computed energetics of regiodivergent migratory insertion with 
styrene are thus presented in Section 3.4.6.2.   
 
For both substrates and regiodivergent outcomes, AB2-assisted protonolysis, and aniline-
assisted protonolysis were computed to assess whether irreversible migratory insertion, 
and turnover-limiting protonolysis, is consistent irrespective of substrate or selectivity.  
Deuterated aniline was employed in the isotopic labelling studies (Figure 3.16), and so 
ensuring these trends with respect to both amines were consistent was important in 
interpreting and rationalizing the selectivity.  The computed energetics of AB2-assisted 
protonolysis (where nBuNH2 is the protic transfer-reagent) are presented in Figure 3.41, 
while aniline-assisted protonolysis processes are presented in Figure 3.43.  In all cases, 
the transition-states for both AB2-assisted and aniline-assisted protonolysis are indeed 
higher in energy than the migratory insertion transition states, which confirms that the 
turnover-limiting step is always protonolysis.   
 
The following discussion of computed selectivities in propene and styrene therefore 
simply focuses on describing this as a direct function of the kinetics of migratory insertion, 

















+ R-H  
ΔG‡ 
1Pr   -33.5 -27.5 -16.2  -61.9 +17.3  
2Pr -32.3 -25.1 -10.6 -61.9 +21.7 
1St -33.5 -28.6 -16.5 -59.6 +17.0 
2St  -36.1 -32.1 -14.5 -59.6 +19.0 
Figure 3.41.  Computed free energies of stationary points in the AB2-assisted 
protonolysis of various [Fe]-R species “5VR”.  Free energies quoted are in kcal/mol, 











+ R-H  
ΔG‡ 
1Pr 0.0 +10.5  +17.5    -27.2  +17.5  
2Pr 0.0 +6.4 +19.4 -28.4 +19.4 
1St 0.0 +5.7 +17.2 -24.8 +17.2 
2St  0.0 +5.7 +16.4 -22.3 +16.4 
Figure 3.42.  Computed free energies of stationary points in the aniline-assisted 
protonolysis of various [Fe]-R species “5VR”.  Free energies quoted are in kcal/mol, 
relative to the relevant alkyliron(II) species 5VR and reactants.   
 
3.4.6.1. Propene  
 
Both regiodivergent propene-addition and insertion processes 5III are presented in Figure 







Figure 3.43.  Computed free-energy pathway of regiodivergent alkene addition & 
insertion pathways of propene with hydridoiron species 5III.  (a) Secondary pathway 
where ipropyliron(II) species 5V2Pr is formed.  (b) Primary pathway to form primary 
npropyliron(II) species 5V1Pr. 
 
In the secondary pathway (Figure 3.43a, left-hand pathway), propene addition takes place 
to form propene-hydridoiron(II) adduct 5IV2Pr (-16.9 kcal/mol).  Subsequent migratory 
insertion, in which hydride transfer takes place on the terminal carbon to form secondary 
alkyliron(II) species 5V2Pr, is characterized as a two-state process, where 3TS(IV-V)2Pr (-
6.4 kcal/mol) is 2.4 kcal/mol more stable than 5TS(IV-V)2Pr (-4.0 kcal/mol).  Thus the 
primary pathway for migratory insertion is more kinetically accessible than the secondary, 
where ΔΔG‡1Pr-2Pr = -2.9 kcal/mol, in good qualitative agreement with the experimentally 
observed selectivity seen with aliphatic alkenes.  
 
3.4.6.2. Styrene  
 
Figure 3.44 presents the free energy profiles of these regiodivergent β-HT processes in 
both the quintet and triplet spin-states.  






Figure 3.44. Computed free-energy pathway of regiodivergent styrene addition and 
insertion pathways with hydridoiron species 5III.  (a) Addition of styrene and subsequent 
anti-Markovnikov β-HT to form secondary benzyliron(II) species V2St.  (b) Addition of 
styrene and subsequent Markovnikov β-HT to form primary phenethyliron(II) species V1St. 
 
Beginning with the primary pathway, (Figure 3.44b), styrene coordination takes place to 
yield styrene-hydridoiron(II) adduct 5IV1St (-17.4 kcal/mol).  Subsequent migratory 
insertion of the coordinated styrene takes place with a dual spin-crossover mechanism, 
where 3TS(IV-V)1St (-9.5 kcal/mol) is more stable than 5TS(IV-V)1St (-6.4 kcal/mol) by 
2.1 kcal/mol, thus indicating two-state reactivity.   
 
Upon characterization of the secondary pathway (Figure 3.44a), addition of styrene takes 
place to form 5IV2St (-13.7 kcal/mol).  However, unlike all processes characterized thus 
far, migratory insertion is characterized as a single-state process, where the quintet 
transition-state, 5TS(IV-V)2St (-10.4 kcal/mol) is -2.8 kcal/mol more stable than the triplet, 
3TS(IV-V)2St (-7.6 kcal/mol).   
 
Comparing the most accessible transition-states for the primary (via 3TS(IV-V)1St, -9.5 





is in favour of formation of benzyl adduct 5V2St.  While this qualitatively agrees with the 
lower selectivity seen in styrene, and further demonstrates the importance of this process 
in describing the regioselectivity, this reduction is overstated, and predicts dominant 
PhCH2CDH2 formation rather than PhCHDCH3.  This computed difference is however 
small (0.9 kcal/mol), and so considering the error of 1.9 kcal/mol seen with respect to 
experiment in the previously outlined benchmarking study on β-HT (Section 2.4.1), this 
small computed difference is at the limits of the accuracy of the approach employed.  
 
It has been demonstrated in the literature, that global hybrid DFT methods with 20% HF 
exchange are including too much treatment of exact exchange to accurately describe spin-
state energetics of Fe(II) systems (specific examples of this are covered in Section 4).  
Intrigued by the characterization of styrene-insertion in the secondary pathway being a 
single-state process, an outlier with respect to the other insertion processes characterized, 
it was therefore speculated that reducing B3PW91 to 15% HF exchange, i.e “B3PW91*”, 







(a) Propene  
3TS(IV-V)2Pr = +8.9 (+15.7) 
 
3TS(IV-V)1Pr = +6.3 (+12.8) 
 
5TS(IV-V)2Pr = +14.7 (+18.1) 
 
5TS(IV-V)1Pr  = +13.4 (+16.4) 
 
(b) Styrene 
3TS(IV-V)2St = +7.3 (+14.5) 
 
3TS(IV-V)1St = +6.0 (+12.6) 
 
5TS(IV-V)2St = +8.1 (+11.7) 
 
5TS(IV-V)1St = +12.5 (+15.8) 
 
Figure 3.45.  Computed activation barriers, ΔG‡, for single-state (via 5TS, green) and 
two-state (via 3TS, blue) regiodivergent (a) propene and (b) styrene migratory 
insertion from 5III), computed at the modified B3PW91*-D3/def2-TZVP//BP86/BS1 
level.  Original computed barriers at the B3PW91-D3//BP86 level are quoted in 
parenthesis for comparison.  All barriers relative to 5III and the relevant alkene. 
 
A modified B3PW91*-D3/def2-TZVP//BP86/BS1 approach was used to re-compute the 
energetics of these processes for both propene and styrene.  The D3BJ dispersion 
corrections were still employed by using the scaling factors for B3PW91, as no factors 
have been parameterized for B3PW91*.  This was not expected to make a substantial 
difference or alter the reliability of the computed energetics at the revised “B3PW91*” 





triplet and quintet spin-states for regiodivergent propene and styrene insertion, in Figure 
3.45 (in parenthesis is the original unmodified B3PW91 approach).    
 
Beginning with propene (Figure 3.45a), the barriers are lowered in both primary and 
secondary pathways, where activation barriers, ΔG‡1Pr = +6.3 kcal/mol and ΔG
‡
2Pr = +8.9 
kcal/mol are obtained.  However, comparison of the two barriers reveals that, while the 
kinetic difference has lowered to ΔΔG‡1Pr-2Pr = -2.6 kcal/mol, this still amounts to a 
substantial kinetic favouring of primary propene-insertion and is still in good agreement 
with the regioselectivity seen experimentally for aliphatic alkenes.  
 
For styrene, however, much more pronounced differences to the kinetics were seen in 
moving to B3PW91* (Figure 3.45b).  Firstly, reductions in the activation barriers for both 
primary and secondary processes are seen.  However, the lowering of 3TS(IV-V)2St now 
means two-state reactivity is characterized for the secondary styrene-insertion process.  
Moreover, comparison of the lowest-energy 3TSs reveals a difference of ΔΔG‡1St-2St = -
1.3 kcal/mol, now favouring primary reactivity.  
  
Upon comparison of identical and similar processes studied in the literature, it is apparent 
that the selectivity observed in this transfer-hydrogenation protocol is unusual.  For 
example, in Holland et al.’s study of reversible β-HT in β-diketiminatoiron(II) alkyl 
complexes, the benzyliron(II) aduct is thermodynamically favoured under equilibrating 
conditions.  Further DFT calculations by Holland et al. of this system pointed towards a 
resonance stabilization effect of the phenyl group in the benzyl ligand for the 
thermodynamic favourability over the primary phenylethyliron(II) complex.   
 
Another example of branched benzyl intermediates in metal-mediated hydride transfer is 
seen in the DFT study by Dias et al., where the regioselectivity of styrene and propene 
insertion into HRh(CO)2(PR3)L was investigated.
113  Calculations at the M06/SBKJC/cc-
pVDZ level identified that, for propene, the linear propylrhodium adduct is favoured, 
while styrene always affords the branched benzylrhodium adduct. 
 
Therefore, this further supports the idea that the selectivity in styrene seen in β-
diketiminatoiron(II) catalysed transfer-hydrogenation is kinetic in origin, for which spin-





aromatic groups to have a more pronounced effect over the resonance-stabilization effect 
of the phenyl group in styrene.   
3.5. Conclusions 
 
This chapter focussed on the catalytic applications of β-diketiminatoiron(II) complexes, 
in particular transfer-hydrogenation of alkenes & alkynes, where a joint experimental and 
computational mechanistic investigation was carried out.  A literature survey was initially 
presented on catalytic applications of these complexes, where hydrofunctionalization and 
dehydrocoupling chemistry was shown to be particularly well effected by β-
diketiminatoiron(II) catalysis.  
 
The experimental background for β-diketiminatoiron(II)-catalysed transfer-
hydrogenation of alkenes and alkynes was subsequently presented.  The reaction was 
shown to enjoy a broad substrate scope, with isotopic labelling studies revealing that 
selective deuteration can take place to yield regioselective deuterated alkanes.  Due to the 
speed of the reaction, where full conversion would often be completed in the order of 
minutes, a proposed catalyst cycle was put forward with only minimal mechanistic 
experiments to back it up.  Therefore, computational characterization and assessment of 
the mechanism was employed to yield crucial insights where experiment couldn’t, and 
this aspect of the collaborative project is the focus of the results in this chapter.  
 
Initial efforts to characterize the protonolysis step revealed inconsistencies with respect 
to major products.  Specifically, hydroboration was identified as a kinetically accessible 
process, and based on computation of amine-assisted protonolysis, appeared to be at odds 
with the experimental observations, where minimal alkylboranes are observed as side 
products.  
 
Further experiments via 11B NMR suggested instantaneous amine-borane adduct 
formation is taking place in the reaction, which was postulated to be sequestering the 
borane from participating in hydroboration.  In turn, an amine-borane-assisted 
protonolysis process was proposed as the means of alkane-release, and once characterized, 






Assessments of alkene-addition and migratory-insertion, and relevant competitive 
reactions from the implied hydridoiron(II) intermediate 5III in the catalyst cycle, revealed 
further inconsistencies with competing reactivity.  Namely, an amine-borane 
dehydrocoupling process with H2-evolution was found to be very kinetically accessible 
and favoured over alkene insertion.  Further computational probing of the nature of the 
amine and borane transfer reagents in the reaction revealed a rapid oligomerization of 
amine-borane adducts is taking place, and in turn dehydrocoupling process was 
remodelled with a dimer, AB2.  This revealed that the processes are now competitive, 
with additional sequestering of protons by H-bonded networks pointing towards alkene 
addition & insertion being dominant.  
 
Having revised the chemical model to incorporate rapid oligomer formation, the full 
catalyst cycle was modelled with AB2 as the oligomeric transfer reagent.  This revealed 
that pre-catalyst activation was rate-limiting, alkene addition and insertion is irreversible 
and final protonolysis to release the hydrogenation product is turnover-limiting in 
catalysis.   
 
Unlike the main amine employed, nBuNH2, where oligomer-formation was implicated, 
PhN(H/D)2 is also employed, especially when deuteration of alkenes is required.  
Therefore, assessment of PhNH2 was carried out with respect to the transfer-
hydrogenation reaction, and whether adducts are also implicated under these conditions.  
Due to the higher acidity of PhNH2, no oligomer or adduct formation is characterized to 
take place, where amine-assisted protonolysis is proposed to afford alkane.  However, 
comparison of this aniline-assisted protonolysis process with borylation at 5V1Pr revealed 
inconsistencies with respect to experiment, in which hydroboration is predicted the 
favoured product.   
 
Having characterized the full catalytic pathway in the “parent” reaction, efforts turned to 
rationalize the regioselectivity seen in isotopic labelling experiments (with DBpin & 
PhND2).  Calculations with propene neatly indicated the kinetics of irreversible migratory 
insertion governs the observed selectivity.  A similar assessment with styrene was less 
conclusive.  The ΔΔG‡ between insertion pathways was reduced with styrene, further 






Calculations of regiodivervent migratory insertion in both propene and styrene were 
reperformed with B3PW91* (with a reduction of  HFX to 15%) to probe the effect of 
HFX on the computed kinetics.  Moving to a B3PW91* approach resolved the 
inconsistency in identifying a single-state migratory insertion process in the secondary 
pathway in styrene, and further suggested, in line with other studies (Section 4 covers 
these in more detail), that global hybrid funcitonals with 20% HFX (such as B3LYP, 






Chapter 4. Benchmarking of DLPNO-CCSD(T), Density Functional 
Theory and CASSCF / NEVPT2 Methods for Spin-State Energetics of 
Co(III) Complexes 
 
4.1. Introduction  
 
Spin-state energetics of transition-metal (TM) complexes are of great interest in 
bioinorganic, catalytic and materials chemistry, as they are strong indicators of spin-
forbidden reactivity and accessible spin-crossover (SCO).  This is known as two-state 
reactivity,46 and also as spin-forbidden reactivity,45, 114  More specifically the term  spin-
accelerated reactivity applies to when such phenomena enhance a reaction kinetically.115  
Identifying such reactivity in such complexes can in turn potentially lead to new and 
improved rationalizations and predictions in catalytic reactivity, where new routes of 
chemical synthesis can be discovered.  Identification of accessible SCO behaviour in first-
row TM systems has important implications in the discovery and development of new 
display, sensor and data-storage technologies.116, 117 
 
A first port of call in qualitatively predicting spin-state properties for first-row transition-
metal complexes is typically to inspect the spectrochemical series of ligands (Figure 4.1a) 
and first-row TM ions (Figure 4.1b).  The spectrochemical series of ligands was originally 
devised by Tsuchida,118-120 with the later ligands on the scale known as “strong-field” and 
lead to a larger ligand-field splitting energy, Δo or 10Dq, thus having a greater likelihood 
of low-spin being the energetically favoured ground-state.  The same is interpreted for 
the scale of increasing Δo splitting energies for the first row M
n+ ions, where Mn(II) has 
one of the smallest and Co(III) one of the largest.121  






I-  <  Br-  < S2-  <  SCN-  <  NO3
- 
 <  N3
-  <  F-  <  OH-  <  C2O4
2-  <  H2O  <  NCS
-  <  
CH3CN  <  py  <  NH3  <  en  <  bipy  <  phen  <  NO2
-  <  PPh3  <  CN
-  <  CO 
 
(b) 
Mn2+  <  Ni2+  <  Co2+  <  Fe2+  <  V2+  <  Fe3+  <  Cr3+  <  V3+  <  Co3+ 
 
Figure 4.1.  Spectrochemical series of (a) ligands and (b) first-row transition-metals.  
 
However, quantifying the relative spin-state energetics of first-row TM complexes has 
been shown to be a challenging endeavour for popular quantum chemical methods to 
describe routinely.  As a result, extensive research has been devoted to exploring and 
evaluating different quantum-chemical approaches for their efficacy in achieving 
accurate spin-state energetics, and, in some biologically relevant and particularly 
challenging systems, even simply qualitatively predicting the correct ground spin-state.  
Herein a selection of such quantum chemical benchmarking studies into first-row TM 
spin-states are presented and discussed, where some older reports of importance to the 
field are highlighted, alongside more recent studies.  The quantum-chemistry studies 
outlined in this section are loosely sorted chronologically and include the levels of theory 
that are relevant to this thesis, which are density functional theory (DFT), multi-reference 
perturbation theories (MRPT) and coupled-cluster (CC) theories.  This will set the scene 
for the focus of the research presented in this chapter, which is a benchmarking study of 
different levels of DFT, MRPT and CC theory against experimentally-derived spin-
splitting energies of Co(III) complexes. 
 
4.1.1. A Survey of Previous Benchmarking Studies of Spin-State Energetics of 
First-Row TM Complexes  
 
In 2001 Reiher  et al. investigated the performance of hybrid DFT against the spin-state 
energetics for a range of octahedral Fe(II) sulfur-based complexes by employing the 
B3LYP functional.122 They suspected that the tendency for hybrid functionals to favour 
high-spin states was largely due to the extent of inclusion of Hartree-Fock exchange.  
While Hartree-Fock theory is able to account for Fermi correlation (“exchange”) in an 
exact manner (hence why the term Hartree-Fock exchange is synonymous with “exact 





mean-field approximation leads to a failure to account for dynamic correlation effects, 
leading it to omit important chemical features and thus have limited practical value for 
modelling chemical reactivity.  However, as it does include exchange effects exactly 
within the Hartree-Fock approximation, from 1993 onwards density functionals have 
been created with a percentage of Hartree-Fock theory in mind to incorporate an element 
of this exact treatment of exchange.74  However, Fermi correlation has a larger stabilizing 
effect on systems containing unpaired electrons than closed-shell systems, so therefore 
high-spin complexes tend to be more stabilized as a result over low-spin.  Remarkably, 
the authors found that for all Fe(II) sulfur-based complexes studied (Figure 4.1), the HS-
LS energy splitting is linearly dependent on the c3 exchange term in the B3LYP functional 
(Figure 4.2), and upon comparison with the experimental spin-crossover data, it was 
concluded that a switch to c3 = 0.15 instead of 0.2 would serve to improve the 
performance of B3LYP for accurately modelling spin-state energetics, without 
compromising the overall strong performance of the functional itself.  This new 
functional was named “B3LYP*”, with the asterisk denoting the revised parameterization.  
In a subsequent report by Reiher et al., it was further demonstrated through benchmarking 
against the G2 data set,123, 124 that the newly parameterized B3LYP* functional can 
perform with a similar reliability with respect to the original B3LYP.125 
 
 







Figure 4.2.  Graph depicting the linear dependency identified by Reiher et al. on the 
ΔEHS-LS spin-splitting energy and the size of the c3 parameter, i.e. the percentage of 
Hartree-Fock exchange in the B3LYP functional, for the complexes studied.122 Image 
reproduced from ref. 118 with permission of the rights holder, Springer Nature. 
 
In 2004 Lammertsma et al. tested a range of functionals for their ability to predict the 
ground-state of 7 iron complexes with quantitative accuracy, which were a mixture of 
low-spin, intermediate-spin and high-spin as the experimentally-determined ground states 
(Figure 4.3).79   It was established that hybrid and mGGA functionals perform better in 
the qualitatively correct prediction of the ground state, with LDA, and standard pure 
functionals such as BLYP and PBE shown to over-stabilize low spin-states.  In a further 
assessment of the origins of divergent behaviours with respect to functional types, 
Lammertsma et al. identified that the fourth-power (s4) in the reduced density gradient 
term (s) in more modern exchange functionals is likely responsible for their better 
performance.  The use of the OPTX exchange functional with a range of correlation 
functionals was shown to yield a good qualitative agreement with experiment, in 
particular with OPBE, thus establishing it as a promising functional in the context of first-







Figure 4.3. The additional Fe complexes studied by Swart et al.79 in their assessment 
of density functionals for correct predictions of the ground spin-states, alongside the 
complexes originally studied by Reiher et al.122  
 
Lammertsma and co-workers subsequently tested OPBE against other data sets, including 
the G2 data set, SN2 reaction barriers and optimized geometries, and identified a good 
performance was also observed against these criteria.87  More recently in 2008, Swart 
assessed OPBE in quantifying the spin-state energetics of Fe(II) and Fe(III) complexes,88 
where again the functional was found to yield reliable results.  Building on these initial 
insights into the strong performance of OPBE, Swart developed a class of functionals 
named SSB-sw126 and SSB-D,127 constructed using both OPBE and PBE with their 
respective strengths in mind and designed for applications in modelling biologically 
relevant systems, where accurate treatment of non-covalent interactions, spin-state 
energetics and reaction barriers are important.  
 
In 2010 Hughes and Friesner developed and subsequently investigated the use of an 
additive correction scheme to density functional theory to improve the accuracy of 
calculating spin splitting energies of 57 different first-row octahedral transition-metal 
complexes.  This data set was named the “DBLOC database” (d-block localized orbital 
corrected).128 Absorption spectra of these complexes were collated from the literature, 
and were used to estimate spin splitting free energies between the low-spin and 
intermediate- or high-spin states (depending on which first-row TM is present in the 
complex).  A more detailed description of the procedure of obtaining the experimentally 
derived spin-splitting energies can be found in Section 4.2 of this chapter.  It was 
established that using a 5-parameter localized orbital correction scheme, named the 
DBLOC-DFT approach, considerably improves the performance of B3LYP in describing 
the splitting energies in the DBLOC database, where with the corrected “B3LYP-DBLOC” 





DBLOC correction scheme was extended to the M06 and PBE0 functionals, where 
similar improvements were obtained with respect to the spin-splittings in the DBLOC 
data set.129 
 
In 2014 Radoń investigated the spin-state energetics of Fe(II) and Fe(III) porphyrins and 
hemes by performing high-level coupled-cluster calculations on truncated model systems 
(Figure 4.4).130  
 
 
Figure 4.4.  The small model Fe(II/III) complexes studied by Radoń in his work on 
accurate composite coupled-cluster methods to describe Fe spin-state energetics.130 
 
In the study a composite CCSD(T)-F12 scheme was employed to obtain the most accurate 
energies, where a combination of the explicitly correlated  “F12” methodology with an 
economical complete basis set (CBS) extrapolation afforded a practical and relatively 
cheap approach, that could be used to obtain accurate CCSD(T)-F12 energies that agree 
well with energies from more expensive CBS extrapolations.  The overall composite 






+ ∆𝐸(T) (4.1) 
 
The first term, the correlation energy resulting from full singles and doubles excitations, 
with a non-relativistic frozen-core approximation, is obtained with the explicitly 
correlated level (labelled “CCSD-F12(D)”) in the original work, with a “T(D)” composite 
basis set (where a triple-ζ basis-set is used for the metal atom and directly bound ligand 
atoms, and a double-ζ for all remaining atoms).  The second term, a relativistic and core 












This was found to be best calculated using a [Q:5]/D extrapolation scheme (the “[Q:5]/D” 
term refers to an extrapolation where a quadruple- and quintuple-ζ basis-set is featured 
on the Fe atom, while all non-Fe atoms were described by a double-ζ basis set).  The third 
term in Equation 4.1, ΔE(T) refers to the non-iterative perturbative triples excitations, 
which were calculated with a [T:Q]/D extrapolation scheme. 
 
It was also identified that the spin-state energetics obtained with the truncated TM 
complexes could be used to estimate the energies of their respective full systems with 
reasonable accuracy.  The results of these accurate composite CCSD(T)-F12 calculations 
were subsequently used as reference data to benchmark a range of DFT approaches.  A 
high functional dependence was seen in describing the spin-state energetics, with none of 
the functionals tested able to agree with the reference CCSD(T) results consistently across 
all complexes.  Of the functionals tested, only M06, B2PLYP-D3 and PBE0-D3 were able 
to match the CCSD(T)-F12 energies with reasonable accuracy, with deviations smaller 
than 5 kcal/mol identified. 
    
More recently, Radoń tested various methods (CCSD(T), CASPT2, NEVPT2, MRCI and 
DFT) against experimental spin-state data for four octahedral Fe(II) and Fe(III) 
complexes (Figures 4.5 & 4.6).131 The strongest performer was identified to be CCSD(T) 
when Kohn-Sham orbitals were used as references, where errors below 1 kcal/mol were 
seen, thus meeting the often-stated threshold for “chemical accuracy”.132 Of the DFT 
approaches the double-hybrid functional B2PLYP-D3 had the most balanced 
performance for the spin-state energetics of the four complexes.   
 
 







Figure 4.6.  Performances of each of the wavefunction theory (WFT) based 
approaches, based on mean unsigned error (MUE, blue line) and mean signed error 
(MSE, red line).131 Reproduced from ref. 127 with permission from the PCCP Owner 
Societies. 
 
In 2015 Ioannidis and Kulik investigated the role of exact exchange in the prediction of 
qualitative spin-state ordering and more quantitatively in the spin-state energetics of a 
range of representative Fe(II) and Fe(III) complexes.133 This was done by firstly 
investigating the qualitative spin-state orderings of these complexes with a range of pure 
and hybrid functionals, and also by systematically modifying the c3 HF admixture term 
between 0 – 50% in the hybrid functional B3LYP to probe the sensitivity of this parameter 
on spin-state properties for the complexes studied.  All hybrid functionals found the same 
spin-state orderings in the complexes, thus being in qualitative agreement, despite all 
having different HFX admixtures (where c3 is between 12.7% – 28.3% for the selection 
of functionals).  Upon variation of the c3 term in B3LYP between 0 and 50%, the effect 
of Hartree-Fock exchange (“HFX”) admixture on spin-state energetics varied between 
different ligand fields in the octahedral Fe(II) and Fe(III) complexes, where high-spin 
states were stabilized by as much as 1-2 kcal/mol per 1% increase in HFX.  Furthermore, 
larger admixtures of HFX of over 30% were shown to have a deteriorating effect, where 
even the qualitatively correct spin-state ordering in all cases broke down.  The most 
obvious case of this was observed in the strong ligand-field complex [Fe(CO)6]
2+, where 






More recently in 2017 Ioannidis and Kulik extended their investigations into exchange 
contributions to computed spin-state properties of first-row transition-metal complexes 
by probing the nature of meta GGA (mGGA) exchange functionals versus GGA exchange 
functionals (Figure 4.7).134  To achieve this the authors devised an exchange-tuning 
procedure, where the functionals PBE and TPSS were interlinked with a derived relation, 
where an enhancement factor, “ax” was created such that when ax tends to 0, the functional 
expression converges to the pure PBE (GGA) exchange limit, while when ax tends to 1, 
the pure TPPS (mGGA) limit is reached.  This therefore allowed the systematic and 
smooth varying of both classes of exchange to identify the sensitivity of GGA/mGGA 
exchange on the spin-state orderings and energetics in a similar fashion to previous 
studies of the effect of the “c3” term in hybrid DFT.  A range of first-row M(II)L6 / 
M(III)L6 complexes were investigated in this manner, where M = Ti to Cu, and the 3 
different ligands investigated represented a range of different field strengths, (L = H2O, 
NH3 and CO).  Additionally, free M(II)/M(III) ions were investigated to explore the effect 
of GGA/mGGA on spin-states in the absence of a ligand field.  For the strong field-ligand 
complexes M(II/III)(CO)6, the increase in admixture of mGGA exchange served to 
stabilize high-spin over low-spin to a greater degree.  Weaker field-ligand complexes 
(where L = H2O, NH3), saw an opposite effect, where an increase in mGGA exchange 
had stabilized the low-spin over high-spin, which was consistent with the trends observed 
in the isolated metal ions.  This revealed that the role of mGGA exchange is not clear and 
consistent across all types of first-row TM complexes, and careful consideration of the 







Figure 4.7.  Dependency identified by Ioannidis and Kulik of spin-state energetics on 
mGGA exchange admixture, in a selection of (a) Fe(II) and (b) Fe(III) complexes 
studied.134 Inset are the spin-splitting energies for each complex at 0 % mGGA 
exchange (ΔEHS – LS, kcal/mol), which is set as the origin on the plots.  Reprinted with 
permission from ref. 130.  Copyright (2017) American Chemical Society. 
 
In 2017 Pierloot et al. investigated the performance of two different multi-configurational 
perturbation theories (CASPT2 and NEVPT2) to describe the spin-state energetics of TM 
ions, TM ions surrounded by point-charges, and a range of first-row TM complexes 
(Figure 4.8).135 Accurate and expensive MRCI and CCSD(T) calculations were employed 
for reference energies.  It was identified that CASPT2, while performing better than 
NEVPT2 for describing the TM complexes chosen, tended to over-stabilize the high-spin 
(HS) states over low-spin (LS), consistent with findings observed in previous similar 
studies with CASPT2.93, 136-138  The authors were able to attribute this bias to the 
erroneous description of the semi-core 3s3p correlation at the CASSCF level.  The authors 
suggested that increasing the ionization potential-electron affinity (IPEA) shift in the 
CASPT2 calculations from the default value of ϵ = 0.25 could reduce the source of this 







Figure 4.8.  Complexes studied by Pierloot et al. in their study of CASPT2/NEVPT2 
for spin-states of first-row TM complexes.135  
 
In a subsequent study by Pierloot and co-workers, low-cost CCSD(T) calculations with a 
minimal basis-set were employed to describe the metal semi-core 3s3p correlation, to 
combine with and improve the systematic HS bias of CASPT2.139 With this combined 
CASPT2/CC approach, errors of approximately 2 kcal/mol were obtained in favour of the 
HS states, a substantial improvement over those obtained when CASPT2 calculations are 
employed alone.   
 
In 2018, Pinter et al., further analysed the performance of hybrid DFT with B3LYP, 
where the c3 term was modified to assess its effect on the changes in electron density 
distributions for a range of Fe(II) systems.  Experimental spin-state energetics of a set of 
50 octahedral complexes from the previously discussed DBLOC database were also 
employed as benchmarks, and optimal c3 values were obtained for each complex studied 
(see Figure 4.9 for examples).128, 140 The optimal value of c3 varied between 0.0 and 0.4 
for each TM complex studied, suggesting that no single amount of HF exchange in hybrid 
DFT exists to satisfy the criteria of accurate spin-state energetics in all first-row TM 
complexes.  In the case of the Co(III) complexes studied from the DBLOC database, an 
optimal c3 value of between 0.0 and 0.05 was suggested to give the best agreement with 







Figure 4.9.  Computed LS-HS spin-splitting energies, “ΔELS-HS” as a function of the 
c3 parameter in B3LYP for a range of first-row TM complexes in the DBLOC 
database,128 in the study by Pinter et al.140 Note that complex “coetn4s2amp” is 
species “Co7” in this investigation.  Reproduced from ref. 136 with permission from 
John Wiley and Sons. 
 
In 2018 Adamo et al. assessed the performance of double-hybrid DFT in a similar fashion 
to Reiher.141  Spin-state energies for a range of 16 octahedral Co and Fe complexes were 
computed with PBE0-DH, where both the HFX and MP2 correlation terms were 
systematically varied from their default values of 25% and 12.5%, respectively (Figure 
4.10).  Importantly, it was not only found that increasing the exact exchange admixture 
served to favour energetically the HS states (agreeing with Reiher et al.’s original work), 
but conversely increasing the contribution of the MP2 correlation energy served to favour 
low-spin states.  This systematic stabilization effect of low-spin with increasing 
admixtures of MP2 correlation also had a more pronounced effect in complexes 










Figure 4.10.  (a) Complexes studied in the work of Adamo et al. (b) Graph depicting 
the dependency on the amount of HFX and MP2 correlation included in the double-
hybrid functional PBE0-DH in the spin-state energetics of cobalt and iron complexes, 
by Adamo et al.141 Metals: Fe(II) = blue, Fe(III) = orange, Co(II) = purple, Co(III) = 
green.  Ligands: CO = squares, NH3 = circles, H2O = triangles.  Reproduced from ref. 
137 with permission from AIP Publishing. 
 
In 2018, Cirera et al. studied the performance of a range of popular density functionals 
against spin-state energies of first-row mononuclear TM complexes that exhibit SCO 
behaviour.142 A total of 20 Co(II), Fe(II) and Fe(III) compounds, were explored with a 
selection of 8 density functionals.  TPSSh was identified as the best performer, where it 
was shown to qualitatively correctly predict the ground state for all 20 complexes.  The 
transition temperatures (T1/2) for each complex were subsequently computed at the 
TPSSh/def2-TZVP level and compared with the experimental values to identify whether 
this level of theory can accurately predict more sensitive magnetic data for SCO 
complexes.  While a modest MAD of 3.70 kcal/mol was observed, this error translated to 
324K, and demonstrated that while qualitative agreement is achievable with current DFT 
methods, much more precision is required for quantitative agreement with experiment, 
and is still out of reach with current leading DFT methods for the modelling of more 






4.1.2. Examples of High-Spin and Spin-Crossover Co(III) Complexes 
 
Despite these numerous reports in benchmarking of quantum-chemical approaches 
against spin-state energetics, Co(III) complexes generally tend to be overlooked.  Co(III) 
complexes are almost always low-spin (S=0), with only a few reported examples in the 
literature where intermediate-spin (IS) or high-spin (HS) ground states are observed.  
Instances of accessible spin-crossover are equally as sparse in the literature.143  
 
Early examples of IS and HS Co(III) systems include the [CoF6]
3- anion144 and 
[CoF3(H2O)3] complex,
145 which, from a spectrochemical series perspective, neatly 
demonstrate the necessity of  requiring weak field ligands to generate a minimal ligand 
field splitting Δo, and thus the conditions for a quintet (S=2) ground-state.   
 
In 2011, Betley et al. demonstrated that by using a weak-field and sterically encumbered 
dipyrrin ligand (2,4,6-triphenylphenyl)dipyrromethene (ArLH”), low-coordinate Co(III) 
complexes can be synthesized with unusual spin-state character (Figure 4.11a).146 
Reaction of (ArL)Co(py) with tBuN3 afforded imido complex (
ArL)CoIII(NtBu) (75), which 
was found to have a quintet (S=2) ground state at room temperature.  Additionally, it was 
reported that spin-crossover could be observed with 75, where a thermally induced change 
to the singlet (S=0) state could be achieved.  Alternatively, the authors also reported that 
a similar reaction of  (ArL)Co(py) with mesityl azide (MesN3) afforded (
ArL)CoIII(NMes) 
(74), and was in turn found to have a triplet (S=1) ground state.   
 
In 2005 Theopold et al. investigated the reactivity of cobalt complexes featuring an 
unusual, bulky tripodal ligand “TpR,R’” (TpR,R’ = hydrotris(3-R,5-R’-pyrazlolyl)borate) 
(Figure 4.11b).147 It was found that reaction of adamantyl azide (AdN3) with a THF 
solution of  TptBu,MeCo(N2) at room temperature afforded a terminal imido complex 
([TptBu,MeCo=NAd], 76), which upon measurement of the magnetic moment in the solid 
state identified an effective magnetic moment µeff = 2.8(2).  This indicated the presence 
of two unpaired electrons, and hence a triplet (S=1) spin-state was suggested.  Further 
heating of the imido complex 76 to 40 oC for 10 days afforded an unusual isomer which 
results from intramolecular C(sp3)-H activation at a methyl position of one of the tethered 






The first examples of observable spin-crossover in a Co(III) complex were actually 
reported by Kläui, beginning in 1979 (Figure 4.11c).148-153 It was identified that a 
temperature-dependent quintet-singlet equilibrium could be observed in a six-coordinate 
octahedral [Co(III)L2]PF6 complex, where the tridentate “L” ligands are tripodal O-
chelating [(C5H5)Co[P(O)(OR)2]3]
-, where R = C2H5).
148 Further investigation of this 
trinuclear cobalt complex by 31P NMR,149 revealed the mode for spin-crossover involved 
intramolecular inner-sphere electron transfer.  Additional studies by UV-Vis and 59Co 
NMR152 spectroscopy were also carried out by Kläui to further probe the structure’s 
unusual spin-state properties.  Following the initial discovery of the spin-crossover 
properties of his complex, Kläui also discovered that variation of the “R” substituents, 
notably for their steric and electronic character, can allow the fine-tuning of the spin-
crossover character of the trinuclear octahedral Co(III)L2 motif.
153 It was demonstrated 
that, for a given temperature, anywhere from dominant high-spin versus low-spin 
equilibrium, to dominantly diamagnetic, can be achieved depending on the choice of the 







Figure 4.11. (a, b) Examples of Co(III) complexes that are stable in high-spin 
configurations, and exhibit accessible spin-crossover character (“Ar” = (2,4,6-
Triphenyl)phenyl).  (c) Tripodal “L” ligand used in Kläui’s pioneering studies of 
trinuclear SCO Co(III) complexes. 
 
4.2. Benchmark Data Set of 7 Co(III) Complexes from the “DBLOC” Database  
 
The following 7 octahedral Co(III) complexes were chosen to study: [Co(NH3)6]
3+ (herein 








3+ (Co7).157 These were taken from the previously discussed 






Figure 4.12.  Structures and labels of the 7 Co(III) complexes studied, with 
experimentally derived 1Co → 3Co spin-splitting energies in kcal/mol.128 
 
In the investigation, the t2g → eg spin-forbidden excitation energies were extracted from 
reported absorption spectra plots, using the “Engauge” digitization software package to 
extract the exact wavelength at which the excitation takes place.158  In addition for each 
complex, an estimate of the vibrational relaxation energy that occurs post-excitation was 
made.  This was done by one of two different methods.  The first, by fitting the three-
parameter Lorentzian function to the spin-forbidden excitation shoulder-peak in the 
absorption spectra (Equation 4.3).  
 
𝐿(𝑥) =  𝑎 (
𝑏
(𝑥−𝑥0)−𝑏2
)  (4.3) 
 
where “x0” is the peak position of the excitation, and “a” and “b” are parameters to be 
fitted against the height and the line width of the shoulder-peak in the experimental 







Figure 4.13.  Estimated vibrational relaxation energy of 2464 cm-1 (7.04 kcal/mol) 
obtained by Hughes and Friesner in their investigation, through use of digitization 
software and fitting against a three-parameter dilated Lorentzian function.128 
Reprinted  with permission from ref. 124.  Copyright (2017) American Chemical 
Society. 
 
In the second method, the estimate was obtained by interpolating between the estimated 
vibrational relaxation energy following a t2g → t2g spin-forbidden transition (4.50 ± 1.41 
kcal/mol), and eg → eg spin-forbidden transition (9.17 ± 2.12 kcal/mol kcal/mol), to afford 
a t2g → eg relaxation energy of 6.84 ± 1.68 kcal/mol.   
 
These two values (the d – d spin-forbidden excitation energy, and vibrational relaxation 
energy) were thus employed to yield overall 1Co → 3Co spin-splitting energies for each 
complex.  These are shown in Figure 4.13 along with references for which the relevant 
absorption spectra can be found.  While the t2g → eg spin-forbidden excitations without 
the estimated relaxation energies could have also been used as data to benchmark against, 
and indeed others have done so, such as Radoń,131 focusing on the spin splittings was seen 
as more useful for the purposes of identifying an accurate quantum-chemical approach 
for modelling multi-state reactivity in Co(III) catalyzed C–H functionalization.  A more 
detailed account of how the spin-splitting energies were experimentally derived for these 
7 Co(III) complexes, and indeed of all 50 octahedral first-row TM complexes in the 





4.3. Computational Details  
 
All calculations were carried out using ORCA 4.0 (ver 4.0.1) and 4.1 (versions 4.1.0, 
4.1.1 4.1.2 and a development version “4.1.x”).159, 160 Further details on which particular 
version of ORCA was used for each type of calculation can be found in the relevant 
subsections below. It should be noted that the 4.1.x development version of ORCA is 
consistent with the ORCA 4.1.2 release at the time of using the software, and so both 
versions will be referred to as 4.1.2 in the text.  
  
4.3.1. Geometries and Frequencies 
 
All structures reported herein were optimized with DFT, where BP8663, 64 was employed 
with the triple-ζ Ahlrichs def2-TZVP basis set for all atoms.161  The resolution of identity 
(RI) approximation employed to speed up these calculations,162 with “def2/J” general 
Weigend auxiliary basis sets used for the respective RI steps.163 Each complex was 
optimized separately for the S=0 and S=1 spin-states.  The structures that Pinter et al. 
obtained for these complexes were used as input geometries for optimizations.140  
Harmonic analytical frequencies were obtained to yield thermodynamic corrections and 
to confirm the location of local minima.  As is the default in ORCA 4.0 and 4.1, Grimme’s 
quasi-RRHO approximation is employed in the treatment of vibrational frequencies under 
35cm-1.164  All optimization and frequency calculations in this chapter were consistently 
performed with ORCA 4.0.1. 
 
4.3.2. Solvation 
In all cases, the CPCM implicit solvation model was employed to account for 
environment effects.165-168 For the DFT and CASSCF/NEVPT2 calculations, the CPCM 
corrections were carried out on the final wavefunctions.  However, for the DLPNO-
CCSD(T) and CCSD(T) calculations, a value for the solvation correction was obtained 
by performing a single-point calculation at the BP86(CPCM)/def2-TZVP level of theory 
and subsequently deducting the energy at the BP86/def2-TZVP level of theory from the 
BP86(CPCM) energy.  The overall DLNPO-CCSD(T) free energy is thus described in 













For complexes Co1, Co2 and Co3, the reported absorption spectra were measured in 
water, so the default solvation parameters for water used (ε = 80.4).  However, the spectra 
for complexes Co4, Co5, Co6 and Co7 were all obtained in Nafion® film.  Paddison et 
al. report a dielectric constant of ε = 20 based on high-frequency measurements of 
Nafion® 117 at various states of hydration.169 Herein the reported energies at each level 
of theory were obtained using this as the dielectric constant.  We also explored the effect 
of the dielectric constant in the performance of the DLPNO-CCSD(T) and DFT splitting 
energies, where further single-point DFT calculations were carried out for Co4, Co5, Co6 
and Co7 with three different dielectric constants at the CPCM approximation (ε =2, ε =20 
and ε =80.4.  While a significant improvement to the spin splitting energies was obtained 
when going from ε = 2 to ε = 20, a much smaller difference was seen when going to H2O.  
Herein the energies reported were obtained with the CPCM continuum solvation model 
invoked where ε = 20 for Co4, Co5, Co6 and Co7.  Like the procedures for geometry 
optimization and vibrational frequency analysis, all solvation calculations to obtain the 
correction for use with DLPNO-CCSD(T) were performed with ORCA 4.0.1. 
 
4.3.3. DLPNO-CCSD(T) and Canonical CCSD(T) Calculations 
 
DLPNO-CCSD(T) calculations were carried out both with Hartree-Fock orbitals and 
Kohn-Sham (BP86) orbitals as references.  Calculations using both the “NormalPNO” 
and “TightPNO” threshold settings were also performed to explore the effect of this 
important setting within the DLPNO framework.  Calculations using these settings will 
be herein referred to as “N-PNO(HF/BP)” and “T-PNO(HF/BP)”, respectively, where 
“HF/BP” specifies the use of either Hartree-Fock or BP86 reference orbitals.   
 
N-PNO(HF) calculations were performed using cc-pVTZ and cc-pVQZ basis sets,170-173 
while with T-PNO(HF) calculations only the cc-pVTZ basis set was employed.  Herein 
these basis sets will be referred to as cc-XZ, where X refers to the cardinal number of the 
basis set used (i.e.  cc-DZ, cc-TZ, cc-QZ).  For species 3Co5 at the N-PNO(HF)/cc-QZ 
level, convergence issues emerged in the initial stages of the calculation relating to the 
calculation of the initial guess energy and construction of the open-shell PNO space.  To 
resolve this, the TCutDO parameter was modified from 1.00 x 10






For both N-PNO(BP) and T-PNO(BP) sets of calculations, cc-pDZ, cc-pTZ, and def2-
TZVPP161 basis sets were used (where def2-TZVPP will be herein referred to as “def-
TZ”).  Additionally, the respective auxiliary basis sets cc-pVTZ/C,174, 175 cc-pVQZ/C, and 
def2-TZVPP/C176 were used for the correlation calculations.  As the auxilary basis set cc-
pVDZ/C does not exist for cobalt, the “AutoAux” automatic generation procedure was 
employed.177  
 
Extrapolation to the complete basis-set limit was carried out at the T-PNO(BP) level, with 
cc-pVDZ and cc-pVTZ as the two basis-sets.  The following scheme for the SCF energy 






+ 𝐴𝑒−𝛼√𝑋 (4.5) 
 
Where X refers to the cardinal number of the basis-set.  The correlation energy was treated 










  (4.6) 
 
where values of α = 4.42 and β = 2.46 were used.180 Additional T-PNO(BP)/def2-SVP 
and CCSD(T)/def2-SVP calculations were also performed with the three smallest 
complexes, Co1, Co2 and Co3 to compare spin-state energetics obtained with DLPNO, 
and those with canonical CCSD(T).  In the canonical CCSD(T) calculations BP86 
reference orbitals were also used, where quasi-restricted orbitals181 were used in the open-
shell calculations.  
 
All DLPNO-CCSD(T) calculations were performed with ORCA versions 4.1.0 and 4.1.2. 
While a difference between these two versions is minimal in terms of the implementation 
of DLPNO-CCSD(T), more significant changes were made between versions 4.0 and 4.1. 
Thus, for consistency at this level of theory, all calculations were performed with 4.1.0 






4.3.4. DFT Calculations 
 
Using geometries optimized at the BP86/def2-TZVP level single-point DFT calculations 
were carried out with the CPCM solvation model, using the def2-QZVPP basis set for all 
functionals.  With exception of the Minnesota functionals (M06, M06-L), D3 dispersion 
corrections with Becke-Johnson damping were included.85, 86 A range of functionals were 
chosen such that all rungs of “Jacob’s Ladder” were represented.182 The 9 functionals 
tested in total were B2PLYP-D3,183 B3LYP-D3,74, 75 BP86-D3,63, 64 M06L,76 M06,76 
OPBE-D3, TPSS-D3,81 TPSSh-D3,81, 82 and ωB97X-D3BJ.83, 184 In the case of GGA- and 
meta-GGA, functionals the RI-J approximation was employed with the general Weigend 
“def2/J” auxiliary basis sets, while with the double-hybrid functional B2PLYP the RI-
MP2 approximation was employed to speed up the MP2 calculation.  Calculations 
featuring an admixture of HF exchange additionally used the COSX approximation to 
speed up the SCF step.185  
 
It should be noted that these single-point calculations with a range of functionals were 
performed with ORCA versions 4.1.2. Unlike the changes in development of the DLPNO-
CCSD(T) approach between major versions 4.0 and 4.1, no changes are expected in the 
implementation of the DFT approaches between these versions. Thus, while the geometry 
optimization procedure described previously was carried out with 4.0.1, the fact that these 
subsequent single-point calculations were done with 4.1 was not expected to yield 
differing results. 
 
4.3.5. CASSCF and NEVPT2 Calculations 
 
In all CASSCF calculations, localized Kohn-Sham orbitals at the BP86/def2-TZVPP 
level of theory were used as the starting orbitals.  Based on the general rules for active 
space selection outlined by Roos186 and Pierloot,136 both CASSCF and the strongly 
contracted SC-NEVPT2 calculations (herein simply referred to as NEVPT2)  were 
performed based on a CAS(10,7) active space, in which the 7 active orbitals are the five 
orbitals of 3d character, and the 2 ligand σ-bonding orbitals.  Subsequent CASSCF and 
NEVPT2 calculations were performed with a CAS(10,12) active space to include the five 
double-shell 4d orbitals.  In both sets of calculations featuring either a (10,7) active space 





description of the methodology in setting up the orbitals prior to the CASSCF/NEVPT2 
calculations is presented below.   
 
Firstly, a single-point calculation was performed at the BP86/def2-TZVPP level, and the 
orbitals are then localized.  The localized Kohn-Sham orbitals are then inspected, and the 
orbitals that correspond to M-L σ-bonds are noted.  
 
In the resulting CASSCF(10,7)/NEVPT2 calculation, the input localized BP86 orbitals 
are rotated prior to the CASSCF iterations, such that the σ-bonding M-L orbitals are 
situated behind the frontier non-bonding and σ* anti-bonding M-L MOs.  The 
CASSCF/NEVPT2 calculations were then performed, and the resulting active-space 
inspected to confirm the presence of 2 σ-bonding, 2 σ*-antibonding and 3 non-bonding d 
orbitals are present in the active space.  If any of these were missing in the resulting active 
space in the final CAS orbitals, further orbital rotations were performed to ensure the 
correct selection of active space.  
 
Once the correct active space at the CASSCF(10,7)/NEVPT2 level was achieved for each 
complex in both the singlet and triplet spin-states, this wavefunction was employed in a 
subsequent CASSCF(10,12)/NEVPT2 calculation, where the “extorbs doubleshell” 
keyword was invoked, a feature in the ORCA software package that automatically detects 
the double-shell (4d) orbitals and rotates them to be situated within the active space.    
 
In some cases, the CASSCF calculation struggled to converge in the singlet or triplet 
states.  This was typically resolved by performing a CASSCF calculation of the 
singlet/triplet geometry in the alternative triplet/singlet spin-state, and subsequently using 
the resulting orbitals to be read in the desired singlet/triplet spin-state, respectively.  
Smoother convergence was achieved with this strategy in some of the troublesome cases.  
 
Additionally, convergence problems were encountered for Co3 when the CPCM 
continuum approximation was used at the CASSCF level.  For 1Co3, the energy 
convergence (“etol” keyword in the “%CASSCF” block) and gradient tolerance (“gtol”) 
were both modified to 1 x 10-6 from the default values (2.5 x 10-8 and 1 x 10-4, 
respectively), while the convergence algorithms were changed to the SuperCI algorithm 





criteria) and GDIIS for the “switchstep” (when convergence is close to the criteria) 
instead of the default SuperCIPT algorithm.  For 3Co3, “etol” and “gtol” were lowered to 
1 x 10-8, again with the “orbstep” and “switchstep” convergence algorithms modified to 
SupCI and GDIIS, respectively.  
 
Finally, it should be noted that all CASSCF/NEVPT2 calculations were performed with 
ORCA versions 4.1.0 and 4.1.2.  
4.4. Results and Discussion   
 
4.4.1. Performance of DLPNO-CCSD(T) 
 
The computed deviations of spin-splitting energies with respect to experimental values, 
for the 7 Co(III) complexes obtained with each DLPNO-CCSD(T) approach are shown 
in Table 4.1.  Also reported are the mean absolute deviations (MAD), mean signed 
deviation (MSD) and maximum deviation (herein simply referred to as the “Max.”) for 




















MAD MSD Max. 
1 N-PNO(HF)/cc-TZ -0.7 -1.9 -1.6 -6.5 +1.9 -7.9 -8.9 +4.2 -3.7 -8.9 
2 N-PNO(HF)/cc-QZ +0.2 -0.4 -0.1 -5.8 +2.2 -7.3 -8.8 +3.5 -2.9 -8.8 
3 T-PNO(HF)/cc-TZ +1.5 +1.3 +1.4 -0.6 +7.1 -2.3 -3.0 +2.5 +0.8 +7.1 
4 N-PNO(BP)/cc-TZ -2.8 -3.1 -5.4 -6.1 -2.2 -6.8 -5.7 +4.6 -4.6 -6.8 
5 N-PNO(BP)/def2-TZ -3.6 -3.7 -5.5 -5.9 -2.4 -7.1 -6.6 +5.0 -5.0 -7.1 
6 T-PNO(BP)/cc-TZ +0.1 +0.4 -1.5 -1.2 +1.9 -2.8 -1.7 +1.4 -0.7 -2.8 
7 T-PNO(BP)/def2-TZ -0.71 +0.10 -1.5 -0.7 +2.2 -2.8 -2.2 +1.4 -0.8 -2.8 
8 T-PNO(BP)/cc-CBS[2:3] +1.7 +1.6 +0.5 -0.7 +2.2 -1.9 -0.56 +1.3 +0.4 +2.2 
 
Table 4.1.  Computed deviation of 1Co → 3Co spin-splittings, and statistical data of the Co(III) complexes with the 8 different DLPNO levels of theory 







Figure 4.14.  Mean absolute deviations (MAD, red), mean signed deviations (MSD, 
green) and Maximum deviations (Max, blue) for the 8 DLPNO-CCSD(T) approaches 
studied. 
 
The discussion begins with calculations where reference Hartree-Fock orbitals were used 
(Entries 1-3).  While the N-PNO(HF)/cc-TZ approach (Entry 1) yields reasonable 1Co → 
3Co spin-splittings for 4 of the 7 complexes, the performance for the larger complexes 
Co4, Co6 and Co7 drops considerably, with deviations as large as -8.9 kcal/mol identified 
for Co7.  This leads to a MAD of 4.2 kcal/mol.  Upon increasing the basis-set size for 
each atom to cc-QZ (Entry 2) only a small improvement to the overall energetics are seen 
with the “N-PNO” settings, where the MAD is lowered to 3.5 kcal/mol.  However, the 
same large fluctuation in accuracy between the complexes can also be seen, where the 
1Co → 3Co splitting energies for the larger thioether-containing complexes Co4, Co6 and 
Co7 are all still significantly under-estimated, representing a large over-stabilization of 
the triplet spin-state.   
 
Switching to the Tight PNO settings in the DLPNO framework yields a much better 
agreement with the experimental spin-state splittings, where the MAD is appreciably 





complexes, Co1, Co2 and Co3, no appreciable improvement in the absolute deviations is 
seen, although the deviations are flipped to positive, representing an over-stabilization of 
the singlet state.  This increase in energetic stability of the singlet serves to substantially 
improve the agreement with experiment of the 3 large thioether-containing compounds 
Co4, Co6 and Co7, where much lower errors are now seen with the T-PNO settings.  
However, this stabilization of the singlet leads to a much larger deviation in Co5 of +7.1 
kcal/mol at this level of theory.  Fortunately, this error appears anomalous in the context 
of all 7 complexes studied, however it does contribute to the resulting MAD of 2.5 
kcal/mol, leading to a good and balanced, but not approaching chemically accurate, 
performance for this approach. 
 
To further probe the underlying causes for the large errors seen in species Co5 with 
respect to the others, particularly when compared to Co4 (as the ligand backbones are 
identical), a comparison of the optimized structures of both 1Co4 and 3Co4 with 1Co5 and 
3Co5 was made.  In terms of the orientation of the ligand backbone, the structures appear 
very similar and in an identical conformational arrangement, when differences between 
the ratio of thioether to amine ligands is taken into consideration. This does, however, 
lead to some more substantial differences in L─M─L bond angles between 3Co4 and 
3Co5. For example, in 3Co4, the bond angle for N6─Co1─S2 is 158.4 °, while the 
corresponding N7─Co1─N3 angle in 3Co5 is 149.5 °.  This is however not entirely 
unexpected, as replacing a thioether group with an amine group can lead to different 
degrees of Jahn-Teller distortion in order to split the degeneracy of the 2 frontier MOs 
from an original idealised octahedral geometry. Therefore, the structures of 1Co5 and 
3Co5 appear to be comparable with respect to 1Co4 and 3Co5, and not a cause for the 
outlying errors seen in Co5 in general.       
 
Turning to the calculations that employ BP86 reference orbitals (Entries 4-8), similar 
overall performances are seen when the modest N-PNO settings are employed when 
compared with the N-PNO(HF)/TZ results, where the MADs at the N-PNO(BP)/cc-TZ 
(Entry 4) and N-PNO(BP)/def2-TZ (Entry 5) levels of theory are 4.6 and 5.0 kcal/mol 
respectively.  However, upon inspection of the deviations of the individual complexes, a 
more divergent behaviour between BP orbitals and HF orbital calculations is seen.  For 
example, for the small complexes Co1, Co2 and Co3, the performance with BP orbitals 





significant degree.  Conversely, for Co4, Co6 and Co7, the over-stabilization of the triplet 
state, that is significant with HF orbital-based calculations, is reduced when going to BP 
orbitals, leading to better performance against the spin-splitting energies of these larger 
thioether-containing complexes.   
 
When the T-PNO settings are employed in combination with BP86 orbitals, a substantial 
improvement in the performance with both basis-sets is identified, with MADs of T-
PNO(BP)/cc-TZ (Entry 6) and T-PNO(BP)/def2-TZ (Entry 7) are both 1.4 kcal/mol.  
Therefore, with these particular settings, the DLPNO framework is now approaching 
chemical accuracy (i.e. below a 1 kcal/mol deviation) in describing the spin-state 
energetics for these Co(III) complexes.  Much of this improvement in the errors over all 
7 complexes stems from the substantially improved performance in the spin-splitting 
energies of the larger thioether-containing complexes, which were problematic for the N-
PNO level calculations.  For example, with Co6, the deviation is now only -2.8 kcal/mol 
for T-PNO(BP)/cc-TZ and T-PNO(BP)/def2-TZ, respectively, a marked improvement 
from the larger deviations of -6.8 and -7.1 obtained at the N-PNO level.  Furthermore, the 
problems that the T-PNO(HF)/cc-TZ approach had in modelling the spin-splitting of Co5 
are also resolved in switching to reference Kohn-Sham (BP86) orbitals (where the error 
from +7.1 in  T-PNO(HF)/cc-TZ has been reduced to +1.9 and +2.2 for T-PNO(BP)/cc-
TZ and T-PNO(BP)/def-TZ respectively), further demonstrating the improved accuracy 
of this approach.  These results appear to agree well with Radoń’s recent study of 4 
octahedral Fe(II)/Fe(III) complexes, where he also identified the use of reference KS 
orbitals leads to improved performance in canonical CCSD(T)/TZ calculations.131 In 
addition, in a quantum-chemical study of the spin-forbidden Fe(II)-facilitated reaction 
FeO+ + H2 → Fe
+ H2O by Harvey and Tew, it was also identified that using Kohn-Sham 
orbitals in CCSD(T) gave more promising energetics and comparable results to those 
obtained with Bruekner orbitals.187    
   
Having established the T-PNO(BP)/cc-TZ level as the leading performer (with a slight 
advantage over T-PNO(BP)/def2-TZ with a MAD = 1.36 kcal/mol versus 1.45 kcal/mol), 
possible multi-reference character of the wavefunctions was assessed with the T1 
diagnostic.  The values of these for each complex are reported in Table 4.2.  Based on the 
proposed criterion of < 0.05 for reliable energetics with single-reference theory for TM 





recommended value. This indicates that single-determinant approaches are suitable for 
the modelling of spin-state energetics of these complexes, and perhaps octahedral Co(III) 
complexes in general.  In addition to the established leading performer (approach #6), 
the T1 diagnostic test was also carried out for the HF approach with TightPNO settings 
(approach #3) and all were additionally found to be within the 0.05 criterion.  
 
 T1 diagnostics (approach #6) 
 
S=0 S=1 
Co1 0.0184 0.0210 
Co2 0.0225 0.0204 
Co3 0.0196 0.0256 
Co4 0.0170 0.0204 
Co5 0.0166 0.0198 
Co6 0.0176 0.0219 
Co7 0.0175 0.0225 
Table 4.2. T1 diagnostic values for each complex at the T-PNO(BP)/cc-TZ level 
(approach #6). 
 
A complete basis-set extrapolation between the cc-DZ and cc-TZ basis sets was carried 
out to determine whether a meaningful improvement in accuracy can be obtained over 
the cc-TZ results.  The T-PNO(BP)/ CBS[2:3] calculations yielded a MAD of 1.3 
kcal/mol, a small improvement of 0.1 kcal/mol over that obtained at the T-PNO(BP)/cc-
TZ level.  It was therefore deemed that, despite a marginal improvement seen in 
employing an extra cc-DZ level calculation for the extrapolation, the small magnitude of 
the improvement warrants it unnecessary for our subsequent applications in studying 
Co(III) catalysis and thus the T-PNO(BP)/cc-TZ level was used to yield reference 
energies in the following chapter.     
 
Having demonstrated good performance with DLPNO-CCSD(T) at the T-PNO(BP)/”TZ” 
level, the performance of DLPNO-CCSD(T) was explored with respect to canonical 
CCSD(T) theory.  Due to the higher cost associated with CCSD(T), calculations were 
performed on the 3 smallest complexes, Co1, Co2 and Co3, employing the smaller 
double-ζ def2-SVP basis-set.  Use of a triple-ζ basis-set, or even double-ζ basis-set with 






In moving to the smaller basis set, both CCSD(T)/def2-SVP and DLPNO-CCSD(T)/def2-
SVP calculations afforded a much poorer agreement with the experimental spin splitting 
energies for these complexes over the leading T-PNO(BP)/cc-TZ approach.  However, 
this should not detract from the value of comparing the two levels of theory with the 
smaller basis set, where insights obtained at the double- ζ level extend to calculations 
with triple- ζ basis sets. 
 
 
Figure 4.15.  Energy differences for the 1Co – 3Co spin splitting energies of 
complexes Co1, Co2 and Co3 at the DLPNO-CCSD(T) and CCSD(T) levels. E(HF + 
CCSD) and (T) contributions to the correlation energies are broken down to illustrate 
the deviations between the two different theories.  Energies are in kcal/mol. 
 
It can be seen that DLPNO-CCSD(T) and CCSD(T) are consistent in their description of 
the spin-state energetics for these three complexes, where small ΔE values of -0.04, +0.35 
and +0.16 kcal/mol are seen between the CCSD(T)/def2-SVP and DLPNO-
CCSD(T)/def2-SVP splitting energies for complexes Co1, Co2 and Co3, respectively.  
Furthermore, the energy contributions towards the 1Co-3Co spin-splitting energies were 
broken down to see differences of the HF energy plus full singles and doubles correlation 
correction (termed ΔEHF+CCSD), and the additional perturbative triples correction to the 
correlation energy (termed ΔE(T)) at both levels of theory.  This revealed the close 
agreement between the two theories is suggested to result from a cancellation of 





the deviation of the spin splitting energies at the CCSD level is (albeit small) positive, i.e.  
ΔEDLPNO-0+CCSD – ΔE0+CCSD = +1.22 kcal/mol, while in the perturbative corrections it is 
negative, where ΔEDLPNO-(T) – ΔECCSD(T) = -1.27.  Thus, when the contributions are 
combined, the deviation between DLPNO and CCSD(T) is largely cancelled to yield a 
remarkably small deviation of -0.04 kcal/mol.  
 
4.4.2.  Performance of Density Functional Theory 
 
Shown in Table 4.3 are the computed deviations for the spin-splitting energies of the 7 
Co(III) complexes for each of the 9 density functionals chosen for this investigation.  Also 
presented are the MAD, MSD and Max.  for each functional.  Beginning with the hybrid 
functionals (Entries 1-4), all were unsurprisingly found to over-stabilize the triplet spin-
state and therefore underestimate the 1Co → 3Co spin splitting energies for the 7 
complexes.  As a result, none of the hybrid functionals chosen for this study yields a good 
quantitative agreement with experiment.  In particular, the poorest performer in the entire 
study was M06 (Entry 4), with the spin-splitting energies of all complexes all severely 
underestimated to yield a MAD of 10.5 kcal/mol.  This indicates that this functional is 
not at all suited to study spin-state energetics of octahedral Co(III) complexes, or first-
row TM complexes in general.  This sentiment is in agreement with results from previous 
benchmarking studies by Cicera,92 and Pierloot,93 where M06 was found to grossly over-
stabilize higher spin-states for Fe(II) complexes. Of the global hybrid functionals chosen, 
M06 has the largest admixture of Hartree-Fock exchange (27%), so it is perhaps 
unsurprising that this functional is the worst offender of all functionals for over-
stabilizing the triplet state, when taking into account the clear connection between high-
spin-state stabilization and Hartree-Fock exchange in hybrid DFT, as numerous reports 







Table 4.3.  Computed deviation of 1Co → 3Co spin-splittings, and statistical data of the Co(III) complexes with 9 different density functionals at the 
“DF”(CPCM)/def2-QZVPP/BP86/def2-TZVP level of theory, in kcal/mol. Experimental values in parentheses. 















MAD MSD Max. 
1 TPSSh -0.9 -2.6 -2.6 -5.7 -4.5 -7.4 -6.4 +4.3 -4.3 -7.4 
2 ωB97X-D3BJ +2.3 -5.6 -5.3 -7.7 -5.1 -5.6 -8.2 +5.7 -4.4 -8.2 
3 B3LYP -5.3 -7.4 -6.5 -10.2 -8.0 -11.1 -9.8 +8.3 -8.3 -11.1 
4 M06 -8.4 -9.9 -9.1 -11.9 -8.7 -13.5 -12.2 +10.5 -10.5 -13.5 
5 B2PLYP -0.6 -0.6 -1.7 +10.0 +6.8 +7.5 +3.5 +4.4 +3.6 +10.0 
6 TPSS +2.5 +0.6 -0.1 -2.7 -2.3 -2.8 -2.0 +1.9 -1.0 -2.8 
7 BP86 +0.8 -1.3 -1.9 -3.4 -3.5 -3.8 -3.3 +2.6 -2.3 -3.8 
8 OPBE -1.3 -3.3 -4.8 -2.9 -4.9 -2.9 -3.8 +3.4 -3.4 -4.9 







Figure 4.16.  Mean absolute deviations (MAD, red), mean signed deviations (MSD, 
green) and Maximum deviations (MAX, blue) for the 9 DFT functionals studied. 
 
Closely followed in terms of performance is B3LYP (Entry 3), with a MAD of 8.3 
kcal/mol and a Max deviation of -11.1 kcal/mol.  This is again unsurprising, and generally 
agrees with the findings of Harvey and De Proft, where their own testing of the admixture 
of HF exchange in B3LYP against spin-splitting energies suggested that modifying the c3 
exact exchange term to as low as between 0 and 5% could yield better performance over 
Becke’s original 20% admixture in B3LYP.140 However, it can be seen in the literature 
that there also persists an enduring propensity towards using B3LYP in studies of first-
row TM catalysis.  Based on the results in this benchmarking study of Co(III) spin 
splitting energies, moving away from B3LYP is recommended for this particular 
application.  Of the four hybrid functionals TPSSh has the most balanced performance, 
with the smallest MAD of 4.3 kcal/mol and Max of -7.4 kcal/mol.  
 
As the only double-hybrid functional chosen in this investigation, B2PLYP (Entry 5) is 
somewhat of an outlier in terms of its categorization amongst the others.  B2PLYP has a 
large admixture of 53% HF exchange, but also an additional admixture of 27% second-
order perturbation theory (PT2) correlation, which presumably offsets what would 
otherwise result in a huge over-stabilization of the triplet spin-state for each complex.  
Indeed, it bears no consistency with the more uniform trends seen in the hybrid 





and well balanced spin-state energies for Co1, Co2 and Co3, where only small deviations 
of -0.6, -0.6 and -1.7 kcal/mol are obtained, respectively, for the other four complexes, 
however, much larger and positive deviations from experiment are obtained for the spin-
splitting energies, indicating a gross over-stabilization of the singlet states.  As mentioned 
previously, Adamo identified in his evaluation of the HF and MP2 admixtures in the 
double-hybrid functional PBE0-DH, that increasing the MP2 correlation term had a more 
pronounced low-spin stabilization effect on complexes with higher field-strength 
ligands.141 The common ligands that feature in the 7 complexes of this study are either 
amine- or thioether-based, with the only exception being complex Co3 where a lone 
sulfoxide-based ligand (DMSO) is present.  Based on Kraatz et al.’s DFT characterization 
of the σ-donor and π-acceptor properties of thioether ligands,189 these are suggested to 
have a larger field strength than amines, but not as strong as phosphines, thus likely 
resting somewhere between in the spectrochemical series. With this in mind it’s therefore 
unsurprising that the largest errors obtained with B2PLYP are from the complexes 
containing the most thioether-based ligands, Co4 (3 “SR2” ligands, ΔE = +10.0 kcal/mol) 
and Co6 (3 “SR2” ligands, ΔE = +7.5 kcal/mol), which agrees with Adamo’s findings.    
 
Moving to the pure functionals (Entries 6-9), these also tended to over-stabilize the triplet 
spin-state.  However, this was to a much lesser extent than the hybrid functionals 
previously discussed, and as a result a significantly better performance is seen in general 
for all pure functionals over hybrids in this study.  Of these, the leading performer is TPSS 
(Entry 6), with a remarkably low MAD of 1.9 kcal/mol. Pure GGA and mGGA 
functionals finding success with respect to spin-states of other 1st row TM compleses has 
also been reported recently by Radoń,131 where, behind B2PLYP, OPBE performs the 
second best in his benchmarking evaluation against spin-state data of 4 Fe(II) complexes. 
Indeed, in this investigation, OPBE (Entry 8) is 3rd, behind TPPS (Entry 6) and BP86 
(Entry 7) with B2PLYP 4th (Entry 5).  Continuing this comparison this present 
investigation into Co(III) spin-state energetics, and with Radoń’s study into Fe(II) and 
Fe(III) systems, it can be seen that there is no discernable overlap in well-performing 
functionals.  For example, TPSS is shown to perform very poorly in Radoń’s study, 
finishing 28th out of the 31 functionals selected.  Yet, in this investigation it emerges as 
the strongest.  This suggests that identification of a functional that can globally describe 
spin-states for all first-row transition-metal complexes is still somewhat unresolved, and 





complexes, cannot by any means be generalized or extended to TM complexes containing 
elements from the first-row entirely.  
 
4.4.3. Performance of CASSCF/NEVPT2  
 
Shown in Table 4.4 are the computed spin-splitting deviations for the complexes studied 
with various approaches of the CASSCF/NEVPT2 level of theory.  Figure 4.17 shows 





















MAD MSD Max. 
1 CASSCF(10,7)/QZ -22.0 -23.6 -20.9 -30.7 -25.2 -27.7 -29.5 +25.7 -25.7 -30.7 
2 CASSCF(10,12)/QZ -14.3 -15.4 -13.4 -17.0 -15.0 -20.1 -19.5 +16.4 -16.4 -20.1 
3 CASSCF(10,12)/QZa -14.6 -14.8 -11.9 -16.1 -15.3 -19.0 -19.4 +15.9 -15.9 -19.4 
4 CASSCF(10,12)/TZa -14.1 -14.4 -11.6 -15.7 -14.8 -18.6 -19.1 +15.5 -15.5 -19.1 
5 NEVPT2(10,7)/QZ -0.4 -0.9 -2.6 +7.8 +13.8 +10.4 -0.1 +4.8 +4.5 +13.8 
6 NEVPT2(10,12)/QZ -1.3 -1.0 +4.9 +4.0 +9.1 +3.0 +0.9 +3.5 +2.8 +9.1 
7 NEVPT2(10,12)/QZa -0.8 -0.8 +3.1 +3.8 +9.6 +3.1 +0.1 +3.0 +2.6 +9.6 
8 NEVPT2(10,12)/TZa -2.1 -2.1 +1.7 +2.3 +8.6 +1.1 -1.2 +2.7 +1.2 +8.6 
9 NEVPT2(10,12)/TZb N/A N/A N/A N/A +6.6 N/A N/A +2.5 +0.9 +6.6 
 
Table 4.4.  Computed deviation of 1Co → 3Co splitting energies and statistical data of the Co(III) complexes at the different tested CASSCF/NEVPT2 
levels of theory, in kcal/mol.  Experimental values in parentheses. a Single-point CPCM solvation correction calculated at the BP86/def2-TZVP level.  b 






Figure 4.17.  Mean absolute deviations (MAD, red), mean signed deviations (MSD, 
green) and Maximum deviations (MAX, blue) for the 8 different CASSCF & 
NEVPT2 methods studied.  a Single-point CPCM solvation correction calculated at 
the BP86/def2-TZVP level.  b Revised splitting energy obtained via identification of a 
lower energy root of 3Co5 via a state-averaged (nroots = 10) calculation. 
 
Beginning with the CASSCF(10,7),CPCM/NEVPT2/QZ calculations where the CPCM 
solvation is computed at the CASSCF level, (Entry 5) we find that the spin-splitting 
energies of the three small complexes (Co1, Co2 and Co3) are well described with this 
choice of active space.  In these systems the deviations are all negative, albeit small, 
therefore indicating an over-stabilization of the triplet spin-state.  For the larger thioether-
containing complexes, the spin-splitting energy of the large complex Co7 is also found 
to be very well described with a small deviation of only -0.1 kcal/mol.  However, for the 
remaining 3 thioether-based complexes, Co4, Co5, and Co6, the accuracy of the 
CASSCF(10,7)/NEVPT2 calculations clearly deteriorates, where deviations of  +7.8, 
+13.8 and +10.4 kcal/mol are computed, respectively, indicating a significant over-
stabilization of the singlet spin-state for these complexes.  These large deviations 
contribute to a moderate MAD of 4.8 kcal/mol, and it can therefore be seen that, unlike 
the DFT approaches, there appears no systematic stabilization of one state over the other 






Moving towards the more demanding CASSCF(10,12)NEVPT2/QZ calculations (Entry 
6), where the 3d’ double-shell is now incorporated in the active space,  a small increase 
in the deviation can be seen in the 4 complexes that were well described at the  
CASSCF(10,7)/NEVPT2/QZ level (Co1, Co2, Co3 and Co7).  This is especially 
pronounced with Co3, where a large change in error from -2.6 to +4.9 kcal/mol is seen.  
For this complex the energy and g value tolerance settings were lowered, along with the 
alteration of the convergence algorithms from the default, to achieve convergence of the 
CASSCF wavefunction for further calculation of the dynamic correlation at the NEVPT2 
level.  It was therefore anticipated that a significant part of this deterioration in accuracy 
in going to the (10,12) active space here could be as a result in this loosening of the 
convergence criteria for this complex.  However, for the three thioether-based compounds 
that that saw huge positive deviations with respect to experiment at the 
CASSCF(10,7)NEVPT2 approach (Co4, Co5 and Co6), the inclusion of the double-shell 
orbitals in the active space, leading to a better agreement with the experimental 1Co → 
3Co spin-splitting energies.  The largest improvement from a (10,7) active space to 
(10,12) is identified for complex Co6, where a substantial reduction in the error from 
+10.4 kcal/mol to +3.0 kcal/mol takes place.  These improvements to a more accurate and 
balanced performance for the CASSCF(10,12)/NEVPT2 approach where a  lower MAD 
of 3.5 kcal/mol) is obtained versus the calculations featuring a (10,7) active space (4.8 
kcal/mol).  This therefore demonstrates quite clearly that the double shell effect is indeed 
an important and valid rule of thumb for active-space selection in first-row transition-
metal complexes, as originally outlined and reported by Roos,190 to achieve greater 
accuracy for the spin-state energetics of these stronger-field Co(III) complexes, despite 
seemingly having an opposite effect for Co1, Co2 and Co3.   
 
As convergence problems were identified with the previous CASSCF/NEVPT2/QZ 
calculations, notably Co3 at the (10,12) active space for both spin-states, (and less 
importantly, for species 3Co5 at the (10,7) active space), it was considered whether 
excluding the CPCM solvation model in the calculation of the CASSCF wavefunction 
could resolve these issues, and in turn whether the energetics would be affected if the 






It was found that, for the CASSCF(10,12)/NEVPT2/QZ calculations, with CPCM 
incorporated at the BP86 level (Entry 7), convergence of the CASSCF wavefunctions in 
all cases was successful without the need to change the default convergence algorithm 
settings, or tolerance criteria.  In addition, a small improvement was observed in most 
cases, with the most significant improvement identified with the previously problematic 
complex Co3.  As this complex had experienced convergence problems when CPCM 
solvation was included in the CASSCF wavefunction, it’s perhaps unsurprising that the 
change in deviations from +4.9 kcal/mol to +3.1 kcal/mol is seen.  
 
Finally, the effect of basis-set choice on the CASSCF(10,12)/NEVPT2 level was tested.  
Going from a quadruple- to triple-ζ basis-set, this ends up having a detrimental effect on 
the accuracy of reproducing the spin-state energetics for Co1, Co2, Co3, and Co7, where 
the over-stabilization of the triplet state is further enhanced when using the triple-ζ def2-
TZVPP basis set.  However, for the larger thioether-containing complexes, Co4, Co5 and 
Co6, this lowering improves the agreement with experiment, for example in the most 
problematic complex, Co5, where the deviation is lowered from +9.6 to + 8.6 kcal/mol.  
At both CASSCF(10,12)/QZ and CASSCF(10,12)/TZ levels the triplet spin-states are 
grossly over-stabilized, and in turn the deviations are systematically large and negative, 
no large difference in the spin-splittings is seen between the triple-ζ and the quadruple-ζ 
calculations.  This therefore indicates that the effect of different basis-sets is taking place 
in the NEVPT2 treatment of dynamic correlation.   
 
Overall, the NEVPT2 level of theory was found to have a varied performance for the 7 
Co(III) complexes studied.  While accurate performance was generally obtained with 
some complexes, such as Co1, Co2 and Co7, where no absolute deviation above 1.0 
kcal/mol was seen (Co2), much larger deviations were seen for Co3, Co4, Co5 and Co6, 
across all different approaches at the CASSCF/NEVPT2 level of theory.  In particular, 
Co5, was consistently shown to give the CASSCF/NEVPT2 approach the most problems, 
where high errors in the computed spin-state energetics was seen.   
 
This general assessment of the performance of NEVPT2 in computing spin-state 
energetics agrees with findings in previous reports in the literature.  In Pierloot’s study of 
the 3s3p correlation effects in CASPT2/NEVPT2 theories in first-row TM complexes, it 





stabilization and under-stabilization of the higher spin-states for the different classes of 
compounds studied, this ultimately yielded much higher absolute deviations from the 
reference CCSD(T) calculations, and when compared with CASPT2, NEVPT2 generally 
performed poorer.  In 2019 Radoń also probed the accuracy of NEVPT2 in reproducing 
spin-state properties of 4 Fe porphyrin-based complexes, and found that, compared to 
CASPT2, the errors were also varied, where no systematic under or over-stabilization of 
the higher spin-states was observed, where the MAD of the NEVPT2 level was also 
higher than the corresponding CASPT2 level.    
 
4.4.3.1. Further Efforts to Improve the Energetics of Species Co5  
 
It can be seen that species Co5 is an outlier both in DLPNO-CCSD(T), when HF orbitals 
are used (Entries #2 and #3, Table 4.1) and in the multi-reference CASSCF(10, 
12)/NEVPT2 approaches tested (Entries #6, #7 and #8, Table 4.4).  It was thus speculated 
that the poor performance and over-estimation of the 1Co5 → 3Co5 splitting energy arises 
from the use of initial HF orbitals, as this is the starting point for both levels of theory.  
The single-reference (SRD) & multi-reference (MRD) determinant at this level is perhaps 
a very poor estimate, where further corrections for dynamic correlation with either the 
CC terms for the SRD, or NEVPT2 for the MRD, cannot overcome this.  
 
With the DLPNO-CCSD(T) approach, it was seen that moving from a reference HF 
determinant to one constructed from KS orbitals offered a substantially improved 
performance.  However, no analogous approach of switching orbitals can be done with 
respect to the ultimate CASSCF wavefunction that is used for the NEVPT2 correction 
subsequently.  Therefore, to assess whether any improvements can be made at this level 
of theory for Co5, the active spaces for both singlet (1Co5) and triplet (3Co5) species 
were initially inspected.   
 
For 1Co5, all M-L bonds are adequately covered in the two M-L σ-bonding orbitals 
(Figure 4.13a and 4.13b) which both feature in the active space.  However, in 3Co5 the 
Co-N σ-bond trans to the Co-S σ-bond is not included in the active space, while the 
remaining 5 M-L bonds are covered in the two σ-bonding molecular orbitals and are in 
the active space (see Figure 4.13c and 4.13d).  This can be rationalized by the distortion 





174.9 °, and so the near-linear L─Co─L relationship leads to both σ-bonds being captured 
in a single MO.  In 3Co5, however, this bond angle is 155.7 °, and so this distortion results 
in the two σ-bonds being described as two separate MOs in the CASSCF wavefunction, 
where only the Co1─S2 is in the active space. 
 
Therefore, 3Co5 and 1Co5 were recomputed with a larger (12,13) active space in order to 
try and incorporate all M-L bonds in the active space in both spin-states.  Indeed, this 
approach resulted in a better active space for 3Co5, where the previously missing trans 
Co-N bond was incorporated.  However, upon computation of 1Co5 with the larger active 
space, the CASSCF wavefunction converged where, unusually, a low-energy MO with 
significant 3p character on Co, was incorporated into the active space.  The inclusion of 
such a core orbital in the active space was proposed to be chemically inaccurate, as 
normally such core orbitals on metal atoms are likely to correlate minimally with more 
valence electrons.  Therefore, this approach to enlarge the active space was deemed 
unsuccessful. 
 
Another approach was a stepwise process to construct the 1Co5 CAS(10,12) 
wavefunction, from the 3Co5 CAS(10,12), and vice-versa, to attempt to yield a set of 
CASSCF wavefunctions in each spin-state that are most similar.  While this was also 
unsuccessful, it should be noted that the state-averaged CASSCF/NEVPT2 calculation 
with 3Co5 afforded a lower energy root than that seen in the original approach (Entry 8, 
Table 4.4).  This improved the error of the 1Co → 3Co splitting from +8.6 to +6.6, and in 
turn lowered the MAD to 2.5 kcal/mol.   
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Figure 4.13.  (a, b) The two M-L σ-bonding molecular orbitals of 1Co5 in the active 
space, at the CASSCF(10,12)/NEVPT2/TZ level (Entry #8, Table 4.4).  (c, d) The 
two M-L σ-bonding molecular orbitals of 3Co5 in the active space, at the same level.  





4.5. Conclusions  
 
In this chapter, we have explored the use of a range of different approaches within 
DLPNO-CCSD(T), density functional theory, and multi-reference perturbation theory in 
the context of spin-state energetics of 7 Co(III) complexes.  Organometallic complexes 
featuring Co(III) are prevalent in catalysis, so achieving accuracy in modelling the 
relative energies of spin-states has importance in using quantum chemical approaches to 
study catalysis and confidently describe possible two-state reactivity.  
  
Against the data set it was established that using the “TightPNO” settings within the 
DLPNO-CCSD(T) approach, alongside using Kohn-Sham (BP86) reference orbitals, 
achieved the most balanced and accurate performance, where a MAD as low as 1.3 
kcal/mol can be achieved when a basis-set extrapolation scheme is employed (Entry #8, 
Table 4.1).  Simply using a triple-zeta basis set offered a comparable performance, where 
a MAD of 1.4 kcal/mol was identified (Entry #6, Table 4.1).  Overall this T-PNO(BP)/cc-
TZ approach was chosen as the accurate and balanced approach to employ in a catalytic 
study in Chapter 5.  However, it should be noted that moving to “TightPNO” settings saw 
a large increase in computational cost, and the sizes of the Co(III) complexes studied here 
were at the limits of what is reasonably tractable at this level of theory.  
 
In total 9 different density functionals were tested, where the selection covered all major 
rungs of Jacob’s ladder.  It was found that pure functionals generally performed better 
than the hybrid and double hybrid functionals, where the mGGA functional TPSS 
performed best (with a MAD of 1.9 kcal/mol).  
 
Finally, exploring and testing the CASSCF/NEVPT2 theories with a selection of different 
basis-sets and active spaces against the Co(III) data-set demonstrated that the (10,12) 
active space over (10,7) yields more promising results, giving further credence to the 
necessity of including the “double-shell” effect within the active space.  It was also found 
that inclusion of environment effects via the CPCM continuum model at the DFT level 
gave slightly better results over inclusion within the CASSCF wavefunction calculation.  
Finally, while the CASSCF(10,12)/NEVPT2/TZ level yielded a reasonable performance 
(MAD = 2.7 kcal/mol), the large over-estimation of the spin-splitting energy of Co5 





wavefunction.  It was identified that the Co-N σ-bond trans to the Co-S σ-bond in 3Co5 
is inadequately covered within the active space, and it’s exclusion could be a likely source 







Chapter 5. Assessment of DFT and DLPNO-CCSD(T) Methods in 
Modelling Carboxylate-Assisted Co(III)-Catalysed C–H 
Functionalization  
 
Unlike reports outlined in the previous chapter featuring accessible spin-crossover and 
ground state high spin-states in Co(III) complexes, of which only a handful have emerged 
in the literature, the use of organometallic Co(III) complexes in homogeneous catalysis 
is conversely very popular, particularly in the case of carboxylate-assisted C–H 
functionalization.32, 191, 192  Since Kanai et al’s initial reports in 2013 of a 
pentamethylcyclopentadienyl (Cp*) Co(III) catalysed  addition of sulfonimines to indoles 
(Figure 5.1a)193 and subsequently with phenylpyridines (Figure 5.1b),194 the number of 
reports in the literature featuring this type of catalysis has grown significantly.   
 
 
Figure 5.1. Pioneering reports of Cp*Co(III) catalyzed C–H functionalization by 
Kanai et al. (a) Addition of indoles to sulfonimines. (b) Addition of 1-
phenylpyridines with sulfonimines.194 
 
A range of Co(III) complexes have since been demonstrated to catalyse C–H 






Figure 5.2. Selected examples of cobalt complexes bearing the bearing substituted 
cyclopentadienyl ligands, employed in carboxylate-assisted catalytic C–H 
functionalization. 
 
While reports demonstrating synthetic utility are plentiful in the literature, experimental 
studies focusing on the mechanistic aspects are lacking in comparison.  A review of a 
selection of such mechanistic studies is presented in the next section, which will set the 
scene for the research discussed in this chapter, which focusses on the use of DLPNO-
CCSD(T) and DFT in the context of Co(III)-catalysed C–H functionalization reactivity.  
 
5.1. A Survey of Experimental Mechanistic Studies into Co(III) C–H 
Functionalization  
 
In 2016 Ribas. et al investigated the formation and reaction of key intermediates often 
implicated in carboxylate-assisted Co(III)-catalyzed C–H activation through the use of an 
unusual κ3 coordinating macrocyclic heteroaryl substrate, 84, (Figure 5.3).195  This 
allowed for the preparation and full characterization of benchtop-stable aryl-cobalt 
complexes 85 and 86, which are often implicated as intermediates in Co(III) C–H 







Figure 5.3.  Synthesis and isolation of benchtop-stable aryl-cobalt complexes 85, and 
86 via the use of a κ3 coordinating heteroaryl substrate 84 and Co(OAc)2.
195 
 
In 2017 Perez-Temprano et al. reported the preparation and characterization of two 
cyclometalated Cp*Co(III) complexes that were implicated as intermediates in 
carboxylate-assisted C–H activation (Figure 5.4).196 The first, 5-membered cobaltacycle 
89, was prepared via oxidative-addition of an ortho-iodinated substrate at Co(I) complex 
87, and subsequent reaction with AgBF4 and MeCN (Figure 5.4a).  This circumvented 
the need to attempt synthesis through the typical redox-neutral C–H activation pathway, 
where the reversibility of the process renders isolation of the cobaltacycle unfeasible.  The 
use of MeCN as an ancillary ligand played a crucial role in stabilizing the resulting 
cobaltacycle.  Subsequent reaction of 9 with diphenylacetylene allowed for isolation and 
full characterization of 7-membered cobaltacycle 10 (Figure 5.4b), again an intermediate 






Figure 5.4. (a) Synthesis and isolation of cobaltacycle 89 via oxidative addition of 
ortho-iodophenylpyridine at a Co(I) centre at species 87. (b) Further reactivity of 89 
with diphenylacetylene to yield 7-membered cobaltacycle 90, and in turn annulated 
product 91.196 
 
Monitoring of the stoichiometric reaction of 89 with PhCCPh via 1H NMR revealed that 
alkyne insertion into the Co-C bond of 89 occurred within a few minutes, while 
subsequent reductive elimination to yield 91 was rate-limiting.  Based on these 
experimental findings an overall catalyst cycle was proposed, where each step and 







Figure 5.5.  Overall proposed catalyst cycle of the alkyne annulation, based on 
empirical experimental evidence, by Perez-Temprano et al. 196 
 
In a subsequent investigation, Perez-Temprano et al. demonstrated a new strategy for 
accessing reactive cobaltacycle intermediates, in this case using N-pyrimidinylindole 
(Npmi) as the substrate (Figure 5.6).197 By using a direct carboxylate-assisted C–H 
activation approach, cyclometalated species 94 was formed and isolated, where MeCN 
was again shown to play a fundamental role in stabilizing the cobaltacycle.  It was also 
shown that, upon use of bulky external base 2,6-di-tert-butylpyridine (DTBP), 
quantitative conversion to cobaltacycle 94 was achieved.  Moreover, when 1,1,3,3,3-
hexa-fluoroisopropanol (HFIP) was employed alongside DTBP as an additive the rate of 
cobaltacycle formation was significantly enhanced where complete conversion could be 







Figure 5.6.  Direct C–H activation approach to synthesis of 9, by Perez-Temprano et 
al, with use of HFIP to enhance the reactivity.197 
 
In 2019, Perez-Temprano et al. investigated the mechanistic aspects of the migratory 
insertion step of PhCCHPh, PhCHCH2 and vinyl acetate with cobaltacycle 89.
198  With 
phenylacetylene, a temperature-dependence on the nature of the rate-limiting step was 
identified, where at 35 oC a first-order dependence in PhCCH was observed, implicating 
the insertion into the Co-C bond is rate-limiting in the reaction between 89.  However, 
when the temperature was lowered to 0 oC, a zero-order dependence is observed, 








Figure 5.7.  Reactions of 89 with a range of terminal electrophiles to afford divergent 
migratory insertion products, by Sanjosé-Orduna et al.198 (a) Annulation with alkyne 
PhCCH to afford 1,2-insertion product 95. (b) Reaction with PhCHCH2 to afford 1,1-
migratory-insertion cobaltacycle 96. (c) Reaction with vinyl acetate to afford a 
tandem 1,1-migratory insertion-O chelation product 97. 
 
5.2. A Survey of Computational Mechanistic Studies into Co(III) C–H 
Functionalization  
 
While experimental studies probing mechanistic aspects carboxylate-ssisted Co(III) 
catalyzed C–H functionalization are relatively uncommon, quantum-chemical 
calculations are a popular approach to yield mechanistic insight.39 Density functional 
theory is currently the most commonly employed method in obtaining reaction profiles 
for these reactions, and surveying the literature it is clear that, while some density 
functional approaches are more popular than others for this purpose, there is no clear 
consensus on which one yields the most reliable results.  As the previously discussed 
(Chapter 4) benchmarking studies have demonstrated, the choice of functional plays a 





row TM complexes.  Therefore, comparing profiles obtained with different functionals 
could yield conflicting insights into the possibility of multi-state reactivity in Co(III) 
catalysed carboxylate-assisted C–H activation.  In the context of this work, selected key 
DFT studies of Cp*Co(III) catalysed C–H functionalization have been summarized.  
 
In 2016 Qu and Cramer explored the mechanistic differences between Cp*Co(III) and 






Figure 5.8. (a) Co(III) catalysed C–H coupling to yield polycyclic hydrocarbons by 
Glorius et al.200 (b) Rh(III) catalysed C–H functionalization with diazoesters by Yu et 
al.201 
 
To test for the possibility of multi-state reactivity, a selection of Co(III) intermediates 
were computed with a range of functionals (M06-L, M06, BP86, TPSS) in both the singlet 
(S=0) and triplet (S=1) spin-states.  It was found that the singlet was more stable in each 
species for each functional, prompting the authors to identify this as the ground state 
throughout the catalytic reaction.  The authors thus proceeded to limit the calculations of 
intermediates in the reaction profiles to the singlet state only, employing a M06L-based 






 ΔE (kcal/mol)  
Co(III) 
species 
S=0 S=1 S=2  
 
98 0.0 6.6 11.6 
99 0.0 14.6 34.1 
100 0.0 8.4 22.1 
101 0.0 8.1 15.5 
Figure 5.9.  Relative energies of Co(III) intermediates in the singlet (S=0), triplet (S=1) 
and quintet (S=2) spin-states, at the M06L level of theory, by Cramer et al in their 
computational study of Co-catalyzed C–H additions of diazoesters.199 
 
Computation of the full catalytic Cp*Co(III) and Cp*Rh(III) pathways revealed that the 
difference in reactivity arises from the difference in barriers for the polycyclization 
process.  This was rationalized based on the different Lewis-acidity of the M(III) centres, 
which was supported by computation of natural atomic charges. 
 
In 2014 Matsunaga and Kanai reported an efficient Cp*Co(III) catalyzed C–H 
alkenylation/annulation sequence as a route to synthesize substituted pyrroloindolones 
(Figure 5.10a).202 The authors also found that while the Cp*Co(III) catalyst can perform 
the reaction in reasonable yields, the analogous Cp*Rh(III) catalyst shows no reactivity 
towards this transformation, with only trace yields of pyroloindolones observed.  DFT 
calculations were performed at the B3LYP/6-31G** level in order to yield mechanistic 
insight (Figure 5.10b).   
 
The computed free-energy profiles revealed that, while the C–H activation process was 
energetically favoured at the singlet state, the triplet TS, 3TS(102-105) (+20.9 kcal/mol) 
was only 0.4 kcal/mol higher than the highest-lying singlet TS, 1TS(103-104) (+20.5 
kcal/mol).  The authors thus proposed that C–H activation can take place on both singlet 
and triplet spin-surfaces.  However, subsequent two-state reactivity was implicated upon 
computation of AcOH loss, and resulting formation of the coordinatively unsaturated 
cobaltacyle, where 3106 (+16.8 kcal/mol) was found to be more stable over 1106 (+19.2 










Figure 5.10.  (a) Reaction conditions for the Cp*Co(III) catalyzed synthesis of 
substituted pyrroloindolones. (b) Computed free-energy pathway of the C–H 
activation process, by Matsunaga and Kanai.202 
 
Matsunaga and co-workers further explored this Cp*Co(III) catalyzed C–H 
alkenylation/annulation reaction in a subsequent report, using the 
M06(CPCM)/BSII/M06/BS1 level.203 Both the singlet and triplet states were considered 
in this study throughout the entire reaction profile (see Figure 5.11), based on findings in 
the above study202  where a close-lying triplet intermediate was identified C–H metalation 
process (at the B3LYP/6-31G** level).  Following C–H activation at both the singlet and 
triplet states, onwards ligand exchange between acetic acid and alkyne takes place, 
followed via migratory insertion on the singlet surface.  The analogous stationary points 
on the triplet surface were higher in energy by 5.4 - 8.7 kcal/mol.  While on the singlet 
surface a bicyclic species 1109, featuring 4 and 5-membered rings, forms en route to 7-
membered cobaltacycle 1110, the triplet surface directly leads to 7-membered 
cobaltacycle 3110, and was identified as more stable than the singlet by 2.1 kcal/mol.  The 
authors thus suggested that two-state reactivity is at play in the latter stages of the 





with DFT revealed a further complex picture of two-state reactivity, where multiple sites 
of 1Co → 3Co and 3Co → 1Co spin-crossover are implicated throughout the reaction 
profiles.   
  
 
Figure 5.11.  Computed free energy pathway in the singlet (black) and triplet (red) 
states in the investigation of catalytic alkenylation/annulation of indoles with alkynes, 
by Sakata et al. 203  
 
In 2019 Luo et al investigated a Cp*Co(III) catalyzed C–H amination of quinolones with 
dioxazolones using a combination of both DFT, broken-symmetry DFT and CASSCF 
calculations.204 A B3LYP-D3 approach was employed, where the singlet, triplet and 
quintet spin-states were computed.  The authors also investigated the possibility of the 
catalytically active intermediates adopting an open-shell singlet spin configuration, where 
broken-symmetry B3LYP (“BS-B3LYP”) calculations were employed to yield energetics 
of these species in this state.  No other computational mechanistic investigations 
investigating Cp*Co(III) catalyzed C–H functionalization appear to have  computed this 
possibility.  The computed pathway of C–H activation is presented in Figure 5.12a, with 
onward reactivity involving decarboxylation, nitrene insertion and proto-demetalation are 









Figure 5.12.  Computed free energy profiles of (a) C–H activation and (b) onwards 
reactivity in the C–H amination of quinolones with dioxazolones, by Luo et al.204 
 
In initial C–H activation (Figure 5.12a), an external base-assisted process was determined 





without binding to the Co(III) centre.  The triplet spin-surface was identified as more 
stable up to formation of 5-membered cobaltacycle 1115 where a 3Co → 1Co spin-state 
change takes place via MECP(114-115).  Substitution of the PivOH group with phenyl 
oxazolone was then computed to take place at the singlet spin-surface.  However, 
subsequent decarboxylation, nitrene insertion, and final product-releasing 
protodemetalation (Figure 5.12b) were all computed to take place with both crossover to 
the open-shell singlet surface, with the triplet and closed-shell singlet states also 
implicated in the latter stages of the catalytic profile, leading to a complex multi-state 
reaction profile where a myriad of different spin-states and sites of crossover are 
implicated. 
 
The above computational mechanistic studies into Cp*Co(III) catalyzed C–H 
functionalization present arguably conflicting ideas about accessible multi-state reactivity.  
While none of the experimental protocols in each of these DFT studies is identical, both 
in the substrates and electrophile employed, or in the nuances of mechanisms for the 
major processes, the Cp*Co(O2CR) species as catalytically active is consistent 
throughout.  Furthermore, if the differences in solvation effects and reaction temperatures 
are set aside, the remaining significant difference between these synthetic protocols is the 
use of substrates and coupling partners, more specifically their field strengths and 
influence on Δo.  While it is certain that a change in the substrate, for example from 
phenylpyrazole to phenylpyridine, would affect the Δo at the Co(III) centre, it seems 
unlikely that it will do so significantly to such an extent that different modes of two-state 
or multi-state reactivity can be seen in one but not the other reaction system.  These 
inconsistencies between different modes of multi or single-state reactivity are most likely 






Study Reference Approach employed States implicated  
#1  #197 M06L 1Co 
#2 #198 B3LYP 1Co, 3Co 
#3 #199 M06 1Co, 3Co 
#4 #200 B3LYP, BS-B3LYP 1Co, OS1Cob, 3Co 
 
Table 5.1.  Summary of the four studies above and the spin-states of Co(III) implicated 
in each, based on the different computational methods employed.  a Triplet 3Co state 
computed to be very close in energy.  b “OS1” refers to the open-shell singlet-state as 
characterized by BS-DFT. 
5.3. A survey of DLPNO-CCSD(T) Studies into Two-State Reactivity in First-
Row TM catalysis  
 
As DLPNO-CCSD(T) is a relatively new level of theory when compared to DFT, 
CCSD(T) and MRPT, only a handful of such studies investigating its use in this context 
are in the literature.  In 2018 Feldt and Harvey  investigated whether DLPNO-CCSD(T) 
and the local unrestricted CC approach (LUCCSD(T0)) as implemented in Molpro,205-208 
could accurately describe the two-state reactivity of non-heme iron complexes, where  
canonical CCSD(T) energies were used as references.209  A two-state H-atom abstraction 
(HAA) reaction of methane at two complexes, [Fe(NH3)5O]
2+ and [FeHe5O]
2+ (where 
CH4 is the co-reactant) was computed at the UCCSD(T) level to provide benchmark 
results.  It was found that DLPNO-CCSD(T), when the NormalPNO settings were 
employed, poorly described the relative energetics of the quintet (S=2) spin-surface, with 
deviations of up to 8 kcal/mol. DLPNO-CCSD(T) calculations employing the “TightPNO” 
settings offered some improvement to the quintet spin-surface energetics, although errors 
of up to 5 kcal/mol were still seen.  However, the energetics of the triplet, surface was 
well described at the DLPNO-CCSD(T) level with both threshold settings.  Nevertheless, 
the reaction profile obtained with DLPNO-CCSD(T) led to a lack of two-state reactivity 
compared to the UCCSD(T) profile, where the quintet spin-surface was favoured 









(b) DLPNO-CCSD(T) (c) DLPNO-CCSD(T) (T-PNO) (d) UCCSD(T) 
 
Figure 5.13.  (a) Hydrogen-atom abstraction (HAA) reaction of [Fe(NH3)5O]
2+ with 
CH4 and free energy profiles of the process calculated with (a) DLPNO-CCSD(T), (b) 
DLPNO-CCSD(T) with TightPNO settings, and (c) UCCSD(T), by Feldt et al.209  
 
More recently in 2019, Harvey and Feldt investigated the use of DLPNO-CCSD(T) and 
LUCCSD(T0) in modelling spin-state energetics of non-heme iron complexes, and the 
HAA of CH4 by a small non-heme Fe(IV) complex (Figure 5.13a).
210  This process was 
proposed to be an archetypal example two-state reactivity, where crossing from the triplet 
to the quintet surface takes place.  Much like the previous investigation by Harvey and 
Feldt,209 UCCSD(T) was again used to yield a reference profile (Figure 5.14a), and 
calculations were performed with both an uncorrected and corrected DLPNO-CCSD(T) 
approach (Figure  5.14b) for comparison.  The correction scheme for DLPNO-CCSD(T) 
was constructed from a regression analysis of the uncorrected DLPNO-CCSD(T) results 






(a) UCCSD(T) (b) corrected-DLPNO-CCSD(T) 
 
Figure 5.14. (a) Reference UCCSD(T) profile of HAT, including the energy of 123 + 
2CH3. radical.  (b) Energy profile computed at the corrected-DLPNO-CCSD(T) level, 
by Harvey and Feldt.210 
 
Uncorrected DLPNO-CCSD(T) was shown to fail to account for the spin-crossover 
captured with UCCSD(T), where a 3Fe → 5Fe spin-state change is implicated from 
intermediate 3121 to 5TS(121-122).  When the correction is applied to the DLPNO-
CCSD(T) energetics, the profile is in much better agreement with UCCSD(T) and can 
reproduce the key aspects of the reference profile.  Specifically, a small quintet-triplet 
spin-gap is obtained for 120, and spin-forbidden reactivity is characterized towards 
5TS(121-122), and the quintet surface is favoured in the remaining stages of the profile. 
  
A third report outlining the use of DLPNO-CCSD(T) to explore multi-state reactivity of 
first-row TM complexes was reported by Chen et al.211 Two carboxylate-assisted Co(III) 
C–H activation reactions were investigated with a DLPNO-
CCSD(T)/CBS//B3LYP/TZVP approach, with reference unrestricted Kohn-Sham (UKS) 
B3LYP orbitals used in the DLPNO-CCSD(T) calculations.  The first Co(III) system 
studied was with Cp*Co(III)(OAc) as the active species, with 1-phenylpyrazole, and the 
computed energies of C–H activation are presented in Figure 5.15.  At the DLPNO-
CCSD(T) level no multi-state reactivity was characterized, however, a small singlet- 






Figure 5.15.  Computed DLPNO-CCSD(T) free-energy profile of C–H activation of 
(a) Cp*Co(III) species with 1-phenylpyrdine, by Ma et al.211 
 
The second system studied, which is another common precursor seen in the literature was 
the “Co(OAc)2(L)” system, where L is the bidentate aminoquinoline-based directing 
group (Figure 5.16).  Conversely, multi-state reactivity was identified in this case, with 
5Co → 1Co spin-crossover identified en route to the AMLA-6 transition-state 1TS(126-
127), followed by a 1Co → 3Co spin-state change in forming the product cobaltacycle 
3127.  Unusually, the authors found that the spin-density in quintet species 5126 did not 
solely lie on the Co(III) centre, but also on the N atom of the biaryl directing group, 
suggesting that redox non-innocent ligand behaviour can also feature in this particular 
system of Co(III) C–H functionalization.  








Figure 5.16.  Computed DLPNO-CCSD(T) free-energy profile of C–H activation of 
non-Cp*Co(III) species with benzoquinone substrate, by Ma et al.211 
 
In contrast to the previous studies by Feldt and Harvey et al., where they tested the use of 
DLPNO-CCSD(T) in describing spin-forbidden reactivity in first-row TM systems, Ma 
et al. employed DLPNO-CCSD(T) to predict a ligand-dependency on multi-state 
behaviour in carboxylate-assisted Co(III)-catalysed C–H activation.  The DLPNO-
CCSD(T) framework has been developed in ORCA to have three different threshold 
settings, LoosePNO, NormalPNO and TightPNO (see Section 6.6.2 for further details), 
and in the previous chapter it was clearly demonstrated that moving towards NormalPNO 
settings significant deviations from experiment are seen, and so tighter settings should 
typically be used for chemical applications of strongly correlated systems.  While it was 
not disclosed in Ma et al.’s study which settings were employed, they asserted in their 
study that “concerning the accuracy of CCSD(T) approach and its local variants like 
DLPNO−CCSD(T) for systems containing first-row transition metals, it is notable that 
there are still some uncertainties”.  This present investigation indeed seeks to provide 





modelling Co(III) C–H functionalization reactivity, where there are possibilities of two 
or multi-state character.  What distinguishes this work from that of the outlined 
investigation by Ma et al. is the aim to test the settings within the DLPNO framework, 
with subsequent demonstration of the sensitivities of the settings within the context of 
modelling spin-states catalytic reactivity in first-row TM systems.     
 
5.4. Experimental Background – C–H Aminocarbonylation 
 
The experimental system chosen to model is based on a protocol reported by Li and 
Ackermann in 2015,212 where an efficient arene and alkene C–H aminocarbonylation 
reaction was outlined (Figure 5.17). The optimal conditions reported were a 5 mol % 
loading of 77 as the precatalyst and a co-catalytic (10 mol %) loading of AgOPiv.  In 
addition a 10 mol % loading of AgSbF6 was employed.  By employing this catalyst system, 
a broad scope of both substrates (substituted arenes, heteroarenes and alkenes) and 
substituted isocyanates was were shown to undergo reactivity in good yields.  
 
 
Figure 5.17. Cp*Co(III) catalyzed C–H aminocarbonylation modelled in this 
study.212 
 
Isotopic labelling experiments with deuterated 1-phenylpyrazole (1-ppz) substrate were 
carried out to probe the kinetics and thermodynamics of the C–H activation process.  
Upon treatment of the deuterated substrate under typical reaction conditions, the extent 
of H/D exchange was found to be 37% at both ortho positions at the phenyl group.  This 
indicated a reversible C–H activation process, which was further supported by measured 
intermolecular and intramolecular kinetic isotope effects of kH/kD = 1.4.  These results 
also suggested that the C–H activation process is not rate-determining.  Internal 
competition experiments were performed, in which both p-Me- and p-F-substituted 128 
were added together alongside PhNCO under the typical reaction conditions to probe the 





distribution.  It was found that the reaction was promoted by EDGs on the pyrazole and 
EWGs on the isocyanate, which suggests migratory insertion as the rate-determining step 
in catalysis.  
 
Based on these experimental mechanistic insights, two key criteria can be used to validate 
DLPNO-CCSD(T) level for use as reference energies, but also in turn to assess the 
performance of the DFT methods in this study with respect to experiment: 
 
1) Reversible and kinetically accessible C–H activation process  
2) rate-limiting migratory insertion of the isocyanate into the C-Co bond  
5.5. Computational Details 
 
Initial efforts focussed on testing the leading “T-PNO” DLPNO-CCSD(T) approach from 
the previous chapter (defined in Chapter 4), against other DLPNO-CCSD(T) settings (i.e. 
N-PNO and L-PNO), and with the 9 previous density functionals (DF).  In line with the 
methodology of the previous chapter, geometry optimizations, analytical frequency 
calculations and single-point solvation corrections were all performed in ORCA (version 
4.1), and carried out at the BP86/def2-TZVP level.  The frequency calculations were 
carried out to yield thermodynamic corrections to use with other computed approaches at 
the single-point level, and to confirm local minima (no imaginary frequencies) and 
saddle-points (one imaginary frequency corresponding to the bond formation / breaking 
process in question).  To characterize and confirm the local minima either side of a given 
transition state, structures either side of the animated trajectory of the imaginary 
frequency were sampled and subsequently optimized.  Single point calculations were 
carried out with the T-PNO(BP)/cc-TZ, N-PNO(BP)/cc-TZ, L-PNO(BP)/cc-TZ levels 
with DLPNO-CCSD(T), and with the DF-D3,CH2Cl2/def2-QZVPP levels to yield 
reference free energies for each intermediate.  Additional single-point calculations at the 
BP86,CH2Cl2/def2-TZVP level were performed to yield thermodynamic corrections for 
use with DLPNO-CCSD(T).  While 1,2-dichloroethane (DCE) was employed as the 
solvent in the experimental aminocarbonylation system, solvation parameters for this 
solvent were not available for the CPCM approach in ORCA, and so the parameters of 
dichloromethane (CH2Cl2) were instead invoked, where the dielectric constants are 






To ensure the DLPNO-CCSD(T) calculations were tractable, the Cp* ligand was 
truncated to the smaller C5H5 equivalent “Cp”, while pivalate (
-OPiv) group was replaced 
with acetate (-OAc), and PhNCO with MeNCO.  Moreover, only the three initial stages 
of catalysis were modelled here, C–H activation, ligand substitution and migratory 
insertion.  This system will be referred to as the “small model” pathway.  The aims of the 
benchmarking with the small model were to ultimately establish a reliable DFT approach, 
for which the “full model” could then be characterized.  The intermediates characterized 
with this full model are denoted with a subscript “F”, e.g. “1IIF”, while the small model 
has no subscript (e.g. “1II”).      
5.6. Results 
 
5.6.1. Testing DLPNO-CCSD(T) vs DFT for a Small Model System. 
 
5.6.1.1. Discussion of the DLPNO-CCSD(T) Free Energy Profile 
 
The free energy profile for the three steps (C–H activation, ligand exchange and C-C 
migratory insertion) of the truncated system, from κ2-OAc species “1I”, calculated at the   
established T-PNO)//BP86 level is presented on Figure 5.18.  Free energies quoted are 
relative to 1I.  This 6-membered Cp*Co(OAc)(ppz) species (I) is typically proposed to 
form as the active catalytic species following iodide abstraction from pre-catalyst 77 via 






Figure 5.18.  Computed profile for (i) C–H activation, (ii) ligand substitution and (iii) subsequent migratory insertion from species 1I. Free 





C–H activation from species 1I takes place via the AMLA-6 mechanism,38, 213, 214 where 
a κ2 to κ1 binding mode rearrangement of the -OAc group occurs concomitantly with 
deprotonation of the ortho-carbon, via transition-state 1TS(I-II) (Figure 5.19a, +16.8 
kcal/mol), to yield cobaltacycle 1II (+3.7 kcal/mol).  This C–H activation process on the 
triplet spin-surface, via 3TS(I-II) (+35.3 kcal/mol), has a much higher barrier, indicating 
no accessible two-state reactivity is taking place, where 3I is also less stable than 1I by 
12.5 kcal/mol.  From 1II, ligand substitution can take place via dissociation of AcOH to 
afford 5-coordinate cobaltacycle 1III (+13.2), followed by addition of MeNCO to afford 
1IV (+2.3).  The triplet species 3III (+14.3) now lies close in energy to the singlet isomer, 
1III.  This small 1Co → 3Co spin-gap for III agrees well with experimental reports 
previously outlined, where high-spin Co(III) complexes have been found to be stable 
when bulky ligands are exploited such that the coordination number about the Co(III) 
centre cannot exceed 4,147 or even 3, as Betley et al have demonstrated.146  
 
(a) 1TS(I-II) 
ΔG‡ = +16.8 kcal/mol 
 
(a) 1TS(IV-V) 
ΔG‡ = +19.1 kcal/mol 
 
Figure 5.19. Structures of (a) 1TS(I-II) and (b) 1TS(IV-V). Selected distances in Å. 
 
From species 1IV, isocyanate insertion into the Co-C bond can take place via 1TS(IV-V) 
(Figure 5.19b, +19.1 kcal/mol), affording 4,5-bicyclic species 1V (+12.4 kcal/mol).  Co-
C bond cleavage can then take place via 1TS(V-VI) (+13.8 kcal/mol) to yield 7-membered 
1VI (+11.3 kcal/mol).  The migratory insertion on the triplet surface, via 3TS(IV-VI) 
(+37.0 kcal/mol), is significantly less stable, and  moreover, no 4,5-bicyclic species is 
formed, where the resulting triplet 7-membered cobaltacycle (3VI, +10.4 kcal/mol) forms 
directly from 3TS(IV-VI).  This difference can be explained by the propensity for Co(III) 





Moreover, possibly due to the presence of electron density in the M-L antibonding 
frontier MOs in the triplet spin-state, the bicyclic 6-coordinate species is not identified as 
a local minimum on the triplet spin-surface.  Finally, the triplet 7-membered adduct 3VI, 
was found to be more energetically stable than the singlet equivalent by 0.9 kcal/mol, 
implicating two-state reactivity in the latter stages of the migratory insertion process 
following 1TS(V-VI) en route to formation of 3VI. However, a small difference such as 
0.9 kcal/mol can be viewed as within the margin of error for the DLPNO-CCSD(T) level 
used, especially when the MAD of 1.4 kcal/mol outlined in Section 4.4.1 is taken into 
consideration. The species 1VI and 3VI can thus be viewed as broadly isoenergetic, and 
so both two-state and single-state reactivity is computed to be feasible in the latter stages 
of migratory insertion.  
 
Overall, the trends identified following characterization at the DLPNO-CCSD(T) level, 
can be summarised as follows:  
 
1. Reversible, single-state C–H activation in the singlet spin-state. 
2. Singlet spin-state ligand-substitution, with a close-lying triplet-state for 
coordinatively unsaturated species III.  
3. A kinetically less accessible migratory insertion process, where 1TS(IV-V) is the 
highest-lying TS, with an overall barrier of ΔG‡ = +19.1 kcal/mol. Accessible 
two-state reactivity was also identified in the latter stages of this process with 
spin-crossover from 1TS(V-VI) → 3VI. 
 
The energetics at the DLPNO-CCSD(T) level are also thus in agreement with the two 
general observations found experimentally for this reaction by Li and Ackermann.    
 
5.6.1.2. Comparison of Different DLPNO-CCSD(T) Approaches 
 
Having characterized the small-model profile with the reference T-PNO approach, testing 
of the other two threshold settings, L-PNO and N-PNO, were undertaken with DLPNO-
CCSD(T) to examine the effects on the computed energetics.  The statistical deviations 
of the two different approaches i.e. MSDs and MADs, relative to T-PNO for each spin-
surface are presented in Table 5.2.  The 1MSD and 1MAD values refer to the mean 





surface, with 3MSD and 3MAD referring to the mean deviations for the energetics of the 
triplet surface. 
 
# DLPNO Approach 1MAD 1MSD 3MAD 3MSD 
1 L-PNO 6.1 -6.1 10.7 -10.7 
2 N-PNO 1.3 -0.9 5.9 -5.9 
 
Table 5.2.  Statistical deviations of the two alternative DLPNO levels against the 
reference T-PNO approach (kcal/mol). 
 
Firstly, it can be seen that the least computationally expensive DLPNO approach, L-PNO 
(Entry 1) performs poorly with respect to T-PNO, where 1MAD = 6.1 kcal/mol.  This 
indicates that using these threshold settings can yield results that are largely divergent 
from the more expensive T-PNO settings, and so should be avoided even when computing 
single-state organometallic reactivity.  Moreover, when the triplet spin-surface is 
concerned, L-PNO performs more poorly in this regard with respect to T-PNO, where 
3MAD = 10.7 kcal/mol.   
 
Conversely the default N-PNO approach performs well and is in agreement with T-PNO 
for the intermediates on the singlet spin-surface, where a small 1MAD of 1.3 kcal/mol is 
obtained.  This suggests that for computation of closed-shell organometallic reactivity, 
the more modest N-PNO settings could be used in place of T-PNO, particularly if 
computational cost is an issue, as they offer strikingly similar results.  However, this 
strong agreement between N-PNO and T-PNO is not seen when capturing the relative 
energetics of the triplet stationary points, where 3MAD = 5.9 kcal/mol.  This indicates 
that when modelling organometallic reactivity when two-state reactivity is concerned, 
significant differences are seen between the different settings within the DLPNO 
framework, and the “TightPNO” settings are generally recommended to ensure the best 
accuracy.  
 
5.6.1.3. Comparison of DFT Against DLPNO-CCSD(T) Energetics 
 
In addition to the different levels of the DLPNO-CCSD(T) approach, the 9 density 





stationary points in the singlet state, along with statistical deviations, 1MADs and 1MSDs 
for each functional, are presented in Table 5.3.  Additionally, the singlet spin-surfaces 
computed with each functional, alongside the T-PNO approach, are presented together on 
Figure 5.20 for comparison.  The same data for intermediates in the triplet state (and 





# Functional 1TS(I-II) 1II 1III 1IV 1TS(IV-V) 1V 1TS(V-VI) 1VI 1MAD 1MSD 
1 T-PNO +16.8 +3.7 +13.2 +2.3 +19.1 +12.4 +13.8 +11.3 N/A N/A 
2 TPSSh +15.6 +6.3 +14.1 +6.9 +18.4 +12.7 +14.8 +16.0 2.0 +1.5 
3 ωB97X-D3BJ +16.2 +6.5 +14.7 +5.2 +21.1 +11.8 +11.7 +13.8 1.9 +1.0 
4 B3LYP +15.2 +6.5 +12.8 +7.0 +20.9 +13.8 +14.2 +14.2 2.0 +1.5 
5 M06 +15.5 +6.3 +10.3 +6.6 +22.0 +16.6 +18.6 +18.1 3.7 +2.7 
6 B2PLYP +12.6 +4. 9 +5.6 +2.7 +18.1 +9.6 +10.5 +9.2 2.8 -2.4 
7 TPSS +14.9 +6.1 +12.9 +6.6 +17.7 +13.0 +15.2 +15.6 2.1 +1.2 
8 BP86 +14.0 +2.3 +8.9 +2.2 +12.7 +7.9 +9.3 +9.3 3.3 -3.3 
9 OPBE +12.4 -2.5 +3.6 -3.9 +2.9 -1.9 +0.4 +3.1 9.8 -9.8 
10 M06L +15.6 +10.7 +15.8 +12.7 +28.3 +22.4 +23.9 +24.0 7.9 +7.6 
 
Table 5.3.  Computed relative free energies for the singlet stationary points in the small model reaction profile (Figure 5.20), and errors (1MADs, 
































Beginning with the singlet stationary points (Table 5.2 and Figure 5.20), with all 
functionals the barrier of initial C–H activation via 1TS(I-II), is underestimated relative 
to T-PNO, although for most functionals (except OPBE and B2PLYP) a reasonable 
agreement is obtained with respect to T-PNO, being within 3 kcal/mol for this transition-
state.  OPBE (Entry 8) deviates the most in this regard, with a computed ΔG‡ of +12.4 
kcal/mol, amounting to a deviation of -4.4 kcal/mol with respect to T-PNO.  Furthermore, 
OPBE is seen to be an outlier in general in its underestimation of the relative energetics 
of the singlet stationary points.  For example, it is the only functional to compute 
cobtaltacycle 1II (-2.5 kcal/mol) as more stable than the preceding κ2-OAc adduct 1I.  
Based on the barriers for C–H activation and the corresponding reverse barriers, all 
functionals however do agree with DLPNO and experiment in characterizing this a 
reversible process.  
 
Moving to the ligand-substitution process, the energetics between the density functionals 
are now seen to vary more in contrast to the energetics of the preceding C–H activation 
process.  For instance, some functionals tended to over-estimate the relative energy of 5-
coordinate cobaltacycle 1III relative to T-PNO, with some underestimating it.  However, 
5 of the 9 functionals are again within 3.0 kcal/mol of the energy of 1III computed at the 
T-PNO level, thus in reasonable agreement.  B2PLYP and OPBE, much like for the C–H 
activation process, underestimate the energetics of ligand substitution process, where, for 
example OPBE underestimates 1III by 9.6 kcal/mol. 
 
Finally, looking at the performance of DFT in computing the latter stages concerning 
migratory insertion, many of the functionals are again in reasonable agreement with T-
PNO in computing the relative energetics of 1TS(IV-V), and thus the overall barrier of 
migratory insertion.  Additionally, with the exception of BP86 and OPBE, the functionals 
also characterize 1TS(IV-V)  as the highest-lying transition state along the profile, which 
is consistent with that characterized by T-PNO.  M06-L overestimates this process the 
most, where a difference of +9.2 kcal/mol relative to T-PNO is obtained. 
 
The overall statistical performances for each functional on the singlet spin-surface show 
OPBE clearly performs the poorest with a consistent under-estimation of the energies of 
each intermediate, where 1MAD = 9.8 kcal/mol and 1MSD = -9.8 kcal/mol.  This is 





performance of M06-L results from the overestimation of the relative energetics rather 
than underestimating, where 1MSD = +7.6 kcal/mol.  The best performers are the hybrid 
functionals ωB97X-D3BJ (1MAD = 1.9 kcal/mol), TPSSh (1MAD = 2.0 kcal/mol) and 
B3LYP (1MAD = 2.62 kcal/mol).  On balance, hybrid functionals performed better than 
the pure functionals tested, although TPSS is an exception where a good agreement with 
T-PNO is obtained (1MAD = 2.1 kcal/mol).  This suggests that for singlet-state Co(III) 







# Functional 3I 3TS(I-II) 3II 3III 3IV 3TS(IV-VI) 3VI 3MAD 3MSD 
1 T-PNO +12.5 +35.3 +16.8 +14.3 +18.0 +37.0 +10.4 N/A N/A 
2 TPSSh +9.5 +29.1 +16.7 +13.1 +18.9 +33.9 +8.7 2.3 -2.1 
3 ωB97X-D3BJ +5.5 +30.6 +13.1 +9. 6 +14.3 +34.2 +2.8 4.9 -4.9 
4 B3LYP +4.3 +25.5 +11.1 +7.2 +13.2 +31.1 +3.9 6.9 -6.9 
5 M06 +6.8 +28.9 +13.1 +7.9 +17.7 +33.5 +10.2 3.8 -3.8 
6 B2PLYP +28.1 +49.1 +29.5 +23.3 +30.7 +49.3 +25.2 12.9 +12.9 
7 TPSS +14.2 +32.5 +21.9 +17.3 +23.6 +37.0 +14.3 3.0 +2.2 
8 BP86 +14.4 +29.6 +18.7 +14.4 +20.0 +32.0 +7.7 2.7 -1.1 
9 OPBE +14.7 +27.3 +15.3 +10.8 +15.5 +24.8 +1.5 5.6 -4.90 
10 M06L +12.4 +36.2 +23.7 +17.1 +26.3 +44.9 +18.8 5.0 +5.0 
 
Table 5.4.  Computed relative free energies for the triplet stationary points in the small model reaction profile (Figure 5.20), and errors (3MADs, 






























Moving onto the triplet spin-surface for each functional (Table 5.3 and Figure 5.21), the 
differences between the approaches are much more pronounced, particularly so when 
comparing hybrid with pure functionals.  All are however in agreement with DLPNO-
CCSD(T) in characterizing initial C–H activation as a higher energy process in the triplet 
spin-state.   
 
Moving onto the ligand substitution, all functionals are also consistent with T-PNO in 
computing 3III to be more stable than the preceding cobaltacycle 3II, thus stabilizing the 
five-coordinate ligand environment over six-coordinate in the triplet spin-state.  When 
both the singlet and triplet profiles are considered together in the ligand substitution 
process, clearer differences in the computed reactivity can be seen between the different 
types of functional.  Therefore, to supplement this part of the discussion, combined singlet 














Figure 5.22. Schematic free energy profiles for the singlet (blue) and triplet (red) 







































































Beginning with the pure functionals (Figure 5.22g-j) these all characterize ligand 
substitution as a single-state process, where the 1III → 3III spin-splitting energies are all 
positive, but with the magnitude varying in each pure functional.  For example, OPBE 
computes the largest 1III → 3III spin-splitting (+7.2 kcal/mol), while M06-L computes 
the smallest (+1.3 kcal/mol).  Conversely, the hybrid DFT approaches (Figure 5.22b-e) 
compute ligand-substitution as a two-state process, where spin-crossover is implicated en 
route to (1Co → 3Co) and following (3Co → 1Co) the formation of the 3III.  For example, 
M06 (Entry 4) computes a 1III → 3III spin-splitting of -2.4 kcal/mol, while B3LYP 
(Entry 3) stabilizes the triplet species the most with a spin-splitting of -5.6 kcal/mol.  As 
previously outlined, the reference T-PNO approach (Figure 5.22a) computes this as a 
single-state process, albeit with a small 1III → 3III spin-splitting of +1.1 kcal/mol.  
Therefore the pure functionals agree with DLPNO-CCSD(T) in this regard.  In particular, 
M06-L offers the best agreement in reproducing a single-state ligand-substitution process 
with a small 1III → 3III spin-splitting energy, despite its general tendency to overestimate 
the relative energies of other stationary points in both the singlet and triplet profiles. 
However, based on the performance of T-PNO in the benchmarking evaluation outlined 
previously (Section 4.4), a MAD of 1.4 kcal/mol was obtained against experimental spin-
splitting energies, and so a small 1III → 3III spin-splitting of +1.1 kcal/mol falls within 
the margin of error for this level of theory. This suggests that both states are essentially 
isoenergetic. Therefore, when looking at the other levels of theory, it can be seen that 
M06-L, M06 and TPSSh are in fact consistent with T-PNO in also computing a small 
difference between the two spin-states of III.  
 
For the final migratory insertion step, all functionals compute the triplet transition-state, 
3TS(IV-V) as energetically disfavoured over the singlet TSs (1TS(IV-V) and 1TS(V-VI)), 
consistent with T-PNO.  The resulting 7-membered cobaltacycle, 3VI, is computed by all 
but one functional (except B2PLYP – see below) to be energetically favoured over 1VI, 
and so two-state reactivity is characterized by these approaches to take place in the latter-
stages.  Therefore these functionals are consistent with T-PNO in the characterization of 
accessible two-state migratory insertion at the latter stages, and moreover, the fact that all 
(but one) approaches capture this aspect of two-state reactivity is in contrast to the 
divergent behaviour between hybrid and pure approaches in the spin-state energetics of 
prior ligand-substitution. However, as the T-PNO level of theory identified a small         





and so a better interpretation of the T-PNO profile is that both single-state and two-state 
reactivity is accessible. With this in mind, it can be seen that pure functionals are in 
qualitative agreement with the T-PNO reference profile in this regard, where small 1VI 
→ 3VI spin-splitting energies are obtained. In contrast, hybrid functionals stabilize 3VI 
more significantly over 1VI, and so they predict a dominant two-state process at this stage 
in the reaction profile, as opposed to identifying concurrent single-state reactivity as well.    
 
Finally, some comments should be made specifically about the only double-hybrid in the 
study, B2PLYP (Entry 5).  As had been observed in the previous chapter, B2PLYP is an 
outlier in terms of performance.  While the energetics of the singlet spin-surface are in 
reasonable agreement with T-PNO, where 1MAD = 2.8 kcal/mol, the energies of the 
triplet species were found to be significantly overestimated compared to DLPNO (where 
3MSD = +12.9), leading to a poor performance in this regard (3MAD = 12.9 kcal/mol).  
As a result of this destabilization of the triplet-surface, it is the only functional that does 
not compute the latter stages of migratory insertion as a two-state process.  This leads to 
the conclusion that B2PLYP is generally unsuited to modelling Co(III) catalysis when 
two-state reactivity must be considered and thus accurately computed.   
 
Looking at the overall statistical deviations of the DFT methods with respect to T-PNO 
for the triplet spin-surface (summarised in Table 5.5), it can be seen that the 3MADs are 
larger than the corresponding 1MADs for each functional.  This thus indicates that while 
many methods are very promising in reproducing the T-PNO energetics for singlet spin-
state catalysis, (particularly the case with ωB97X-D3BJ) spin-state energetics in catalysis 
is more challenging for DFT to compute consistently with DLPNO-CCSD(T).  B3LYP 
performs the poorest of all hybrid approaches in this regard, where 3MAD = 6.87 kcal/mol 
and 3MSD = -6.87 kcal/mol.  However, the two pure functionals OPBE (3MAD = 5.57 
kcal/mol) and M06-L (3MAD = 5.05 kcal/mol) also perform poorly in capturing the 
energetics of the triplet surface, thus indicating that pure functionals do not necessarily 






# Functional 1MAD 3MAD 1+3MAD 
1 T-PNO N/A N/A N/A 
2 TPSSh 2.0  2.3  2.1  
3 ωB97X-D3BJ 1.9  4.9  3.3  
4 B3LYP 2.0  6.9  4.3  
5 M06 3.7  3.8  3.8  
6 B2PLYP 2.8  12.9  7.6  
7 TPSS 2.1  3.0  2.5  
8 BP86 3.3  2.7  3.0  
9 OPBE 9.8  5.6  7.8  
10 M06L 7. 9  5.0  6.6  
 
Table 5.5.  Computed mean absolute deviations with respect to the singlet profile 
(1MAD), triplet profile (3MAD), and combined deviations (1+3MADs) for each different 
approach relative to the reference T-PNO energetics (kcal/mol). 
 
Finally, the statistical performances of the functionals across both singlet and triplet spin-
surfaces were compared, where combined MADs were calculated, and are presented in 
Table 5.5 as “1+3MADs”.  TPSSh is the leading performer with the lowest overall MAD 
across the two spin-states (1+3MAD = 2.1 kcal/mol).  While the hybrid functional ωB97X-
D3BJ was the best performer in the computation of the singlet intermediates, the poor 
performance of capturing the energetics in the triplet surface leads this functional to have 
a poorer overall performance, where 1+3MAD = 3.3 kcal/mol. TPSSh is followed by its 
pure analogue, TPSS, in terms of overall performance, where 1+3MAD = 2.5 kcal/mol.  
This indicates that this mGGA functional offers the most promising performance in 
yielding energetics most consistent with DLPNO-CCSD(T), where the addition of 10% 
HFX within TPSSh leads to a better performance for reproducing the energetics of the 
triplet profile.  This was surprising, and counter to the previous benchmarking study in 
Chapter 4, where TPSS outperformed TPSSh, and more broadly, pure functionals out-
performed hybrids in assessing the experimentally-derived spin-splitting energies of 7 
Co(III) complexes.  Therefore, TPSS was employed to characterize the full catalytic C-H 
aminocarbonylation pathway, based on the strong performance across both benchmarking 






5.6.2 Characterization of Aminocarbonylation with the Full Chemical Model. 
 
Having established TPSS as the functional to proceed with, efforts turned to characterize 
the aminocarbonylation reaction with the full chemical model, at the TPSS-
D3,CH2Cl2/def2-QZVPP//BP86/def2-TZVP level.  Like the small model, the triplet spin-
surface for C–H activation, ligand exchange, and migratory insertion was also computed.  
For completeness, the quintet (S=2) state was also initially considered, however 
computation of selected intermediates in this spin-state revealed this as significantly 
disfavoured, where, for example, for the five-coordinate cobaltacycle ΔG(1VF → 5IIIF) = 
+42.1 kcal/mol.  Therefore further efforts to compute the energetics of the quintet spin-
surface were dropped.  The energetics for the singlet and triplet spin-surfaces for these 






Figure 5.23.  Computed free energies of singlet (black) and triplet (red) spin-surfaces for (i) C–H activation, (ii) 





Beginning with κ2-OAc species 1IF (0.0), a κ2 to κ1 binding mode rearrangement of the 
acetate group takes place, concomitant with formation of a σ-interaction of the ortho C–
H bond with the electrophilic metal centre.  This initially takes place via 1TS(I-II)F (+12.3 
kcal/mol), to yield agostic intermediate 1IIF (+11.0 kcal/mol).  Subsequent deprotonation 
of the ortho-C by the κ1 acetate group via transition-state 1TS(II-III)F (+12.8 kcal/mol), 
resulting intermediate 1IIIF (+12.4 kcal/mol), and 1TS(III-IV)F (Figure 5.24a, +14.8 
kcal/mol), yields cobaltacycle 1IVF (+9.1 kcal/mol).  As the resulting cobaltacycle 1IVF 
is less stable than the preceding κ2-OAc species 1IF, this is computed to be reversible, and 
is thus consistent with that seen in the small model, and also agrees with the experimental 
observations seen in the work of Li and Ackermann.212  
 
(a) 1TS(III-IV)F  
G = +14.8 kcal/mol 
 
(b) 1TS(VI-VII)F 
G = +21.5 kcal/mol 
 
Figure 5.24. Structures of (a) 1TS(III-IV)F and (b) 1TS(VI-VIII)F. Selected distances 
in Å. H atoms (with exception of the ortho C–H) omitted for clarity. 
 
Upon computation of the triplet intermediates for C–H activation, the process was shown 
to be significantly energetically disfavoured, where transition-states 3TS(I-II)F (+34.6 
kcal/mol) and cobaltacycle 3II (+27.3 kcal/mol) are much higher than the singlet species, 
which is consistent with that seen in the small model, both with the reference T-PNO 
level and with TPSS.   
 
Alongside the AMLA-6 mechanism as described above, alternative mechanisms of C–H 
activation were considered.  Firstly, C–H activation via deprotonation of the ortho carbon 
by an external -OAc base via 1TS(EXT)F (+26.7 kcal/mol) was computed (Figure 5.25a).  





chelation of the 1-ppz substrate, was computed via 1TS(ND)F (+24.1 kcal/mol, Figure 
5.25b).  However, both of these processes were disfavoured as the relevant transition-
states were found to be higher in energy than the corresponding highest-lying TS for 
AMLA-6 (1TS(III-IV)F, +14.8 kcal/mol), thus confirming AMLA-6 as the route to 
forming the cobaltacycle.   
 
(a) C–H activation via external -OAc 
1TS(EXT)F = +26.7 kcal/mol  
 
(b) Non-directed C–H activation 
1TS(ND)F  = +24.1 kcal/mol   
 
Figure 5.25.  Computed structures, and free energies of (a) 1TS(EXT)F and (b) 
1TS(ND)F  (kcal/mol, relative to 1IF and reactants).  
 
Continuing with the singlet pathway from species 1IVF (Figure 5.23) AcOH dissociation 
takes place to afford coordinatively unsaturated species 1VF (+13.95 kcal/mol).  Addition 
of the isocyanate electrophile via the N lone-pair can subsequently take place to afford 6-
coordinate intermediate 1VIF (+12.4 kcal/mol).  An alternative O-bound isomer of 1VIF, 
was computed (1XIIIF, +18.6 kcal/mol) and was found to be less stable by 6.2 kcal/mol 
relative to 1VIF.  
 
Migratory insertion of the isocyanate into the Co-C bond then takes place from 1VIF, via 
1TS(VI-VII) F (+21.5 kcal/mol, Figure 5.24b) to yield 7-membered cobaltacycle 1VIIF 
(+10.1 kcal/mol).  Migratory insertion was also computed from O-bound adduct 1XIIIF, 
but is higher in energy over the N-bound TS by 6.4 kcal/mol.   
 
Both ligand substitution and migratory insertion were shown to be favoured on the singlet 
surface, where, for example, 5-coordinate cobaltacycle 3IIIF was higher in energy than 
the singlet equivalent, 1VF by 8.8 kcal/mol.  Moreover, no two-state reactivity was 
identified in the latter stages of migratory insertion to form 3VIIF, where a 1VIIF → 3VIIF 





in the small model system, with both DFT and DLPNO, where two-state reactivity was 
implicated in the latter stages of migratory insertion.  This indicates that inclusion of the 
methyl groups on the Cp* ligand has a stabilizing effect on the coordinatively unsaturated 
(5-coordinate) species in the Co(III) catalysis, and while truncation of the ring was 
necessary to allow for DLPNO-CCSD(T) to be used without making the calculations 
intractable, Cp* is ultimately a stronger donor ligand and serves to stabilize the singlet 
state more than with Cp even at lower coordination numbers, thus having an important 
influence on the energetics of the species in catalysis.  
 
From 1VIIF, the free-energy profile continues in Figure 5.26, where the processes of 
AcOH addition, N-protonation, and product-substrate exchange were computed to 
complete the cycle.  Efforts to compute the triplet and quintet spin-states were dropped 
here after identifying the instabilities of the intermediates in these states for the C–H 












Addition of AcOH to the 5-coordinate species 1VIIF affords 1VIIIF (+15.7 kcal/mol), 
which contains a stabilizing hydrogen bond between the N atom and the hydroxyl group 
of the acetic acid ligand.  Subsequent protonation of the N atom takes place via 1TS(VIII-




G = +16.8 kcal/mol 
 
(b) 1TS(X-XI)F 
G = +25.5 kcal/mol 
 
Figure 5.27. Structures of transition-states (a) 1TS(VIII-IX)F and (b) 1TS(X-XI)F. 
Selected distances in Å. 
 
From 1IXF, a κ1 to κ 2 rearrangement of the -OAc group was envisaged to take place in 
concert with cleavage of the amide Co-N bond to afford a product adduct.  However, 
characterization of the transition state for such a concerted process could not be located.  
Instead, initial rotation of the amide group takes place via transition state 1TS(IX-X)F 
(+20.6 kcal/mol), breaking both the Co-N bond and the N–HO hydrogen bond to form  
species 1XF (+16.0 kcal/mol).  Further rotation takes place via 1TS(X-XI)F (Figure 5.27b, 
+25.5 kcal/mol) to effect the coordination of the C=O group to the Co centre, yielding 
adduct 1XIF (+4.7 kcal/mol).  From 1XIF κ1 to κ2 rearrangement of the -OAc group is now 
accessible via 1TS(XI-XII)F (+18.3 kcal/mol), affording product adduct 1XIIF (+5.6 
kcal/mol).  Finally, substitution of the chelated product with a further 1-ppz substrate (in 
a dissociative process via Cp*Co(OAc)+, +19.2 kcal/mol)  can take place to reform 1IF 
(+3.3 kcal/mol), and complete the catalyst cycle.   
 
The overall reaction has been computed at the TPSS//BP86 level to be endergonic by +3.3 





endergonic process, no such catalytic aminocarbonylation reaction would be observed 
experimentally in the first place.  To investigate further, conformer searching was carried 
out using the simulated-annealing approach at the GFN1-XTB approach with the xtb 5.9 
software.215  While this revealed a lower energy conformer than that initially located (PC), 
the computed free energy of formation was still endergonic, where ΔGrxn = +1.7 kcal/mol, 






Figure 5.28. Structures of conformers of C–H aminocarbonylation product. (a) PO, 
the originally product. (b) PC, the conformer of product identified as most stable at 







Splitting the contributions to the overall free energy in terms of the “SCF + Enthalpy” 
term (ΔHrxn) and Entropy term (ΔScor x 298.15K = ΔQcorr), it can be seen that the process 
is computed to be exothermic, where ΔHrxn = -11.1 kcal/mol, but comes at a larger and 
dominant entropic penalty, where ΔQcorr = +12.8 kcal/mol.  This is an unsurprising result 
considering two species are reacting to form one in the process, where additionally the 
correct and accurate computation of entropic differences in multi-molecular chemical 
transformations has been, and still is an enduring problem for computational chemistry.40  
 
Re-computation of PC at the established T-PNO level revealed that the overall reaction is 
exergonic, where ΔGrxn = -4.1 kcal/mol.  This suggests that, while using DFT is one of 
the only currently viable means to yield entropic contributions, the poor estimation in 
associative processes can yield incorrect reaction energies for simple organic 
transformations such as 1-ppz + PhNCO → PC.  Promisingly, it looks like DLPNO-
CCSD(T) has been able to remedy these inconsistencies by overcoming the over-
estimation of the entropic cost in the associative reaction.   
 
However, the fact that DLPNO-CCSD(T) can account for the reaction exergonicity, the 
possible underestimation of ΔHrxn (ΔESCF + ΔHcorr) at the TPSS-D3//BP86 level cannot 
be discounted as a contributing factor in failing to capture the overall exergonicity. For 
example, despite the use of empirical dispersion (D3) corrections, there may persist some 
long-range correlation that TPSS-D3 does not capture in product PC, which DLPNO-
CCSD(T) does incorporate.  
  
To summarise, the catalytic cycle with the full chemical model was computed and 
characterized, with three key processes established.  Firstly C–H activation via AMLA-6 
takes place in three steps, and was computed to be endergonic by +9.1 kcal/mol with a 
low-lying barrier of +14.8 kcal/mol, thus indicating this is a reversible process.  
Subsequent C-C bond-forming migratory insertion, where coupling of the substrate and 
isocyanate occurs with an energetic span, relative to 1IF of +21.5 kcal/mol.  Finally, 
protodemetalation was characterized to take place through a series of steps, involving N-
protonation, product reorientation and final dissociation via κ1 to κ2 rearrangement of the 
-OAc ligand.  This process, specifically the torsional rotation of the amide group via 
1TS(X-XI)F, was identified as turnover-limiting with largest activation barrier of ΔG‡ = 





limiting migratory insertion by Li and Ackermann, based on their internal competition 
experiments.212  However, the para substituent effects of both the substrate and 
isocyanate might be expected to have an effect on steps following migratory insertion as 
well.  Thus the identification of a rate-limiting product rearrangement is not necessarily 
inconsistent with experiment.  
 
An additional factor was revealed in the final stages of this project concerning the nature 
of the active precursor species in catalysis.  Upon the computation of IRCs in the 
alternative C–H activation pathway (via TS(ND)F, Figure 5.27) a stable Cp*Co(OAc)2 
adduct was identified, which was found to be 12.7 kcal/mol more stable than 1IF.  This 
clearly would have implications for the overall barriers for the processes outlined above, 
and further investigation is required to assess this.  For example, the relative energetics 
of similar precursors in analogous Rh(III) systems has been shown to be heavily basis-set 
dependent.216  However, due to the time constraints, this was not possible. 
5.7. Conclusions 
 
The focus of this chapter was on the performance of the different DFT approaches in 
modelling Co(III) C–H activation relative to DLPNO-CCSD(T).  An initial survey of the 
literature in Section 5.2 demonstrated that different DFT methods can yield quite different 
modes of multi-state reactivity in Co(III)-catalysed C–H functionalization.  In turn a small 
review of the use of DLPNO-CCSD(T) in modelling organometallic reactivity was 
presented.   
 
A catalytic Cp*Co(III) catalysed C–H aminocarbonylation reaction, reported by Li and 
Ackerman in 2015  was chosen to test the different DFT and DLPNO approaches.  
Outlined as the most accurate in Chapter 4, DLPNO-CCSD(T) was used to obtain a 
reference free-energy profile of three initial stages of catalysis, using a truncated chemical 
model, and this highlighted three key outcomes:  
  
1. Single-state (1Co) and reversible C–H activation 
2. Single-state ligand substitution, albeit with a close lying triplet for coordinatively 





3. Two-state migratory insertion, with 1Co → 3Co spin-crossover implicated in the 
formation of the 7-membered cobaltacycle.  
 
Two alternative DLPNO-CCSD(T) protocols, using the L-PNO and N-PNO settings, 
were tested and compared against the reference T-PNO approach to explore the effect on 
the energetics in the small model.  This revealed that, while the N-PNO settings could 
reproduce the energetics of the singlet species compared to T-PNO, the triplet spin-
surface was underestimated, and so confirmed the need for the more accurate T-PNO 
settings for better accuracy in describing two-state reactivity.  The intermediates were 
then recomputed with 9 different functionals, with the best performing functionals 
identified to be the mGGA functionals TPSSh and TPSS.  On the basis of strong 
performance across both benchmarking studies, TPSS was employed to characterize the 
catalytic profile with the full chemical model.   
 
In the full characterized pathway, C–H activation was again computed to be reversible 
and kinetically accessible, both agreeing with that seen in the truncated model and in 
experiment.  Subsequent ligand-substitution was characterized in the full model as a 
single-state process.  Furthermore, the protodemetalation step, was identified as rate-






Chapter 6.  Background Theory  
6.1. Introduction 
 
This chapter summarises the key quantum chemical theories employed in the thesis.  A 
summary of the time-independent Schrödinger wave-equation (Section 6.2) will set the 
scene, upon which Hartree-Fock (HF) theory will follow (Section 6.3).  Post-HF methods, 
namely perturbation theory (Section 6.4) coupled-cluster theory (Section 6.5) and multi-
reference approaches (Section 6.6) will then be discussed.  Density functional theory will 
then be presented, with summaries of the different types of density functional found in 
the literature (Section 6.7).  An overview of basis-sets and effective core potentials is then 
presented (Section 6.8), with the chapter concluding with a summary of solvation models 
in quantum chemistry (Section 6.9).  
6.2 The Time-Independent Schrödinger Wave Equation 
 
The Schrödinger equation can be simply expressed as an eigenvalue equation of the 
wavefunction (WF) of a molecular system, where the Hamiltonian operator acting on the 
WF yields the molecular energy.217 
 
?̂?𝜓(𝑟) = 𝐸𝜓(𝑟) (6.1) 
 
When the Born-Oppenheimer approximation is incorporated,218 the Schrodinger equation 
can be simplified.  This approximation states that the nuclei can be treated as being fixed 
in space, as their motions are many orders of magnitude slower than electrons due to their 
substantially larger masses.  The Hamiltonian operator for an N electron system of M 
nuclei thus becomes the following equation, in atomic units.    
 

































The overall kinetic energy of the fixed nuclei is now zero, and the nuclear-nuclear 





the nuclei-electron interaction energy, and the electron-electron interaction energy as the 
terms to be addressed. 
 
A fundamental concept that should be mentioned here is the Variational Principle.  The 
principle states that the approximate energy of a system obtained by the Hamiltonian on 
a trial wavefunction, 𝜓𝑡𝑟𝑖𝑎𝑙(𝑟) yields a trial enery 𝐸𝑡𝑟𝑖𝑎𝑙.   
 
?̂?𝜓𝑡𝑟𝑖𝑎𝑙(𝑟) =  𝐸𝑡𝑟𝑖𝑎𝑙𝜓𝑡𝑟𝑖𝑎𝑙(𝑟) (6.3) 
 
This trial energy cannot be lower than the exact energy.   
 
 𝐸𝑡𝑟𝑖𝑎𝑙 ≥ 𝐸𝑒𝑥𝑎𝑐𝑡 (6.4) 
 
This is an important concept within quantum mechanics, as theories that obey this 
principle allow for their use in systematically improving the wavefunction towards the 
exact solution (or as close as possible to it), by assessing whether the 𝐸𝑡𝑟𝑖𝑎𝑙 eigenvalue is 
lowered upon modification of 𝜓𝑡𝑟𝑖𝑎𝑙(𝑟).   
6.3. Hartree-Fock Theory 
 
One of the simplest, yet most important theories within quantum chemistry is Hartree-
Fock (HF) theory.219  While using this theory on its own has limitations (Section 6.3.4) 
more accurate theories employed in the field of quantum chemistry have built upon the 
foundations of HF theory, and are thus referred to as post-HF methods. 
 
6.3.1. Slater Determinants 
 
The origins in HF theory can be traced back to 1927 in the initial efforts of John Hartree, 
who sought to describe the wavefunction of an N-electron system as a product of one-












However, Slater and Fock later independently found that the Hartree product fails to 
account for the antisymmetric nature of electronic wavefunctions, whereby switching the 
positions of two electrons changes the sign of the wavefunction.221, 222  
 
𝜓(𝑥1, 𝑥2…𝑥𝑁) = −𝜓(𝑥2, 𝑥1…𝑥𝑁) (6.6) 
 
The solution to this was found through the use of what is known as a Slater determinant, 
with a normalization factor as a coefficient to ensure that the probability of finding all the 






𝜒1(𝑥1) 𝜒2(𝑥1) … 𝜒𝑁(𝑥1)
𝜒1(𝑥2) 𝜒2(𝑥2) ⋯ 𝜒𝑁(𝑥2)
⋮ ⋮ ⋱ ⋮





This ensures the wavefunction obeys the antisymmetric nature of wavefunctions, the 
Pauli Exclusion Principle, and is normalised.  Herein Slater determinants will also be 
described with the bra-ket term |𝜙0⟩. 
 
6.3.2. The Hartree-Fock Equations  
 
The next crucial aspect is the resulting Fock operator, ?̂?.  It is essentially a single electron 
operator acting on the individual spin orbitals in a determinant to give the energy of the 
orbital.  
 
?̂?𝜙𝑖 = 𝜖𝑖𝜙𝑖  (6.8) 
 























The Coulomb operator, 𝐽, which retrieves the total repulsion energy between the electrons 














The exchange operator, ?̂?, is a potential that yields the energy that arises from the Pauli 
Exclusion Principle, also known as the exchange energy.  This relation for exchange 
energy is also regularly employed in DFT-based methods as it captures exchange 










One result of constructing an approximate form to the Hamiltonian in this manner, is that 
each electron is described as interacting with a mean-field of all other electrons in the 
system.  This is called the “mean field approximation”, and while doing so is important 
for allowing HF theory to be tractable, it leads to unfortunate consequences in neglecting 
some critical features of multi-electronic systems (see Section 6.3.4). 
 
6.3.3. The Unrestricted Hartree-Fock (UHF) Formalism. 
 
For systems featuring one or more unpaired electron (referred to as “open-shell” systems), 
a different approach to constructing the Hartree-Fock wavefunction is employed over the 
closed-shell formalism.  The closed-shell is referred to as the Restricted Hartree-Fock 
(RHF) method, while the main open-shell method is referred to as the Unrestricted 







Figure 6.1. Schematic MO diagram for the (a) RHF (b) UHF and (c) ROHF 
formalisms and how they affect the spatial and spin distribution of electrons for (a) 
closed shell and (b & c) open-shell systems in question. 
 
In the RHF method, the orbitals are constructed such that in a given occupied orbital, both 
α and β electrons occupy the same space, i.e. have identical spatial orbitals (Figure 6.1a).  
For open-shell systems, this restriction is lifted, such that α (spin up) and β (spin down) 
electrons can occupy different parts of volume space, and thus form different spatial 
orbitals (Figure 6.1b).  Hence this is referred to as Unrestriced Hartree-Fock (UHF).   
 
An additional formalism that can be employed is Restricted Open-shell Hartree-Fock 
(ROHF), where essentially α and β electrons are spatially paired up until the unpaired 
electrons are described, which can then partially occupy the relevant spatial orbitals 
(Figure 6.1c). 
 
These formalisms are crucial for the development of quantum-chemical methods for 
open-shell systems, including both post-HF theory and DFT-based methods.  In DFT, 
these are referred to as the Restricted, Unrestricted and Restricted Open-shell Kohn-Sham 
formalisms (i.e. RKS, UKS and ROKS). 
 
6.3.4. Limitations of Hartree-Fock theory – Electron Correlation 
 
While Hartree-Fock theory can treat the exchange interaction exactly, the use of the mean 
field approximation within the theory itself leads to an absence of including electronic 
interactions resulting from instantaneous dynamic motion.  The resulting interaction from 





correlation energy is described as the difference between the exact energy and the 
Hartree-Fock energy.  
 
𝐸𝑐𝑜𝑟𝑟 = 𝐸𝑒𝑥𝑎𝑐𝑡 − 𝐸𝐻𝐹  (6.12) 
 
Electron correlation is often also split into the terms “dynamic” and “static” correlation.  
Dynamic correlation refers to the correlation resulting from the instantaneous movement 
of electrons to constantly find minimal Coulombic repulsion.  Static (or “non-dynamic”) 
correlation refers to the error introduced in using a Slater determinant when particularly 
close-lying frontier orbitals are concerned.  In such a case, a converged Slater determinant 
essentially “picks” one orbital and doubly occupies it with α and β electrons (in the RHF 
formalism).  This thus ignores the possibility of an electronic configuration in which the 
other close-lying orbital is occupied instead.  A better solution would therefore be to 
fractionally occupy these orbitals, and this is discussed in Section 6.6.     
 
Further improvements to Hartree-Fock theory are therefore required to recover the 
correlation energy, and so, by building on the initial Hartree-Fock theory, considerable 
efforts have been made in the quantum chemistry community to incorporate the neglected 
treatment of correlation.  
6.4 Perturbation Theory  
 
One solution to introduce dynamic correlation to a reference determinant is by 
“perturbing” the Hamiltonian with an appropriate perturbation operator, ?̂?, and in turn 
the wavefunction, This is known as perturbation theory, and the general equation of a 
perturbed Hamiltonian is generally given below in Equation 6.13. 
 
?̂? = ?̂?0  + ?̂? (6.13) 
 
 
6.4.1. Møller-Plesset Second-Order Perturbation Theory (MP2) 
 
One of the most popular forms of perturbation theory is Møller-Plesset Perturbation 
Theory, MPn, where n refers to the order of perturbation.  The general Møller-Plesset 
















The first-order perturbation term, (i.e. in “MP1” theory) is not used on its own as the MP1 
energy for a given wavefunction was found to be identical to that obtained with Hartree-
Fock theory, amongst other properties, and so MP1 offers no improvement over HF 
theory.224   
 
The second-order theory, MP2, is the most popular approach within the MPn family, and 
the second order correction to the E(0) energy in MP2 is presented in Equation 6.15 (when 















𝑎𝑏 refers to the amplitudes of double excitations:  
 
𝑎𝑖𝑗
𝑎𝑏 = (𝜖𝑖 + 𝜖𝑗 − 𝜖𝑎 − 𝜖𝑏)
−1
⟨𝑎𝑏||𝑖𝑗⟩  (6.16) 
 
It is thus the overall summation of these double excitations which represents the 
“perturbation” to the original determinant, and ultimately incorporates some dynamic 
correlation into the overall electronic energy.  Møller-Plesset perturbation theory has also 
been developed for third (MP3) and fourth (MP4) orders, and even up to the sixth-order 
(MP6).  An overview of these higher orders is, however, is beyond the scope of this thesis, 
and these are also less popular approaches than MP2.  For further information, Cremer 
gives an overview of the available forms of Møller-Plesset perturbation theory.225 
6.5. Coupled Cluster Theory 
 
Another family of post-HF methods that has enjoyed great success in the accurate 
modelling of molecular systems is coupled cluster (CC) theory.  The development of CC 
theory goes back to pioneering efforts by Coester226 and Kummel227, where the theory 





is in use today within the quantum chemistry community stems from seminal efforts by 
Cizek228 and Paldus229 in the adaptation of the theory for the calculation of electron 
correlation in molecular systems.  
 
CC theory essentially aims to construct the wavefunction from a reference Slater 
determinant by using an exponential of an operator known as the cluster operator, 𝑒𝑇 
(Equation 6.17).  
 
|𝜓𝐶𝐶〉 = 𝑒















The cluster operator, T is the sum of up to n-electron excitations. 
 




T1, for example, refers to the sum of all permutations of a single (“S”) electron excitation 
to the reference determinant, with each excitation weighted with a given amplitude, 𝑡𝑖
𝑎 









The second term, T2, in turn denotes the construction of all possible determinants based 
on the summation of double (“D”) excitations from the initial Slater determinant, again 










While full inclusion of all possible electronic excitations up to “Tn” will lead to a high 
degree of accuracy, the computational expense is too large beyond extremely small 
systems.  Moreover, due to the use of an exponential acting on the cluster operator T, it 









 term), and hextuple excitations (based on the 




 term), and so on, based on the power series 
expansion of e (Equation 6.21).  Therefore, even by simply using the 𝑇2  term in the 
exponential cluster operator, an enormous number of excitations are incorporated. 
 











Ultimately, once the excitation amplitudes are obtained in the CC equations, the energy 





The most commonly employed coupled cluster method, and one that is often referred to 
as the “gold standard of ab initio quantum chemistry” is CCSD(T), which refers to single 
and double excitations being treated fully in the calculation (i.e. 𝑇 =  𝑇1  +  𝑇2),  and 
triple excitations being treated approximately with perturbation theory (denoted by 
parenthesis).   
 
6.6.2. The Domain-Based Local Pair Natural Orbital (DLPNO) Framework  
 
In this section, an overview of the theoretical concepts behind the Domain-based Local 
Pair Natural Orbital (DLPNO-CCSD(T) method is presented, an approximation to 
canonical CCSD(T) that has featured heavily in this thesis.  For further information on 
the methods, the original papers by Neese contain a more rigorous overview of the 
underlying theory behind the methods.230, 231 An elegant and succinct overview of the 
theory has also been presented by Neese.232 
 
As mentioned previously, CCSD(T) is a commonly employed method to obtain accurate 
and reliable energies, the results of which are often used as benchmarks themselves to 
evaluate the performance of other theories.  However, with a formal scaling of O(N)7 with 
respect to the number of electrons, (i.e. doubling the number of electrons in the system 
will increase the computational expense 27, i.e. 128-fold), CCSD(T) approaches the 





substantial computational resources are at the user’s disposal).  It is this limitation that 
has found theoretical chemists opting to develop approximations to CC that offer 
accuracy close to the “canonical” CC calculations, for a fractional computational cost.  
One area of such developments, primarily by Neese and co-workers, is the DLPNO-
CCSD(T) method.  
 
As the “NO” in the methods state, the approach stems from the concept of Natural 
Orbitals (NOs), introduced by Löwdin in 1955.233 These are essentially one-electron 
orbitals inherent to the wavefunction in question, and are obtained from the first-order 
reduced density matrix operator acting on the wavefunction,  The use of these were found 
by Löwdin to be an enormous improvement in the convergence of CI expansions. 
 
Pair Natural Orbitals (PNOs) in turn were subsequently conceived by Krauss and 
Edmiston234, 235 as a potential means of approximating correlation effects of each pair of 
electrons in a given system through a specific set of NOs. It should be noted that the 
“PNOs” used in DLPNO are not exact Natural Orbitals, but approximations that are 
proposed to yield performances close to the NOs/PNOs.  Neese and co-workers thus 
developed the use of these into a viable correlation method that exploits the localized 
nature of such orbitals, yielding high-accuracy energetics (with respect to canonical CC) 
for large molecular systems for a fractional cost.  The initial efforts of Neese et al. came 
in the form of the “LPNO-“ framework,236,237,238 but more recently the DLPNO method 
has surpassed this and is now a flagship approach within the ORCA software package.159, 
160  
 
DLPNO-CCSD(T)231,239 uses a combination of PNOs, and additionally the concept of 
Projected Atomic Orbitals (PAOs), originally developed by Pulay and Saebo.240-244  An 
overview of the DLPNO method is presented below.  
 
1. Beginning with an initial determinant, the occupied MOs are all localized using 
the Foster-Boys method.245 
2. A partitioning scheme is then employed to determine strongly and weakly 
correlated electron pairs in the molecular system via an approximate MP2 





parameter sets the pair correlation energy threshold that defines it as a strong or 
weak pair.  
3. The strong pairs are subsequently treated with the explicit CC procedure, and the 
weak pairs are left to be treated with a correction at an estimated MP2 level to 
yield their contribution to the correlation energy after the CC procedure. 
4. For the CC procedure, the virtual space required for the excitations in the 
calculations is comprised of PNOs constructed from the pair-density from an MP2 
calculation.  Of these PNOs, those with an occupation number larger than a given 
threshold (the “TCutPNO
” parameter sets this) are then used to compute a correction 
at the MP2 level of theory.  The PNOs with an occupation lower than the threshold 
value are discarded.  
5. The surviving PNOs are expanded into domains of PAOs (the “domain” referring 
to the local atom in the molecule that the bulk of the density for a given PAO is 
centred around).  A further truncation of this PNO space (made up of the expanded 
PAO space) is made based on the relevant parameters, “TCutMKN” and “TCutDO
”. 
 
Thus, to summarize, the total correlation energy is computed using a series of 
approximations to localize the regions of electron density, and computation at the CC 
level is reserved for important regions of the electronic wavefunction.  The remaining 
“weak” correlation is treated with more efficient MP2 calculations. 
 
To ensure the DLPNO framework can be used in a “black-box” manner, three broad 
threshold settings have been implemented within ORCA.  The settings affect the major 
“TCut” parameters (TCutPairs, TCutPNO and TCutMKN and TCutDO), amongst others that make 
up the DLPNO framework.  
 
› “LoosePNO” selects liberal values for the threshold settings, leading to a quicker 
and computationally less expensive calculation, but with an accuracy that 
approaches the MP2-level rather than canonical CC. 
› “DefaultPNO” selects modest values for the thresholds that aim to offer an 
optimal balance between accuracy and computational cost. 
› “TightPNO” selects conservative values for the threshold settings.  This ultimately 





offers a much higher accuracy, approaching canonical CC accuracy over the MP2 
limit.  
6.6. Multi-Reference Wavefunctions  
 
Hartree-Fock theory is referred to a single-reference approach as it uses a single Slater 
determinant to construct the wavefunction.  However, as was outlined in Section 6.3.4, 
molecular systems that have close-lying frontier MOs can be poorly described using a 
single determinant, as the possibility of other configurations where close-lying virtual 
orbitals are occupied is ignored.  Thus, the use of multiple determinants to describe such 
systems can be employed to recover this static correlation, and theories that fall within 
this are referred to as multi-reference approaches.  Multi-reference (MR) approaches 
utilise a combination of two or more determinants, where each contributing wavefunction 






𝑛  (6.23) 
 
If one constructs enough Slater determinants, all possible combinations of occupations 
within a molecular system can be described, and this essentially leads to the Full 
Configuration Interaction (CI) method, which can approach high quantitative accuracy 
for a given molecular system in question.  However, this can result in astronomically 
expensive calculations for even very small molecular systems.   
  
6.6.1. The Complete Active Space Self Consistent Field (CASSCF) Method 
 
The “Complete Active Space, Self Consistent Field” (CASSCF) method was introduced 
in the 1980s by Roos and co-workers to find an accurate MR method without having to 
approach the realms of intractability associated with Full CI.246-248  
 
The method is based around the process of partitioning the orbitals in an initial 
determinant into regions of an “active space”, an “inactive space” and a “virtual space” 
as shown in Figure 6.2, to limit and enforce the generation of multiple configurations of 
electrons known as “Configuration State Functions” (CSFs).  Within the active space, all 





or 2 electrons.  The inactive and virtual space are essentially removed from this procedure, 
and so an enormous saving in computational cost is made as the multi-CSF wavefunction 




Figure 6.2. Schematic representation of CASSCF, where there are three regions that 
the MOs can belong to: (a) Inactive space. (b) Active space. (c) Virtual Space. MO 
labels used for example formula below. 
 
In the above schematic example in Figure 6.2, a linear combination of weighted CSFs, 
where the 4 electrons are moved around in the active region of 3 MOs, and the CASSCF 
nomenclature for this example would thus be “CAS(4,3)”.  As the active space is small 
in this example the number of terms in the CAS wavefunction is clearly significantly 
smaller than what would result from a Full CI expansion. 
 
𝜓𝐶𝐴𝑆(4,3) = 𝑐1|…+𝑀𝑂
4(↑↓) + 𝑀𝑂5(↑↓) + 𝑀𝑂6(0) + ⋯ ⟩
+ 𝑐2|…+𝑀𝑂
4(↑↓) + 𝑀𝑂5(0) + 𝑀𝑂6(↑↓) +⋯ ⟩
+ 𝑐3|…+𝑀𝑂










6.6.2. Multi-reference Perturbation Theory (MRPT) 
 
Akin to a perturbative treatment of a single-reference (SR) determinant, the same 
approach of perturbation theory can be combined with a resulting multi-reference 
CASSCF wavefunction to incorporate dynamic correlation in the system, in addition to 
the static correlation introduced via the multi-reference wavefunction.   
 
Unlike the single-reference MP2 theory, the choice of the zeroth-order Hamiltonian, ?̂?0, 
is not straightforward, and thus numerous methods of constructing ?̂?0 in MRPT have 
been proposed, leading to different MRPT approaches being developed.  
 
One popular MRPT approach is called “CASPT2”, developed by Roos and co-
workers.250,251 This is based on  the construction of  ?̂?0  using a series of projection 
operators and a generalized Fock operator (unlike the SR-specific one in MP2), which 
allows for subsequent diagonalization to obtain eigenvalues for the orbitals in the MRPT 
wavefunction.  
 
While its use has generally been a success within the field of computational chemistry, 
CASPT2 can suffer from problems with what are known as intruder states.  Intruder states 
arise if the energies between frontier active orbitals and the lowest virtual orbitals are 
sufficiently small, such that the perturbation terms between these orbitals become large, 
leading to inaccuracies in the resulting CASPT2 energetics.  The standard solution to this 
is to introduce a level shifting term (typically ≈ 0.25 Eh) to raise the energy of the virtual 
space.  
 
Another popular variation of multi-reference perturbation theory (MPRT), and the one 
that is employed in this thesis when MRPT is concerned, is the n-electron valence second-
order perturbation theory (NEVPT2).252-254 The major difference between NEVPT2 and 
CASPT2 essentially lies in the approach to the construction of ?̂?0 .  In NEVPT2 the 
projections of the CASSCF wavefunction are performed such that any potentially 
problematic intruder-state terms equate to zero, and so removes this problem and the need 





6.7. Density Functional Theory 
 
While all methods described hitherto have made use of the electronic wavefunction to 
compute the energy, density functional theory (DFT) alternatively seeks to use the 
electron density, ρ(r), to obtain the energy, and other electronic properties of the system 
in question.  This offers an advantage in computational cost whereby knowledge of the 
coordinates of all electrons, and thus, the three spatial variables for each electron in WFT, 
is reduced to the density at a given point in volume space, which is simply three spatial 
terms in total in DFT.   
 
6.7.1. Hohenberg-Kohn Theorems 
 
While efforts to utilize the electron density of a system to obtain total energy can be traced 
back to the efforts of Dirac,255 Fermi,256 and Thomas,257 it was not until 1964 that the 
ground-breaking Hohenberg-Kohn theorems were published,258 which are now 
considered seminal in the development of DFT. The two theorems state:  
 
1. “V(r) is (to within a constant) a unique functional of ρ(r); since, in turn, V(r) fixes 
Ĥ we see that the full many-particle ground state is a unique functional of ρ(r)”.  
 
2. The theory of obtaining ground-state electronic properties from a functional acting 
on the ground-state electron density ρ(r) can obey the variational principle, i.e. a 
trial functional acting on a trial density will always yield a higher, or, at best, equal 
energy to the exact functional and exact ground-state.  
 
The proof given for the first theorem was given by a remarkably simple reductio ad 
absurdum argument, while a more rigorous mathematical derivation was required to 
establish the second.  These can be found in the original paper,258 and additionally a 
description of these proofs can be found in in Becke’s comprehensive literature review 
covering the history of DFT.35  
 
These fundamental theorems laid a strong theoretical foundation for the subsequently 
conceived Kohn-Sham equations,259 published shortly thereafter in 1965, on which 






6.7.2. Kohn-Sham Equations 
 
While the Hohenberg-Kohn theorems demonstrated that a unique functional acting on the 
electron density to generate the exact ground-state energy exits, it made no effort to 
determine what this is.  The pioneering efforts of Thomas and Fermi yielded an equation 
to obtain the energy as a functional of the electron density, known as the Thomas-Fermi 
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Dirac subsequently developed a term to approximate the local exchange interaction of 
electrons to improve the Thomas-Fermi model.255 However it was subsequently shown 
that the resulting Thomas-Fermi-Dirac (TFD) model contained errors too large to deem 
worthy of use in the field of computational chemistry, with a subsequent report by Teller 
demonstrating the theory fails to even replicate chemical bonding.260 The errors were 
most significant as a result of the incorrect evaluation of the kinetic energy of the system.  
 
Kohn and Sham opted to consider using a fictitious system of non-interacting electrons 
that yield the same electron density as the real interacting system.  This allowed for the 
construction of the wavefunction as a determinant of non-interacting one-electron 
molecular orbitals, which form the total electron density (Equation 6.26).  These are 










The non-interacting electrons can thus be treated by a fictitious effective potential, Veff(r), 















The external potential, 𝜈𝑒𝑥𝑡(𝑟) in is a component of the overall energy of the fictitious 
system in question which incorporates the interaction of the electron density with the 
nuclei.  The total energy of the Kohn-Sham system is thus given by the following equation.  
 







+ 𝐸𝑋𝐶[𝜌]  
(6.28) 
 













The Kohn-Sham equations for treating the electronic system was a remarkable 
improvement over the Thomas-Fermi-Dirac equations, as the kinetic energy was now 
almost entirely described.  The only unknown quantity to identify was the comparatively 
small exchange-correlation energy, described by the term Exc.  This is comprised of the 
residual kinetic energy, which arises from approximating the electrons as non-interacting, 
along with the additional exchange and correlation effects 𝑉𝑋[𝜌] and 𝑉𝑐[𝜌] that the non-
interacting system fails to account for (Equation 6.30). 
 
𝐸𝑋𝐶[𝜌] = 𝑇[𝜌] − 𝑇0[𝜌] + 𝑉𝑋[𝜌] + 𝑉𝐶[𝜌]  (6.30) 
 
While an exact exchange-correlation functional Exc(ρ) theoretically exists, to this day it 
remains elusive, and a substantial amount of research within the DFT community been 
dedicated to finding accurate density functional approximations (herein this term will be 
interchangeable with the term density functional or simply functional).  A well-
established representation of the collection of density functionals is “Jacob’s Ladder”, 
originally presented by Perdew to categorize the major functionals based on their 
theoretical complexity, and to review their progress towards chemical accuracy, also 






Figure 6.3. Diagram of “Jacobs Ladder” of DFT functionals, with the theoretical 
complexity and accuracy increasing going up the rungs of the ladder. 
 
While the number of functionals reported in the literature is extensive and continually 
increasing, one of the most commonly employed in chemical investigations, and the one 
that features significantly in this thesis is the “BP86” functional, composed of Becke’s 
Exchange functional developed in 198863 and Perdew’s correlation functional developed 
in 198664. This is classed as a pure GGA functional, and so is situated on one of the lower 
rungs of Jacob’s ladder. 
 
6.7.3. The Local Spin Density Approximation (LSDA) 
 
One of the first approaches to constructing a functional based on the electron density, was 
to approximate the density as a uniform electron gas (UEG).  This approximation, and the 
corresponding exchange-correlation functional to treat the electrons in this approximate 
manner, is also used in the vast majority of functionals to date, including the most recent 
ones currently available in the functional “zoo”.   
 
The UEG assumes the electrons in a given system are equally distributed over the volume 





Hence, 𝜌(𝑟) is a constant at all points in space, and is simply the number of electrons of 








This allows for a fairly simple expression of the exchange-correlation functional for a 
uniform electron gas, known as the Local spin-density approximation: 
 
𝐸𝑥𝑐




where the exchange and correlation functional, 𝑥𝑐 can be split into individual terms.  The 















No exact solution to the correlation term exists, but approximations from the efforts of 
Vosko, Wilk, and Nusair in 1970,261 and subsequently of Perdew and Wang in 1992,262 
are often used.  These functionals are often referred to by the respective acronyms of the 
authors, i.e. 𝐸𝑐
𝑉𝑊𝑁 and 𝐸𝑐
𝑃𝑊92.   
 
The LSDA was a major step in finding an approximate functional, and has found success 
in the field of solid-state physics, where approximating the density as a uniform 
distribution was reasonable in the study of such periodic systems of interest.  However, 
the LSDA found much less success within the field of computational chemistry, where 
the distribution of electron density in molecular systems of interest are more uneven and 
dependent on the local molecular environment.   
 
6.7.4. The Generalized Gradient Approximation (GGA) 
 
The next step in DFT towards finding an improved functional is in the form of the 





including additional correction terms that are in relation to the first derivative (i.e. the 
gradient) of the electron density at a given point in the molecular system (Equation 6.34).  
This can serve to account for the more uneven distribution of electron density in 
molecular systems, and so improved upon the uniform distribution treatment in the LSDA.   
 
𝐸𝑥𝑐
𝐺𝐺𝐴[𝜌𝛼(𝑟), 𝜌𝛽(𝑟)] = ∫𝑓 (𝜌𝛼(𝑟), 𝜌𝛽(𝑟), ∇𝜌𝛼(𝑟), ∇𝜌𝛽(𝑟)) 𝑑𝑟. 
(6.34) 
 
6.7.5. Meta-GGA Functionals (mGGA) 
 
Following on from the GGA, improvements to the functional were proposed by 
introducing additional terms that depend on the second-derivative (i.e. the meta-gradient) 
of the density at a given point in volume space.  These are known as “meta-GGA” 











6.7.6. Hybrid Density Functional Theory 
 
In 1993, Becke identified that improvements could be made on GGA DFT by inclusion 
of a certain admixture of Hartree-Fock exchange (HFX), due to HF theory handling this 
property of electrons exactly within HF theory, as discussed in Section 6.3.2.74  Hybrid 








Two families of hybrid functionals exist that introduce the HFX term with “pure” DFT 
by different means.  These are called global hybrid functionals (Section 6.7.6.1) and 






6.7.6.1 Global Hybrid Functionals  
 
Global hybrid functionals introduce HFX as a constant admixture, irrespective of the 
density point in volume space or inter-electronic distance.  One of the most simple global 
hybrid functionals in the literature, from a HF admixture standpoint, is “PBE0”,80 where 
a simple 25% admixture of HFX is added while 25% of PBE exchange is taken away in 








6.7.6.2. Range-Separated Hybrid Functionals 
 
Unlike global hybrid DFT, range-separated hybrid functionals use a relation to introduce 
only a specific amount of HFX that is proportional to the distance between the two points 
of electron density in question.  For example, many range-separated functionals use the 
relation below to separate out the Coulombic interaction operator to yield the HFX 
admixture for two given points of electron density in volume space.  An error function, 













The first term deals with SR distances, which aim to be computed with pure-DFT, with 
the second describing LR distances, which are computed at the HF level. 
 
6.7.7 Double-Hybrid Density Functional Theory  
 
More recently, researchers in the field of functional development have identified that 
alongside an admixture of HFX, Perturbation Theory (PT) correlation can also offer 














Much like one of the simplest global hybrid functionals in terms of admixtures (PBE0), 
the analogous DH functional is termed PBE0-DH.265  It builds upon PBE0 by 











6.7.8. Dispersion-Corrected Density Functional Theory 
 
While DFT has found success in its ability to accurately capture short- to medium-range 
electronic interactions, it is known to neglect London-dispersion interactions.  These are 
attractive, long-range, and weak in nature, and scale off significantly with atomic 
separation to the general order of 
1
𝑟6
 , first proposed in the attractive term in the Lennard-
Jones potential.266 While some functionals, such as with the Minnesota functional M06,76 
include dispersion through heavy parameterization against empirical data, the most 
popular solution for use with other density functionals is to include an additional force-
field correction to handle dispersion (Equation 6.41).   







One such correction scheme in this regard is titled D3 dispersion, developed by Grimme 
and co-workers.86  The two-body term for the D3 function is shown in Equation 6.42.  






















The atom pairwise function in D3 improves on the previous “D2” dispersion model84 by 
incorporating an additional pairwise 
1
𝑟8
 term, alongside 
1
𝑟6
.   𝐶6
𝐴𝐵 and  𝐶8
𝐴𝐵 are calculated 
dispersion coefficients for a given atom pair “A” and “B” that are system dependent, 
while 𝑠6 and 𝑠8 are scaling factors that have been fitted for use with a range of different 
density functionals.  In addition, 𝑓𝑑𝑎𝑚𝑝,6(𝑟𝐴𝐵)  refers to a damping function that is 





avoid overcompensation of short- and medium-range interactions that DFT already 
accounts for.  The “Becke-Johnson” damping function is a commonly employed damping 
















Further scaling factors within the damping function, 𝑎1 and 𝑎2 are parameters that are 
fitted for use with specific functionals. 
6.8. Basis Sets 
 
The choice of basis-set used in a wavefunction theory (WFT) or DFT calculation has an 
important consequence on its accuracy.  These are essentially a combination of atom-
centric spatial functions that are used to construct the molecular orbitals used in a 
calculation.  This approach to MO construction is referred to as the linear combination of 
atomic orbitals (LCAO).  The functions that describe these atomic orbitals are also known 
as basis-functions. 
 
One type of basis-functions that are used to construct basis-sets are Slater-type orbitals 





𝑁  is a coefficient that ensures normality, 𝑟 defines the distance from the atomic nucleus, 
𝑛 refers to the principal quantum number that governs the type of orbital being described 
and  is a coefficient that can be adapted based on the effective nuclear charge of the 
atom.  The second type of basis-functions are known as Gaussian-type orbitals (GTOs), 











The major difference between STOs and GTOs is the use of the square of the distance in 
GTOs, (i.e. 𝑒−𝛼𝑟
2
 in GTOs over 𝑒−𝜁𝑟  in STOs).  While STOs capture the correct 
asymptotic behaviour at the nuclei, and correctly decay smoothly at increasing distance 
r, the integrals required in calculations with STOs must be evaluated numerically and 
represent a large bottleneck to the computational cost.  A shift in focus was made towards 
the use of GTOs in the 1960s, where analytical solution of the integrals is possible and 
are thus much more computationally efficient.  Moreover, the shortfalls of individual 
GTOs, being their ill-defined asymptotic behaviour towards the nuclei, and overly rapid 
decay at increasing r, were shown to be remedied by the use of linear combinations of 
contracted GTOs, in sufficient number to accurately resemble STOs.267 
 
A selection of some of the families of basis sets that have featured in this thesis are 
summarised herein.  
 
Pople split-valence basis sets are commonly employed in quantum-chemical 
investigations.  The nomenclature for these basis sets are generally of the form “L-
MNO(PQ…)G”.  “L” represents the number of Gaussian functions used to construct the 
core atomic orbital basis function, and the M, N, O … etc all refer to the number of 
primitive Gaussians to construct each valence atomic orbital basis function.  For example, 
if M = 3, then three primitive Gaussian functions are used to construct one of the basis 
functions, that, in combination with the N, O, P… other basis functions, are each used to 
describe the valence atomic orbitals for a particular atom.  If the number of basis functions 
stops after “N”, then these are called double-ζ basis sets.  If “O” is used, then triple-ζ, and 
so on.  The “G” at the end simply refers to the the fact that Gaussian functions are 




Which, as the nomenclature indicates: 
 






› Two basis functions used to describe the valence atomic orbital compositions.  
One is constructed from 3 primitive gaussians, and the other from 1 primitive 
Gaussian.  Hence the “-31” part. 
› The two asterisks after the “G” refer to the additional use of polarization functions, 
which allow more flexibility in describing the distribution of electron density 
around the nuclei.  The first refers to the addition of polarization functions for 
heavy elements, and the second refers to addition of p-orbital polarization 
functions for hydrogen atoms in the system. 
 
Correlation consistent basis sets (cc-pVnZ) are commonly utilised in post-HF methods as 
they have been constructed to optimally converge to the basis-set limit upon use of 
extrapolation techniques.  The “n” refers to the cardinal number, where, for example “cc-
pVTZ” refers to a triple-ζ basis-set with cardinal number 3.  
 
Finally, the Karhlsruhe basis sets are commonly used in both DFT and WFT-based 
methods.  The names of these take the form “def2-n(Z)VP(P)” In this study, the basis sets 
def2-TZVP (triple-ζ, with valence polarization functions included) and “def2-QZVPP” 
(quadruple-ζ, with two sets of valence polarization functions incorporated) have been 
used most regularly of this family. 
 
6.8.1 Effective Core Potentials (ECPs) 
 
For the heavy elements that contain a substantial number of electrons, the use of basis 
sets to describe the behaviour of all electrons can get computationally expensive.  
However, the behaviour of the core electrons in such elements generally do not change 
with respect to the valence orbitals, and so explicit treatment of their effect on the 
molecular system with a basis-set approach is not particularly necessary.  Conversely, the 
valence electrons are more dynamically changing based on their atomic environments, 
participating in bonding and effecting chemical transformations, and so the use of basis-
sets of these are crucial to accurately model.  A solution is to treat the core electrons with 
an effective core potential (ECP), which is essentially a parameterized function that 
replicates core-valence electronic interaction.  This eliminates the large cost of treating 





they can incorporate relativistic effects, a phenomenon that is more pronounced with the 
core electrons of heavier elements. 
6.9. Solvation Models in Quantum Chemistry 
 
The focus of this thesis has been on the study of homogeneous organometallic reactivity 
where such species are typically in solution.  Therefore, the solvent environment has a 
crucial impact on the energetics and behaviour of these solutes, and so is a contribution 
to the energy that should be meaningfully accounted for in the quantum chemical model.  
 
There are two classes of approaches to the inclusion of solvation effects, explicit and 
implicit models.268  Explicit models seek to incorporate the environment into the model 
by introducing a number of solvent molecules into the overall structure.  The solvent 
molecules can then be treated with a molecular mechanics force-field approach to yield 
the solvent-solvent interactions around the solute.  Subsequently the solvent-solute 
interactions can be treated with molecular mechanics, or if a quantum-mechanical 
description of the solute is required, through an embedded QM/MM approach.   
 
The work in this thesis utilises implicit models to account for solvation effects. With 
implicit models, the solvation environment is approximated as a continuous medium of a 
given dielectric constant acting on the solute.  Four main contributions to the solute-
solvent free energy are calculated based on the interactions of the solute and the defined 
electrostatic continuum surrounding it (Equation 6.46).  
 
 
𝐺𝑒𝑙 refers to the electrostatic interaction between the solvent and solute, 𝐺𝑟𝑒𝑝 refers to the 
repulsive interaction, 𝐺𝑑𝑖𝑠𝑝  the weaker dispersion interactions, and  𝐺𝑐𝑎𝑣  refers to the 
cavitation energy.  Ultimately this method allows for the incorporation of these 
environment effects for a much lower computational cost with respect to explicit models.  
Two key factors in implicit solvation models are the method of cavity generation, and 
choice of solvation model itself, and these are summarised below. 
 





6.9.1. Cavity Generation in Implicit Solvation Models 
 
A key step in implicit solvation is to construct an appropriately sized and shaped 
interaction boundary around the solute with an appropriate algorithm.  This is also 
referred to as the “cavity”, and there are different approaches to construction of this, a 
selection of which are presented in Figure 6.4. Herein a brief overview of these cavity 
generation methods is presented. 
 
 
Figure 6.4. Examples of different cavity generations and resulting surface meshes. 
Reprinted with permission from Ref. 265.  Copyright (2012) John Wiley and Sons. 
 
The Solvent Excluded Surface (SES) (top, Figure 6.4) is a choice of cavity used in many 
implicit models. This cavity essentially takes into consideration the size of the solvent 
molecules by approximating them as a general van der Waals (vdW) sphere of a given 
radius, and for the solute by a series of interlinked vdW spheres.  This approximation can 
then disregard areas surrounding the solute molecule inaccessible to the solvent sphere in 







The GEPOL (GEnerating POLyhedra) algorithm (bottom left, Figure 6.4) is one of the 
most commonly used methods to generate the cavity of the solute.269  The method 
involves initial creation of the cavity through generation of atom-centred interlocked 
spheres. Subsequently, each sphere is described as a polyhedron of a given number of 
faces (in the original formulation 60 faces were used).  At given intersections between 
two spheres, these faces are further divided into smaller sub-faces, and sub-faces still 
exposed to the solvent boundary are kept, with internal sub-faces discarded from the 
implicit model.  The total surface is then described as a series of polyhedron faces, for 
which solution of the equations of the implicit model can be solved at each face with an 
appropriate partial atomic charge.  
 
The Continuous Charge Surface (CSC) method (bottom right, Figure 6.4) differs to 
GEPOL in that, while it again initially constructs the cavity by interlocking vdW spheres, 
the boundary is created with Lebedev integration grids.270 Furthermore, CSC expresses 
the surface charge as a series of element-specific Gaussian functions.    
 
6.9.1. Comparison of Different Implicit Solvation Models 
 
Once the cavity has been generated, the contributions to the solute-solvent free energy 
can be calculated, as outlined in Equation 6.46.  The key implicit model featured in this 




which relates a given molecular system’s charge distribution, 𝜌(𝑟), with its electrostatic 
potential, ϕ(r), and permittivity, ε(r). Further modification of the Poisson equation, in 
which a Boltzmann distribution of charged species in the solvent is assumed, yields the 
Poisson-Boltzmann equation, which is central to continuum model approximations. As 
this is a differential equation, numerical solution can be performed with an appropriate 
technique.  Herein brief overviews of a selection of implicit continuum models are 
presented, both of methods that were employed in the thesis, along with other methods 
that are commonly used in the literature.   
 





The Integral Equation Formalism of the polarizable continuum model (IEFPCM) is a 
commonly employed implicit model.272-274 It is viewed as a more general and 
mathematically rigorous implementation of the original PCM formulation (also known as 
DPCM).  It is the default in Gaussian 09, and has been employed in this thesis.  Due to 
the success of the model, the term “PCM” is now often used interchangeably with 
IEFPCM in the literature.  
 
The Conductor-like Screening Model (COSMO) is also a variant of PCM for implicit 
solvation.275  As the name indicates, the model sets the dielectric constant, ε, to infinity 
as opposed to a solvent-specific value, which gives the solvent in the approximation 
conductor-like behaviour.  This was found by the original authors to allow for a 
mathematically simpler, yet accurate scaling function to model the dielectric boundary 
conditions.   
 
As a result of the successes of COSMO, the Conductor-like Polarizable Continuum 
Model (CPCM) was subsequently developed to adapt the approximation of conductor-
like boundary conditions implemented within COSMO, to the PCM framework.167  
CPCM is one of the major implicit models featured in ORCA, and has been employed in 
the thesis where this software suite has been used.  
 
Finally, the SMD model  (Solvation Model based on the Density) must also be 
mentioned.276  Unlike the solvation methods outlined previously, SMD utilises the QM-
derived electron density itself to generate the partial atomic charges surrounding the 
cavity. Moreover, unlike the previous PCM-based approximations, SMD calculates 
dispersion and cavity terms using a relation, obtained by parameterization of a set of terms 
using a range of QC methods, against a large dataset of 2821 solvation data.  Conversely, 
it should be noted that in the previous PCM models, cavitation, repulsive, and dispersion 
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ABSTRACT: An iron catalyst has been developed for the
transfer hydrogenation of carbon−carbon multiple bonds.
Using a well-defined β-diketiminate iron(II) precatalyst, a
sacrificial amine and a borane, even simple, unactivated
alkenes such as 1-hexene undergo hydrogenation within 1 h at
room temperature. Tuning the reagent stoichiometry allows
for semi- and complete hydrogenation of terminal alkynes. It
is also possible to hydrogenate aminoalkenes and amino-
alkynes without poisoning the catalyst through competitive
amine ligation. Furthermore, by exploiting the separate protic
and hydridic nature of the reagents, it is possible to
regioselectively prepare monoisotopically labeled products. DFT calculations define a mechanism for the transfer hydrogenation
of propene with nBuNH2 and HBpin that involves the initial formation of an iron(II)-hydride active species, 1,2-insertion of
propene, and rate-limiting protonolysis of the resultant alkyl by the amine N−H bond. This mechanism is fully consistent with
the selective deuteration studies, although the calculations also highlight alkene hydroboration and amine−borane
dehydrocoupling as competitive processes. This was resolved by reassessing the nature of the active transfer hydrogenation
agent: experimentally, a gel is observed in catalysis, and calculations suggest this can be formulated as an oligomeric species
comprising H-bonded amine−borane adducts. Gel formation serves to reduce the effective concentrations of free HBpin and
nBuNH2 and so disfavors both hydroboration and dehydrocoupling while allowing alkene migratory insertion (and hence
transfer hydrogenation) to dominate.
1. INTRODUCTION
Transfer hydrogenation is well-explored using metal catalysis;
classic examples include the Meerwein−Ponndorf−Verley
reduction using an aluminum alkoxide1 and use of Shvo’s
Ru-hydride complex2 or the chiral Noyori Ru-based catalyst for
enantioselective transfer hydrogenation.3 Very often, these
reactions reduce a carbonyl compound using a simple
sacrificial alcohol. In contrast, using an amine and a borane
as the transfer hydrogenation agents is less common. In this
regard, most reactions rely on dehydrogenation of the amine
and borane to release H2, which then undergoes the reduction.
Hydrogenations of this type with homogeneous Zr, Cr, Re, Ru,
Co, Rh, Ni, Pd, and Cu catalysts, frustrated Lewis pairs, and
borate organocatalysts are known for the reduction of alkenes,
alkynes, imines, nitriles, nitro groups, aldehydes, and ketones.4
It is important to note that the reduction of unsaturated
bonds by an amine and borane that makes direct use of their
separate protic and hydridic natures is not common. Berke and
co-workers have exploited the highly polarized nature of vinyl
malononitriles5 or imines6 to transfer H+ and H− from
ammonia−borane. They are able to deuterate Cδ+ selectively
when employing NH3·BD3 and N/C
δ− when employing ND3·
BH3. Although catalyst-free, this reaction is limited to highly
polarized unsaturated systems, and deuteration has only been
explored with one imine (N-benzylidene aniline) and one
malononitrile substrate (2-cyclohexylidenemalononitrile).
Building on the work of Berke, Yang and Du used a chiral
phosphoric acid in the presence of ammonia−borane to
undergo enantioselective imine transfer hydrogenation,7 and
Braunschweig has undertaken transfer hydrogenation of
iminoboranes using NH3·BD3 and ND3·BH3.
8 Metal-catalyzed
examples include Westcott’s report using 5 mol % of
Wilkinson’s catalyst, 1.1 equiv of HBcat, and 4-vinylaniline,
where the double bond is reduced and the N,N-diborylated
product is obtained.9 Luo and Liu’s Co-catalyzed Z- and E-
selective semihydrogenation of alkynes10 uses NH3·BH3 as the
hydride source, but in this case, MeOH or EtOH act as the
proton source. More recently, El-Sepelgy reported a Mn-pincer
complex for the semihydrogenation of alkynes with a
computed catalytic cycle that implies separate proton and
hydride transfer events,11 whereas Driess used a Mn-silylene
system for a similar series of transformations.12
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Catalysis that proceeds via σ-bond metathesis offers the ideal
opportunity to exploit the combined protic/hydridic nature of
amines and boranes for the reduction of unactivated,
nonpolarized double bonds and to regioselectively install
deuterium. Unlike standard transfer hydrogenation reactions,
which often rely on an alcohol as the sole proton and hydride
source, this alternative method allows for more facile
discrimination between positions on the double bond,
particularly when employing simple alkene substrates.
We have previously demonstrated the ability of the iron β-
diketiminate moiety to effect catalytic alkene hydroboration,13
hydrophosphination,14 and amine−borane dehydrocoupling
reactions.15 Here, we hypothesized that if we could access a
catalytic cycle that exploited iron β-diketiminate’s innate ability
to facilitate both hydride transfer and protonation reactions via
σ-bond metathesis (Scheme 1), we should be able to
hydrogenate unactivated alkenes using an amine and a borane:
an unprecedented transformation in iron-catalyzed hydro-
genation chemistry. It is worth noting that several examples of
iron-catalyzed hydrogenation using H2 have been reported,
including the reduction of carbonyls, alkenes, alkynes, nitro
groups, and α,β-unsaturated systems with H2 pressures ranging
from 1 to 30 bar.16 Important to note is Wolf and Jacobi von
Wangelin’s use of an Fe(I) β-diketiminate dimer, which fails to
show any activity for the hydrogenation of styrene using 2 bar
H2,
17 indicating that we are able to access a different reaction
mechanism from that of low oxidation state Fe catalysis. To the
best of our knowledge, only two examples exist where more
challenging substrates (e.g., a primary aminoalkene18 or
hydroxyalkene19) have been hydrogenated, although both
were in poor yield (20 and 10%, respectively). There are also
only limited examples of iron-catalyzed transfer hydro-
genations20 that tackle simple C−C sp or sp2 bonds:21 most
examples focus on carbonyls22 or α,β-unsaturated systems.23
2. SUBSTRATE SCOPE
Following a short optimization procedure, we found that a
primary amine is the optimum source of protons; to avoid any
steric issues, we decided to use nBuNH2 as an inexpensive,
sacrificial proton source. Reactions using secondary amines
proceed but result in a significantly poorer yield of product.
HBpin is the best source of hydride. Reaction progress can be
monitored visually: instantaneous gelation occurs when the
final reagent (HBpin) is added to the mixture (see the
Supporting Information). This dissipates as the reactions
proceed, and the solution returns to its original viscosity when
complete. We started by testing transfer hydrogenation across
a range of different unsaturated systems (Table 1). The
majority of reactions are complete within minutes at room
temperature using 10 mol % of 1 but were left for 1 h to ensure
maximum conversion for all substrates.25 There is no reaction
in the absence of 1, whereas an excess of HBpin leads to
competitive hydroboration and amine−borane dehydrocou-
pling, supporting our computational studies (see section 3 and
the Supporting Information).
Scheme 1. Hypothetical Transfer Hydrogenation Process Based on Mechanistic Understanding of Hydroboration13 and
Hydrophosphination14a/Hydroamination24
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The reaction tolerates aliphatic alkenes and functional
groups such as epoxides (2c, entry 5) along with electron-
donating (2i, entry 11), electron-withdrawing (2j, entry 12),
and halo-substituted (entries 13−15) styrenes. More challeng-
ing terpene natural products can also be hydrogenated. β-
Pinene is reduced at 60 °C without any evidence for
isomerization to α-pinene (entry 7). The exo-double bond of
valencene is selectively reduced over the endo-double bond
(entry 8). Other internal alkene substrates such as trans-β-
methylstyrene (entry 17) proceed more slowly, requiring 16 h
at RT to go to completion, whereas α-methylstyrene (entry
18) requires heating to 90 °C for 4 h for complete conversion.
2,3-Dimethylbuta-1,3-diene can be monohydrogenated selec-
tively to form 2,3-dimethylbut-1-ene (2q, entry 20), or an extra
equivalent of HBpin can be added for dual functionalization to
give (2,3-dimethylbutyl)pinacolborane (2r, entry 21). Diphe-
nylacetylene does not stop cleanly at stilbene, and therefore, 2
equiv of amine and HBpin are needed to generate 1,2-
diphenylethane (2p, entry 22). Terminal acetylenes yield the
styrene product when using HBpin and nBuNH2 as limiting
reagents (2s and 2t, entries 23 and 25), or 2 equiv of amine
and borane yields ethylbenzene (entry 24). The reaction is also
amenable to scale-up with 82% 2d obtained after 8 h at RT
from the hydrogenation of 5 mmol allyl benzene with the
catalyst loading scaled down to 0.5 mol % and aniline as the
proton source.
Based on our hypothetical catalytic cycle (Scheme 1), it
should be possible to hydrogenate aminoalkenes and amino-
alkynes without the presence of sacrificial nBuNH2.
9 This
would also demonstrate a level of functional group tolerance
much greater than that reported using other iron-catalyzed
hydrogenation methodologies,18,19 where competing coordi-
nation of nucleophilic substituents is often detrimental to
catalysis. This is indeed the case, and a wide range of amine-
containing alkenes and alkynes are tolerated (Table 2). Once
again, hydrogenation is complete within minutes at room
temperature, and the nitrogen−boron bond that forms is
Table 1. Transfer Hydrogenation Substrate Scope Using nBuNH2 and HBpin
†
†Reaction conditions: all reactions performed in a J-Young NMR tube: 0.25 mmol alkene/alkyne, 0.25 mmol nBuNH2, 0.25 mmol HBpin, 10 mol
% of 1, 0.5 mL of C6D6, 1 h, RT.
aAll reactions give 100% conversion to product with the exception of results in parentheses (also see ref 25).
Conversion to product is based on uptake of starting material. Yields in bold are isolated yield. Other yields are spectroscopic in the presence of an
internal standard, whereby the product was not separated from C6D6: loss of product occurred during isolation (vacuum distillation of product and
solvent). b18 h, 60 °C, 0.25 mmol aniline (no nBuNH2 used).
c18 h, 90 °C, 0.25 mmol aniline (no nBuNH2 used).
d6.5 h, RT. e16 h, RT. f4 h, 90
°C. g0.5 mmol HBpin, 0.25 mmol nBuNH2, 4 h, 90 °C.
h0.5 mmol HBpin, 0.5 mmol nBuNH2, 16 h, 90 °C.
i0.125 mmol nBuNH2, 0.125 mmol
HBpin: maximum yield of product is 50%. j0.5 mmol nBuNH2, 0.5 mmol HBpin, 2 h.
Journal of the American Chemical Society Article
DOI: 10.1021/jacs.8b11553
J. Am. Chem. Soc. 2019, 141, 572−582
574
readily cleaved during workup, allowing the isolation of the
primary aliphatic amine product in high yield.
The system operates for internal aliphatic alkenes (entries
4−6), with no observable reduction in rate of reaction, and for
volatile substrates such as allyl amine (3f, entry 7). Reduction
of 2- and 4-ethynylaniline does not stop cleanly at the
vinylaniline: 2 equiv of HBpin are necessary to form the
ethylaniline (3i and 3k, entries 12 and 13). Alcohols can also
be used as the proton source, with 4-allylphenol (4a, entry 15)
and propargyl alcohol (4b, entry 16) readily undergoing
reduction at room temperature. Propargyl alcohol selectively
generates allyl alcohol as the product; this is an intuitive result
as there is only one proton per molecule of substrate. When
used as a reagent, allyl alcohol cannot be hydrogenated to form
propanol; presumably, the slightly higher pKa of this substrate
prevents reactivity.
Isotopic labeling has also been carried out (Scheme 2).
Based on our proposed catalytic cycle, an N,N-d2-amine should
lead to selective monodeuteration at the terminal (anti-
Markovnikov) position, and DBpin should result in deutera-
tion at the internal (Markovnikov) position of the double
bond. If HD is released and undergoes reduction, there should
be no regioselectivity. We can report that monodeuteration of
aliphatic alkenes is possible using N,N-d2-aniline (Scheme 2a).
Double deuteration is not observed. This is a rare example of
selective catalytic monodeuteration of a carbon−carbon
double bond,26 with most other examples in the literature
furnishing deuteration across the double bond, simply because
D2 is necessary. For aliphatic substrates (5a−5c), discrim-
ination between the positions on the double bond is largely
dictated by sterics; unfortunately, when styrenes are employed,
electronics begin to compete and there is a drop-off in
selectivity for the terminal position (5d−5f). In fact, there is a
steady decrease in anti-Markovnikov selectivity moving from
electron-rich 4-OMe styrene (5d), through to styrene (5e),
and finally almost complete erosion of selectivity when 4-CF3
styrene (5f) is employed. A similar trend is observed when
DBpin is used (Scheme 2b): aliphatic substrates (6a−6c) give
good Markovnikov-selective monodeuteration, whereas 4-CF3
styrene (6f) gives almost a 1:1 mixture of Markovnikov and
anti-Markovnikov product. With the exception of 5h and 6h,
substrates that have the potential to undergo double bond
isomerization (e.g., 5a to 5c, 5g, 6a to 6c and 6g), deuterium
incorporation at other positions in the molecule is not
observed. The fact that deuteration of the α, β, and γ carbon
is observed for 5h and 6h suggests that a different mechanism
that involves isomerization is at play. This is a facet of
reactivity that we are currently investigating.
3. COMPUTATIONAL STUDIES
DFT studies were undertaken to model the transfer hydro-
genation of propene as a simple model substrate using nBuNH2
and HBpin and the full Fe β-diketiminate precursor, LFe-
CH2SiMe3, 1 (denoted I in the computational study).
Calculations employed the BP86 functional with an SDD
pseudopotential and basis set on Fe and a standard double-ζ +
polarization basis set on other atoms (BS1) for initial
optimizations and free energy calculations. Energies were
then recomputed with the B3PW91 functional including the
effects of dispersion (D3 parameter set with Becke−Johnson
damping), C6H6 solvent (PCM approach), and an extended
def2tzvp basis set. This protocol resulted from benchmarking
Table 2. Transfer Hydrogenation of Aminoalkenes and Aminoalkynes†
†Reaction conditions: all reactions performed in a J-Young NMR tube: 0.25 mmol alkene, 0.25 mmol HBpin, 10 mol % of 1, 0.5 mL of C6D6, 30
min, RT. All spectroscopic yields are 100%. aNot isolated due to volatility; 100% spectroscopic yield based on formation of N−B or O−B product
(see the Supporting Information). b0.5 mmol HBpin. c4:1 ratio of trans/cis products.
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studies on β-H transfer in LFe−iBu, for which experimental
data have been reported by Holland and co-workers (see the
Supporting Information).27 Calculations also routinely as-
sessed stationary points in both the quintet and the triplet spin
states, with the quintet usually being more stable: for example,
5I (the quintet form of I) lies 19.4 kcal/mol below 3I (the
triplet form). Selected test calculations on singlet spin states
showed such species to be even higher in energy (see the
Supporting Information). As reported previously by Holland
and Cundari,28 the triplet spin state becomes energetically
relevant for the alkene addition and migratory insertion steps.
3.1. Defining the Nature for the Transfer Hydro-
genation Agent. Our initial mechanistic hypothesis for
transfer hydrogenation is set out in Scheme 1 and highlights
the central role of a LFe−hydride species and its reaction with
alkenes to form a LFe−alkyl. Both species can engage in a
number of potentially competing processes; in particular, for
LFe−alkyl, protonolysis with amine is the proposed alkane
release step in transfer hydrogenation, whereas reaction with
HBpin would lead to hydroboration. Indeed, 1 has been shown
to promote both the catalytic hydroboration of alkenes13 and
the dehydrocoupling of amine−boranes.15 An initial assess-
ment of these processes was therefore undertaken at the
LFe−nPr primary alkyl intermediate implicated in our model
system, along with the related dehydrocoupling of nBuH2N−
BHpin that would also result in alkane formation along with
H2 release (see Scheme 3 and the Supporting Information for
details).
The results in Scheme 3 show that, while all three processes
are significantly exergonic, hydroboration to form nPr−Bpin
and LFe−H is most accessible kinetically with a barrier of 14.2
kcal/mol, 7.0 kcal/mol lower than that for protonolysis with
nBuNH2. This is consistent with alkene hydroboration reported
in earlier studies;13 however, in the present context, this result
suggests that free HBpin cannot be present in solution. Instead,
the implication is that HBpin is sequestered in the presence of
amine, for example, by formation of an amine−borane adduct,
nBuH2NBHpin. Dehydrocoupling of
nBuH2NBHpin at
LFe−nPr is also computed to be accessible, with a barrier of
16.2 kcal/mol−1.
Having inferred the involvement of amine−borane adducts
in the transfer hydrogenation process, we also found the
dehydrocoupling of nBuH2NBHpin at LFe−H to be very facile
(Scheme 4). This is consistent with the room temperature
dehydrocoupling of amine−boranes reported elsewhere.15
However, dehydrocoupling was also computed to be more
accessible than propene migratory insertion, implying that the
former process should dominate to give amino−borane and
H2. In principle, H2 could then effect the alkene hydro-
Scheme 2. (a) Deuterium Labeling Occurs with Good
Selectivity for Functionalization of the Terminal Carbon
When N,N-d2-Aniline Is Employed and (b) DBpin Results
in a Good Level of Selectivity for Deuteration at the
Internal Position of the Double Bond†
†Reaction conditions: all reactions performed in a J-Young NMR
tube. Results are an average of two runs. Left for 16 h to ensure
complete conversion. 0.25 mmol alkene, 0.25 mmol amine, 0.25
mmol borane, 10 mol % 1, 0.5 mL C6D6, 16 h, RT.
aN,N-d2- or O-d1-
substrate (no aniline employed). bNo aniline employed.
Scheme 3. Computed Energetics (kcal/mol, B3PW91(D3-
BJ,C6H6)/def2tzvp//BP86/BS1 level) for Different
Competing Reactions at LFe−nPra
aWhere several steps are involved, ΔG⧧ represents the total energy
span, relative to LFe−nPr and the appropriate reactants.
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genation, but this would be inconsistent with the observed
selectivity of transfer hydrogenation that clearly indicates free
H2 is not involved.
29
To resolve these discrepancies, we returned to a more
detailed assessment of the nature of the “nBuH2NBHpin”
adduct that is being formed in solution. As mentioned above,
addition of HBpin to the reaction mixture results in the
immediate formation of a thick, immiscible gel which only
slowly dissolves as catalysis proceeds. A study by NMR
spectroscopy gives some evidence for Lewis acid−base adduct
formation. The 11B NMR of 0.11 mmol HBpin in 0.5 mL of
THF displays a doublet at 28.4 ppm (J = 178.1 Hz). Addition
of 0.1 mmol nBuNH2 (no catalyst added) results in
instantaneous gelation, complete loss of the HBpin signal,
and formation of a new doublet at 20.9 ppm (J = 160.5 Hz),
indicating increased shielding of the boron nucleus by
nitrogen, but without loss of B−H. This is consistent with
Lewis acid−base adduct formation (e.g., AB1, AB2, etc.; see
below). The gel resulted in significant line broadening of the
1H NMR spectrum, and therefore DOSY analysis to investigate
molecular weight was not successful. After 24 h at room
temperature, the gel disappears, the adduct signal is lost, and a
singlet associated with the dehydrocoupled prod-
uct nBuHNBpin is observed at 24.7 ppm (Bertrand has
shown that certain amines and boranes can dehydrocouple
under catalyst-free conditions30) along with return of the
HBpin doublet at 28.4 ppm (added in excess).
Given these observations, the accessibility of various
[nBuH2NBHpin]n adducts was also assessed computationally
(Figure 1). Whereas formation of nBuH2NBHpin (AB1) is
computed to be endergonic by 3.1 kcal/mol, formation of
dimeric and tetrameric H-bonded adducts AB2 and AB4 was
found to be increasingly favored, with ΔG = +0.1 and −3.5
kcal/mol, respectively.31 These values also include a very large,
negative, translational entropy which is known to be
overestimated in free energy calculations based on isolated
molecules.32 This indicates that the formation of oligomeric
species, ABn, will be even more favorable than the computed
values imply and so would be consistent with the presence of
the gel seen experimentally. We therefore propose that
oligomeric ABn is the active species in transfer hydrogenation
in this case, and in the following mechanistic study, we will
model such a species with dimeric AB2.
3.2. Mechanism of Catalytic Transfer Hydrogenation.
Computed profiles for key steps in the transfer hydrogenation
of propene with AB2 mediated by catalyst 5I are shown in
Figure 2. Activation of 5I is initiated by coordination of AB2
via a B−H σ-interaction (Fe···H = 1.92 Å, B−H = 1.29 Å) to
give the four-coordinate adduct 5II (+14.7 kcal/mol).
Protonolysis of the Fe−alkyl bond then proceeds via 5TS-
(II−III) at +22.4 kcal/mol to form three-coordinate LFe−H,
5III, with concomitant dehydrocoupling of one amine−borane
unit within AB2 to give AB2DHC, which features one amino−
and one amine−borane moiety. 5III is the active species in
catalysis and incorporates a hydride ligand that is derived from
HBpin. This initiation process has an overall barrier of 22.4
kcal/mol and is exergonic by 22.1 kcal/mol.
For the catalytic cycle, we focus on the process based on 1,2-
insertion to form the primary alkyl intermediate LFe−nPr. The
issue of the regioselectivity of alkene insertion will be
considered below.
Addition of propene to 5III forms adduct 5IV1Pr from which
migratory insertion can proceed on the quintet surface via
5TS(IV−V)1Pr at −5.7 kcal/mol. In this case, however, the
equivalent triplet transition state, 3TS(IV−V)1Pr, is found to be
more stable at −9.3 kcal/mol. Beyond this transition state, the
subsequent LFe−nPr intermediate reverts to the quintet state
(5V1Pr, = −33.5 kcal/mol). A dual spin-crossover mechanism33
is therefore in operation for the migratory insertion, which
proceeds (assuming facile spin-crossover34) with an overall
barrier, relative to 5III, of 12.8 kcal/mol and ΔG = −11.4 kcal/
mol. These findings are consistent with Holland and Cundari’s
study of similar alkene insertion processes.28 Protonolysis of
5V1Pr initially proceeds in a similar way to the activation of
5I,
with coordination of AB2 to form adduct 5VI1Pr (−27.5 kcal/
mol) and proton transfer via 5TS(VI−VII)1Pr at −16.2 kcal/
mol to release propane. In contrast to 5I, however, an
amidoborate adduct, 5VII, is formed in this case (Fe−N = 2.06
Å) featuring a β-agostic interaction (Fe···H = 1.84 Å, B−H =
1.36 Å). β-H transfer via 5TS(VII−VIII) then yields 5VIII, in
which AB2DHC is bound through the amide nitrogen (Fe−N =
Scheme 4. Computed Energetics (kcal/mol, B3PW91(D3-
BJ,C6H6)/def2tzvp//BP86/BS1 level) for Competing
Amine−Borane Dehydrocoupling and Alkene Insertion
Processes at LFe−Ha
aWhere several steps are involved, ΔG⧧ represents the total energy
span, relative to LFe−H and the appropriate reactants. Migratory
insertion involves a spin-crossover mechanism between the quintet
and triplet surfaces. See text for details.
Figure 1. Computed structures and free energies of formation for
amine−borane adducts [nBuH2NBHpin]n (n = 1, 2, and 4). Selected
distances (in Å) are provided for AB2, and these are representative of
the metrics seen in the other adducts. For AB4, free N−H protons on
the edge of the tetramer are highlighted with a tick, whereas those
involved in intramolecular H-bonding are marked with a cross.
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2.28 Å). Dissociation of AB2DHC via
5TS(VIII−III) then re-
forms 5III.35
The three major processes along the catalytic cycle,
migratory insertion, protonolysis, and β-H elimination, have
computed energy spans of 12.8 kcal/mol, 17.3 and 14.4 kcal/
mol, and this, along with the exergonicity of each step, means
that propane release via protonolysis of 5V1Pr through
5TS-
(VI−VII) is turnover-limiting. The modest barrier of 17.3
kcal/mol is consistent with efficient catalysis proceeding at
room temperature. 1,2-Insertion would also be consistent with
the experimental labeling studies in that the hydride derived
Figure 2. Computed free energy profiles (kcal/mol) for (a) activation of precatalyst 5I with AB2, (b) catalytic transfer hydrogenation of propene at
5III with AB2, and (c) competing dehydrocoupling of AB2 at 5III. Data presented are for the quintet spin state, except for alkene migratory
insertion, where relevant triplet structures are also shown in gray. Selected distances are provided in Å.
Journal of the American Chemical Society Article
DOI: 10.1021/jacs.8b11553
J. Am. Chem. Soc. 2019, 141, 572−582
578
from HBpin adds to the internal carbon, whereas the proton
derived from nBuNH2 adds to the terminal carbon.
As noted previously, amine−borane dehydrocoupling at 5III
can compete with alkene migratory insertion, and so this
process was also assessed with AB2 (see Figure 2c). After
formation of a B−H σ-bound adduct, 5VIH (−20.0 kcal/mol),
dehydrocoupling involves a concerted protonolysis of the Fe−
H bond coupled to hydride transfer to Fe via 5TS(VI−III)H
(−9.6 kcal/mol) to afford H2, AB2DHC, and 5III. The overall
barrier for this process is 12.5 kcal/mol, close to that for the
migratory insertion of propene (ΔG⧧ = 12.8 kcal/mol).
However, an additional consequence of the amine−borane
oligomer formation is that the number of N−H protons
available for reaction will be significantly reduced, with the
majority being involved in intramolecular H-bonding. This is
illustrated in Figure 1 for AB4 where only 2 of the 8 protons
are available due to their location on the edge of the aggregate
(highlighted with a tick). With larger oligomers, the proportion
of free N−H bonds will decrease further. Thus, not only does
adduct and oligomer formation remove free HBpin from
solution (and so avoid hydroboration), it also has the effect of
reducing the effective concentration of the amine, allowing the
alkene migratory insertion (and thus transfer hydrogenation)
to dominate.
3.3. Regioselectivity Studies. The computed catalytic
cycle in Figure 2b indicates that alkene insertion to form 5V1Pr
is irreversible, as the onward reaction via 5TS(VI−VII)1Pr is
more accessible (by 6.9 kcal/mol) than the reverse β-H
transfer to re-form 5IV1Pr. Similar patterns were computed for
the alternative pathway involving the 2,1-migratory insertion of
propene and the reaction of the resultant secondary metal−
alkyl, LFe−iPr (5V2Pr), as well as for the analogous reactions
with styrene (see the Supporting Information for full details).
The regioselectivity of transfer hydrogenation can therefore be
understood by considering the energies of the various
migratory insertion transition states TS(IV−V).
Computed free energies for the stationary points for the
migratory insertions of propene and styrene with 5III are
provided in Table 3. For propene, a clear kinetic preference for
1,2-insertion to form LFe−nPr is seen, with 3TS(IV−V)1Pr at
12.8 kcal/mol computed to be 2.9 kcal/mol more stable than
3TS(IV−V)2Pr. Both quintet transition states are less
accessible. This result is consistent with highly selective
(>90%) deuteration studies with a range of aliphatic alkenes
in which reactions with DBpin and PhND2 label the internal
and terminal positons, respectively (cf. Scheme 2).
For styrene, the experimental labeling studies indicate
reaction via the primary metal alkyl (i.e., LFe−CH2CH2Ph,
V1St) is still favored, albeit with a reduced selectivity of around
75% (Scheme 2). This is reflected in a reduced difference of
1.9 kcal/mol between 3TS(IV−V)1St and 3TS(IV−V)2St.
However, for the 2,1-insertion, the quintet transition state,
5TS(IV−V)2St, at 11.7 kcal/mol is now computed to be 0.9
kcal/mol more stable than 3TS(IV−V)1 St. This implies
reaction via the secondary alkyl and hence a change in
selectivity. Experimentally, the precise selectivity is sensitive to
electronic effects with, for example, the reaction of DBpin with
4-CF3 styrene giving a 56:44 internal/terminal ratio. Moreover,
the relative energies of these triplet and quintet transition
states are very sensitive to the functional employed and, in
particular, the percentage of exact exchange. Reproducing
precise selectivities is therefore challenging; however, based on
our overall proposed mechanism, the observations that DBpin
labels the internal position and PhND2 labels the terminal
position clearly indicate these reactions proceed via the
primary alkyl.27,36,37
4. CONCLUSIONS
In summary, we have developed a remarkably simple yet rapid
and mild method for the hydrogenation of alkenes using an
amine and HBpin as the hydrogen sources. The chemistry
tolerates a range of functional groups and is operational for
both alkenes and alkynes; moreover “internal” proton sources,
for example, aminoalkenes, can also be employed. Hydrox-
yalkenes and alkynes can also undergo hydrogenation if the
alcohol functionality is acidic. Selective monodeuteration can
be undertaken at either the terminal or the internal position
simply by varying the deuterating agent. Experimental
observations and DFT calculations suggest that transfer
hydrogenation reactions using nBuNH2 and HBpin involve
an oligomeric gel comprising amine−borane adducts linked via
intermolecular H-bonding. Calculations using an amine−
borane dimer to model the transfer hydrogenation reagent
for propene define a mechanism involving formation of an Fe−
hydride active species, 1,2-insertion, and rate-limiting proto-
nolysis of the resultant primary alkyl. This mechanism is
consistent with the observed deuteration regioselectivities with
DBpin and PhND2. The formation of the oligomeric gel is
important in the chemoselectivity of this system as it serves to
reduce the concentrations of both free HBpin and active N−H
bonds, disfavoring the competing hydroboration and amine−
borane dehydrocoupling reactions. It is also clear that this
transfer hydrogenation system presents opportunities for
expansion of the substrate scope, for both hydrogenation and
deuteration, along with enantiocontrol, and these are avenues
we are currently investigating.
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Table 3. Computed Free Energies (kcal/mol) of Stationary
Points Associated with the 1,2- and 2,1-Migratory Insertion
of Propene and Styrene at LFe−H, 5IIIa
substrate/selectivity 5IVR
3/5TS(IV−V)R 5VR
propene (R = 1Pr)/1,2 +7.3 +12.8/+16.4 −11.4
propene (R = 2Pr)/2,1 +5.2 +15.7/+18.1 −10.2
styrene (R = 1St)/1,2 +4.7 +12.6/+15.8 −11.4
styrene (R = 2St)/2,1 +8.4 +14.5/+11.7 −13.9
aData are quoted relative to 5III and the free alkene.
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and HBpin in this case. Protonolysis of the key LFe−propyl
intermediate by aniline was computed to involve a transition state
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less accessible than hydroboration with HBpin (+14.2 kcal/mol).
Hydroboration is observed as a side reaction in the aniline/HBpin
transfer hydrogen system (see ref 25); however, the accessibility of
this process is clearly over-estimated in the current model. This
overall conclusion was not significantly affected by the choice of
functional (see the Supporting Information).
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