To improve the performance of Linear Discriminant Analysis (LDA) for early detection of diseases using Electronic Health Records (EHR) data, we propose E 2 D 2 -a novel framework for EHR based Early Detection of Diseases on top of Covariance-Regularized LDA models. Specifically,
Introduction
The availability of Electronic Health Records (EHR) [1, 2] in healthcare settings provides an unique opportunity for early detection of patients' potential diseases using their historical health records. To predict the patients' future disease using EHR data, existing work proposed to first extract useful features, such as diagnosis-frequencies [1-3], pairwise diagnosis transition [4, 5] , and graphs of diagnosis sequences [6] , to represent each patient's EHR data using the representation learning techniques. Then, a series of supervised learning techniques have been adopted to train predictive models, such as Support Vector Machine (SVM), Random Forest (RF), Bayesian Network, Linear Discriminant Analysis (LDA) [1] [2] [3] [4] 7] , using well represented EHR data with the labels of the target disease.
Among these methods, LDA with diagnosis-frequency vectors is frequently used as one of the common performance benchmarks [4, 7] , because of LDA's provable bayesian optimality [8] . However, recent studies demonstrate the limitation of LDA on high dimension data [9] [10] [11] [12] , such as the EHR records [13] . Because it is difficult to recover the "true" parameters, e.g., covariance matrix, from a relatively small number of samples [14] . According to the expected rate estimation for LDA classifiers [15, 16] , LDA performs poorly with high misclassification rate, when the parameter estimation is inaccurate, under high dimension settings.
For example, to predict some "less represented" diseases in primary care settings, such as depression & anxiety disorders, a small number of patients having been diagnosed with target disease are given to train the LDA model. When the number of dimensions of EHR data is larger than the number of samples, the sample covariance estimation, which is frequently used in typical LDA, is singular and not invertible. Thus LDA cannot produce any valid prediction in this case. Even when the sample size is larger than the number of dimensions, the sample (inverse) covariance estimation could be quite different with the "true" (inverse) covariance matrix, as discussed in details in a recent survey [14] .
To improve LDA learning, several regularization-based methods have been proposed to accurately estimate the (inverse) covariance matrix [10, 17, 18] or linear coefficients [9, 10] under high dimension and low sample size (HDLSS) settings [19] . One milestone is Covariance Regularized Discriminant Analysis proposed by Witten and Tibshirani et al. [12] based on their previous contribution to the sparse inverse covariance estimation using Graphical Lasso [20] . While existing work enhanced LDA through pursuing the sparsity of parameter estimation [9, 10, 12, 20] , in this work we introduce a novel non-sparse (de-sparsified) inverse covariance matrix estimator [21] for further performance improvement.
Specifically, in this paper, we made following contributions:
1) We study the problem of improving the performance of early detection of diseases using LDA models and EHR data. To the best of our knowledge, this is the first study that focuses on lowering the expected error rate of LDA models with optimized parameter estimation, for EHR-based early detection of diseases, under High Dimension and Low Sample Size settings.
2) We proposed E 2 D 2 based on regularized LDA models using diagnosis-frequency representation of EHR data. Different from the existing sparse LDA models, which regularize the covariance matrix [10] or linear classification coefficients [9] to leverage sparse estimation of parameters, the proposed method uses a non-sparse estimator based on graphical lasso [20] to work with LDA models. Theoretical analysis on E 2 D extensively through experiments with a large-scale real-world EHR dataset-CHSN. In the experiments, we used E 2 D 2 to predict the risk of mental health disorders for college students from 10 US universities, using their EHR data of physical disorders in past three years. We compared E 2 D 2 with 7 baseline algorithms including other regularized LDA models and downstream classifiers. The evaluation result shows that E 2 D 2 outperformed all baselines, and the empirical analysis further validated our theoretical analysis.
Preliminaries and Problem Formulation
In this section, we first introduce the early detection of diseases using traditional linear discriminant analysis (LDA). Then we present the analysis on the error rate of LDA classification, which may affects the accuracy of early disease detection. Finally, we formulate the research problem based on these discussions.
LDA for Early Detection of Disease
First of all, we introduce the EHR data representation using diagnosis-frequency vectors, and present settings of disease detection through binary classification of diagnosisfrequency vectors. Later, we briefly discuss the solution based on the typical LDA classifier.
Diagnosis-Frequency Vector based EHR Data Representation -There are many existing approaches to represent EHR data including the use of diagnosis-frequencies [1-3], pairwise diagnosis transition [4, 5] , and graph representations of diagnosis sequences [6] . Among these approaches, the diagnosis-frequency is a common way to represent EHR data.
Given each patient's EHR data, as shown in Figure 1 , this method first retrieves the diagnosis codes [22] recorded during each visit. Next, the frequency of each diagnosis appearing in all past visits are counted, followed by further transformation on the frequency of each diagnosis into a vector of frequencies. For example, 1, 0, . . . , 3 , where 0 means the second diagnosis does not exist in all past visits, In this paper, we denote the dimension of diagnosis-frequency vectors as p. Note that the dimension p ≥ 15, 000 when using ICD-9 codes, p ≥ 250 even when using clustered ICD-9 codes [23] , while the number of samples for training m is significantly smaller than p.
Early Detection by Binary Classification -Given m training samples (i.e., EHR frequency vectors) along with corresponding labels i.e., (x 0 , l 0 ) . . . (x m−1 , l m−1 ) where l i ∈ {−1, +1} refers to whether the patient i is diagnosed with the target disease or not (i.e., positive sample or negative sample), the early disease detection task is to determine if a new patient's data vector x would develop into the target disease by classifying the vector x to +1 (positive) or −1 (negative).
LDA for EHR Data Classification -To use the Fisher's Linear Discriminant Analysis (FDA), the data (x 0 , l 0 ) . . . (x m−1 , l m−1 ) are first assumed to follow two unknown Gaussian distributions with the same covariance matrix Σ but two different means µ + and µ − , i.e., N (µ + , Σ) for positive samples and N (µ − , Σ) for negative samples, respectively. Then, based on the sample covariance estimator, the covariance matrix is estimated using maximized likelihood estimator: , where π + and π − refer to the empirical frequencies of positive samples (e.g., patients with the target disease) and negative samples in the whole population. Please note that the true covariance matrix Σ is unknown and the sample covariance matrixΣ and the true covariance matrix Σ can be very different. Only when the sampledimension ratio m/p → +∞, we can expect the sample covariance matrix estimation converge to the population covariance matrix soΣ → Σ. Further, when p >> m, the sample covariance matrixΣ is singular and cannot be invert i.e.,Σ −1 may not exist. Though some existing works suggested to use pseudo-inverse to approximate the inverse covariace matrix, the accuracy of LDA might be low. More introduction to the covariance matrix estimation under HDLSS settings can be found in survey [14] .
Performance Analysis of LDA
In this section, we summarize the series of studies [15, 16, 24, 25] in theoretical error rate estimation for LDA classifiers. Consider two p-dimension Gaussian Distributions N (µ + , Σ) and N (µ − , Σ) sharing the same covariance matrix Σ but with two different mean vectors µ + and µ − , where Σ is assumed to be unknown. Given samples of these two distributions, we can estimate the covariance matrixΣ, mean vectorsμ + andμ − . The expected error rate of a linear discriminant analysis (i.e., probability of the missed classification) [15, 16] is:
where Φ refers to the CDF function of a standard normal distribution. It is obvious that the expected error rate is sensitive with the parameters µ + , µ − , Σ,μ + ,μ − andΣ, while the true parameters µ + , µ − , Σ are assumed unknown. Even under the HDLSS settings, with a certain number of samples, it is reasonable to assume the sample estimation of mean vectors µ + andμ − should be close to the population mean vectors, i.e., µ + −μ + → 0, µ −μ− → 0, and µ −μ → 0. Thus, the expected error rate of the LDA model based on the sample mean vectorsμ + andμ − can be reduced to (2.4)
In this way, to improve the LDA classifier with the sample mean vectors, there needs an estimatorΣ to minimize or lower the expected error rate ε(Σ,Σ).
Problem Definition
Inspired by the above preliminaries, we consider the research problem of improving the performance of LDA for early disease detection as minimizing the expected error rate listed in 2.3. However, the true parameter Σ are not known in our research settings.
Thus, given the training set (x 0 , l 0 ) . . . (x m−1 , l m−1 ), the objective thereby can be further reduced to find the OPTIMAL estimation ofΣ,μ + andμ − that minimize the expectation of the expected error rate among all possible true parameters µ + ∈ R p , µ − ∈ R p , and Σ ∈ I + p×p :
(2.5) argmin
where I + p×p is the overall set of p × p positive-definite matrices, and L((x 0 , l 0 ) . . . |Σ) is defined as the likelihood of the observed training samples (x 0 , l 0 ) . . . (x m−1 , l m−1 ) with the given Σ. Note that, when we have no prior knowledge about the true Σ, we can use the likelihood as the probability of the true parameters when training samples are given. A good solution to this problem should be able to minimize, and even bound the expectation of the expected error rate.
: EHR-based Early Detection of Diseases using Non-Sparse Covariance-Regularized LDA In this section, we introduce our proposed method for early disease detection using EHR diagnosis-frequency vectors.
Considering the computational complexity of the parameter search, we do not try to simply minimize the objective function in Eq. 2.5. Our proposed method consists of two phases: it first estimates a non-sparse inverse covariance matrix using with the training data set; then it incorporates the new estimation of inverse covariance matrix into a LDA classifier to predict whether the new patient will develop the targeted disease.
Non-Sparse Inverse Covariance Matrix Estimation Using EHR Diagnosis Vectors
Given the EHR diagnosis-frequency vectors x 0 , . . . x m−1 , this phase learns a non-sparse covariance matrix, with the following three steps.
Step 1. Estimate Sample Mean Vectors and Covariance Matrix -The proposed method first estimates the sample mean vectorsμ + andμ − using the training samples
. Then with the training samples, this step estimates the sample covariance matrix Σ using maximized likelihood estimator addressed in Equation. 2.1.
Step 2. Estimate Sparse Inverse Covariance MatrixGiven the sample covariance matrixΣ, this method estimates a sparse inverse covariance matrixΘ using the Graphical Lasso estimator: (3.6)
Graphical Lasso can be considered as a 1 -penalized negative log-likelihood minimization estimator, which provides a sparse inverse covariance matrixΘ.
Step 3. De-sparsify Inverse Covariance Matrix -Given the graphical lasso estimationΣ and the sample estimation Σ, this step outputs a non-sparse inverse covariance matrix T through de-sparsifiedΣ. The calculation is as follow: T = 2Θ −ΘΣΘ, whereΣ refers to the sample covariance matrix andΘ refers to the graphical lasso estimation of inverse covariance matrix.
Integrated LDA Classification
Given the estimated mean vectorsμ + ,μ − , inverse covariance matrixT , and a vector of new patient x, E 2 D 2 decide if the patient will develop the target disease, using a FDA model derived from Eq. 2.2 as:
sign log x
classifies x as the patient who will develop the target disease. We call above LDA derivation as Non-Sparse Covariance-Regularized Discriminant Analysis, with respect to Witen and Tibishirani's sparse Covariance-Regularized Discriminant Analysis [12] , which was based on the Graphical Lasso.
Algorithm Analysis
We report the theoretical analysis of E 2 D 2 , as follow:
1. We first introduce a new upper bound of expected error rate ε(Σ, Σ), which is tightly sensitive with ||Σ −1 || F , ||Σ −1 − Σ −1 || F and ||μ + −μ − ||. However, Σ is assumed unknown, thus this upper bound is not deterministic.
2. Then we introduce a key existing theory [21] on the desparsified graphical lasso estimationT , which proves
3. Through combining above two bounds, we can have a new upper bound of ε(T −1 , Σ) which is sensitive with the known estimationT , the known mean gap ||μ + −μ − || and known parameters p and m.
Result 1. An upper bound of ε(Σ, Σ), which is sensitive to
Σ is a symmetric positive-definite matrix, we can consider the Cholesky Decomposition of Σ as Σ = M T M . Thus, we have . According definition of postive-definite-norm, we have
is a symmetric positive-definite matrix, we consider the Cholesky Decomposition of Σ −1
We consider the error of precision matrix estimation as
, Considering the triangle inequality, we have
Then we can conclude: [21] , supposeT is the de-sparsified graphical lasso estimation and Σ refers to the true population covariance matrix, under specific structural assumption [21] : i,j = 0}|; further o(·) and O p (·) are little-o notation and big-O in probability (the notations were defined in [26] ) respectively. Then, we can further conclude (4.10)
Result 3. A new stochastic upper bound of ε(T −1 , Σ), which is sensitive to the known estimation ||T || F , the known mean gap ||μ + −μ − || as well as known parameters p and m: Through combining Result 1. and Result 2., we have:
Remark. Above theoretical analysis shows that Non-Sparse Covariance-Regularized Discriminant Analysis algorithm used in E 2 D 2 can stochastically bound the maximal expected error rate of LDA classification under two major assumptions: 1) the data (e.g., EHR diagnosis-frequency vectors) should be gaussian or subgaussian; and 2) the population inverse covariance matrix should follow the structural assumption [21] listed in Equation 4.9. In the practical usage of our method, these two assumptions might be violated. Fortunately, we can test our algorithms using the large-scale EHR data sets. The evaluation results show Non-Sparse Covariance-Regularized Discriminant Analysis (E 2 D
2
) outperformed typical LDA and other regularized LDA thus validating our theory.
Note that [27] demonstrated that the Frobenius norm rate of convergence for graphical lasso is O p ( (p + d) log p/m) under a mild condition, which can also bound the maximal expected error but not as tight as 
Experimental Results
In this section, we introduce the experimental design of our evaluation. , we used the de-identified EHR data from the College Health Surveillance Network (CHSN), which contains over 1 million patients and 6 million visits from 31 student health centers across the United States [28] . In the experiments, we use the EHR data from 10 participating schools. The available information includes ICD-9 diagnostic codes, CPT procedural codes, and limited demographic information. There are over 200,000 enrolled students in those 10 schools representing all geographic regions of the US. The demography of enrolled students (sex, race/ethnicity, age, undergraduate/graduate status) closely matched the demography for the population of US universities.
Data Preparation -Among all diseases recorded in CHSN, we choose mental health disorders, including anxiety disorders, mood disorders, depression disorders, and other related disorders, as the targeted disease for early detection. We represent each patient using his/her diagnosis-frequency vector based on the clustered codeset, where four clustered codes (i.e., 651, 657, 658, 662) are considered to represent the diagnoses of mental health disorders. Specifically, if a patient has any of these four codes in his/her EHR, we say that he/she has been diagnosed with mental health disorders as ground truth.
Note that in our research, we do not predict these four types of mental disorders separately, as these four disorders are usually correlated and heavily overlapped in clinical practices [29] . Further, patients with less than two visits were excluded from the analysis. Notably, the visit data and corresponding diagnosis information within one-month (i.e., 30-90 days) of the first diagnosis of anxiety/depression in the target group is excluded for the aim of early detection at least 1 to 3-months prior to diagnosis. Until now, the diagnosisfrequency vectors used as predictors in our experiment only include the diagnosis frequency of physical health disorders and all mental health related information has been removed. In this case, our experiment is equivalent to predicting whether a patient would develop mental health disorders according to his/her past diagnoses of physical disorders.
Evaluation Metrics -To demonstrate the effectiveness of our method, we compared our method with baseline (5.12)
F1-score = 2 * T P 2 * T P + F P + F N where T P , T N , F P , and F N refer to the true-positive, true-negative, false-positive, and false-negative classification samples in early detection of mental health disorders respectively. Specifically, the Accuracy metric characterizes the proportion of patients who are accurately classified in the early detection of mental disorders. The F1-Score measures both correctness and completeness of the early detection.
Baseline Algorithms -To understand the performance impact of E 2 D 2 beyond classic LDA, we first propose four LDA baseline approaches to compare against E 2 D
2
, then three discriminative learning models are prepared for the comparison:
• LDA, Shrinkage and DIAG -These three algorithm are all based on the common implementation of generalized Fishier's discriminant analysis listed in Equation 2.2. Specifically, LDA uses the sample covariance estimation, and inverts the covariance matrix using pseudoinverse [30] when the matrix inverse is not available; Shrinkage is based on LDA, using a sparse estimation of sample covariance:
, where diag(Σ) refers to the diagonal matrix of the sample estimationΣ. DIAG is a special Shrinkage approach with β = 0.0.
• CRDA -This algorithm is a regularized LDA proposed in Witten and Tibshirani et al. [12] , which leverage the inverse covariance matrix estimated by Graphical Lasso Estimator addressed in Equation 3.6.
• Support Vector Machine (SVM) -Inspired by the previous studies [1, 2, 4], we use a linear binary SVM classifier with fine-tuned parameters.
• Logistic Regression (Logit. Reg.) -Inspired by the recent progress in depression prediction [31] , we use a Logistic Regression classifier.
• AdaBoost-10 and AdaBoost-50 -To compare an ensemble of learning methods, we use AdaBoost to ensemble multiple Logistic Regression classifiers, where AdaBoost-10 refers to the AdaBoost classifier based on 10 Logistic Regression instances and AdaBoost-50 refers to the one with 50 Logistic Regression instances.
With the seven algorithms, we perform experiments with following settings:
• Training Samples -we randomly selected 50, 100, 150, 200, and 250 patients with mental health disorders as the positive training samples, and randomly selected the same number of patients having not been diagnosed with any mental health disorders as negative training samples. Thus the training set of the two classes of patients is balanced.
• Testing Samples -we randomly selected 200 and 1000 patients (not included in the training set) from both positive/negative groups as the testing set. Thus the testing set is also balanced.
For each setting, we execute the seven algorithms and repeat 30 times.
Experiment Results
Overall Comparison - Table 1 presents the performance of our method and baselines on 1000 testing samples, while all other results are attached in the appendix [32] is more "precise" than the sample inverse covariance matrix used in simple LDA models when the training sample size is limited. In order to verify our hypothesis, we (1) gathered the EHR data of all 21,097 patients with mental health disorders from CHSN (4 years EHR of 23 US Universities); (2) randomly selected 10,000 patients with mental health disorders and another 10,000 patients without mental disorders to estimate the covariance matrix Σ l , (3) (T ) separately through measuring the error of matrices. We repeat steps 1 through 4 for a total 30 trials so as to obtain the average error between the inverse covariance matrices (same as negative samples and Σ − ). Figure 2 presents the average error between inverse covariance matrices in 1 -norm. The results show that, compared to LDA, the inverse covariance matrix estimated in 1 Pseudo inverse is adopted by classical LDA, when p > m 
using small samples is closer to the inverse covariance matrix estimated using large samples. Clearly the estimation used by CRDA is very close to the Non-sparse estimator. We compared the 1 -norm error of these two estimators and the results in Table 2 show that No-sparse estimator can always outperform Graphical Lasso with less error. Note that in our experiment, we simulated a training set with a relatively large sample size (i.e., 10,000). However, for realistic predictive model training, such a large number of samples is usually not available.
Related Work
In this section, we first summarize previous studies related to this paper from two aspects: data mining approaches to early detection of diseases and extensions to LDA learning. Then we compare our work to the most relevant work. Further, we discuss several open issues of our study.
Data Mining Approaches to EHR-based Early Detection of Disease
Given the raw EHR data, existing data mining efforts to EHR-based early detection first learn a set of features from EHR data to represent each patient. Specifically, the EHR data of each patient was represented as a vector consisting of the frequency of each diagnosis code that has been discovered in previous visits [1] [2] [3] . EHR data can also be represented using N-gram-alike [33] graphs, through counting the pairwise transitions between each pair of diagnosis codes in every visit [4, 5] . Most recently, Liu et al. proposed to represent the EHR of a patient using the temporal graphs, in order to preserve the temporal order of diagnoses partially [6] .
To reduce the dimensionality of EHR data, clustered ICD-9 codes [23] have been frequently used in practice, where each ICD-9 diagnosis code can map to one of 295 groups, compressing each raw diagnosis-frequency vector (≥ 15, 000 dimensions) to roughly 295 dimensions. Liu et al. discussed the method of dimensionality reduction for temporal EHR graphs through edge selection [6] . Given EHR data represented with vectors and graphs, researchers have proposed to predict the target disease through supervised learning, using downstream classifiers [4] or similarity search [1] [2] [3] . Given the EHR data with rich structures, sub-sequential pattern matching and sub-graph pattern matching are also leveraged to identify the risk of patients [5, 6].
Extensions to LDA Models
We introduce several statistical extensions to LDA in HDLSS settings to address the challenges presented by EHR data. As discussed above, when LDA works in HDLSS, there exists two major technical issues: 1) as shown in Equation 2.2, LDA requires the inverse covariance matrix for calculation, but the sample covariance matrix used in typical LDA is usually singular (non-invertible); and 2) the difference between sample (inverse) covariance matrix and the population (inverse) covariance matrix is extremely large, simulation studies [34] showed that the eignvectors of the two matrices can be nearly orthogonal. To handle the singular (non-invertible) covariance matrix issue, Ye et al. [30] proposed to use the Pseudo-inverse, while Direct LDA [35] leveraged the simultaneous diagonalization, to replace the matrix inverse operator. On the other hand, to obtain accurate parameter estimation for LDA under HDLSS settings, several works have proposed to sparsify the inverse covariance matrix [10] [11] [12] and linear coefficients [9] .
Comparing
is distinct in three ways:
1. First, compared to other data mining approaches for
is the first work that focuses on improving the performance of LDA model for EHR data classification with diagnosisfrequency vector data representation, by addressing the expected error rates under HDLSS settings. adopts a novel inverse covariance matrix estimator [21] to lower and bound the expected error rate of the LDA model with theoretical guarantee under HDLSS settings, while [9] [10] [11] [12] all focus on regularizing the the parameters of LDA using the "heuristics of sparsity".
To best of our knowledge, this paper is the first study that integrates [21] with LDA for Non-sparse CovarianceRegularized Discriminant Analysis and presents its theoretical properties.
Conclusion
In this paper, we proposed E 2 D 2 -a novel linear discriminant analysis framework for early detection of diseases, based on electronic health record data and diagnosisfrequency vector data representation. E 2 D 2 is designed to lower the expected error rate of LDA model using highdimensional EHR data, through regularizing the covariance matrix with a non-sparse (de-sparsified) inverse covariance estimator derived from Graphical Lasso. Our theoretical analysis showed that the proposed algorithm can stochastically bound the maximal expected error rate of LDA for high-dimensional data classification. The experimental results using real-world EHR dataset CHSN showed E 2 D 2 outperformed all baseline algorithms. Further the empirical studies on estimator comparison validated our theoretical analysis. 
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