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Представленные варианты комбинированных
оценок регрессии и результаты имитационного
эксперимента позволяют утверждать, что у комби
нированных оценок имеются широкие возможно
сти совершенствования.
Результаты эксперимента показывают, что
представленная комбинированная оценка регрес
сии со статистической оценкой весового коэффи
циента λ предпочтительнее, чем каждая из оценок
параметрической и непараметрической моделей.
Их преимущества проявляются как при малых
объемах выборок, так и при их интерполяции
за пределы эксперимента (N>125).
Результаты моделирования, представленные на рисунке,
получены с помощью кластера Межрегионального вычисли
тельного центра ТГУ СКИФ Cyberia (skif.tsu.ru). Автор выра
жает благодарность сотрудникам Центра за оказанную по
мощь.
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Введение
В последние годы сфера приложений теории
массового обслуживания расширилась благодаря
бурному развитию вычислительных, телекоммуни
кационных и производственных систем. Управляе
мые системы массового обслуживания (УСМО) яв
ляются адекватными моделями многих реальных
технических систем [1–9]. Значительное число ра
бот посвящено изучению систем массового обслу
живания (СМО), в которых моменты включения
и выключения резервных приборов, интенсив
ность обслуживания зависят от числа заявок в си
стеме или от длины очереди [1–4]. Однако суще
ствуют лишь отдельные работы, например [5–9],
в которых изучены СМО с управлением по време
ни ожидания. В данной статье рассматривается
УСМО, которая аналогична системе, изученной в
[8], но с гистерезисной стратегией управления од
нотипным резервным прибором.
1.Описание системы
Рассмотрим однолинейную систему массового
обслуживания с простейшим входящим потоком ин
тенсивности λ, к которой может подключаться ре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зервный прибор. Приборы однотипны, то есть об
служивание предполагается экспоненциальным
с интенсивностью μ как для основного, так и для ре
зервного приборов. Если заявка, находящаяся в не
который момент времени t первой в очереди, посту
пила в систему в момент времени t0, то величину
s(t)=t–t0 будем называть текущим временем ожида
ния заявки, находящейся первой в очереди. Дисци
плина обслуживания резервным прибором следую
щая: как только s – текущее время ожидания заявки,
находящейся в очереди первой, достигает величины
s1 (s1=const>0), подключается резервный прибор
и берет на обслуживание заявку, стоящую первой
в очереди. После обслуживания одной заявки любой
из двух приборов, окончивших обслуживание пер
вым, выключается (т. е. становится резервным), если
текущее время ожидания заявки, которая в этот мо
мент времени находится первой в очереди s<s0,
но оба прибора продолжают обслуживание, если s≥s0
(s0<s1). Отметим, что не различаются основной и ре
зервный приборы (симметричность приборов).
Необходимо найти такие оптимальные моменты
включения и выключения резервного прибора, x1opt,
x0opt, которые бы минимизировали средние суммар
ные потери такой системы в единицу времени.
Опишем СМО марковским случайным процессом
с компонентами [8]: {s(t), v(t)}, где v(t) – число рабо
тающих приборов в момент времени t. Особыми явля
ются состояния системы: {v(t)=0} (система пуста);
{v(t)=1} (очередь пуста, работает только один прибор);
{v(t)=2} (очередь пуста, работают оба прибора).
Будем рассматривать стационарный режим ра
боты системы. Достаточным условием существова
ния стационарного режима работы исследуемой
СМО является условие [8]: λ<2μ.
Финальную плотность вероятностей p(s,v) ве
личины (s,v) обозначим через p1(s) в области 0≤s≤s0,
если v(t)=1; p2(s) в области s0≤s≤s1, если v(t)=1; p3(s)
в области 0≤s≤s0, если v(t)=2; p4(s) в области s0≤s≤s1,
если v(t)=2; p5(s) в области s≥s1, для которой v (t)=2.
Аналогично тому, как это сделано в [8], получен
явный вид функций pi(s), i=1,5
⎯
и π(v), v=0,1,2:
(1)
где 
Если λ=μ, то pi(s), i=1,5
⎯
, π(v), v=0,1,2 имеют
следующий вид: 
(2)
где
2. Оптимизация системы
Рассмотрим случай, когда в СМО имеют место
потери только двух видов.
А. Потери от ожидания заявок в очереди
Пусть потери от ожидания i заявок в единицу
времени равны F (i). Тогда среднее значение потерь
на ожидание можно записать в виде: 
(3)
где
В частности, если F(i)=D1i, то F(s)=D1(λs+1), где
D1 – положительная константа, имеющая смысл
потерь от ожидания одной заявки в единицу вре
мени.
Б. Потери на амортизацию резервного прибора
Будем считать, что работа резервного прибора
приводит к потерям в единицу времени, равным D2
(D2=const>0). Тогда среднее значение потерь
на амортизацию резервного прибора в единицу
времени имеет вид
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(4)
Таким образом, с учетом (3) и (4) средние сум
марные потери системы массового обслуживания
в единицу времени примут вид:
(5)
где pi(s), i=1,5
⎯
и π(2) для значений λ≠μ и λ=μ име
ют, соответственно, вид (1) и (2).
Задача оптимизации такой системы массового
обслуживания сводится к нахождению таких мо
ментов s0opt, s1opt, которые минимизируют функцию
потерь (5). Эта задача решена численно.
Частный случай
Рассмотрим СМО, в которой потери от ожида
ния описываются функцией потерь, линейно зави
сящей от числа заявок в системе F(i)=D1i, где D1 –
потери от ожидания одной заявки в единицу вре
мени. Тогда средние суммарные потери системы
в единицу времени имеют вид
(6)
Переходя в (6) к безразмерным величинам
ω=μ/λ, x0=λs0, x1=λs1, учитывая (1) и (2), запишем
функцию потерь (6) в виде:
(7)
где при ω≠1
а при ω=1
Аналитически решить задачу нахождения опти
мальных моментов x1opt, x0opt, включения и выключе
ния резервного прибора, которые минимизируют
функцию потерь (7), не удалось. Задача оптимиза
ции рассматриваемой УСМО решена численно.
В таблице приведены значения оптимальных мо
ментов x1opt, x0opt, минимизирующих функцию по
терь (7), если ω=1, ω=2 для некоторых значений
T=D1/D2.
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Полученные результаты могут быть использова
ны при оптимизации систем, где важна не длина
очереди, а время ожидания заявок в очереди.
Выводы
1. Изучена гистерезисная стратегия управления
однотипным, симметричным резервным при
бором, управляемым по текущему времени
ожидания заявки, находящейся первой в оче
реди. Получен явный вид функции потерь
при различных значениях входных параме
тров.
2. Проведена оптимизация системы при учете по
терь на ожидание и амортизацию.
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Постановка задачи
В работах [1, 2] предложен алгоритм разбиения
совокупности объектов Q (терминальных точек)
распределенной системы, расположенных на огра
ниченной территории (топологическом поле),
на заданное число множеств Qj, j=1,2,…, m, каждое
из которых содержит равное число объектов. Рас
положение объектов qi∈Q, j=1,2,…, n на топологи
ческом поле задается координатами. Критерием
разбиения является минимальная суммарная ком
пактность множеств Qj, входящих в wй вариант
разбиения {Qj}w, w∈W. Компактность множества Qj,
оценивается величиной Rj, равной сумме расстоя
ний от объекта qi∈Qj до топологического центра
расположения множества Qj на топологическом
поле. В ряде случаев наряду с оценкой Rj использу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Вводится понятие компактного множества объектов распределенной системы и предлагается эффективный алгоритм формиро!
вания таких множеств. На основе компактных множеств предложено два способа определения нижней границы оценки ком!
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