This paper presents a new approach to studying the kernel of the additive homomorphism from H q (G n,k ) to H q+1 (G n,k ) given by the cup-product with the first Stiefel-Whitney class of the canonical k-plane bundle over the Grassmann manifold G n,k of all k-dimensional vector subspaces in Euclidean n-space. This method enables us to improve the understanding of the Z 2 -cohomology of the "oriented" Grassmann manifold G n,k of oriented k-dimensional vector subspaces in Euclidean n-space. In particular, we derive new information on the characteristic rank of the canonical oriented k-plane bundle over G n,k and the Z 2 -cup-length of G n,k . Our results on the cup-length for three infinite families of the manifolds G n,3 confirm the corresponding claims of Fukaya's conjecture from 2008.
Introduction
The Z 2 -cohomology algebra of the "unoriented" Grassmann manifold G n,k (k n − k) of k-dimensional vector subspaces in R n has a simple description in terms of generators and relations [3] : we can write
where dim(w i ) = i and the ideal I n,k is generated by the k homogeneous components of (1 + w 1 + · · · + w k ) −1 in dimensions n − k + 1, . . . , n. If γ n,k (briefly γ) denotes the canonical k-plane bundle over G n,k , then the indeterminate w i is a representative of the ith Stiefel-Whitney class w i (γ) in the quotient algebra H * (G n,k ). For w i (γ), we shall also use w i as an abbreviation. Note that all cohomology in this paper will be taken with coefficients in Z 2 . Also note that w i = w i (γ) should not be confused with the Stiefel-Whitney classes of the manifold, namely w i (G n,k ) = w i (T G n,k ), the Stiefel-Whitney classes of its tangent bundle.
We write here and elsewhere H j−1 (G n,k )
w1
−→ H j (G n,k ) for the homomorphism given by the cup-product with the Stiefel-Whitney class w 1 (ξ) = w 1 = w 1 (γ ⊥ ), and p : G n,k → G n,k is the obvious covering projection. Note that G n,k is always orientable as a manifold, whereas G n,k is an orientable manifold if and only if n is even.
It is known [14] that Im(p * : H * (G n,k ) −→ H * ( G n,k )) is a self-annihilating subspace of H * ( G n,k ) of half the dimension. Very little is known about the algebra H * ( G n,k ), apart from the cases of (n − 1)-dimensional spheres G n,1 ∼ = S n−1 and complex quadrics G n,2 . This is due to the fact that it is difficult to obtain information on cohomology classes that generate
A reason for this is that, in general, it is hard to calculate explicitly in H * (G n,k ) and determine the kernel of w 1 ; of course, by (2) , the latter vector space is the same as Im(ψ).
Over G n,k we have the canonical oriented k-plane bundle γ n,k (briefly γ), which is isomorphic to p * (γ). As a consequence, p * (w i ) = w i for all i, where w i is an abbreviation, used throughout the paper, for the Stiefel-Whitney class w i ( γ n,k ); note w 1 = 0. The subspace C(j; n, k) := Im(p * ) of the Z 2 -vector space H j ( G n,k ) is the characteristic subspace (all its elements can be expressed in the Stiefel-Whitney characteristic classes of γ n,k ; that is why we call it by this name). If we denote dim(C(j; n, k)) by
the right-hand side being the jth Z 2 -Betti number of G n,k .
Recall [10, 8] that, for a real vector bundle α over a path-connected CW -complex X, its characteristic rank, charrank(α), is defined to be the greatest integer q, 0 q dim(X), such that every cohomology class in H j (X), 0 j q, is a polynomial in the Stiefel-Whitney classes w i (α) ∈ H i (X). In particular (see [7] ), if T M is the tangent bundle of a smooth closed connected manifold M , then charrank(T M) is the characteristic rank of M , denoted charrank(M ). Now the greatest integer q such that
is nothing but the characteristic rank of γ n,k , briefly charrank( γ n,k ).
Of course, we have
is the least degree, in which an "anomalous" (not expressible exclusively in the Stiefel-Whitney classes of γ n,k ) generator of H * ( G n,k ) appears. Note that (see (2) ) charrank( γ n,k ) j (for some j) if and only if p * :
When we know that some cohomology group of G n,k , in a degree not exceeding half of dim( G n,k ), does not vanish, we can use it to obtain an upper bound for charrank( γ n,k ). More precisely, due to the fact that the subspace Im(p
Under certain conditions, the characteristic rank of a vector bundle over a smooth closed connected manifold M and the Z 2 -cup-length, denoted by cup(M ), are nicely related, as shown in the following generalization of [7, Theorem 1.1] which, in particular, will be used (in Section 3) for deriving upper bounds or exact values for the cup-length of G n,k . Theorem 1.1 (Naolekar and Thakur [10] 
where r M is the smallest positive integer such that H r M (M ) = 0.
In addition, for any j charrank( γ n,k ), one sees that both the w 1 -homomorphisms in the Gysin sequence (2) are injective and the homomorphism p
Of course, now dim(Im(w 1 :
The difference of the Z 2 -Betti numbers of the Grassmann manifold G n,k on the right-hand side is readily calculable from the Poincaré polynomial, and is nothing but the number of linearly independent semi-invariants of degree k and weight j of a binary form of degree n − k, provided j
(note that the latter number equals 1 2 dim(G n,k )), by a theorem of Cayley and Sylvester (see [11, Satz 2.21] ). This interesting interpretation of the Betti numbers b j ( G n,k ) for
seems to have remained unnoticed thus far. Theorem 2.1 in [8] , on lower bounds or exact values for charrank( γ n,k ) (3 k n − k), gives information on the structure of the Z 2 -cohomology of the manifold G n,k .
In the present paper, we add further results. As compared to [8] , we present a different approach to studying the kernel of w 1 . Some of the new results on the characteristic rank presented here imply new exact values of the Z 2 -cup-length of G n,k . In particular, our results on the cup-length of three infinite families of the manifolds G n,3 in Theorem 3.6(2) confirm the corresponding claims of Fukaya's conjecture [4, p. 196 ].
2. An approach to studying the kernel of w 1 The aim of this section is to develop tools for studying the kernel of the homomorphism
A key rôle will be played by the fact that, for the Z 2 -vector space
is an additive basis. This follows from [9, Corollary 6.7] ; another proof can be found in [5] . We shall refer to the basis (4) as "standard basis" in this paper. We say that an element, w
, of the standard basis is regular (with respect to the homomorphism w 1 :
An element of the standard basis that is not regular is said to be singular.
is greater than or equal to the number of regular elements of the standard basis for
does not exceed the number of singular elements of the standard basis for H j (G n,k ). The latter inequality can be concretized. Indeed, let p({1, 2, . . . , k − 1}, x) denote the number of partitions of a non-negative integer x into parts, each taken from the set {1, 2, . .
is the total number of partitions of x.
Proposition 2.1. For the Grassmann manifold
Since a 1 is uniquely determined by the equation a 1 = n − k − a 2 − · · · − a k , the number of singular elements of the standard basis is equal to p({1, 2, . . . , k − 1}, x).
Remark 2.2. Of course, the vanishing of α
The next lemma is elementary and stated without proof. 
. . , n are the generators of the ideal I n,k ; see (1) . In addition, let g i (w 2 , . . . , w k ) (briefly just g i ) denote the reduction ofw i (w 1 , . . . , w k ) modulo w 1 . We note thatw i is a representative of the Stiefel-Whitney class
. . . , n, then the polynomials g i (w 2 , . . . , w k ) are representatives of some multiples (by an abuse of notation, also denoted by g i (w 2 , . . . , w k ), briefly g i ) of the first Stiefel-Whitney class w 1 in the quotient algebra H * (G n,k ). The singular elements of the standard basis in H n−k+x (G n,k ) (x 0), when multiplied by w 1 , do not produce elements of the standard basis in H n−k+x+1 (G n,k ). Combined with Lemma 2.3 (where we take those elements of the standard basis divisible by w 1 in the rôle of the vectors a i and the others in the rôle of the vectors b j ), this explains why the following proposition focuses on elements of the form w 
Proposition 2.4. For a non-negative integer x, we associate with
In particular, if x n − k − 1 and the set N x (G n,k ) is linearly independent, then
is a monomorphism and α n−k+x ( G n,k ) vanishes.
Proof. Part (1) . The set {w
If S is a set of positive integers and p(S, j) is the number of partitions of j whose parts are from S, then (see [1, Theorem 1.1] if needed) we have, for |q| < 1,
Part (3)
. This is obviously implied by Lemma 2.3 and the first two parts of this proposition.
Results on the characteristic rank and cup-length
In this section, the tools developed in Section 2 yield new bounds or exact results on the characteristic rank of γ n,k (for odd n, also on the characteristic rank of G n,k ). These lead to obtaining infinitely many new exact values of the cup-length of G n, 3 , regarded as likely in Fukaya's conjecture [4, p. 196 
In addition, if n is odd, then the replacement of the canonical bundle γ n,k by the corresponding manifold G n,k gives the corresponding result on charrank( G n,k ).
Proof. It is known ([8, Theorem 2.1] and the final part of its proof) that if n is odd, then charrank( γ n,k ) = charrank( G n,k ). Thus it suffices to prove Parts (1) and (2).
Part (1) . By Remark 2.2, charrank( γ n,2 ) n − 3 for all n. If n is odd, then N 0 (G n,2 ) (see Proposition 2.4) only contains g n−1 . From (1 + w 2 ) −1 = 1 + w 2 + w 
The following lemma (when combined with (6)) will also be useful; cf. each of the four tables that occur in the proof of Theorem 3.1. Proof of the lemma. We know [6] , for all j 1, that
Part (a). Of course, a necessary condition for w 
Writing m = 6a + b (0 b 5), from (7), one either directly sees that w where the third last and second last coefficients are abbreviated,
Thus, of course, w 
Writing m = 6a + b (0 b 5), one either directly sees, from (7), that w 3 2 g m−2 + w 3 g m+1 = 0, or that the divisibility condition (9) 
(2).
Case s = 1. We have 2 t−1 < n < 2 t − 3 and assumptions of the theorem imply that n 9. By [8, Theorem 2.1], we know that charrank( γ n+r,3+r ) n − 2. One readily calculates (see Proposition 2.4) that
Since (see (6)) w 2 g n−2 = 0, g n = 0 and, since w 2 g n−2 + g n = w 3 g n−3 = 0, the set N 2 (G n,3 ) is linearly independent. At the same time, w 2 , w 3 , . . . , w 3+r ), g n (w 2 , w 3 , . . . , w 3+r )}.
By iterating the obvious "inclusion"
such that, for the pullbacks, we have j * (γ) ∼ = γ ⊕ rε (here rε is the trivial r-plane bundle) and j
Of course, for the induced cohomology homomorphism, we have that j * (w i ) = w i (with the right-hand side zero when k = 3 and i 4) and j 3+r ) ) is linearly independent, N 2 (G n+r,3+r ) has this property as well. Proposition 2.4(3) implies that α n−1 ( G n+r,3+r ) = 0 and charrank( γ n+r,3+r ) n − 1.
Case s = 2. Now 2 t−1 < n < 2 t − 4 and assumptions of the theorem imply that n 9. By the result for s = 1, we know that charrank( γ n+r,3+r ) n − 1. Since w 3 g n−2 = 0, w 2 g n−1 = 0, and w 3 g n−2 + w 2 g n−1 = g n+1 = 0, the set
is linearly independent. Similarly to the case of s = 1, one sees for r > 0 that the set N 3 (G n+r,3+r ) = {w 3 g n−2 , w 2 g n−1 , g n+1 } is independent. Thus Proposition 2.4 (3) implies that we have α n ( G n+r,3+r ) = 0 and charrank( γ n+r,3+r ) n.
Case s = 3. We have 2 t−1 + 1 < n < 2 t − 5; assumptions of the theorem imply that n 10. By the result for s = 2, we know that charrank( γ n,3 ) n. One verifies that N 4 (G n,3 ) consists precisely of the obviously nonvanishing elements w 2 2 g n−2 , w 3 g n−1 , and w 2 g n ; they are linearly independent, as the following table shows.
By Proposition 2.4(3), now α n+1 ( G n,3 ) = 0 and charrank( γ n,3 ) n + 1.
Case s = 4. Now 2 t−1 + 1 < n < 2 t − 6 and, by assumptions of the theorem, we have n 18. By the result for s = 3, we know that charrank( γ n,3 ) n + 1. We see that N 5 (G n,3 ) consists precisely of the obviously nonvanishing elements w 2 w 3 g n−2 , w 2 2 g n−1 , and w 3 g n ; they are linearly independent, as the following table shows.
So we have proved that α n+2 ( G n,3 ) = 0, and Proposition 2.4(3) implies that now charrank( γ n,3 ) n + 2. Case s = 5. We have 2 t−1 + 2 < n < 2 t − 7 and assumptions of the theorem imply that n 19. By the result for s = 4, we know that charrank( γ n,3 ) n + 2. One calculates that N 6 (G n,3 ) consists precisely of the obviously nonvanishing elements w 3 2 g n−2 , w 2 3 g n−2 , w 2 w 3 g n−1 , and w 2 2 g n . The following table shows that they are linearly independent. Case s = 6. We have 2 t−1 + 2 < n < 2 t − 8 and assumptions of the theorem imply that n 19. By the result for s = 5, we know that charrank( γ n,3 ) n + 3. One calculates that N 7 (G n,3 ) consists precisely of the obviously nonvanishing elements w 2 2 w 3 g n−2 , w 3 2 g n−1 , w 2 3 g n−1 , and w 2 w 3 g n . The following table shows that they are linearly independent. In the proof of Theorem 3.1(2) for s = 1 or s = 2, we have extended a specific lower bound for the characteristic rank of G n,3 to a lower bound for the characteristic rank of G n+r,3+r (r 0). The following theorem brings an additional piece of information on the homomorphism w 1 and offers further possibilities for extensions of results on the characteristic rank of the vector bundle γ n,k . 
(2) An obvious consequence of (1) is that if charrank( γ n,k ) l then, for any nonnegative integer r, we have charrank( γ n+r,k+r ) l.
we have w n−2 2 2 = 0 and cup( G n,2 ) n 2 . We know, from Theorem 3.1, that charrank( γ n,2 ) n − 3; Theorem 1.1 gives cup( G n,2 ) = n 2 . We know, from Theorem 3.1, that charrank( γ n,2 ) n − 3.
Admitting that charrank( γ n,2 ) n − 2 implies a false inequality, cup( G n,2 ) n−1 2 .
[An alternative: since b n−2 (G n,2 ) = n 2 and b n−1 (G n,2 ) = n−3 2 , the homomorphism w 1 : H n−2 (G n,2 ) −→ H n−1 (G n,2 ) is not injective, and we conclude that charrank( γ n,2 ) n − 3.] Thus charrank( γ n,2 ) = n − 3, as claimed.
Part (2) . We first note that, for any non-negative integer x, one has an obvious "inclusion"j : G 
For G indeed. The proof of Theorem 3.6 is finished.
