We study composite likelihood estimation of the covariance parameters with data from a one-dimensional Gaussian process with exponential covariance function under fixed domain asymptotics. We show that the weighted pairwise maximum likelihood estimator of the microergodic parameter can be consistent or inconsistent, depending on the range of admissible parameter values in the likelihood optimization. On the contrary, the weighted pairwise conditional maximum likelihood estimator is always consistent. Both estimators are also asymptotically Gaussian when they are consistent, with asymptotic variance larger or strictly larger than that of the maximum likelihood estimator. A simulation study is presented in order to compare the finite sample behavior of the pairwise likelihood estimators with their asymptotic distributions.
Introduction
Gaussian processes are widely used in statistics to model spatial data. When fitting a Gaussian field, one has to deal with the issue of the estimation of its covariance function. In many cases, it is assumed that this function belongs to a given parametric model or family of covariance functions, which turns the problem into a parametric estimation problem. Within this framework, the maximum likelihood estimator (MLE) Stein (1999) ; Williams and Rasmussen (2006) of the covariance parameters of a Gaussian stochastic process observed in R d , d ≥ 1, has been deeply studied in the last years in the two following asymptotic frameworks.
The fixed domain asymptotic framework, sometimes called infill asymptotics (Stein, 1999; Cressie, 1993) , corresponds to the case where more and more data are observed in some fixed bounded sampling domain (usually a region of R d ). The increasing domain asymptotic framework corresponds to the case where the sampling domain increases with the number of observed data and the distance between any two sampling locations is bounded away from 0. The asymptotic behavior of the MLE of the covariance parameters can be quite different under these two frameworks Zhang and Zimmerman (2005) .
Under increasing-domain asymptotics, generally speaking, for all (identifiable) covariance parameters, the MLE is consistent and asymptotically normal under some mild regularity conditions. The asymptotic covariance matrix is equal to the inverse of the (asymptotic) Fisher information matrix (Mardia and Marshall (1984) ; Shaby and Ruppert (2012) ; Bachoc (2014) ).
The situation is significantly different under fixed domain asymptotics. Indeed, two types of covariance parameters can be distinguished: microergodic and non-microergodic parameters Ibragimov and Rozanov (1978) ; Stein (1999) . A covariance parameter is microergodic if, for two different values of it, the two corresponding Gaussian measures are orthogonal, see Ibragimov and Rozanov (1978) ; Stein (1999) . It is non-microergodic if, even for two different values of it, the two corresponding Gaussian measures are equivalent. Non-microergodic parameters cannot be estimated consistently, but misspecifying them asymptotically results in the same statistical inference as specifying them correctly Stein (1988 Stein ( , 1990a ; Zhang and Zimmerman (2005) . In the case of isotropic Matérn covariance functions with d ≤ 3, Zhang (2004) shows that only a reparametrized quantity obtained from the scale and variance parameters is microergodic. The asymptotic normality of the MLE of this microergodic parameter is then obtained in Kaufman and Shaby (2013) . Similar results for the special case of the exponential covariance function were obtained previously in Ying (1991) .
The maximum likelihood method is generally considered the best option for estimating the covariance parameters of a Gaussian process (at least in the framework of the present paper, where the true covariance function does belong to the parametric model, see also Bachoc (2013 Bachoc ( , 2018 ). Nevertheless, the evaluation of the likelihood function under the Gaussian assumption requires to solve a system of linear equations and to compute a determinant. For a dataset of n observations, the computational burden is O(n 3 ), making this method computationally impractical for large datasets. This fact motivates the search for estimation methods with a good balance between computational complexity and statistical efficiency.
Among these methods, we can mention low rank approximation (see Stein (2014) and the references therein for a review), sparse approximation Hensman and Fusi (2013), covariance tapering Furrer et al. (2006) ; Kaufman et al. (2008) , Gaussian Markov Random Fields approximation Rue and Held (2005) ; Datta et al. (2016) , submodel aggregation Hinton (2002) ; Tresp (2000) ; Cao and Fleet (2014) ; Deisenroth and Ng (2015) ; van Stein et al. (2015) ; Rullière et al. (2018) and composite likelihood (CL).
With CL we indicate a general class of objective functions based on the likelihood of marginal or conditional events Varin et al. (2011) . This kind of estimation method has two important benefits: it is generally appealing when dealing with large data sets and/or it can be helpful when it is difficult to specify the full likelihood. In this paper we focus on a specific type of composite likelihood called pairwise likelihood. Examples of the use of pairwise likelihood in the Gaussian and non Gaussian case can be found in Heagerty and Lele (1998) , Bevilacqua et al. (2012) , Bevilacqua and Gaetan (2015) , Guan (2006) and Feng et al. (2014) to name a few.
The increasing domain asymptotic properties of the weighted pairwise likelihood estimator in the Gaussian case can be found in Bevilacqua and Gaetan (2015) . Under this setting for all (identifiable) covariance parameters, the pairwise likelihood estimator is consistent and asymptotically normal under some mild regularity conditions. The asymptotic covariance matrix is equal to the inverse of the (asymptotic) Godambe information matrix.
There are no results under fixed domain asymptotics for composite likelihood to the best of our knowledge. In this paper we study the asymptotic properties of the pairwise likelihood estimation method when estimating data from a one-dimensional Gaussian process with exponential covariance model. This covariance model is particularly amenable to theoretical analysis of the MLE, as its Markovian property yields an explicit (matrix-free) expression of the likelihood function Ying (1991) . Thus, the MLE for this model has been studied in Ying (1991) Chen et al. (2000) ; Chang et al. (2017) , and also in higher dimension in Ying (1993) ; van der Vaart (1996) ; Abt and Welch (1998) .
Under the same setting as in Ying (1991) , we study the consistency and asymptotic normality of the weighted pairwise maximum likelihood estimator (WPMLE) and of the weighted pairwise conditional maximum likelihood estimator (WPCMLE). We show that the WPMLE is inconsistent if the range of admissible values for the variance parameter is too large compared to that for the scale parameter. Conversely, we show that the WPMLE is consistent if the range of admissible values for the variance parameter is restricted enough compared to that for the scale parameter. In contrasts, we prove that the WPCMLE is consistent regardless of the ranges of admissible values for the scale and variance. Both estimators are also asymptotically Gaussian in the cases where they are consistent. The asymptotic variance of these estimators is no smaller than that of the MLE, and is strictly larger for equispaced observation points, when non-zero weights are given to pairs of non successive observation points.
The proofs of the asymptotic results rely on Lemma 1, that expresses the weighted pairwise (conditional) likelihood criteria as combinations of full likelihood criteria for subsets of the observations. This enables to exploit the asymptotic approximations obtained by Ying (1991) for the full likelihood. The consistency results are then obtained similarly as in Ying (1991) . The inconsistency results are obtained by a careful analysis of the limit weighted likelihood criterion, together with results on extrema of Gaussian processes (see the proof of Theorem 1). Finally, the asymptotic normality results are obtained by means of a central limit theorem for weakly dependent variables, together with the use of Lemma 1 and of the approximations in Ying (1991) .
It turns out that a suitable choice of the symmetric weights used in the pairwise likelihood is crucial for improving the asymptotic statistical efficiency of the method. In particular, the choice of compactly supported weights with a specific cut-off generally decrease the asymptotic variance and, as special case, if the pairwise likelihood is constructed only from adjacent pairs then the asymptotic efficiency of the MLE is attained.
These results are consistent with the increasing domain setting since it has been shown, by means of simulation studies, that weighting schemes downweighting observations that are far apart in time and/or in space, are preferable to the pairwise likelihood involving all possible pairs (Varin and Vidoni, 2006; Joe and Lee, 2009; Bevilacqua and Gaetan, 2015) .
A simulation study compares the finite sample properties of the weighted pairwise likelihood estimators with their asymptotic distributions, using maximum likelihood as a benchmark.
The paper falls into the following parts. In Section 2 we introduce pairwise (conditional) likelihood estimation. In Section 3 we provide the consistency and inconsistency results. In Section 4 we provide the asymptotic normality results, together with the analysis of the asymptotic variance. In Section 5 we discuss the numerical results. Concluding remarks are given in Section 6. The proofs are postponed to the appendix.
Pairwise (conditional) likelihood estimation
In the following, we will consider a stationary zero-mean Gaussian process Z = {Z(s), s ∈ [0, 1]}, with covariance function given by, for s, t ∈ R,
for fixed θ 0 , σ 2 0 ∈ (0, ∞). For θ, σ 2 ∈ (0, ∞) we let ψ = (θ, σ 2 ), we call σ 2 the variance parameter and we call θ the scale (correlation decay) parameter. We let ψ 0 = (θ 0 , σ 2 0 ). The Gaussian process Z is known as the stationary Ornstein-Uhlenbeck process. We let s (n) i n∈N,i=1,...,n be a triangular array of observations points in [0, 1]. For n ∈ N, we let (s 1 , . . . , s n ) = (s (n) 1 , . . . , s (n) n ) for simplicity and we assume without loss of generality that s 1 < . . . < s n . The observation vector can thus be written as Z n = (Z(s 1 ), . . . , Z(s n )) .
For s, t ∈ [0, 1], we let
be the log-likelihood criterion associated to the bivariate random vector [Z(s), Z(t)] T . The quantity l s,t (ψ) is −2 times the logarithm of the probability density function of the vector [Z(s), Z(t)] T , when considering that Z has covariance function given by (1) with ψ 0 replaced by ψ. We also let l t|s (ψ) = log(σ 2 ) + log(1 − e −2θ|s−t| ) + (Z(t) − e −θ|s−t| Z(s)) 2 σ 2 (1 − e −2θ|s−t| ) be the conditional log-likelihood criterion of Z(t) given Z(s). The quantity l t|s (ψ) is −2 times the logarithm of the conditional probability density function of Z(t) given Z(s), when considering that Z has covariance function given by (1) with ψ 0 replaced by ψ. We let (w (n) i,j ) n∈N,i,j=1,...,n,i =j be a triangular array of weights in [0, ∞). We let w (n) i,j = w i,j for simplicity. Then, we define the weighted pairwise log-likelihood function pl n as
and the weighted pairwise conditional log-likelihood function pcl n as
Finally, for J ⊂ (0, ∞) 2 , we define the WPMLE and WPCMLE as
In the rest of the paper, we will consider the case where the weights (w (n) i,j ) are so that for any n ∈ N and i, j = 1, . . . , n, i = j, w i,j = w |i−j| with (w k ) k∈N a fixed sequence of non-negative numbers, not all of which being zero. We let K = max{i ∈ N; w i = 0}, where we allow for K = +∞ if (w k ) k∈N has infinitely many non-zero elements. The quantity K is fixed independently of n and K < +∞ if an only if the sequence (w k ) k∈N has finitely many non-zero elements. We remark that K ≥ 1 since (w k ) k∈N is not the zero sequence.
We now give convenient expressions for the weighted pairwise log-likelihood and weighted pairwise conditional log-likelihood functions in the following lemma.
Lemma 1. Let, for k = 1, ..., n − 1 and a = 0, ..., k − 1, x (k,a) j = s 1+a+jk , for j ∈ N so that 1 + a + jk ≤ n. Then we have, with x the largest integer that is smaller or equal to x, and with the convention that b
and
The benefit of Lemma 1 is that the rightmost sum in (6) can be expressed as a (full) log likelihood for a subset (that depends on k and a in (6)) of (s 1 , . . . , s n ) (see Lemma 1 in Ying (1991) ). Similarly, the rightmost sum in (5) can be expressed conveniently as a function of this (full) log likelihood. We refer to the Proofs of Theorems 1, 2 and 3 for details.
Consistency and inconsistency
It is well-known that, in the case of the exponential covariance model given in (1), the parameters σ 2 and θ are non-microergodic and only the parameter σ 2 θ is microergodic Ying (1991) ; Zhang (2004) . Hence, we study the consistency, inconsistency and asymptotic normality for the estimatorŝ θ plσ 2 pl andθ pclσ 2 pcl of σ 2 0 θ 0 given in (4). In the next theorem, we let J be of the form
We characterize, as a function of J, the cases where the WPMLE is consistent and those where it is inconsistent.
pl converges to θ 0 σ 2 0 almost surely. Theorem 1 can be interpreted as follows: The pairwise likelihood criterion can be decomposed as the sum of two functions, that correspond to the two triple sums in (12) in the proof of Theorem 1. The second function (the second triple sum) is a function of θ and σ 2 which maximizer would yield a consistent estimator of θ 0 σ 2 0 . The first function (the first triple sum) is a function of σ 2 and not of θ, and has random fluctuations that do not become negligible as n → ∞. The consequence of these fluctuations is that the WPMLE of θ 0 σ 2 0 is inconsistent if the range of possible values for σ 2 is too large compared to that for θ (cases (i) and (iii)). On the contrary, if the range of possible values for θ is large enough compared to that for σ 2 , then the WPMLEθ pl is able to compensate, so to speak, these non-negligible fluctuations. More precisely, independently of the value ofσ 2 pl , in the cases (ii) and (iv), because of the good behavior of the second triple sum in (12), the value ofθ pl will be so thatθ plσ 2 pl does converge to θ 0 σ 2 0 . This discussion is the basis of the proof of Theorem 1, to which we refer for more details.
It should be mentioned that, under increasing-domain asymptotics, the WPMLE of (θ 0 , σ 2 0 ), and thus of θ 0 σ 2 0 , is consistent, independently of the form of J, provided J contains (θ 0 , σ 2 0 ) (see the general results given in Bevilacqua and Gaetan (2015) ). It can indeed be checked that the first triple sum in (12) has random fluctuations that are typically asymptotically negligible under increasing-domain asymptotics. Hence, we have an additional illustration of the important qualitative differences that can appear when comparing fixed and increasing-domain asymptotics (see also Zhang and Zimmerman (2005) ).
From a practical standpoint, Theorem 1 provides a warning when using the WPMLE. In particular, a situation that often occurs in practice is the case (iii), where θ has a compact range of allowed values and where for any fixed θ, the value of σ 2 that maximizes the pairwise likelihood (without restriction) can be computed explicitly. This case (iii) is a case of inconsistent estimation of the microergodic parameter.
The following theorem gives the consistency of the WPCMLE for the microergodic parameter, for all the cases for J under investigation in Theorem 1. Hence, Theorems 1 and 2 jointly provide an incentive to use pairwise conditional likelihood rather than pairwise (unconditional) likelihood in practice.
and assume that there existθ,σ 2 in J so thatθσ 2 = θ 0 σ 2 0 . Then,θ pclσ 2 pcl converges to θ 0 σ 2 0 almost surely.
Asymptotic normality
Throughout this section, we assume that max i=1,...,n−1 (s i+1 − s i ) → 0 as n → ∞. In order to express the asymptotic variance, in the asymptotic normality result in Theorem 3 below, let us define, for i ∈ N and k ∈ N, with i ≥ 1 and i + k ≤ n,
.
Let us also define
In Lemma 2, we provide an asymptotic approximation of τ 2 n when K < +∞.
We have as n → ∞
In Lemmas 3 and 4, we show that τ 2 n is lower and upper bounded as n → ∞.
Lemma 3. Assume that K < +∞. Then we have lim inf n→∞ τ 2 n ≥ 2( K k=1 w k ) 2 . Lemma 4. Assume that K < +∞. Then we have lim sup n→∞ τ 2 n < +∞. Then, the following theorem establishes the asymptotic normality of the WPMLE (in the cases where it is consistent) and of the WPCMLE (in all the cases) of the microergodic parameter.
Theorem 3. Under the cases (ii) and (iv) of Theorem 1, and under the same conditions as in this theorem, we have
Furthermore, under the same conditions as in Theorem 2, we have
Because of Lemmas 3 and 4, we see that the rate of convergence is √ n in Theorem 3. Furthermore, it is shown in Ying (1991) that the asymptotic variance of the MLE of θ 0 σ 2 0 is 2(θ 0 σ 2 0 ) 2 . Hence, from Lemma 3, we see that the WPMLE and WPCMLE have a larger asymptotic variance than the MLE, which is in agreement with the fact that the MLE is generally considered to be the most efficient statistically. We also observe that the asymptotic variance of the WPMLE and WPCMLE depends on the triangular array of observation points (see Lemma 2), while that of the MLE does not. A similar conclusion was obtained in Bachoc et al. (2017) when considering a cross validation estimator in the same context.
Remark 1: It can be shown, from Lemma 1 and from Lemma 1 in Ying (1991) , that the WPMLE and WPCMLE asymptotically coincide with the MLE when K = 1 (that is when w 1 > 0 and w k = 0 for k ≥ 2) and under the conditions of Theorem 3. When K = 1, it is easily seen from (7) that τ 2 n = 2w 2 1 +o(1) so that, indeed, the WPMLE and WPCMLE have the same asymptotic variance as the MLE.
In the following lemma, we show that for equispaced observation points, the asymptotic variance of the WPMLE and WPCMLE is strictly larger than that of the MLE when one of the w k , k ≥ 2 is non-zero.
Lemma 5. If s i = i/n for all n ∈ N and i = 1, ..., n and if 2 ≤ K < +∞, then liminf n→∞ τ 2 n > 2( K i=1 w k ) 2 . Remark 2: The sequence of weights (w 1 , 0, . . .) with w 1 > 0 provides the smallest asymptotic variance because of the fact that, in this case, the log-likelihood function is asymptotically equal to a sum of pairwise conditional log likelihoods for consecutive observation points (see Lemma 1 in Ying (1991) ). This is specific to the exponential covariance function in (1). For more general families of covariance function, it is possible that it is more efficient to use other weight configurations than (w 1 , 0, . . .).
Remark 3: The log likelihood criterion can be evaluated with a O(n) computational cost (see Lemma 1 in Ying (1991) ). Hence, here the WPMLE, WPCMLE and MLE have the same computational cost but in general, the likelihood evaluation cost is O(n 3 ) in time and O(n 2 ) in storage, while this cost remains O(n) for weighted pairwise likelihood criteria (when K < +∞) irrespectively of the covariance function.
Numerical experiments
The main goal of this section is to compare the finite sample behavior of the WPMLE and WPCMLE of the microergodic parameter of the exponential covariance model in (1) with the asymptotic distributions given in Theorem 3, using the MLE as a benchmark.
In a first simulation study we consider a set of points in [0, 1] defined by s i+1 = s i + 0.02/L with s 1 = 0 and s n = 1. We let L = 1, 2, 4, 8, 16, that is we consider n = 51, 101, 201, 401, 801 points.
For each L, with the Cholesky decomposition, we simulate 5000 realizations of a zero mean Gaussian process with covariance (1) setting σ 2 0 = 1 and θ 0 = 15. For each simulation we estimate with MLE, WPMLE and WPCMLE choosing the 'optimal' weights w 1 = 1 and w k = 0 if k ≥ 2. Optimization was carried out using the R (R Development Core Team, 2016) function optim with the method "L-BFGS-B" (Byrd et al., 1995) which allows box constraints, that is each variable can be given a lower and/or upper bound. Specifically we set [a, b] × [c, d] = [0.01, 2500] × [0.01, 5]. From Theorems 1 and 2, under this setting, both the WPMLE and WPCMLE are consistent.
Using the asymptotic distributions stated in Theorem 3, Table 1 compares the sample quantiles of order 0.05, 0.25, 0.5, 0.75, 0.95, mean, variance and kurtosis of the vector
where y =MLE, WPMLE and WPCMLE with the associated theoretical values of the standard Gaussian distribution. Here C 2 M LE = 2 and C 2 W P M LE = C 2 W P CM LE = τ 2 n /( K k=1 w k ) 2 where τ 2 n is computed using the approximation in (9) i.e.,
Under the optimal weights setting and following Remark 1 we have C 2 W P M LE = C 2 W P CM LE ≈ 2 as in the MLE case. It is apparent from Table 1 that the asymptotic distribution given in Theorem 3 is a satisfactory approximation of the sample distribution, visually improving when increasing n. It can be appreciated that the speed of convergence is slightly faster for MLE and that the asymptotic behavior of the WPMLE and WPCMLE is similar. Figure 1 depicts a graphical comparison when n = 801.
In a second simulation study we focus only on the asymptotic variance n −1 (σ 2 0 θ 0 C y ) 2 and we compare it with the sample variance of the WPMLE, WPCMLE and MLE of the microergodic parameter, under the same setting as in the first numerical experiment. In this case we consider increasing values of both K and n that is we consider also non optimal weights. The results are depicted in Table 2 . For fixed K it can be appreciated that, as expected, the difference between the sample and theoretical variance is reduced when increasing n. On the other hand, for fixed n, both asymptotic and simulated variances increase when increasing K. Overall, as expected, the asymptotic variance slightly underestimates the simulated variance. Finally note that when K = 1 then the speed of convergence for the WPCMLE is slightly faster than for the WPMLE. Let us conclude this section with a remark. For a fixed θ, the global minimizer of pl n (θ, σ 2 ) and of pcl n (θ, σ 2 ), over σ 2 ∈ (0, +∞), can be expressed explicitly. Hence, from a computational point of view, it is possible to compute explicitly min σ 2 ∈(0,+∞) pl n (θ, σ 2 ) and min σ 2 ∈(0,+∞) pcl n (θ, σ 2 ). These two latter functions can be minimized numerically over θ only, which is computationally beneficial. However, this case corresponds to the case (i) in Theorem 1 (since c = 0 and d = +∞) so the WPMLE would be inconsistent in this setting.
Concluding remarks
In this paper, we provide, to the best of our knowledge, the first fixeddomain asymptotic properties of weighted pairwise likelihood estimators. We have considered the exponential covariance function in dimension one, which has enabled us to exploit the results of Ying (1991) . By means of these results, and of specific new proof techniques, we have obtained the following conclusions: The weighted pairwise maximum likelihood estimator can be inconsistent, if the range of allowed values for the variance is too large. This is is contrast with the increasing-domain asymptotic situation, and allows us to issue a warning for practical use. On the other hand, the weighted pairwise conditional maximum likelihood estimator is always consistent. In case of consistency, both these estimators are asymptotically Gaussian distributed, with an asymptotic variance that is larger than or equal to that of the maximum likelihood estimator, and that depends on the observation point locations and on the weight configurations.
We believe that the above conclusions are representative of the situation for more general families of covariance functions than the exponential one. On the other hand, in this paper, we have also obtained conclusions that are specific to the exponential family of covariance functions. In particular, the maximum likelihood estimator is asymptotically equal to a weighted pairwise conditional maximum likelihood estimator based only on pairs of consecutive observation points. Hence, in future work, we plan to study the fixed-domain asymptotic properties of weighted pairwise (conditional) maximum likelihood estimators, for more general families of covariance functions and d ≥ 1. The present paper constitutes a first step in this direction. We remark that, in the maximum likelihood case, general results on fixed domain asymptotics and for d = 1, 2, 3 can be found in Zhang (2004) and Kaufman and Shaby (2013) for the Matérn model and in Bevilacqua et al. (2018) for the Generalized Wendland model.
The proof of (6) is the same, after observing that
Lemma 6. Let m and M be fixed with −∞ ≤ m < M ≤ +∞. Then, we have, with probability P > 0 (not depending on n),
Proof. The lemma is a special case of Lemma A.3 in Lopez-Lopera et al.
Proof of theorem 1. Let us first consider the case (i). We have, from Lemma 1
We observe that, for any k = 1, ..., K and a = 0, ..., k − 1 the points x (k,a) 0 , ..., x (k,a) n k,a , with n k,a = n−1−a−k k = (n/k) (1 + o(1) ) satisfy the conditions of the setting of Ying (1991) (they have increasing two-by-two distinct values and are restricted to [0, 1]). Furthermore, the set {k = 1, ..., K, a = 0, ..., k − 1} is finite with cardinality not depending on n. Hence it can be seen that the proof of Theorem 1 in Ying (1991) 
where supψ ,ψ∈J |r 2,ψ,ψ | = o(n) almost surely. Hence, almost surely, as n → ∞, we have
where supψ ,ψ∈J |r 3,ψ,ψ | = o(n) almost surely. Let g(u) = (θ 0 σ 2 0 )/u + log(u), S = (1/n) n i=1 Z(s i ) 2 and g S (u) = log(u) + S/u. We have
Consider now the subcase of (i) where ad > θ 0 σ 2 0 . Let > 0, and consider θ, σ 2 so that |θσ 2 − θ 0 σ 2 0 | ≤ . We have
Hence, for > 0 small enough there exists a fixed d < d so that, for
From Lemma 6, we can show that, with probability P > 0 (not depending on n)
Hence, with probability P > 0 we have, for fixed > 0
This implies thatθ plσ 2 pl does not converge in probability to θ 0 σ 2 0 in the case where ad > θ 0 σ 2 0 . Let us now consider the subcase of (i) where bc < θ 0 σ 2 0 . Let > 0, and consider θ, σ 2 so that |θσ 2 − θ 0 σ 2 0 | ≤ . We have
Hence, for > 0 small enough there exists a fixed c > c so that, for |θσ 2 − θ 0 σ 2 0 | ≤ we have σ 2 ≥ c . One can check that the function g S in (13) has a second derivative which is negative for t ≥ 2S. Hence, if ≤ c /4 and S ≤ c /4 we have, since σ 2 ≥ c
when ≤ ν, where A sup < ∞ and ν > 0 can be chosen so as to depend only on θ 0 , σ 2 0 , b. Hence, we have, for ≤ c /4, ≤ ν, S ≤ c /4 and S ≤ d/2,
From Lemma 6, we can show that with probability P > 0, not depending on n, we have sup t∈[0,1] Z 2 (t) ≤ min(c /4, d/2). Hence, we can choose > 0, not depending on n so that, from (13), with probability P > 0 1 n K k=1 w k lim inf n→∞ inf ψ∈J;|θσ 2 −θ 0 σ 2 0 |≤ pl n (ψ) − pl n ((θ, σ 2 − )) > 0.
(15) This implies thatθ plσ 2 pl does not converge in probability to θ 0 σ 2 0 in the case where bc < θ 0 σ 2 0 . Hence, the proof of the case (i) is concluded. The displays (14) and (15) also each imply the case (iii).
Let us now address the case (ii). Letσ 2 be defined as
Letθ = (θ 0 σ 2 0 )/σ 2 and observe that by assumptioñ
Then, from (12), from the last display of the proof of Theorem 1 in Ying (1991) and from similar arguments as before, we have for > 0, almost surely, withψ = (θ,σ 2 ) ∈ J withθσ 2 = θ 0 σ 2 0 , 1
This concludes the proof for the case (ii). Consider now the case (iv) where J = (0, ∞) × [c, d] . Letσ andθ be defined as in the proof for the case (ii). From the offline equation after (2.23) in the proof of Theorem 1 in Ying (1991) , we have, with the notation and arguments in (12) 
where sup θ≤ρ,c≤σ 2 ≤d |r 4,ψ,ψ | = o(n) almost surely, where ρ > 0 is a constant depending only on θ 0 , σ 2 0 , c, d. Also, from (2.26) in the proof of Theorem 1 in Ying (1991) , we have
where sup θ≥B,c≤σ 2 ≤d |r 5,ψ,ψ | = o(n) almost surely, where ν > 0 and B < ∞ can be chosen as functions of θ 0 , σ 2 0 , c, d only. Finally, as shown for obtaining (13),
= n g(θσ 2 ) − g(θ 0 σ 2 0 ) + r 6,ψ,ψ , where sup ρ≤θ≤B,c≤σ 2 ≤d |r 6,ψ,ψ | = o(n) almost surely. We have for > 0 inf |θσ 2 −θ 0 σ 2 0 |≥ g(θσ 2 ) − g(θ 0 σ 2 0 ) > 0. Hence, there exists a constant A inf > 0, not depending on n, so that, from (16), (17), (18) and (12) inf
where sup 0<θ<∞,c≤σ 2 ≤d |r 7,ψ,ψ | = o(n) almost surely. This concludes the proof for the case (iv). n k,a +1 ) . We have for ψ ∈ J, from Lemma 1, by writing Gaussian likelihoods as products of conditional likelihoods, forward and backward, and by using the Markovian property of Z (Lemma 1 in Ying (1991) ),
Hence, we conclude the proof in the case J = [a, b] × [c, d] or J = (0, ∞) × [c, d] from (16), (17) and (18). In the case J = [a, b] × (0, ∞), we can expressσ 2 (θ) = argmin σ 2 ∈(0,∞) pcl n (θ, σ 2 ) explicitly, and conclude using similar techniques as in Ying (1991) and similar arguments as in (12). We skip the details.
Proof of Lemma 2. We have that for 1 ≤ i < j ≤ n and 1 ≤ k < l ≤ n,
One can show, by computing explicitely the covariances cov(W i,j , W k,l ), by distinguishing the different cases in (8), and by considering Taylor expansions, that we have for 1 ≤ i < j ≤ min(n, i + K) and 1 ≤ k < l ≤ min(n, k + K),
where sup n∈N i,j,k,l=1,...,n i+1≤j≤i+K k+1≤l≤k+K
|k−i|≤K |r i,j,k,l | = O(1) and r i,j,k,l = 0 if |k − i| > K.
In the multiple sum one can see that for any a = 2, ..., n, ∆ a = s a − s a−1 appears less than 4K 4 times. Hence, this sum is a O ( n a=2 ∆ a ). This concludes the proof. Proof of Lemma 3. We have, for n ≥ K + 1,
Let k, l ∈ {1, ..., K} be fixed. Without loss of generality, assume that l ≤ k.
We have, for i = 1, ..., n − k
Hence n−k i=1 n−l j=1 b i,i+k,j,j+l ≥ n − k. This concludes the proof. Proof of Lemma 4. The lemma follows from Lemma 2, because, with the notation there, each b i,j,k,l is in [0, 1] and, for any fixed i, there are less than 2K 3 values of (j, k, l) in (9) for which b i,j,k,l is non-zero.
Proof of Theorem 3. Because of the consistency results in Theorems 1 and 2, it is sufficient to consider the case where J = [a, b] × [c, d]. Furthermore, we only write the proof of (10), since the proof of (11) is similar.
Let ω(ψ) = ∂ ∂θ pl n (ψ).
From (5) For i = 1, . . . , n and k = 1, . . . , min(K, n − i), let (W 2 i,i+k − 1) = T (i−1)K+k . Then we can write 
Since T i is independent of T j for |i − j| ≥ K(K + 1) we can apply Theorem 2.1 in Neumann (2013) for weakly dependent variables and we can establish a central limit theorem for √ n( K k=1 w k ) τnσ 2 0 θ 0 σ 2 plθ pl − σ 2 0 θ 0 .
Let us assume √ n( K k=1 w k ) τ n σ 2 0 θ 0 σ 2 plθ pl − σ 2 0 θ 0 D N (0, 1) .
By Lemmas 3 and 4, we can extract a subsequence n → ∞ so that τ 2 K,n → τ 2 K ∈ (0, ∞) as n → ∞ and so that √ n( K k=1 w k ) τ K,n σ 2 0 θ 0 σ 2 plθ pl − σ 2 0 θ 0 D N (0, 1) .
The triangular array (T i ) satisfies the conditions of Theorem 2.1 in Neumann (2013), thus we obtain
Hence from (23) and Slutsky's lemma we are in contradiction with (24). This concludes the proof.
Proof of Lemma 5. From the proof of Lemma 3, it suffices to show that for any 2 ≤ k ≤ K, lim inf n→∞ 1 n n−k i=1 n−k j=1 b i,i+k,j,j+k > 1.
We have from (8), since s i = i/n for all n ∈ N and i = 1, ..., n − k n−k j=1 b i,i+k,j,j+k ≥ 1 + b i,i+k,i+1,i+k+1 = 1 + (k − 1) 2 k 2 .
Hence 1 n n−k i=1 n−k j=1 b i,i+k,j,j+k ≥ 1 + (k − 1) 2 k 2 + o(1).
