Results | A total of 79 818 drivers and 5896 passengers were identified. Drivers were significantly more likely to be male (91.9%; P < .001), use alcohol or drugs (22.6% and 21.2%, respectively; P < .001), and wear helmets (66.2%; P < .001) than passengers. Fewer than half of drivers and passengers under the influence of alcohol wore helmets (42.4% and 49.1%, respectively). The most frequent injury among unhelmeted drivers and unhelmeted passengers was TBI (46.5% and 46.9%, respectively). Overall, passengers were shown to have significantly higher rates of TBI compared with drivers (40.3% and 36.1%; P = .002). This difference remained significant after adjusting for age, sex, drug used, and alcohol use status. The mean GCS scores were similar between drivers and passengers (13.2 and 13.1); however, GCS scores increased with helmet use in both groups (drivers: 12.6 vs 13.5; P < 001; passengers: 12.5 and 13.5; P < 001). Although there was no difference in head and neck injuries between helmeted passengers and drivers, Table 1 details how helmet compliance was associated with a reduction in head and neck injuries in both passengers (43.7% and 47.1%) and drivers (21.4% and 20.7%). Table 1 also summarizes how the helmeted groups had higher GCS scores, lower ISS, and less TBI (P < .001). Table 2 compares odds ratios (ORs), detailing that helmets were associated with a significant reduction in the rates of TBI and head and neck injuries for both drivers (TBI: OR, 0.51; 95% CI, 0.50-0.53; head/neck injuries: OR, 0.60; 95% CI, 0.56-0.69; P < .001) and, to a lesser extent, passengers (TBI: OR, 0.29; 95% CI, 0.28, 0.3; head and neck injuries: OR, 0.35; 95% CI, 0.31-0.39; P = .002).
3 states had mandatory helmet laws for motorcycle riders. However, since the US Congress eliminated the federal requirement for states to maintain universal helmet laws, only 19 states now have them. 6 Given the lack of a common law, this study was designed to compare the neuroprotective benefits of helmet use between motorcycle passengers and drivers. Helmet use among passengers and drivers was shown to be relatively low, with passengers being less compliant overall. Comparison of the effects of helmets on TBI and other head and neck injuries revealed a greater protection for drivers than passengers. However, helmet use was shown to be neuroprotective for both passengers and drivers, with significantly lower rates of TBI and head and neck injuries, higher GCS scores, and lower ISS among those who had worn them. The significant reduction in these injuries, and the lower rate of helmet use among certain demographics, calls for special intervention to promote helmet use, with an emphasis on individuals least compliant with this safety measure. Universal helmet laws might be necessary to improve morbidity and mortality associated with motorcycle crashes. 
Machine Learning Models for Prediction of Reinjury After Penetrating Trauma
Hospitalization for violent trauma costs as much as $8.5 billion per year in the United States, and reinjury rates are as high as 40%. 1 Most trauma reinjury studies include data from a single center. However, nearly 60% of reinjured patients present to a different hospital, making prediction of reinjury difficult. 1,2 Machine learning allows computers to learn from iterations without programming. Machine learning is highly Letters accurate for predicting surgical outcomes 3 and suicide risk 4 but, to our knowledge, has never been used in trauma outcomes. The purpose of this study was to compare several machine learning models for prediction of reinjury after penetrating trauma.
Methods | The Nationwide Readmission Database is the only national database that tracks patients across different hospitals within a state. We queried the period from January 1, 2013, through December 31, 2014, for all survivors of nonelective admission with a penetrating trauma E-code. Reinjury was defined as nonelective readmission with a penetrating trauma E-code. Readmissions were excluded if they could be related to the index admission based on previously described methods. 1 Prediction models were created using 4 machine learning classifiers independently with cross validation performed by dividing the data set into 10 subsets and using 1 for testing and the remaining 9 for training. This process was repeated using all subsets, and means were calculated for receiver operating characteristic curves. Modeling was performed with RapidMiner Studio software (version 7.5; RapidMiner, Inc). Because this research used a deidentified government database, this study was deemed exempt from approval by the institutional review board of the University of Miami. Furthermore, because this did not constitute human subjects research, consent was not required. Figure) , and self-injury was a significant attribute (z score, 3.38; P < .01).
Discussion | This study is, to our knowledge, the first nationwide evaluation of reinjury after penetrating trauma. We found a reinjury rate of 1.9%, similar to rates of prior multiinstitutional studies (0.8%-2.0%). 1 This study found that the most common E-codes from penetrating injury were related to self-injury, and the most common diagnosis groups were related to psychiatric disorders. As many as half of all patients who commit suicide have been reported to have prior admissions for trauma, 5 and nonsuicidal self-injury has been reported to recur in 75% of self-injurers. 6 Predicting violent behavior has proven to be difficult. Teo et al 2 found that risk assessments by attending psychiatrists were moderately accurate (AUC, 0.70), whereas risk assessments by residents were no better than chance (AUC, 0.52). A growing number of studies have demonstrated the usefulness of machine learning for medical decision making. Outcomes after cerebral arteriovenous malformation radiosurgery have been predicted with 74% accuracy and an AUC of 0.71. 3 Suicide attempts have been predicted using machine learning techniques with an AUC of 0.84. 4 In this study, machine learning was used for the first time to predict reinjury due to penetrating trauma. We found favorable AUCs with high accuracy (Table and Figure) , and self-injury proved to be an important component in making this prediction. This study is limited by use of an administrative hospital database, which may include coding errors or institutional biases. Predictive models using this type of database are inherently limited by these biases. 4 Regardless, this study demonstrated that machine learning may be useful for developing highly accurate predictive models for reinjury after penetrating trauma using a large database of readily available data. Future studies should include validation of the predictive model with outside data and incorporation into existing electronic medical record systems to provide real-time clinical decision support.
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