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ABSTRACT
Causal discovery methods seek to identify causal relations between random variables
from purely observational data, as opposed to actively collected experimental data where an
experimenter intervenes on a subset of correlates. One of the seminal works in this area is
the Inferred Causation (IC) algorithm, which guarantees successful causal discovery under
the assumption of a conditional independence (CI) oracle: an oracle that can states whether
two random variables are conditionally independent given another set of random variables.
Practical implementations of this algorithm incorporate statistical tests for conditional in-
dependence, in place of a CI oracle. In this thesis, we analyze the sample complexity of
causal discovery algorithms without a CI oracle: given a certain level of confidence, how
many data points are needed for a causal discovery algorithm to identify a causal structure?
Furthermore, our methods allow us to quantify the value of domain expertise in terms of
data samples. Finally, we demonstrate the accuracy of these sample rates with numerical ex-
amples, and quantify the benefits of three types of domain expertise: sparsity priors, known
causal directions, and known conditional dependencies.
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Causal inference is growing in importance as data is used to make decisions. Understanding
correlations is insufficient to understand the effect of an action or intervention taken by a
decision-making agent. It would be fallacious reasoning for a decision-maker to change an
effect in hopes of inducing a change in an cause; however, distinguishing cause and effect is
more difficult than identifying correlations.
Causal discovery methods seek to identify causal relations between random variables
from purely observational data. Much of the data available today was collected passively
(i.e.without any experimenter intervening on any correlates), and, in such settings, we often
wish to discover causal relations that were not known a priori. The earliest methods for
causal discovery assumed that one has access to a conditional independence (CI) oracle:
this oracle can reveal whether or not two random variables are independent conditioned on
another set of random variables. With a CI oracle, the Inferred Causation (IC) algorithm is
guaranteed to recover the causal dependencies up to fundamental ambiguities.
The PC algorithm uses fewer conditional independence tests than the IC algorithm to
recover the causal structure from data. It is a refinement of the IC algorithm and can be
used to recover large sparse causal graphs. It introduces a data dependent bound on the
number of conditional independence tests performed. This is discussed further in Chapter 6.
In practice, when the IC or PC algorithm is deployed in real-world settings, some changes
are required. First, a conditional independence tester that checks for conditional indepen-
dence from a finite number of observations typically replaces the CI oracle. Second, some
amounts of prior knowledge about the true causal graph, which we refer to as domain ex-
pertise, may regularize the problem and improve its computational complexity and sample
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efficiency.
The contributions of this thesis are as follows. To the best of our knowledge this is the
first work that determines the finite sample complexity with a partial CI oracle. We combine
recent results analysing the sample complexity of conditional independence tests with an
analysis of family-wise error rates in the repeated testing of causal inference algorithms to
provide confidence bounds on the performance of causal discovery algorithms. We use an
optimization procedure to determine the best confidence level for family wise error-rate.
This allows us to determine how many samples are needed to achieve a certain level of
confidence in the recovery of the causal structure. Moreover, all constants involved in the
sample complexity can be determined a priori.
We introduce formalization of domain expertise as a partial CI oracle: domain expertise
comes in the form of known results from particular conditional independence queried. This
can encapsulate domain expertise in the form of a sparsity prior (e.g. an upper bound on
the number of neighbours of any node in the causal structure), a known causal direction,
or knowledge of an incomplete causal graph. Our results allow us to quantify the value
of domain expertise, how many additional samples are needed to achieve the same level of
confidence in the absence of the provided domain expertise.
Our work is motivated by the following: an understanding of the value of domain expertise
allows one to more efficiently conduct experiments when some passively observed data is
available. In the presence of some passively observed data, we can ask which domain expertise
would best increase the confidence of causal discovery.
The rest of the thesis is organised as follows. Background and related work is discussed in
Chapter 2. Mathematical preliminaries are introduced in Chapter 3. The sample complexity
of a conditional independence tester is analysed in Chapter 4. Sample complexity for the
IC algorithm is analysed in Chapter 5. Sample complexity of the PC algorithm is analysed
in Chapter 6. The sample complexity of causal discovery algorithms in the presence of
domain expertise is studied in Chapter 7. In Chapter 8, we verify our results with numerical




When events A and B co-occur, it is not obvious whether A causes B, B causes A, or
neither. Classical approaches to handle the difficulty of causal inference either require an
experimenter to active intervene on certain factors, as is done in randomized control tri-
als (Imbens and Rubin, 2015) or to a priori assume causal dependencies as is typical in
classical econometrics (Wooldridge, 2015). However, in the last several decades there has
been a growing interest in methods to identify causal dependencies from observational data.
One of the seminal works in this area is the development of the IC algorithm (Pearl
and Verma, 1995). Building on results in Bayesian networks, it identified conditions in
which passive observations can reveal necessary links in a causal structure, and provided a
computational method to identify said links. This original algorithm requires access to a CI
oracle, which can exactly identify when two random variables are independent conditioned
on some other set of contextual variables. Since then, the area of causal discovery has grown
dramatically. The PC algorithm improved upon the IC algorithm by modifying the causal
discovery algorithm to conduct lower conditional independence test for recovery of sparse
causal graphs (Spirtes et al., 2000). One of the state of the art techniques for causal discovery
is using kernel-based methods for conditional independence tests in lieu of a CI oracle (Sun
et al., 2007; Zhang et al., 2012; Mitrovic et al., 2018). These works are typically either
empirically validated or proved asymptotic theoretical guarantees. In contrast, our work
focuses on finite-sample results, using a conditional independence tester with known sample
complexity.
Relatedly, Acharya et al. (2018) seeks to identify which experiment should be done to
best recover the causal graph, in either an adaptive or non-adaptive fashion. In contrast, our
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work attempts to quantify the value of potential interventions by identifying the comparable
number of samples needed to achieve the same confidence level. Lee and Bareinboim (2020)
studies issues of identifiability when some variables are unobserved. Synergistic with our
work is the work of Jaber et al. (2019), which seeks to identify when domain expertise and
observational data are sufficient to resolve ambiguities between observationally equivalent
causal graphs.
Alternatively, some methods assume some known structure that regularizes the problem.
Functional causal models assume that the causal dependencies have a known, parameterized
function form (Shimizu et al., 2006; Hoyer et al., 2009; Zhang and Hyvarinen, 2009; Kumor
et al., 2020). For an overview of functional causal model methods, we refer the reader
to Glymour et al. (2019). In Greenewald et al. (2019), the authors assume the causal graph
has a tree structure. Our work focuses on the settings where one is agnostic to the causal
structures, but adds an assumption that the variables of interest are discrete.
Finite sample analysis for discovery of Bayesian networks has extensive literature. Fried-
man and Yakhini (1996) studies the sample complexity of a class of scoring-based methods,
minimum description length-based methods. They also suggest a sub-sampling procedure
to speed up the learning process. Zuk et al. (2006) determines the sample complexity for
learning only the structure of the bayesian network under the assumption of perfect scoring
(i.e. the learner is computationally unbounded and learns by scoring all possible models
exhaustively). These works assume the data is generated from a discrete distribution akin
to our work. Kalisch and Bühlman (2007) proves the uniform consistency of the PC algo-
rithm for multivariate Gaussian distributions where the number of nodes is allowed to grow
with respect to the number of samples under assumptions on sparsity of the causal graph.
Ghoshal and Honorio (2017), Aragam et al. (2019) determine sample complexity of learn-
ing the linear structural equation models which is polynomial in the size of the maximum
Markov blanket in the true structure using a score based method.
Testing for conditional independence has a rich literature, and we can only provide a
superficial summary here. The conditional independence testing problem has known hardness
results when the variables are continuous (Shah et al., 2020), and recent work has focused on
identifying regularizing assumptions for the case where the variables are continuous (Neykov
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et al., 2020). Another interesting direction is to add assumptions on the computational
complexity of the coupling between random variables, as is assumed in Marx and Vreeken
(2019).
Motivated by the hardness results for continuous variables, we focus on the setting where
all random variables are discrete. For discrete distributions, common methods include G2
tests (Aliferis et al., 2010; Schlüter, 2014) and conditional mutual information (Zhang et al.,
2010). For G2 tests, sample complexity bounds exist, but prior to the work of Canonne
et al. (2018), sublinear sample complexity results were not available. Our work uses these




In this chapter, we formulate our problem and introduce the definition and tools used for our
results. We introduce some common definitions and assumptions in causal inference. For a
more detailed coverage of these concepts, the reader is referred to Pearl (2009).
3.1 Notation
For a finite set A, we let |A| denote the cardinality of A and let 2A denote the power set of
A. For any event A, P (A) will denote the probability of the event A, with the underlying
probability space implicity understood. For any random variable X we let E[X] denote the
expectation of X. We say X ⊥⊥ Y |Z to indicate X and Y are conditionally independent
given Z.
A probability distribution over a discrete domain Ω is a function p : Ω→ [0, 1] such that∑
ω∈Ω p(ω) = 1. We denote by ∆(Ω) the set of all probability distributions over domain
Ω. For two probability distributions p, q ∈ ∆(Ω), their total variation distance is defined
as dTV (p, q) = supS⊆Ω |p(S) − q(S)| = 12
∑
ω∈Ω |p(ω) − q(ω)|. Given a subset P ⊆ ∆(Ω)
of distributions, the distance of p from P is defined as dTV (p,P) := infq∈P dTV (p, q). For
p ∈ ∆(Ω1), q ∈ ∆(Ω2), we let p⊗q ∈ ∆(Ω1×Ω2) be the product distribution with marginals
p and q. We denote by PX,Y |Z := {p ∈ ∆(X × Y × Z) : (X, Y, Z) ∼ p satisfies X ⊥⊥ Y |Z}.
i.e the set of all probability distributions where X ⊥⊥ Y |Z.
Let p ∈ ∆(X × Y × Z). For z ∈ Z, we will denote by pz ∈ ∆(X × Y) the distribution
defined by pz(i, j) = P [X = i, Y = j|Z = z]. Also, we will denote the marginal distribution,
pX ∈ ∆(X ) as pX (x) := P [X = x].
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3.2 Preliminaries
Definition 1 (Directed Acyclic Graphs (DAGs)). A directed graph is a set of nodes V and
a set of edges E ⊆ V ×V . Throughout this paper, we assume V is finite, and let N = |V |. For
any node i ∈ V , we denote the parents of i as pa(i) = {j ∈ V : (j, i) ∈ E}. We iteratively
define n-th generation ancestry as pan(i) = {j ∈ V : k ∈ pan−1(i), (j, k) ∈ E}, with the base
case pa1 = pa. We define the ancestors of a node i ∈ V as anc(i) = ∪∞n=1 pan(i), and a
directed graph is acyclic if i /∈ anc(i) for all i ∈ V .
Definition 2 (Markov compatibility). Let G = (V,E) be a DAG and let Xi be a discrete
random variable for each i ∈ V . We say G and X = (Xi)i∈V are compatible if the
distribution of X factorizes as:
P (X = x) =
∏
i∈V
P (Xi = xi|(Xj)j∈pa(i) = (xj)j∈pa(i))
We also say G represents X, and refer to G as a causal structure.
This formalization serves as a model for causality. When G and X are compatible, the
causal interpretation is that if there is an edge from i to j, then Xi is a direct cause of Xj.
One regularizing condition is one of stability: it states that every conditional independence
in the variables X arises necessarily from the causal structure G, and not some quirk of the
parameterization. Intuitively, this means that a conditional independence holds if and only
if some property of the causal structure is satisfied.
Definition 3 (Stability, faithfulness). We say G = (V,E) and X satisfy the stability
condition if the following holds. For any i ∈ V, j ∈ V and A ⊆ V , if Xi ⊥⊥ Xj|(Xk)k∈A, then
Yi ⊥⊥ Yj|(Yk)k∈A for any other random variables Y compatible with G. This condition is also
sometimes referred to as faithfulness.
Finally, we should note that there are some fundamental ambiguities in causal discovery.
In other words, there are some parts of the causal structure that can never be identified from
passive observation alone. We formalize this by defining observationally equivalent DAGs.
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Definition 4 (Observational equivalence and patterns). Two DAGs G1 and G2 are obser-
vationally equivalent if for any random variables X compatible with G1, then X is also
compatible with G2, and vice versa. Observational equivalence forms an equivalence class on
the set of DAGs.
These equivalence classes can be represented by patterns, which are partially directed
graphs (i.e. some edges are directed and some are undirected). Undirected edges will be
denoted {i, j} ∈ E, and the interpretation is that either (i, j) ∈ E or (j, i) ∈ E for any DAG
in the equivalence class.
Thus, using only passively observed data, we can only recover the causal graph upto
observational equivalence as is done by the IC and PC algorithm. Experiments on the
undirected links need to be conducted to determine their direction.
Once a directed graph is known, some conditional independencies in the data can be read
off from the graph using d-separation tests. For a graphical intuition of d-seperation tests,
the reader is referred to Spirtes et al. (2000).
Definition 5 (collider). Let G = (V,E) be a DAG. Let X be a vertex on an undirected path
U . X is a collider on U if and only if there are there exist vertices Y, Z on the path U such
that Y → X ← Z.
Definition 6 (d-separation (Spirtes et al., 2000)). Let G = (V,E) be a DAG and if X and
Y are vertices in G, X 6= Y , and Z ⊆ V \ {X, Y }. Then X and Y are d-separated given
Z in G if and only if there exists no undirected path U between X and Y such that (i) every
collider on U has a descendent in Z. (ii) No other vertex on U is in Z.
The faithfulness condition can be thought of as the claim that when a causal graph
is associated with a probability distribution, the conditional independencies in the proba-
bility distribution are exactly those that can be determined from the causal graph (using
d-separation tests). Informally, the faithfulness condition can be thought of as the assump-
tion that conditional independence relations are due to the structure of the causal graph
rather than the parameter values.
The following results are used for the analysis used in this thesis. Proposition 1 shows
the correctness of the IC algorithm. Causal discovery algorithms studied in this thesis use
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a series of conditional independence tests. The family-wise error rate is controlled using
Bonferroni correction described in Proposition 2.
Proposition 1 (Completeness of the IC algorithm (Pearl and Verma, 1995; Meek, 2013)).
Suppose X and G satisfy the stability criteria. Then, there is a unique equivalence class of
causal structures consistent with X, and the IC algorithm recovers this equivalence class.
Proposition 2 (Bonferroni correction). Consider a family of conditional independence tests,
{CIi}i, where each test CIi has a confidence level of 1− αi. Then, the family of tests has a
confidence level of 1−
∑
i αi.
Proof. This follows directly from the union bound:
P (CIi fails for some i) ≤
∑
i








In this chapter, we discuss the sample complexity of testing conditional independence for
discrete distributions, i.e. checking if X ⊥⊥ Y |Z, where |Z| = n. These results are adapted
from Canonne et al. (2018). In Sections 4.1, 4.2, 4.3 we introduce the conditional inde-
pendence tester as defined in Canonne et al. (2018). In Section 4.4 we extend the results
of Canonne et al. (2018) to determine the number of samples required to guarantee an
arbitrary confidence level for a conditional independence test.
4.1 Problem setup
The problem of conditional independence testing in the presence of sampled data can be
expressed in the following way. Let PX,Y |Z denote the set of probability distributions on
X × Y × Z that satisfy X ⊥⊥ Y |Z. For samples from a distribution p and a given ε > 0, we
want to distinguish between the following cases,
• p ∈ PX,Y |Z
• infq∈PX,Y |Z dTV (p, q) ≥ ε, where dTV is the total variation distance
The condition on the total variation distance ensures that the distributions under con-
sideration cannot be arbitrarily close to being conditionally independent. Without this
assumption, an arbitrarily high number of samples can be required. This will also reflected
in the results of this section as the sample complexity blows up as ε tends to zero.
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4.2 Independence tester
Here, we describe an independence tester. This tests whether a distribution p ∈ ∆(X × Y)
satisfies X ⊥⊥ Y . This tester is repeatedly used for conditional independence testing later.
If X ⊥⊥ Y , the distributions must satisfy, p(x, y) = pX (x)pY(y) ∀x ∈ X , y ∈ Y . Thus,
the l2-distance between the p and pX ⊗ pY will be 0 and hence the l2-distance can be used
to check whether X, Y are independent. However, for sampled distributions, we can only
obtain an estimate for the l2-distance and such a tester is described below.
GivenN samples (s1, s2, ..., sN) from a distribution p ∈ ∆(X×Y), we assume an estimator
Φ with the following properties,
E[Φ(s)] = ||p− pX ⊗ pY ||2 (4.1)









The existence of such an estimator is shown in Canonne et al. (2018). If the distribution
satisfies X ⊥⊥ Y , then p(x, y) = pX (x)pY(y) ∀x ∈ X , y ∈ Y . Thus, E[Φ(s)] = 0 if and only
if X ⊥⊥ Y .
4.3 Algorithm for conditional independence testing
If a discrete distribution p ∈ ∆(X × Y × Z) satisfies X ⊥⊥ Y |Z, it is equivalent to p(X =
x, Y = y|Z = z) = p(X = x|Z = z)p(y = Y |Z = z),∀x ∈ X , y ∈ Y , z ∈ Z. So, we can use
the tester described in the previous section to check if X ⊥⊥ Y |Z = z for all z ∈ Z.
Algorithm 1 tests if p ∈ ∆(X×Y×Z) satisfies p ∈ PX,Y |Z . Suppose samples, (s1, s2, ..., sK)
are obtained, where si = (xi, yi, zi). The algorithm first separates these samples into bins
depending on the value of z, i.e. Sz = {(x, y) : (x, y, z) = si for some i}. Poisson sampling,
K ∼ Poisson(m), is used to ensure that the number of samples in each bin is independent.
Each conditional distribution, pz ∈ ∆(X × Y) is tested for independence using the esti-
mator in the previous section and scaled with |Sz|.
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Algorithm 1: Testing for conditional independence
Input: A sample generator of (X, Y, Z) from a distribution P , an expected number
of samples m, a threshold τ , and an independence tester Φ.
Output: true/false if it is believed that X ⊥⊥ Y |Z or not.
Draw samples (Xi, Yi, Zi)
K
i=1 from P , where the number of samples K ∼ Poisson(m).
Bin the data into multisets Sz = {(x, y) : (x, y, z) = si for some i}.
A = 0
for z in the support of Z do
if |Sz| ≥ 4 then
A = A+ |Sz|Φ(Sz)
end if
end for
Return true if A ≤ τ and false otherwise.
Az = |Sz|Φ(Sz)1|Sz |≥4
If the distributions are conditionally independent E[Az] = 0,∀z ∈ Z, so we compare the






Now, we show our analysis to determine the expected number of samples needed for perform-
ing a conditional independence test at a confidence level of 1 − α. First, let the threshold



























We first analyse the expectation and variance of A.












Proposition 4 (Canonne et al. (2018)). For an absolute constant C
′′
,
V ar[A] ≤ C ′′(min(m,n) + E[A])
Now, the confidence levels for the two types of errors, P [false|p ∈ PX,Y |Z ] and
P [true|dTV (p,PX,Y |Z) > ε] can be determined.
When the distribution p satisfies X ⊥⊥ Y |Z, i.e. p ∈ PX,Y |Z , using the Chebyshev’s
inequality:













When the distribution p satisfies dTV (p,PX,Y |Z) > ε, using the Chebyshev’s inequality:


















From these bounds, it is clear that the bound for P [A < τ ] is greater than the bound for
P [A ≥ τ ]. Thus, the following are sufficient conditions to ensure that the two types of errors













Also, since the second term has a dependence of 1
β
as compared to 1
β2
, its decay rate is
slower as the number of samples is increased. So, we choose to bound the second term for
analysis. Also, we assume a high sample regime, i.e. m ≥ n. Thus, we obtain the number







































Sample complexity for IC algorithm
This chapter describes the method for finding the number of samples required to run the IC
algorithm successfully with a given confidence level 1−α. The first part of the IC algorithm
in shown in Algorithm 2, this constructs the skeleton of the causal graph, i.e. the causal
graph without any edges oriented. The edges are then oriented using the skeleton and the set
of conditional independencies (separation set) in Algorithm 3. The IC algorithm constructs
a DAG which generated the random variables V and satisfies the conditions required for
a causal graph outlined in Chapter 3. The algorithm essentially has an edge between two
random variables Xi, Xj ∈ V if and only if there exists no such context Z ⊆ V \ {Xi, Xj}
such that Xi ⊥⊥ Xj|Z. This means that either Xi causes Xj, Xj causes Xi, or there is a
hidden common cause for Xi and Xj.
Using the results from Chapter 4 and Bonferroni correction, we first determine the num-
ber of samples needed to identify the causal structure using an idea similar to the one used
in Kalisch and Bühlman (2007). Then we improve the bounds by defining a tractable op-
timization problem. This optimization problem will also be used to identify the sample
complexity of the PC algorithm and incorporation of domain expertise.
For the subsequent analysis in this thesis we will assume all random variables are binary.
However, all our results can be directly extended to any discrete distribution with arbitrary
support. In Section 5.1 we determine the sample complexity of the IC algorithm using a
method akin to Kalisch and Bühlman (2007). We then improve these bounds by solving an
optimization problem in Section 5.2.
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Algorithm 2: Inferred Causation (IC) algorithm (Pearl and Verma, 1995)
Input: A collection of nodes [N ] and a CI oracle.
Output: A skeleton of the causal graph, Gs and a separation set S.
Initialize an empty graph G containing the vertices V = [N ]
for Xi ∈ V,Xj ∈ V \Xi do
found = false
for Z ⊆ V \ {Xi, Xj} do
if Xi ⊥⊥ Xj|Z then
found = true




if found = false then
Add the edge (Xi, Xj) to G
end if
end for
Algorithm 3: Directing edges of the skeleton (Spirtes et al., 2000)
Input: Skeleton of the causal graph, Gs and separation set S.
Output: Causal graph, G
G = Gs
// Direct the v-structures in the graph
for Y ∈ adj(Gs, Xi) ∩ adj(Gs, Xj) for all Xi, Xj ∈ Gs do
if Y ∈ S(Xi, Xj) then
Direct Xi − Y −Xj as Xi → Y ← Xj in G
end if
end for
// Orient as many edges as possible using repeated application of the following rules
Rule 1: Orient Xj − Y as Xj → Y if Xi → Xj and Y /∈ adj(G,Xi)
Rule 2: Orient Xi −Xj as Xi → Xj if there is a chain Xi → Y → Xj
Rule 3: Orient Xi −Xj as Xi → Xj if there are two chains Xi − Y1 → Xj and
Xi − Y2 → Xj such that Y1 /∈ adj(G, Y2)
Rule 4: Orient Xi −Xj as Xi → Xj if there are two chains Xi − Y1 → Y2 and
Y1 → Y2 → Xj and Y1 /∈ adj(G, Y2)
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5.1 Sample complexity for IC algorithm
The IC algorithm performs the family of conditional independence tests shown in (5.1).
T = {Xi ⊥⊥ Xj|Z : Xi, Xj ∈ V , Z ⊆ V \ {Xi, Xj}} (5.1)
Let G be the true underlying causal graph that generates V and let G̃, be the output
of Algorithm 3. Now, we can use the Bonferroni correction to control the family wise error
rate for the tests in T .








P [Ti incorrect] ≤ |T | sup
Ti∈T
P [Ti incorrect] (5.2)
This idea to determine the confidence level for the IC algorithm was used in Kalisch and
Bühlman (2007). It should be noted that (5.2) shows that the bound obtained using this
idea is conservative. The first inequality is conservative as not all tests need to be correct to
identify the correct causal structure G, however the set of incorrect tests that may lead to the
correct causal structure cannot be identified a priori. The second inequality is conservative
as the union bound is conservative and the third inequality is conservative as not all tests
have the same confidence level with the same number of samples. In fact, using (4.5), it can
be seen that tests with a conditioning set of lower cardinality have higher confidence level
than tests with higher cardinality for the same number of samples.
Now, we can use the results of Section 4, to determine the number of samples required for
the IC algorithm for a given error rate α. First, we determine the number of tests performed

















Thus, we can use (4.5) and (5.2) to bound the error probability if M samples are used.
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Thus, the quantity above can be upper bounded by the following,
















2N−2(N − 2)3/8 (5.3)
5.2 Improved bounds for IC algorithm
In this section, we frame a tractable optimization problem to improve the bounds shown
in (5.3). Essentially, we distribute the total error rate over the tests optimally.
From the discussion in Chapter 4, we know the following regimes for m(|Z|), which can














if |Z| > −8 log(ε′)
Thus, the number of samples needed for testing X ⊥⊥ Y |Z at a confidence level αZ has





2 if |Z| < −8/3 log(ε′)
32C′′
αZγε′
|Z|3/8 if −8/3 log(ε′) < |Z| < −8 log(ε′)
32C′′
αZγε′
8/7 |Z|5/14 if |Z| > −8 log(ε′)
The tests that need to be conducted for generating the causal graph using the IC algo-
rithm are X ⊥⊥ Y |Z, ∀ Z ⊆ V\{X, Y }, X, Y ∈ V . According to the Bonferroni correction,
18
for a family wise error rate of α, the sum of confidence levels for each tests must be α, this





αZ = α (5.4)
We can see that the confidence level improves as more samples are used for testing, hence,
the number of samples needed for determining the causal structure, MICopt , is maximum of
the number of samples needed for each test. In equation (5.4), each αZ is the error rate
guarantee for a conditional independence test X ⊥⊥ Y |Z, for some X, Y ∈ V . We let, (αZ)Z
denote the vector of error rate guarantees for tests in T .
MICopt ((αZ)Z) = max
Z⊆V\{X,Y }, X,Y ∈V
m(Z, αZ)
To determine the optimal allocation of error rate to each test to minimize the total










αZ ≥ 0 ∀ Z ⊆ V \ {X, Y }, X, Y ∈ V
Proposition 5. The optimization problem described in equation (5.5), is minimized when
the number of samples needed is the same for all tests.
Proof. First, we note that m(Z, αZ) satisfies the following properties,
P1. m(Z, αZ) is decreasing in αZ for a given Z.
P2. m(Z, αZ) is continuous in αZ .
P3. m(Z, αZ) is only a function of |Z| for a given αZ .
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We prove the above statement by contradiction. Suppose ∃ Z, Z̃ s.t. m(Z, αZ) >
m(Z̃, αZ̃) and without loss of generality let m(Z, αZ) be the solution to the optimization
problem.
Choosing, α̃Z = αZ + δ, α̃Z̃ = αZ̃ − δ, for a sufficiently small δ > 0, we see that the
constraint is satisfied by choosing the confidence levels α̃Z , α̃Z̃ instead of αZ , αZ̃ .
We note that m(Z, α̃Z) < m(Z, αZ) from P1 and m(Z, α̃Z) > m(Z, α̃Z̃) from P2.
Hence, the first allocation cannot be optimal and the claim is proved.














(1 + 23/8)N−2 (5.6)
Proof. First, we can note that α∗Z1 = α
∗
Z2
if |Z1| = |Z2| from P3. Let α0 = α∅.
By solving m(Z, α|Z|) = m(∅, α0),
αZ =

α0 if |Z| < −8/3 log(ε′)
23|Z|/8ε′α0 if −8/3 log(ε′) < |Z| < −8 log(ε′)
25|Z|/14ε′6/7α0 if |Z| > −8 log(ε′)




















































































































An explicit expression for the number of samples required, m(Z, αZ) is mentioned in the
proof of Proposition 4, however it is quite cluttered. The bounds in the proposition have
been shown to elucidate the fact that these are tighter than those in Section 5.1.
Corollary 1. The number of samples required to determine the causal graph of a set of N











Sample complexity for the PC
algorithm
In this chapter, we analyse the number of samples needed to generate the correct causal
graph when using the PC algorithm with a confidence level of 1− α.
6.1 PC algorithm
The IC algorithm performs all the conditional independence tests for a given set of random
variables V , i.e. tests of the form, X ⊥⊥ Y |Z X, Y ∈ V Z ⊆ V \{X, Y }. However, depending
on the underlying causal structure, some of these tests need not be performed. e.g. if
X ⊥⊥ Y , then we know that there is no link between the random variables X and Y in the
causal structure and we do not need to perform conditional independence tests on X and Y .
The PC algorithm uses this idea and only performs the tests as needed depending on the
underlying causal structure to generate the causal graph. It starts with a complete graph and
removes edges between random variables if they are found to be conditionally independent.
The PC algorithm is shown in Algorithm 4, this generates the skeleton and separation set
of the causal graph. Algorithm 3 is used to direct the edges in the skeleton. For proof of
correctness for the PC algorithm, the reader is referred to Spirtes et al. (2000).
Proposition 7 (Spirtes et al. (2000)). Consider a causal graph G for the set of random
variables V . Assuming that all conditional independence tests are correct, then the output of
the PC algorithm is G and maxX∈V |adj(G,X)| ∈ {R,R + 1}
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Algorithm 4: PC algorithm (Spirtes et al., 2000)
Input: A collection of nodes V = [N ] and a CI oracle.
Output: A skeleton of the causal graph, Gs, and a separation set S (needed to
direct the edges)
Initialize a complete undirected graph G containing the vertices in V = [N ]
Initialize R = −1, this denotes the cardinality of the conditioning set of the CI tests
while |adj(G,Xi) \ {Xj}| ≥ R for all Xi, Xj ∈ G do
R = R + 1
for Z ⊆ adj(G,Xi) \ {Xj}, |Z| = R do
if Xi ⊥⊥ Xj|Z then
Delete the edge (Xi, Xj) from G





Proposition 7 shows the advantage of using the PC algorithm over the IC algorithm.
The proposition above implies that if the causal graph is sparse, higher order conditional
independence tests are not performed when using the PC algorithm. Since a lower number
of tests of the form X ⊥⊥ Y |Z are conducted and the tests have a smaller cardinality
of |Z|, a lower number of samples are needed for generating the causal graph if we prior
knowledge about the sparsity of the causal structure. For this reason, we term the maximum
number of neighbors in the underlying causal structure as sparsity and denote it as B :=
maxX∈V |adj(G,X)|.
Proposition 8. The number of samples required for the PC algorithm with sparsity B for














Proof. The procedure follows the same steps as that for the IC algorithm noting the form
for αZ and writing the summation only up until tests with conditioning sets of cardinality
B + 1.
It should be noted that when a graph is sparse (with sparsity B), the number of samples
required for the PC algorithm are O(NB+1) which is significantly better than the exponential
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Figure 6.1: Number of samples needed for a confidence level of 0.95 with l = 2, ε = 0.1
bound for the IC algorithm. Thus, domain knowledge about the sparsity of the graph
translates to a significant reduction in the number of data points required to determine
the underlying causal structure. Figure 6.1 shows that the sample complexity for the PC
algorithm is orders of magnitude lower than that for the IC algorithm.
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Chapter 7
Sample complexity under domain
expertise
In this chapter we analyse the sample complexity of causal discovery algorithms in the pres-
ence of prior knowledge about the true causal graph, which we refer to as domain expertise.
The reduction in sample complexity with a sparsity prior was discussed in Chapter 6 by
determining the sample complexity of the PC algorithm. Here, we will first classify the re-
duction in sample complexity if the result of some conditional independence tests is known,
and then use this result to extend to other types of domain knowledge.
7.1 Knowledge of certain conditional independence
tests
The following proposition provides an explicit form for the reduction in sample complexity
in the most general form of domain knowledge, i.e. the knowledge of certain independence
tests. This will be used in the later part to classify the sample complexity under different
types of domain expertise. For this chapter, we will identify the sample complexity of the
PC algorithm without any sparsity prior. However, it should be noted that as these are the
worst case bounds, the sample complexities of the IC and the PC algorithm are the same.
Proposition 9. Let Ti be the number of tests of the form, X ⊥⊥ Y |Z, |Z| = i, for which the

















Proof. Using the proof idea from Proposition 6 and noting that Proposition 5 still holds, we
only need to determine the confidence level (1 − α0) at which independence tests (tests of

























































Now, we know the sample complexity is m(Z, α∗Z) =
32C′′
α0γε′
2 and the proof is complete.
7.2 Knowledge of known causal directions
In this section, we will identify the sample complexity if certain causal directions are known,
i.e. D ⊂ {(X, Y ) : X → Y,X ← Y or X − Y in G}. The knowledge of a causal direction
between X and Y implies the knowledge of certain independence tests, i.e. X ⊥⊥ Y |Z, ∀Z ∈
V \{X, Y }. We also know that if a set of arrows in the causal graph or a structure is known,
certain independencies can be determined using the d-separation test a priori, however, we
do not include them here for the worst case analysis.
Proposition 10. If D causal direction are known a priori, the sample complexity for deter-











(1 + 23/8)N−2 (7.2)
Proof. If a causal direction, X → Y is known, it implies we do not need to conduct the
following tests,






tests with cardinality of the conditioning set equal to i. Thus, for


























The above result shows that if certain causal direction are known, we can achieve a sig-
nificant reduction in sample complexity if certain causal directions are known. For example,
suppose the causal models for two difference processes are known. Then, significantly lower
samples are required to generate one causal graph that encompasses both processes if the
information from the known causal models is used.
7.3 Sample complexity for expanding a causal graph
In this section we analyse the sample complexity for the problem of constructing a causal
graph for N variables if the causal graph of N − 1 variables is known. For example suppose
the causal graph for the factors related to lung cancer such as smoking, air pollution, etc.
are known. Later, a novel disease is discovered which is postulated to be related to lung
cancer. Then the number of samples needed to place this novel disease into the causal graph
can be determined.
Suppose the causal graph of the random variables in V with |V| = N−1 is G, then we now
want to determine the causal graph, G̃ of V ∪ X̃. Following the idea of the PC algorithm, we
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start with G̃ as the graph formed by connecting all the nodes in G to X̃. Then, conditional
independence tests of incremental order are performed to remove the edges from the graph.
Proposition 11 shows the sample complexity for this scenario.
Proposition 11. If the sparsity of the casual graph, G, of the variables in V is B, the
sample complexity of adding a new node, X̃ to the causal graph is:
M(α) = O(N2N−2 +BN2B)
Proof. First, we want to determine which of the causal links X̃ −X, ∀ X ∈ V exist in the
causal graph of V ∪ X̃. So, the tests that need to be performed are:
X̃ ⊥⊥ X|Z ∀X ∈ V, Z ⊂ V \X





tests with cardinality of |Z| = i for i = 0, 1, 2, ..., N − 2.
Also, we need to check if any of the causal links included in the graph previously need to
be removed due due a dependency introduced by the new node X̃. Thus, for each causal link
between X, Y ∈ V in the graph, we will perform the independence test X ⊥⊥ Y |adj(G,X) ∪
X̃ \ Y . As the sparsity of the graph is B, |adj(G,X)| ≤ B and the number of causal links is
less than B|V |.



















(N − 1)(1 + 23/8)N−2 +B(N − 1)23B/8
)
Thus, the knowledge of most of the causal graph a priori helps reduce the sample com-
plexity significantly provided that the initial causal graph is sparse. Also, this is the worst
case analysis. In practice it is highly likely that not all conditional independence tests will
need to be performed for the complete graph.
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Moreover, further information can be incorporated directly into this procedure to reduce
the sample complexity. For example if the causal graph for V nodes was obtained using the
physical model of the system. It is likely that there is prior knowledge that some factors are
independent of the new factor being introduced. This will reduce the need to use data to




In this chapter, we compare our bounds for sample complexity against results obtained by
running the IC and PC algorithm on simulated data for causal graphs with different number
of nodes.
For testing the sample complexity as the number of nodes are increased, we take the
causal of the form shown in Figure 8.1. We use similar graphs to ensure that the graph of
error rate vs number of samples is consistent. Specifically, we take the causal graph of N
nodes to be the graph where X1, X2, .., XN−1 are independent and are direct causes of XN .
For the simulation, P [Xi = 0] = 0.6, i = 1, 2, .., N − 1 and XN = X1 ∨X2 ∨ ...XN−1. The
causal graph is shown in Figure 8.1.
Figure 8.1: Causal graph with N nodes used in simulations
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Figure 8.2: A comparison of the empirical error rate for our causal model using the IC
algorithm with a sparsity prior of B = 1, compared with our theoretical guarantees. The
empirical rate is calculated based on 1000 trials. N represents the number of nodes in the
causal graph model of Figure 8.1.
8.1 Results for the IC algorithm
Plots for comparison of the error rate obtained by choosing a certain number of samples
for the IC algorithm and the bound on error rate predicted by our analysis are shown in
Figure 8.2 for different number of nodes in the graph.
We compare our results with the error rates obtained in Proposition 6. We note that our
results were upto a multiplicative constant, and although the guarantees provided by our
analysis is met, the number of samples required was seen to be quite conservative. There are
a few sources of conservativeness in our analysis. First, the union bound used to control the
family wise error rate is conservative. Second, our analysis can only guarantee confidence
when every conditional independence test is accurate, however, in practice, we may still
recover the correct causal graph even when some tests fail. For example, when N = 3, if the
X1 ⊥⊥ X2 test evaluates to false, but the independence test X1 ⊥⊥ X2|X3 evaluates to true,
the true causal graph will be recovered. However, this is difficult to use in any confidence
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Figure 8.3: A comparison of the empirical error rate for our causal model using the PC
algorithm with a sparsity prior of B = 1, compared with our theoretical guarantees. The
empirical rate is calculated based on 1000 trials. N represents the number of nodes in the
causal graph model of Figure 8.1.
level guarantees: it is difficult to determine which tests can fail while guaranteeing recovery
of the true causal graph, especially without knowledge of the true causal structure.
We note that the sample complexity rates are relatively representative of the empirical
rates upto a scaling constant, which suggests that these bounds, though conservative, may
still provide useful quantification of the benefits of domain expertise.
8.2 Results for the PC algorithm
We conducted a similar comparison for the PC algorithm in Figure 8.3, compared with the
results in Proposition 8. Similar to the previous section, we see that our analysis provides the
desired guarantees and our rates seem accurate upto a multiplicative constant. Additionally,
the multiplicative constant is far better due to the sparsity prior reducing the error introduced




In this thesis, we outlined the sample complexity of the IC algorithm in the absence of a CI
oracle. When domain expertise or other prior knowledge can be modelled with a partial CI
oracle, we have specified our sample complexity of the IC algorithm with this prior infor-
mation. These results were derived by combining recent bounds on the sample complexity
of conditional independence testing, an analysis of the graph traversal in the IC algorithm
and the family-wise error rate correction methods. These sample complexity rates can serve
as a guiding principle for experimental design when passively observed data is available. An
experiment can be modeled if an incomplete causal graph is known as knowledge of indepen-
dence (or lack thereof) of two random variables conditioned on a particular context. Thus,
our results provide a quantifiable metric to evaluate which experiments (if conducted) can
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