Backus-Gilbert inversions of a new differential PcP data set result in estimates of the core radius, 3484-3486 km, compatible with those obtained from the inversion of large sets of normal mode data. For that part of the core sampled by the data, undulations in the core-mantle boundary can be of order no more than 5-10 km, in the worst possible case.
Introduction
Jeffreys ' (1939) classical estimate of the core radius, 3473 k2.5 km, based on travel times of PcP and ScS, has served as a standard for many years, but is now commonly thought to be 10-15 km too small. Kogan (1960) used seven PcP-P (differential PcP) travel times to support an increase to 3486 km. Later, as part of the development of the 1968 Seismological Tables for P Phases, estimated a core radius of 3477 f 2.0 km, based on the Herrin et al. (1968) P velocity distribution and published PcP travel times from nuclear explosions. Using the 1968 velocities of Herrin et a1. and observations of diffracted P (= diffracted PcP) Bolt (1970) determined a core radius of 3479f2 km. Hales & Roberts (1970) used well-observed ScS-S (differential ScS) travel times to determine a core radius of 3489.92f4.66 for one S velocity model and 3486.10f4-59 km for another.
Stronger evidence for an increase in core radius by 15-20 km over Jeffreys' value was introduced by Haddon & Bullen (1969) in an Earth model which satisfied the Earth's mass, moment of inertia and selected free oscillation eigenperiods. Press (1970) generated Earth models that fit various geophysical data by a Monte Carlo procedure and obtained core radii between 3470 and 3483 km. More recently, Gilbert, Dziewonski & Brune (1973) inverted a large data set consisting of the Earth's mass, moment of inertia, normal mode frequencies, and travel times (but not PcP or ScS), and found models with core radii between 3482 and 3485 km. Jordan & Anderson (1974) used a representative mantle and PcP-P (differential PcP) travel times from explosions and deep-focus earthquakes to determine a core radius of 3485 km.
In this study we apply Backus-Gilbert inverse theory to the problem of jointly Table   1 Earthquake and explosion sources 74.687 N 76.242 N 76.252 N 41.637N 40.345 N 44.849 N 44.R49 N 49.083 N 38.670 N 39.556N 37477 N 37.877 N 8.961 N 43.561 N 46.689 N 45.600 N 46.689 N 36.992 N 54.725 N 35.164N 13.538N 40,195 N 40.195N 46.689 N 46.689 N 46.689 determining a P velocity and core radius Earth model that best fits a new P and PcP travel-time data set. The mathematical formalism is presented, and the analysis of the new body-wave data is discussed. Three aspects of the body-wave data are considered: (1) identification of the signal; (2) effects of lateral inhomogeneities; and (3) bias caused by non-uniform sampling of the Earth arising from the particular source-receiver pairs represented in the data. Jordan (1973) has shown that the travel-time bias can be considerably reduced by the use of differential travel-time data, if the phase combination is suitably chosen. A particularly good pair of phases is PcP and P, used in the analysis presented here.
Data
The differential PcP data come from both earthquake and explosion sources. The origin time, location, depth, and references for each event are given in Table 1 , along with an identifying number. Data obtained from each event are displayed in Table 2 , where stations are designated by the alphanumeric codes of the Preliminary Determination of Epicentres (PDE) program and the International Seismological Centre. The location and elevation of each station and its distance from each event are also given.
The corrected PcP-P differential travel time T,,, has been derived from the raw observation Tabs by subtracting the differential corrections (h, e, p ) for station elevation (Engdahl & Gunst 1966 , with 5.0 km s-' crustal velocity), the Earth's ellipticity (Bullen 1937 (Bullen , 1938 , and lateral heterogeneities in the source region of the ray path. The latter correction has been calculated using seismic ray tracing for events 7, 23 and 26. These corrections are shown in Table 2 for all source-station pairs used in the analysis. There has been extended discussion about the details of the PcP seismic phase, which like P should have a compressional onset for explosive sources unless a phase reversal occurs at the core-mantle boundary. Buchbinder (1965 Buchbinder ( , 1968a and Buchbinder & Poupinet (1973) attribute examples of apparent dilatational PcP arrivals from explosions at A < 32" to a phase reversal. Other investigators (Chowdhury & Frasier 1973; Berzon, Kogan & Passechnik 1972; Kogan 1972) find no evidence of a phase reversal in phase correlated P and PcP waveforms from explosions and earthquakes in this distance range. Current opposing theories hold that either PcP phase reversals near 32" are produced by a thin high impedance layer with laterally varying properties at the core-mantle boundary (Buchbinder & Poupinet 1973) or that no phase reversal has occurred but that the compressional onset has been attenuated by a heterogeneous layer or irregular surface at the core-mantle boundary (Vinnik & Dashkov 1969) or by plate effects beneath the Amchitka source (Davies & Julian 1972) .
At least part of this problem of dilatational onsets is that P and PcP waves from nuclear explosions normally begin as weak or barely noticeable compressions followed by a strong dilatation (Carder & Bailey 1958; Kogan 1972) . In some instances, the PcP onset may be indistinguishable from the background of preceding oscillations. The reliability of PcP wave discrimination increases if recordings of more than one explosion are available at a given station. In Fig. 1 are shown the P and PcP waves at MAT from the nuclear explosions LONGSHOT (event 7, m, N 5.8) and MILROW (event 23, mB N 6.5) on Amchitka Island. For LONGSHOT, the onset of PcP is barely distinguishable from the coda, but for MILROW the PcP is clearly compressional. Many of the dilatational PcP waves reported by Buchbinder from BILBY may be ascribed to this signal-to-noise problem. For example, a PcP signal at BL-WV published by Buchbinder (1965, Fig. 1, p . 447) appears to be in phase with the P wave, yet has been identified as dilatational, about 0.5 s too late. The seismo- gram from DAV, reproduced in Fig. l(d) has an apparent large dilatational PcP onset, but the P and PcP appear to be phase correlated. Since this example is outside the range of phase reversals predicted by Buchbinder's models, we suggest that the compressional onset has been attenuated to the point that it is obscured by the coda. In fact, an earlier pick would fit the general trend of the data more satisfactorily (see Table 2 ). Differential PcP times over a wide distance range were measured from a LASA data base used by Chowdhury & Frasier (1973) and Frasier & Chowdhury (1974) . These signals were significantly enhanced by steering each of the 21 subarrays to form selective beams for P and PcP phases. The use of steered beams considerably reduces the effect of crustal variations from sensor to sensor and reduces the noise. We have selected for this study those events with a strong PcP arrival which showed a significant signal correlation to P . Since the pulse width of PcP is narrower than that of P , due to differential attenuation in the mantle (Kanamori 1967) , differential P e p times were measured from the phase onsets rather than peak-to-peak. Fig. 2 shows LASA P and PcP phase pairs used in this study. The similarity of P and PcP phases shows that the core-mantle boundary can be considered a sharp discontinuity, relative to short-period waves, at those places sampled by the data. Other differential PcP data were obtained from three nuclear explosions on Amchitka Island (events 7, 23 and 26). All available seismograms from these events were examined and observed times read to an accuracy of 0-1 s. After correcting for source depth, excellent agreement between events in absolute P and PcP observed travel times to individual stations was obtained.
Amchitka lies above a descending lithospheric slab which is thought to have such a large velocity contrast to the surrounding mantle that seismic rays traversing the slab are strongly affected. In Fig. 3 , PcP rays normal to the arc are traced through a hypothetical plate model incorporating a 7 per cent increase in velocity over the surrounding Herrin et al. (1968) mantle. To account for this effect, a plate model based on the work of Jacob (1972) and Sleep (1973) was adopted, with a 7 per cent higher P velocity than the surrounding mantle (Herrin) . Rays were traced through the plate as described by Davies and Julian (1972) and by Engdahl(1973) , a typical result being presented in Fig. 3 are less affected by the plate than the corresponding P rays, producing up to a 1.5 s difference between the P and PcP source correction for stations in Western Canada. The differential correction p is shown for each Amchitka datum in Table 2 . The plate bends the ray direction as well as speeds it up. The effect is shown in Fig. 4 where a suite of PcP rays leaving the source at various azimuthal (100 spacing) and various take-off angles (I" spacing) have been traced to the surface. In the absence of a plate, the grid would appear as equally spaced concentric circles and radial lines. The X's denote receivers that observed P waves from at least one of the Amchitka explosions, and the solid dots are receivers at which PcP arrivals have been confirmed. The density of emerging rays indicates in a qualitative way the amplitude of the PcP signal. Note that the low ray density regions agree with observed shadow zones in Europe and Eastern North America and high ray density regions with high amplitude PcP in Western North America and Japan. Clearly it is necessary to account for plate effects in amplitude studies of PcP. The regions of high-amplitude PcP arrivals are also characterized by the largest source corrections to differential times due to the significant differences in the P and PcP propagation paths and by the occurrence of apparent dilatational PcP arrivals. Since most of the Amchitka data are derived from these regions, they must be carefully treated for these plate effects. Fig. 5 shows where PcP rays used in this study were reflected from the coremantle boundary. Also shown are the reflection points for the hypothetical rays of Fig. 4 . The PcP reflection points are irregularly scattered and cover only a limited area of the core's surface.
FIG. 4.
Observed P and PcP data from Amchitka explosions and PcP rays traced through the plate model in Fig. 3 to the surface at 1" and 10" increments in take-off angle and azimuth, respectively. The x's denote receivers that observed P waves from at least one of the Amchitka explosions and the solid dots are receivers at which PcP arrivals have been confirmed.
Out of the 133 observations summarized in Table 2 , 32 indicated by asterisks were deleted from the final analysis because: (1) PcP began as a dilatation rather than compression; (2) the distance was less than 30" or greater than 80" and unconfirmed by the authors, or (3) residual after a preliminary inversion was greater than two standard errors (SEO, TRN, TEMP), indicating a possible station anomaly. Each observation was assigned a standard error (a) of 0.6s based on the mean, without regard to sign, of the plate correction, p, of the Amchitka data. It is important that this estimate be realistic and conservative. If the Amchitka source is considered representative of the lateral inhomogeneities one might also expect at the receiver end of the raypath, then the mean differential correction for that source would be a conservative estimate of the uncorrected differential station effects in our data. As a test, differential PcP times from CANNIKIN for six stations in Japan (AIK, TSK, KYS, SRY, MAT, and OHY, Table 2) were examined. For a region where plate effects at the receiver would be expected, the standard error in 6T values is f0.3 s.
Provided the data are unbiased and normally distributed, a further test of this hypo- thesis is that more than 68 per cent of the 6T's resulting from the inversion will be less than 0-6 s.
Theory
Backus & Gilbert (1967 & Gilbert ( , 1968 & Gilbert ( , 1970 have formulated an inverse theory for finding Earth models which fit given data and having found one such model for determining its resolvable features. These techniques were applied to the travel-time problem by Johnson & Gilbert (1972a, b) which should be referred to for a more complete coverage of the following discussion.
Let [u(r), r,] be a two-dimensional Earth model where u(r) is the compressional velocity depending on radius r (0 < r < 1) from the Earth's centre and r, is the core Denote the differential PcP-P time at a given source-receiver separation Ai by Ti. Ti is a Frechet differentiable (Backus & Gilbert 1967) Johnson & Gilbert (1972a) .
Suppose 6Ti is the difference between the observed functional value for the real Earth, T:, and the value computed for a model [v(r), rc], then the inverse problem is to find a [6v(r), arc] which satisfies (1). Because (1) is only a linear approximation to a basically non-linear problem, the procedure for finding a model which makes 6Ti smaller than one standard error in the data becomes an iterative one. This procedure is straightforward, and for details of the travel-time calculation, see Johnson & Gilbert (1972a) .
With a finite amount of data, the true velocity and core radius of the model cannot be exactly determined. However, the data do provide a best estimate of these parameters which is in some sense a smoothed or averaged value. The determination of the core radius, in particular, will be dependent on the velocity profile of the model.
Since the problem is linearized, linear averages of the model will be considered as shown in equation (2) where, for the present, we assume perfectly accurate data, 1 6rC 2 a, 6 Tt = f 2 ai Gi(r)m(r) dr + 2 ai F , -.
In order to minimize the dependence of the core radius on the velocity profile, the constants ai are chosen so that the sum of data kernels for velocity is zero, and the sum of data kernels for the core radius is one, (3) C a J , = 1.
I
If this were the case, a linear sum of the data as shown in equation (4) would give the exact core radius perturbation to add to the model to make it agree with the observations, It is impossible, with a finite amount of data, to make the sum of the data kernels for velocity exactly zero and the sum of the data kernels for the core radius exactly one. But, by choosing the constants a, carefully, it may be possible to approximate these conditions very closely.
To choose the constants a,, a criterion or numerical measure of how close we can come to making the sum of velocity kernels zero and the sum of core radius kernels 
0
A quantity R which we shall call resolution is defined and from (5) we see that if the sum of velocity kernels were zero and the sum of core radius kernels were one, then R = 0. Thus, to determine the constants ai, the resolution R is minimized.
Actually, in the travel-time problem, the Frkhet kernels G,(r) are not square integrable (they have an inverse square root singularity), and so the integral in the expression for R is not defined. However, this singularity is integrable and can be removed by simply integrating equation ( Arc is a scalar which measures the effect of having a finite amount of data in trying to determine the core radius perturbation dr,. If Arc were one and A,(r) were zero (see equation (4)), then it would be possible to calculate 6r, exactly from a linear combination of the data.
The expression for resolution R now becomes and it is necessary to minimize R to obtain the constants at.
(9)
So far, only the effects of a finite amount of data have been discussed, and not what effects errors in the data have on the determination of the core radius. If A(Tio) is the error for the i'th differential PcP-P time T:, and 6Ti+ A(Tio) is used in equation (4), it can be seen that the error made in the value of the core radius perturbation added to the model is simply given by a linear sum of the errors in the data with the same constants ai:
A (2) = a, A(T:).
The A(Tio) are not known, but some knowledge about their statistics is assumed. In particular, it is assumed that they have zero mean and finite variance 0: and that the data are independent. As an estimate of the error made in the core radius perturbation, the variance (8') of (10) is computed. Using the assumption of the independence of the 6T, This variance should be as small as possible because a well-determined core radius, i.e. small resolution R, is not very useful if it has a large variance e2.
The object is to find the a's which minimize both the resolution and the variance of the error ( E~) in the value of the core radius perturbation. Clearly, both of these expressions cannot be minimized simultaneously with the same set of constants a, but a linear combination of the two can be minimized as: Theta (8) is a parameter which runs from 0 to n/2. When 8 = 0, resolution is minimized; and when 0 = n/2, the error in the value of the core radius perturbation is minimized. Backus & Gilbert (1970) have proved that as theta goes from 0 to n/2, the so called 'trade-off' curve s2(R) is a monotonically decreasing function which is convex toward the origin. Hence, the error in the estimate of the core radius perturbation can be lowered by a willingness to accept a slightly larger resolution. The optimum place to be on the curve is in the region of the 'knee' rather than at the end points. At 8 = 0, the error is unrealistically large, and at 8 = 7c/2 the resolution is unreasonable. The core radius error estimates presented are taken from the 'knee' of the corresponding trade-off curve.
Analysis
Two [u(r), r,] models were considered as starting models in the inversion process, the Herrin model from the 1968 P-phase seismological tables which we designate as H1 and Jordan and Anderson's model B1. The determination of the initial Herrin core radius of 3477 km from nuclear explosion data by was biased, in part, by uncompensated azimuthal effects of the plate beneath Amchitka in the case of LONGSHOT data, and by dilatational PcP arrivals reported by Buchbinder from BILBY. Both of these effects tend to make the derived radius too small. Model B1 was used as a starting model in order to see whether our data set, especially the corrected Amchitka data, was compatible with a model derived, in part, from the inversion of an extensive set of normal mode eigenperiods.
(a) Inversion
The final model after one iteration, designated H2, resulting from the inversion of the data using H1 as a starting model is shown in Fig. 6 . The core radius of H2 is 3484.2 km. The difference, H2-H1 is shown in Fig. 8 . As can be seen from this figure, the velocity perturbation is quite small, being +0.013 km s-l at most, and is everywhere slightly positive. The residuals (6 T = T,,, -TcaJ whose absolute values were greater than 0.6 s for H1 were negative for the whole distance range covered by the data, 31.6" < A 6 76.7". The data with small A are more effective in determining the core radius while the data with larger A are more effective in determining the velocity structure. Since the residuals were negative in all distance ranges, the inversion process satisfied the small A data by increasing the core radius and satisfied the large A data by slightly increasing the velocity.
In order to get a qualitative idea of how much the determination of the core radius of H2 depends on the velocity profile, H1 was again used as a starting model for an inversion of the data, but this time the velocity profile was kept fixed, and only the core radius was varied. The final model after one iteration, designated H3, has a core radius of 3485.5 km. This is slightly larger than the core radius of H2 because all of the effect of the negative residuals now goes into increasing the core radius and none into increasing the velocity. The small difference in the two radii, 1.3 km, indicates that the determination of the core radius of H2 in this inversion is not influenced very much by the velocity profile. See Section 4(b) for more quantitative detail.
Model B2, the final model after one iteration, resulting from the inversion of the data using B1 as a starting model is shown in Fig. 7 . The core radius of B2 is 3485.8 km. The difference, B2-B1 is shown in Fig. 8 . In this case, the velocity perturbation is still quite small; -0.09 km s-l at most, and is everywhere negative. For B1, the residuals whose absolute values were larger than 0.6 s were almost evenly divided between positive and negative values at all distance ranges. However, the ( -) and between model B2 and B1 (----) . a = radius of the Earth (6371 km).
FIG. 8. The differences between model H2 and H1
maximum value of the positive residuals was slightly larger than the maximum of the negative residuals, and since the inversion process preferentially tries to reduce the largest residuals, it decreased the velocity of B1 a small amount.
The fact that the core radius of B1 remained essentially unchanged in the inversion demonstrates the compatibility of that part of the data set consisting of the plate corrected differential times from nuclear explosions and an independent set of differential times from earthquakes and explosions which determined the initial core radius of B1. This result is even more graphically shown by a second inversion using B1 as a starting model but with the velocity profile held fixed. The core radius of the final model, designated B3, remains unchanged from the starting model to two decimal places.
These results again indicate in a qualitative way that the determination of the core radius of B2 in this inversion is not very dependent on the velocity profile.
(b) ResoIution
The error bounds on the core radius depend on a trade-off between errors arising in the data and errors arising because of the coupling between the vP,rc kernels. The trade-off curves described in Section 3 are shown in Fig. 9 for H2 and H3 and in Fig. 10 for B2 and B3. From Fig. 9 , the relative error at the ' knee ' of the curve is 8.3 x or k2.6 km for H3. From Fig. 10 , the curves for B2 and B3 are essentially identical, and the relative error at the ' knee ' is 8.0 x loA4 or 12.8 km in both cases. In Fig. 11 for both H2 and B2. As described in Section 3, a,(r) is an averaging kernel which indicates how the relative velocity perturbation Gu(r)/u(r) is averaged to obtain the relative core radius perturbation 6rC/rc. Ideally, a,(r) should be zero everywhere, indicating no coupling between the compressional velocity profile and the core radius.
In the regions where a,(r) is negative, there is a trade-off possible between velocity perturbation and core radius perturbation. The effect of an increase in velocity in these regions together with an appropriate decrease in core radius or vice versa will be to produce no resulting change in the calculated differential times. In the regions where a,(r) is positive, there is a positive coupling between the velocity perturbation and core radius perturbation. In this case, a decrease in velocity in these regions will produce a corresponding decrease in core radius and similarly an increase in velocity will produce an increase in core radius. The amplitude of a,(r) at any r is a measure of the strength of the trade-off or coupling at that r. From the figure it can be seen that the trade-off and coupling is quite small for both H2 and B2.
Data for small A are more effective than large A in determining the core radius. Thus, the amplitude of a,(r) would be expected to be largest in the vicinity of the radii where the P rays corresponding to the smallest A's in the data set are bottoming. In particular, the P ray for the smallest A = 31.6" in the data set bottoms at a radius of 5582 km for H2 and 5577 km for B2 (0.876 and 0.875 respectively on the scale of Fig. 11 ).
a,(r) is negative for H2 at all radii greater than 5575 km (0.875) and negative for B2 at all radii greater than 5560 km (0.873). Of the 101 P rays in the data set, 97 bottom below 5575 km for H2 and 96 bottom below 5560 km for B2. In those regions of the models where no P rays are bottoming there is less control on the velocity perturbations, and consequently they can be traded off against core radius perturbations. This is why aJr) is negative for H2 at all radii greater than 5575 km and negative for B2 at all radii greater than 5560 km.
The ' rougher ' appearance of a,(r) for H2 compared to a,(r) for B2 is due to the fact that H2 has many more layers than B2, 290 us. 62 and that a u = arb law was used in each layer in the computation of the ray integrals. Table 3 summarizes the results of this study. These estimates of core radius are consistent with the latest core radius, 3485 3 km, derived by Gilbert (private communication) from the inversion of a large set of normal mode data.
Conclusions
In this study, gross upper-mantle effects have been removed from the PcP data set. Residuals from our models do not seem to relate in any systematic way to the core reflection points shown in Fig. 5 . It is likely that errors of order 0-6s which still remain are largely due to uncompensated effects at the receiver, as previously described. However, if these errors are attributed to undulations in the core-mantle boundary, then these ' bumps ' are probably of order no more than 5-10 km in the worst possible case for that part of the core sampled by our data.
A new surface-focus PcP table based on the improved estimate of the core radius for the Herrin model and consistent with the 1968 Seismological Tables for P phases is given in the Appendix. 
