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THE STABILIZATION THEOREM FOR PROPER
GROUPOIDS
ALAN L. T. PATERSON
Abstract. The stabilization theorem for A-Hilbert modules was es-
tablished by G. G. Kasparov. The equivariant version, in which a lo-
cally compact group H acts properly on a locally compact space Y , was
proved by N. C. Phillips. This equivariant theorem involves the Hilbert
(H,C0(Y ))-module C0(Y,L
2(H)∞). It can naturally be interpreted in
terms of a stabilization theorem for proper groupoids, and the paper es-
tablishes this theorem within the general proper groupoid context. The
theorem has applications in equivariant KK-theory and groupoid index
theory.
1. Introduction
The Kasparov stabilization theorem ([11]) asserts that for a C*-algebra
A, the standard Hilbert module A∞ “absorbs” every other (countably gen-
erated) Hilbert A-module P in the sense that
P ⊕A∞ ∼= A∞.
The theorem is of central importance for the development of KK-theory, and
can be regarded as an extension of Swan’s theorem for vector bundles. Ac-
counts of the theorem are given in the books by Blackadar and Wegge-Olsen
([3, 27]). In [13, Part 1, §2, Theorem 1], Kasparov obtained a stabilization
theorem involving a group action: if H is a locally compact group acting
on A and P is a Hilbert (H − A)-module that is countably generated as a
Hilbert A-module, then
P ⊕ L2(H,A)∞ ∼= L2(H,A)∞
in the sense that there exists anH-continuous isomorphism from P⊕L2(H,A)∞
onto L2(H,A)∞. The isomorphism, however, need not be equivariant. An
elegant, self-contained account of all of this is contained in the paper [19] of
J. A. Mingo and W. J. Phillips.
For an equivariant stabilization theorem, one needs a properness condi-
tion, and N. C. Phillips has obtained such a theorem in the case of group
actions ([24, Theorem 2.9]). Here, a locally compact group H is assumed to
act properly on a locally compact Hausdorff space Y . This action gives in the
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obvious way an action of H on the C∗-algebra C0(Y ). A Hilbert (H,C0(Y )-
module is defined to be a Hilbert C0(Y )-module with a compatible action
of H which is strong operator continuous - for the precise definition, see,
for example, [11, Definition 1] or [19, Definition 2.1]. The theorem then
asserts that for any Hilbert (H,C0(Y ))-module P , there is an equivariant
isomorphism of Hilbert (H,C0(Y ))-modules:
P ⊕ (C0(Y )⊗ L
2(H)∞) ∼= C0(Y )⊗ L
2(H)∞.
Phillips uses this stabilization theorem in his proof of the generalized Green-
Rosenberg theorem (that equivariant K-theory (in terms of H-Hilbert bun-
dles over Y ) is the same as the K-theory of the transformation groupoid
C∗-algebra). The starting point for the present paper is the observation
(below) that Phillips’s stabilization theorem (and the generalized Green-
Rosenberg theorem) can be expressed very naturally in terms of locally com-
pact proper groupoids. (Accounts of the theory of locally compact groupoids
are given in [25, 20].) Groupoid versions of these theorems are, of course,
required for the development of groupoid equivariant KK-theory, as well as
for index theory in noncommutative geometry ([6]), in particular, to orbifold
theory. (In connection with the latter, the properness condition is automat-
ically satisfied since the structure of an orbifold with underlying space X is
completely described by the Morita equivalence class of a proper, effective,
e´tale Lie groupoid with orbit space homeomorphic to X ([1, pp.19-23]).)
The groupoid stabilization theorem is also necessary for extending Higson’s
K-theory proof of the index theorem ([10]) to the equivariant case.
In this paper, we will prove the stabilization theorem for proper groupoids;
the generalized Green-Rosenberg theorem will be discussed elsewhere. The
proof of this stabilization theorem follows similar lines to that of Phillips’s
stabilization theorem, but also requires groupoid versions of results of [19].
The main additional technical issues to be dealt with arise from the fact that,
unlike the Hilbert bundles of [24], the Hilbert bundles involved in this paper
are not usually locally trivial. Indeed, the G-Hilbert module PG for a proper
groupoid G, whose Hilbert module P∞G of infinite sequences stabilizes (as
we will see) all the other G-Hilbert modules, is associated with a G-Hilbert
bundle that is not usually locally trivial.
We now translate the Phillips stabilization theorem into groupoid terms.
We are given a locally compact group H acting properly on the left on Y .
One forms the transformation groupoid G = H × Y : so multiplication is
given by composition - (h′, hy)(h, y) = (h′h, y) - and inversion by (h, y)−1 =
(h−1, hy). The unit space of H × Y can be identified with Y , and the
properness condition translates into the requirement that the groupoid be
proper: the map g → (r(g), s(g)) (i.e. (h, y) → (hy, y)) is proper (inverse
image of compact is compact). The next objective is to interpret in groupoid
terms the C0(Y )⊗ L
2(H)∞ occurring in the Phillips stabilization theorem.
A dense pre-Hilbert (G,C0(Y ))-module of C0(Y )⊗L
2(H) = C0(Y,L
2(H)) is
Cc(H ×Y ) = Cc(G) - so for a general proper groupoid G, we should replace
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C0(Y )⊗L
2(H) by the completion PG of the pre-Hilbert module Cc(G). The
stabilization theorem for proper groupoids is then:
P ⊕ P∞G
∼= P∞G
where P is (in the appropriate sense) a G-Hilbert module.
All groupoids in the paper are assumed to be locally compact, Hausdorff,
proper and second countable, and all Hilbert spaces and Hilbert modules
second countable.
For lack of a convenient reference, we state the following elementary par-
tition of unity result which is proved as in, for example, [9, Theorem 1.3].
Let X be a second countable locally compact Hausdorff space, C a compact
subset of X and {V1, . . . , Vn} a cover of C by relatively compact, open subsets
of X. Then there exist fi ∈ Cc(Vi) ⊂ Cc(X) with 0 ≤ fi ≤ 1,
∑n
i=1 fi(y) ≤ 1
for all y ∈ Y ,
∑n
i=1 fi(y) = 1 for all y ∈ C.
2. Groupoid Hilbert bundles
We start by discussing the class of Hilbert bundles that we will need for
G-actions. The correspondence between Hilbert bundles over Y and Hilbert
C0(Y )-modules seems to be well known, but for lack of a reference we sketch
the details that we will need. (Note that a Hilbert C0(Y )-module P can
be regarded as a left C0(Y )-module - fp is the same as pf for p ∈ P, f ∈
C0(Y ).) In the transformation groupoid case developed by Phillips, one uses
locally trivial bundles with fiber L and structure group U(L) with the strong
operator topology. However, as noted above, the bundle associated with
Cc(G), required for the groupoid stabilization theorem, is not always locally
trivial (though in the transformation groupoid case, it is trivial (= Y ×
L2(H))), and we extend the class of bundles to be considered as follows. Our
approach, based on the work of Fell and Hoffman, is modelled on the account
of the Dauns-Hoffman theorem in [8] with bundles of Banach spaces and
C∗-algebras replaced by Hilbert bundles over Y and Hilbert C0(Y )-modules.
For the results of [8, Chapter 2], the Banach modules are modules over Cb(X)
where X is completely regular. In our case, we wish to obtain similar results
for Hilbert modules over C0(Y ). (The corresponding modifications needed
for C0(Y )-algebras are given in [23]. See also [28, C.2].) Since the Hilbert
bundles that we will need are usually not locally trivial, it is natural to
define such a bundle in terms of a space of sections deemed to be continuous
and vanishing at infinity (cf. [7, Ch. 10]). This can be done. However, for
our purposes, it is more convenient to use a topological approach which is
in some respects akin to the classical definition of vector bundles. In the
following definition of Hilbert bundle, we are given a topology on the total
space and the set of continuous sections that vanish at infinity has to satisfy
certain properties.
Definition 2.1. Let {Hy}y∈Y be a family of Hilbert spaces, E a second
countable, topological space which is the disjoint union of the Hy’s, and
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π : E → Y be the projection map. Let C0(Y,E) be the set of continuous
sections F of E such limy→∞ ‖F (y)‖ = 0. Then E is called a Hilbert bundle
over Y if the following properties hold:
(i) the addition map E ⊕Y E → E and the scalar multiplication map
(Y ×C)⊕Y E → E are continuous;
(ii) For each F ∈ C0(Y,E), the map y → ‖F (y)‖ is continuous;
(iii) for each y, {F (y) : F ∈ C0(Y,E)} = Hy.
(iv) The topology on E is determined by C0(Y,E) in the sense that a base
for it is given by the sets of the form UF,ǫ, where U is an open subset
of Y and
(1) UF,ǫ = {hy : y ∈ U, hy ∈ Hy, ‖hy − F (y)‖ < ǫ}.
Here are some comments on the preceding definition. From (i) and (iii),
C0(Y,E) is a vector space. It follows from (iv) and (iii) that π is open and
continuous, and each Hy has its Hilbert space norm topology in the relative
topology of E. Using (ii), (iii) and (iv), the norm function ‖.‖ : E → R is
continuous. By a simple triangular inequality argument - use the continuity
of y → ‖F (y) − F ′(y)‖ for F,F ′ ∈ C0(Y,E) - if ξ ∈ Hy0 and F ∈ C0(Y,E) is
fixed such that F (y0) = ξ, then the family of sets U(F, ǫ) with y0 ∈ U , ǫ > 0,
is a base of neighborhoods for ξ in E. By [15, p.57], there is a countable
base for the topology of E consisting of sets of the form U(F, ǫ). We note
that E is Hausdorff though we will not use this fact. We also note that in
(iv), we get the same topology if the functions F are restricted to lie in a
subspace of C0(Y,E) which is dense in the uniform norm topology (below).
Proposition 1. Let E be a Hilbert bundle over Y . Then C0(Y,E) is
a separable C0(Y )-Hilbert module in the uniform norm topology: ‖F‖ =
supy∈Y ‖F (y)‖.
Proof. To show that C0(Y,E) is a Banach space, one modifies the proof for
the corresponding elementary result on uniform convergence of functions.
Let {Fn} be a Cauchy sequence in C0(Y,E). Then Fn → F pointwise for
some section F of E. We now show that F ∈ C0(Y,E). It is obvious that
‖F (y)‖ → 0 as y → ∞. It remains to show that F is continuous. Let
yk → y0 in Y . We have to show that F (yk)→ F (y0). Let F
′ ∈ C0(Y,E) be
such that F ′(y0) = F (y0). Let U be an open neighborhood of y0 and ǫ > 0.
One shows that eventually, F (yk) ∈ U(F
′, ǫ) and the continuity of F follows
by the preceding comments on the definition. For F1, F2 ∈ C0(Y,E), define
〈F1, F2〉 : Y → C in the obvious way: 〈F1, F2〉(y) = 〈F1(y), F2(y)〉. By the
polarization identity and (ii) of the definition, 〈F1, F2〉 ∈ C0(Y ). It is easy
to check that C0(Y,E) is a Hilbert C0(Y )-module with inner product 〈., .〉
and module action given by: Ff(y) = f(y)F (y).
We now prove that C0(Y,E) is separable. Let A be a countable base for
E whose elements are of the form U(F, η). It suffices to show that for a
compact subset C of Y , the space of sections A ⊂ C0(Y,E) with support
in C is separable. Let F ′ ∈ A and ǫ > 0. For each y ∈ C, let Uy be a
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relatively compact, open neighborhood of y in Y . Then F ′(y) ∈ Uy(F
′, ǫ),
and there exists a Vy(Fy, ǫy) ∈ A such that F
′(y) ∈ Vy(Fy , ǫy) ⊂ Uy(F
′, ǫ).
In particular, y ∈ Vy ⊂ Uy and ‖F
′(y′)− Fy(y
′)‖ < ǫ for all y′ ∈ Vy.
Since C is compact, there exists a finite cover {Vy1 , . . . Vyn} of C. Let {fi}
(1 ≤ i ≤ n) be a partition of unity for C subordinate to the {Vyi}, and let
F ′′ =
∑n
i=1 fiFyi . Then ‖F
′(y)− F ′′(y)‖ < ǫ for all y ∈ Y . The span of
such functions F ′′ in C0(Y,E) is separable, and the separability of C0(Y,E)
then follows. 
As a simple example of a Hilbert bundle, let Y = (0, 2), F be the trivial
Hilbert bundle Y ×C2 and {e1, e2} the standard orthonormal basis for C
2.
Then C0(Y, F ) = C0((0, 2)) × C0((0, 2)) in the obvious way. Let E be the
subbundle [(0, 1]×Ce1]∪[(1, 2)×C
2] of F with the relative topology. Then E
is a Hilbert subbundle of F though it is neither locally constant nor locally
compact. (Note that C0(Y,E) can be identified with C0((0, 2)) × {f ∈
C0((0, 2)) : f(y) = 0 for 0 < y ≤ 1}.)
A morphism between two Hilbert bundles E,F over Y is (cf. [24, Defini-
tion 1.5]) a continuous bundle map Φ : E → F whose restriction Φy : Ey →
Fy for each y ∈ Y is a bounded linear map and supy∈Y ‖Φy‖ = ‖Φ‖ < ∞,
and such that the adjoint map Φ∗ : F → E, where Φ∗(ξy) = (Φy)
∗(ξy) for
ξy ∈ Fy is also continuous. It is obvious that any such morphism Φ de-
termines an adjointable Hilbert module map Φ˜ : C0(Y,E) → C0(Y, F ) by
setting Φ˜(F )(y) = Φy(F (y)). It is also obvious that with these morphisms,
the class of Hilbert bundles over Y is a category.
We have seen that every C0(Y,E) is a second countable C0(Y )-Hilbert
module. We will show that every second countable C0(Y )-Hilbert module P
is of this form. We recall first that a morphism between two Hilbert C0(Y )-
modules P,Q is an adjointable map T : P → Q. This gives the category
of Hilbert C0(Y )-modules. Two Hilbert C0(Y )-modules P,Q are said to be
equivalent - written P ∼= Q - if there exists a unitary morphism U : P → Q.
Next, a result of Kasparov ([11, Theorem 1], [27, Lemma 15.2.9]) gives that
in any Hilbert A-module P and for any p ∈ P ,
(2) p = lim
ǫ→0+
p〈p, p〉[〈p, p〉+ ǫ]−1.
It follows by Cohen’s factorization theorem and (2) that P = {fp : f ∈
C0(Y ), p ∈ P}. In the stabilization theorem of Kasparov, the Hilbert A-
modules are assumed to be countably generated. It is obvious that in our
situation (P second countable) P is automatically countably generated.
Let P be a C0(Y )-Hilbert module. We construct an associated Hilbert
bundle E in the familiar way (e.g. [8]). For y ∈ Y , let Iy = {f ∈ C0(Y ) :
f(y) = 0}, a closed ideal in C0(Y ). By Cohen’s factorization theorem, IyP is
closed in P . Let P/(IyP ) = Py. We claim that the norm on Py is a Hilbert
space norm, with inner product given by 〈p + IyP, q + IyP 〉 = 〈p, q〉(y).
This inner product is well-defined. To see that it is non-degenerate, suppose
that 〈p, p〉(y) = 0. Then 〈p, p〉 ∈ Iy and by (2), p ∈ (IyP ) = IyP , and
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non-degeneracy follows. Let E = ∪y∈Y Py. If we wish to emphasize the
connection of E with P , we write EP in place of E. (If Q is just a pre-
Hilbert C0(Y )-submodule, we define EQ to be EQ
.) For each p ∈ P , let
pˆ(y) = p + IpP ∈ Hy. We sometimes write py in place of pˆ(y). For each
open subset U of Y and each ǫ > 0, define Up,ǫ = Upˆ,ǫ, the latter being
defined as in (1).
We now show that the functor E → C0(Y,E) is an equivalence for the
categories of Hilbert bundles over Y and of Hilbert C0(Y )-modules.
Proposition 2. Let P be a Hilbert C0(Y )-module. Then the family of Up,ǫ’s
(p ∈ P ) is a base for a second countable topology TP on E which makes E
into a Hilbert bundle over Y . Further, the map p → pˆ is a Hilbert C0(Y )-
module unitary from P onto C0(Y,E), and the map P → E is an equivalence
between the category of Hilbert C0(Y )-modules P and the category of Hilbert
bundles E over Y .
Proof. Give each pˆ the uniform norm as a section of E. The proposition
is an easier version of corresponding results for Banach A-modules in [8].
It is easier because, as earlier, by the polarization identity, the maps y →
‖pˆ(y)‖ =
√
〈p, p〉(y) are continuous (instead of just upper semicontinuous)
and vanish at infinity. Then ‖pˆ‖2 = ‖〈p, p〉‖ = ‖p‖2, giving p → pˆ an
isometry. We now check the conditions of Definition 2.1 to show that E is a
Hilbert bundle over Y . One easily checks that the family of Up,ǫ’s (p ∈ P )
is a base for a topology TP on E, each pˆ is continuous and the addition and
scalar multiplication maps for E are continuous. The topology TP on E is
second countable since P is. This gives (i) of Definition 2.1, while (iii) of
that definition is trivial. The remaining requirements, (ii) and (iv) will follow
once we have shown that Pˆ = C0(Y,E). As in the proof of Proposition 1
(cf. [8, Proposition 2.3]) Pˆ is dense in C0(Y,E). Further, 〈pˆ, qˆ〉 = 〈p, q〉
giving the map p → pˆ unitary. Then Pˆ = C0(Y,E) since the map p → pˆ
is isometric and P is complete. A morphism T : P → Q of Hilbert C0(Y )-
modules determines a Hilbert bundle morphism Φ = ΦT : EP → EQ in
the natural way: set Φ = {Ty} where Ty is defined: Typy = (Tp)y. Then
Φ : EP → EQ is a continuous bundle map, and ‖Φ‖ = ‖T‖. 
For a Hilbert bundle E over Y , let G∗E = {(g, ξ) : s(g) = π(ξ)} with the
relative topology inherited fromG×E. Then E is called a G-Hilbert bundle if
there is a continuous map (g, ξ)→ gξ from G∗E → E which is algebraically
a left groupoid action (by unitaries). (The unitary condition means that
for each fixed g ∈ G, the map ξ → gξ is unitary from Hs(g) onto Hr(g).)
One can also define this notion in terms of pull-back bundles as in [17, 18],
but the approach adopted here is more elementary, and closer in spirit to
the usual definition of a group Hilbert bundle. A Hilbert C0(Y )-module P
is called a G-Hilbert module if EP is a G-Hilbert bundle. The corollary to
the following proposition shows that when G is a transformation groupoid
H × Y , a G-Hilbert module is the same as a Hilbert (H,C0(Y ))-module in
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the notation of [24]. (In [24, Proposition 1.3], it is shown that if E is an
H-Hilbert bundle over Y , then C0(Y,E) is a Hilbert (H,C0(Y ))-module.
The corollary shows that the opposite direction holds as well as long as we
use the wider category of Hilbert bundles of the present paper.)
Proposition 3. A left groupoid action of G on E is continuous if and only
if, for each F ∈ C0(Y,E), the map g → gFs(g) is continuous from G→ E.
Proof. If the action is continuous, then trivially, the maps g → gFs(g) are
continuous. The converse is very similar to [23, Corollary 1], and so we give
only a brief sketch of the proof. Suppose then that for each F ∈ C0(Y,E),
the map g → gFs(g) is continuous from G → E. Let {gn} be a sequence in
G and {ξn} a sequence in E with ξn ∈ Es(gn) such that gn → g in G and
ξn → ξ in E. We have to show that gnξn → gξ in E. By Definition 2.1,(iii),
there exist F ∈ C0(Y,E) such that gξ = Fr(g) and F
′ ∈ C0(Y,E) such
that ξ = F ′s(g). Then ‖ξn − F
′
s(gn)
‖ → 0, so that ‖gnξn − gnF
′
s(gn)
‖ → 0 as
well. Next, by assumption, gnF
′
s(gn)
→ gF ′s(g) = gξ = Fr(g) and so by the
continuity of F , ‖gnF
′
s(gn)
− Fr(gn)‖ → 0. So gnξn → gξ. 
Corollary 2.2. Let G be a transformation groupoid H × Y . Then the map
E → C0(Y,E) is an equivalence between the category of H-Hilbert bundles
over Y and the category of Hilbert (H,C0(Y ))-modules.
Proof. We recall ([11, 19]) that a Hilbert C0(Y )-module S is an (H,C0(Y ))-
module if it is a left H-module such that h(Ff) = (hF )(hf), the map
h→ hF is continuous, and 〈hF, hF ′〉 = h〈F,F ′〉 for all h ∈ H,F, F ′ ∈ S and
f ∈ C0(Y ). (Of course, (hf)(y) = f(h
−1y).) An H-Hilbert bundle over Y
(cf. [24, Definition 1.2]) is a Hilbert bundle over Y (in the sense of this paper)
with a continuous action (h, ξ)→ hξ from H×E into E such that for each y,
the action of h on Ey is a unitary onto Ehy. (Recalling that (H × Y )y = H
for all y, it is obvious that H-Hilbert bundles over Y are just the same
as the groupoid (H × Y )-Hilbert bundles.) Suppose, first that E is an H-
Hilbert bundle. Then (as in [24, Proposition 1.3]) the Hilbert C0(Y )-module
C0(Y,E) is a Hilbert (H,C0(Y ))-module, where (fF )(y) = f(y)F (y) and
(hF )(y) = h[F (h−1y)] (F ∈ C0(Y,E)). For the converse, let P be a Hilbert
(H,C0(Y ))-module, E = EP . By Proposition 2, we can canonically identify
P with C0(Y,E). It is obvious that hIy = Ihy. We define a groupoid action
ofH×Y on E by setting (h, y)(p+IyP ) = hp+Ihy, i.e. (h, y)py = (hp)hy. We
now check that this is indeed a groupoid action (in the sense of this paper).
The algebraic properties are obvious using the formulas for multiplication
and inversion in H ×Y given in the introduction. To prove that H ×Y acts
on E by unitaries,
〈(h, y)py, (h, y)qy〉 = 〈hp, hq〉(hy) = 〈p, q〉(h
−1hy) = 〈py, qy〉.
Last, to prove the continuity of the groupoid action on E, we have, by
Proposition 3, to show, identifying Pˆ with C0(Y,E), that for each p ∈ P ,
the map (h, y)→ (h, y)py is continuous from H×Y into E, i.e. that the map
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(h, y) → (hp)hy is continuous. This is simple to prove using the continuity
of the map h→ hp in P . 
If P,Q are G-Hilbert modules, then a Hilbert C0(Y )-module morphism
T : P → Q is called G-equivariant if for all g ∈ G, Tr(g)g = gTs(g) on
(EP )s(g). Using the fact that the groupoid action is unitary, T
∗ is also G-
equivariant. Of course, P and Q are said to be equivalent (P ∼= Q) if there
exists G-equivariant unitary between them.
A pre-Hilbert C0(Y )-module Q is called a pre-G-Hilbert module if Q is a
G-Hilbert module, and the action of G on E = E
Q
leaves invariant the Qy’s,
where Qy is the image of Q in Ey. As we will see below, an important ex-
ample of a pre-G-Hilbert module is the case Q = Cc(G). The C0(Y )-module
action on Cc(G) is given by: (F, f)→ F (f ◦ r) and the C0(Y )-valued inner
product on Cc(G) by: 〈F1, F2〉(y) = 〈(F1)y, (F2)y〉 (Fy = F|Gy). One uses
the axioms for a locally compact groupoid to check the required properties.
For example, the continuity of y → 〈(F1)y, (F2)y〉 follows from the axiom
that for φ ∈ Cc(G), the function y →
∫
Gy φ(g) dλ
y(g) is continuous. Let PG
be the Hilbert C0(Y )-module completion of Cc(G), and L
2(G) = EPG , the
Hilbert bundle determined by PG as in Proposition 2. It is easy to check that
for each y, the image of Cc(G) in Hy is naturally identified as a pre-Hilbert
space with Cc(G
y) with the L2(Gy) inner product. So the Hilbert space
(EPG)y = L
2(Gy) (which justifies writing EPG as L
2(G)). The isomorphism
F → Fˆ from Cc(G) into Cc(Y,L
2(G)) takes F to the section y → Fy = Fˆ (y),
and the family of sets U(F, ǫ) forms a base for the topology of L2(G). The
G-action on L2(G) is the natural one: gξs(g)(h) = ξs(g)(g
−1h) (h ∈ Gr(g))
for ξs(g) ∈ L
2(Gs(g)). We now show that this action is continuous for the
topology of L2(G).
Proposition 4. The G-action is continuous on L2(G) (so that L2(G) is a
G-Hilbert bundle and PG a G-Hilbert module).
Proof. From Proposition 3, it suffices to show that if ψ ∈ C0(Y,L
2(G)) and
gn → g in G, then gnψs(gn) → gψs(g). Since Ĉc(G) is uniformly dense in
C0(Y,L
2(G)) = P̂G (Proposition 2), we can suppose that ψ = Fˆ where F ∈
Cc(G). By Tietze’s extension theorem, there exists F
′ ∈ Cc(G) such that
F ′r(g) = gFs(g). It is sufficient, then, to show that ‖F
′
r(gn)
− gnFs(gn)‖2
→ 0
since the U(F ′, ǫ)’s (r(g) ∈ U) form a base of neighborhoods for F ′r(g) in
L2(G). Arguing by contradiction, suppose that the sequence
{‖F ′r(gn) − gnFs(gn)‖2
} does not converge to 0. We can then suppose that for
some k > 0, ‖F ′r(gn) − gnFs(gn)‖2
≥ k for all n. Let D be a compact subset
of G containing the sequence {gn} and let C = Dsupp(F ) ∪ supp(F
′) ⊂ G.
Since C is compact, M = supu∈Y λ
u(Cu) <∞. Then
[sup{| F ′(h) − F (g−1n h) |: h ∈ G
r(gn) ∩ C}]2M ≥ ‖F ′r(gn) − gnFs(gn)‖
2
2
≥ k2.
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So we can find hn ∈ G
r(gn)∩C such that | F ′(hn)−F (g
−1
n hn) |>
√
k2/(2M).
By the compactness of C, we can suppose that hn → h ∈ G
r(g), and thus
obtain | F ′(h) − gFs(g)(h) |> 0, contradicting F
′
r(g) = gFs(g). 
C0(Y ) itself is naturally a G-Hilbert module. To see this, C0(Y ) is, like
every C∗-algebra, a Hilbert module over itself. The Hilbert bundle deter-
mined by C0(Y ) is, of course, just Y ×C. It is left to the reader to check
that the topology determined on E = Y ×C is just the product topology.
The G-action on Y is given by (g, s(g), a) → (r(g), a) (trivially continuous).
Let E(i) = {E(i)y} (1 ≤ i ≤ n) be Hilbert bundles over Y and P (i)
the Hilbert C0(Y )-module C0(Y,E(i)). Let E = E⊕ni=1P (i). It is easy
to check that E = ⊕ni=1E(i) with the relative topology inherited from
E(1) × . . . E(n). (Note also that the elements of C0(Y,E) are of the form
F = (F1, . . . , Fn) where Fi ∈ C0(Y,E(i)).) Similarly if 1 ≤ i < ∞, then
E = ⊕∞i=1E(i) is defined to be E⊕∞i=1P (i). (Here (e.g. [17, 2.2.1)]) ⊕
∞
i=1Pi
consists of all sequences {pi}, pi ∈ Pi, such that
∑∞
i=1 〈pi, pi〉 is conver-
gent in C0(Y ). The argument of, for example, [27, pp.237-238], shows that
⊕∞i=1Pi is a Hilbert C0(Y )-module with C0(Y )-valued inner product given by
〈{pi}, {qi}〉 =
∑∞
i=1 〈pi, qi〉.) Then for each y, Ey is the Hilbert space direct
sum ⊕∞i=1E(i)y . Using Proposition 2, the topology on E can be conveniently
described in terms of convergent sequences: ξn → ξ (ξn = {ξni }, ξ = {ξi})
if and only if ξni → ξi in E(i) for all i and
∑∞
i=N ‖ξ
n
i ‖
2 → 0 as N,n → ∞.
When E(i) = E(1) for all i, then we write E = E(1)∞, corresponding to the
module P = P (1)∞. Using the preceding criterion for convergent sequences,
it is straightforward to show that the Hilbert bundles ⊕ni=1E(i),⊕
∞
i=1E(i)
are G-Hilbert bundles in the natural way if the E(i)’s are G-Hilbert bundles.
Of course, ⊕ni=1P (i),⊕
∞
i=1P (i) are then G-Hilbert modules.
We also require that for any G-Hilbert module P ,
(3) (P∞)∞ ∼= P∞.
To prove this, using the Cantor diagonal process, one “rearranges” a se-
quence {ξi} ∈ (P
∞)∞, ξi = {ξij}, ξij ∈ P , as a sequence in P
∞, and checks
that the C0(Y )-Hilbert module structure and the G-action are preserved.
A number of natural G-Hilbert C0(Y )-modules arise from other such mod-
ules as tensor products over C0(Y ) (cf. [4, 5]). See [17, 3.2.2] for a pull-back
approach to the construction of tensor product G-Hilbert modules. Let P,Q
be pre-Hilbert C0(Y )-modules and form the algebraic balanced tensor prod-
uct P ⊗alg,C0(Y ) Q. This is a pre-Hilbert C0(Y )-module in the natural way,
i.e. with (p ⊗ q)f = p ⊗ qf = p ⊗ fq = pf ⊗ q and inner product given
by 〈p1 ⊗ q1, p2 ⊗ q2〉 = 〈p1, p2〉〈q1, q2〉. The completion of P ⊗alg,C0(Y ) Q,
quotiented out by the null space of the norm induced by the inner product,
is a Hilbert C0(Y )-module P⊗C0(Y )Q. (When P,Q are Hilbert modules, the
construction is a special case of the inner tensor product P ⊗φ Q ([3, 13.5])
with φ : C0(Y )→ B(Q) where φ(f)q = fq - see [16] and [28, I.1] for details
of the construction of the inner tensor product.) Note that P ⊗alg,C0(Y )Q is
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a dense Hilbert submodule of P ⊗C0(Y )Q, so that P ⊗C0(Y )Q = P ⊗C0(Y )Q.
Canonically, (P ⊗C0(Y )Q)y is the Hilbert space tensor product Py ⊗Qy and
for p ∈ P, q ∈ Q, p̂⊗ q(y) = pˆ(y) ⊗ qˆ(y). We write EP⊗C0(Y )Q = EP ⊗ EQ.
(We note that this construction of the tensor product of two Hilbert bundles
over Y cannot be defined, as for vector bundles, using charts in the usual
way (as, for example, in [2, 1.2]).)
Proposition 5. If P,Q are G-pre-Hilbert C0(Y )-modules, then P ⊗C0(Y )Q
is a G-Hilbert module, the G-action being the diagonal one.
Proof. By definition of P ⊗C0(Y ) Q, we can assume that P,Q are G-Hilbert
modules. It is obvious that G acts isometrically on EP⊗C0(Y ))Q =
∪y∈Y Py ⊗Qy. For G-continuity, we only need to check Proposition 3 when
F = vˆ where v =
∑n
i=1 pi ⊗ qi ∈ P ⊗alg,C0(Y ) Q. Suppose then that yr → y
in Y , gr → g in G with s(gr) = yr. Since F is continuous, F (yr) →∑n
i=1 pˆi(y)⊗ qˆi(y). Since P,Q are G-Hilbert modules, for each i, grpˆi(yr)→
gpˆi(y), gr qˆi(yr) → gqˆi(y) in EP , EQ respectively. Let p
′
i ∈ P, q
′
i ∈ Q be
such that p̂′i(r(g)) = gp̂i(y), q̂
′
i(r(g)) = gq̂i(y), and set w =
∑n
i=1 p
′
i ⊗ q
′
i ∈
P ⊗alg,C0(Y ) Q. Let zr = r(gr). Then ‖wˆ(zr)−
∑n
i=1 grp̂i(yr)⊗ gr q̂i(yr)‖ ≤∑n
i=1[‖p̂
′
i(zr)− grp̂i(yr)‖‖gr q̂i(yr)‖+‖p̂
′
i(zr)‖‖q̂
′
i(yr)− gr q̂i(yr)‖]→ 0. Since
wˆ(zr)→ wˆ(r(g)) = gF (y), grF (yr) =
∑n
i=1 grp̂i(yr)⊗ gr q̂i(yr)→ gF (y). So
P ⊗C0(Y ) Q is a G-Hilbert module. 
Next, we require the result that for any G-Hilbert modules P,Q, we have
that as G-Hilbert modules,
(4) (P∞ ⊗C0(Y ) Q)
∼= (P ⊗C0(Y ) Q
∞) ∼= (P ⊗C0(Y ) Q)
∞.
Let us prove that (P∞⊗C0(Y )Q)
∼= (P ⊗C0(Y )Q)
∞, the other equality being
proved similarly. Let R be the dense subspace of P∞ whose elements are
the finite sequences r = (p1, . . . , pn, 0, 0, . . .) with pi ∈ P . Define a C0(Y )-
module map α : R ⊗alg,C0(Y ) Q → (P ⊗C0(Y ) Q)
∞ by setting α(r ⊗ q) =
(p1 ⊗ q, . . . , pn ⊗ q, 0, 0, . . .). It is easily checked that α is well-defined, and
preserves the C0(Y )-inner product: 〈α(r ⊗ q), α(r
′ ⊗ q′)〉 = 〈r, r′〉〈q, q′〉 =
〈r ⊗ q, r′ ⊗ q′〉. The range of α is onto a dense subspace of (P ⊗C0(Y ) Q)
∞
and preserves the G-action, so the result follows.
Of particular importance is the case of the G-Hilbert module P⊗C0(Y )PG.
We write EP⊗C0(Y )PG = L
2(G) ⊗ E (or E ⊗ L2(G)) where E = EP . Here
L2(G)⊗E is the Hilbert bundle over Y with (L2(G)⊗E)y = L
2(Gy, Ey) and
a dense subspace of C0(Y,L
2(G) ⊗ E), determining its topology as earlier,
is given by the span of sections of the form hˆ⊗ pˆ (h ∈ Cc(G)) where
(hˆ ⊗ pˆ)(y) = h|Gy ⊗ pˆ(y). A section k of L
2(G) ⊗ E is invariant if for all
g ∈ G, gks(g)(g
−1h) = kr(g)(h) (h ∈ G
r(g)) as maps in L2(Gr(g), Er(g)). We
now identify a certain dense linear subspace Cc(G, r
∗E) of C0(Y,L
2(G)⊗E)
(cf. [26]). Here, Cc(G, r
∗E) is the set of continuous, compactly supported
functions φ from G into E such that for all g ∈ G, φ(g) ∈ Er(g). For
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each y ∈ Y and φ ∈ Cc(G, r
∗E), let φˆ(y) = φy, the restriction of φ to
Gy. Then φˆ(y) ∈ Cc(G
y , Ey) ⊂ L
2(Gy, Ey) = (L
2(G) ⊗ E)y so that φˆ is a
section of L2(G) ⊗ E. The section norm on Cc(G, r
∗E) is then given by:
‖φ‖ = supy∈Y ‖φy‖.
Proposition 6. Let P be a G-Hilbert module and E = EP . Then Cc(G, r
∗E)b
is a dense subspace of C0(Y,L
2(G) ⊗ E), and contains all functions of the
form hˆ⊗ pˆ above.
Proof. Clearly, hˆ ⊗ pˆ ∈ Cc(G, r
∗E) since the map g → h(g)pˆ(r(g)) is con-
tinuous. For the rest of the proposition, the span of such functions hˆ⊗ pˆ is
uniformly dense in C0(Y,L
2(G) ⊗ E), so it is enough to show that every φˆ
(φ ∈ Cc(G, r
∗E)) is in the uniform closure of this span.
To this end, let H = supp(φ). Let y0 ∈ Y . Let W be a compact subset of
G such that H ⊂ W 0. Let ǫ > 0. For each g ∈ H, let pg ∈ P be such that
p̂g(r(g)) = φ(g). Let hg ∈ Cc(G) be such that hg(g) = 1. By continuity,
there exists an open neighborhood Ug of g in G such that Ug ⊂W and such
that for all g′ ∈ Ug,
‖φ(g′)− hg(g
′)p̂g(r(g
′))‖ < η = ǫ/[sup
y∈Y
λy(W )1/2 + 1].
SinceH is compact, it is covered by a finite number of the Ug’s, say Ug1 , . . . , Ugn .
Taking a partition of unity, there exist functions fi ∈ Cc(Ugi), fi ≥ 0,∑n
i=1 fi = 1 on H and
∑n
i=1 fi ≤ 1 on G. Then for g
′ ∈W ,
‖φ(g′)−
∑n
i=1 fi(g
′)hgi(g
′)pˆgi(r(g
′))‖ < η. It follows that for y ∈ Y ,
‖φy −
∑n
i=1(fihgi ⊗ pgi)y‖2 < ǫ.
So φ ∈ C0(Y,L
2(G) ⊗ E). 
We now note two simple results on the tensor products of two G-Hilbert
modules. First, if P is a G-Hilbert module then
(5) C0(Y )⊗C0(Y ) P
∼= P.
The natural isomorphism is given by the equivariant Hilbert module map
determined by: f ⊗ P → fp (f ∈ C0(Y ), p ∈ P ). Next, it is left to the
reader to check that if P,Q,R are G-Hilbert modules, then the Hilbert
module direct sum P ⊕Q is a G-Hilbert module in the obvious way, and
(6) (P ⊕Q)⊗C0(Y ) R
∼= (P ⊗C0(Y ) R)⊕ (Q⊗C0(Y ) R).
The final proposition of this section is a groupoid version of [19, Lemma 2.3]
(which applies to the group case).
Proposition 7. Let P,Q be G-Hilbert modules with P ∼= Q as Hilbert
C0(Y )-modules. Then P ⊗C0(Y ) PG
∼= Q⊗C0(Y ) PG as G-Hilbert modules.
Proof. Let E = EP , F = EQ. By assumption, there exists a Hilbert module
unitary U : P → Q. For φ ∈ Cc(G, r
∗E), define V φ : G→ r∗F by:
(7) V φ(g) = gUs(g)(g
−1φ(g)).
12 ALAN L. T. PATERSON
Using the continuity of ΦU = {Uy} and of the G-actions of E,F , we see
that V φ belongs to Cc(G, r
∗F ). Regard, as earlier, Cc(G, r
∗E), Cc(G, r
∗F )
fibered over Y (with φ→ {φy}). Then V is a fiber preserving isomorphism
onto Cc(G, r
∗F ) with V −1χ(g) = gU∗s(g)(g
−1χ(g)). Further,
〈(V φ)y, (V ψ)y〉 =
∫
〈gUs(g)(g
−1φy(g)), gUs(g)(g
−1ψy(g))〉 dλ
y(g) = 〈φy, ψy〉
so that V preserves inner products. So V extends to a Hilbert module
unitary from C0(Y,L
2(G)⊗E)→ C0(Y,L
2(G)⊗F ), using Proposition 6 and
Proposition 2. It remains to show that V is G-equivariant. We note first that
by (7), Vy is given by: Vyξ(g) = gUs(g)(g
−1ξ(g)) for ξ ∈ L2(Gy, Ey), g ∈ G
y.
Then for g, h ∈ Gy, [g(Vs(g)ξs(g))](h) = g[Vs(g)ξs(g)(g
−1h)] =
g(g−1h)[Us(h)((g
−1h)−1ξs(g)(g
−1h))] = h[Us(h)(h
−1[(gξs(g))(h)])] =
Vr(g)(gξs(g))(h), so that gVs(g) = Vr(g)g and V is equivariant. 
3. Stabilization
In this section we establish the proper groupoid stabilization theorem.
Throughout, G is a proper groupoid and P a G-Hilbert module. We require
two preliminary propositions. The first of these is the general groupoid
version of [24, Lemma 2.8].
Proposition 8. There exists a continuous, invariant section φ of the Hilbert
bundle L2(G)∞ such that ‖φ(y)‖2 = 1 for all y. Locally, φ(y) is of the form
((ψ1)|Gy , . . . , (ψn)|Gy , 0, . . .)
where ψi ∈ Cc(G).
Proof. For y0 ∈ Y , let ay0 ∈ Cc(G) be such that ay0 ≥ 0, ay0(y0) > 0. Let
ηy0 : G→ R
+ be given by:
ηy0(g) =
∫
Gr(g)
ay0(h
−1g) dλr(g)(h).
We want to regard k = ηy0 as a continuous, invariant section y → ky of
L2(G). To prove this, the invariance of k (i.e. that g0ks(g0) = kr(g0), or
equivalently, that k(g−10 g) = k(g) for all g0, g ∈ G, r(g0) = r(g)) follows
from an axiom for left Haar systems. For the continuity of the section
y → ky of L
2(G), we will show that for any compact subset A of Y , k|r−1A ∈
Cc(r
−1A). The continuity of k as a section of L2(G) then follows, since
for every relatively compact open subset U of Y , there will then exist an
F ∈ Cc(G) such that F = k on r
−1U (so that Fy = ky for all y ∈ U). Since
F is continuous as a section y → Fy of L
2(G), so also is k. (Of course,
y → ky need not vanish at infinity.)
To show that k|r−1A ∈ Cc(r
−1A), let C be the (compact) support of ay0
and let g ∈ r−1A. If ay0(h
−1g) > 0, then r(h) = r(g) ∈ A, and s(h) ∈ r(C).
By the properness of G, h belongs to the compact set D = {g′ ∈ G :
(r(g′), s(g′)) ∈ A× r(C)}. Let F ∈ Cc(G) be such that F = 1 on D. Then
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on r−1(A), k coincides with the convolution F ∗ ay0 of two Cc(G)-functions,
and so is the restriction of a Cc(G)-function as required.
By the continuity and positivity assumptions on ay0 , the function ηy0(y0) >
0. So (ηy0)y0 6= 0. By the continuity of y → ‖(ηy0)y‖2, the set Uy0 = {y ∈
Y : (ηy0)y 6= 0} is an open neighborhood of y0 in Y . Since ηy0 is invariant,
it follows that Uy0 is an invariant subset of Y , i.e. is such that for g ∈ G,
s(g) ∈ Uy0 if and only if r(g) ∈ Uy0 . Further, the Uy0 ’s cover Y . Since the ac-
tion of G on Y is proper, there is aG-partition of unity {fγ : γ ∈ S}, where S
can be taken to be infinitely countable (and so identified with {1, 2, 3, . . .}),
subordinate to the Uy’s ([21], [22, Proposition 4]). This means that for each
γ, fγ ∈ Cc(Y ), 0 ≤ fγ , there exists a y(γ) ∈ Y such that supp(fγ) ⊂ Uy(γ),
and with mγ : Y → R given by mγ(y) =
∫
Gy fγ(s(g)) dλ
y(g), we have
(8)
∑
γ
mγ(y) = 1,
the sum being locally finite.
Using the properness ofG and the continuity of the maps y →
∫
Gy F (g) dλ
y(g)
for F ∈ Cc(G), mγ is invariant (i.e. mγ(s(g)) = mγ(r(g)) for all g ∈ G)
and continuous. Define a section φ = {φγ} of L
2(G)∞ by setting
φγ(y) = mγ(y)
1/2(‖(ηy(γ))|Gy‖2)
−1(ηy(γ))|Gy .
We take φγ(y) to be 0 whenever (ηy(γ))|Gy = 0. For continuity reasons, we
need to know that if (ηy(γ))|Gy = 0 then mγ(y) = 0. To prove this, suppose
then that (ηy(γ))|Gy = 0. Then y ∈ Y \Uy(γ), which is invariant since Uy(γ)
is. So if g ∈ Gy, then s(g) ∈ Y \Uy(γ), and in that case, fγ(s(g)) = 0 (since
the support of fγ lies inside Uy(γ)), so that mγ(y) = 0 from the definition
of mγ .
We now claim that φ = {φγ} is continuous and G-invariant. For the
continuity of φ, we note that ‖φγ(y)‖
2
2
= mγ(y), and use the preceding
paragraph, the local finiteness of the sum in (8), and the continuity of the
maps y → (ηy(γ))|Gy , y → ‖(ηy(γ))|Gy‖2 to obtain that locally φ takes values
in some L2(G)n with n finite and components the restrictions of Cc(G)-
functions. Since the ηy(γ), mγ are G-invariant so also is φ.
Last, from (8), ‖φ(y)‖2 = [
∑
γ∈S ‖φγ(y)‖
2
2
]1/2 = 1. 
Proposition 9.
(9) P ⊕ (P ⊗C0(Y ) P
∞
G )
∼= P ⊗C0(Y ) P
∞
G .
Proof. Let φ be the continuous, invariant section of L2(G)∞ given by Propo-
sition 8. For each p ∈ P , define a sectionWpˆ of E⊗L2(G)∞ by: Wpˆ = pˆ⊗φ.
We claim that Wpˆ ∈ C0(Y,E ⊗ L
2(G)∞). To prove that ‖Wpˆ(y)‖ → 0 as
y → ∞, by Proposition 8, ‖pˆ⊗ φ(y)‖2 = ‖pˆ(y)‖2‖φ(y)‖2 = ‖pˆ(y)‖2 → 0 as
y → ∞. The continuity of Wpˆ follows from the fact that locally, it is the
restriction of an element of (P ⊗alg,C0(Y ) Cc(G)
n)b (which is a subspace of
the space of continuous sections of E ⊗ L2(G)∞). It is easy to check that
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W : C0(Y,E) → C0(Y,E ⊗ L
2(G)∞) is a linear, C0(Y )-module map, and
that 〈Wpˆ,W pˆ′〉 = 〈pˆ, pˆ′〉. Further, using the invariance of φ,
Wr(g)(gpˆs(g)) = gpˆs(g) ⊗ φr(g) = gpˆs(g) ⊗ gφs(g) = gW (pˆ)s(g) = gWs(g)(pˆs(g))
so that W is G-invariant. By Proposition 2, there exists a map V : P →
P ⊗C0(Y ) P
∞
G such that V̂ p =Wpˆ. Note that Vypy = (Wpˆ)y.
From the corresponding properties for W , 〈V (p), V (p′)〉 = 〈p, p′〉 and V
is a G-equivariant C0(Y )-module map. We claim that V is adjointable with
adjoint V ∗ determined by: V ∗(p⊗ψ) = p〈φ, ψˆ〉 for ψ ∈ ∪∞n=1Cc(G)
n, a dense
subspace of P∞G . Note that by definition, 〈φ, ψˆ〉(y) = 〈φy, ψy〉 (the inner
product evaluated in L2(Gy)∞), and using Proposition 8, 〈φ, ψˆ〉 ∈ C0(Y )
and | 〈φ, ψˆ〉(y) |≤ ‖ψy‖. Now
〈p⊗ ψ, V p′〉 = 〈pˆ⊗ ψˆ, V̂ p′〉 = 〈pˆ, pˆ′〉〈ψˆ, φ〉 = 〈p〈φ, ψˆ〉, p′〉.
It is easy to check that the bilinear map p ⊗ ψ → p〈φ, ψˆ〉 extends to a
linear map V ∗ from P ⊗alg,C0(Y ) P
∞
G → P , and so 〈t, V p
′〉 = 〈V ∗t, p′〉
for all t ∈ P ⊗alg,C0(Y ) P
∞
G , p
′ ∈ P . Since ‖〈V ∗(
∑n
i=1 pi ⊗ ψi), p
′〉‖ =
‖〈
∑n
i=1 pi ⊗ ψi, V p
′〉‖ ≤ ‖
∑n
i=1 pi ⊗ ψi‖‖p
′‖, V ∗ is continuous on P⊗alg,C0(Y )
P∞G and so extends by continuity to P ⊗C0(Y ) P
∞
G . This extension is the
adjoint of V as claimed.
Using the approach of Mingo and Phillips ([19]), define
U : P ⊕ (P ⊗C0(Y ) P
∞
G )→ (P ⊗C0(Y ) P
∞
G ) by:
U(p0, ξ1, ξ2, . . .) = (V p0 + (1− V V
∗)ξ1, V V
∗ξ1 + (1− V V
∗)ξ2, . . .).
One checks that for each w = (p0, ξ), U(w) = (b1, b2, . . .) belongs to
(P ⊗C0(Y ) P
∞
G )
∞, i.e. that
∑∞
i=1 〈bi, bi〉 converges in C0(Y ). By (3) and (4),
(P ⊗C0(Y ) P
∞
G )
∞ = P ⊗C0(Y ) P
∞
G . Further, U preserves the C0(Y )-valued
inner product. Direct calculation shows that U has an adjoint given by:
U∗(η1, η2, . . .) = (V
∗η1, V V
∗η2 + (1− V V
∗)η1, V V
∗η3 + (1− V V
∗)η2, . . .),
that U is unitary and, using the invariance of V , that U preserves the
groupoid action. 
Theorem 3.1. (Groupoid stabilization theorem) If P is a G-Hilbert mod-
ule, then
P ⊕ P∞G
∼= P∞G .
Proof. We claim first that
(10) P∞G
∼= (P ⊗C0(Y ) P
∞
G )⊕ P
∞
G .
For using (5), (3), (4), the non-equivariant stabilization theorem, Propo-
sition 7 and (6),
P∞G
∼= (C0(Y )⊗C0(Y )PG)
∞ ∼= C0(Y )
∞⊗C0(Y )P
∞
G
∼= (P⊕C0(Y )
∞)⊗C0(Y )P
∞
G
∼= (P ⊗C0(Y ) P
∞
G )⊕ (C0(Y )
∞ ⊗C0(Y ) P
∞
G )
∼= (P ⊗C0(Y ) P
∞
G )⊕ P
∞
G .
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Using (10) and (9),
P ⊕ P∞G
∼= P ⊕ ((P ⊗C0(Y ) P
∞
G )⊕ P
∞
G ) = [P ⊕ (P ⊗C0(Y ) P
∞
G )]⊕ P
∞
G
∼= (P ⊗C0(Y ) P
∞
G )⊕ P
∞
G
∼= P∞G .

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