Abstract-This paper proposes a suitable method for simulating impulses with appropriate amplitude, spectral, and inter-arrival characteristics. The statistics used to develop the parameters of this model are based on statistics derived from observations of impulse noise on the telephone networks of British Telecom (BT) and Deutsche Telekom (DT). This paper initially reviews the former DT approach to impulse noise generation for testing digital subscriber line systems, so called xDSL systems. Some problems are highlighted and an alternative technique is suggested that is capable of generating impulses with both appropriate amplitude and spectral characteristics.
I. INTRODUCTION
T ELECOMMUNICATION companies (TELCOs) and telecommunication equipment manufacturers both have an interest in modeling the impulse noise that occurs within xDSL systems. The technique adopted must be capable of modeling, in a statistical sense, both the salient amplitude and frequency characteristics as well as the inter-arrival statistics. This requirement is necessary so that the impulse noise model is as complete as possible.
This paper is structured into three main parts. In the first part, Sections II and III review the previously proposed Deutsche Telekom (DT) approach to modeling the voltage amplitude and duration statistics for impulse noise. In Section II, the statistical distributions suggested in [1] to describe the voltage amplitude statistics of impulse noise are evaluated to see how well they fit the British Telecom (BT) data. It is shown that the models fit well. Nevertheless, an alternative voltage amplitude statistic is discussed in the final part of the paper. In Section III, the impulse duration model suggested in [1] are shown to be appropriate for the BT data. The second part of the paper consists of two sections, Section IV presents a summary of a suitable Th. Kessler is with T-Systems Nova GmbH, Darmstadt D-64307, Germany (e-mail: Thomas.Kessler@t-systems.de).
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model for the inter-arrival statistics of impulse noise, reported in [2] - [4] . Section V then highlights some of the limitations of the approach suggested previously in [1] . Finally, in the last part of the paper, a new approach is suggested for impulse noise generation. The method proposed, described in Section VI, can generate impulses with both appropriate time and frequency domain properties. Section VI also describes how the frequency domain properties of impulse noise are derived from empirically obtained statistics of the autocorrelation functions of the BT and DT data sets. Differences between the data sets are also highlighted. Finally, in Section VII, conclusions are drawn regarding the work presented in the paper.
II. A MODEL FOR THE VOLTAGE AMPLITUDE STATISTICS
Previous publications [1] , [5] , [17] - [19] , have dealt with the development of a suitable statistical description of the voltage amplitude statistics of impulse noise based on measurements from networks in Germany and within the United States. The most recent model is based on the measurements from the DT network reported in [1] , [5] , and [14] , and in submissions to ETSI, e.g., [15] . The original approach for modeling the voltage histogram reported in the DT work, which is termed the HK (Henkel/Kessler) model in this paper, was proposed in [1] and [5] to be (1) This model proved to be a good fit for all measured impulsenoise voltage amplitude distributions collected in both the networks of DT and BT and which formed the basis of the discussions in this paper. Nevertheless, in order to facilitate the use of the results of Tough and Ward [6] on random noise generation with prescribed amplitude and spectral characteristics in the later sections of this paper, a Weibull type density was investigated as a possible alternative. In the literature, the Weibull density is defined to be (2) For the purposes of this paper this is modified to at one location in Britain and at a mechanical 1 COs (central office) main distribution frame at one location in Germany are shown in Figs. 1 and 2 , respectively. Both the symmetric Weibull and the original approach denoted HK have been applied. From the figures, we see that the outside slope of the histograms can be approximated by both approaches equally well. However, in Fig. 2 the approximated "shifted" Weibull density is plotted and the integral is unfortunately not equal to one. This means it is not a density. The corresponding density is also given and is somewhat far from the given histogram. This is due to the fact that the Weibull density has a much stronger zero component than the original HK density. Consequently, the impulse noise generated according to the Weibull density is somewhat weaker than with the HK model. However, the zero portion of the density is dependent on the investigated frame length, i.e., the impulse-free portion. The HK model is a better fit than the Weibull density and can be considered as more realistic. Nevertheless, the Weibull approach is discussed in this study, since it simplifies an approximate realization of the stochastically varying spectral properties as will be demonstrated later in the paper. The parabola in the middle of Fig. 1 is due to Gaussian background noise, which is not an issue in this investigation and has thus not been approximated. 1 Such mechanical switches do not exist in Germany any more. The corresponding parameters for the Weibull and HK densities are given in Table I together with an additional data set for CP at a location inside Germany. 2 
III. A MODEL FOR THE LENGTH STATISTICS
The approach for modeling the length histogram proposed in [1] , [5] is left unchanged to be a sum of two log-normal forms (4) With , this reduces to a single log-normal function. Earlier approximation results on data of DT are published in [1] , [5] . 3 Consequently, an approximation result based on British data is only presented here, and Fig. 3 illustrates such an approximation.
The corresponding modeling parameters together with some parameters deduced from German data are given in Table II .
IV. INTER-ARRIVAL STATISTICS MODEL
In [7] , it was observed that errors in communication circuits appeared in self-similar clusters despite the fact that the error events themselves were independent and identically distributed. In other words, the errors that appeared were grouped in bursts which in turn were grouped in bursts of bursts and so on. This apparent self-similarity [7] of error clusters indicates the invariance of the generating mechanism with respect to multiplication of time by a constant. The class of model proposed by Berger and Mandelbrot belongs to that which is known in the literature as a renewal process model [8] , [9] . It is worth noting that Mandelbrot's study was a statistical study of errors whereas this study is concerned with the statistics of the impulse events.
Since the errors in Mandelbrot's study are caused by impulse noise, the type of the inter-arrival time statistics is expected to be identical. In 1969, Fennick [10] acknowledged that the Berger and Mandelbrot model to be the best presented to date while suggesting that a more mathematically tractable model had been proposed by Frichtman [11] namely, a Markov chain model. The model presented here combines the approaches of [11] and [7] applied to the (potentially) error-inducing impulse events. A Markov based model need not be complex, and can be constructed with just two states. The way to construct an -state model is as follows.
Let ranges of inter-arrival times be Markov states, and not each separate inter-arrival time, where a range indicates a timespan, e.g., 0-0.1 s of possible inter-arrival times. Within each Markov state, let the probability of a specific time occurring be given by an iid random value lying within that range and be determined by an appropriate distribution, e.g., Pareto or Poisson. The Markov transition matrix specifies the probability of a transition from state to state where run from one to the number of states.
In order to fully specify the Markov renewal process (MRP) model for inter-arrival times, it is necessary to determine: 1) the minimum number of Markov states and 2) what these states should be. With respect to the minimum number of states, there is a tradeoff between complexity and accuracy. To determine what these states should be-i.e., what ranges of inter-arrival times to use-is equivalent to an examination of the independence of times within each state and of the dependence of times between states. A means of testing this inter-state dependence has been suggested by [12] where the observed number of transitions is compared with the expected number of transitions and a chi-squared, statistic with the appropriate degree of freedom is examined for significance. This is reported in detail in [13] .
It was hoped that a two-state MRP model would be sufficient to give a reasonable degree of accuracy with the minimum degree of complexity. The main characteristics to be incorporated in the model were the degree of clustering typical of impulse noise "burstiness" and the number of transitions between states. Hence, the key statistics from this point of view were to be found in the -type test and the probabilities transition matrix. These measures were to be considered as the benchmark for success or failure.
Six sets of unwindowed measured inter-arrival times were windowed at 10 s and at 100 s; inter-arrival times exceeding 1 s were discarded.
The next step was to model these distributions with a finite state MRP. As a necessary preliminary, actual transition numbers and probabilities and levels of clustering indicated by the -type test were calculated for all of the data. Experience indicated that a sensible choice for the two-state model was 0-1 ms for state 1 and 1 ms-1 s for state 2. This splits the data into two subsets, with the ratio of event inter-arrivals within these ranges being 50 : 50 and 80 : 20, respectively, for the 6 data sets. 4 Transition probabilities and the clustering ( statistics) were empirically calculated. These figures were then utilized to simulate data in the probabilistic two-state MRP simulations. The set of values generated by the simulations were in turn subjected to the same analysis as the actual originating data to see how closely the simulated key statistics matched the real key statistics. The results of this comparison test are displayed in Table III .
It is apparent that no significant advantage is to be gained by adopting anything more complex than a two-state model. For however many states and however subdivided, the MRP model mirrors actual clustering and actual transitions extremely closely. This is clearly demonstrated in Table III for the simple but adequate two-state model.
It is also heartening that there does appear to be a degree of consistency among these six transition matrices; three can be approximated to and the other three can be approximated to . The frequency distributions of the simulated and measured data from six BT lines are displayed in Figs. 4 and 5. The match is reasonable if not spectacular. Smallest inter-arrival times are clearly underestimated, with next-to-smallest overestimated. While there is still room for improvement in the realization of the MRP model-the dominance of shortest inter-arrival times is still underestimated-the salient features for modem design have been captured. The two-state MRP model is more than adequate as a means of modeling and simulating short impulse noise inter-arrival times in xDSL systems. 
V. LIMITATIONS OF THE EXISTING APPROACH TO ENSURING
SPECTRA ARE REALISTIC
The basic philosophy behind the former approach by DT is to model the impulse amplitude and length statistics by pdfs (probability density function) [1] , [5] , [14] , [15] .
The spectral characteristics are less well modeled: an overall spectral average for all line data is found, and this is represented by a 200 tap FIR filter. After modifying the amplitude pdf with the introduction of a Dirac delta function, a time series can be generated which is then passed through the FIR filter [5] . This results in an impulse with approximately the correct amplitude statistics and with a spectrum corresponding to the average case.
There are a number of problems with this approach. The most obvious of these are: 1) the ad-hoc modification of the amplitude pdf with the Dirac delta function; 2) the result of filtering this time series; and 3) the fact that the spectral characteristics of every impulse will be identical. The technique is not able to adequately model both amplitude and frequency characteristics at the same time. Evidence that this is not acceptable is seen in Fig. 6 . This presents the average power spectral densities for two BT lines. Also included are the 10% and 90% variations. These clearly show that there is a great amount of spectral variability present in the impulse noise, and that a simple average will not suffice. The variability between lines and impulses is obvious from Fig. 6 ; the variability within a single line (represented by the 10% and 90% variations) can be seen clearly for three different example impulses. Thus it is seen that averaging places an artificial emphasis on certain frequency bands. Additionally, it should be noted that the amplitude characteristics are inevitably changed by the Dirac/filter approach.
VI. AN IMPROVED APPROACH
In this section, a technique is proposed that is able to generate impulses with both appropriate time domain and frequency domain properties. This is based around a novel method proposed by Tough and Ward [6] . 
A. Alternative Amplitude Model
The HK amplitude pdf (1) has been shown to provide a reasonable fit to the BT data. However, it is not overly suitable for use within the Tough-Ward framework, because it is difficult to manipulate mathematically. Therefore, additionally, a standard Weibull pdf has been studied. This has the advantage that it is a well-known and studied distribution. Additionally, as will be demonstrated in Section VI-C, it has some useful mathematical properties which make it easy to manipulate for use with the Tough-Ward method.
B. Spectral Modeling in a Statistical Sense
In order to generate impulses which are statistically correct in both time domain and frequency domain, it is necessary to model the impulse spectra by some statistical model. Modeling the Fourier transform or other frequency domain characteristic beyond taking the average would be excessively complex. However, it is possible to model the impulse autocorrelation functions in a simple fashion. Evidently, the autocorrelation function (ACF) of each impulse holds its spectral properties. By modeling the ACF with a sum of three decaying exponential functions each modulated by a cosine, it is possible to pick out the most important spectral features. Mathematically, the model is given by (5) where is the approximated autocorrelation function and is the time delay in samples. Thus, for a given impulse length, the autocorrelation function and hence the spectral characteristics are modeled by up to six parameters , , , , , and . The represent the frequencies of the cosines and the are the rates of decay of the exponential functions. It has been found in analyzing the data from BT and DT that there are distinct differences in the recording equipment and set up. The BT equipment recorded a 16 ms recording window sampled at 30 MHz, in the case of the DT equipment a 400 s window (only 200 s used in this study) was recorded at a sample rate of 10.24 MHz. It was found that in case of the BT data, only a single exponential modulated by a cosine was required for the ACF. This was due to the use of splitters, i.e., high-pass filters, at both ends of the line. The data from the DT network has significantly more energy in the low frequency end of the spectrum due to the absence of these filters. It was found that the use of three cosine modulated exponentials in the case of the DT data was sufficient as this covered 76% of cases observed. The cumulative distribution of the number of peaks is shown in Fig. 7 and the distributions of the frequencies for each of the three peaks is shown in Fig. 8 . By examining Figs. 9 and 10, which are examples of the autocorrelation functions obtained from the DT and BT data, respectively, it can be seen that the exponentially decaying cosine is a reasonable model.
Estimated values of and , denoted and , respectively, for the BT data are obtained from the normalized zero-crossings rate and decay rate of each impulse ACF. It was found that the normalized crossings rate was line dependent for the BT data, whereas the decay rate was line independent for the BT data, but was impulse-length dependent. With this in mind, a zero-crossings histogram was formed for each line under study. Exponential decay rate histograms were constructed for four impulse length bins, defined as "shortest," "short," "medium," and "long." Table IV shows the impulse lengths that these correspond to, and the associated percentage of events.
In the case of the DT data, the fact that three frequency components were involved, required a slightly different approach. Essentially, the width of the peaks in the frequency domain were used via Fourier transform theory to relate the decay rate for each of the individual components. The distributions of the bandwidth are shown in plots in Fig. 11 .
The next stage is to model these histograms with appropriate pdfs. The exponential decay histograms were well modeled using a straightforward Gaussian pdf in the case of the BT data, at least. The corresponding DT histograms are currently under study. The zero-crossings histograms are more complex in structure, and these were modeled using a Gaussian mixture model. This consists of three Gaussian pdfs with different weightings so as to sum to unity. The size of the weights is easily determined by use of the estimate-maximize, EM, algorithm [16] . An example of this process is shown in Fig. 12 for BT data. In the top part of the figure the zero-crossings histogram and the Gaussian mixture model is shown. In the lower part the resulting output from the Gaussian mixture model when evaluated 10 000 times is seen. This provides a good approximation to the original zero-crossings histogram. Now, we have a straightforward method for generating autocorrelation functions. Firstly, the length pdf (4) is evaluated to give an impulse length. Depending on which length bin this falls into, the appropriate exponential decay Gaussian pdf is evaluated to give a value of . Then, according to which line is under investigation, the appropriate zero-crossings Gaussian mixture pdf is evaluated to give . These values are then used in (5) to generate a synthetic autocorrelation function. Because we are drawing from a statistical distribution, each ACF will be different, thus correctly representing the spectral characteristics of the impulse. 
C. Impulse Generation With Appropriate Time and Frequency Domain Characteristics
With the statistical models of impulse length, amplitude, and spectrum, standard signal processing techniques would not easily allow the combination of their spectral and time domain properties. To solve this problem, the Tough-Ward technique is used [6] . In this method, a memoryless nonlinear transform (MNLT) is derived that maps between a zero-mean, unit-variance Gaussian pdf and the required pdf (in this case the Weibull). This is then used to calculate the relationship between correlation coefficients of the two processes. Once this relationship is found, then it is possible to impose a correlation onto the input Gaussian sequence so as to produce the required correlation structure on the output Weibull sequence.
The required MNLT is found by equating the cumulative distribution functions (cdf) of the Gaussian and the desired pdf. So for the Weibull distribution described in (3), the MNLT is described by (6) Since the pdfs are symmetric around zero, the above integration can be dealt with in two parts. For the case that and are positive (7) and for and negative (8) The relationship between the input Gaussian correlation coefficients,
, and the desired output Weibull correlation coefficients is then found from (9) where are Hermite polynomials of the th degree, and
The integral is evaluated numerically and the resulting polynomial is used to generate a lookup table relating input and output correlation coefficients. This process is relatively computationally complex, but it should be emphasized that it only has to be performed once (i.e., off-line). The particular form of the MNLT is shown in Fig. 13 for the Weibull distribution. It can be calculated numerically for the original HK density, and this is currently under investigation. The final stage is the actual generation of impulses. The process for a given line is as follows:
• Generate an impulse length according to the length pdf.
• Use this length along with the exponential decay and zero-crossings pdfs to generate a synthetic autocorrelation function. • Use the Tough-Ward lookup table to map from the required output correlation to the input correlation.
• Design an FIR filter to have a spectrum corresponding to the input correlation.
• Impose the input correlation structure on a Gaussian sequence of the required length by filtering the sequence with the FIR filter.
• Pass the filtered Gaussian sequence through the MNLT to generate an impulse with the desired amplitude and spectral characteristics.
This is repeated as many times as impulses are required. The main computational requirement is the design of the FIR filter for each impulse, although this can be performed efficiently and is not too demanding. Fig. 14 shows an example of an impulse generated by this technique. The figure shows the time domain and 2-sided frequency-domain representation of the impulse, as well as the desired spectrum (as provided by the synthetic autocorrelation function). It demonstrates that the Tough-Ward approach allows impulses to be generated with both realistic time domain and frequency domain characteristics.
VII. CONCLUSION
Two methods for impulse-noise generation have been considered. The first, formerly proposed by DT, provides a reasonable model in terms of impulse length and amplitude. However, its representation of the frequency variability is poor. The second technique builds on the DT method. Taking the DT length and amplitude pdfs as a starting point, it has been shown that the BT line data can be fitted to these models. Next, an alternative amplitude pdf has been discussed that is slightly inferior to the original DT amplitude pdf, but allows for easier mathematical treatment. The spectral variability is modeled by constructing a statistical model of the impulse autocorrelation functions, as measured from the line data. Finally, it is possible to generate synthetic impulses by the use of the Tough-Ward method, which combines the amplitude pdf with the correlation model to produce impulses with the desired time domain and frequency domain properties.
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