Abstract. We prove the convergence of a semi-implicit monotone finite difference scheme approximating an initial-boundary value problem for a spatially one-dimensional quasilinear strongly degenerate parabolic equation, which is supplied with two different inhomogeneous flux-type boundary conditions. This problem arises in the modeling of the sedimentation-consolidation process. We formulate the definition of entropy solution of the model in the sense of Kružkov and prove convergence of the scheme to the unique BV entropy solution of the problem, up to satisfaction of one of the boundary conditions.
Introduction
In this paper we prove convergence of a semi-implicit difference scheme for an initial-boundary value problem for a scalar strongly degenerate parabolic equation. This problem arises from a model of sedimentation-consolidation processes of particulate suspensions [1, 2, 9] . However, under slight modifications, it can also be understood as a spatially finite model of two-phase flow in porous media [16] or traffic flow with driver reaction [5, 26] .
The initial-boundary value problem (IBVP) is given by
φ(x, 0) = φ 0 (x), x ∈ I := (0, 1), (1.1b) f (φ, t) − A(φ) x (1, t) = Ψ(t), t ∈ T := (0, T ), (1.1c) (b(φ) − A(φ) x )(0, t) = 0, t ∈ T , (1.1d) where t is time, x is the spatial coordinate, T is the final time, φ is the unknown function, f (φ, t) = q(t)φ + b(φ) is the total flux, where q(t) is a control function In the sedimentation-consolidation model, the coordinate x increases vertically, and φ is the sought solids volume fraction. The IBVP (1.1) describes a onedimensional ideal continuous thickener for the settling of industrial suspensions; see [1, 2, 9] for details. The flux boundary condition (1.1c) models that at the top boundary x = 1, a feed source is located, through which fresh suspension is fed into the unit at the feed rate Ψ(t) (see [4] for details). At the bottom (x = 0), the total solids flux f (φ, t) − A(φ) x is reduced to its convective part q(t)φ(0, t), which leads to the boundary condition (1.1d). A subcase included here is that of batch settling of a suspension in a closed column, which corresponds to setting q ≡ 0.
The basic assumptions on q(t), b(φ) and A(φ) and on the initial and boundary data arising from the sedimentation-consolidation model are the following. The function q(t) 0 is the volume-averaged velocity of the suspension, which can be controlled, while b(φ) is a continuous, piecewise smooth function satisfying b(φ) = 0 for φ 0 and φ φ max , b(φ) < 0 for φ ∈ (0, φ max ), (1.2) where φ max ∈ (0, 1] is the maximum concentration value. The function b(φ) models the concentration-dependent hindrance of the settling of a solid particle due to the presence of other particles. The degenerating diffusion function a(φ) models the sediment compressibility, and is assumed to satisfy a(φ) = 0 for φ φ c and φ φ max , a(φ) > 0 for φ c < φ < φ max , (1.3) where φ c ∈ [0, φ max ] is a critical concentration at which the solid particles get into contact with each other. The functions a(φ) and b(φ) reflect the specific material properties of the suspension. Since (1.1a) reduces to a first-order conservation law on the interval of positive length [0, φ c ], this equation is called strongly degenerate. Finally, the initial function φ 0 (x) is piecewise continuous with 0 ≤ φ 0 (x) φ max , while the feed flux Ψ(t) 0 must be larger than the minimum of f (·; t).
We mention that an analysis of the IBVP (1.1) is given in [2] . Since solutions of (1.1a) are discontinuous in general, they need to be defined as weak solutions along with an entropy condition to select the physically relevant weak solution. In [2] the existence of BV entropy weak solutions to (1.1) in the sense of Kružkov [25] and Vol'pert and Hudjaev [28, 29] is shown via the vanishing viscosity method, while their uniqueness is shown by a technique introduced by Carrillo [10] . On the other hand, Evje and Karlsen [19] show that explicit monotone finite difference schemes, which were first introduced by Crandall and Majda [12] for conservation laws, converge to BV entropy solutions for initial-value problems of equation (1.1a) (in the slightly simpler case that the flux does not depend on t). These results are extended to implicit schemes in [18] , and to several space dimensions in [22] . The extension of these schemes to initial-boundary value problems with flux-type boundary conditions is utilized for the simulation of sedimentation-consolidation processes defined by (1.1) in a number of papers including [1, 3, 8, 21] , to which we refer for numerical examples illustrating the scheme and the model.
In [4] , the analyses of [2] and [19] are summarized, and a detailed error study of the monotone scheme presented herein (as well as of a MUSCL extrapolation to formal second-order spatial accuracy) is presented. However, convergence of the scheme is not proved in [4] . This paper supplies this convergence analysis, which in part relies on [19, 22] but includes some new proofs required by the boundary conditions. We analyze a semi-implicit scheme. It should be clear that similar arguments can be applied to the explicit and fully implicit variants of the scheme.
Convergence of monotone schemes to an entropy solution has also been proved for conservation laws and strongly degenerate convection-diffusion equations with discontinuous flux [6, 7, 8, 23, 24] . Such equations arise, for example, if the sedimentation-consolidation model is extended to so-called clarifier-thickener units. In addition, the present analysis is important for the justification of the numerical parameter identification scheme advanced in [11] .
The remainder of this paper is organized as follows. In Section 2, we recall the definition of an entropy solution of (1.1) and the characterization of the traces for this kind of degenerate parabolic equation, and we describe the semi-implicit numerical scheme. In Section 3 we prove that the semi-implicit scheme is well defined, which means that the nonlinear equations defining the scheme always have a unique solution. This property is established by proving that the scheme is monotone and L ∞ stable. (The solution to the nonlinear equations can be computed, for example, by the Newton-Raphson method.) In Section 4, we derive BV estimates for the numerical solution and Lipschitz continuity estimates of the discrete integrated diffusion function. Finally, in Section 5, we show that the scheme satisfies a cell entropy inequality which permits us to prove that the discrete solutions converge to a limit that satisfies the entropy condition. We also show that the limit satisfies the initial condition and one of the boundary conditions. Combining the results of Sections 4 and 5, we obtain that the scheme converges to a solution that satisfies all ingredients of the definition of entropy weak solutions except for the boundary condition at x = 0. Available numerical results, however, also indicate that this boundary condition is properly approximated, and for the special case q = 0, the analysis of Section 5 implies that the limit does satisfy the boundary condition at x = 0, and therefore is the unique entropy weak solution of (1.1).
Preliminaries

Definition of an entropy solution.
Definition 2.1. A measurable function φ = φ(x, t) is an entropy solution of the initial-boundary value problem (1.1) if the following conditions are satisfied:
0, and any k ∈ R, the following entropy inequality holds:
The boundary condition at x = 0 is satisfied in the following sense:
where γ 0 v denotes the trace of v with respect to x ↓ 0. (S5) The boundary condition at x = 1 is satisfied in the following sense:
where γ 1 v denotes the trace of v with respect to x ↑ 1. (S6) The initial condition is satisfied in the following sense:
The traces γ 0 φ and γ 1 φ are well defined by the result given in [30] . The existence, uniqueness and stability of the entropy solutions for (1.1) was proved in [2] 
(H5 ) The initial datum φ 0 belongs to the set
where A (φ) is a smooth, positive regularization of A(φ). This condition is in particular satisfied if φ 0 is a constant.
Condition (H5 ), stated in [2] , refers to the viscous approximation of (1.1), and is required for a uniform estimate of the spatial variation of the time derivative of the solutions of the regularized, strictly parabolic problem. We here need to replace (H5 ) by a condition that involves the spatial discretization. To this end, let J ∈ N denote the number of space steps, ∆x := 1/J, x −1/2 := 0, x J+1/2 := 1, x j+1/2 := (j + 1/2)∆x for j = 0, . . . , J − 1, I j := [x j−1/2 , x j+1/2 ), and
The new condition can be stated as follows.
(H5) The initial datum belongs to the set
This condition is satisfied, for example, if φ 0 is constant. Moreover, in [2] the existence of an entropy solution was proved under the condition that either Ψ = 0 or there exist positive constants ξ and
This condition, which is due to Wu [27] , is not required in this work. Instead, we impose the following condition.
(H6) Either (a) q(t) = 0 and Ψ(t) = 0 for all t ∈ T , or (b) q(t) < 0 for all t ∈ T , and there exists a piecewise continuous functions ϕ(t) such that u = ϕ(t) is the unique solution of f (u, t) = Ψ(t) for all t ∈ T , i.e., the function ϕ(t) denotes the time-dependent intersection of the functions f 1 (u; t) := f (u, t) and f 2 (u; t) = Ψ(t), and we assume that there exists a constant C 1 such that TV T (ϕ) C 1 . The distinction between cases (a) and (b) in (H6) is made for simplicity of the argument only; it will become clear that our analysis remains valid for more general situations, e.g., when q(t) = Ψ(t) = 0 on a finite number of intervals T 1 , . . . , T N ⊂ T and ϕ(t) is defined as in case (b) on the remaining segments T \(
2.2. The difference scheme. Let N ∈ N be the number of time steps, ∆t := T/N, and I n := [t n , t n+1 ), where t n := n∆t for n = 0, . . . , N. We denote by φ n j the numerical solution at (x j , t n ), and assume that the values for n = 0 are given by (2.5). The semi-implicit scheme is defined by an "interior" formula, which is consistent to the governing equation (1.1a), and two "boundary" schemes that are produced by inserting the discrete versions of the boundary conditions (1.1d) and (1.1c) into the interior formula, respectively, where n = 0, . . . , N − 1:
Here we let λ := ∆t/∆x, µ := ∆t/∆x 2 , and
where g(u, v, t) is the numerical flux. We assume that g : R 3 → R is a locally Lipschitz continuous function such that g restricted to [0, φ max ]
2 × [0, T ] is nondecreasing in its first argument and nonincreasing in its second, and g is consistent with f , i.e., g(φ, φ,
Moreover, we assume that the linear portion q(t)φ of the total flux f (φ, t) is discretized by an upwind difference. An example of g is the upwind numerical flux considered in [4] , where
We assume that the parameters ∆t and ∆x satisfy the CFL condition 2λ max
2.3. Compactness criterion. We pass to the limit for ∆x → 0, ∆t → 0 by appealing to the embedding of [17] ) and using the following well-known L 1 compactness criterion. 
Mollifiers and related functions. Let
2 with a constant C µ that is independent of h, and which have the following property (see [2] ).
Well-posedness and monotonicity of the numerical scheme
We now show that the scheme is well defined, which means that for a given vector
J+1 at time t n , the nonlinear equations (2.6) always have a unique solution φ n+1 . To show this, we first assume that (2.6) has a solution, and show (in Lemma 3.1) that the scheme is monotone and (in Lemma 3.2) that it satisfies an L ∞ stability property. These properties allow us to apply a topological degree argument to conclude that (2.6) indeed has a unique solution; see Lemma 3.3.
Monotonicity and L
∞ stability. First, we prove the stability and some regularity properties of the approximate solution values {φ n j } := {φ n j : 0 j J, 0 n N }. We mainly follow the the classical work of Crandall and Majda [12] and its generalizations given by Karlsen et al. in [18, 19, 22] . Lemma 3.1. The semi-implicit scheme (2.6) is monotone under the CFL condition (2.7) . This means that if we can solve (2.6) for all n ∈ N, then there exist functions
Proof. We wish to apply the Crandall-Tartar lemma [12, 13] to conclude that the scheme is monotone. A straightforward calculation based on (2.6) yields
Now let φ = (φ 0 , . . . , φ J ), and let us define the family of operators T (t) :
We may now describe our scheme by setting u 0 := 0 and defining
We address by T 0 (t), . . . , T J+1 (t) the components of T (t). Then (3.1) implies
Since t n can be chosen arbitrarily, all operators T (t) are conservative. On the other hand, let us denote by 
where, using (b )
Due to (2.7), all coefficients in (3.2) are nonnegative, which implies
Summation over these inequalities, cancelling terms wherever possible, and rewriting the result again in terms of {φ n j } and {ψ n j }, we obtain the inequality
Then in light of (3.3), a straightforward calculation yields
which implies that for each t = t n , the operator T (t) is L 1 contractive. The Crandall-Tartar lemma then yields that T (t) is monotone.
To conclude that the scheme (2.6) is monotone, let us choose φ 0 and ψ 0 such that φ φ due to the monotonicity, i.e., the scheme (2.6) is monotone for the first time step. Repeating this argument, we conclude that the scheme is monotone for each following time step, and therefore monotone. Proof. We rewrite the semi-implicit scheme (2.6) as a nonlinear system
where the vectors s and w are given by
To establish the desired maximum principle, we rewrite (3.5) in the form
where, in terms of In particular, choosing φ n j = ψ n j for j = 0, . . . , J, we see that φ n+1 is uniquenely defined by (2.6).
. In order to prove the existence of φ n+1 , we adopt an argument used in [20] to prove the existence of the solution of implicit schemes for hyperbolic equations, based on topological degree theory (see [14] for more details). To this end, the numerical scheme (2.6) can be written in the form
We recall that due to Lemma 3.2, if φ n+1 satisfies (3.10), then φ n+1 ∈ [0, φ max ] J+1 . On the other hand, by applying Lemma 3.2 to the special case A ≡ 0, it is clear that under the CFL condition (2.7), the explicit scheme for the hyperbolic case
satisfies the same L ∞ bound, i.e., we also have
J+1 is a ball with center 0 and a suffiently large radius R, then (3.10) has no solution on the boundary of B R , and one can define the topological degree of the mapping Id−G associated with the set B R and the pointH(φ 
The equality for α = 0 holds since we can solve the scheme (3.11) a unique way. Since q(t n ) 0, inequality (3.3) implies (3.9). This concludes the proof.
Estimates on the approximate solutions
In the remainder of the paper, it is always understood that the numbered constants C 4 while the boundary schemes (2.6a) and (2.6c) take the respective forms 
From boundary condition (2.6c) we obtain
We will now finish the proof for case (b) of (H6), and then deal with the simpler case (a). For case (b), (4.10) implies
for n = 1, . . . , N. We now define Θ(φ, t) := φ + λf (φ, t); note that due to (2.7), Θ(·, t) is a strictly increasing function for all t ∈ T . Then the last equation implies 
Inserting this into (4.12) and using (4.9) for n = 0, we obtain which yields the following inequality (instead of (4.13)) for case (a) of (H6):
This concludes the proof of Lemma 4.1.
Lemma 4.2. There exists a constant C 5 such that
Proof. We first definê 
These equations form a linear system of equations for u 
(4.15)
We can now proceed inductively to obtain
Finally, we show that the sum in the right-hand side is bounded. From (2.6) we get
where we define the nonnegative numbers
o t h e r w i s e . 
The last right-hand side is uniformly bounded due to (H4) and (H5).
Global estimates on A(φ ∆
. In this section we derive a space and time translate estimate for A(φ ∆ ), where φ ∆ is the linearly interpolated approximate solution of (1.1). The proof of the following Lemma 4.3 is a slight modification of a proof given in [22] , which includes the boundary conditions, while the proof of Lemma 4.4 does to not appeal to boundary conditions, and is therefore a subcase of the derivation leading to Theorem 4.1 in [22] .
Lemma 4.3. If the CFL condition (2.7) holds, then there exists a constant
Proof. We choose j ∈ {0, . . . , J − 1} and i = j + 1 and estimate |d n+1 j+1/2 |. For j = J − 2, the statement follows immediately from the following inequality, which is a consequence of the boundary scheme (2.6c):
For j = 0, . . . , J − 2, we may use Lemma 4.2 to obtain
where we use the standard notation
Inequalities (4.18) and (4.19) imply (4.17) for n 1, while for n = 0, (4.17) is ensured by assumption (H5). The statement of Lemma 4.3 follows with
As a consequence of Lemma 4.3, there exists a constant C 7 such that The proof of Lemma 4.4, which is omitted here, is analogous to the proof of Lemma 4.2 in [23] , which in turn is an adaptation of a technique introduced in [19] . It utilizes inequality (4.17) combined with an interpolation technique that is independent of the particular scheme being used.
In the sequel, we denote by φ ∆ (where ∆ = (∆x, ∆t)) the interpolant of degree one associated with the data points {φ n j }; see [18, 19] . Note that φ ∆ is continuous everywhere and differentiable almost everywhere. From Lemmas 3.2, 4.1 and 4.2 we deduce that there is a constant C 9 = C 9 (T ) such that
while Lemmas 4.3 and 4.4 imply that there is a constant C 10 such that
Convergence analysis
In view of the embedding of
and we have that
. It remains to show that φ satisfies the entropy condition (S3), and we need to examine the boundary conditions. 
hold for all k ∈ R with the discrete entropy flux
where we use the standard notation a b := max{a, b} and a⊥b := min{a, b}.
Proof. Let us consider the following explicit scheme obtained from (2.6) for A ≡ 0:
Clearly, the explicit scheme (3.11) obtained from (2.6) for A ≡ 0 is monotone. We defineφ n+1 j :=H j (φ n , t n ) for j = 0, . . . , J, and note that
Consider first the interior scheme. For j = 1, . . . , J − 1, the identity |a − b| = a b − a⊥b and the monotonicity ofH j , which impliesH j (x y,
On the other hand, we know that
Consequently, we obtain for j = 1, . . . , J − 1
Combining this with (5.4), we obtain (5.2). For j = 0, we obtain (instead of (5.4))
On the other hand, we have
5.2. Satisfaction of the entropy inequality. We now show that the limit function φ satisfies the entropy inequality (2.1).
Lemma 5.2. Let φ ∆ be the linearly interpolated numerical solution of (1.1) and 
A summation by parts and using that ϕ has compact support yield
Another summation by parts, the consistency of g with f , and Lemma 4.1 imply
. A summation by part shows that
, where
Noting that both sgn(φ
j−1 ) are both nonpositive or both nonnegative, we see that E 1 3 0. On the other hand,
Since ϕ and ϕ x vanish at x = 0 and x = 1, the integrals appearing in E ∆ 4 are O(∆x 2 ) quantities, which implies E 4 = O(∆x). Since ϕ is smooth, we now may state the remaining inequality
Taking ∆ → 0 and noting that
, we see that the limit function φ satisfies (2.1). 
If φ ∆ is obtained by the scheme (2.6) under the CFL condition (2.7), then φ satisfies the boundary condition (S5) and the initial condition (S6).
Proof. Multiplying (2.6c) by I J ϕ(x, t n ) dx, where the test function ϕ is given by ϕ(x, t) := Φ(t)ν h (x) with Φ ∈ C ∞ 0 (T ), summing the result over n = 0, . . . , N − 1, CONVERGENCE OF A MONOTONE SCHEME 109 using summation by parts and (2.6b), we get
First, we have that
Assuming that ∆x is chosen small enough such that ν h = 0 on I 0 , we get
Moreover, we assume that ∆x < h, which implies S 3 = 0. Next, we get A φ
We assume that ∆x is sufficiently small, such that ν h = 0 on I 0 and I J−2 . This assumption implies Taking ∆t → 0 we see that the initial condition (S6) is satisfied.
For the general case q ≡ 0, we have not been able to prove that the limit φ satisfies (S4). The basic difficulty appears when one attempts to repeat the proof of Lemma 5.3 for the boundary x = 0, starting from (2.6a), multiplying that scheme by I 0 ϕ(x, t n ) dx, where ϕ(x, t) = Φ(t)µ h (x), and summing the result over n = 0, . . . , N − 1. This procedure will lead to the necessity to estimate terms like
The latter would be possible if we had more accurate information on the behaviour of the discrete solution in an O(h) strip [0, C · h] × T . Our present analysis does not exclude a strongly oscillatory (in time) boundary layer near x = 0, although numerical experiments [4, 21] illustrate that this does not happen. A related question is whether the functions φ ∆ (0, ·) converge to a meaningful function of t as ∆ → 0. However, for the practically important case of batch settling in a closed column (q ≡ 0), we can straightforwardly prove that the boundary condition (S4) is satisfied by repeating the proof of Lemma 5.3 under the modifications given above. The previous series of lemmas forms a proof of the following theorem. 
, which has the properties (S1)-(S3), (S5) and (S6) stated in the definition of an entropy solution. In the special case q ≡ 0, the boundary condition at x = 0, (S4), is also satisfied, and the limit function is an entropy solution.
