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Abstract—In this paper, we study and analyze cognitive radio
networks in which secondary users (SUs) are equipped with
Energy Harvesting (EH) capability. We design a random spec-
trum sensing and access protocol for the SU that exploits the
primary link’s feedback and requires less average sensing time.
Unlike previous works proposed earlier in literature, we do
not assume perfect feedback. Instead, we take into account the
more practical possibilities of overhearing unreliable feedback
signals and accommodate spectrum sensing errors. Moreover, we
assume an interference-based channel model where the receivers
are equipped with multi-packet reception (MPR) capability.
Furthermore, we perform power allocation at the SU with the
objective of maximizing the secondary throughput under con-
straints that maintain certain quality-of-service (QoS) measures
for the primary user (PU).
Index Terms—Energy harvesting, cognitive radio, feedback,
quality-of-service, multi-packet.
I. INTRODUCTION
Cognitive radio is a promising technology that efficiently
utilizes the radio spectrum [1]. Its essence resides in allowing
secondary users (SUs) to access the spectrum while the
primary users (PUs) are silent. Moreover, secondary nodes can
use the spectrum concurrently with primary nodes in condition
that they guarantee certain quality-of-service measures for the
primary network.
Cognitive radio networks may involve some battery-based
nodes and hence, energy management becomes a very im-
portant aspect. In many applications, the SU is a battery-
constrained device. Therefore, its operation, which includes
spectrum sensing and access, depends largely on its energy
resources. Recently, energy harvesting has been gaining in-
creasing worldwide interest. It is an emerging technology
that is considered a promising solution to wireless energy-
constrained networks. The significance of this technology
resides in its capability to prolong wireless networks lifetime
[2]. With such technology, nodes are capable of collecting
energy from the surrounding environment [3], [4].
Studying data transmission by an energy harvester with a
rechargeable battery has received a lot of attention in the
literature [5]–[12]. Using a dynamic programming framework,
Lei et al. [5] derived the optimal online policy for controlling
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admissions into the data buffer. In [6], Sharma et al. investigate
the energy management policies that stabilize the data queue
of a single-user communication. The authors derive some
delay-optimal properties. For energy harvesting systems in a
time-constrained slotted setting, the authors in [7] discussed
the throughput-optimal energy allocation. In [8], [9], Yang et
al. minimize the transmission completion time of an energy
harvesting system. The optimal solution is obtained using a
geometric framework. In [10], the authors solve the problem
of maximizing the amount of data transmitted in a finite time
horizon. The network under consideration consists of energy
harvesting transmitters with batteries of finite energy storage.
In the context of cognitive communications, the authors in
[11] consider a simple network composed of one PU and one
SU. The PU is assumed to be equipped with a rechargeable
battery (energy queue with random arrivals). The energy queue
is assumed to be modelled as a decoupled M/D/1 queue with
Bernoulli arrivals and unity service rate. The SU is plugged
to a reliable power supply; it always has energy/power. The
maximum stable throughput region was derived using the
dominant system approach [13].
The optimal sensing and access policies for an energy
harvesting SU based on Markov decision processes (MDPs)
have been investigated in [14]. In [15], the optimal sensing
duration of an energy harvesting SU is selected randomly at
the beginning of every time slot from a predetermined set.
The stable throughput is obtained via optimizing over the
possibility of choosing certain sensing durations.
Due to the broadcast nature of wireless channels, primary
feedback can be overheard by all nodes in the network. The
main problem with schemes that employ spectrum sensing
only is that sensing does not inform the SU about the impact
of its transmissions on the primary receiver. This issue induced
interest in leveraging the feedback sent by the primary receiver
at the end of time slots to the primary transmitter in order
to optimize the secondary transmission strategies. In [16],
Eswaran et al. assume that the SU observes the feedback from
the primary receiver as it reflects the achieved primary rate.
The SU aims at maximizing its throughput while guaranteeing
a certain primary packet rate. The authors of [17] use a
partially observable Markov decision process (POMDP) to
optimize the secondary action using the spectrum sensing out-
come and primary Automatic Repeat reQuest (ARQ) feedback.
[18] investigates the secondary power control based on primary
feedback. In [19] and [20], El Shafie et al. derive the maximum
stable throughput of a rechargeable SU sharing the channel
with a PU. The SU perfectly overhears primary feedback.
In this paper, we analyze the performance of an energy
harvesting SU sharing the spectrum with a PU. We propose a
new random spectrum sensing and access scheme based on the
outcome of the primary feedback signals overheard by the SU
as well as the SU’s spectrum sensing quality. Unlike previous
works proposed earlier in literature, we investigate the impact
of erroneous primary feedback signals on the performance of
both the PU and SU.
Our contributions in this paper can be summarized as
follows. We assume feedback errors at the SU while re-
ceiving the primary feedback signals. In contrast to most of
the literature, e.g., [16]–[20], we investigate the impact of
feedback errors on the secondary throughput as well as the
average primary packet delay. Moreover, in contrast to [19],
we consider Poisson energy arrivals at the energy queue and
perform power allocation at the SU to achieve the maximum
throughput. We propose a new spectrum sensing and access
based on the joint outcome of primary feedback reception at
the SU and the spectrum sensing process. We optimize over
the sensing and access probabilities such that the secondary
throughput is maximized, subject to the constraint that the
primary queue is kept stable. We then study the worst case
scenario for the PU and append a queueing delay constraint to
the optimization problem that carries further quality-of-service
(QoS) guarantees for the PU.
The rest of this paper is organized as follows. Section II
presents the system model along with the proposed spectrum
access protocol. In Section III, we present the queueing anal-
ysis of both PU and SU and derive a closed-form expression
for the average primary packet delay. Next, we derive lower
and upper bounds on the secondary throughput in Section IV.
Section V shows our numerical results. Finally, concluding
remarks are drawn in Section VI.
II. SYSTEM MODEL
We consider the cognitive radio system shown in Fig. 1.
The system consists of a PU (p) transmitting its packets to
a primary destination (dp). In addition, there exists an SU
(s) communicating with a secondary destination (ds). The PU
is plugged to a reliable power supply. This means that it
never lacks energy/power. However, the SU is equipped with
a rechargeable battery. We assume that the SU harvests energy
from the surrounding environmental energy sources, e.g., solar
energy, wind energy, etc. All nodes are equipped with infinite
capacity buffers to store fixed-length (β bits) data packets.
Time is slotted and the duration of one time slot is T seconds.
The transmission of a packet takes one time slot.
The channel between every transmitter-receiver pair ex-
hibits frequency-flat Rayleigh block fading, i.e., the channel
coefficient remains constant for one time slot and changes
independently from a slot to another. Moreover, a zero-mean
additive white Gaussian noise of power spectral density N◦
Watts/Hz is taken into account. The channel coefficient be-
tween transmitter i and receiver j at the nth time slot is denoted
by hi,j[n]. According to the Rayleigh fading assumption,
hi,j[n] is a complex Gaussian zero-mean random variable with
variance σ2i,j, i.e., hi,j[n] ∼ CN (0, σ2i,j). Therefore, |hi,j[n]|2
is exponentially-distributed with rate 1/σ2i,j, i.e., |hi,j[n]|2 ∼
exp(1/σ2i,j). All links are considered statistically independent.
Instead of assuming a simple packet-erasure model, we
consider simultaneous multi-packet transmission capability.
This opens room for both the PU and SU to use the spec-
trum concurrently. Assuming that the receivers are equipped
with multi-packet reception (MPR) capability, transmitted data
packets can survive the interference caused by concurrent
transmissions if the received signal-to-interference-and-noise
ratio (SINR) exceeds the threshold required for successful
decoding. The SU performs probabilistic spectrum sensing.
We take into account erroneous spectrum sensing outcomes.
Next, we present the queueing model of the system followed
by the description of the proposed spectrum access protocol.
A. Queueing Model
The queues involved in system analysis, shown in Fig. 1,
are described as follows:
• Qp: stores the data packets of the PU.
• Qs: stores the data packets of the SU.
• Qe: stores the harvested energy at the SU.
The bursty nature of information sources is taken into
account through modelling the data arrivals at the PU as a
Bernoulli process with rate λp (packets/slot). In other words, at
any given time slot, a packet arrives at the PU with probability
λp < 1. On the other hand, we assume that Qs is backlogged,
i.e., the SU always has packets awaiting transmission to ds.
The arrivals at the energy queue are assumed to follow a
stationary Poisson process with rate λe. This captures the
random availability of ambient energy sources. The arrival
processes at Qp and Qe are independent of each other, and are
independent and identically-distributed (i.i.d) across time slots.
Upon successful reception of a primary packet, dp broadcasts
an acknowledgement (ACK). However, if dp fails to decode
a primary packet, it broadcasts a negative-acknowledgement
(NACK). ACKs and NACKs are assumed instantaneous and
can be heard by the PU and SU. The PU receives the feedback
sent by dp reliably with probability 1. On the contrary, the SU
overhears reliable primary feedback with probability q.
The instantaneous evolution of queue lengths is captured as
Qi[n+ 1] = (Qi[n]− Li[n])
+
+Ai[n], i ∈ {p, e} (1)
where (z)+ = max(z, 0) and Qi[n] denotes the number of
packets in the ith queue at the beginning of the nth time slot.
Li[n] and Ai[n] denote the departures and arrivals correspond-
ing to the ith queue in the nth time slot, respectively.
B. Spectrum Access Protocol
Whenever Qp is non-empty, the PU transmits a packet with
average power Pp. However, the SU probably attempts to
transmit the head-of-line packet in its data queue if its battery
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Fig. 1: Cognitive radio network under consideration.
has got the energy required to support that transmission. The
spectrum access protocol employed at the SU exploits the
available primary feedback signals. The SU may overhear
nothing if there is no primary transmission. However, it
may overhear an ACK or a NACK if the primary receiver
correctly decodes, or fails to decode, the primary transmission,
respectively, while the SU decodes the feedback signals cor-
rectly. Otherwise, the SU may overhear un-decodable feedback
signals. Given that a primary transmission takes place in a
given time slot, the SU is capable of decoding the primary
feedback signals with probability q as indicated earlier. If the
SU receives nothing, an ACK or un-decodable feedback, it
gains no information about the PU’s activity in the next time
slot. Therefore, the SU operates as follows.
• If the energy required for transmission is available at Qe,
it performs spectrum sensing with probability αs from the
beginning of the time slot for a duration τ < T seconds
to detect the possible activity of the PU.
• The SU transmits with probability αf or αb if the PU is
detected to be idle or busy, respectively.
• At the beginning of the time slot, if the SU decides not
to sense the spectrum (which happens with probability
1− αs), it immediately decides whether to transmit with
probability αt or to remain idle for the rest of the time
slot with probability 1− αt.
Whenever the SU transmits in these cases, it uses an average
power P (1)s when the PU is sensed to be inactive; and P (2)s
when the PU is sensed to be active. Note that P (2)s should
be lower than P (1)s to reduce the expected interference on
the primary transmission. On the other hand, if a NACK is
overheard by the SU, it knows that the PU will retransmit
the lost packet during the next time slot with probability 1.
Being sure that the PU is active in the next slot, the SU
does not need to perform spectrum sensing. Therefore, it
accesses the channel from the beginning of the time slot with
probability αr. In that case, the SU transmits with average
power P (3)s ≤ P (2)s ≤ P (1)s to reduce its interference to the
primary receiver.
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Fig. 2: Markov chain of the PU’s queue-length evolution.
We assume that energy dissipation from Qe happens when
the SU transmits data. The energy consumed in spectrum
sensing and primary feedback decoding is negligible and out
of the scope of this paper.
III. PERFORMANCE ANALYSIS
In this section, we provide the queueing analysis of the
proposed access scheme. In particular, we derive stability
conditions on the queues involved in the system. The system
is considered stable when all of its queues are stable. Queue
stability is loosely defined as having a bounded queue size,
i.e., the number of packets in the queue does not grow to
infinity as time progresses [21]. Furthermore, we provide a
closed-form expression for the average primary packet delay.
A. Queueing Analysis
The PU’s queue-length evolution Markov chain (MC) is
shown in Fig. 21. We refer to the probability of the queue hav-
ing k packets and transmitting for the first time as pik, where F
in Fig. 2 denotes the first transmission. The probability of the
queue having k packets and retransmitting is χk, where R in
Fig. 2 denotes retransmission. The probability of successful
transmission of a PU’s packet in case of first transmission
and a retransmission is given by Ωp and Γp, respectively. We
proceed with calculating these probabilities.
Ωp = Pγ + PP0(Pp, 0) (2)
where P is the probability that Qe has got the amount of energy
sufficient for one secondary packet transmission, Pi(PA, PB)
is derived in the Appendix and γ is given by
γ = αs
{
αtP0(Pp, P
(1)
s ) + αtP0(Pp, 0)
}
+ αsPMD
{
αfP0(Pp, P
(1)
s ) + αfP0(Pp, 0)
}
+ αsPMD
{
αbP0(Pp, P
(2)
s ) + αbP0(Pp, 0)
}
. (3)
1State-self transitions are not depicted on the graph for visual clarity.
Throughout the paper, y = 1− y.
η λpΩp + (1− λp) Γp
pi◦
η−λp
Γp
χ◦ 0
pi1 pi◦
λp
1−λp
λp+(1−λp)Γp
η
χ1 pi◦
λp
η (1− Ωp)
pik, k ≥ 2 pi◦
λp(1−Ωp)
(1−η)2
[
λp(1−η)
(1−λp)η
]k
χk, k ≥ 2 pi◦
(1−λp)(1−Ωp)
(1−η)2
[
λp(1−η)
(1−λp)η
]k
∑∞
k=1 pik pi◦
λpΓp
η−λp
= λp
∑∞
k=1 χk pi◦
λp
η−λp
(1− Ωp) =
λp
Γp
(1− Ωp)
TABLE I: Steady-state distribution for the PU’s MC.
We denote the probability of miss-detection by PMD. On the
other hand, it can be shown that Γp is given by
Γp=P
[
q
{
αrP0(Pp, P
(3)
s )+αrP0(Pp, 0)
}
+qγ
]
+PP0(Pp, 0).
(4)
We solve for the steady-state distribution of the PU’s MC.
Solving the state balance equations of the MC depicted in
Fig. 2, we obtain the state probabilities which are provided in
Table I. The probability pi0 is obtained using the normalization
condition
∑∞
k=0(pik + χk) = 1. It should be noticed that
λp < η, where η is defined in Table I, is a condition for
the sum
∑∞
k=0(pik + χk) to exist. This condition ensures the
existence of a stationary distribution for the MC. Furthermore,
it guarantees the stability of Qp, i.e., Qp has a non-zero
probability of being empty (pi0 > 0).
From (2) and (4), we notice that Ωp and Γp depend on the
state of Qe through the term P. Therefore, we need to model
the energy dissipation from the battery of the SU, i.e., Qe. Let
PFA denote the probability of false alarm. According to the
proposed access protocol described in Section II-B, the mean
service rate of Qe is given in (5) at the top of the following
page.
It is obvious that the service rate of Qe depends on the state
of Qp, i.e., pik and χk. Thus, Qp and Qe are two interacting
queues. The relaxation of this interaction and the computation
of P is provided in the next section.
We proceed next with characterizing the SU throughput, i.e.,
the mean service rate of Qs. It is given in (6) at the top of the
following page. The dependence of the SU throughput on both
Qe and Qp is highlighted in (6). The SU transmits only when
the energy required to support its transmission is available in
Qe. This explains the role of P in (6). In addition, the SU’s
behavior depends on the state of the PU, i.e., the PU being in
a first transmission or a retransmission state. By behavior here
we refer to the decisions made by the SU concerning spectrum
sensing and access and the choice of transmission powers.
B. Average Primary Packet Delay
Applying Little’s law [22], we obtain a closed-form expres-
sion for the average primary packet delay, which is given by
Dp =
1
λp
∞∑
k=1
k (pik + χk) . (7)
Using the state probabilities provided in Table I,
Dp =
(Ωp − η)(η − λp)2 + (1− λp)
2
(1− Ωp) η
(η − λp) (1− λp) (1− η) Γp
. (8)
IV. BOUNDS ON SECONDARY THROUGHPUT AND
PROBLEM FORMULATION
In this section, we derive lower and upper bounds on the
throughput of the SU. Our main goal now is to relax the
interaction between Qe and Qp to be able to compute P
and {pik, χk}∞k=0 and hence, the throughput of the SU can
be characterized.
A. Lower Bound on µs
We analyze the effect of the states of Qp and Qe on the
SU throughput. We begin first with Qp. If the PU’s service
rate is decreased, less number of packets probably depart
Qp. This implies that the probability of Qp being empty is
lowered. Therefore, the PU is more likely to be active and
hence, the interference on the SU is increased which lowers
its throughput. This motivates us to derive lower bounds on
Ωp and Γp provided in (2) and (4), respectively. We note
that the worst case scenario with respect to the PU occurs
when it experiences continuous possible interference from the
SU. Since the SU is assumed backlogged, continuous SU
transmission possibly occurs when it always has the required
energy, i.e., P = 1. Substituting by P = 1 in (2) and (4),
Ωp ≥ γ (9)
Γp ≥ q
{
αrP0(Pp, P
(3)
s ) + αrP0(Pp, 0)
}
+ qγ (10)
where γ is given by (3).
On the other hand, we note from (5) that the energy dis-
sipation from Qe, whenever a secondary transmission occurs,
is one of four levels: (i) P (1)s T , (ii) P (1)s Ts, (ii) P (2)s Ts and
(iii) P (3)s T . We assume that Qe dissipates P (1)s T for each
secondary transmission provided that this energy is available
in Qe. This provides an upper bound on the service rate of
Qe because P (1)s T is the one which has the highest level
among the aforementioned four levels. Hence, the SU battery
is depleted faster which negatively impacts its throughput. This
assumption renders Qe an M/D/1 queue with arrival rate λe
µe=pi0
{
αsαtP
(1)
s T+
[
αsαfPFAP
(1)
s + αsαbPFAP
(2)
s
]
Ts
}
+
(
∞∑
k=1
pik
){
αsαtP
(1)
s T+αs
[
αfPMDP
(1)
s +αbPMDP
(2)
s
]
Ts
}
+
(
∞∑
k=1
χk
){
qαrP
(3)
s T+q
(
αsαtP
(1)
s T+αs
[
αfPMDP
(1)
s +αbPMDP
(2)
s
]
Ts
)}
, where Ts = T − τ. (5)
µs=P
[
pi0
{
αsαtP0(P
(1)
s , 0)+αs
[
αfPFAP1(P
(1)
s , 0) + αbPFAP1(P
(3)
s , 0)
]}
+
(
∞∑
k=1
pik
){
αsαtP0(P
(1)
s , Pp)+αs
[
αfPMDP1(P
(1)
s , Pp) + αbPMDP1(P
(3)
s , Pp)
]}
+
(
∞∑
k=1
χk
){
qαrP0(P
(2)
s , Pp) + q
(
αsαtP0(P
(1)
s , Pp) + αs
[
αfPMDP1(P
(1)
s , Pp) + αbPMDP1(P
(3)
s , Pp)
])}]
. (6)
and service rate P (1)s T . Therefore, P is [12]
P = min
[
1,
λe
P
(1)
s T
]
. (11)
We use the lower bounds on Ωp and Γp provided on the right
hand sides of (9) and (10), respectively, to compute the state
probabilities of the PU’s MC given by Table I. Substituting
by these state probabilities along with P as given by (11) in
(6), we get a lower bound on the throughput of the SU.
B. Upper Bound on µs
We use a similar approach to the one presented in Section
IV-A to derive an upper bound on the SU throughput. When
the service rate of the PU’s queue increases, this increases
the availability of time slots in which the PU is silent. Thus,
the interference on the SU decreases and its throughput is
enhanced. This motivates us to derive upper bounds on Ωp
and Γp. The best case scenario with respect to the PU occurs
when it experiences no interference from the SU, as if the SU
does not exist. This happens when the battery of the SU is
always empty, corresponding to P = 0. Substituting by P = 0
in (2) and (4), we get
Ωp ≤ P0(Pp, 0) (12)
Γp ≤ P0(Pp, 0). (13)
On the other hand, we assume that Qe dissipates
min[P (2)s Ts, P (3)s T ] for each secondary transmission provided
that this energy is available in Qe. This provides a lower
bound on the service rate of Qe. Hence, the SU battery
lifetime increases which positively impacts its throughput.
This assumption renders Qe an M/D/1 queue with arrival
rate λe and service rate min[P (2)s Ts, P (3)s T ]. Therefore, P is
given by [12]
P = min
[
1,
λe
min[P (2)s Ts, P (3)s T ]
]
. (14)
We use the upper bounds on Ωp and Γp provided on the
right hand sides of (12) and (13), respectively, to compute
the state probabilities of the PU’s MC given by Table I.
Substituting by these state probabilities along with P as given
by (14) in (6), we get an upper bound on the SU throughput.
C. Problem Formulation
Using the relevant mean service rates under each of the
proposed bounds, for a fixed λp, the following constrained
optimization problem is solved numerically
maximize
αs,αf ,αt,αb,αr,P
(1)
s ,P
(2)
s ,P
(3)
s
µs
subject to 0 ≤ αs, αf , αt, αb, αr ≤ 1
0 ≤ P (1)s , P
(2)
s , P
(3)
s ≤ P◦
λp < η
Dp ≤ D◦. (15)
We set maximum secondary transmission power constraint P◦,
and a threshold D◦ below which the average primary packet
delay is kept. Note that the optimization problem is solved at
the secondary terminal. We use MatLab’s fmincon to solve the
optimization problems as in [19], [23]–[26] and the references
therein.
V. NUMERICAL RESULTS
In this section, the performance of the proposed scheme is
evaluated in terms of the SU throughput. We formulate and
solve an optimization problem with the objective of maxi-
mizing the secondary throughput subject to certain guaranteed
QoS measures for the PU. We solve for the optimal sensing
and access probabilities as well as the average secondary
transmission powers that maximize the SU throughput while
simultaneously keeping the PU’s queue stable and the primary
packet delay below a certain threshold.
We show our results for packet-length β = 10 bits, time slot
duration T = 1 second and sensing duration τ = 0.3 second.
Sensing errors are taken into account through setting PMD =
PFA = 0.3. All links are considered statistically equivalent
where σ2i,j = 1 ∀i ∈ {p, s} and j ∈ {dp, ds}. The bandwidth
of these channels is set to W = 8 Hz. The PU transmits
its packets with average power Pp = 20 Watts. The power
spectral density of noise is normalized to unity, i.e., N◦ =
0 0.1 0.2 0.3 0.4 0.5
0
0.2
0.4
0.6
0.8
1
λp [packets/slot]
SU
 th
ro
ug
hp
ut
 [p
ac
ke
ts/
slo
t]
 
 
LB, λe = 10
UB, λe = 10
LB, λe = 20
UB, λe = 20
LB, λe = 30
UB, λe = 30
λe increases
λe increases
Fig. 3: Optimal lower and upper bounds on µs versus λp for
different values of λe.
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Fig. 4: Optimal lower bound on µs versus λp for different
values of q.
1 Watts/Hz. We choose P◦ = 32 Watts (corresponding to a
signal-to-noise-ratio = 6 dB if the SU is transmitting alone).
As indicated earlier, λp < η is the constraint that guarantees
the stability of the PU’s queue.
In Fig. 3, we plot the resulting solution of (15), with µs
given by the lower and upper bounds explained in Sections
IV-A and IV-B, respectively, versus λp at a chosen value of
q = 0.5 and D◦ = 10 time slots. This corresponds to a PU
running a delay-tolerant application. In the figure’s legend, we
denote the upper bound and lower bound by ‘UB’ and ‘LB’,
respectively. We investigate the effect of the energy arrival
rate at Qe on the SU throughput through plotting the results
at different values of λe. As we expected, the figure shows
that the SU throughput is enhanced as λe increases. This is
attributed to the fact that the restriction on the SU’s activity
originating from its energy resources is relaxed as λe increases.
From the figure, we note that the gap between the inner and
the outer bound decreases with the increase of λe.
Next, we depict the effect of unreliable primary feedback
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Fig. 5: Optimal upper bound on Dp versus q for different
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signals on SU throughput and average primary packet delay.
Towards this objective, we plot the optimal lower bound on
µs versus λp for different values of q in Fig. 4. We choose
λe = 20 and D◦ = 10. As shown in the figure, the throughput
of the SU is enhanced as q increases. This shows that the best
case scenario occurs when the SU receives perfect primary
feedback, i.e., q = 1. However, the worst case scenario occurs
when the SU overhears no reliable feedback from the PU, i.e.,
q = 0. The case of q = 0 boils down to the case in which the
SU can not overhear/decode the primary feedback signals. On
the other hand, we evaluate the underlying average PU delay.
We use the resulting optimal sensing and access probabilities
as well as average secondary transmission powers, used to plot
Fig. 4, in computing the average primary packet delay given by
(8). It is worth noting that the primary delay computed through
solving (15) with the objective of maximizing the lower bound
on µs is an upper bound on the achievable PU delay. In Fig. 5,
we plot the PU’s delay versus q at selected values of λp. Thus,
it can be seen that the primary delay is a decreasing function
of q. Therefore, we reach the conclusion that reliable feedback
signals overheard by the SU is not only in its interest, but it
also enhances the PU’s performance.
Furthermore, we investigate the effect of the QoS measures
guaranteed for the PU on the throughput of the SU. Specif-
ically, we depict the effect of varying the average primary
queueing delay constraint on the SU throughput in Fig. 6. The
results are plotted for q = 0.8 and λe = 20 energy packets/slot.
From Fig. 5, we note that the lower bound on SU throughput
is enhanced as the primary delay constraint is relaxed, i.e., D◦
is increased. This intuitive result is attributed to the fact that
for a less restrictive primary delay constraint, the feasible set
of the optimization variables is widened. Thus, we are able to
achieve better SU throughput at higher values of D◦.
In Fig. 7, we show the essence of performing power
allocation at the SU. We plot the resulting optimal lower
bound on µs with and without optimizing over the powers
P
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Fig. 6: Optimal lower bound on µs versus λp for different
values of delay constraint.
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Fig. 7: Effect of power allocation on SU throughput.
and P (3)s to their maximum possible value, i.e., P◦. We set
λe = 20 energy packets/slot and q = 0.8. From the figure, we
note that the SU throughput is enhanced when we optimize
over the transmission powers and the resulting optimal values
for P (1)s , P (2)s and P (3)s is definitely less than P◦. Thus,
we achieve higher SU throughput at lower average power
consumption. We note that at λp = 0.3759 packets/slot, the
problem becomes infeasible and there are no optimization
variables would satisfy the primary constraints. Hence, the SU
remains silent and it gains no access to the channel.
VI. CONCLUSION
We propose a novel random spectrum sensing and access
scheme for a cognitive radio SU equipped with energy har-
vesting capability. The cognitive user utilizes the primary
feedback signals to decide on its spectrum sensing and access
probabilities. Furthermore, we optimize over the SU’s trans-
mission power with the objective of maximizing its throughput
while simultaneously keeping the primary queue stable, and
its average delay below a certain threshold. We investigate the
effect of erroneous primary feedback signals overheard by the
SU. We show that reliable feedback is in the interest of both
the PU and SU. Moreover, we show the essence of performing
power allocation at the SU compared to schemes in which SUs
transmit with their maximum permissible power.
APPENDIX
We derive the probability of successful transmission in
the presence of interference. Consider two nodes, A and
B, transmitting to a common destination, d, with average
powers PA and PB, respectively. With respect to d, node’s A
transmission is the intended signal, while node B is considered
an interferer. In a given time slot, A transmits one packet
(β bits). The transmission duration is either T − τ or T
(seconds) depending on whether the transmission is preceded
by a sensing phase or not, respectively. Thus, the transmission
rate is given by
ri =
β
T − iτ
, i ∈ {0, 1}. (16)
Consequently, we use the notion of channel outage to write
the probability of success on the link A→ d as
Pi(PA, PB)=Pr
{
W log
[
1+
PA|hA,d|2
N◦W + PB|hB,d|2
]
>ri
}
(17)
where W is the channel bandwidth and Pr{E} denotes the
probability of event E . After some algebraic manipulation,
Pi(PA, PB)=Pr
{
|hA,d|
2>
2
ri
W − 1
PA/(N◦W )
+
(2
ri
W − 1)PB|hB,d|2
PA
}
.
(18)
For the ease of exposition, let a = 2
ri
W −1
PA/(N◦W )
, b = (2
ri
W −1)PB
PA
and X = |hB,d|2. Thus, we have
Pi(PA, PB) = Pr
{
|hA,d|
2 > a+ bX
}
. (19)
Using total probability theory, (19) can be written as
Pi(PA, PB) =
∫ ∞
0
Pr
{
|hA,d|
2 > a+ bx
}
fX(x)dx (20)
where fX(.) denotes the probability density function (PDF)
of X . Following the channel model described in Section II,
|hA,d|2 ∼ exp(1/σ2A,d) and X ∼ exp(1/σ2B,d). Therefore,
Pr
{
|hA,d|
2 > a+ bx
}
= e−(a+bx)/σ
2
A,d (21)
fX(x) =
1
σ2B,d
e−x/σ
2
B,d . (22)
Substituting by (21) and (22) in (20) and solving the integral,
the probability of success on the link A→ d in the presence
of an interferer (B) is given by
Pi(PA, PB) =
σ2A,d e
−a/σ2A,d
σ2A,d + b σ
2
B,d
. (23)
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