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EMBEDDINGS OF FREE MAGMAS WITH APPLICATIONS TO THE
STUDY OF FREE NON-ASSOCIATIVE ALGEBRAS
CAMERON ISMAIL
Abstract. We introduce an embedding of the free magma on a set A into the direct
product of the free magma on a singleton set and the free semigroup on A. This embedding
is then used to prove several theorems related to algebraic independence of subsets of the
free non-associative algebra on A. Among these theorems is a generalization of a result due
to Kurosh, which states that every subalgebra of a free non-associative algebra is also free.
In universal algebra, a variety of algebras in which subalgebras of free algebras are free
is called a Schreier variety. Examples of varieties which are Schreier varieties include the
varieties of non-associative algebras, commutative algebras, anticommutative algebras, Lie
algebras, and algebras with zero (trivial) multiplication [1]. The variety of all associative
algebras is an example of a variety which is not Schreier [2]. The discovery of a complete
description of all Schreier varieties remains an open problem, and it is this problem that
primarily motivates the developments introduced here.
Among the more recent developments in the study of Schreier varieties is the introduction
of the notion of a PBW-pair of varieties by A.A. Mikhalev and I.P. Shestakov [3]. This
concept generalizes the relationship between the variety of associative algebras and the va-
riety of Lie algebras described by the Poincare-Birkhoff-Witt theorem [4, 5]. The study of
primitive elements of a free algebra, which are elements contained in some free generating
set for the free algebra, is also a subject of current research [6, 7].
In this paper, we describe an alternative approach to studying free non-associative algebras
that is rooted in a particular embedding of a free magma. After introducing this embedding
in Section 2, we prove a few technical results and then, in Section 3, use our embedding to
obtain direct sum decompositions of homogeneous subspaces of a free non-associative algebra.
These direct sum decompositions play a crucial role in Section 4, where we prove several
results regarding algebraic independence. Our key result is a generalization of Kurosh’s
Theorem [8], which states that the variety of all non-associative algebras is Schreier.
We point out that the ideas discussed in this paper are heavily-refined versions of those
appearing in the author’s master’s thesis [9].
1. Preliminaries
Throughout our entire discussion, we will let A denote a fixed, nonempty set and we will
let M[A] denote the free magma on A. Associated with each element m of M[A] is a positive
integer deg(m) called the degree of m. If ◦M denotes the product defined on M[A], then the
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degree function on M[A] satisfies
deg(m1 ◦M m2) = deg(m1) + deg(m2)
for all m1, m2 ∈ M[A]. The elements of A are the elements of M[A] with deg(m) = 1.
For n > 1, the elements m of M[A] with deg(m) = n are of the form m1 ◦M m2 where
deg(m1)+deg(m2) = n. (See [10].) The following proposition states one of the fundamental
properties of the operation ◦M .
Proposition 1. [10] If m1, m
′
1, m2, m
′
2 ∈M[A], then
m1 ◦M m2 = m
′
1 ◦M m
′
2 if and only if m1 = m
′
1 and m2 = m
′
2 .
We will refer to elements of M[A] as A-monomials. Rather than using the symbol ◦M , we
will from now on denote the product of two elements m1, m2 ∈M[A] by (m1, m2).
As a simple illustration, let Z = {z1, z2, z3, z4} where zi 6= zj if i 6= j. The elements of Z
are elements of M[Z] of degree 1. Products of the elements of Z,
(1) (z1, z1), (z1, z2), (z1, z3), (z2, z1), . . .
are also in M[Z]. The elements in (1) have degree 2. Products of elements in (1) and
elements of Z,
(2) ((z1, z2), z3), (z1, (z2, z3)), ((z2, z1), z3), . . .
are in M[Z] and have degree 3. Products of elements in (2) and elements of Z together with
products of pairs of elements in (1) are the elements of M[Z] having degree 4. So, M[Z]
contains the set Z, products of elements of Z, products of products of Z and elements of Z,
and so on.
The free semigroup on the set A, denoted S[A], is the set of all finite sequences
f : {1, 2, . . . , n} → A
of elements of A together with an operation ◦S defined as follows:
If f1 : {1, 2, . . . , m} → A and f2 : {1, 2, . . . , n} → A are elements of S[A], then
f1 ◦S f2 : {1, 2, . . . , m+ n} → A
is such that
(f1 ◦S f2)(k) = f1(k)
if 1 ≤ k ≤ m and
(f1 ◦S f2)(k) = f2(k −m)
if m+ 1 ≤ k ≤ m+ n [10].
The operation ◦S, which is associative, is called concatenation. It is standard notation to
write, for example, the element f : {1, 2, 3} → Z with f(i) = zi for all i as
z1z2z3 .
If
f : {1, 2, . . . , n} → A
is an element of S[A], then we say that the degree of f is n and we write deg(f) = n.
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The following proposition, which is analogous to Proposition 1, has a straightforward
proof.
Proposition 2. Let f1, f
′
1, f2, f
′
2 ∈ S[A]. If deg(f1) = deg(f
′
1) or deg(f2) = deg(f
′
2), then
f1 ◦S f2 = f
′
1 ◦S f
′
2 if and only if f1 = f
′
1 and f2 = f
′
2 .
For the full remainder of our discussion, we let F denote a fixed, arbitrarily chosen field.
If F[M[A]] is the free F-vector space over the set M[A], then let
◦N : F[M[A]]× F[M[A]]→ F[M[A]]
be the unique bilinear product on F[M[A]] which satisfies m1 ◦N m2 = m1 ◦M m2 for all
m1, m2 ∈ M[A]. The vector space F[M[A]] together with the operation ◦N is an F-algebra,
which we will denote by N[A]. N[A] is called the free (non-associative) F-algebra on the set
A [10]. Rather than using the symbol ◦N , we will from now on denote the product of two
elements p1, p2 ∈ N[A] by (p1, p2). If {a1, a2, . . . , an} is a finite set of n elements, then we
will denote the free non-associative algebra N[{a1, a2, . . . , an}] by N[a1, a2, . . . , an].
Under the obvious identification, M[A] is a subset of N[A] that is a basis for the vector
space N[A]. We will call elements of N[A] A-polynomials. Thus, every A-polynomial can be
expressed uniquely as a linear combination of A-monomials. For a nonzero A-polynomial p,
if
p =
k∑
i=1
cini
for nonzero ci ∈ F and A-monomials ni, where ni 6= nj if i 6= j, then the A-monomials ni
are called the monomial terms of p. The degree of an A-polynomial p, denoted deg(p), is
defined to be the degree of the highest-degree monomial term of p. The degree of the zero
A-polynomial is left undefined. If p1 and p2 are any nonzero A polynomials, then we have
deg((p1, p2)) = deg(p1) + deg(p2) .
If, for example, F = Q and Z is as given previously, then
p1 = ((z2, z1), (z4, z4)) + 2(z1, z1) ,
and
p2 = 4(z3, (z1, z1)) + z2 + 3z3 ,
are elements of the free Q-algebra over the set Z. We see that deg(p1) = 4 and deg(p2) = 3.
For a positive integer n, let {X1, . . . , Xn} be a finite set of n indeterminates. We will refer
to elements of M[X1, . . . , Xn] and N[X1, . . . , Xn] as simply monomials and polynomials,
respectively.
If A is an F-algebra, then for any n-tuple (y1, . . . , yn) of elements y1, . . . , yn ∈ A, there is
a unique algebra homomorphism
φ(y1,...,yn) : N[X1, . . . , Xn]→ A
with
φ(y1,...,yn)(Xi) = yi
for all 1 ≤ i ≤ n. For a polynomial P = P (X1, . . . , Xn), we will write
φ(y1,...,yn)(P ) = P (y1, . . . , yn) .
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If P is a polynomial, then we will write P = P (X1, . . . , Xn) to express that P is in
N[X1, . . . , Xn].
For a subset G of A, we will let 〈G〉 denote the subalgebra of A generated by G. It is easy
to verify that 〈G〉 can be described as the set of all elements of A of the form P (g1, . . . , gn),
where, for some positive integer n, P ∈ N[X1, . . . , Xn] and g1, . . . , gn ∈ G.
2. Sequence Type and Product Type
The following theorem describes an embedding of the free magma M[A] into the direct
product of two magmas which, unless A is a singleton set, are both easier to work with than
M[A]. An intuitive description of this embedding is given after the proof of the theorem.
Theorem 1. Let S[A] be the free semigroup on A, let M[X ] be the free magma on a singleton
set {X}, and let pi1 and pi2 denote the canonical projections of the direct product of magmas
M[X ]×S[A] onto M[X ] and S[A], respectively. There is a unique injective magma morphism
φ of the free magma M[A] into M[X ]× S[A] such that
(i) pi1 ◦ φ is surjective and constant on the subset A of M[A] and
(ii) pi2 ◦ φ restricted to A is the inclusion map ιA : A→ S[A].
Up to isomorphism, M[X ] is the unique magma with this property.
Proof. Let φ : M[A] → M[X ] × S[A] be the unique magma morphism with φ(a) = (X, a)
for all a ∈ A. It is easy to see that φ satisfies the two given conditions. A straightforward
induction argument shows that
(3) deg(m) = deg(pi1(φ(m))) = deg(pi2(φ(m)))
for all m ∈M[A].
We now prove injectivity of φ by induction. If m,m′ ∈ M[A] both have degree 1 (so
m,m′ ∈ A) and m 6= m′, then clearly φ(m) 6= φ(m′). Suppose that n ≥ 1 is such that for
any m,m′ ∈ M[A] with m 6= m′ and 1 ≤ deg(m), deg(m′) ≤ n, we have φ(m) 6= φ(m′).
If m,m′ ∈ M[A] are such that m 6= m′ and 1 ≤ deg(m), deg(m′) ≤ n + 1, we have m =
(m1, m2) and m
′ = (m′1, m
′
2) for some mi, m
′
i ∈ M[A] with 1 ≤ deg(mi), deg(m
′
i) ≤ n. Since
m 6= m′, we have m1 6= m
′
1 or m2 6= m
′
2. Without loss of generality, assume that m1 6= m
′
1.
By the induction hypothesis, we have φ(m1) 6= φ(m
′
1) and so pi1(φ(m1)) 6= pi1(φ(m
′
1)) or
pi2(φ(m1)) 6= pi2(φ(m
′
1)). If pi1(φ(m1)) 6= pi1(φ(m
′
1)), then
pi1(φ(m)) = (pi1(φ(m1)), pi1(φ(m2))) 6= (pi1(φ(m
′
1)), pi1(φ(m
′
2))) = pi1(φ(m
′))
by Proposition 1. If pi1(φ(m1)) = pi1(φ(m
′
1)), then we must have
deg(pi2(φ(m1))) = deg(pi2(φ(m
′
1)))
by (3). If, in addition, we have pi2(φ(m1)) 6= pi2(φ(m
′
1)), then
pi2(φ(m)) = (pi2(φ(m1)), pi2(φ(m2))) 6= (pi2(φ(m
′
1)), pi2(φ(m
′
2))) = pi2(φ(m
′))
by Proposition 2. In either case, we have φ(m) 6= φ(m′). Injectivity of φ now follows easily.
We now show uniqueness of φ. If ψ is any such function, then, because pi1 ◦ ψ is both
surjective and constant on A, (pi1 ◦ ψ)(A) is a one-element generating set for M[X ]. This
implies that (pi1 ◦ ψ)(A) = {X} or, equivalently, that (pi1 ◦ ψ)(a) = X for every a in A.
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Combining this together with the fact that pi2 ◦ ψ is the inclusion map from A into S[A], we
see that
ψ(a) = ((pi1 ◦ ψ)(a), (pi2 ◦ ψ)(a)) = (X, a)
for each a in A. Therefore, we must have ψ = φ.
Assume that there is a magma M ′ that can be used in place of M[X ] in Theorem 1. Let
φ′ : M[X ]→M ′ × S[X ]
be the unique injective magma morphism described in the statement of the theorem. It is
easily verified that pi′1 ◦ φ
′, where pi′1 is the canonical projection of M
′ × S[X ] onto M ′, is a
magma isomorphism of M[X ] with M ′. 
To illustrate, let Z = {z1, z2, z3, z4}, let piZ,1 and piZ,2 be the canonical projections of
M[X ] × S[Z] onto M[X ] and S[Z], respectively, and let φZ be the embedding described in
Theorem 1. If m = (z2, (z3, (z1, z4))), then
(piZ,1 ◦ φZ)(m) = (X, (X, (X,X))) ∈M[X ]
and
(piZ,2 ◦ φZ)(m) = z2z3z1z4 ∈ S[Z].
This example illustrates a general principle regarding the functions pi1◦φ and pi2◦φ appearing
in Theorem 1. If an element of M[A] is expressed symbolically as in this example, then the
function pi1 ◦ φ encodes the arrangement of parentheses and the function pi2 ◦ φ encodes the
sequence obtained if all parentheses are removed. From now on, we will write pi1 ◦ φ as Π
and pi2 ◦φ as Σ. For a given m in M[A], we will refer to Π(m) and Σ(m) as the product type
of m and the sequence type of m, respectively.
We point out that the core idea underlying the embedding of Theorem 1 is by no means
a novel one. If you regard, as a computer scientist might, the free magma on A as the set
of complete, planar, rooted binary trees with leaves labelled by elements of A, then for m in
M[A], Π(m) gives the corresponding binary tree and Σ(m) gives the labelling of leaves. It
is our hope that the framework provided by this embedding will lend itself well to effective
computation in free non-associative algebras, and will ultimately enable us to discover a
wealth of new Schreier varieties. It is the author’s view that the proofs of results presented
in this paper serve as a testament to the promise of this approach.
The next proposition utilizes the notion of product type. It will be used in Section 4.
Proposition 3. Let m1, . . . , mn ∈M[A] be of the same degree, and let M =M(X1, . . . ,Mn)
and M ′ =M ′(X1, . . . , Xn) be monomials. If Π(M) 6= Π(M
′), then
Π(M(m1, . . . , mn)) 6= Π(M
′(m1, . . . , mn)) .
Proof. The proof is by induction on deg(M). The result is vacuously true if deg(M) = 1.
For some k > 1, assume that the result holds if deg(M) = j for any j with 1 ≤ j < k and
assume now that deg(M) = k. If M ′ is a monomial of degree 1, then the result is trivial. If
M ′ is of degree greater than one and if M = (M1,M2) and M
′ = (M ′1,M
′
2) for monomials
Mi,M
′
i , then (since Π(M) 6= Π(M
′)) we must have Π(M1) 6= Π(M
′
1) or Π(M2) 6= Π(M
′
2).
Without any loss of generality, assume that Π(M1) 6= Π(M
′
1). By the induction hypothesis,
we have Π(M1(m1, . . . , mn)) 6= Π(M
′
1(m1, . . . , mn)). Since
Π(M(m1, . . . , mn)) = (Π(M1(m1, . . . , , mn)),Π(M2(m1, . . . , mn)))
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and
Π(M ′(m1, . . . , mn)) = (Π(M
′
1(m1, . . . , mn)),Π(M
′
2(m1, . . . , mn))) ,
Proposition 1 implies that
Π(M(m1, . . . , mn)) 6= Π(M
′(m1, . . . , mn)) .

3. Direct Sum Decompositions
For each positive integer n, let Hn[A] be the subspace of N[A] generated by the A-
monomials of degree n. We have
N[A] =
∞⊕
n=1
Hn[A] ,
and N[A] is a graded F-algebra under this decomposition. For each n, Hn[A] is called the
homogeneous component of N[A] of degree n, and nonzero elements of Hn[A] are called ho-
mogeneous A-polynomials of degree n [10].
Thus, if Z = {z1, z2, z3, z4} and F = Q, then the Z-polynomial
p1 = (z2, z1) + 4(z1, z4) + 5(z2, z2) + (z1, z3)
is homogeneous of degree 2, and the Z-polynomial
p2 = (((z1, z3), z4), z2) + 2(((z3, z2), z2), z2) + (z3, (z1, (z2, z2)))
is homogeneous of degree 4.
For the remainder of our work, for any n, pin will denote the canonical projection map
pin : N[A]→ Hn[A] .
For any A-polynomial p, pin(p) will be called the homogeneous component of p of degree n.
The following proposition states that homogeneity is preserved when homogeneous A-
polynomials are substituted into a monomial M .
Proposition 4. IfM(X1, . . . , Xn) is a monomial and if h1, . . . , hn are nonzero homogeneous
A-polynomials, then M(h1, . . . , hn) is a homogeneous A-polynomial with
deg(M(h1, . . . , hn)) =
n∑
i=1
deg(Mi(h1, . . . , hn)) ,
where Mi = (Σ(M))(i) for all i. In particular, if deg(hi) = k for all i, then M(h1, . . . , hn) is
a homogeneous A-polynomial of degree k(deg(M)).
Proof. If deg(M) = 1, then the result is trivial. Assume that for some n ≥ 1, the result
holds for all monomials of degree n and suppose now that deg(M) = n + 1. If M ′ and M ′′
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are monomials such that M = (M ′,M ′′), then we have
deg(M(h1, . . . , hn)) = deg(M
′(h1, . . . , hn),M
′′(h1, . . . , hn))
= deg(M ′(h1, . . . , hn)) + deg(M
′′(h1, . . . , hn))
=
d′∑
i=1
deg(M ′i(h1, . . . , hn)) +
n+1−d′∑
i=1
deg(M ′′i (h1, . . . , hn))
where d′ = deg(M ′). Under the concatenation operation on S[A], we have
(Σ(M ′))(j) = (Σ(M))(j)
for all j with 1 ≤ j ≤ d′ and
(Σ(M ′′))(j) = (Σ(M))(d′ + j)
for all j with 1 ≤ j ≤ n+ 1− d′. So,
d′∑
i=1
deg(M ′i(h1, . . . , hn)) =
d′∑
i=1
deg(Mi(h1, . . . , hn))
and
n+1−d′∑
i=1
deg(M ′′i (h1, . . . , hn)) =
n+1∑
i=d′+1
deg(Mi(h1, . . . , hn)) .
Therefore,
deg(M(h1, . . . , hn)) =
d′∑
i=1
deg(M ′i(h1, . . . , hn)) +
n+1−d′∑
i=1
deg(M ′′i (h1, . . . , hn))
=
d′∑
i=1
deg(Mi(h1, . . . , hn)) +
n+1∑
i=d′+1
deg(Mi(h1, . . . , hn))
=
n+1∑
i=1
deg(Mi(h1, . . . , hn))
and so the proposition holds by induction. 
A subalgebra S of N[A] is said to be homogeneous if for every positive integer n and p ∈ S
we have pin(p) ∈ S [10]. The following proposition states that a subalgebra of N[A] that is
generated by a set of homogeneous A-polynomials is a homogeneous subalgebra.
Proposition 5. [11] If H is a set of homogeneous A-polynomials, then 〈H〉 is a homogeneous
subalgebra of N[A].
Proof. Let P = P (X1, . . . , Xn) be a nonzero polynomial and let h1, . . . , hn be elements of H .
Assume n is a positive integer such that
pin(P (h1, . . . , hn)) 6= 0 .
We have P =
l∑
i=1
ciMi for some nonzero ci ∈ F and distinct monomials M1, . . . ,Ml. By re-
indexing if necessary, we may assume that s with 1 ≤ s ≤ l is such that deg(Mi(h1, . . . , hn)) =
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n if and only if 1 ≤ i ≤ s. If P ′ =
s∑
i=1
ciMi, then we have
pin(P (h1, . . . , hN)) = P
′(h1, . . . , hn) ∈ 〈H〉 .

A direct sum decomposition of each homogeneous component Hn[A] of N[A] is afforded
to us by the product type function Π. If n is a postive integer, then for any t in M[X ]
with deg(t) = n, we denote by Hn,t[A] the subspace of Hn[A] generated by the A-monomials
m ∈M[A] with Π(m) = t. If, for each positive integer n, Mn is the set of degree-n elements
of M[X ], then we have
Hn[A] =
⊕
t′∈Mn
Hn,t′[A] .
This direct sum decomposition will be referred to as the product type direct sum decomposi-
tion of Hn[A].
To illustrate, if t1 = ((X,X), X) and t2 = ((X, (X,X)), X), then
p3 = ((z2, z2), z1)− 4((z1, z2), z1)
is an element of H3,t1 [Z] and
p4 = 3((z4, (z4, z4)), z4) + 2((z2, (z3, z1)), z4) + 3((z1, (z2, z3)), z4)
is an element of H4,t2 [Z].
We now present a proposition that demonstrates the utility of the embedding described
in Theorem 1. This proposition will play a key role in the proof of Theorem 3.
Proposition 6. LetM =M(X1, . . . , Xn) be a monomial and let p1, . . . , pn ∈ N[A] be linearly
independent. If
γ : Π−1({Π(M)}) ⊂ N[X1, . . . , Xn]→ N[A]
is such that
γ(M ′) =M ′(p1, . . . , pn)
for all M ′ ∈ Π−1({Π(M)}), then γ is injective and
γ(Π−1({Π(M)}))
is a linearly independent subset of N[A].
Proof. We will prove the result by induction on deg(M). If deg(M) = 1, then
Π−1({Π(M)}) = {X1, . . . , Xn} ,
γ(Xi) = pi for each i ,
and
γ(Π−1({Π(M)})) = {p1, . . . , pn} .
By assumption, {p1, . . . , pn} is a linearly independent set. It is clear that γ is injective.
Assume that for some n > 1, the result holds for all M ′ = M ′(X1, . . . , Xn) with 1 ≤
deg(M ′) < n. Suppose now that deg(M) = n, and let M1 and M2 be the unique monomials
such that M = (M1,M2). For each i, let
γi : Π
−1({Π(Mi)}) ⊂ N[X1, . . . , Xn]→ N[A]
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be such that
γi(M
′) =M ′(p1, . . . , pn)
for each M ′ ∈ Π−1({Π(Mi)}). Since
Π−1({Π(M)}) =
{
(M ′,M ′′) :M ′ ∈ Π−1({Π(M1)}) and M
′′ ∈ Π−1({Π(M2)})
}
,
we may define a function
φM : Π
−1({Π(M)})→ N[A]⊗N[A]
by letting
φM((M
′,M ′′)) =M ′(p1, . . . , pn)⊗M
′′(p1, . . . , pn)
for each M ′ ∈ Π−1({Π(M1)}) and M
′′ ∈ Π−1({Π(M2)}).
Because deg(Mi) < n for each i, it follows from the induction hypothesis that φM is
injective and
φM(Π
−1({Π(M)}))
is a linearly independent subset of N[A]⊗N[A]. If
N[A]N[A] = span ({(y1, y2) : y1, y2 ∈ N[A]}) ,
then let
φ : N[A]N[A]→ N[A]⊗N[A]
be the unique linear isomorphism such that
φ((m1, m2)) = m1 ⊗m2
for all m1, m2 ∈ M[A]. We have
γ = φ−1 ◦ φM
and thus γ is injective and
γ(Π−1({Π(M)}))
is a linearly independent subset of N[A]. 
To illustrate Proposition 6, let Z = {z1, z2, z3, z4}, F = Q, p1 = (z1, z2), and p2 =
((z3, z3), z2). If M = (X1, X1), then
Π−1(Π(M)) = {(X1, X1), (X1, X2), (X2, X1), (X2, X2)}
and γ(Π−1(Π(M))) consists of the elements
((z1, z2), (z1, z2)) ,
((z1, z2), ((z3, z3), z2)) ,
(((z3, z3), z2), (z1, z2)) ,
and
(((z3, z3), z2), ((z3, z3), z2))
which are all distinct and linearly independent by Proposition 6.
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4. Algebraic Independence
Let A be an F-algebra. A subset α of A will be called algebraically independent if for any
distinct y1, . . . , yn ∈ α and any polynomial P = P (X1, . . . , Xn),
P (y1, . . . , yn) = 0 implies P = 0.
By considering homogeneous degree-1 polynomials, we see that every algebraically indepen-
dent set is also linearly independent.
The significance of algebraic independence is the following:
Theorem 2. A nonempty subset α of an F-algebra A is algebraically independent if and
only if the algebra homomorphism
ψ : N[α]→ 〈α〉
with ψ(y) = y for all y ∈ α is an isomorphism.
Proof. It is clear that ψ is surjective. We will show that α is algebraically independent if
and only if ψ is injective.
For any y′ ∈ kerψ, we have
y′ = P (y′1, . . . , y
′
n)
for some polynomial P = P (X1, . . . , Xn) and some y
′
1, . . . , y
′
n ∈ α. It follows from this that
ψ is injective if and only if for any choice of distinct y1, . . . , yn ∈ α, the restriction of ψ to
the subalgebra 〈y1, . . . , yn〉 of N[α] is injective.
For distinct y1, . . . , yn ∈ α, let
γ : 〈y1, . . . , yn〉 ⊂ N[A]→ N[y1, . . . , yn]
be the isomorphism with γ(yi) = yi for all i and let
γg : N[y1, . . . , yn]→ N[X1, . . . , Xn]
be the isomorphism induced by the function
g : {y1, . . . , yn} → {X1, . . . , Xn}
with g(yi) = Xi for all i [9]. If
φ(y1,...,yn) : N[X1, . . . , Xn]→ 〈α〉
is the homomorphism with φ(y1,...,yn)(Xi) = yi for all i, then we see that φ(y1,...,yn) ◦ γg ◦ γ is
injective if and only if φ(y1,...,yn) is injective. Since φ(y1,...,yn) ◦ γg ◦ γ is the restriction of ψ
to the subalgebra 〈y1, . . . , yn〉 of N[α], we see that ψ is injective if and only if φ(y1,...,yn) is
injective.
It follows easily from the definition of algebraic independence that φ(y1,...,yn) is injective for
any choice of distinct y1, . . . , yn ∈ α if and only if α is an algebraically independent set. 
Theorem 2 implies that a subset α of an F-algebra A is algebraically independent if and
only if the subalgebra 〈α〉 of A generated by α is free over α. Thus, our definition of alge-
braic independence is equivalent to the one given in [1]. Our definition closely resembles the
definition of algebraic independence that is used in ring theory [12].
It is now that we present several key results involving algebraic independence in free non-
associative algebras. The first two results are well-known, and are both consequences of
the fact that the variety of non-associative algebras possesses what is known as the Nielsen
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property [13] (see the paragraph following the statement of Theorem 4). We give proofs
of these results in order to demonstrate our alternative framework for studying free non-
associative algebras. In particular, Proposition 6, which makes use of the embedding given
in Theorem 1, is used in the final step of the proof of Theorem 3.
Theorem 3. Let α ⊂ N[A] be a set of nonzero, homogeneous A-polynomials of the same
degree. If α is a linearly independent set, then α is also an algebraically independent set.
Proof. Let k ≥ 1 be such that every h ∈ α is a homogeneous A-polynomial of degree k, let
h1, . . . , hn be distinct elements of α, and let P = P (X1, . . . , Xn) be a nonzero polynomial.
We will show that P (h1, . . . , hn) is nonzero.
For some t ≥ 1, we have
P (X1, . . . , Xn) =
t∑
i=1
ciMi(X1, . . . , Xn)
where ci ∈ F are nonzero for all i and M1, . . . ,Mt are distinct monomials. It follows from
the bilinearity of the product operation on N[A] together with Proposition 4 that each
Mi(h1, . . . , hn) is a homogeneous A-polynomial of degree k(deg(Mi)). By reindexing if nec-
essary, we can assume that some l with 1 ≤ l ≤ t is such that
deg(M1) = deg(M2) = · · · = deg(Ml) = max (deg(M1), deg(M2), . . . , deg(Mt))
and deg(Mj) < deg(M1) for all l < j ≤ t. If P1 =
l∑
i=1
ciMi and P2 =
t∑
i=l+1
ciMi, then we have
pik(deg(M1))(P1(h1, . . . , hn)) = P1(h1, . . . , hn)
and
pik(deg(M1))(P2(h1, . . . , hn)) = 0 .
It suffices to show that P1(h1, . . . , hn) is nonzero.
Starting now with P1, we can assume (by reindexing if necessary) that some l
′ with 1 ≤
l′ ≤ l is such that
Π(M1) = Π(M2) = · · · = Π(Ml′)
and Π(Mj′) 6= Π(M1) for all j
′ with l′ < j′ ≤ l. It follows from Proposition 3 that no
monomial term of Mj′(h1, . . . , hn) for any j
′ with l′ < j′ ≤ l has the same product type as
any monomial term of Mi(h1, . . . , hn) for any i with 1 ≤ i ≤ l
′. Thus, if P ′1 =
l′∑
i=1
ciMi, then
it suffices to show that P ′1(h1, . . . , hn) is nonzero. Because M1,M2, . . . ,Ml′ are distinct and
have the same product type, and because h1, . . . , hn are linearly independent, the fact that
P ′1(h1, . . . , hn) is nonzero follows from Proposition 6. 
In light of the following theorem, we emphasize that for a nonzero A-polynomial p,
pideg(p)(p) is the highest-degree nonzero homogeneous component of p.
Theorem 4. Let α be a set of nonzero A-polynomials and let
α′ = {pideg(p)(p) : p ∈ α} .
If α′ is algebraically independent and if
pideg(p1)(p1) 6= pideg(p2)(p2)
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for all p1, p2 ∈ α with p1 6= p2, then α is algebraically independent.
In other words, if no two elements of α have the same highest-degree homogeneous com-
ponent and if the subset of N[A] consisting of the highest-degree homogeneous components
of elements of α is algebraically independent, then α is algebraically independent. Such a set
α is said to be reduced [13]. Theorem 4 states that every reduced set is also an algebraically
independent set. In the language of universal algebra, this is what is known as the Nielsen
property.
Proof. Let P = P (X1, . . . , Xn) be a nonzero polynomial and let p1, . . . , pn be distinct ele-
ments of α. We will show that P (p1, . . . , pn) is nonzero.
For some t ≥ 1, P =
t∑
i=1
ciMi where M1, . . . ,Mt are distinct monomials and each ci ∈ F is
nonzero. For each i with 1 ≤ i ≤ t,
Mi(p1, . . . , pn) =Mi(pideg(p1)(p1), . . . , pideg(pn)(pn)) + ri
where ri is a (possibly zero) A-polynomial with
deg(ri) < deg(Mi
(
pideg(p1)(p1), . . . , pideg(pn)(pn)
)
if ri is nonzero.
1 By re-indexing if necessary, we may assume that some s ≥ 1 is such that
deg
(
Mi
(
pideg(p1)(p1), . . . , pideg(pn)(pn)
))
= deg(P (p1, . . . , pn))
if and only if 1 ≤ i ≤ s. We have
pideg(P (p1,...,pn))(P (p1, . . . , pn)) =
s∑
i=1
ciMi
(
pideg(p1)(p1), . . . , pideg(pn)(pn)
)
and by algebraic independence of α′,
pideg(P (p1,...,pn))(P (p1, . . . , pn)) 6= 0 .
Thus, the highest degree homogeneous component of P (p1, . . . , pn) is nonzero which implies
that P (p1, . . . , pn) is nonzero. 
The next three results can be viewed, collectively, as a generalization of Kurosh’s Theorem
[8]. Indeed, Kurosh’s Theorem is a direct corollary of Theorem 7.
We will say that a subset S of N[A] is of bounded degree if there is a positive integer N
such that deg(p) ≤ N for all nonzero p in S. If S is nonempty and of bounded degree, then
we will denote the smallest such N by deg(S). If S is empty, then we define deg(S) = 0.
Theorem 5. Let α1 ⊂ N[A] be an algebraically independent set of homogeneous A-polynomials
which is of bounded degree. If α2 ⊂ N[A] is a linearly independent set of homogeneous A-
polynomials of the same degree k ≥ deg(S) and if
〈α1〉 ∩ span(α2) = {0} ,
then α = α1 ∪ α2 is an algebraically independent set.
1This is easily shown using the bilinearity of the product operation on N[A].
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Proof. Let h1, . . . , hn be distinct elements of α = α1 ∪ α2 and let P = P (X1, . . . , Xn) be
a nonzero polynomial with P =
t∑
i=1
ciMi for distinct monomials M1, . . . ,Mt and nonzero
c1, . . . , ct in F. We will show that P (h1, . . . , hn) is nonzero.
If hi ∈ α1 for all i or if hi ∈ α2 for all i, then the result holds by algebraic independence
of α1 and α2. (Algebraic independence of α2 follows from Theorem 3.) So, by re-indexing
if necessary, suppose that j with 1 ≤ j < n is such that h1, . . . , hj are elements of α1 and
hj+1, . . . , hn are elements of α2. By considering the direct sum decomposition of N[A] into
homogeneous components we may assume that for every i, Mi(h1, . . . , hn) is a homogeneous
A-polynomial of degree d ≥ 1.
We will prove the result by induction on d. Because at least one of the hi is in α2, we
can assume that d ≥ k. Otherwise, we would have Mi = Mi(X1, . . . , Xj) for each i, and
the fact that P (h1, . . . , hn) is nonzero would then follow from the algebraic independence of
α1. If d = k, then the fact that P (h1, . . . , hn) is nonzero follows easily from the algebraic
independence of α1, the linear independence of α2, and the assumption that
〈α1〉 ∩ span(α2) = {0}.
Suppose l > k is such that P (h1, . . . , hn) is nonzero if k ≤ d < l, and assume now that
d = l. Since l > k, for each i with 1 ≤ i ≤ t we have Mi = (M
′
i ,M
′′
i ) for some monomials
M ′i and M
′′
i . By re-indexing if necessary, we may assume that r ≥ 1 is such that
M ′1(h1, . . . , hn), . . . ,M
′
r(h1, . . . , hn)
(which are all homogeneous A-polynomials by Proposition 4) are all of the same degree d′ ≥ 1
and that
deg(M ′j(h1, . . . , hn)) 6= d
′
for all j > r. Under this assumption, every A-monomial term of
Mi(h1, . . . , hn) = (M
′
i(h1, . . . , hn),M
′′
i (h1, . . . , hn))
is of the form (m′i, m
′′
i ) for A-monomials m
′
i and m
′′
i such that deg(m
′
i) = d
′ if and only if
i ≤ r. It follows that for any j > r and i ≤ r, no A-monomial term of Mj(h1, . . . , hn)
is an A-monomial term of Mi(h1, . . . , hn). Thus, it suffices to show that the polynomial
P ′ =
r∑
i=1
ciMi is such that P
′(h1, . . . , hn) is nonzero.
Using bilinearity and re-indexing if necessary, for some polynomials Qi we may write
P ′ =
r∑
i=1
ciMi =
s∑
i=1
(M ′i , Qi)
where s ≤ r, M ′i 6= M
′
j for i 6= j, and each Qi(h1, . . . , hn) is a homogeneous polynomial of
degree d− d′. We may also assume that for some u with 1 ≤ u ≤ s, there is an A-monomial
m of degree d− d′ which is an A-monomial term of Qi(h1, . . . , hn) if and only if 1 ≤ i ≤ u.
Using bilinearity, we can now write
P ′(h1, . . . , hn) =
s∑
i=1
(M ′i(h1, . . . , hn), Qi(h1, . . . , hn)) =
((
u∑
i=1
c′iM
′
i(h1, . . . , hn)
)
, m
)
+R ,
where each c′i ∈ F is nonzero and R is a homogeneous A-polynomial of degree d which
shares no common A-monomial terms with
((
u∑
i=1
c′iM
′
i(h1, . . . , hn)
)
, m
)
. We see that if
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P ′(h1, . . . , hn) = 0, then we must have((
u∑
i=1
c′iM
′
i(h1, . . . , hn)
)
, m
)
= 0.
But, by the induction hypothesis,
u∑
i=1
c′iM
′
i(h1, . . . , hn) 6= 0
and so ((
u∑
i=1
c′iM
′
i(h1, . . . , hn)
)
, m
)
6= 0,
which implies that P ′(h1, . . . , hn) is nonzero. This shows that the result holds if d = l, which
completes the proof by induction. 
Theorem 7 gives a situation in which an algebraically independent subset of a subalgebra
S of N[A] can be extended to an algebraically independent set which generates the entire
subalgebra S. The proof of Theorem 7 makes use of the following fact that is easily verified:
If {αn}
∞
n=1 is a collection of algebraically independent subsets of an F-algebra A and if i ≤ j
implies αi ⊂ αj for all i and j, then
∞⋃
n=1
αn is an algebraically independent subset of A.
Theorem 6. Let S be a homogeneous subalgebra of N[A] and let αS ⊂ S be an algebraically
independent set of homogeneous A-polynomials which is of bounded degree. If
{p ∈ S : deg(p) ≤ deg(αS)} ⊂ 〈αS〉 ,
then there exists an algebraically independent set α ⊂ S of homogeneous A-polynomials such
that
αS ⊂ α and 〈α〉 = S .
We remark that the recursive construction utilized in the following proof first appeared in
Kurosh’s paper [8]. A similar construction was later used by Shirshov [4] to show that every
subalgebra of a free Lie algebra is free.
Proof. If 〈αS〉 = S, then we can take α = αS. Otherwise, assume that 〈αS〉 6= S. We will
recursively define a set α that satisfies the theorem.
Let k1 ≥ 1 be smallest such that deg(p1) = k1 for some p1 ∈ S − 〈αS〉. By hypothesis,
k1 > deg(αS). Let
Wk1 = span({p ∈ S : deg(p) = k1})
and let γk1 be a basis for Wk1. If
Wk1 ∩ 〈αS〉 6= {0} ,
assume that γk1 extends a basis βk1 for Wk1 ∩ 〈αS〉 to a basis for Wk1. If
Wk1 ∩ 〈αS〉 = {0} ,
let βk1 = ∅. Note that in either case, every element of γk1 − βk1 is of degree k1. By Theorem
5,
αk1 = (γk1 − βk1) ∪ αS
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is an algebraically independent set. We see that for all p ∈ S with deg(p) ≤ k1, p ∈ 〈αk1〉.
For some n > 1 assume that αk1, αk2 , . . . , αkn−1 , where 1 ≤ k1 < k2 < . . . < kn−1, are
algebraically independent subsets of S consisting of homogeneous A-polynomials and are
such that
(1) αki ⊂ αkj if i ≤ j
and
(2) for all p ∈ S with deg(p) ≤ kn−1 , p ∈ 〈αkn−1〉 .
If 〈αkn−1〉 = S, then let kn = kn−1 + 1 and let αkn = αkn−1. Otherwise, assume that
〈αkn−1〉 6= S, and let kn > kn−1 be the smallest integer such that deg(p) = kn for some
p ∈ S − 〈αkn−1〉. Let
Wkn = span({p ∈ S : deg(p) = kn})
and let γkn be a basis for Wkn. If
Wkn ∩ 〈αkn−1〉 6= {0}
assume that γkn extends a basis βkn for Wkn ∩ 〈αkn−1〉 to a basis for Wkn . If
Wkn ∩ 〈αkn−1〉 = {0} ,
let βkn = ∅. By Theorem 5,
αkn = (γkn − βkn) ∪ αkn−1
is an algebraically independent set. We also have
αkn−1 ⊂ αkn
and for all p ∈ S with deg(p) ≤ kn, p ∈ 〈αkn〉.
We have a sequence of algebraically independent sets of homogeneous A-polynomials such
that
αk1 ⊂ αk2 ⊂ . . . ⊂ αkn ⊂ . . . ,
and so
α =
∞⋃
n=1
αkn
is algebraically independent. Clearly, 〈α〉 = S. We also have αS ⊂ αk1 ⊂ α.

Letting αS = ∅ in the statement of Theorem 7, we see that every homogeneous subalgebra
of N[A] is free.
The following theorem extends Theorem 7.
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Theorem 7. Let S be a subalgebra of N[A], and let αS ⊂ S be a set of A-polynomials such
that
αS′ = {pideg(p)(p) : p ∈ αS}
is algebraically independent and
pideg(p1)(p1) 6= pideg(p2)(p2)
for all p1, p2 ∈ αS with p1 6= p2.
If αS is of bounded degree and such that
{p ∈ S : deg(p) ≤ deg(αS)} ⊂ 〈αS〉 ,
then there exists an algebraically independent set α ⊂ S such that
αS ⊂ α and 〈α〉 = S .
Proof. If 〈αS〉 = S, then we can take α = αS. Assume that 〈αS〉 6= S and let
H = {pideg(p)(p) : p ∈ S and p 6= 0}
and S ′ = 〈H〉. Proposition 5 implies that S ′ is a homogeneous subalgebra of N[A]. By
Theorem 7, αS′ can be extended to an algebraically independent set α
′ of homogeneous
A-polynomials with 〈α′〉 = S ′. For each h ∈ α′, let f(h) ∈ S be such that
pideg(f(h))(f(h)) = h
and such that f(h) ∈ αS if h ∈ αS′ . (It is easy to verify that such an f exists.) Now, let
α = f(α′). We have αS ⊂ α, and Theorem 4 implies that α is an algebraically independent
set. To show that 〈α〉 = S, suppose that S − 〈α〉 is nonempty and assume that N is the
smallest positive integer such that p ∈ S−〈α〉 for some p with deg(p) = N . It follows easily
from the fact that 〈α′〉 = S ′ that we must have N > 1.
Let h1, . . . , hn ∈ α
′ and the polynomial P be such that
P (h1, . . . , hn) = pideg(p)(p) .
If p1, . . . , pn are the elements of α with pi = f(hi) for all i, then we have
p− P (p1, . . . , pn) = rp
where rp is a nonzero polynomial with deg(rp) < deg(p) = N . Since pi ∈ α for all i, it follows
that
P (p1, . . . , pn) ∈ α
which implies that rp 6∈ 〈α〉. This contradicts the minimality of N , and so we must have
〈α〉 = S. 
Applying Theorem 7 with αS = ∅ gives us Kurosh’s Theorem.
Corollary 1 (Kurosh’s Theorem). For any subalgebra S of N[A], there exists an algebraically
independent set α ⊂ N[A] with 〈α〉 = S.
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5. Concluding Remarks
As stated in the introduction, a complete description of all Schreier varieties is our main
goal. We are naturally led to the study of free non-associative algebras satisfying certain
relations, which may be obtained by forming quotient algebras of the free non-associative
algebra. As a first step, we are interested in studying free non-associative algebras satisfying
relations which take the form of a finite set of homogeneous polynomials. It is hoped that
the framework established in this paper will enable us to generate a wealth of new examples
of Schreier varieties.
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