Abstract-We suppose that a continuous-time feedback is input-output stabilizing for an infinite-dimensional system. We address the question of whether the sampled-data controller obtained by applying idealized sample-and-hold to this continuous-time feedback is also input-output stabilizing if the sampling time is small enough. This question has been previously addressed for fairly general systems under various conditions. In this note, we restrict our attention to Riesz spectral systems, for which we generalize the existing results. Specifically, we give two relatively simple conditions which, combined, are sufficient for the sampled-data controller to be stabilizing. The first condition is a spectrum decomposition for the open-loop system generator, which by itself is necessary, but not sufficient, for the system to be stabilizable by sampled-data control. The second is a summability condition relating the real part of the spectrum of the generator and the expansion coefficients for the input and feedback operators.
I. INTRODUCTION
In this note, we consider systems of the form _ x(t) = Ax(t) + Bu(t); x(t) 2 X; u(t) 2 y(t) = F x(t); y(t) 2 (1.1) where X is a complex and separable Hilbert space. We assume that A is the (possibly unbounded) generator of a strongly continuous semigroup T (t), t 0 on X, with eigenvalues k , k = 1; 2; . . ., and a Riesz basis of associated eigenvectors k . For Hilbert spaces X and Y , let In Remark 2.5, we discuss the generalization of our results to systems where is replaced by m , but for the sake of clarity of exposition the proofs are given in the single-input-single-output case.
In [3] and [5] , we considered a natural question concerning sampled-data stabilization of infinite-dimensional systems: If unity output feedback u = y is stabilizing for the continuous-time system (1.1), is its digital implementation also stabilizing? More precisely, is the idealized sample and hold feedback u(t) = y(n ) for t 2 [n; (n + 1) ) (1.3) stabilizing for (1.1) if > 0, the sampling period, is small enough? This was shown in [2] to be true when X is finite-dimensional, and would seem reasonable for infinite-dimensional systems. In [3] , we showed that this is true for two large classes of infinite-dimensional systems. For one class, we allow arbitrary generators A, but require B to be bounded and F to be compact; in another class we allow B to be highly unbounded but require A to generate an analytic semigroup and F to be compact. In the context of the single-input-single-output Riesz spectral systems as described before:
• Systems in the first class have fb k g 2 l 2 and ff k g 2 l 2 , which in turn implies that 1 k=1 jb k f k j < 1:
• Systems in the second class have
If either (1.4) or (1.5) hold, then k jb k f k j 1 + jRe k j < 1:
When X is infinite-dimensional, there are many systems of the form (1.1) which can be stabilized by u = y but cannot be stabilized by sampled-data control. A result from [6] 
In the Riesz spectral case we are considering
Applying (1.3) to (1.1) results in the discrete-time system
which in the case that A is invertible (that is, k 6 = 0 for all k), leads to a discrete-time open-loop transfer function
see [3] , [4] , or [6] for details. In the Riesz spectral case
If some k = 0, we replace the corresponding term in the aforementioned sum with b k f k =(z 01), which is sufficiently easy to deal with that we assume without loss of generality that all k 6 = 0.
Our continuous time stability assumption is that the closed-loop continuous-time system is input-output stable in the sense that there exists 3 2 (0; 1) so that j1 0 G(s)j 3 for all Re(s) 0:
This implies that the continuous time closed-loop transfer function is input-output stable. In [3] , [4] , and [6] , we showed that power stability of the discrete-time system (2.2) is equivalent to the exponential stability of the sampled data system (1. Proof: We establish (2.5) by using (2.4) and an approximation argument. We divide the proof up into a number of steps. In steps 1) and 2), we look at the infinite-dimensional tails in the transfer functions G(s) and H (z) and show that they are small in some appropriate sense. In step 3), we look at the finite-dimensional truncation for jzj 1 but sufficiently close to 1. In step 4) we look at the same truncated transfer function, but this time bounded away from 1. In both steps 3) and 4), we rely heavily on a comparison between truncations of the continuous-and discrete-time transfer functions G(s) and H (e s ).
Step 5) pulls steps 1)-4) together.
Step 1) We consider the infinite-dimensional tail in the contin- To see this, we first rewrite the summand in (2.7) so that Looking at the summand in the right-hand side of (2.8), remembering that Re k < 0 for k , and using jzj 1, we see that Combining cases i) and ii) with (1.6) yields (2.7).
Step 3) In this step, we consider vide the subsequent analysis into two cases.
• Step 3a) We first consider those z 2 S, so that the corresponding s is close to one of the unstable k , i.e., for k = 1; . . . ; 0 1. Let this be k and suppose, specifically, that js 0 k j < a, where a 2 (0; ) and > 0 is the minimum separation of the unstable k . Then
If the mode k is uncontrollable or unobservable, then this term is zero and so it can be ignored. If it is controllable and observable, then it is large. In this latter case, using the previous argument that Step 4) All that remains is to consider those z, with jzj 1, that are bounded away from 1. More precisely, choose sufficiently small so that if jzj 1 and jz 01j < , then z 2 S, where This is because the denominators of the terms in this finite sum are all bounded away from 0 whilst the corresponding numerators tend to 0 as tends to 0.
Step 5) To summarize, piecing together Steps 1)-4), we have proved that for all 2 (0; 3 ), there exists 3 > 0 such that for every 2 (0; 3 ), (2.5) holds, as claimed. closed-loop sampled-data performance is related to the H1-norm of the sensitivity function (I 0 H (s)) 01 of the related discrete time system. Theorem 2.1 then shows that the continuous time performance can be "recovered" in the sampled-data system by sampling fast enough.
We next show that if we include some mild conditions on (A; B; F ), then we can conclude that the sampled data system is exponentially stable. Proof: First note that hypotheses 1) and 2) guarantee that the unstable part of (A; B; F ) is controllable and observable. By Theorem 2.1, hypotheses 3) and 4) guarantee (2.5) for all small enough > 0.
Hence, from the proof of lemma 4.7 in [3] , these hypotheses are sufficient to conclude that Remark 2.4: It is very easy to construct examples which satisfy (1.6) but do not satisfy either of the sets of hypotheses in [3] . For instance, if T (t) is a differentiable semigroup which is not analytic, then fjRe( k )jg is an unbounded sequence, so there exist b 6 2`2 for which (1.6) is satisfied for any f 2`2( ).Infact, even if there exists ; > 0 such that jRe( k )j (so T (t) is not analytic), for a given f 2`2 there might exist b 6 2`2 (so B is not bounded) for which (1.6) is satisfied. As a trivial example, if f k = 1=k, we can take b k = 1=k 1=4 , so b 6 2`2 but (1.6) is satisfied. The proof is the same, with b k f k replaced by kf k k kb k k . Similarly, Corollary 2.3 is true, with the conditions that b k 6 = 0 and f k 6 = 0 for k = 1; ... 0 1 replaced by conditions which guarantee that the unstable part of (A; B; F ) is controllable and observable.
