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We consider the problem{−u = up + λu in A,
u > 0 in A,
u = 0 on ∂ A,
where A is an annulus of RN , N  2, p ∈ (1,+∞) and λ ∈ (−∞,0]. Recent results (Gladiali
et al., 2009 [5]) ensure that there exists a sequence of values of the exponent {pk} at which
nonradial bifurcation from the radial solution occurs. We prove the existence of global
branches of nonradial solutions bifurcating from the curve of radial ones.
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1. Introduction
In this paper we consider the problem⎧⎨
⎩
−u = up + λu in A,
u > 0 in A,
u = 0 on ∂ A,
(1.1)
where A is an annulus of RN , i.e. A := {x ∈ RN : a < |x| < b}, b > a > 0, N  2, p ∈ (1,+∞) and λ ∈ (−∞,0].
We study the structure of the set of nonradial solutions which bifurcate from the radial solutions of (1.1) as the exponent
p varies.
Recall that problem (1.1) has a radial solution for any p ∈ (1,+∞) (see [6]), and that this radial solution is unique if
λ ∈ (−∞,0] (see [9] and [4]). We will denote by up this radial solution and by S the curve of radial solutions of (1.1) in
the product space (1,+∞)× C1,α0 ( A¯), where C1,α0 ( A¯) is the set of continuous differentiable functions on A¯ which vanish on
∂ A and whose ﬁrst order derivatives are Hölder continuous with exponent α. In other words:
S := {(p,up) ∈ (1,+∞) × C1,α0 ( A¯) such that up is the unique radial solution of (1.1)}. (1.2)
Let us recall that, given the curve S of radial solutions, a point (pk,upk ) ∈ S is a nonradial bifurcation point if in every
neighborhood of (pk,upk ) in (1,+∞) × C1,α0 ( A¯) there exists a nonradial solution (p, vp) of (1.1).
In the previous joint paper [5] we proved, among other results, the existence of a diverging sequence of exponent pk
such that, (pk,upk ) is a nonradial bifurcation point for any k ∈ N. In this paper we improve this local bifurcation result by
showing that, for any k, a continuum, i.e. a closed connected set, of solutions of (1.1) bifurcates from (pk,upk ). Moreover
this continuum is either unbounded in (1,+∞) × C1,α0 ( A¯) or meets S in another bifurcation point (ph,uph ) with h = k.
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that paper Rabinowitz studied the bifurcation of nontrivial solutions from the curve of trivial solutions for a large class of
nonlinear eigenvalue problems. He considered the bifurcation with respect to the parameter λ, where λ corresponds to an
eigenvalue of odd multiplicity of a certain related linear operator. The proof of his result, as well as ours, relies on the theory
of Leray–Schauder topological degree for compact mappings. For other references on Leray–Schauder degree and bifurcation
theory one can see, for example, the book [1] and references therein.
While problem (1.1) is not an eigenvalue problem, a global bifurcation result still holds in our case. Moreover, to our
knowledge, this and the previous article [5] are the ﬁrst results on bifurcation with respect to the exponent p.
To explain precisely our result we need to recall some facts and some notations in [5]. Moreover to better understand
the proof of the global bifurcation theorem we need to repeat in details the proof of the local bifurcation result with respect
to the exponent p. All these things are collected in Section 2. In Section 3 we state and prove the global bifurcation result:
Theorem 3.3.
2. Notations and preliminary results
The starting point in the study of bifurcation is the analysis of the degeneration of the radial solution up . A solution up
of (1.1) is said to be degenerate if 0 is an eigenvalue of the linearized operator Lp at up , i.e. if the problem{
−v − pup−1p v − λv = 0 in A,
v = 0 on ∂ A,
(2.1)
has nontrivial solutions. It is a standard result (see for example [5]) that the radial solution up of (1.1) is degenerate if and
only if
α1(p) + λk = 0, for some k 1, (2.2)
where α1(p) is the ﬁrst eigenvalue of the “radial” operator
Lˆ p(v) = r2
(
−v ′′ − N − 1
r
v ′ − pup−1p v − λv
)
in the space H10(a,b), and λk , k = 0,1, . . . , are the eigenvalues of the Laplace–Beltrami operator −SN−1 on the unit sphere
SN−1, N  2. It is important to note that only the eigenvalue α1(p) depends on the exponent p, while λk depends only on
the dimension N . Indeed λk = k(k + N − 2).
We will call degeneracy points of (1.1) the values p ∈ (1,+∞) for which (2.2) is satisﬁed for some k. Since the ﬁrst
eigenvalue α1(p) is analytic in p and α1(p) → −∞ as p → +∞ (see [5]), the degeneracy points pi are isolated and form
a sequence that accumulates at inﬁnity. Moreover the solutions v of (2.1) corresponding to a degenerate point pi can be
written as
v(x) = w1,pi
(|x|)φk
(
x
|x|
)
where w1,pi (r) is the ﬁrst positive eigenfunction of Lˆ pi and φk(θ) is an eigenfunction of the Laplace–Beltrami operator on
SN−1 relative to the eigenvalue λk .
Let us observe that nonradial bifurcation can occur only if pi is a degeneracy point. Hence the nonradial bifurcation points
are isolated and the corresponding exponents pi form a sequence that accumulates at inﬁnity.
Let us denote by m(p) the Morse index of the radial solution up , i.e. the number of negative eigenvalues of Lp counted
with their multiplicity. As explained in [5] the Morse index of the radial solution up depends only on the sign of the sum
α1(p) + λk , k  1. Since it is proved (see [5]) that α1(p) → 0 as p → 1 and α1(p) → −∞ as p → +∞ then it is obvious
that, for any k  1, there exists at least one pi such that α1(pi) + λk = 0 while α1(p) + λk > 0 for p ∈ (pi − δ, pi) and
α1(p) + λk < 0 if p ∈ (pi, pi + δ), for some positive δ. Thus at such pi ’s the Morse index of up changes so that we will call
Morse index changing points the pairs (pi,upi ) ∈ S with these exponents pi ’s. Obviously this pi ’s satisfy (2.2) and hence form
a sequence that accumulate at inﬁnity.
In [5] we proved the following result:
Theorem 2.1. The Morse index changing points are nonradial bifurcation points for the curve S of radial solutions of (1.1). Moreover
the exponents pi of these points can be arranged in a sequence that diverge to +∞.
We reproduce the proof of the bifurcation result of [5] in details since we need all the notations and the computations
of the Morse index for the proof of our main result in Section 3.
Proof of Theorem 2.1. We already know that the exponents pi corresponding to the Morse index changing points form a
sequence that accumulate at inﬁnity.
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the subspace X of C1,α0 ( A¯) given by
X := {v ∈ C1,α0 ( A¯), s.t. v(x1, . . . , xN ) = v(g(x1, . . . , xN−1), xN), for any g ∈ O (N − 1)} (2.3)
where O (N − 1) is the orthogonal group in RN−1.
By the result of Smoller and Wasserman in [8] we have that for any k the eigenspace Vk of the Laplace–Beltrami
operator on SN−1, spanned by the eigenfunctions corresponding to the eigenvalue λk which are O (N − 1) invariant, is
one-dimensional. This implies (see Lemma 2.1 and Lemma 2.2 in [5] for details) that∣∣m(pk + δ) −m(pk − δ)∣∣= 1 (2.4)
if δ > 0 is small enough, where m(p) is the Morse index of the solution up in the space X .
Let us consider the operator T (p, v) : (1,+∞) × X → X , deﬁned by T (p, v) := (− − λ)−1(|v|p−1v). T is a compact
operator for every ﬁxed p and is continuous with respect to p. Setting S(p, v) := v− T (p, v), let us suppose by contradiction
that (pk,upk ) is not a bifurcation point. Then there exists an 	0 > 0 such that for 	 ∈ (0, 	0) and every c ∈ (0, 	0) we have
S(p, v) = 0, ∀p ∈ (pk − 	, pk + 	), ∀v ∈ X such that ‖v − up‖X  c. (2.5)
We can also choose 	0 in such a way that the interval [pk − 	, pk + 	] does not contain degeneracy points of (1.1) other
than pk . Let us consider the set Λ := {(p, v) ∈ [pk − 	, pk + 	] × X: ‖v − up‖X < c}. Notice that S(p, ·) is a compact
perturbation of the identity and so it makes sense to consider the Leray–Schauder topological degree deg(S(p, ·),Λp,0) of
S(p, ·) on the set Λp := {v ∈ X such that (p, v) ∈ Λ}. From (2.5) it follows that there exist no solutions of S(p, v) = 0 on
∂[pk−	,pk+	]×XΛ. By the homotopy invariance of the degree, we get
deg
(
S(p, ·),Λp,0
)
is constant on [pk − 	, pk + 	]. (2.6)
Since the linearized operator Tu(p,u) is invertible for p = pk + 	 and p = pk − 	 ,
deg
(
S(pk − 	, ·),Λpk−	,0
)= (−1)m(pk−	)
and
deg
(
S(pk + 	, ·),Λpk+	,0
)= (−1)m(pk+	).
By the choice of pk and of the space X we know that (2.4) holds, and then
deg
(
S(pk − 	, ·),Λpk−	,0
)= −deg(S(pk + 	, ·),Λpk+	,0)
contradicting (2.6). Then (pk,upk ) is a bifurcation point and the bifurcating solutions are nonradial since up is radially
nondegenerate for any p as proved in [4]. 
Let us observe that these bifurcating solutions lie in the space X and hence are O (N − 1)-invariant.
3. Global bifurcation theorem
Let us denote by Σ the closure in (1,+∞) × X of the set of solutions of S(p, v) = 0 different from up , i.e.
Σ := {(p, v) ∈ (1,+∞) × X, S(p, v) = 0, v = up} (3.1)
where S(p, v) and X are as deﬁned in the proof of Theorem 2.1. If (pk,upk ) ∈ S is a nonradial bifurcation point, then
(pk,upk ) ∈ Σ . For (pk,upk ) ∈ Σ we will call C(pk) ⊂ Σ the closed connected component of Σ which contains (pk,upk ) and
is maximal with respect to the inclusion.
To prove our main result we need some preliminary lemmas.
Lemma 3.1. Let C1 and C2 be closed disjoint subsets of the metric compact space K. If there are no connected components of K with
nonempty intersection with C1 , C2 , then K = K1 ∪ K2 , with K1, K2 closed, K1 ∩ K2 = ∅, C1 ⊂ K1 , C2 ⊂ K2 .
For a proof see for example [3, Lemma 29.1].
Lemma 3.2. Assume that Ω is a bounded domain in RN with smooth boundary. There is a δ > 0 such that for each p in (1,1 + δ)
problem (1.1) in Ω has a unique solution and this solution is nondegenerate.
For a proof see [2, Lemma 1].
Then we can state our global bifurcation result:
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with respect to the inclusion, containing (pk,upk ). Then either
a) C(pk) is unbounded in (1,+∞) × X,
or
b) there exists ph with h = k such that (ph,uph ) is a Morse index changing point and (ph,uph ) ∈ C(pk).
Proof. We break the proof into several steps.
Step 1. We will prove that if (p, vp) ∈ C(pk) then vp is a solution of (1.1), in particular vp > 0 in A.
To this end let us consider the subset C ⊂ C(pk) of points (p, vp) which are positive solutions of S(p, vp) = 0. Obviously
(pk,upk ) ∈ C . We will prove that C is closed and open in C(pk), hence C = C(pk) since C(pk) is connected.
If (p, vp) is a point in the closure of C then there is a sequence of points (pi, vi) in C that converges to (p, vp). As
i → +∞ we get that vp is a solution of S(p, vp) = 0 and vp  0 in A. By the maximum principle either vp > 0 or vp ≡ 0
in A. But the second case is not possible since the trivial solution is nondegenerate for any p > 1 (λ < λ1) and isolated.
Then vp > 0 in A, (p, vp) ∈ C and C is closed.
Now we will show that C is open in C(pk). Let (p, vp) be a point in C . Then there exists 	1 > 0 such that for every
	 ∈ [0, 	1) and for every (p¯, v p¯) ∈ C(pk) such that |p − p¯| + ‖vp − v p¯‖X < 	 it holds v p¯ > 0 in A.
Indeed, if there exists no such an 	1, one can ﬁnd sequences (pn, vn) ⊂ C(pk) and xn ∈ A such that (pn, vn) → (p, vp) in
(1,+∞)× X and vn(xn) < 0 for every n. Since xn ∈ A, up to a subsequence, xn → x¯ ∈ A¯ and vp(x¯) = 0 because vp > 0 in A.
Hence x¯ ∈ ∂ A. For every n, let yn ∈ ∂ A be a point that realizes d(xn, ∂ A). Since vn = 0 on ∂ A while vn(xn) < 0, there exists
a point ξn , on the segment joining xn with yn , such that
∂vn
∂en
(ξn) < 0 where en is the inward normal to the boundary ∂ A at
the point yn . Since xn and yn both converge to x¯, ξn → x¯. Moreover since en is the inward normal to the boundary in yn ,
en → e where e is the inward normal to the boundary in x¯. Passing to the limit we get ∂vp∂e (x¯) 0 contradicting the Hopf
Boundary Point Lemma.
Step 2. From Lemma 3.2 and the result of Step 1, it follows that C(pk) ⊂ [1 + δ,+∞) × X for some δ > 0. Let us suppose,
ﬁrst, that C(pk) is bounded and does not contain any other nonradial bifurcation point (ph,uph ) ∈ S , where S is as deﬁned
in (1.2), with h = k. Let d1 > 0 be the distance between C(pk) and the set of bifurcation points (ph,uph ) ∈ S with h = k.
Let 0 < 	 < d = min(d1, δ) such that there are no degeneracy points ph , for h = k, in the interval [pk − 2	, pk + 2	]. Let
O1 ⊂ (1,+∞) × X be an 	-neighborhood of C(pk) and K := Σ ∩ O1. K is a compact metric space and ∂O1 ∩ C(pk) = ∅.
Then, by Lemma 3.1, there exist disjoint compact subsets K1 and K2 of K such that C(pk) ⊂ K1 and ∂O1 ∩ Σ ⊂ K2 and
K = K1 ∪ K2. Let O be an 	-neighborhood of C(pk) in K1, taking 	 also smaller than the distance between K1 and K2. Then
C(pk) ⊂ O, ∂O ∩Σ = ∅ and O ∩ S ⊂ (pk − 	, pk + 	)× X . Moreover we can choose O in such a way that there exists c0 > 0
such that if (p, v) ∈ O and |p − pk| 	 , then ‖v − up‖1,α  c0 (see for example Lemma 4.6 in [1] for a proof of this claim).
Step 3. By the boundedness of O and by Lemma 3.2, there exist β, δ′ > 0 such that O ⊂ (1 + δ′, β) × X . For a set Y in
(1,+∞) × X we denote by Yp or (Y )p the set {v ∈ X: (p, v) ∈ Y }. Then O1+δ′ = Oβ = ∅. Thus
deg
(
S(β, ·),Oβ,0
)= deg(S(1+ δ′, ·),O1+δ′ ,0)= 0.
Now we consider the interval [pk + 2	,β]. We know from Step 2 that ∂[pk+2	,β]×XO does not contain any solution of
S(p, v) = 0. This follows from the fact that ∂O ∩ Σ = ∅. From the homotopy invariance of the degree, then we have
deg
(
S(pk + 2	, ·),Opk+2	,0
)= deg(S(β, ·),Oβ,0)= 0.
As before we let Λc := {(p, v) ∈ (1,+∞) × X: ‖v − up‖X < c}. Since Opk+2	 = (O \ Λ¯c)pk+2	 for any c  c0 we have
deg
(
S(pk + 2	, ·), (O \ Λ¯c)pk+2	,0
)= 0
for any c  c0. In the same way, for any c  c0,
deg
(
S(pk − 2	, ·), (O \ Λ¯c)pk−2	,0
)= deg(S(1+ δ, ·),O1+δ,0)= 0.
Let 	′ ∈ (0, 	) be such that Λc ∩ [pk − 	′, pk + 	′] × X ⊂ O for any c  c0 (taking a smaller c0 if needed). We consider
the interval [pk + 	′, pk + 2	]. In [pk + 	′, pk + 2	] there are no degeneracy points by the deﬁnition of 	 in Step 2. Then
if c0 is suﬃciently small there are no solutions of S(p, v) = 0 on ∂Λc and hence there are no solutions of S(p, v) = 0
on ∂[pk+	′,pk+2	]×X (O \ Λ¯c) for any c  c0 (no solutions on ∂O and no solutions on ∂Λc). Therefore from the homotopy
invariance of the degree, we have
deg
(
S
(
pk + 	′, ·
)
, (O \ Λ¯c)p +	′ ,0
)= deg(S(pk + 2	, ·), (O \ Λ¯c)p +2	,0)= 0. (3.2)k k
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0 on ∂O, and the points (p,up) are in the interior of O, by the deﬁnition of 	′ if p ∈ [pk − 	′, pk + 	′]. Hence there are no
solutions of S(p, v) = 0 on ∂[pk−	′,pk+	′]×XO and from the homotopy invariance of the degree, we have
deg
(
S
(
pk − 	′, ·
)
,Opk−	′ ,0
)= deg(S(pk + 	′, ·),Opk+	′ ,0). (3.3)
From the excision property of the degree
deg
(
S
(
pk + 	′, ·
)
,Opk+	′ ,0
)= deg(S(pk + 	′, ·), (O ∩ Λc)pk+	′ ,0)+ deg(S(pk + 	′, ·), (O \ Λ¯c)pk+	′ ,0)
= (−1)m(pk+	′) + deg(S(pk + 	′, ·), (O \ Λ¯c)pk+	′ ,0)= (−1)m(pk+	′)
where the second equality follows since upk+	′ is isolated and nondegenerate, while the last equality follows from (3.2).
Reasoning in the same way we have
deg
(
S
(
pk − 	′, ·
)
,Opk−	′ ,0
)= (−1)m(pk−	′).
As observed before |m(pk + 	′) −m(pk − 	′)| = 1 and therefore
deg
(
S
(
pk + 	′, ·
)
,Opk+	′ ,0
)= −deg(S(pk − 	′, ·),Opk−	′ ,0)
contradicting (3.3).
Step 4. We proved so far that if C(pk) is bounded then it must meet S in some bifurcation point. Now we will prove that
if C(pk) is bounded then it must meet S in some Morse index changing point different from (pk,upk ). So let us suppose
that C(pk) is bounded. Then it contains ﬁnitely many nonradial bifurcation points with exponent pi which we order by
size p1 < p2 < · · · < pn . Arguing as in Step 2 we can ﬁnd a bounded open set O ⊂ (1,+∞) × X such that C(pk) ⊂ O,
∂O ∩Σ = ∅ and O does not contain points (p,up) if |p − pi | 	0 for some 	0 > 0 and i = 1, . . . ,n. We choose 	0 less than
the distance between C(pk) and the other nonradial bifurcation points in S ∩ Σ , and less than δ with δ is as in Step 2.
Let us assume, by contradiction, that the points p1, . . . , pn are degeneracy points such that m(pi + 	) = m(pi − 	) for
i = 1, . . . ,n and 	 ∈ (0, 	0), i.e. (pi,upi ) are not Morse index changing points.
Arguing as in Step 3 and using the homotopy invariance of the degree in the interval [pk − 	, pk + 	] we have by (3.3)
deg
(
S(pk + 	, ·),Opk+	,0
)= (−1)m(pk+	) + deg(S(pk + 	, ·), (O \ Λ¯c)pk+	,0)
= (−1)m(pk−	) + deg(S(pk − 	, ·), (O \ Λ¯c)pk−	,0)
= deg(S(pk − 	, ·),Opk−	,0) (3.4)
and by (2.4) at least one of the integers deg(S(pk + 	, ·), (O \ Λ¯c)pk+	,0) and deg(S(pk − 	, ·), (O \ Λ¯c)pk−	,0) is nonzero.
Let ps be the smallest value pi such that pi > pk . Reasoning as in Step 3 and using the homotopy invariance of the
degree we can ﬁnd an 	′ ∈ (0, 	0) such that
deg
(
S(p, ·), (O \ Λ¯c)p,0
)= deg(S(pk + 	, ·), (O \ Λ¯c)pk+	,0)
for every p ∈ [pk + 	, ps − 	′]. Moreover we get also that
deg
(
S(p, ·),Op,0
)= constant
in [ps − 	′, ps + 	′] and since m(ps − 	′) =m(ps + 	′) we have
deg
(
S
(
ps − 	′, ·
)
, (O \ Λ¯c)ps−	′ ,0
)= deg(S(ps + 	′, ·), (O \ Λ¯c)ps+	′ ,0).
Arguing as before we get that
deg
(
S
(
ps+1 − 	′′, ·
)
, (O \ Λ¯c)ps+1−	′′ ,0
)= deg(S(ps+1 + 	′′, ·), (O \ Λ¯c)ps+1+	′′ ,0)
for some 	′′ ∈ (0, 	0). Continuing this argument and observing that Oβ = ∅ if β is large enough, we ﬁnd
deg
(
S(pk + 	, ·), (O \ Λ¯c)pk+	,0
)= deg(S(β, ·), (O \ Λ¯c)β,0)= 0. (3.5)
A similar argument implies that
deg
(
S(pk − 	, ·), (O \ Λ¯c)pk−	,0
)= 0. (3.6)
But (3.5) and (3.6) together contradict (3.4) and the thesis follows. 
F. Gladiali / J. Math. Anal. Appl. 369 (2010) 306–311 311Remark 3.4. In [5] we showed that if k is even and if (pk,upk ) is a Morse index changing point such that α1(pk) + λk = 0
then there exist at least [ N2 ] distinct positive nonradial solutions of (1.1) which bifurcate from (pk,upk ), where [ N2 ] denotes
the greatest integer less than or equal to N2 .
These solutions can be distinguished according to their symmetries. In fact we found each of these solutions taking
as the space X in Section 2 the subspace of functions in C1,α0 ( A¯) invariant with respect to the action of the group Gh =
O (h) × O (N − h) with 1 h [ N2 ], where O (h) is the orthogonal group in Rh .
Repeating the proof of Theorem 3.3 with this space X , we get that if k is even and if (pk,upk ) is a Morse index changing
point such that α1(pk) + λk = 0 then there are at least [ N2 ] distinct continua of nonradial solutions of (1.1) bifurcating
from (pk,upk ). Each of these continua satisﬁes Theorem 3.3 so they can intersect only at a nonradial bifurcation point
(ph,uph ) ∈ S .
It would be interesting to prove that these continua cannot be bounded.
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