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ABSTRACT 
An original method is proposed to extract the most significant volumetric structures in an illuminance image. 
The method proceeds in three levels of organization managed by generic grouping principles: (i) from the illu-
minance image to a more compact representation of its contents by generic structural information extraction 
leading to a basic contour primitive map; (ii) grouping of the basic primitives in order to form intermediate 
primitives, the contour junctions; (iii) grouping of these junctions in order to build the high-level contour primi-
tives, the generic volumetric structures. Experimental results for various images of cluttered scenes show an 
ability to properly extract the structures of volumetric objects or parts with planar and curved surfaces. 
Keywords 
Illuminance Image – Multi-Level Grouping - Contour Primitives (straight-line segments and circular arcs) - 
Contour Junctions - Volumetric Structures - Surfaces. 
1. INTRODUCTION 
In the context of a generic 3D object detection and 
description task, high-level structures need to be ex-
tracted from basic contour primitives in an illumi-
nance image of a cluttered scene. The scenes of in-
terest are composed of rigid, opaque, and partly oc-
cluding man-made objects. Low-level processing of 
the image of a cluttered scene is to give rise to illu-
minance contours that are to be processed further to 
obtain the sought-for structural description. 
Two main difficulties arise. Firstly, cluttered 
scenes offer a structural complexity that has to be 
recovered on the basis of the contours extracted. 
Such contours are extracted at the pixel level with no 
specific knowledge about the scene and the objects 
present. Their structure is not fully representative of 
the underlying structure of the scene. For instance, 
contours extracted at the pixel level may very well go 
across the borders of different nearby objects, parts 
and surfaces. Secondly, contours are obtained from 
real images and are thus very likely to suffer from 
image and low-level processing noise. Some con-
tours may to be missing. Others may to be incom-
plete especially at surface junctions. Still others may 
to be spurious, resulting from various photometric 
effects such as shadows, highlights, and surface 
markings and textures. The challenge is to recover 
the scene structure (detect or single-out each object 
or part) and each object structure (single-out each of 
its surfaces and their structure as a description) de-
spite these real-world difficulties. 
Very few generic extraction methods for 3D ob-
jects in an illuminance image of a cluttered scene are 
proposed in the literature. In fact, the description 
methods proposed in the literature either use images 
of other modalities, e.g. range data [Levine92], syn-
thetic line drawings [Bergevin93] and feature maps 
[Hummel92], extract structures that are too specific 
for our goal [Huttenlocher92] [Lu92] [Wong92] 
[Yla-Jaaski96], or do not explicitly consider the 
volumetric nature of the objects [Denasi94] [Ete-
madi93] [Fuchs95] [Jacot-Descombes97] [Lu92]. 
The proposed methods are unlikely to properly detect 
each actual object in isolation in the various cluttered 
scenes of interest.  One of the best methods proposed 
so far, with respect to our goal, was developed by 
Zerroug et al. [Zerroug94]. It is a combination of two 
methods specific to two classes of generalized cylin-
ders: straight axes and circular sections. A major 
difference with our proposed method is their extrac-
tion of intermediate structures (symmetry axes) di-
rectly from local point features with no integration 
into generic constant curvature contour primitives. 
Very promising results were provided but only for a 
small number of cluttered scenes with close-up views 
of complex objects in partial occlusion. 
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This paper presents an original method for the 
extraction of generic volumetric structures in a single 
illuminance image of a cluttered scene. This method 
is at the heart of the MAGNO system (Multi-level 
Access to Generic Notable Objects). MAGNO ex-
ploits generic knowledge available at each of its 
processing levels. For instance, MAGNO exploits 
generic knowledge about junctions of 3D objects to 
both detect objects and organize constant-curvature 
(both straight and curved) basic contour primitives 
into a generic description of each visible object (or 
part), as inspired by human perception studies [Bied-
erman85]. 
The proposed method concentrates on geometric 
features at three levels, extracted as a three-phase 
process. The first phase consists in the extraction of 
generic structural information from a single 2D illu-
minance image of a cluttered scene.  The result of 
this phase is a primitive map made up of constant 
curvature segments. These segments are referred to 
as basic primitives. The extracted basic primitives 
are structured according to the image contours. They 
have a small number of defining parameters that 
makes them an adequate basis for the second phase 
of the method. At the end of this first phase, the de-
scription does not yet reveal the structure of each 
object.  The second phase consists of grouping basic 
primitives according to various principles of percep-
tual organization [Lowe85]. The obtained groups are 
referred to as intermediate primitives or junctions. 
Junctions provide cues to the structure of the scene 
and its volumetric objects. In that sense, they help to 
reintroduce the missing aspect of a single illumi-
nance image that is, the depth or third dimension. In 
the third and last phase, junctions are themselves 
grouped, on the basis of their forming primitives, to 
produce the high-level primitives. These are the ge-
neric volumetric structures, each corresponding to a 
single 3D object or part present in the image. High-
level primitives correspond to arrangements of basic 
primitives structured according to their junctions. 
The paper presents details of each of the three 
grouping phases of our original high-level structure 
extraction method, together with a number of results 
from its implementation. Next section summarizes 
the extraction of the basic primitives from an illumi-
nance image. Then, contour junctions extraction is 
addressed. This is followed by a more thorough de-
scription of the generic high-level structures extrac-
tion phase. In order to illustrate the overall behaviour 
of our proposed method, various results obtained 
using a fully automatic implementation are pre-
sented. In a concluding section, limitations are pin-
pointed and future improvements are proposed. 
2. STRUCTURAL INFORMATION 
EXTRACTION 
The first phase of MAGNO has three steps: 
• Edge detection with the Canny operator 
[Canny86], at a single scale; 
• Identification of open and/or closed contours 
that may correspond to object boundaries in the 
edge map. A custom contour thinning and fol-
lowing algorithm is used with junction and ter-
minal edgels as starting/ending points [Mok-
htari00]. Edgel P is a junction edgel1 if and only 
if for N8(P), the 8-neighborhood centered on P, 
Σval(Pj)≥2, where val(Pj) is the value of pixel 
Pj∈N8(P) and val(Pj)=1 if Pj is an edgel and 
val(Pj)=0 otherwise.  Edgel P is a terminal edgel 
if and only if for N8(P), Σval(Pj)=1. 
• Robust multiscale segmentation and approxima-
tion of the contours leading to constant curvature 
segment map or ccs map (ccs: straight-line seg-
ments and circular arcs).  These segments are 
structured according to the image contours and 
they are referred to as basic primitives [Mok-
htari00] [Mokhtari01].  
3. CONTOUR JUNCTION EXTRAC-
TION 
The second phase of MAGNO groups basic primi-
tives into intermediate primitives corresponding to 
contour junctions. A significant innovative aspect of 
the method, in terms of speed and robustness, is the 
explicit consideration of circular arc primitives in 
addition to straight-line segment primitives of previ-
ous methods [Alquier98] [Etemadi91] [Fuchs95] 
[Havaldar96] [Horaud90] [Lu92] [Matas93].  
3.1 Contour Junction Formation 
The formation of contour junctions is based on pla-
nar geometrical relations between oriented versions 
of the extracted ccs. Any given ccs gives rise to two 
oriented segments referred as vccs. The oriented seg-
ments have complementary starting and ending ex-
tremities or endpoints. Any given oriented segment 
may be a member or participate to more than one 
contour junction. For instance, two oriented seg-
ments may give rise to a contour junction and the 
same two with a third segment may give rise to a 
three-segment contour junction. 
A contour junction J obtained from a pair of ori-
ented segments has an associated junction point in 
the image plane. This junction point is at the 
intersection of the supporting axis, line or circle, of 
each member segment. Besides, it is restricted to be 
in front of each oriented segment. That is, the 
junction point must appear nearby or after the 
terminating endpoint. Circular arcs spanning too 
large a sector (approaching a full circle) have to be 
processed as a particular case. It is to be noted that 
many two-segment junctions are directly available 
from the contour-structured primitives extracted 
during the previous phase. A contour junction 
                                                          
1 It is to be noted that junction edgels are not the same as 
contour junctions introduced below. 
4. GENERIC VOLUMETRIC STRUC-
TURE EXTRACTION  
previous phase. A contour junction obtained from 
three or more oriented segments has a junction point 
defined by the average position of the pairwise inter-
section points of its member segments. 
The extraction of generic volumetric structures in an 
image of a cluttered scene is the third and final phase 
of the proposed method. A generic volumetric struc-
ture can be represented as an oriented graph in which 
the nodes are contour junctions and the arcs oriented 
segments.  A surface consists of an ordered group of 
connected oriented segments forming a closed non-
intersecting loop. A single-surface is a structure lim-
ited to one surface. In order to consider accidental 
viewpoints, single-surfaces are accepted by the 
method. 
3.2 Quality Factor 
Each contour junction has a quality factor associated 
to it. This is computed from various parameters of its 
member segments and their structure: lengths, gaps 
at pairwise intersection points, relative orientation of 
tangents at pairwise intersection points, etc. The 
quality factor is a real value number normalized be-
tween 0 and 1.  
3.3 Rank of Appearance 
This final phase comprises five stages: (i) selec-
tion of a subset of the MULTIPLE junctions to initiate 
the search for structures, (ii) construction and (iii) 
validation of all potential structures, (iv) refinement 
of each validated structure, and (v) extraction of re-
maining single-surfaces. It is basically a multi-tree 
search process initiated by selecting the best contour 
junctions of type MULTIPLE as root nodes (so-called 
potential mother-junctions) and developing them on 
the basis of their member segments (so-called father-
segments) and the junctions in which they partici-
pate. 
Each contour junction has also attached to it a rank 
of appearance parameter for each of its member seg-
ments. The rank of appearance of a junction for one 
oriented segment is computed according to (i) the arc 
distance between the terminating extremity and the 
junction point if this latter is lying on the supporting 
axis or (ii) the combination of the shortest distance 
between the junction point and the supporting axis 
(at point P) and the arc distance between this point P 
and the terminating extremity if the junction point is 
not lying on the supporting axis. The rank of 
appearance is a positive integer value number. 
4.1 Selection of Potential Mother-
Junction 3.4 Contour Junction types 
The first stage of the extraction process consists in 
selecting a subset of the MULTIPLE junctions to form 
an ordered list l . The parameters of the selec-
tion process are (i) the threshold setting the maxi-
mum value of the rank of appearance of a junction 
for any of its member segments, and (ii) the threshold 
setting the minimum value of the quality factor. 
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Four types of contour junctions are extracted. Each 
type gives rise to a list L (.). The four lists are, in the 
order of their extraction: (i) L (IJ), type INTERSECT 
with two vccs from the same or different contours, (ii) 
L (TJ), type TANGENT with two tangent, co-linear, or 
co-circular vccs from different contours, (iii) L (MJ), 
type MULTIPLE with three or more vccs from at least 
two different contours, and (iv) L1 (OJ), type OC-
CLUSION with one vccs and one ccs (on which is the 
junction point) or L2 (OJ), type OCCLUSION with one 
vccs and two tangent, co-linear or co-circular vccs, also 
from at least two different contours. 
Figure 1b presents the potential mother-
junctions MJi selected for an actual scene composed 
by two polyhedric objects in occlusion. MJi has bet-
ter quality factor than MJi+1, consequently red circle 
diameter associated to it is greater. Figure 1a presents 
constant curvature segments extracted by the first 
phase of MAGNO. The junction detection algorithm builds those lists in turn, combines the last two to form L (OJ), 
and then sorts the four resulting lists according to the 
quality factors of the contour junctions. For each 
oriented segment, a list of the junctions in which it 
participates is also built. This list is sorted according 
to the rank of appearance of the junctions for that 
segment. The quality factor and rank of appearance 
of the contour junctions are to be used in the next 
phase to select a subset of best junctions for the 
search processes in the generic structure detection. 
More details of the segment-based junction extrac-
tion process appear in [Mokhtari00]. 
4.2 Construction Of One Potential 
Structure 
Structure construction starts at a potential mother-
junction. Its n≥3 member segments are considered in 
turn in order to construct the structure. The way to 
construct the structure is to extract first its envelope 
or silhouette. For that reason, the most angularly dis-
tant member segments are considered first in devel-
oping the search tree. One of these segments is se-
lected as the first father-segment of the tree search at 
this level. 
When the added available junction in which the 
father-segment participates is a two-segment TAN-
GENT or INTERSECT, the father-segment at the next 
4.5 Detection of Single-Surfaces level simply corresponds to the second member seg-
ment of the junction.  When the junction is a three-
segment OCCLUSION, the position of the father-
segment in the junction must be considered.  For 
instance, when the father-segment is the occluded 
segment, the searching path has reached a dead-end. 
On the other hand, if the father-segment is one of the 
occluding segments, construction process resumes 
with the second occluding segment as the father-
segment at the next level. Finally, when the added 
junction is a three-or-more-segment MULTIPLE, any 
other member segment is followed as the next father-
segment and structure construction is resumed. 
After detecting, validating, and refining the struc-
tures present in the scene using the above processes, 
it remains to detect single-surfaces. These may result 
from volumetric structures captured from accidental 
viewpoints. This final stage follows the same steps as 
the previous construction process, except that poten-
tial mother-junctions are of type INTERSECT and only 
INTERSECT, TANGENT and OCCLUSION junctions are 
considered at all levels of the search tree. Of course, 
no refinement of the structures is ever needed. 
 
If no junction may be added at the second end of 
the considered father-segment, this path of the search 
tree is skipped. The construction process then re-
sumes by selecting an alternative choice at the previ-
ous node. Figure 1c-d present search trees considered 
for the construction of two potential structures. 
4.3 Validation Of One Potential Struc-
ture 
Any constructed potential structure must be vali-
dated. The condition is that at least one surface is 
present in the structure.  In case of a surface contains 
only two constant curvature segments, they must be a 
straight-line segment and a circular arc or two circu-
lar arcs. Once a structure is validated, its segments 
are removed from the list of available segments. A 
quality factor is associated to each validated struc-
ture. It is computed as the average of the quality fac-
tors of its junctions. Some validated structures may 
have a free segment. This segment may be removed 
from the structure and the construction process re-
sumed at the corresponding level of the tree. Figure 
1c-d present the two validated structures for the 
scene under test. 
4.4 Refinement of Validated Structures 
After all valid structures have been obtained, it is 
possible to refine each one by adding segment(s) not 
previously considered. This arises, for instance, 
when the second best junction at an oriented father-
segment is a MULTIPLE junction. When that junction 
is obtained by adding a third segment to the member 
segments of the junction of type INTERSECT which 
was considered the best at that level, the third seg-
ment may be added to the structure. The junctions 
are considered in turn according to the best quality 
factors. 
For the scene under test, Figure 1d presents a re-
fined structure. Segment sls12 (in red) considered by 
no structure during the construction process is added 
to the second validated structure by the way of MUL-
TIPLE junction MJ6 (Figure 1b) composed of three 
directed segments, sls12, sls27 and sls28. These two 
last directed segments form IJ3, the junction consid-
ered the best at that level. 
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Figure 1: Detected structures and search trees 
5. RESULTS AND DISCUSSION 
Results are presented for four real images obtained 
from cluttered scenes. 
5.1 Image Cube + Parallelepiped   
(a) Constant curvature (b) First detected structure
(c) Second detected structure (d) Improved first structure
(parallelepiped) by adding available segments
segments (cube)
Noise
segment
Noise
segment
In order to correctly detect each of the two structures 
in Figure 2a, the following scenario was adopted: (i) 
formation of l  for a maximum rank of appear-
ance of 5 and a minimum quality factor of 0.6, (ii) 
search for structures for the same threshold on the 
rank of appearance and a minimum quality factor of 
0.6 for MULTIPLE junctions and 0.75 for INTERSECT 
junctions, and (iii) refinement of the structures ob-
tained by addition of available segments not consid-
ered during the construction process. The results are 
illustrated in Figure 2b-d. Added segments to the 
structure are drawn in red in Figure 2d. The two de-
tected structures correspond to the two visible ob-
jects.  Each structure has a spurious segment origi-
nating from a shadow contour. Let us note that the 
second structure has two co-linear segments belong-
ing to a three-segment OCCLUSION junction (see 
black circle in Figure 2c). 
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Figure 2: Two polyhedral objects 
with an occlusion 
5.2 Image Wooden Blocks 
This image results from a scene of wooden blocks.  
The scenario used is the same as above except that 
no minimum quality factor for INTERSECT junctions 
is considered. The two detected structures S1 and S2, 
Figure 3b-c, correspond to two frontal objects in the 
image. S2 includes spurious segments. 
S1
S2
(a) Constant curvature segments
(c) Second detected structure(b) First detected structure
Figure 3: Two foreground objects 
with a complex background 
5.3 Image Six Objects 
The next image represents six objects: a cube, two 
pyramids of different size, a cone, a cylinder, and a 
parallelepiped. Three objects are partly occluded: the 
large pyramid, the cylinder and the parallelepiped 
supporting the cylinder (Figure 4a). 
The chosen parameters are the following: maxi-
mum rank of appearance of 10 and minimum quality 
factor of 0.6 for MULTIPLE junctions. The volumetric 
structures associated with the small pyramid (Figure 
4b-S1) and the cube (Figure 4b-S2) are well detected. 
The cylinder and the parallelepiped (Figure 4b-S4) 
are detected together. The cone (Figure 4b-S3) is de-
tected with spurious segments. Only the large pyra-
mid is not associated with any structure. This could 
have been predicted, given the fragmentary nature of 
the available information.  
S1
S2
S3
S4
(b) Detected structures Si
(a) Constant curvature segments
 
Figure 4: Highly-cluttered scene 
with many occlusions 
5.4 Image Nine Objects 
This is our most complex example in terms of the 
number of objects and their structural arrangement. 
An additional difficulty is that objects are of different 
sizes.  
For the purpose of the discussion, each object is 
numbered as indicated in Figure 5a. What should be 
obtained is the detection and description of nine 
structures, each one corresponding to an object of the 
scene.  Many spurious primitives from the texture of 
the supporting table and the shadows are present.  
The default scenario with a maximum rank of ap-
pearance of 5 and no restriction on the quality factors 
is applied. It provides as output the nine structures 
appearing in Figure 5d-l, ordered such that Si has 
better quality factor than Si+1, where the quality fac-
tor of a scene is an average of the quality factors of 
its member junctions.  
As can be seen, the eighth detected structure is a 
false one. It is due to an accidental arrangement of 
spurious segments leading to the formation of a spu-
rious MULTIPLE junction in the second phase. On the 
other hand, the single structure extracted for O1 and 
O2 is due to a segmentation artefact in the first phase. 
Despite these two difficulties, this final example 
demonstrates the good behaviour of our method even 
for such a challenging scene. 
6. CONCLUSION 
An original method was proposed to detect and de-
scribe generic three-dimensional structures in an il-
luminance image. This method at the heart of the 
MAGNO system comprises three main grouping 
phases: (i) from image data to structural information 
(basic contour primitives of two types: straight-line 
segments and circular arcs), (ii) from basic primitives 
to junctions (planar geometrical relations between 
segments), and (iii) from junctions to generic struc-
tures corresponding to objects or parts of objects.  
Experimental results for various images of cluttered 
scenes have shown an ability to properly detect and 
describe the structures of volumetric objects or parts 
with planar and curved surfaces. 
In order to focus more precisely on the best 
junctions in an illuminance image, it would appear 
judicious to combine information coming from two 
distinct sources. In [Mokhtari98], a hybrid method 
for detecting and validating junctions is proposed. 
This method operates by combining junctions ex-
tracted directly in the illuminance image and junc-
tions resulting from grouping of constant curvature 
primitives. 
By its generic nature, MAGNO should also be 
able to detect and describe manufactured objects in 
natural environments. Preliminary tests on detecting 
vehicles in a street scene are encouraging. 
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Figure 5: Many objects of largely varying sizes on a textured plane 
 
 
 
 
 
 
