2 , and A(U, U) = p i,j=1 A ij u i u j when we write that U = (u 1 , . . . , u p ). The questions we ask in this paper are: what is the value K s of the sharp K in (0.1), does the corresponding sharp inequality hold true, and if yes, does its saturated version (where Λ is lowered to its minimum value under the constraint K = K s ) possess extremal functions. When p = 1, we are back to the classical setting of the Sobolev inequality for functions. Inequality (0.1) when p ≥ 2, and the above sequence of questions, are the natural extensions to vector valued maps of the AB-program which was developed in the case of functions. Possible references in book form for the problem in the case of functions and the AB-program are Druet and Hebey [10] , and Hebey [13] . In what follows we let K n be the sharp constant K in the Euclidean Sobolev inequality u 2 ⋆ ≤ K n ∇u 2 . Then
where ω n is the volume of the unit n-dimensional sphere. In the sequel, we say that a matrix A = (A ij ) is cooperative if A ij ≥ 0 for all i = j. When A : M → M s p (R) is a map, A is said to be cooperative in M if A ij (x) ≥ 0 for all i = j, and all x ∈ M . We also say that A is globally irreducible if the index set {1, . . . , p} does not split in two disjoint subsets {i 1 , . . . , i k } and {j 1 , . . . , j k ′ }, k + k ′ = p, such that A iαj β ≡ 0 for all α = 1, . . . , k and β = 1, . . . , k ′ . A p-map U = (u 1 , . . . , u p ) is said to be nonnegative if the u i 's are all nonnegative functions (i.e u i ≥ 0 for all i), weakly case of Sobolev type inequalities. This is discussed in Section 1. The difficult part is to prove existence and compactness of extremal maps. This is discussed in Sections 2 and 4. Section 3 is devoted to the proof of the above mentionned corollaries to Theorem 0.1. When p ≥ 2, contrary to the scalar case where the maximum principle for functions can be applied, there are no maximum principle for the equations associated to inequalities like (0.3). We have to deal with maps of undeterminate sign, and not only with positive, or even nonnegative maps. The case of maps is more involved than the case of functions.
i. More precisely, given δ > 0 small, ε > 0 small, and x 0 ∈ M , we let u ε x0 be the function defined by u ε x0 = ε + r 2 1−n/2 − ε + δ 2 1−n/2 if r ≤ δ, and u ε x0 = 0 if not, where r = d g (x 0 , ·). Then, see Aubin [2] ,
if n ≥ 4, ε > 0 is sufficiently small, and (0.4) is not satisfied at x 0 . This proves (0.4). Now, in order to end the proof of Theorem 0.1, it remains to prove the assertions in the theorem concerning extremal maps. This is the subject of Sections 2 and 4.
2. Proof of the second part of Theorem 0.1
As in Section 1, we let (M, g) be a smooth compact Riemannian manifold of dimension n ≥ 3, p ≥ 1 an integer, and A : M → M s p (R), A = (A ij ), be smooth and such that A(x) is positive as a bilinear form for all x ∈ M . We know from Section 1 that K s = K 2 n , and that (0.3) and (0.4) are true. It remains to prove that if the inequality in (0.4) is strict for all i and all x, then the sharp and saturated inequality (0.5) possesses extremal maps, and the L 2 ⋆ -normalized set of such extremal maps is precompact in the C 2,θ p -topology, where 0 < θ < 1. It remains also to prove that extremal maps, when they exist, are in general of undeterminate sign, but that they can be chosen weakly positive if −A is cooperative, and strongly positive if A is also globally irreducible. We claim that the existence of extremal maps when the inequality in (0.4) is strict, and compactness of extremal maps, follow from Lemma 2.1 below. In the sequel, ∆ g = −div g ∇ is the Laplace-Beltrami operator with respect to g. Lemma 2.1. Let (M, g) be a smooth compact Riemannian manifold of dimension n ≥ 4, p ≥ 1 an integer, and
, be smooth, such that A 0 (x) is positive as a bilinear form for all x ∈ M , and such that for any i and any
, where S g is the scalar curvature of g. Let (A(α)) α , α ∈ N, be a sequence of smooth maps
as α → +∞, for all i, j, where the A α ij 's are the components of A(α), and 0 < θ < 1. Let also (U α ) α be a sequence of C 2,θ -solutions of the p-systems
for all i and all α, such that
for all α, where the u i α 's are the components of U α . Then, up to a subsequence,
. The proof of Lemma 2.1 is postponed to Section 3. We prove here, in Section 2, that when the inequality in (0.4) is strict for all i, the existence of extremal maps, and compactness of extremal maps, follow from the lemma. The A(α)'s in our context are either like A(α) = Λ α K −2 n A, where the Λ α 's are real numbers converging to Λ 0 (g), or like A(α) = Λ 0 (g)K −2 n A for all α, where Λ 0 (g) and A are as in Theorem 0.1. Extensions of Lemma 2.1 to higher energies, in the case of conformally flat manifolds, are in Hebey [12] [19] , and Sweers [23] .
We assume that Lemma 2.1 is true. Given Λ > 0, and U ∈ H 2 1,p (M ), we define the energies E Λ g (U) and Φ g (U) by
where H is the set consisting of the U ∈ H 2 1,p (M ) which are such that Φ g (U) = 1. Let (Λ α ) α be a sequence of positive real numbers such that Λ α < Λ 0 (g) for all α, and Λ α → Λ 0 (g) as α → +∞. Let also λ α be the infimum in (2.3) when we let Λ = Λ α . Since A > 0 as a bilinear form, λ α is positive for all α. By the strict inequality in (2.3), see Hebey [12] , for any α, there exists U α = (u 1 α , . . . , u p α ) a minimizer for λ α . In particular, the U α 's are solutions of the p-systems
for all i, and such that Φ g (U α ) = 1 and U α ∈ C 2,θ p (M ) for all α, where 0 < θ < 1. Up to a subsequence, we may assume that λ α → λ 0 as α → +∞. If the inequality in (0.4) is strict for all i, we can apply Lemma 2.1 with A(α) = Λ α K −2 n A, and
n A. By Lemma 2.1 we then get that, up to a subsequence, the U α 's converge in C 2,θ p (M ) to some U 0 . Then Φ g (U 0 ) = 1, and, by (2.4),
for all i, where the A 0 ij 's are the components of the matrix A 0 (g) = Λ 0 (g)A. Since we have that λ α < K −2 n for all α, we can write that λ 0 ≤ K −2 n . On the other hand, multiplying (2.5) by u 0 i , integrating over M , and summing over i, we get that
where E Λ g is given by (2.2) . By the definition of Λ 0 (g), it follows that
n . In particular, λ 0 = K −2 n , and U 0 is a nontrivial extremal map for (0.5). This proves the above claim that if the inequality in (0.4) is strict for all i, then the existence of extremal maps follows from Lemma 2.1.
Concerning compactness, let H 0 be the L 
where E Λ g is given by (2.2). In particular, the extremal maps U 0 in H 0 are solutions of the p-system
for all i, and such that Φ g (U 0 ) = 1, where the A 0 ij 's are the components of the matrix A 0 (g) = Λ 0 (g)A, and the u 0 i 's are the components of U. Such U 0 's, see Hebey [12] , are in C 
for all i, where A 0 = (A 0 ij ) is like A 0 = tA for some t > 0, and Λ = K −2 n is positive. General remarks on weak solutions of (2.7) are as follows. First we can note (see, for instance, Hebey [12] ) that weak solutions of such systems are in C 2,θ p (M ), 0 < θ < 1. Then, when p ≥ 2, and no specific assumption is made on A 0 , we can note that there are no maximum principles for such systems. For instance, see again Hebey [12] , we can construct examples of p-systems like (2.7), p ≥ 2, such that the system possesses solutions with the property that the factors of the solutions are nonnegative, nonzero, but with zeros in M . Such a phenomenon does not occur when p = 1 since, when p = 1, the maximum principle can be applied and nonnegative solutions are either identically zero or everywhere positive. On the other hand, we recover the maximum principle for (2.7) if we assume that −A 0 is cooperative. Indeed, when −A 0 is cooperative, nonnegative solutions of (2.7) are such that
for all i, and the classical maximum principle for functions can be applied so that either u i > 0 everywhere in M , or u i ≡ 0. In particular, in this case, nonnegative solutions of (2.7) are weakly positive. Still when −A 0 is cooperative, if U is a weakly positive solution of the system, with zero factors, then A 0 can be factorized in blocs with respect to the zero and nonzero components of U. More precisely, if we write U = (u 1 , . . . , u k , 0, . . . , 0) with k < p, and u i > 0 for all i, then 8) where
, and the 0's are null matrix of respective order k × (p − k) and (p − k) × k. This easily follows from the equations k j=1 A 0 ij u j = 0 for all i ≥ k + 1, so that we necessarily have that A 0 ij = 0 for all i ≥ k + 1 and j ≤ k. In this case, the p-system (2.7) splits into two independent systems -a k-system where A 0 is replaced by S, and a (p − k)-system where A 0 is replaced by T . In particular, if −A 0 is cooperative and A 0 is globally irreducible, so that (2.8) cannot be true, then any weakly positive solution of the system is also strongly positive.
Coming back to minimizers, and to Theorem 0.1, the first assertion concerning the sign of extremal maps in Theorem 0.1 is that extremal maps might be of undeterminate sign when no specific assumption is made on A. Of course this has to be understood when p ≥ 2 since, when p = 1, the maximum principle for functions can be applied. When p = 1, extremal functions are either positive or negative.
We assume in what follows that p = 2, and let A, A ′ be the matrix
where α, β, γ are smooth functions in M , and A(x) is positive for all x as a bilinear form.
We let also β ≥ 0, β ≡ 0, be such that it is nontrivial and nonnegative. Noting that
is an extremal map for the sharp and saturated inequality (0.5), then U ′ 0 is an extremal map for the modified problem we get by replacing A by A ′ , where A, A ′ are as in (2.9). Since U 0 is an extremal map for (0.5), it is also a minimizer for
is as in (2.2), and Λ = Λ 0 (g). In particular,
, and it follows that
(2.10)
Since β ≥ 0, −A ′ is cooperative, and we can also write that
, whereÛ 0 is given byÛ 0 = (|u 0 |, |v 0 |). In particular,Û 0 is also an extremal map for the modified problem we get by replacing A by A ′ . Since β ≡ 0, A ′ is globally irreducible, and it follows from the above discussion that |u 0 | and |v 0 | are positive functions. Then, by (2.10), U 0 is like U 0 = (u 0 , −v 0 ) or U 0 = (−u 0 , v 0 ) where u 0 and v 0 are positive functions. In particular, neither U 0 nor −U 0 are nonnegative. Clearly, this type of discussion extends to integers p ≥ 2. For instance, when p = 3, choosing A such that A 12 , A 23 ≥ 0 and A 13 ≤ 0, we easily construct minimizers like
, where u 0 , v 0 , w 0 are positive functions. This proves the above claim that, when no specific assumption is made on A, extremal maps for (0.5) might be of undeterminate sign. On the contrary, if we assume that −A is cooperative, then
In particular, if U 0 is an extremal map for (0.5), then U 0 is also an extremal map for (0.5). By the above discussion for systems like (2.7),Û 0 has to be weakly positive since −A is cooperative. It is even strongly positive if A is also globally irreducible. In particular, extremal maps for (0.5) can be chosen weakly positive when −A is cooperative, and even strongly positive A is also globally irreducible. This proves the assertions in Theorem 0.1 concerning the sign of extremal maps. Up to Lemma 2.1, Theorem 0.1 is proved.
When −A is cooperative, and A is globally irreducible, we can prove the stronger result that any extremal map U for (0.5) has to be such that either U or −U is strongly positive. In order to see this we first note that, according to the above proof, when −A is cooperative, and A is globally irreducible, the components of an extremal map for (0.5) are either positive or negative functions. By contradiction, up to permuting the indices, we write that U = (u 1 , . . . , u k , −u k+1 , . . . , −u p ) is an extremal map for (0.5), where the u i 's are positive functions. We let U ′ be given by
, where E Λ g is as in (2.2) and Λ = Λ 0 (g), we get that
where H k = {1, . . . , k}, and H k+1 = {k + 1, . . . , p}. The contradiction follows since −A is cooperative, A is globally irreducible, and the u i 's are positive functions. This proves that when −A is cooperative, and A is globally irreducible, extremal maps U for (0.5) are such that either U or −U is strongly positive.
Applications of Theorem 0.1
We discuss the two corollaries, or applications, of Theorem 0.1 we briefly mentionned in the introduction. The first application, stating that the sharp and saturated inequality (0.5) possesses extremal maps when (M, g) has nonpositive scalar curvature and n ≥ 4, is easy to get. Indeed, since A in Theorem 0.1 is such that A(x) is positive in the sense of bilinear forms for all x, we clearly have that A ii (x) > 0 for all x and all i. In particular, (0.4) is always true when (M, g) has nonpositive scalar curvature.
A less obvious result is the second application stating that if n ≥ 4, A does not depend on x, and (M, g) has constant scalar curvature, then (0.5) possesses extremal maps. When (M, g) is not conformally diffeomorphic to the unit sphere, the result easily follows from the developments in Aubin [2] and Schoen [22] . The energy estimates in Aubin [2] and Schoen [22] give that, in this case, when (M, g) is not conformally diffeomorphic to the unit sphere, the inequality in (0.4) has to be strict. Then we can apply Theorem 0.1. When (M, g) is the unit sphere, or conformally diffeomorphic to the unit sphere, the only problem is when equality holds in (0.4) for one, or at least one i. For such an i, we claim that we necessarily have that A ij = 0 for all j = i. Assuming for the moment that the claim is true, we easily get with such a claim that there exist extremal maps for (0.5). The sharp and saturated scalar Sobolev inequality on the unit sphere (S n , g 0 ) reads as
where ω n is the volume of the unit sphere. In particular, see for instance Hebey [13] for a reference in book form, there is a whole family of extremal functions for the inequality, including constant functions. Let u 0 be one of these functions. We choose u 0 such that u 0 is positive and u 0 2 ⋆ = 1. When (M, g) is the unit sphere, equality holds in (0.4) for one i, and A ij = 0 for all j = i, the p-map U = (u 1 , . . . , u p ), where u i = u 0 and u j = 0 for j = i, is clearly an extremal map for (0.5). In particular, (0.5) possesses an extremal map. It remains to prove the above claim that when (M, g) is the unit sphere, and equality holds in (0.4) for one i, we necessarily have that A ij = 0 for all j = i. In order to prove this, we proceed by contradiction. We assume that (M, g) is the unit sphere, that equality holds in (0.4) for one i, and that there exists j = i such that A ij = 0. We let 
we get a contradiction with (0.5) by choosing ε > 0 sufficiently small. This proves the above claim that when (M, g) is the unit sphere, and equality holds in (0.4) for one i, we cannot have that there exists j = i such that A ij = 0. This also ends the proof of the second application of Theorem 0.1 stating that if n ≥ 4, A does not depend on x, and (M, g) has constant scalar curvature, then (0.5) possesses extremal maps.
Proof of Lemma 2.1
We prove Lemma 2.1 in this Section. We let (M, g) be a smooth compact Riemannian manifold of dimension n ≥ 3, p ≥ 1 an integer, and
, be smooth and such that A 0 (x) is positive as a bilinear form for all x ∈ M . We let (A(α)) α , α ∈ N, be a sequence of smooth maps
, where the A α ij 's are the components of A(α), and 0 < θ < 1. We let also (U α ) α be a sequence of C 2,θ -solutions of the p-systems
for all i and all α, such that M |U α | for all α and all i. Then, for any α,Ũ α is a solution of the p-system
n , we also have that 
. In other words, we can assume that there are functionsũ
for all i, as α → +∞. We may also assume thatũ
In particular,Ũ 0 is a solution of the limit equation
for all i. Then, see, for instance, Hebey [12] , we can prove thatŨ 0 is in C 2,θ p (M ). For (x α ) α a converging sequence of points in M , and (µ α ) α a sequence of positive real numbers converging to zero, we define a 1-bubble as a sequence (B α ) α of functions in M given by
The x α 's are referred to as the centers and the µ α 's as the weights of the 1-bubble (B α ) α . We define a p-bubble as a sequence (B α ) α of p-maps such that, if we write that
α ) α is a 1-bubble for exactly one i, and for j = i, (B j α ) α is the trivial zero sequence. In other words, a p-bubble is a sequence of pmaps such that one of the components of the sequence is a 1-bubble, and the other components are trivial zero sequences. One remark with respect to the definition (4.8) is that if u : R n → R is given by [20] , are then given bỹ
where λ > 0, and a ∈ R n . We prove (4.5), and thus Lemma 2.1, in several steps. The first step in the proof is as follows. There also exists C > 0 such that
for all α and all x ∈ M , where the x α 's are the centers of the 1-bubble from which the p-bubble (B α ) α is defined. In particular, the |Ũ α |'s are uniformly bounded in any compact subset of M \{x 0 }, andũ
for all i as α → +∞, where x 0 is the limit of the x α 's.
Proof of Step 4.1. By the H 2 1 -theory for blow-up, see Hebey [12] , there are generalized p-bubbles (B j,α ) α , j = 1, . . . , k, such that, up to a subsequence,
and such that
for all α, where R α → 0 strongly in H of the generalized p-bubble is the energy of u. In particular, the energy E f (B j,α ) does not depend on α. It is always greater than or equal to K −n n /n, and if equality holds, then, up to lower order terms, the generalized p-bubble has to be a p-bubble. Namely, we always have that E f (B j,α ) ≥ K −n n /n, and if equality holds, then B j,α = B j,α + R α , where (B j,α ) α is a p-bubble, as defined above, and R α → 0 strongly in H 1,p (M ) as α → +∞. This is impossible since, by construction of theŨ α 's, we also have that there is a uniform positive lower bound for the left hand side in (4.13). In particular, k = 1 whenŨ 0 ≡ 0. WhenŨ 0 ≡ 0, and k = 1, we also get from (4.4), (4.13), and the above discussion, that the generalized p-bubble in (4.12) has to be a p-bubble, and that λ α → K −2 n as α → +∞. Summarizing, we get with the H 2 1 -theory for blow-up that ifŨ 0 ≡ 0, then, up to a subsequence,
for all α, and that ifŨ 0 ≡ 0, then there exists a p-bubble (B α ) α such that, up to a subsequence,Ũ
for all α, where, in (4.14) and (4.15), R α → 0 strongly in H 2 1,p (M ) as α → +∞. We let the x α 's and µ α 's be the centers and weights of the 1-bubble from which the p-bubble (B α ) α in (4.15) is defined. We claim that In order to prove (4.16), we let Φ α be the function given by Φ α (x) = 1 ifŨ 0 ≡ 0, and Φ α (x) = d g (x α , x) ifŨ 0 ≡ 0. We let also Ψ α be the function given by
Then (4.16) is equivalent to the statement that the Ψ α 's are uniformly bounded in L ∞ (M ). Now we proceed by contradiction. We let the y α 's be points in M such that the Ψ α 's are maximum at y α and Ψ α (y α ) → +∞ as α → +∞. Up to a subsequence, we may assume that |ũ α centered at 0, and exp yα is the exponential map at y α . Given R > 0 and x ∈ B 0 (R), the Euclidean ball of radius R centered at 0, we can write with (4.17) and (4.19) that
for all i, when α is sufficiently large. For any x ∈ B 0 (R), whenŨ 0 ≡ 0,
when α is sufficiently large so that, by (4.18), the right hand side of the last equation is positive. Coming back to (4.20) , thanks to the definition of the y α 's, we then get that for any i, and any x ∈ B 0 (R), 
is the Beppo-Levi space defined as the completion of C ∞ 0 (R n ), the space of smooth functions with compact support in R n , with respect to the norm u = ∇u 2 . We letṼ = (ṽ 1 , . . . ,ṽ p ). According to the above,Ṽ ≡ 0. By construction, for any R > 0,
It follows that for any R > 0,
where ε R (α) is such that lim R lim α ε R (α) = 0, and the limits are as α → +∞ and R → +∞. WhenŨ 0 ≡ 0, see for instance Hebey [12] , we also get with (4.18) that
for all R > 0, where (B α ) α is the p-bubble in (4.15). By (4.14) and (4.15),
for all α and R > 0 ifŨ 0 ≡ 0, while According to Step 4.1, in order to prove (4.5), it suffices to prove that the p-map U 0 given by (4.6) is not identically zero. We proceed here by contradiction and assume thatŨ 0 ≡ 0. The next step in the proof of (4.5) consists in proving that theŨ α 's satisfy perturbed De Giorgi-Nash-Moser type estimates.
Step 4.2 in the proof of (4.5) is as follows.
Step 4.2. LetŨ α andŨ 0 be given by (4.2) and (4.6). AssumeŨ 0 ≡ 0. For any δ > 0, there exists C > 0 such that, up to a subsequence,
for all α, where B δ = B x0 (δ) is the ball centered at x 0 of radius δ, 
where C > 0 is independent of α. With the notations in the statement of Step 4.2, since B is basically any ball in M \{x 0 }, it easily follows form (4.31) that for any δ > 0,
where C > 0 is independent of α. By (4.3),
in M , for all i and α, where C > 0 is independent of α and i. Integrating (4.29) over M , since M (∆ gû i α )dv g = 0 for all i and all α, we get with (4.33) that
for all α, where C > 0 is independent of α. As already mentionned, |Ũ α | ≤ |Û α | in M . In particular, we get with (4.32) and (4.34) that (4.27) is true.
Step 4.2 is proved.
Step 4.3 in the proof of (4.5) is concerned with the
property of theŨ α 's.
Step 4.3 is as follows.
Step 4.3. LetŨ α be given by (4.2). There exists C > 0 such that, up to a subsequence,
for all α, where 
where
By (4.37), and standard minimization technics, there is a solution U ′ α to the minimization problem consisting of finding a minimizer for I A(α) (U) under the con- Step 4.4 in the proof of (4.5) is concerned with L 2 -concentration. We assume here that n ≥ 4. When n = 3, bubbles do not concentrate in the L 2 -norm, and L 2 -concentration turns out to be false in this dimension. Dimension 4 is the smallest dimension for this notion of L 2 -concentration.
Step 4.4 is as follows.
Step 4.4. LetŨ α andŨ 0 be given by (4.2) and (4.6). AssumeŨ 0 ≡ 0 and n ≥ 4. Up to a subsequence,
for all δ > 0, where B δ = B x0 (δ) is the ball centered at x 0 of radius δ, x 0 is the limit of the centers of the 1-bubble from which the p-bubble (B α ) α in (4.10) is defined, and
Proof of Step 4.4. Clearly, Step 4.4 is equivalent to proving that for any δ > 0, R δ (α) → 0 as α → +∞, where R δ (α) is the ratio given by
We fix δ > 0. By Steps 4.2 and 4.3, we can write that for any α,
where C > 0 is independent of α. In particular,
for all α, where C > 0 is independent of α, and R δ (α) is given by (4.42). If we assume now that n ≥ 6, then 2 ⋆ − 1 ≤ 2, and we can write with Hölder's inequality that where o(1) → 0 as α → +∞. On the other hand, when i = i 0 , we get with Hölder's inequalities that
and we can write that
is the set of smooth functions with compact support in R n , we let ϕ i0 α be the function defined by the equation
Straightforward computations give that for any R > 0,
where i 0 is such that B By (i) and (4.10) we can write that
where Ω i0,α (R) is as in (4.46), and the ε R (α)'s are such that (4.50) holds. From now on, we let ϕ in (4.49) be such that ϕ = 1 in B 0 (R), R > 0. Then,
and, by (4.10) and (ii), we can write that
where o(1) → 0 as α → +∞, and C > 0 does not depend on α and R. In particular, we have that
where o(1) → 0 as α → +∞, u is as in (4.9), and C > 0 does not depend on α and R. Independently, we also have that
Here, 2 ⋆ − 2 = 2. As is easily checked, we can write with (4.10) that
and thanks to (iii) we get that
In particular,
where o(1) → 0 as α → +∞, and u is as in (4.9). By (4.43), (4.45), and (4.47), we can write that
for all α, where R δ (α) is given by (4.42), and C > 0 is independent of α. Then, by (4.48), and (4.51)-(4.53), we get that for any R > 0,
where ε R → 0 as R → +∞, and C > 0 does not depend on R. It is easily seen that
On the other hand, when n = 4,
Coming back to (4.54), it follows that for any δ > 0, R δ (α) → 0 as α → +∞. In particular, (4.41) is true when n = 4. This ends the proof of Step 4.4.
Step 4.5 in the proof of (4.5) is concerned with proving that the off diagonal terms Step 4.5. LetŨ α andŨ 0 be given by (4.2) and (4.6). AssumeŨ 0 ≡ 0. Up to a subsequence, for any i, j = 1, . . . , p such that i = j,
for all δ > 0 and all α, where x 0 is the limit of the centers of the 1-bubble from which the p-bubble (B α ) α in (4.10) is defined,
, and ε δ > 0 is independent of α and such that ε δ → 0 as δ → 0.
Proof of Step 4.5. As in the proof of Step 4.4, we let i 0 = 1, . . . , p, be such that B 
for all α, where C > 0 is independent of α and i. As already mentionned in the introduction of this section, up to passing to a subsequence, we can assume that there exists K > 0 such that A α ij ≥ Kδ ij in the sense of bilinear forms, for all α. Then A α ii ≥ K in M , for all α and all i, and by the Sobolev embedding theorem, we get that there exists C > 0 such that
for all α. Combining (4.57) and (4.58), we get that there exist C, C ′ > 0 such that
for all α, and all i = i 0 . By Hölder's inequality, for all α, where x 0 is the limit of the centers of the 1-bubble from which the pbubble (B α ) α in (4.10) is defined. Since i = j, either i = i 0 or j = i 0 . Suppose j = i 0 . On the one hand we can write that
for all α and δ > 0. On the other hand, by Hölder's inequality, we can write that
for all i. Then the contradiction easily follows from (4.71) by choosing ε > 0 and δ > 0 sufficiently small such that C(ε + ε δ ) ≤ ε 0 /2, where C > 0 is the constant in (4.71), and ε 0 is as in (4.72) . This proves that forŨ α andŨ 0 as in (4.2) and (4.6), we necessarily have thatŨ 0 ≡ 0 when we assume that n ≥ 4 and that (4.67) holds. Then, by Step 4.1, we get that (4.5) is also true. By standard elliptic theory, as already mentionned, this implies in turn that Lemma 2.1 is true. The proof, based on the Pohozaev identity instead of (4.66), is as follows. We let U α andŨ 0 be given by (4.2) and (4.6). We assume by contradiction that U 0 ≡ 0, and let x 0 be the limit of the centers of the 1-bubble from which the p-bubble (B α ) α in (4.10) is defined. Since g is conformally flat, there exist δ 0 > 0 and a conformal metricĝ to g such thatĝ is flat in B x0 (4δ 0 ). Letĝ = ϕ 4/(n−2) g, where ϕ is smooth and positive, andû where ν is the outward unit normal to ∂Ω, dσ is the Euclidean volume element on ∂Ω, and there is a sum over k from 1 to n. For δ > 0 small, we let η be a smooth cutoff function such that η = 1 in B x0 (δ), η = 0 in M \B x0 (2δ), and 0 ≤ η ≤ 1. We plugg the ηû i α 's into the Pohozaev identity (4.75) and sum over i. In the process, we regard theû 
