We study stochastic delay differential equations (SDDE) where the coefficients depend on the moving averages of the state process. As a first contribution, we provide sufficient conditions under which a linear path functional of the solution of a SDDE admits a finitedimensional Markovian representation. As a second contribution, we show how approximate finite-dimensional Markovian representations may be constructed when these conditions are not satisfied, and provide an estimate of the error corresponding to these approximations. These results are applied to optimal control and optimal stopping problems for stochastic systems with delay.
Introduction
In this paper we study a class of controlled stochastic differential equations with memory, where the coefficients of the equation depend on the moving average of the past values of the solution process (so called distributed delay):
where b, σ,α 1 ,β 1 are given functions and u = (u t ) t≥0 is a control process. Equations of this type appear in a variety of domains such as economics [23, 24] and finance [1, 4, 5, 19, 25] , as well as in physical sciences [29] . In general this equation is infinite-dimensional, which means that it can be formulated as evolution equation in an infinite-dimensional space of the form R × H 1 , where H 1 is a Hilbert space, for the process X t = (S t , (S t+ξ ) ξ≤0 ), but cannot be represented via a finite-dimensional controlled Markov process. This makes solving stochastic control and optimal stopping problems associated to such systems notoriously difficult. For this reason we are interested in finding exact -when possible -or approximate finite dimensional representations for functionals of solutions of (1) . We consider linear path functionals of the form Z t = γ, X t , where γ is fixed. This functional may represent for example the reward process of a control problem. We say that the functional Z admits a finite-dimensional Markovian representation if there exists a finite-dimensional subspace V of the space R × H 1 such that: 1) V contains the vector (1, 0) ∈ R × H 1 ; 2) the projection of the solution on this subspace, call it X and enlarged by the P-null sets.
Let R − = (−∞, 0]. To distinguish, deterministic functions will be denoted with the time index in parentheses, while stochastic processes will be denoted with the time index as subscript.
Let S = (S t ) t≥0 be a controlled diffusion on this space solving a stochastic delay differential equation (SDDE) dS t = b S t , R −α 1 (ξ)S t+ξ dξ, u t dt + σ S t ,
where b, σ,α 1 ,β 1 are given functions and u = (u t ) t≥0 is an adapted control process. Due to the dependence on the past, S is not a controlled Markov diffusion. Moreover, in order to define the process S, one needs to specify an initial condition not only at t = 0, but also for all t < 0. In other terms, (6) has to be completed (in general) with an initial condition of the form S 0 = s 0 ∈ R; S ξ = s 1 (ξ), ξ < 0,
where s 1 is a given function. So, the initial datum is a function. From what we have said it is clear that, even if the process S is one-dimensional, it may not in general be represented as a finite-dimensional controlled Markov diffusion. 2 Moreover, even when the process S is a controlled Markov diffusion, i.e. α 1 ≡ 0, β 1 ≡ 0 in (6) , one may need to consider also the process
where γ 0 ∈ R and γ 1 is a function. Also in this case it is clear that in general the Markovian representation of the system must be infinite-dimensional. In this paper we deal with the problem of rewriting in an exact or approximate way the system above in terms of a Markov controlled finite-dimensional diffusion when at least one among the functionsα 1 ,β 1 ,γ 1 is not identically equal to 0.
Remark 2.1. We stress that, altough we take one-dimensional processes W, S, Z, the argument can be easily generalized to the case of multi-dimensional processes. Also we have taken an autonomous equation for S, i.e. there is no explicit time dependence of the coefficients b, σ; this is done just for simplicity: all computations can be performed also in the non-autonomous case.
In the sequel, we are going to reformulate equation (2) as an evolution equation in a Hilbert space. To allow a set of initial data possibly containing the constant functions, we work with weighted spaces. We consider on R − a weight function w and make the following standing assumption.
Moreover, without any loss of generality, we also suppose that w(0) = 1. Denote
When w ≡ 1 we simply denote the space above by L 2 . Throughout the paper, we shall work under the following assumptions on the model, guaranteeing existence and uniqueness for the solution to (2) and good properties for the problem we aim to study.
2 Nevertheless there are examples where a finite-dimensional Markovian representation can be obtained. We will study this kind of situation in Section 4.2, giving sufficient conditions for a finite-dimensional Markovian representation.
3 For example this process could appear in the cost functional of a control problem.
Assumption 2.3.
The control process u takes values in a set
2. u ∈ U, where
4. There exists w satisfying Assumption 2.2 such that the functions
Remark 2.4. Typical weights are the exponential ones: w(ξ) = e λξ , λ ∈ R. However, in some cases it may be necessary to use other weight functions. For example, letγ 1 (ξ) = , we ensure that simultaneouslyγ 1 w −1/2 ∈ L 2 and the constant functions belong to L 2 w . These two properties cannot hold simultaneously with an exponential weight function.
Define
Then, due to Assumption 2.3(4), we have
and (4) can be rewritten as
Proposition 2.5. For every s := (s 0 , s 1 (·)) ∈ R × L 2 w and u ∈ U, (6) admits a unique up to indistinguishabiliy strong solution S s,u on the probability space (Ω, F , P), and this solution admits a version with continuous paths.
Proof. This result is an easy corollary of Theorem IX.2.1 in [33] (note that without making any changes to the proof, this theorem can be extended to the case when the coefficients depend on a random adapted control). Let T > 0 and define the maps
By localizing in time, to use the aforementioned result we need to check that 1. t →B(t, z(·), ω), t →Σ(t, z(·), ω) are bounded for every given constant function z(·) ≡ z 0 and uniformly in ω;
2.B(t, ·, ω),Σ(t, ·, ω) are Lipschitz continuous, with respect to the uniform norm on
Let us focus onB, the proof forΣ being the same. We first check the local boundedness on constant functions. Let z(·) ≡ z 0 . By the linear growth assumption,
Let us denote the upper bound of |w ′ |/w by K. Then, by Gronwall's inequality, for all a, b ≤ 0,
The term involving s 1 then satisfies
which is bounded in [0, T ] as well since α 1 ∈ L 2 w and w ∈ C 1 (R − ; R). Let us now check the Lipschitz condition. By the Lipschitz property of b,
and the functional Lipschitz property follows from inequality (9).
Product space infinite-dimensional representation
In this section we provide an infinite-dimensional representation of SDDE (6) in the product Hilbert space
w . When w ≡ 1 we simply denote the space above by H. We denote by x = (x 0 , x 1 ) the generic element of H w , noting that the second component is a function. The norm and the inner product of H w , defined in the usual way from the norm and the inner products of the two components, will be denoted, respectively, by · w , ·, · w . Also, when w ≡ 1 we simply denote the norm and the inner product above by · , ·, · .
Preliminaries
Let us introduce the weighted Sobolev spaces on R − as follows (we refer to [6, Ch. VIII] for an introduction to Sobolev spaces under the Lebesgue measure on intervals). Given
It is well known that, if such a function g exists, it is unique. Moreover it coincides with the classical derivative f ′ when f ∈ C 1 (R − ; R). By extension, the function g is denoted by f ′ in general, i.e., also when f / ∈ C 1 (R − ; R). We denote the space of functions of
there exists a locally absolutely continuous version of f on R − , so that it holds
loc (R − ; R), we shall always refer to its absolutely continuous version.
so the integration by parts formula
On the elements of the space W 1,2
and, moreover, we define the space
w is a separable Hilbert space when endowed with the inner product
By the assumption w ′ /w bounded, denoting the upper bound of |w ′ |/w by K, we see that if
Thus, if f ∈ W 
Recalling again our assumptions on w, we see that the following weighted integration by parts formula holds for all f, g ∈ W 1,2
Now, consider on the space H w the family of linear bounded operators (T (t)) t≥0 acting as follows:
Simple computations show that
We are going to study the semigroup properties of (T (t)) t≥0 . For basic facts about the theory of semigroups we refer to the classical monographs [8, 10] .
Proposition 3.1. The family of linear operators (T (t)) t≥0 defined in (14) is a strongly continuous semigroup on the space H w , generated by the closed unbounded operator A defined on
Proof. The fact that (T (t)) t≥0 is a semigroup is immediate by the definition. The fact that it is strongly continuous follows by the continuity of translations in L 2 w , which can be proved, e.g., starting from the continuity of translation in L 2 and exploiting (8) . Now let us show that (T (t)) t≥0 is generated by A. Set
w , it is absolutely continuous. So, extending x 1 to R by setting x 1 (ξ) = x 1 (0) for ξ > 0, we can write
Hence, taking into account that x 1 (0) = x 0 , we have
Hw dξ.
By (15) and from the inequality above, we can conclude by dominated convergence that D ⊂ D(A) and that A acts as stated in (17) 
We immediately deduce that
w . By (12) , the linear map
is continuous. Since we have (see, e.g. [6, Th. 8.8] ) the Sobolev continuous embedding
Taking into account also that x 1 is absolutely continuous, we deduce from the second convergence in (18)
Since x n 0 = x n 1 (0), we conclude x 1 (0) = x 0 , and the proof is complete.
Infinite-dimensional representation
Define the elements of H w
and the Lipschitz continuous nonlinear operators
Given x ∈ H w and u ∈ U, we consider the following stochastic evolution equation in the space H w :
At least formally (19) should represent (6) in H w : if there exists a unique solution (in some sense) X to (19), we expect that
where S is the solution to (6) with s = x. We notice that (19) is an equation in infinite dimension, but the noise is one-dimensional 4 . We are going to introduce two concepts of solution to (19) , which in this case coincide with each other. Before we introduce the operator A * adjoint of A.
Proposition 3.2. The adjoint A * of the operator A is defined on
by
Proof.
w }, x ∈ D and y ∈ D(A). Using (13) and the fact that y 1 (0) = y 0 , we can write
So, we can conclude that D ⊂ D(A * ), and that A * acts as in (21) 
The set D is clearly dense in H 
is called weak solution to (19) if for each ϕ ∈ D(A * ) and every t ≥ 0
Theorem 3.4. For each x ∈ H w and u ∈ U, the SDE (19) admits a unique up to indistinguishabiliy mild solution X = X x,u which coincides with the unique weak solution, and this solution admits a version with continuous paths.
Moreover, we have the equality in L 2 (Ω, F , P; H w )
where S is the solution to (6) under the control u and with initial datum s = x.
Proof. The existence and uniqueness of a mild solution, as well as the fact that it coincides with the (unique) weal solution, is a straightforward application of the theory of infinite-dimensional stochastic differential equations (see, e.g., [7, Ch. 7] ) and [22, Ch. 3] ).
For the second part of the claim, let S be the solution of (6) and define
Then,
and for every ξ ∈ R − ,
which shows that X satisfies (22) and therefore coincides with the unique mild solution.
Since the two concepts of solutions coincide each other in this case, from now on we just say solution to refer to the mild or weak solution. The following technical result will be used in the following section.
Proposition 3.5. Let X = X x,u be the solution to (19) . Then
where p 1 , p 2 are locally bounded functions.
Proof. We notice that
where
Let T > 0. Using Definition 3.3-(i) and (15), we have
By Jensen's inequality (using the convexity of · 2 w ) and by the estimates (23) and (15), we deduce
On the other hand, the estimates (23) and (15) 
The claim follows from Gronwall's inequality.
Markovian representations
In this section we give conditions for the existence of exact representations and provide a method to construct approximate representations for the process Z as a deterministic function of the current state of a finite-dimensional controlled Markov diffusion.
Preliminaries
The first step is to characterize the finite-dimensional subspaces of H w which are stable with respect to the operator A * , which generates the infinite-dimensional structure of our delay equation.
Set
We assume, just for simplicity, that the infimum above is not attained, i.e. that R − e 2λ * ξ w −1 (ξ)dξ = ∞. Let us introduce the differential operator
We have the following characterization of D w -stable subspace.
w if and only if
where {v 1 , ..., v n } is a set of linearly independent functions such that the vector function v = (v 1 , ..., v n ) is solution of the vector-valued ODE
for some matrix M ∈ R n×n whose eigenvalues have real part strictly greater than λ * .
Proof. Let V be in the form (26) with {v 1 , ..., v n } linearly independent functions such that v = (v 1 , ..., v n ) is solution of (27) for some matrix M ∈ R n×n with eigenvalues (λ p ) p=1,...,k such that Re(λ p ) > λ * for all p = 1, ..., k. Clearly dim(V ) = n. Since v solves (27) , the v i 's are linear combination of functions of the form
Then, since Re(λ p ) > λ * for all p = 1, ..., k, by definition of λ * we see that
and therefore V ⊂ W 1,2
w . On the other hand, given f ∈ V, we have
Hence, since v solves (27), we see that
showing the D w -stability of V.
Conversely, let us suppose that V is an n-dimensional D w -stable subspace, and let {ṽ 1 , ...,ṽ n } be a basis of V. Then {ṽ 1 w, ...,ṽ n w} is a set of linearly independent functions, and, for each i = 1, ..., n, there exists (m ij ) j=1,...n , such that
It follows that v = (v 1 , ..., v n ) := (ṽ 1 w, ...,ṽ n w) solves (27) 
for some k ≥ 1 and
∀j ∈ {1, ..., k} ∃i ∈ {1, ..., k} s.t.z i = z j }.
Conversely, all the subspaces V in the form (29) above, with (n 1 , ..., n k ) and (λ 1 , ..., λ p ) satisfying (30) 
Noticing that A * e 0 = 0, we immediately get the following corollary. 
Exact finite-dimensional representation
Suppose that α, β ∈ V , where V is an (n + 1)-dimensional A * -stable subspace of H w . Let {e 0 , e 1 , ..., e n } be an orthonormal basis of (V, ·, · w ) and define
Then, since the projection of α, β onto V ⊥ is the null vector, we can write the dynamics of
By A * -stability of V we have the existence of a vector q = (q k0 ) k=1,...,n ∈ R n and of a matrix Q = (q kh ) h,k=1,...,n ∈ R n×n such that
The dynamics of S t involves the processes X k (t), k = 1, ..., n, whose dynamics, plugging e 1 , ..., e n in place of ϕ in the definition of weak solution, can be expressed in terms of themselves and of S by means of the vector q and of the matrix Q as
The system of n + 1 equations (31) and (33) provides an (n + 1)-dimensional Markovian representation of (6) with initial datum s = (s 0 , s 1 (·)), the corresponding initial data being
If also γ := (0, γ 1 ) ∈ V, then the projection of γ onto V ⊥ is the null vector and we can write
getting a representation of the process Z in terms of the (n + 1)-dimensional (controlled) Markov diffusion (X 0 , X 1 , ..., X n ).
Remark 4.5. From Proposition 4.2, it is clear that α, β and γ belong to an (n + 1)-dimensional A * -stable subspace of H w if and only if the original coefficientsα,β andγ belong to an (n + 1)-dimensional A * -stable subspace of H. Therefore, the property of having a finite-dimensional Markovian representation does not depend on the choice of the weight function.
Countable representation
In general α, β, γ fail to lie in an A * -stable finite-dimensional subspace of H w . However one can consider an increasing sequence of A * -stable subspaces of H w and expand the problem along this sequence. In order to construct such an increasing sequence, we consider specific subclasses of the general representation (29) . The simplest case to consider amounts to take k = 1 in (29), i.e. to consider a sequence of subspaces of L 2 w in the form
To simplify the orthogonalization procedure of the basis of such subspaces, we restrict our analysis to the case of exponential weights, i.e. w(ξ) = e pξ , p ∈ R, for which the construction of an orthonormal basis can be reduced to a known case, as we will see below. In this case clearly λ * = p/2 and we can choose, e.g., λ > max{p, p/2} to satisfy the constraint on λ in (35). With this choice, setting p 0 := λ − p we have p 0 > 0, and the subspaces in (35) are rewritten as
or equivalently
The subspaces (37), for running n, are the sequence of subspaces we shall consider. An orthogonal basis with respect to the inner product ·, · L 2 w for the subspaces above can be constructed from the Laguerre polynomials as follows. Define, for k ≥ 0, the Laguerre poynomialsP
Since we are working with R − instead of R + the sign of the argument is inverted so we consider Laguerre's polynomials on R − defined as
From the definition of P k 's, we have
and moreover, using an induction argument, we get
As is well known, the Laguerre functions
are an orthonormal basis for L 2 . So the functions
are an orthonormal basis with respect to the inner product ·, · L 2 w for V n defined in (37) and the sequence of functions (L k,p0,p ) k≥0
is an orthonormal basis for L 2 w .
Consider the system of vectors (e k ) k≥0 in H w where
Then, from the argument above, this system is an orthonormal basis in H w . Using (38)-(40), we have for k ≥ 1 (with the convention that
So, by (21)
Remark 4.6. From (41) we see that, setting
we have the A * -stability of V n for each n ≥ 0.
Setting
we have the Fourier series expansions in H w
Then we can rewrite the dynamics of S t = X 0 t as
Using the definition of weak solution Definition 3.3-(ii) and considering also (41) we have
Setting the initial data
equations (42)- (43) provide a countable Markovian representation of our original system (6). Moreover, setting also
we have the Fourier series expansion for γ
so we also have the representation of the process (4) as
Approximate finite-dimensional representation
When α, β belong to some finite dimensional subspace V n , equations (42)- (43)- (44) provide a finite-dimensional representation of (6) in the spirit of the previous subsection. In this case the dynamics of S requires only the knowledge of (X k ) k=0,...,n and the dynamics of these variables is given also in terms of themselves. Finally, when also γ belongs to V n , then (4) can be written in terms of the finite-dimensional Markov process (X k ) k=0,...,n and we fall into an exact finite-dimensional representation of the problem. When some of the above conditions fail to be true (i.e. there is no finite dimensional subspace V n such that α, β, γ ∈ V n ), then we need to truncate the Fourier series for α, β, γ and work with an approximate finite-dimensional representation of the problem. In this case, setting for n ≥ 0
we have the following estimate for the error.
Proposition 4.7. For each n ≥ 0 let (S n , X n,k ) k=0,...,n be the finite dimensional Markov diffusion solving
with initial data
Then for every T > 0, there exists C = C T, s w , α w , β w , γ w < ∞ such that, uniformly on u ∈ U,
Proof. From Proposition 3.5 it follows that S t , S n t , X k t and X n,k t are square integrable for all t ≥ 0, all n ≥ 1 and all k ∈ {1, ..., n}. Using standard tools such as Doob's inequality and Itô isometry, one can show firstly that
Then, let us introduce the quantity
From the above estimates, we then get
and also for k = 1, . . . , n,
so that for some constant C depending on p, n, T and α,
From Gronwall's inequality and Proposition 3.5 it follows that there exists another constant, also denoted by C, depending on p, n, T , α, β and the initial condition, such that
Finally,
Combining this with the bound on M T obtained above and Proposition 3.5, the proof is complete.
This proposition shows that the error of approximating the process Z with a linear combination of components of a finite-dimensional Markovian diffusion n k=0 γ k X n,k t depends on the error of approximating the coefficients α, β and γ with the corresponding truncated Fourier-Laguerre series. The actual convergence rate as n → ∞ will depend on the regularity of the functions α, β and γ. For example, from [4, Lemma A.4] it follows that if these functions are constant in the neighborhood of zero, have compact support and finite variation (this is the case e.g., for uniformly weighted moving averages) and w ≡ 1 then α − α n 2
for some constant C and n sufficiently large. For C ∞ functions, on the other hand, the convergence rates are faster than polynomial.
Application to optimal control and stopping
In this last section we show how the results of the previous can be implemented to treat optimal control or optimal stopping problems. Within this section it is assumed that S solves (2)- (3) and Z is the process defined in (4). This problem cannot be solved by Dynamic Programming due to the lack of markovianity. However, given n ≥ 0, we can consider the problem in R n+1 V n (x n ) = inf u∈U J n (x n ; u), x n = (x n 0 , x n 1 , ..., x n n ) ∈ R n+1 ,
Optimal control problems

Optimal stopping problems
Let T > 0 and consider (6) when b, σ do not depend on u (so the diffusion is actually uncontrolled). Letting T be the set of all stopping times with respect to the filtration (F t Also in this case the problem cannot be solved by Dynamic Programming due to the lack of markovianity. However, to approximate its solution, given n ≥ 0, we can consider the problem in R Then there exists K = K T, s w , α w , β w , γ w such that
Proof. Similar to the proof of Proposition 5.1.
This result can be applied, for example, to the problem of pricing American options written on the moving average of the asset price, which was studied in [4] by approximating the dynamics by a finite-dimensional Markovian one by means of Laguerre polynomials, but without passing through the infinite-dimensional representation of the system. Let us briefly recall the problem. Let T > 0 and let S be the price of a stock index and consider the financial problem of pricing an American option whose payoff at the exercise time t ∈ [0, T ] depends on a past average of the stock, i.e. Suppose that the price S is a Markov diffusion solving the SDE
and set For more details about this problem we refer to [4] .
