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Abstract
We obtain large n asymptotics of n × n Hankel determinants whose weight has a one-cut
regular potential and Fisher-Hartwig singularities. We restrict our attention to the case where
the associated equilibrium measure possesses either one soft edge and one hard edge (Laguerre-
type) or two hard edges (Jacobi-type). We also present some applications in the theory of random
matrices. In particular, we can deduce from our results asymptotics for partition functions
with singularities, central limit theorems, correlations of the characteristic polynomials, and gap
probabilities for (piecewise constant) thinned Laguerre and Jacobi-type ensembles. Finally, we
mention some links with the topics of rigidity and Gaussian multiplicative chaos.
1 Introduction
Hankel determinants with Fisher-Hartwig (FH) singularities appear naturally in random matrix
theory. Among others, they can express correlations of the characteristic polynomial of a random
matrix, or gap probabilities in the point process of the thinned spectrum, see e.g. the introductions
of [28, 17, 9] for more details. In these applications, the size n of an n × n Hankel determinant is
equal to the size of the underlying n×n random matrices. Large n asymptotics for such determinants
have already been widely studied, see e.g. [28, 24, 18, 1, 9]. Recent developments in the theory of
Gaussian multiplicative chaos [1] provide a renewed interest in these asymptotics. For example, such
asymptotics provide crucial estimates in the study of rigidity of eigenvalues of a random matrix [13].
In the present work, we restrict our attention on large n asymptotics of Hankel determinants
det
(∫
I
xj+kw(x)dx
)
j,k=0,...,n−1
, (1.1)
whose weight w is supported on an interval I ⊂ R, and is of the form
w(x) = e−nV (x)eW (x)ω(x). (1.2)
The function W is continuous on I and ω contains the FH singularities (they will be described in
more details below). The potential V is real analytic on I and, in case I is unbounded, satisfies
limx→±∞,x∈I V (x)/ log |x| = +∞. Furthermore, we assume that V is one-cut and regular. These
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properties are described in terms of the equilibrium measure µV , which is the unique minimizer of
the functional ∫∫
log |x− y|−1dµ(x)dµ(y) +
∫
V (x)dµ(x) (1.3)
among all Borel probability measures µ on I. One-cut means that the support of µV consists of
a single interval. For convenience, and without loss of generality, we will assume that this interval
is [−1, 1]. It is known (see e.g. [33]) that µV is completely characterized by the Euler-Lagrange
variational conditions
2
∫ 1
−1
log |x− s|dµV (s) = V (x) − ℓ, for x ∈ [−1, 1], (1.4)
2
∫ 1
−1
log |x− s|dµV (s) ≤ V (x) − ℓ, for x ∈ I \ [−1, 1], (1.5)
where ℓ ∈ R is a constant. Regular means that the Euler-Lagrange inequality (1.5) is strict on
I \ [−1, 1], and that the density of the equilibrium measure is positive on (−1, 1). The three canonical
cases are the following:
1. I = R and dµV (x) = ψ(x)
√
1− x2dx,
2. I = [−1,∞) and dµV (x) = ψ(x)
√
1−x
1+xdx,
3. I = [−1, 1] and dµV (x) = ψ(x) 1√1−x2 dx,
where ψ is real analytic on I, such that ψ(x) > 0 for all x ∈ [−1, 1]. We will refer to these
three cases as Gaussian-type, Laguerre-type and Jacobi-type weights, respectively. Note that (1.5) is
automatically satisfied for Jacobi-type weights, since I = [−1, 1]. Well-known examples for potentials
of such weights are
1. V (x) = 2x2 for Gaussian-type weight, with ℓ = 1 + 2 log 2 and ψ(x) = 2π ,
2. V (x) = 2(x+ 1) for Laguerre-type weight, with ℓ = 2 + 2 log 2 and ψ(x) = 1π ,
3. V (x) = 0 for Jacobi-type weight, with ℓ = 2 log 2 and ψ(x) = 1π .
In the language of random matrix theory, the interval (−1, 1) is called the bulk, and ±1 are the edges.
An edge is said to be “soft” if there can be eigenvalues beyond it, and “hard” if this is impossible.
On the level of the equilibrium measure, a soft edge translates into a square root vanishing of dµVdx ,
while a hard edge means that dµVdx blows up like an inverse square root. Thus, there are two soft
edges at ±1 for Gaussian-type weights, one hard edge at −1 and one soft edge at 1 for Laguerre-type
weights, and two hard edges for Jacobi-type weights.
The function ω that appears in (1.2) is defined by
ω(x) =
m∏
j=1
ωαj (x)ωβj (x)×

1, for Gaussian-type weights,
(x+ 1)α0 , for Laguerre-type weights,
(x + 1)α0(1− x)αm+1 , for Jacobi-type weights,
(1.6)
where
ωαk(x) = |x− tk|αk , ωβk(x) =
{
eiπβk , if x < tk,
e−iπβk , if x > tk,
(1.7)
with
− 1 < t1 < . . . < tm < 1. (1.8)
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The functions ωαk and ωβk represent the root-type and jump-type singularities at tk, respectively.
These singularities are named after Fisher and Hartwig, due to their pioneering work in their identi-
fication [20]. Since ωβk+1 = −ωβk , we can assume without loss of generality that ℜβk ∈ (− 12 , 12 ] for
all k. Finally, to ensure integrability of the weight (at least for sufficiently large n), we require that
ℜαk > −1 for all k and, in case I is unbounded, that W (x) = O(V (x)) as x→ ±∞, x ∈ I.
To summarise, the n×n Hankel determinant given by (1.1) depends on n, m, V , W , ~t = (t1, . . . , tm),
~β = (β1, . . . , βm) and ~α, where
~α =
 (α1, . . . , αm), for Gaussian-type weight,(α0, α1, . . . , αm), for Laguerre-type weight,
(α0, α1, . . . , αm, αm+1), for Jacobi-type weight.
This determinant will be denoted by Gn(~α, ~β, V,W ), Ln(~α, ~β, V,W ) or Jn(~α, ~β, V,W ), depending on
whether the weight is of Gaussian, Laguerre or Jacobi-type, respectively.
Many authors have contributed over the years to large n asymptotics for Gn(~α, ~β, V,W ) in certain
particular cases of the parameters ~α, ~β, V and W (see the introduction of [9] for a global review).
The most general result can be found in [9], see also Theorem 1.1 below for the precise statement. It
is worth to note that these asymptotics are only valid for ℜβk ∈ (− 14 , 14 ) and not in the whole stripℜβk ∈ (− 12 , 12 ]. This is due to purely technical reasons, and we comment more on that in Remark
1.4 below.
Much less is known about large n asymptotics for Ln(~α, ~β, V,W ) and Jn(~α, ~β, V,W ), and we briefly
discuss this below.
The quantities Ln(~0,~0, V, 0) and Jn(~0,~0, V, 0) (i.e. no singularities and W = 0) represent partition
functions of certain random matrix ensembles. In some very special cases of V (like V (x) = 2(x+1)
for Laguerre-type weights and V (x) = 0 for Jacobi-type weights), these Hankel determinants reduce
to Selberg integrals and are thus computable explicitly. Large n asymptotics for Ln(~0,~0, V, 0) and
Jn(~0,~0, V, 0) for a general V were obtained in [7] (in fact the results of [7] are valid for more general
ensembles than we consider). However, we believe our expansions, which are given by Theorem 1.2
and Theorem 1.3 below with ~α = ~0, ~β = ~0 and W = 0, are more explicit (even though less general).
No results are available in the literature for Laguerre-type weight with FH singularities in the bulk
(even in the case V (x) = 2(x + 1)). There is more known about Jacobi-type weights. Asymptotics
for Jn((α0, 0, . . . , 0, αm+1),~0, 0,W ) (i.e. root-type singularities only at the edges) were computed in
[29], however without the constant term. Major progress were achieved in [17, 18], in which the
authors derived large n asymptotics for Jn(~α, ~β, 0,W ) including the constant term (under very weak
assumption on W , and for general value of ~β such that ℜβk ∈ (− 12 , 12 ]).
The goal of the present paper is to fill a gap in the literature on large n asymptotics of Hankel
determinants with a one-cut potential and FH singularities. In Theorem 1.2 and Theorem 1.3 below,
we find large n asymptotics for Ln(~α, ~β, V,W ) and Jn(~α, ~β, V,W ) including the constant term. First,
we rewrite (in a slightly different way) the result of [9] in Theorem 1.1 for the reader’s convenience,
in order to ease the comparison between the three canonical types of weights.
3
Theorem 1.1 (from [9] for Gaussian-type weight)
Let m ∈ N, and let tj, αj and βj be such that
−1 < t1 < . . . < tm < 1, and ℜαj > −1, ℜβj ∈ (− 14 , 14 ) for j = 1, . . . ,m.
Let V be a one-cut regular potential whose equilibrium measure is supported on [−1, 1] with density
ψ(x)
√
1− x2, and let W : R→ R be analytic in a neighbourhood of [−1, 1], locally Ho¨lder-continuous
on R and such that W (x) = O(V (x)), as |x| → ∞. As n→∞, we have
Gn(~α, ~β, V,W ) = exp
(
C1n
2 + C2n+ C3 logn+ C4 +O
( logn
n1−4βmax
))
, (1.9)
with βmax = max{|ℜβ1|, . . . , |ℜβm|} and
C1 = − log 2− 3
4
− 1
2
∫ 1
−1
(V (x) − 2x2)
(
2
π
+ ψ(x)
)√
1− x2dx, (1.10)
C2 = log(2π)−A log 2− A
2π
∫ 1
−1
V (x) − 2x2√
1− x2 dx+
∫ 1
−1
W (x)ψ(x)
√
1− x2dx (1.11)
+
m∑
j=1
αj
2
(V (tj)− 1) +
m∑
j=1
πiβj
(
1− 2
∫ 1
tj
ψ(x)
√
1− x2dx
)
,
C3 = − 1
12
+
m∑
j=1
(
α2j
4
− β2j
)
, (1.12)
C4 = ζ
′(−1)− 1
24
log
(π
2
ψ(−1)
)
− 1
24
log
(π
2
ψ(1)
)
+
m∑
j=1
(
α2j
4
− β2j
)
log
(π
2
ψ(tj)
)
+
∑
1≤j<k≤m
[
log
((
1− tjtk −
√
(1− t2j )(1− t2k)
)2βjβk
2
αjαk
2 |tj − tk|
αjαk
2 +2βjβk
)
+
iπ
2
(αkβj − αjβk)
]
+
m∑
j=1
(
α2j
4
log
(
2
√
1− t2j
)− β2j log (8(1− t2j)3/2)
)
+A
m∑
j=1
iβj arcsin tj
+
m∑
j=1
log
G(1 +
αj
2 + βj)G(1 +
αj
2 − βj)
G(1 + αj)
(1.13)
+
A
2π
∫ 1
−1
W (x)√
1− x2 dx−
m∑
j=1
αj
2
W (tj) +
m∑
j=1
iβj
π
√
1− t2j−
∫ 1
−1
W (x)√
1− x2(tj − x)
dx
+
1
4π2
∫ 1
−1
W (x)√
1− x2
(
−
∫ 1
−1
W ′(y)
√
1− y2
x− y dy
)
dx,
where G is Barnes’ G-function, ζ is Riemann’s zeta-function, where we use the notations −
∫
for the
Cauchy principal value integral, and
A =
m∑
j=1
αj . (1.14)
Furthermore, the error term in (1.23) is uniform for all αk in compact subsets of
{z ∈ C : ℜz > −1}, for all βk in compact subsets of {z ∈ C : ℜz ∈
(−1
4 ,
1
4
)}, and uniform in
t1, . . . , tm, as long as there exists δ > 0 independent of n such that
min
j 6=k
{|tj − tk|, |tj − 1|, |tj + 1|} ≥ δ. (1.15)
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Theorem 1.2 (for Laguerre-type weight)
Let m ∈ N, and let tj, αj and βj be such that
−1 = t0 < t1 < . . . < tm < 1, and ℜαj > −1, ℜβj ∈ (− 14 , 14 ) for j = 0, . . . ,m,
with β0 = 0. Let V be a one-cut regular potential whose equilibrium measure is supported on [−1, 1]
with density ψ(x)
√
1−x
1+x , and let W : R
+ → R be analytic in a neighbourhood of [−1, 1], locally
Ho¨lder-continuous on R+ and such that W (x) = O(V (x)), as x→ +∞. As n→∞, we have
Ln(~α, ~β, V,W ) = exp
(
C1n
2 + C2n+ C3 logn+ C4 +O
( logn
n1−4βmax
))
, (1.16)
with βmax = max{|ℜβ1|, . . . , |ℜβm|} and
C1 = − log 2− 3
2
− 1
2
∫ 1
−1
(V (x)− 2(x+ 1))
(
1
π
+ ψ(x)
)√
1− x
1 + x
dx, (1.17)
C2 = log(2π)−A log 2− A
2π
∫ 1
−1
V (x) − 2(x+ 1)√
1− x2 dx+
∫ 1
−1
W (x)ψ(x)
√
1− x
1 + x
dx (1.18)
+
m∑
j=0
αj
2
(V (tj)− 2) +
m∑
j=1
πiβj
(
1− 2
∫ 1
tj
ψ(x)
√
1− x
1 + x
dx
)
,
C3 = −1
6
+
α20
2
+
m∑
j=1
(
α2j
4
− β2j
)
, (1.19)
C4 = 2ζ
′(−1)− 1− 4α
2
0
8
log (πψ(−1))− 1
24
log (πψ(1)) +
m∑
j=1
(
α2j
4
− β2j
)
log (πψ(tj))
+
α0
2
log(2π) +
∑
0≤j<k≤m
[
log
((
1− tjtk −
√
(1 − t2j)(1− t2k)
)2βjβk
2
αjαk
2 |tj − tk|
αjαk
2 +2βjβk
)
+
iπ
2
(αkβj − αjβk)
]
+
m∑
j=1
(
α2j
4
log
√
1− tj
1 + tj
− β2j log
(
4(1− tj)3/2(1 + tj)1/2
))
+A
m∑
j=1
iβj arcsin tj
− logG(1 + α0) +
m∑
j=1
log
G(1 +
αj
2 + βj)G(1 +
αj
2 − βj)
G(1 + αj)
(1.20)
+
A
2π
∫ 1
−1
W (x)√
1− x2 dx−
m∑
j=0
αj
2
W (tj) +
m∑
j=1
iβj
π
√
1− t2j−
∫ 1
−1
W (x)√
1− x2(tj − x)
dx
+
1
4π2
∫ 1
−1
W (x)√
1− x2
(
−
∫ 1
−1
W ′(y)
√
1− y2
x− y dy
)
dx,
where G is Barnes’ G-function, ζ is Riemann’s zeta-function, where we use the notations −
∫
for the
Cauchy principal value integral, and
A =
m∑
j=0
αj . (1.21)
Furthermore, the error term in (1.23) is uniform for all αk in compact subsets of
{z ∈ C : ℜz > −1}, for all βk in compact subsets of {z ∈ C : ℜz ∈
(−1
4 ,
1
4
)}, and uniform in
t1, . . . , tm, as long as there exists δ > 0 independent of n such that
min
j 6=k
{|tj − tk|, |tj − 1|, |tj + 1|} ≥ δ. (1.22)
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Theorem 1.3 (for Jacobi-type weight)
Let m ∈ N, and let tj, αj and βj be such that
−1 = t0 < t1 < . . . < tm < tm+1 = 1, and ℜαj > −1, ℜβj ∈ (− 14 , 14 ) for j = 0, . . . ,m+ 1,
with β0 = 0 = βm+1. Let V be a one-cut regular potential whose equilibrium measure is supported on
[−1, 1] with density ψ(x)√
1−x2 , and let W : [−1, 1]→ R be analytic in a neighbourhood of [−1, 1].
As n→∞, we have
Jn(~α, ~β, V,W ) = exp
(
C1n
2 + C2n+ C3 logn+ C4 +O
( logn
n1−4βmax
))
, (1.23)
with βmax = max{|ℜβ1|, . . . , |ℜβm|} and
C1 = − log 2− 1
2
∫ 1
−1
V (x)
(
1
π
+ ψ(x)
)
dx√
1− x2 , (1.24)
C2 = log(2π)−A log 2− A
2π
∫ 1
−1
V (x)√
1− x2 dx+
∫ 1
−1
W (x)
ψ(x)√
1− x2 dx (1.25)
+
m+1∑
j=0
αj
2
V (tj) +
m∑
j=1
πiβj
(
1− 2
∫ 1
tj
ψ(x)√
1− x2 dx
)
,
C3 = −1
4
+
α20 + α
2
m+1
2
+
m∑
j=1
(
α2j
4
− β2j
)
, (1.26)
C4 = 3ζ
′(−1) + log 2
12
− 1−4α
2
0
8
log (πψ(−1))− 1−4α
2
m+1
8
log (πψ(1)) +
m∑
j=1
(
α2j
4
− β2j
)
log (πψ(tj))
+
α0 + αm+1
2
log(2π) +
∑
0≤j<k≤m+1
[
log
((
1− tjtk −
√
(1 − t2j)(1− t2k)
)2βjβk
2
αjαk
2 |tj − tk|
αjαk
2 +2βjβk
)
+
iπ
2
(αkβj − αjβk)
]
+
m∑
j=1
(
α2j
4
log
1√
1− t2j
− β2j log
(
4
√
1− t2j
))
+A
m∑
j=1
iβj arcsin tj − α
2
0 + α
2
m+1
2
log 2
− logG(1 + α0)− logG(1 + αm+1) +
m∑
j=1
log
G(1 +
αj
2 + βj)G(1 +
αj
2 − βj)
G(1 + αj)
(1.27)
+
A
2π
∫ 1
−1
W (x)√
1− x2 dx−
m+1∑
j=0
αj
2
W (tj) +
m∑
j=1
iβj
π
√
1− t2j−
∫ 1
−1
W (x)√
1− x2(tj − x)
dx
+
1
4π2
∫ 1
−1
W (x)√
1− x2
(
−
∫ 1
−1
W ′(y)
√
1− y2
x− y dy
)
dx,
where G is Barnes’ G-function, ζ is Riemann’s zeta-function, where we use the notations −
∫
for the
Cauchy principal value integral, and
A =
m+1∑
j=0
αj . (1.28)
Furthermore, the error term in (1.23) is uniform for all αk in compact subsets of
{z ∈ C : ℜz > −1}, for all βk in compact subsets of {z ∈ C : ℜz ∈
(−1
4 ,
1
4
)}, and uniform in
t1, . . . , tm, as long as there exists δ > 0 independent of n such that
min
j 6=k
{|tj − tk|, |tj − 1|, |tj + 1|} ≥ δ. (1.29)
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Remark 1.4 The assumption ℜβk ∈ (− 14 , 14 ) comes from some technicalities in our analysis. Similar
difficulties were encountered in [24] for Gn(0, ~β, 2x
2, 0) with m = 1 (i.e. ~β = β1), and in [18] for
Jn(~α, ~β, 0,W ). In [18], the authors overcame these technicalities, and were able to extend their results
from ℜβk ∈ (− 14 , 14 ) to ℜβk ∈ (− 12 , 12 ) by using Vitali’s theorem. Their argument relies crucially on w
being independent of n (which is true only for Jacobi-type weights with V = 0) and can not be adapted
straightforwardly to the situation of Theorem 1.1, 1.2 and 1.3. However, the method presented in
this paper allows in principle, but with significant extra effort, to obtain asymptotics for the whole
region ℜβk ∈ (− 12 , 12 ). Finally, extending the result from ℜβk ∈ (− 12 , 12 ) to ℜβk ∈ (− 12 , 12 ] would rely
on so-called FH representations of the weight, see [17] for more details.
Remark 1.5 Starting with a function f defined on the unit circle, the associated Toeplitz determi-
nant is given by
det
(
1
2π
∫ π
−π
f(eiθ)e−i(j−k)θdθ
)
j,k=0,...,n−1
. (1.30)
Asymptotics of large Toeplitz determinants is another topic of high interest, which presents appli-
cations similar to those of Hankel determinants, but for point processes defined on the unit circle
instead of the real line. In [17], the authors obtained first large n asymptotics for certain Toeplitz
determinants (with the zero potential), and deduced from them large n asymptotics for Jn(~α, ~β, 0,W ).
It is therefore natural to wonder if one can translate the results of Theorem 1.1, 1.2 and 1.3 into
asymptotics for Toeplitz determinants with a one-cut regular potential. We explain here why we
believe this is not obvious.
The main tool used in [17] is a relation of Szego¨ [34]. If
f(eiθ) = w(cos θ)| sin θ|, (1.31)
we can express orthogonal polynomials on the unit circle associated to f in terms of orthogonal
polynomials on the real line associated to w. Note that this transformation can only work in all
generality from Toeplitz to Hankel, and not the other way around. Indeed, the weight w can be
arbitrary, but the function f is of a very particular type (in particular it satisfies f(eiθ) = f(e−iθ)).
We also believe that asymptotics for Toeplitz determinants with a one-cut regular potential and FH
singularities would not imply Theorem 1.1, 1.2 and 1.3 (with the exception of V = 0 for Jacobi-type
weights as done in [17]). The main reason is that, as shown from the change of variables s = cos θ
in (1.4), the potential V̂ on the unit circle is related to the potential V on the interval [−1, 1] via
the relation V̂ (eiθ) = V (cos θ), which means that at least one potential is not analytic (except if V
is a constant as in [17]). Finally, we also point out that regarding e.g. Gaussian-type weights, again
the change of variables s = cos θ in (1.4) shows that the associated equilibrium measure µV̂ on the
unit circle vanishes as a square at θ = 0 and θ = π, which is not a “regular” weight. To avoid
this problem, one could by a simple change of variables shrink the support of µV into [−a, a] with
0 < a < 1, but then µV̂ would be supported on two disjoint intervals.
Applications
In this section, we provide several applications of Theorem 1.1, Theorem 1.2 and Theorem 1.3 in
random matrix theory. For each type of weight, there corresponds a particular type of matrix en-
semble. Assume that V is a Gaussian-type potential. The associated Gaussian-type matrix ensemble
consists of the space of n× n complex Hermitian matrices endowed with the probability measure
1
ẐGn
e−nTr(V (M))dM, dM =
n∏
i=1
dMii
∏
1≤i<j≤n
dℜMijdℑMij , (1.32)
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with ẐGn the normalizing constant. Laguerre-type matrix ensembles are usually defined on n × n
complex positive definite Hermitian matrices. Here we instead assume, for Laguerre-type matrix
ensembles, that all matrices have eigenvalues geater than −1 (this assumption eases the comparison
between the three cases). Such ensembles have a probability measure of the form
1
ẐLn
det(I +M)α0e−nTr(V (M))dM, α0 > −1, (1.33)
where V is of Laguerre-type, and ẐLn is the normalizing constant. Finally, a Jacobi-type matrix
ensemble consists of the space of n× n Hermitian matrices whose spectrum lies the interval [−1, 1],
with a probability measure of the form
1
ẐJn
det(I +M)α0 det(I −M)αm+1e−nTr(V (M))dM, α0, αm+1 > −1, (1.34)
with a Jacobi-type potential V and ẐJn is again the normalizing constant. These three types of matrix
ensembles are invariant under unitary conjugation and induce the following probability measures on
the eigenvalues x1, . . . , xn:
1
ZGn
∏
1≤j<k≤n
(xk − xj)2
n∏
j=1
e−nV (xj)dxj , x1, . . . , xn ∈ R, (1.35)
1
ZLn
∏
1≤j<k≤n
(xk − xj)2
n∏
j=1
(1 + xj)
α0e−nV (xj)dxj , x1, . . . , xn ∈ [−1,∞), (1.36)
1
ZJn
∏
1≤j<k≤n
(xk − xj)2
n∏
j=1
(1 + xj)
α0(1− xj)αm+1e−nV (xj)dxj , x1, . . . , xn ∈ [−1, 1], (1.37)
where the first, second and third line read for Gaussian, Laguerre, and Jacobi-type matrix ensembles,
respectively, and ZGn , Z
L
n and Z
J
n are the normalizing constants, also called the partition functions.
Partition function asymptotics in the one-cut regime. By Heine’s formula, the partition
functions can be rewritten as Hankel determinants of the form (1.1) with W = 0, ~β = ~0 and
α1 = ... = αm = 0 and can thus be deduced from theorems 1.1, 1.2 and 1.3. Large n asymptotics
for ZGn have been obtained in some particular cases of V in [4, 19] using RH methods. Then
large n asymptotics for ZGn , Z
L
n and Z
J
n were all obtained in [7] using loop equations, however
these asymptotics are valid only without singularities, i.e. only for α0 = 0 for Z
L
n and only for
α0 = αm+1 = 0 for Z
J
n . Finally, via RH methods, large n asymptotics for Z
G
n have been obtained
only recently in [1] for general potential V .
Corollary 1.6 As n→ +∞, we have
ZGn = exp
(
−
(
log 2 +
3
4
+
1
2
∫ 1
−1
(V (x) − 2x2)
( 2
π
+ ψ(x)
)√
1− x2dx
)
n2 (1.38)
+ log(2π)n− 1
12
logn+ ζ′(−1)− 1
24
log
(π
2
ψ(−1)
)
− 1
24
log
(π
2
ψ(1)
)
+O
( logn
n
))
,
ZLn = exp
(
−
(
log 2 +
3
2
+
1
2
∫ 1
−1
(V (x)− 2(x+ 1))
( 1
π
+ ψ(x)
)√1− x
1 + x
dx
)
n2 (1.39)
+
(
log(2π)− α0 log 2− α0
2π
∫ 1
−1
V (x)− 2(x+ 1)√
1− x2 dx+
α0
2
(V (−1)− 2)
)
n+
(α20
2
− 1
6
)
logn
+ 2ζ′(−1)− 1−4α
2
0
8
log
(
πψ(−1))− 1
24
log(πψ(1) +
α0
2
log(2π)− logG(1 + α0) +O
( logn
n
))
,
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ZJn = exp
(
−
(
log 2 +
1
2
∫ 1
−1
V (x)
( 1
π
+ ψ(x)
) dx√
1− x2
)
n2 (1.40)
+
(
log(2π)− (α0 + αm+1) log 2− α0 + αm+1
2π
∫ 1
−1
V (x)√
1− x2 dx+
α0
2
V (−1) + αm+1
2
V (1)
)
n
+
(
− 1
4
+
α20 + α
2
m+1
2
)
logn+ 3ζ′(−1) + log 2
12
− 1−4α
2
0
8
log (πψ(−1))− 1−4α
2
m+1
8
log (πψ(1))
+
α0 + αm+1
2
log(2π)− (α0 + αm+1)
2
2
log 2− log (G(1 + α0)G(1 + αm+1))+O( logn
n
))
.
Central limit theorems (CLTs). The function W allows to obtain information about the global
fluctuation properties of the spectrum around the equilibrium measure. In [25], Johansson obtained
a CLT for Gaussian-type ensembles (and is reproduced in (1.41) below for convenience). Until
now, there were no CLTs in the literature for Laguerre and Jacobi-type ensembles1. These CLTs
are obtained in Corollary 1.7 below, as a rather straightforward consequence of Theorem 1.2 and
Theorem 1.3.
Corollary 1.7 (a) Let x1, . . . , xn be distributed according to (1.35) and V and W be as in Theorem
1.1. As n→ +∞, we have
n∑
i=1
W (xi)− n
∫ 1
−1
W (x)ψ(x)
√
1− x2dx d−→ N (0, σ2), (1.41)
where
d−→ means convergence in distribution, and N (0, σ2) is a zero-mean normal random variable
with variance given by
σ2 =
1
2π2
∫ 1
−1
W (x)√
1− x2
(
−
∫ 1
−1
W ′(y)
√
1− y2
x− y dy
)
dx. (1.42)
(b) Let x1, . . . , xn be distributed according to (1.36) and V andW be as in Theorem 1.2. As n→ +∞,
we have
n∑
i=1
W (xi)− n
∫ 1
−1
W (x)ψ(x)
√
1− x
1 + x
dx
d−→ N (µL, σ2), (1.43)
where σ2 is given by (1.42) and the mean µL is given by
µL =
α0
2π
∫ 1
−1
W (x)√
1− x2 dx−
α0
2
W (−1). (1.44)
(c) Let x1, . . . , xn be distributed according to (1.37) and V andW be as in Theorem 1.3. As n→ +∞,
we have
n∑
i=1
W (xi)− n
∫ 1
−1
W (x)
ψ(x)√
1− x2 dx
d−→ N (µJ , σ2), (1.45)
where σ2 is given by (1.42) and the mean µJ is given by
µJ =
α0 + αm+1
2π
∫ 1
−1
W (x)√
1− x2 dx−
α0
2
W (−1)− αm+1
2
W (1). (1.46)
1A CLT for the potential V (x) = 2(x + 1) was obtained in the work [2], soon after that the first version of this
paper appeared.
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Proof. We only prove the result for Jacobi-type ensembles. The proofs for the other cases are
similar. From Heine’s formula, we have
EJ
[
et
∑n
j=1 W (xj)
]
=
Jn
(
(α0, 0, ..., 0, αm+1),~0, V, tW
)
Jn
(
(α0, 0, ..., 0, αm+1),~0, V, 0
) , t ∈ R, (1.47)
where EJ means that the expectation is taken with respect to (1.37). Let Xn be the random variable
defined by
Xn =
n∑
j=1
W (xj)− n
∫ 1
−1
W (x)
ψ(x)√
1− x2 dx. (1.48)
Theorem 1.3 then implies
EJ
[
etXn
]
= exp
(
tµJ +
t2
2
σ2 +O
( logn
n
))
, as n→ +∞. (1.49)
Thus, for each t ∈ R, (Xn) is a sequence of random variables whose moment generating functions con-
verge to etµJ+
t2
2 σ
2
as n→ +∞ (the convergence is pointwise in t ∈ R). Convergence in distribution
follows from well-known convergence theorems (see e.g. [3]). 
Correlations of the characteristic polynomials. Let pn(t) =
∏n
j=1(t−xj) be the characteristic
polynomial associated to a matrix from a Gaussian-type, Laguerre-type or Jacobi-type ensemble.
Supported by numerical evidence, numerous conjectures in the literature have been formulated about
links between pn(t) and the behavior of the Riemann ζ-functions along the critical line (see e.g.
[27]). For Gaussian-type ensembles, correlations with root-type singularities were studied in [28]
for V (x) = 2x2 and in [1] for general V . Large n asymptotics for more general correlations with
both root-type and jump-type singularities were obtained in [9]. However, the cases of Laguerre or
Jacobi-type ensembles were still open. In the same way as noticed in [9, equation (1.16)], we can
express these correlations in terms of Hankel determinants with FH singularities as follows2:
ED
[ m∏
k=1
|pn(tk)|αke2iβk arg pn(tk)
]
=
Dn(~α, ~β, V, 0)
ZDn
m∏
k=1
e−inπβk , D = G,L, J, (1.50)
where EG, EL and EJ are the expectations taken with respect to (1.35), (1.36) and (1.37), respectively,
and where
arg pn(t) =
n∑
j=1
arg(t− xj), with arg(t− xj) =
{
0, if xj < t,
−π, if xj > t. (1.51)
Therefore, as an immediate corollary of Theorem 1.2 and Theorem 1.3, we obtain large n asymptotics
for the correlations given in (1.50) for Laguerre and Jacobi-type ensembles.
2There is a n missing in [9, equations (1.16) and (1.22)]: e−ipiβk should instead be e−inpiβk and s
1/2
k should instead
be s
n/2
k . The correct expressions are given by (1.50) and (1.52) of the present work.
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Gap probabilities in piecewise constant thinned point processes. Given a point process, a
constant thinning consists of removing each point independently with a certain probability s ∈ [0, 1].
The remaining points, denoted by y1, . . . , yN , form a thinned point process, and can be interpreted
in certain applications as observed points [5, 6]. Probabilities of observing a large gap in the thinned
sine point process, as well as for thinned eigenvalues of Haar distributed unitary matrices, have
been studied in [8] and [11], respectively. A more general operation consists of applying a piecewise
constant thinning, and was first considered in [9] for Gaussian-type ensembles. Large gap asymptotics
for the piecewise constant thinned Airy and Bessel point processes were obtained recently in [12]
and [10], respectively. From Theorem 1.2 and Theorem 1.3, we can deduce large gap asymptotics
for (piecewise constant) thinned Laguerre and Jacobi-type ensembles. Following [9], we consider
K ⊆ {1, ...,m+1}. For each k ∈ K, we remove each point on (tk−1, tk) with a probability sk ∈ (0, 1].
In the same way as shown in [9, equations (1.20)–(1.22)], we can express gap probabilities in the
piecewise thinned spectrum of Gaussian, Laguerre and Jacobi-type ensembles as follows:
PD
(
♯{yj ∈
⋃
k∈K
(tk−1, tk)} = 0
)
=
Dn(~α, ~β, V, 0)
ZDn
∏
k∈K
s
n/2
k , D = G,L, J, (1.52)
with α1 = ... = αm = 0 and ~β = (β1, ..., βm) given by
2iπβj = log
(
s˜j
s˜j+1
)
, s˜j =
{
sj , if j ∈ K,
1, if j /∈ K, (1.53)
and where again PG, PL and PJ are probabilities taken with respect to (1.35), (1.36) and (1.37),
respectively.
Rigidity and Gaussian multiplicative chaos. Let us consider a sequence of matricesMn taken
from either Gaussian, Laguerre, or Jacobi-type ensembles. As n → +∞, the logarithm of the
characteristic polynomial of Mn behaves like a log-correlated field. A fundamental tool in describing
some properties of the limiting field is a class of random measures, known as Gaussian multiplicative
chaos measures. Roughly speaking, these measures are exponential of the field, however a precise
definition is rather subtle. This subject was introduced by Kahane in [26], and we refer to [32]
for a recent review. For Gaussian-type ensembles, it is known (from [1]) that a sufficiently small
power of the absolute value of the characteristic polynomial converges weakly in distribution to a
Gaussian multiplicative chaos measure. Large n asymptotics for Hankel determinants with root-type
singularities provide crucial estimates in the proof. Theorem 1.2 and Theorem 1.3 provide similar
estimates for Laguerre and Jacobi-type ensembles, which could probably be used to prove analogous
results for the Laguerre and Jacobi cases. Another related topic is the study of rigidity, which
attempts to answer the question: “How much can the eigenvalues of a random matrix fluctuate?”.
For Gaussian-type ensembles, this question has been answered in [13]. This time, it is large n
asymptotics for Hankel determinants with jump-type singularities that are crucial in the analysis. In
particular, the proof of [13] relies heavily on Theorem 1.1 (with ~α = ~0). Theorem 1.2 and Theorem
1.3 provide similar estimates for Laguerre and Jacobi-type ensembles, which we believe are relevant
to prove similar rigidity results for these ensembles.
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Outline
The general strategy of our proof is close to the one done in [9], and can be schematized as
Ln(~0,~0, 2(x+ 1), 0) 7→ Ln(~α, ~β, 2(x+ 1), 0) 7→ Ln(~α, ~β, V, 0) 7→ Ln(~α, ~β, V,W ),
Jn(~α, ~β, 0, 0) 7→ Jn(~α, ~β, V, 0) 7→ Jn(~α, ~β, V,W ). (1.54)
In Section 2, we recall a well-known correspondence between Hankel determinants and orthogonal
polynomials (OPs), and the characterization of these OPs in terms of a Riemann-Hilbert (RH)
problem found by Fokas, Its and Kitaev [21], and whose solution is denoted by Y . In Section 3, we
derive suitable differential identities, which express the quantities
∂ν logLn(~α, ~β, 2(x+ 1), 0), ∂s logLn(~α, ~β, Vs, 0), ∂t logLn(~α, ~β, V,Wt),
∂s log Jn(~α, ~β, Vs, 0), ∂t log Jn(~α, ~β, V,Wt),
(1.55)
in terms of Y , where ν ∈ {α0, . . . , αm, β1, . . . , βm}, and s ∈ [0, 1] and t ∈ [0, 1] are smooth deformation
parameters (more details on these deformations are given in Section 7 and Section 8). In Section 4, we
perform a Deift/Zhou steepest descent analysis of the RH problem to obtain large n asymptotics for
Y . We deduce from them asymptotics for the log derivatives given in (1.55), and we also proceed with
their successive integrations (represented schematically by an arrow in (1.54)). These computations
are rather long, and we organise them in several sections: Section 6 is devoted to integration in ~α
and ~β, Section 7 to integration in s and Section 8 to integration in t. Each integration only gives
us asymptotics for a ratio of Hankel determinants. Therefore, it is important to chose carefully the
starting point of integration in the set of parameters (~α, ~β, V,W ). For Laguerre-type weights, we
chose this point to be (~0,~0, 2(x+1), 0) and for Jacobi-type weights, we use the result of [17] and chose
(~α, ~β, 0, 0). We recall large n asymptotics for Ln(~0,~0, 2(x+ 1), 0) and for Jn(~α, ~β, 0, 0) in Section 5.
Notations. We will use repetitively through the paper the convention t0 = −1, tm+1 = 1, β0 = 0
and βm+1 = 0. Furthermore, for Laguerre-type weights, we define αm+1 = 0 and for Gaussian-type
weights, we define α0 = 0 and αm+1 = 0. This allows us for example to rewrite ω given in (1.6) as
ω(x) =
m+1∏
j=0
ωαj (x)ωβj (x). (1.56)
2 A Riemann-Hilbert problem for orthogonal polynomials
We consider the family of OPs associated to the weight w given in (1.2). The degree k polynomial
pk is characterized by the relations∫
I
pk(x)x
jw(x)dx = κ−1k δjk, j = 0, 1, 2, . . . , k, (2.1)
where κk 6= 0 is the leading order coefficient of pk. If βj ∈ iR and ℜαj > −1, j = 0, . . . ,m + 1,
then w(x) > 0 for almost all x ∈ I. In this case, we can rewrite (2.1) as an inner product and it is
a simple consequence of Gram-Schmidt that the OPs exist. However, for general values of αj and
βj , the weight w is complex-valued and existence is no more guaranteed. This fact introduces some
technicalities in the analysis that are briefly discussed in Section 6, Section 7 and Section 8.
We associate to these OPs a RH problem for a 2×2 matrix-valued function Y , due to [21]. As
mentioned in the outline, it will play a crucial role in our proof.
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RH problem for Y
(a) Y : C \ I → C2×2 is analytic.
(b) The limits of Y (z) as z tends to x ∈ I \ {−1, t1, . . . , tm, 1} from the upper and lower half
plane exist, and are denoted Y±(x) respectively. Furthermore, the functions x 7→ Y±(x) are
continuous on I \ {−1, t1, . . . , tm, 1} and are related by
Y+(x) = Y−(x)
(
1 w(x)
0 1
)
, x ∈ I \ {−1, t1, . . . , tm, 1}. (2.2)
(c) As z →∞,
Y (z) =
(
I +O(z−1))znσ3 , where σ3 = (1 00 −1
)
. (2.3)
(d) As z → tj , for j = 0, 1, . . . ,m+ 1 (with t0 := −1 and tm+1 := 1), we have
Y (z) =

(
O(1) O(1) +O((z − tj)αj )
O(1) O(1) +O((z − tj)αj )
)
, if ℜαj 6= 0,(
O(1) O(log(z − tj))
O(1) O(log(z − tj))
)
, if ℜαj = 0.
(2.4)
The solution of the RH problem for Y is always unique, exists if and only if pn and pn−1 exist, and
is explicitly given by
Y (z) =
 κ
−1
n pn(z)
κ−1n
2πi
∫
I
pn(x)w(x)
x− z dx
−2πiκn−1pn−1(z) −κn−1
∫
I
pn−1(x)w(x)
x− z dx
 . (2.5)
The fact that Y given by (2.5) satisfies the condition (b) of the RH problem for Y follows from the
Sokhotski formula and relies on the assumption that W is locally Ho¨lder continuous on I (see e.g.
[23]).
3 Differential identities
In this section, we express the logarithmic derivatives given in (1.55) in terms of Y .
3.1 Identity for ∂ν logLn(~α, ~β, 2(x+ 1), 0) with ν ∈ {α0, . . . , αm, β1, . . . , βm}
In this subsection, we specialize to the Laguerre-type weight w(x) = ω(x)e−2n(x+1).
Note that the second column of Y blows up as z → tk, k = 0, 1, . . . ,m as shown in (2.4). The
terms of order 1 in these asymptotics will contribute in our identity for ∂ν logLn(~α, ~β, 2(x + 1), 0).
To prepare ourselves for that matter, following [9, eq (3.6)], for each k ∈ {1, . . . ,m} we define a
regularized integral by
Regk(f) = lim
ε→0+
[
αk
∫
I\[tk−ǫ,tk+ǫ]
f(x)ω(x)
x− tk dx− f(tk)ωtk(tk)(e
πiβk − e−πiβk)εαk
]
, (3.1)
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where f is a smooth function on I = [−1,+∞), and
ωtk(x) =
∏
0≤j≤m
j 6=k
ωαj (x)ωβj (x). (3.2)
For k = 0, we define the regularized integral as above, with eπiβk replaced by 0 and e−πiβk replaced
by 1 (we also recall that t0 = −1), i.e. we have
Reg0(f) := lim
ε→0+
[
α0
∫
I\[t0,t0+ǫ]
f(x)ω(x)
x− t0 dx+ f(t0)ω−1(t0)ε
α0
]
. (3.3)
Proposition 3.1 The regularized integrals (3.1) and (3.3) satisfy
Regk(f) = limz→tk
αk
∫
I
f(x)ω(x)
x− z dx− Jk(z) (3.4)
where the limit is taken along a path in the upper-half plane which is non-tangential to the real line.
For k = 1, . . . ,m, Jk(z) is given by
Jk(z) =

παk
sin(παk)
f(tk)ωtk(tk)(e
πiβk − e−πiαke−πiβk)(z − tk)αk , if ℜαk ≤ 0, αk 6= 0,
f(tk)ωtk(tk)(e
πiβk − e−πiβk), if αk = 0,
0, if ℜαk > 0.
(3.5)
For k = 0, we have
J0(z) =

−πα0e
−πiα0
sin(πα0)
f(t0)ω−1(t0)(z − t0)α0 , if ℜα0 ≤ 0, α0 6= 0,
−f(t0)ω−1(t0), if α0 = 0,
0, if ℜα0 > 0.
(3.6)
Proof. The proof for k = 1, . . . ,m can be found in [9, Proposition 3.1] (which is itself based on
[28]). The proof for k = 0 can be proved similarly by a straightforward adaptation. It suffices to
replace eπiβk by 0 and e−πiβk by 1 in the proof of [9, Proposition 3.1]. 
Since the second column of Y (z) blows up as z → tj , j = 0, . . . ,m, we regularize Y at these points
using the definitions (3.1) and (3.3) as follows:
Y˜ (tj) :=
Y11(tj) Regj
( 1
2πi
Y11(x)e
−2n(x+1)
)
Y21(tj) Regj
( 1
2πi
Y21(x)e
−2n(x+1)
)
 . (3.7)
From Proposition 3.1, we have
Y˜k2(tj) = lim
z→tj
αjYk2(z)− cjYk1(tj)(z − tj)αj , k = 1, 2, (3.8)
where the limit is taken along a path in the upper half plane non-tangential to the real line. For
j = 1, . . . ,m, cj is given by
cj =
παj
sin(παj)
e−2n(tj+1)
2πi
ωtj (tj)(e
πiβj − e−πiαje−πiβj ), (3.9)
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and for j = 0 we have
c0 =
πα0
sin(πα0)
−e−πiα0
2πi
ω−1(−1). (3.10)
Note that det Y˜ (tj) is not equal to 1, but instead we have
det Y˜ (tj) = αj , j = 0, 1, . . . ,m. (3.11)
Proposition 3.2 Let p0, p1, . . . be the family of OPs with respect to the weight w(x) = ω(x)e
−2n(x+1),
whose leading coefficients are denoted by
pk(x) = κk(x
k + ηkx
k−1 + . . .). (3.12)
Let ν ∈ {α0, α1, β1, . . . , αm, βm} and let n, ~α and ~β be such that p0, p1, . . . , pn exist. We have the
following identity:
∂ν logLn(~α, ~β, 2(x+ 1), 0) = −(n+A)∂ν log(κnκn−1) + 2n∂νηn
+
m∑
j=0
(
Y˜22(tj)∂νY11(tj)− Y˜12(tj)∂νY21(tj) + Y11(tj)Y˜22(tj)∂ν log(κnκn−1)
)
, (3.13)
where A =∑mj=0 αj.
Remark 3.3 We do not need an analogous formula for ∂ν log Jn(~α, ~β, 0, 0) as large n asymptotics
of Jn(~α, ~β, 0, 0) are already known from [17], see the outline.
Proof. The proof is an adaptation of [9, Subsection 3.1] where the author obtained a differential
identity for ∂ν logGn(~α, ~β, 2x
2, 0) (this proof was itself a generalization of [28, 24]). Here, the proof
is even slightly easier, due to the fact that the potential is a polynomial of degree 1 (and not of
degree 2 as in [28, 24, 9]). Since we assume that p0, . . . , pn exist, we can use the following general
identity, which was obtained in [28]
∂ν logLn(~α, ~β, 2(x+ 1), 0) = −n∂ν log κn−1 + κn−1
κn
(I1 − I2), (3.14)
where
I1 =
∫
I
p′n−1(x)∂νpn(x)w(x)dx, and I2 =
∫
I
p′n(x)∂νpn−1(x)w(x)dx. (3.15)
Since ℜαj > −1 for all j = 0, 1, . . . ,m, we first note that
I1 = lim
ǫ→0+
∫
Iǫ
p′n−1(x)∂νpn(x)w(x)dx, (3.16)
where Iǫ is the union of m+ 1 intervals given by
Iǫ = [t0 + ǫ, t1 − ǫ] ∪ [t1 + ǫ, t2 − ǫ] ∪ . . . ∪ [tm−1 + ǫ, tm − ǫ] ∪ [tm + ǫ,∞).
Along each of these m + 1 intervals, we integrate by parts (for each fixed and sufficiently small ǫ),
using
w′(x) =
(
− 2n+
m∑
j=0
αj
x− tj
)
w(x), x ∈ (−1,∞) \ {t1, . . . , tm}. (3.17)
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Then, we simplify the expression by using the orthogonality relations (2.1). Finally, we substitute it
in the limit (3.16) using (3.1) and (3.3), and we find
I1 = −(n+A)∂νκn
κn−1
+ 2n
κn
κn−1
∂νηn −
m∑
j=0
∂νpn(tj)Regj
[
pn−1(x)e−2n(x+1)
]
. (3.18)
We proceed similarly to find the following expression for I2 (the calculations are easier as several
integrals can be identified as equal to 0 by using (2.1)):
I2 = −
m∑
j=0
∂νpn−1(tj)Regj
[
pn(x)e
−2n(x+1)
]
. (3.19)
By rewriting first I1 and I2 in terms of Y and Y˜ , then by substituting these expressions into (3.14),
and finally by using (3.11), we obtain the claim. 
3.2 A general differential identity
We recall here a differential identity that is valid for all three types of weights. In Section 7 and
Section 8, we will use Proposition 3.4 below with ν = s or ν = t to obtain identities for the quantities
in (1.55) (save the case of ∂νLn(~α, ~β, 2(x+ 1), 0) for which we will use Proposition 3.2).
Proposition 3.4 Let Dn be a Hankel determinant whose weight w depends smoothly on a parameter
ν. Let us assume that the associated orthonormal polynomials p0,. . . ,pn exist. Then we have
∂ν logDn =
1
2πi
∫
I
[Y −1(x)Y ′(x)]21∂νw(x)dx, (3.20)
where I is the support of w, and Y is given by (2.5).
Proof. It suffices to start from the well-known [34] identity
Dn =
n−1∏
j=0
κ−2j , (3.21)
take the log, differentiate with respect to ν, use the orthogonality relations and finally substitute Y
in the expression. 
4 Steepest descent analysis
In this section we will construct an asymptotic solution to the RH problem for Y through the
Deift/Zhou steepest descent method, for Laguerre-type and Jacobi-type weights. The analysis goes
via a series of transformations Y 7→ T 7→ S 7→ R. The Y 7→ T transformation of Subsection 4.2
normalizes the RH problem at∞ by means of a so-called g-function (whose properties are presented
in Subsection 4.1). We proceed with the opening of the lenses T 7→ S in Subsection 4.3. As a
preliminary to the last step S 7→ R, we first construct approximations (called “parametrices”) for S
in different regions of the complex plane: a global parametrix in Subsection 4.4, local parametrices
in the bulk around tk in Subsection 4.5, and local parametrices at the edges ±1 in Subsection 4.6
and Subsection 4.7. These parametrices are rather standard: our global parametrix is close to the
one done in [9] and local parametrices in the bulk are built out of confluent hypergeometric functions
(as in [22, 24, 17]), local parametrices at soft edges in terms of Airy functions (as in [15]) and at a
hard edge, in terms of Bessel functions (as in [29]). Finally, the last step S 7→ R is carried out in
Subsection 4.8.
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4.1 Equilibrium measure and g-function
It is convenient for us to introduce the notation ρ for the density of µV :
dµV (x) = ρ(x)dx =

ψ(x)
√
1− x√
1 + x
dx, for Laguerre-type weight,
ψ(x)
1√
1− x2 dx, for Jacobi-type weight,
(4.1)
where we recall that by assumption ψ : I → R is analytic and positive on [−1, 1]. Let UV be the
maximal open neighbourhood of I in which V is analytic, and UW be an open neighbourhood of
[−1, 1] in which W is analytic, sufficiently small such that UW ⊂ UV . The so-called g-function is
defined by
g(z) =
∫ 1
−1
log(z − s)ρ(s)ds, for z ∈ C \ (−∞, 1], (4.2)
where the principal branch is chosen for the logarithm. The g-function is analytic in C\ (−∞, 1] and
has the following properties
g+(x) + g−(x) = 2
∫ 1
−1
log |x− s|ρ(s)ds, x ∈ R, (4.3)
g+(x)− g−(x) = 2πi, x ∈ (−∞,−1), (4.4)
g+(x)− g−(x) = 2πi
∫ 1
x
ρ(s)ds, x ∈ [−1, 1]. (4.5)
The Euler-Lagrange conditions (1.4)-(1.5) can be rewritten in terms of the g-function as follows:
g+(x) + g−(x) = V (x) − ℓ, x ∈ [−1, 1], (4.6)
2g(x) < V (x) − ℓ, x ∈ I \ [−1, 1]. (4.7)
The above inequality is relevant only for Laguerre-type weight (since for Jacobi-type weight I \
[−1, 1] = ∅), and is strict since we assume that V is regular.
For z ∈ UV \ [−1, 1], we define
ρ˜(z) =

−iψ(z)
√
z − 1√
z + 1
, for Laguerre-type weight,
iψ(z)
1√
z2 − 1 , for Jacobi-type weight,
(4.8)
where the principal branches are chosen for
√
z − 1 and √z + 1. Note that for x ∈ (−1, 1) we have
ρ˜+(s) = −ρ˜−(s) = ρ(s). Let us also define
ξ(z) = −πi
∫ z
1
ρ˜(s)ds, z ∈ UV \ (−∞, 1), (4.9)
where the path of integration lies in UV \ (−∞, 1). Since ξ+(x) + ξ−(x) = 0 for x ∈ (−1, 1), by (4.5)
and (4.6), we have
2ξ±(x) = g±(x)− g∓(x) = 2g±(x)− V (x) + ℓ. (4.10)
By analytic continuation, we have
ξ(z) = g(z) +
ℓ
2
− V (z)
2
, z ∈ UV \ (−∞, 1). (4.11)
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Thus, the Euler-Lagrange inequality (4.7) can be simply rewritten as 2ξ(x) < 0 for x ∈ I \ [−1, 1].
Furthermore, since g(z) ∼ log(z) as z →∞, we have that (ξ+(x) + ξ−(x))/V (x)→ −1 as x→ +∞,
x ∈ I. Finally, by a standard and straightforward analysis of ξ, we conclude that there exists a
small enough neighbourhood of (−1, 1) such that, for z in this neighbourhood with ℑz 6= 0, we have
ℜξ(z) > 0.
We will also need later large z asymptotics of eng(z) for the Laguerre-type potential V (x) = 2(x+1).
In this case, we recall that ψ(x) = 1π , and after a straightforward calculation we obtain
eng(z) = zn
(
1 +
n
2z
+O(z−2)
)
, as z →∞. (4.12)
4.2 First transformation: Y 7→ T
We normalize the RH problem for Y at ∞ by the standard transformation
T (z) := e
nℓ
2 σ3Y (z)e−ng(z)σ3e−
nℓ
2 σ3 . (4.13)
T satisfies the following RH problem.
RH problem for T
(a) T : C \ I → C2×2 is analytic.
(b) The jumps for T follows from (4.4), (4.6) and (4.11). We obtain
T+(x) = T−(x)
(
e−2nξ+(x) eW (x)ω(x)
0 e2nξ+(x)
)
, if x ∈ (−1, 1) \ {t1, · · · , tm}, (4.14)
T+(x) = T−(x)
(
1 eW (x)ω(x)e2nξ(x)
0 1
)
, if x ∈ I \ [−1, 1]. (4.15)
(c) As z →∞, T (z) = I +O(z−1).
(d) As z → tj , for j = 0, 1, . . . ,m+ 1, we have
T (z) =

(
O(1) O(1) +O((z − tj)αj )
O(1) O(1) +O((z − tj)αj )
)
, if ℜαj 6= 0,(
O(1) O(log(z − tj))
O(1) O(log(z − tj))
)
, if ℜαj = 0.
(4.16)
4.3 Second transformation: T 7→ S
In this step, we will deform the contour of the RH problem. Therefore, we first consider the analytic
continuations of the functions ωαk and ωβk from R \ {tk} to C \ {z : ℜ(z) = tk}. They are given by
ωαk(z) =
{
(tk − z)αk , if ℜz < tk,
(z − tk)αk , if ℜz > tk,
ωβk(z) =
{
eiπβk , if ℜz < tk,
e−iπβk , if ℜz > tk.
(4.17)
For k = 0, . . . ,m+ 1, we also define
ωtk(z) =
∏
0≤j≤m
j 6=k
ωαj (z)ωβj(z). (4.18)
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−1 t1 tm 1
γ+
γ−
Ω+
Ω−
Figure 1: The jump contour for the RH problem for S with m = 2 and a Laguerre-type weight. For
Jacobi-type weights, the jump contour for S is of the same shape, except that there are no jumps on
(1,+∞).
Note that for x ∈ (−1, 1) \ {t1, . . . , tm} we have the following factorization for JT (x) :(
e−2nξ+(x) eW (x)ω(x)
0 e2nξ+(x)
)
=
(
1 0
e−W (x)ω(x)−1e−2nξ−(x) 1
)
×
(
0 eW (x)ω(x)
−e−W (x)ω(x)−1 0
)(
1 0
e−W (x)ω(x)−1e−2nξ+(x) 1
)
. (4.19)
Let γ+ and γ− be two curves (lying respectively in the upper and lower half plane) that join the
points −1, t1, . . . , tm, 1 as depicted in Figure 1. In order to be able to deform the contour of the RH
problem, we choose them so that they both lie in UW . In the constructions of the local parametrices,
they will be required to make angles of π4 with R at the points t1, . . . , tm, and angles of
π
3 with R
at the points ±1, and this is already shown in Figure 1. Also, we denote Ω± for the open regions
delimited by γ± and R, see Figure 1. The next transformation is given by
S(z) = T (z)

(
1 0
−e−W (z)ω(z)−1e−2nξ(z) 1
)
, if z ∈ Ω+,(
1 0
e−W (z)ω(z)−1e−2nξ(z) 1
)
, if z ∈ Ω−,
I, if z ∈ C \ (Ω+ ∪ Ω− ∪ (I \ S)).
(4.20)
S satisfies the following RH problem.
RH problem for S
(a) S : C \ (I ∪ γ+ ∪ γ−)→ C2×2 is analytic.
(b) The jumps for S follows from those of T and from (4.19). They are given by
S+(z) = S−(z)
(
0 eW (z)ω(z)
−e−W (z)ω(z)−1 0
)
, if z ∈ (−1, 1) \ {t1, . . . , tm}, (4.21)
S+(z) = S−(z)
(
1 eW (z)ω(z)e2nξ(z)
0 1
)
, if z ∈ I \ [−1, 1], (4.22)
S+(z) = S−(z)
(
1 0
e−W (z)ω(z)−1e−2nξ(z) 1
)
, if z ∈ γ+ ∪ γ−. (4.23)
(c) As z →∞, S(z) = I +O(z−1).
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(d) As z → tj , for j = 0, 1, . . . ,m+ 1, we have
S(z) =

(
O(1) O(1)
O(1) O(1)
)
if ℜαj > 0, z ∈ C \ (Ω+ ∪ Ω−),(
O((z − tj)−αj ) O(1)
O((z − tj)−αj ) O(1)
)
if ℜαj > 0, z ∈ Ω+ ∪Ω−,(
O(1) O((z − tj)αj )
O(1) O((z − tj)αj )
)
if ℜαj < 0, z /∈ ΓS ,(
O(1) O(log(z − tj))
O(1) O(log(z − tj))
)
if ℜαj = 0, z ∈ C \ (Ω+ ∪ Ω−),(
O(log(z − tj)) O(log(z − tj))
O(log(z − tj)) O(log(z − tj))
)
if ℜαj = 0, z ∈ Ω+ ∪Ω−.
(4.24)
Now, the rest of the steepest descent analysis consists of finding good approximations to S in different
regions of the complex plane. If z is away from neighbourhoods of −1, t1, ..., tm, 1, then the jumps for
S are uniformly exponentially close to the identity matrix, except those on (−1, 1) (see the discussion
at the end of Section 4.1). By ignoring the jumps that tend to the identity matrix, we are left with
an RH problem that does not depend on n, and whose solution will be a good approximation of S
away from −1, t1, ..., tm, 1. This approximation is called the global parametrix, denoted by P (∞),
and will be given in Section 4.4 below. Near the points −1, t1, ..., tm, 1 we need to construct local
approximations to S (also called local parametrices and denoted in the present paper by P (−1), P (t1),
. . ., P (1)). Let δ > 0, independent of n, be such that
δ ≤ min
0≤k 6=j≤m+1
|tj − tk|. (4.25)
The local parametrix P (tk) (for k ∈ {0, 1, . . . ,m,m+1}) solves an RH problem with the same jumps
as S, but on a domain which is a disk Dtk centered at tk of radius ≤ δ/3. Furthermore, we require the
following matching condition with P (∞) on the boundary ∂Dtk . As n→∞, uniformly for z ∈ ∂Dtk ,
we have
P (tk)(z) = (I + o(1))P (∞)(z). (4.26)
Again, these constructions are standard and well-known: near a FH singularity in the bulk, the local
parametrix is given in terms of hypergeometric functions, near a soft edge in terms of Airy functions,
and near a hard edge in terms of Bessel functions. The local parametrices are presented in Section
4.5, Section 4.6 and Section 4.7.
4.4 Global parametrix
By disregarding the jump conditions on the lenses γ+ ∪ γ− and on I \ [−1, 1], we are left with the
following RH problem for P (∞) (condition (d) below ensures uniqueness of the RH problem and can
not be seen from the RH problem for S).
RH problem for P (∞)
(a) P (∞) : C \ [−1, 1]→ C2×2 is analytic.
(b) The jumps for P (∞) are given by
P
(∞)
+ (z) = P
(∞)
− (z)
(
0 eW (z)ω(z)
−e−W (z)ω(z)−1 0
)
, if z ∈ (−1, 1) \ {t1, . . . , tm}.
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(c) As z →∞, P (∞)(z) = I + P (∞)1 z−1 +O(z−2).
(d) As z → tj , for j = 1, . . . ,m, we require
P (∞)(z) =
(O(1) O(1)
O(1) O(1)
)
(z − tj)−(
αj
2 +βj)σ3 . (4.27)
As z → tj with j ∈ {0,m+ 1} (we recall that t0 = −1 and tm+1 = 1, and that αm+1 = 0 for
Laguerre-type weight), we have
P (∞)(z) =
(O((z − tj)− 14 ) O((z − tj)− 14 )
O((z − tj)− 14 ) O((z − tj)− 14 )
)
(z − tj)−
αj
2 σ3 . (4.28)
Remark 4.1 Note that this RH problem is the same regardless of the weight, the only exception
being that αm+1 = 0 for Laguerre-type weight (and not necessarily for Jacobi-type weight).
This RH problem was solved first in [15] with W ≡ 0 and ω ≡ 0. In [29], the authors explain how to
construct the solution to the above RH problem for general W and ω by using Szego¨ functions. Our
RH problem for P (∞) is close to the one obtained in [9] for Gaussian-type weights. The solution is
given by
P (∞)(z) = Dσ3∞
(
1
2 (a(z) + a(z)
−1) 12i (a(z)− a(z)−1)− 12i (a(z)− a(z)−1) 12 (a(z) + a(z)−1)
)
D(z)−σ3 , (4.29)
where a(z) = 4
√
z−1
z+1 is analytic on C \ [−1, 1] and a(z) ∼ 1 as z →∞. The Szego¨ function D is given
by D(z) = Dα(z)Dβ(z)DW (z), where
DW (z) = exp
(√
z2 − 1
2π
∫ 1
−1
W (x)√
1− x2
dx
z − x
)
, (4.30)
Dα(z) =
m+1∏
j=0
exp
(√
z2 − 1
2π
∫ 1
−1
logωαj (x)√
1− x2
dx
z − x
)
=
(
z +
√
z2 − 1
)−A2 m+1∏
j=0
(z − tj)
αj
2 , (4.31)
Dβ(z) =
m∏
j=1
exp
(√
z2 − 1
2π
∫ 1
−1
logωβj (x)√
1− x2
dx
z − x
)
= e
iπB
2
m∏
j=1
ztj − 1− i
√
(z2 − 1)(1− t2j)
z − tj
βj ,
(4.32)
where A =∑m+1j=0 αj and B =∑mj=1 βj . The simplified forms of (4.31) and (4.32) were found in [29]
and [24], respectively. Also, D∞ = limz→∞D(z) appearing in (4.29) is given by
D∞ = 2−
A
2 exp
(
i
m∑
j=1
βj arcsin tj
)
exp
(
1
2π
∫ 1
−1
W (x)√
1− x2 dx
)
. (4.33)
The following asymptotic expressions were obtained in [9, Section 4.4] with α0 = αm+1 = 0. It is
straightforward to adapt them for general α0 and αm+1. As z → tk, with k ∈ {1, . . . ,m} and ℑz > 0,
we have
Dα(z) = e
−iA2 arccos tk
( ∏
0≤j 6=k≤m+1
|tk − tj |
αj
2
m∏
j=k+1
e
iπαj
2
)
(z − tk)
αk
2 (1 +O(z − tk)), (4.34)
Dβ(z) = e
− iπ2 (Bk+βk)
( ∏
1≤j 6=k≤m
T
βj
kj
)
(1− t2k)−βk2−βk(z − tk)βk(1 +O(z − tk)), (4.35)
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where
Bk =
k−1∑
j=1
βj −
m∑
j=k+1
βj , Tkj =
1− tktj −
√
(1− t2k)(1 − t2j)
|tk − tj | . (4.36)
Let us also define the following quantities:
B˜1 = 2i
m∑
j=1
√
1 + tj
1− tj βj , B˜−1 = 2i
m∑
j=1
√
1− tj
1 + tj
βj . (4.37)
As z → 1, we have
D2α(z)
m+1∏
j=0
(z − tj)−αj = 1−
√
2A√z − 1 +A2(z − 1) +O((z − 1)3/2), (4.38)
D2β(z)e
iπB = 1 +
√
2B˜1
√
z − 1 + B˜21(z − 1) +O((z − 1)3/2). (4.39)
As z → −1, ℑz > 0, we have
D2α(z)
m+1∏
j=0
(tj − z)−αj = 1 + i
√
2A√z + 1−A2(z + 1) +O((z + 1)3/2), (4.40)
D2β(z)e
−iπB = 1 + i
√
2B˜−1
√
z + 1− B˜2−1(z + 1) +O((z + 1)3/2). (4.41)
As z →∞, with W ≡ 0, we have
P
(∞)
1 =

m+1∑
j=0
(
αjtj
2
+ i
√
1− t2jβj
)
i
2
D2∞
− i
2
D−2∞ −
m+1∑
j=0
(
αjtj
2
+ i
√
1− t2jβj
)
 , (4.42)
where we recall that β0 = βm+1 = 0.
4.5 Local parametrix near tk, 1 ≤ k ≤ m
It is well-known [22, 24, 17] that P (tk) can be written in terms of hypergeometric functions. In [9],
the local parametrix was obtained for Gaussian-type weights, and it is straightforward to adapt the
construction for Laguerre-type and Jacobi-type weights, the only difference being in the definition
of ξ. Let us define the function ftk by
ftk(z) = −2
{
ξ(z)− ξ+(tk), ℑz > 0,
−(ξ(z)− ξ−(tk)), ℑz < 0,
= 2πi
∫ z
tk
ρ(s)ds, (4.43)
where in the above expression ρ is the analytic continuation on UV \ ((−∞,−1) ∪ (1,+∞)) of the
density of the equilibrium measure (ρ was previously only defined on [−1, 1]). This is a conformal
map from Dtk to a neighbourhood of 0, and its expansion as z → tk is given by
ftk(z) = 2πiρ(tk)(z − tk)(1 +O(z − tk)), as z → tk. (4.44)
The lenses in a neighbourhood of tk are chosen such that ftk(γ+∩Dtk) ⊂ Γ4∪Γ2 and ftk(γ−∩Dtk) ⊂
Γ6 ∪ Γ8, see Figure 2. Let us define QR+,k = f−1tk (II) ∩ Dtk , that is, it is the subset of Dtk that lies
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Figure 2: The neighborhood Dtk and its image under the mapping ftk .
outside the lenses in the upper half plane and which is mapped by ftk into a subset of II. All we need
is to find the expression of P (tk) in the region QR+,k. This was done in [9, equation (4.48) and below
(5.2)] for Gaussian-type weights. It is straightforward to adapt the construction in our situations,
and we omit the details. For z ∈ QR+,k, P (tk)(z) is given by
P (tk)(z) = Etk(z)× Γ(1+αk2 −βk)Γ(1+αk) G(αk2 + βk, αk;nftk(z))e− iπαk2 −Γ(1+αk2 −βk)Γ(αk2 +βk) H(1 + αk2 − βk, αk;nftk(z)e−πi)
Γ(1+
αk
2 +βk)
Γ(1+αk)
G(1 + αk2 + βk, αk;nftk(z))e
− iπαk2 H(αk2 − βk, αk;nftk(z)e−πi)

× (z − tk)−
αk
2 σ3e
πiαk
4 σ3e−nξ(z)σ3e−
W (z)
2 σ3ωtk(z)
− σ32 , (4.45)
where G and H are given in terms of the Whittaker functions (see [31, Chapter 13]):
G(a, α; z) =
Mκ,µ(z)√
z
, H(a, α; z) =
Wκ,µ(z)√
z
, µ =
α
2
, κ =
1
2
+
α
2
− a. (4.46)
The function Etk is analytic in Dtk (see [9, (4.49)-(4.51)]) and its value at tk is given by
Etk(tk) =
Dσ3∞
2 4
√
1− t2k
(
e−
πi
4
√
1 + tk + e
πi
4
√
1− tk i
(
e−
πi
4
√
1 + tk − e πi4
√
1− tk
)
−i
(
e−
πi
4
√
1 + tk − e πi4
√
1− tk
)
e−
πi
4
√
1 + tk + e
πi
4
√
1− tk
)
Λσ3k , (4.47)
where
Λk = e
W (tk)
2 DW,+(tk)
−1ei
λk
2 (4πρ(tk)n(1 − t2k))βk
∏
1≤j 6=k≤m
T
−βj
kj , (4.48)
and
λk = A arccos tk − π
2
αk −
m+1∑
j=k+1
παj + 2πn
∫ 1
tk
ρ(s)ds. (4.49)
Also, we need a more detailed knowledge of the asymptotics (4.26). By [9, equation (4.52)], we have
P (tk)(z)P (∞)(z)−1 = I +
vk
nftk(z)
Etk(z)
( −1 τ(αk, βk)
−τ(αk,−βk) 1
)
Etk(z)
−1 +O(n−2+2|ℜβk|),
(4.50)
uniformly for z ∈ ∂Dtk as n→∞, where vk = β2k − α
2
k
4 and τ(αk, βk) =
−Γ(αk2 −βk)
Γ(
αk
2 +βk+1)
.
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4.6 Local parametrix near 1
The local parametrix near 1 cannot be treated for both Laguerre-type and Jacobi-type weights
simultaneously, since 1 is a soft edge for Laguerre-type weights, and a hard edge for Jacobi-type
weights. At a soft edge, the construction relies on the Airy model RH problem (whose solution is
denoted ΦAi), and at a hard edge on the Bessel model RH problem (whose solution is denoted ΦBe).
For the reader’s convenience, we recall these model RH problems in the appendix.
Laguerre-type weights
Let us define f1(z) = (− 32ξ(z))2/3. This is a conformal map in D1 whose expansion as z → 1 is given
by
f1(z) =
(
πψ(1)√
2
)2/3
(z − 1)
(
1− 1
10
(
1− 4ψ
′(1)
ψ(1)
)
(z − 1) +O((z − 1)2)
)
. (4.51)
The lenses γ+ and γ− in a neighborhood of 1 are chosen such that f1(γ+ ∩ D1) ⊂ e 2πi3 R+ and
f1(γ− ∩ D1) ⊂ e− 2πi3 R+. The local parametrix is given by
P (1)(z) = E1(z)ΦAi(n
2/3f1(z))ω(z)
−σ32 e−nξ(z)σ3e−
W (z)
2 σ3 , (4.52)
where E1 is analytic in D1 and given by
E1(z) = P
(∞)(z)e
W (z)
2 σ3ω(z)
σ3
2 N−1f1(z)
σ3
4 n
σ3
6 , N =
1√
2
(
1 i
i 1
)
, (4.53)
and ΦAi(z) is the solution to the Airy model RH problem presented in the appendix (see Subsection
9.1). Using (9.2), we obtain a more detailed description of the matching condition (4.26):
P (1)(z)P (∞)(z)−1 = I +
P (∞)(z)e
W (z)
2 σ3ω(z)
σ3
2
8nf1(z)3/2
(
1
6 i
i − 16
)
ω(z)−
σ3
2 e−
W (z)
2 σ3P (∞)(z)−1 +O(n−2)
(4.54)
uniformly for z ∈ ∂D1 as n→∞.
Jacobi-type weights
In this case we define f1(z) = ξ(z)
2/4. This is a conformal map in D1 whose expansion as z → 1 is
given by
f1(z) =
(
π√
2
ψ(1)
)2
(z − 1)
(
1 +
(2
3
ψ′(1)
ψ(1)
− 1
6
)
(z − 1) +O((z − 1)2)
)
. (4.55)
The lenses γ+ and γ− in a neighborhood of 1 are again chosen such that f1(γ+ ∩D1) ⊂ e 2πi3 R+ and
f1(γ− ∩ D1) ⊂ e− 2πi3 R+. The local parametrix is given by
P (1)(z) = E1(z)ΦBe(n
2f1(z);αm+1)ω1(z)
−σ32 (z − 1)−
αm+1
2 σ3e−nξ(z)σ3e−
W (z)
2 σ3 , (4.56)
where the principal branch is taken for (z − 1)αm+12 , ΦBe(z) is the solution to the Bessel model RH
problem presented in Subsection 9.2, and E1 is analytic in D1 and given by
E1(z) = P
(∞)(z)e
W (z)
2 σ3(z − 1)
αm+1
2 σ3ω1(z)
σ3
2 N−1(2πnf(z)1/2)
σ3
2 . (4.57)
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In this case, using (9.7), the matching condition (4.26) can be written as
P (1)(z)P (∞)(z)−1 = I +
P (∞)(z)e
W (z)
2 σ3ω1(z)
σ3
2 (z − 1)αm+12 σ3
16nf1(z)1/2
×
(−(1 + 4α2m+1) −2i
−2i 1 + 4α2m+1
)
(z − 1)−
αm+1
2 σ3ω1(z)
−σ32 e−
W (z)
2 σ3P (∞)(z)−1 +O(n−2), (4.58)
uniformly for z ∈ ∂D1 as n→∞.
4.7 Local parametrix near −1
Since Laguerre-type and Jacobi-type weights both have a hard edge at −1, the construction of
this local parametrix can be treated simultaneously for both cases, the only difference being in the
conformal map. This map is defined by f−1(z) = −(ξ(z) − πi)2/4, and its expansion as z → −1 is
given by
f−1(z) =


(√
2piψ(−1))2(z + 1)
(
1 +
(2
3
ψ′(−1)
ψ(−1) −
1
6
)
(z + 1) +O((z + 1)2)
)
, for Laguerre-type weights,
(
pi√
2
ψ(−1)
)
2
(z + 1)
(
1 +
(2
3
ψ′(−1)
ψ(−1) +
1
6
)
(z + 1) +O((z + 1)2)
)
, for Jacobi-type weights.
(4.59)
The local parametrix is given by
P (−1)(z) = E−1(z)σ3ΦBe(−n2f−1(z);α0)σ3ω−1(z)−
σ3
2 (−z − 1)−α02 σ3e−nξ(z)σ3e−W (z)2 σ3 , (4.60)
where the principal branch is chosen for (−z − 1)−α02 σ3 , and E−1 is analytic in D−1 and given by
E−1(z) = (−1)nP (∞)(z)e
W (z)
2 σ3ω−1(z)
σ3
2 (−z − 1)α02 σ3N(2πn(−f−1(z))1/2)
σ3
2 . (4.61)
For Laguerre-type weights with W ≡ 0, by taking the limit z → −1 in (4.61) (from e.g. the upper
half plane) and using the asymptotics (4.40)–(4.41) we have
E−1(−1) = (−1)nDσ3∞
(
N +
(
0 i√
2
(A+ B˜−1)
0 −1√
2
(A+ B˜−1)
))
(4π2ψ(−1)n)σ32 . (4.62)
Furthermore, as n→∞, we have
P (−1)(z)P (∞)(z)−1 = I +
P (∞)(z)e
W (z)
2 σ3ω−1(z)
σ3
2 (−z − 1)α02 σ3
16n(−f−1(z))1/2
×
(−(1 + 4α20) 2i
2i 1 + 4α20
)
(−z − 1)−α02 σ3ω−1(z)−
σ3
2 e−
W (z)
2 σ3P (∞)(z)−1 +O(n−2), (4.63)
uniformly for z ∈ ∂D−1.
4.8 Small norm RH problem
We are now in a position to do the last transformation. We recall that the disks are nonoverlapping.
Using the parametrices, we define the matrix valued function R as
R(z) =
{
S(z)P (∞)(z)−1, if z ∈ C \ ∪m+1j=0 Dtj ,
S(z)P (tj)(z)−1, if z ∈ Dtj , j = 0, . . . ,m+ 1.
(4.64)
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We recall that the local parametrices have the same jumps as S inside the disks and also that the
global parametrix has the same jumps as S on (−1, 1), hence R has jumps only on the contour ΣR
depicted in Figure 3, where the orientation of the jump contour on ∂Dtj is chosen to be clockwise.
Since P (tj) and S have the same asymptotic behavior near tj , j = 0, . . . ,m + 1, R is bounded at
these points. Therefore, it satisfies the following RH problem.
RH problem for R
(a) R : C \ ΣR → C2×2 is analytic.
(b) R satisfies R+(z) = R−(z)JR(z) for z on ΣR \ {intersection points of ΣR} with
JR(z) =
{
P (tj)(z)P (∞)(z)−1 z ∈ ∂Dtj ,
P (∞)(z)JS(z)P (∞)(z)−1 z ∈ ΣR \ ∪m+1j=0 ∂Dtj ,
(4.65)
where JS(z) := S
−1
− (z)S+(z) is given in (4.21)–(4.23).
(c) As z →∞, R(z) = I +R1z−1 +O(z−2) for a certain matrix R1 independent of z.
As z → z⋆ ∈ {intersections points of ΣR}, R(z) is bounded.
We recall that outside fixed neighbourhoods of tj , j = 0, . . . ,m+1, the jumps for S on γ+ ∪ γ− and
on I \ [−1, 1] are exponentially and uniformly close to the identity matrix (see the discussion at the
end of Subsection 4.3). Therefore, from (4.50), (4.54),(4.58), (4.63) and (4.65), as n→∞ we have
JR(z) =

I +O(e−cn), uniformly for z ∈ ΣR ∩ (γ+ ∪ γ− ∪ R),
I +O(n−1), uniformly for z ∈ ∂D1 ∪ ∂D−1,
I +O(n−1+2|ℜβk|), uniformly for z ∈ ∂Dtk , k = 1, . . . ,m,
(4.66)
for a positive constant c. By standard theory of small-norm RH problems (see e.g. [15, 16]), R exists
for sufficiently large n (we also refer to [28, 24, 18, 9] for very similar situations with more details
provided). Furthermore, for any r ∈ N, as n→∞, R has an expansion given by
R(z) = I +
r∑
j=1
R(j)(z)
nj
+R
(r+1)
R (z)n
−r−1, (4.67)
R(j)(z) = O(n2βmax), R(j)(z)′ = O(n2βmax) R(r+1)R (z) = O(n2βmax), R(r+1)R (z)′ = O(n2βmax),
uniformly for z ∈ C \ ΣR, uniformly for (~α, ~β) in any fixed compact set, and uniformly in ~t if there
exists δ > 0, independent of n, such that
min
j 6=k
{|tj − tk|, |tj − 1|, |tj + 1|} ≥ δ. (4.68)
Furthermore, in the way as done in [9], we show that
∂νR
(j)(z) = O(n2βmax logn), ∂νR(r+1)R (z) = O(n2βmax logn) (4.69)
for ν ∈ {α0, α1, . . . , αm+1, β1, . . . , βm}. From (4.50), (4.54),(4.58), (4.63), we show that JR admits
an expansion as n→ +∞ of the form
JR(z) = I +
r∑
j=1
J
(j)
R (z)
nj
+O(n−r−1+2βmax), J (j)R (z) = O(n2βmax), (4.70)
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−1 t1 tm 1
Figure 3: Jump contour ΣR for the RH problem for R for Laguerre-type weights with m = 2. For
Jacobi-type weights, ΣR is of the same shape except that there are no jumps on (1,∞) \ D1.
uniformly for z ∈ ∪m+1j=0 ∂Dtj . The matrices R(j) are obtained in a recursive way via the Plemelj-
Sokhotski formula (for instance see [29]), in particular one has
R(1)(z) =
m+1∑
j=0
1
2πi
∫
∂Dtj
J
(1)
R (s)
s− z ds, (4.71)
where we recall that the orientation on ∂Dtj is clockwise. The goal for the rest of this section is to
explicitly compute R(1) in the case W ≡ 0 for Laguerre-type and Jacobi-type weights.
Laguerre-type weights
From (4.50), (4.54), and (4.63) we easily show that J
(1)
R has a double pole at 1 and a simple pole at
tj , j = 0, . . . ,m. Therefore R
(1)(z) can be explicitly computed from (4.71) via a residue calculation.
For z ∈ C \ ∪m+1j=0 Dtj , we have
R(1)(z) =
m∑
j=1
1
z − tjRes
(
J
(1)
R (s), s = tj
)
+
1
z + 1
Res
(
J
(1)
R (s), s = −1
)
+
1
z − 1Res
(
J
(1)
R (s), s = 1
)
+
1
(z − 1)2Res
(
(s− 1)J (1)R (s), s = 1
)
.
(4.72)
The residue at tk can be computed from (4.50) (in the same way as in [9, eq (4.82)])
Res
(
J
(1)
R (z), z = tk
)
=
vkD
σ3∞
2πρ(tk)
√
1− t2k
(
tk + Λ˜I,k −i− iΛ˜R,2,k
−i+ iΛ˜R,1,k −tk − Λ˜I,k
)
D−σ3∞ , (4.73)
where
Λ˜I,k =
τ(αk, βk)Λ
2
k − τ(αk,−βk)Λ−2k
2i
, (4.74)
Λ˜R,1,k =
τ(αk, βk)Λ
2
ke
i arcsin tk + τ(αk,−βk)Λ−2k e−i arcsin tk
2
, (4.75)
Λ˜R,2,k =
τ(αk, βk)Λ
2
ke
−i arcsin tk + τ(αk,−βk)Λ−2k ei arcsin tk
2
. (4.76)
Furthermore, we note the following relation:
Λ˜R,1,k − Λ˜R,2,k = −2tkΛ˜I,k. (4.77)
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Now let us compute the other terms in (4.72). We compute the residue at −1 from (4.29), (4.40),
(4.41), (4.59) and (4.63), and we find
Res
(
J
(1)
R (z), z = −1
)
=
1− 4α20
25πψ(−1)D
σ3∞
(−1 −i
−i 1
)
D−σ3∞ . (4.78)
Similarly, from (4.29), (4.38), (4.39), (4.51) and (4.54) we obtain
Res
(
(z − 1)J (1)R (z), z = 1
)
=
5
243πψ(1)
Dσ3∞
(−1 i
i 1
)
D−σ3∞ , (4.79)
and
Res
(
J
(1)
R (z), z = 1
)
=
Dσ3∞
25πψ(1)
×
 −4(A− B˜1)2 + 1 + 2ψ′(1)ψ(1) 4i((A− B˜1)2 + 2(A− B˜1) + 1112 − 12 ψ′(1)ψ(1) )
4i
(
(A− B˜1)2 − 2(A− B˜1) + 1112 − 12 ψ
′(1)
ψ(1)
)
4(A− B˜1)2 − 1− 2ψ
′(1)
ψ(1)
D−σ3∞ .
(4.80)
The quantity R(1)(−1) will also play an important role in Section 6. From another residue calculation,
we obtain
R(1)(−1) =
m∑
j=1
−1
1 + tj
Res
(
J
(1)
R (s), s = tj
)− Res(J (1)R (s)
s+ 1
, s = −1)
−1
2
Res
(
J
(1)
R (s), s = 1
)
+
1
4
Res
(
(s− 1)J (1)R (s), s = 1
)
.
(4.81)
In (4.73), (4.79) and (4.80) we have already computed the above residues at t1, . . . , tm and at 1, the
other residue at −1 can be computed from (4.29), (4.40)–(4.41), (4.59) and (4.63) from which we
obtain:
Res
(J (1)R (s)
s+ 1
, s = −1) = Dσ3∞
233πψ(−1)
 32 (A+ B−1)2 − 2α20 − 1 + 1−4α204 ψ′(−1)ψ(−1)
i
(
3
2 (A+ B−1)2 − 3(A+ B−1) + α20 + 54 + 1−4α
2
0
4
ψ′(−1)
ψ(−1)
)
· · · i
(
3
2 (A+ B−1)2 + 3(A+ B−1) + α20 + 54 + 1−4α
2
0
4
ψ′(−1)
ψ(−1)
)
− 32 (A+ B−1)2 + 2α20 + 1− 1−4α
2
0
4
ψ′(−1)
ψ(−1)
D−σ3∞ . (4.82)
Jacobi-type weights
In this case J
(1)
R (z) has simple poles at all tj , j = 0, 1, . . . ,m+ 1 as can be seen from (4.50), (4.58),
and (4.63). For z outside all of the disks Dtj , j = 0, 1, . . . ,m+ 1, we have
R(1)(z) =
m∑
j=1
1
z − tjRes
(
J
(1)
R (s), s = tj
)
+
1
z + 1
Res
(
J
(1)
R (s), s = −1
)
+
1
z − 1Res
(
J
(1)
R (s), s = 1
)
.
(4.83)
Here the residue at tk is again given by (4.73) (with ρ given by (4.1)). The residues at −1 can be
computed from (4.29), (4.40), (4.41), (4.59) and (4.63) and is given by
Res
(
J
(1)
R (z), z = −1
)
=
1− 4α20
24πψ(−1)D
σ3∞
(−1 −i
−i 1
)
D−σ3∞ . (4.84)
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Similarly, from (4.29), (4.38), (4.39), (4.55) and (4.58) we obtain the residue at 1:
Res
(
J
(1)
R (z), z = 1
)
=
1− 4α2m+1
24πψ(1)
Dσ3∞
(
1 −i
−i −1
)
D−σ3∞ . (4.85)
5 Starting points of integration
Since we will find large n asymptotics only for the logarithmic derivative of Hankel determinant, we
still face the classical problem of finding a good starting point for the integration. It turns out that
in our case, it can be obtained by a direct computation, using some known results in the literature
concerning standard Laguerre and Jacobi polynomials, and using the formula (3.21).
Lemma 5.1 As n→∞, we have
logLn((α0, 0, . . . , 0),~0, 2(x+ 1), 0) =
(
−3
2
− log 2
)
n2 + (log(2π)− α0(1 + log 2))n
+
(
α20
2
− 1
6
)
logn+
α0
2
log(2π) + 2ζ′(−1)− logG(1 + α0) +O(n−1). (5.1)
As n→∞, we have
log Jn((α0, 0, . . . , 0, αm+1),~0, 0, 0) = −n2 log 2+[(1−α0−αm+1) log 2+logπ]n+2α
2
0 + 2α
2
m+1 − 1
4
logn
−log(G(1+α0)G(1+αm+1))+3ζ′(−1)+
(
1
12
− (α0 + αm+1)
2
2
)
log 2+
α0 + αm+1
2
log(2π)+O(n−1).
(5.2)
Proof. From [34, equations (5.1.1) and (5.1.8)], the orthonormal polynomials of degree k with
respect to the weight e−xxα0 (supported on (0,∞)) has a leading coefficient given by
(−1)k√
k! Γ(k + α0 + 1)
.
Therefore, by a simple change of variables, the degree k orthonormal polynomials with respect to
the weight (x+ 1)α0e−2n(x+1) (supported on (−1,∞)) has a leading coefficient given by
(−1)k(2n)k+ 1+α02√
k! Γ(k + α0 + 1)
.
By applying formula (3.21) for this weight, one obtains that
Ln((α0, 0, . . . , 0),~0, 2(x+ 1), 0) = (2n)
−n(n+α0)
n∏
k=1
Γ(k + α0)Γ(k)
= (2n)−n(n+α0)
G(n+ 1)G(n+ α0 + 1)
G(1 + α0)
, (5.3)
where we have used G(z+1) = Γ(z)G(z). The Barne’s G-function has a known asymptotics for large
argument (see [31, eq (5.17.5)]). As z →∞ with | arg z| < π, we have
logG(z + 1) =
z2
4
+ z log Γ(z + 1)−
(
z(z + 1)
2
+
1
12
)
log z − 1
12
+ ζ′(−1) +O(z−2). (5.4)
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The asymptotics of log Γ(z) is given by
log Γ(z) = (z − 12 ) log z − z + 12 log(2π) +
1
12z
+O(z−3), as z →∞, | arg z| < π, (5.5)
(see [31, eq (5.11.1)]). We obtain (5.1) by using the above asymptotic formulas in (5.3). Similarly,
from [34, equations (4.3.3) and (4.21.6)], the degree k orthonormal polynomial with respect to the
weight (1− x)αm+1(1 + x)α0 has a leading coefficient given by
2−k
√
2k + α0 + αm+1 + 1 Γ(2k + α0 + αm+1 + 1)√
2α0+αm+1+1Γ(k + 1)Γ(k + α0 + 1)Γ(k + αm+1 + 1)Γ(k + α0 + αm+1 + 1)
By applying formula (3.21) to this weight, one obtains
Jn((α0, 0, . . . , 0, αm+1),~0, 0, 0) = 2
n2+n(α0+αm+1)
×
n−1∏
k=0
Γ(k + 1)Γ(k + α0 + 1)Γ(k + αm+1 + 1)Γ(k + α0 + αm+1 + 1)
Γ(2k + α0 + αm+1 + 1)Γ(2k + α0 + αm+1 + 2)
.
Using the functional equation G(z + 1) = Γ(z)G(z) we can simplify the above product. We obtain
Jn((α0, 0, . . . , 0, αm+1),~0, 0, 0) = 2
n2+n(α0+αm+1)
× G(n+ 1)G(n+ α0 + 1)G(n+ αm+1 + 1)G(n+ α0 + αm+1 + 1)
G(1 + α0)G(1 + αm+1)G(2n+ α0 + αm+1 + 1)
. (5.6)
We obtain (5.2) by expanding (5.6) as n→ +∞, using the asymptotic formulas (5.4) and (5.5). 
As mentioned in the outline, large n asymptotics for Jn(~α, ~β, 0, 0) are known in the literature, and
we reproduce the precise statement here.
Theorem 5.2 (Deift-Its-Krasovsky [17]). As n→∞, we have
log
Jn(~α, ~β, 0, 0)
Jn(~0,~0, 0, 0)
=
[
2i
m∑
j=1
βj arcsin tj −A log 2
]
n+
[
α20 + α
2
m+1
2
+
m∑
j=1
(α2j
4
− β2j
)]
logn
+ iA
m∑
j=1
βj arcsin tj +
iπ
2
∑
0≤j<k≤m+1
(αkβj − αjβk) + α0 + αm+1
2
log(2π)− α
2
0 + α
2
m+1
2
log 2
+
∑
0≤j<k≤m+1
log
((
1− tjtk −
√
(1− t2j)(1 − t2k)
)2βjβk
2
αjαk
2 |tj − tk|
αjαk
2 +2βjβk
)
+
m∑
j=1
log
G(1 +
αj
2 + βj)G(1 +
αj
2 − βj)
G(1 + αj)
−
m∑
j=1
(α2j
4
+ β2j
)
log(
√
1− t2j)− log(G(1 + α0)G(1 + αm+1))−
m∑
j=1
2β2j log 2 +O
(
log n
n1−2βmax
)
,
(5.7)
where A =∑m+1j=0 αj.
Remark 5.3 The asymptotics (5.7) with ~β = ~0 and α1 = . . . = αm = 0 is consistent with (5.2).
Remark 5.4 Our notation differs slightly from the one used in [17]: αj and βj in our paper corre-
sponds to 2αm+1−j and βm+1−j in the paper [17].
The goal of the next section is to obtain a similar formula as (5.7) for Ln(~α, ~β, 2(x+ 1), 0).
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6 Integration in ~α and ~β for the Laguerre weight
In this section, we specialize to the classical Laguerre weight with FH singularities
w(x) = e−2n(x+1)ω(x), (6.1)
supported on I = [−1,+∞). In this case, we recall that ℓ = 2 + 2 log 2 and ψ(x) = 1π . We will
find large n asymptotics for the differential identity (3.13), and then integrate in the parameters
α0, . . . , αm, β1, . . . , βm. We first focus on finding large n asymptotics for Y˜ (tk), k = 0, . . . ,m.
Proposition 6.1 For k ∈ {1, . . . ,m}, as n→ +∞, we have
Y˜ (tk) = e
−nℓ2 σ3(I +O(n−1+2βmax))Etk(tk)
(
Φk,11 Φk,12
Φk,21 Φk,22
)
en(tk+1)σ3 , (6.2)
where
Φk,11 =
Γ(1 + αk2 − βk)
Γ(1 + αk)
(
2n
√
1− tk√
1 + tk
)αk
2
ω
− 12
k (tk), Φk,12 =
−αkΓ(αk)
Γ(αk2 + βk)
(
2n
√
1− tk√
1 + tk
)−αk2
ω
1
2
k (tk),
Φk,21 =
Γ(1 + αk2 + βk)
Γ(1 + αk)
(
2n
√
1− tk√
1 + tk
)αk
2
ω
− 12
k (tk), Φk,22 =
αkΓ(αk)
Γ(αk2 − βk)
(
2n
√
1− tk√
1 + tk
)−αk2
ω
1
2
k (tk).
(6.3)
As n→ +∞, we have
Y˜ (−1) = e−nℓ2 σ3
(
I +
R(1)(−1)
n
+O(n−2+2βmax)
)
E−1(−1)
(
Φ0,11 Φ0,12
Φ0,21 Φ0,22
)
, (6.4)
where R(1)(−1) is given explicitly in (4.81) and
Φ0,11 =
1
Γ(1 + α0)
(√
2n
)α0
ω
− 12
−1 (−1), Φ0,12 = −
iα0Γ(α0)
2π
(√
2n
)−α0
ω
1
2
−1(−1),
Φ0,21 = − πiα0
Γ(1 + α0)
(√
2n
)α0
ω
− 12
−1 (−1), Φ0,22 =
α20Γ(α0)
2
(√
2n
)−α0
ω
1
2
−1(−1).
(6.5)
Proof. For fixed 1 ≤ k ≤ m, let z ∈ Dtk ∩ QR+,k be outside the lenses. By inverting the RH
transformations Y 7→ T 7→ S 7→ R, we obtain
Y (z) = e−
nℓ
2 σ3R(z)P (tk)(z)eng(z)σ3e
nℓ
2 σ3 (6.6)
where P (tk)(z) is given by (4.45). From [31, Section 13.14(iii)], we have
G(a, αk; z) = z
αk
2 (1 +O(z)), z → 0, (6.7)
and, if αk 6= 0, and a− αk2 ± αk2 6= 0,−1,−2, . . ., as z → 0 we have
H(a, αk; z) =

Γ(αk)
Γ(a)
z−
αk
2 +O(z1−ℜαk2 ) +O(z ℜαk2 ) ℜαk > 0,
Γ(−αk)
Γ(a− αk)z
αk
2 +
Γ(αk)
Γ(a)
z−
αk
2 +O(z1+ℜαk2 ) −1 < ℜαk ≤ 0.
(6.8)
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Conditions a− αk2 ± αk2 6= 0,−1,−2, . . . for a = αk2 − βk and a = 1+ αk2 − βk reduce to −βk ± αk2 6=
0,−1,−2, . . .. Recalling that V (x) = 2(x + 1) and ψ(x) = 1
π
, and using (4.44), we find that the
leading terms of E−1tk (z)P
(tk)(z)enξ(z)σ3 as z → tk for αk 6= 0, −βk± αk2 6= 0,−1,−2, . . . are given by(
Φk,11 α
−1
k (Φk,12 + c˜kΦk,11(z − tk)αk)
Φk,21 α
−1
k (Φk,22 + c˜kΦk,21(z − tk)αk)
)
, (6.9)
where
c˜k = αk
Γ(−αk)Γ(1 + αk)e−
πiαk
2 ωk(tk)
Γ(−αk2 − βk)Γ(1 + αk2 + βk)
=
παk
sin(παk)
eiπβk − e−iπαke−iπβk
2πi
ωk(tk) = e
2n(tk+1)ck
(6.10)
and ck is given by (3.9). The claim (6.2) for αk 6= 0, −βk ± αk2 6= 0,−1,−2, . . . follows from (3.8),
(3.9), (4.11), (4.67), (6.6) and (6.9). We extend it for general parameters αk and βk (still subject
to the constraint ℜαk > −1 and ℜβk ∈ (− 12 , 12 )) by continuity of Y˜ (tk) in αk and βk (this can be
shown by a simple contour deformation, see e.g. [28, eq (29) and below]). Now we turn to the proof
of (6.4). For z ∈ D−1 \ (Ω+ ∪ Ω−), from Section 4, we have
Y (z) = e−
nℓ
2 σ3R(z)P (−1)(z)eng(z)σ3e
nℓ
2 σ3 . (6.11)
In this region, by (4.60) and (9.9), P (−1)(z) is given by
P (−1)(z) = E−1(z)σ3
(
Iα0(2n(−f−1(z)) 12 ) iπKα0(2n(−f−1(z))
1
2 )
2πin(−f−1(z)) 12 I ′α0(2n(−f−1(z))
1
2 ) −2n(−f−1(z)) 12K ′α0(2n(−f−1(z))
1
2 )
)
× σ3ω−1(z)−
σ3
2 (−z − 1)−α02 σ3e−nξ(z)σ3 .
From [31, Section 10.30(i)], we have the following asymptotic behaviors as z → 0 for the modified
Bessel functions
Iα0 (z) =
1
Γ(α0 + 1)
(z
2
)α0
(1 +O(z2)),
Kα0(z) =
{
Γ(α0)
2 (
z
2 )
−α0 +O(z1−ℜα0) +O(zℜα0), if ℜα0 ≥ 0, α0 6= 0,
Γ(−α0)
2 (
z
2 )
α0 + Γ(α0)2 (
z
2 )
−α0 +O(z2+ℜα0), if − 1 < ℜα0 < 0.
Using (4.59), for αk 6= 0, we find that the leading terms of E−1−1(z)P (−1)(z)enξ(z)σ3 as z → −1 are
given by (
Φ0,11 α
−1
0 (Φ0,12 + c˜0Φ0,11(−z − 1)α0)
Φ0,21 α
−1
0 (Φ0,22 + c˜0Φ0,21(−z − 1)α0)
)
, (6.12)
where
c˜0 =
iα0
2 sin(πα0)
ω−1(−1) = eπiα0c0 (6.13)
and where we recall that c0 is defined in (3.10). This proves (6.4) for α0 6= 0. The case α0 = 0
follows by continuity of Y˜ (−1). 
6.1 Asymptotics for ∂ν logLn(~α, ~β, 2(x+ 1), 0), ν ∈ {α0, . . . , αm, β1, . . . , βm}
From (2.5) and (3.12), we have
κ2n−1 = limz→∞
iY21(z)
2πzn−1
, κ−2n = −2πi limz→∞ z
n+1Y12(z), ηn = lim
z→∞
Y11(z)− zn
zn−1
. (6.14)
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Inverting the transformations Y 7→ T 7→ S 7→ R for z ∈ C \ (Ω+ ∪ Ω− ∪ (I \ S) ∪m+1j=0 Dj) (i.e.
outside the lenses and outside the disks) gives
Y (z) = e−
nℓ
2 σ3R(z)P (∞)(z)eng(z)σ3e
nℓ
2 σ3 . (6.15)
From (4.12), (4.42), (4.67), (4.72) and (6.14), we find large n asymptotic for κ2n−1, κ
2
n and ηn. As
n→ +∞, we have
κ2n−1 = e
2n22(n−1)+Aπ−1 exp
(
− 2i
m∑
j=1
βj arcsin tj
)(
1 +
R
(1)
1,21
nP
(∞)
1,21
+O(n−2+2βmax)
)
, (6.16)
where A = α0 + α1 + . . .+ αm and
R
(1)
1,21
P
(∞)
1,21
=
m∑
j=1
vj(1− Λ˜R,1,j)
1− tj +
1− 4α20
16
− 1
4
(
(A− B˜1)2 − 2(A− B˜1) + 11
12
)
. (6.17)
Similarly, for κ2n we find
κ2n = e
2n22n+Aπ−1 exp
(
− 2i
m∑
j=1
βj arcsin tj
)(
1− R
(1)
1,12
nP
(∞)
1,12
+O(n−2+2βmax)
)
, (6.18)
as n→ +∞, where by (4.72) we have
− R
(1)
1,12
P
(∞)
1,12
=
m∑
j=1
vj(1 + Λ˜R,2,j)
1− tj +
1− 4α20
16
− 1
4
(
(A− B˜1)2 + 2(A− B˜1) + 11
12
)
. (6.19)
Finally, for ηn we obtain
ηn =
n
2
+ P
(∞)
1,11 +
R
(1)
1,11
n
+O(n−2+2βmax), as n→ +∞, (6.20)
where P
(∞)
1,11 is given by (4.42) and R
(1)
1,11 can be computed from (4.72) and is given by
R
(1)
1,11 =
m∑
j=1
vj(tj + Λ˜I,j)
2(1− tj) −
1− 4α20
32
+
1− 4(A− B˜1)2
32
. (6.21)
Let ν ∈ {α0, α1, . . . , αm, β1, . . . , βm}. Then, from (4.69), (6.16), (6.18) and (6.20), we find that the
large n asymptotics of the first part of the differential identity (3.13) are given by
− (n+A)∂ν log(κnκn−1) + 2n∂νηn = ∂ν
(
2 logD∞ − α0 +
m∑
j=1
tjαj + 2i
m∑
j=1
√
1− t2jβj
)
n+
2A∂ν logD∞ + ∂ν
(α20
2
)
+ ∂ν
m∑
j=1
vj(Λ˜I,j − 1) +O
(
logn
n1−4βmax
)
. (6.22)
Now we compute the second part of the differential identity (3.13). First, we compute the contribu-
tions from tj , j = 1, . . . ,m using (4.47), (4.69), (6.2) and (6.3). We obtain
m∑
j=1
(
Y˜22(tj)∂νY11(tj)− Y˜12(tj)∂νY21(tj) + Y11(tj)Y˜22(tj)∂ν log(κnκn−1)
)
=
− (A− α0)∂ν logD∞ +
m∑
j=1
(
Φj,22∂νΦj,11 − Φj,12∂νΦj,21 − 2βj∂ν log Λj
)
+O
( logn
n1−4βmax
)
. (6.23)
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Note that E−1(−1) = O(n
σ3
2 ) as n→ +∞, while Etk(tk) = O(nβkσ3), k = 1, . . . ,m. This makes the
computations for the contribution from −1 more involved. From (4.62), (4.69) (6.4) and (6.5), we
obtain
Y˜22(−1)∂νY11(−1)− Y˜12(−1)∂νY21(−1) + Y11(−1)Y˜22(−1)∂ν log(κnκn−1) =
+ ∂ν
(
R
(1)
11 (−1)−R(1)22 (−1) + iD−2∞ R(1)12 (−1) + iD2∞R(1)21 (−1) + iD−2∞ R(1)1,12 + iD2∞R(1)1,21
)
− α0∂ν logD∞ +Φ0,22∂νΦ0,11 − Φ0,12∂νΦ0,21 +O
( logn
n1−4βmax
)
. (6.24)
We observe significant simplifications using (4.73), (4.77), (4.78), (4.80), (4.81), and (4.82):
R
(1)
11 (−1)−R(1)22 (−1) + iD−2∞ R(1)12 (−1) + iD2∞R(1)21 (−1) + iD−2∞ R(1)1,12 + iD2∞R(1)1,21 = −
m∑
j=1
vjΛ˜I,j.
(6.25)
Adding (6.22), (6.23) and (6.24) yields
∂ν logLn(~α, ~β, 2(x+ 1), 0) = ∂ν
(
2 logD∞ − α0 +
m∑
j=1
tjαj + 2i
m∑
j=1
√
1− t2jβj
)
n+A∂ν logD∞
+ ∂ν
(α20
2
)
+
m∑
j=0
(
Φj,22∂νΦj,11 − Φj,12∂νΦj,21
)
−
m∑
j=1
(∂νvj + 2βj∂ν log Λj) +O
( log n
n1−4βmax
)
,
(6.26)
as n → +∞. Now, we perform some computations to make the above asymptotic formula more
explicit. From (6.5) and using the identity zΓ(z) = Γ(z + 1) we have
Φ0,22∂νΦ0,11 − Φ0,12∂νΦ0,21 =
α0
2
∂ν log
( α0
Γ(1 + α0)2
)
+ α0 log(
√
2n)∂να0 − α0
2
∂ν
( m∑
ℓ=1
αℓ log(1 + tℓ) + iπ
m∑
ℓ=1
βℓ
)
. (6.27)
And from (6.3), after a long computation, for 1 ≤ j ≤ m we obtain
Φj,22∂νΦj,11 − Φj,12∂νΦj,21 = αj
2
∂ν log
Γ(1 +
αj
2 − βj)Γ(1 + αj2 + βj)
Γ(1 + αj)2
+
αj
2
log
(
2n
√
1− tj√
1 + tj
)
∂ναj
+ βj∂ν log
Γ(1 +
αj
2 + βj)
Γ(1 +
αj
2 − βj)
− αj
2
∂ν
( m∑
ℓ=0
ℓ 6=j
αℓ log |tℓ − tj | − iπ
j−1∑
ℓ=1
βℓ + iπ
m∑
ℓ=j+1
βℓ
)
. (6.28)
Also, from (4.48) and (4.49), we have
∂ν log Λj = ∂ν
(
iA
2
arccos tj − πi
4
αj − πi
2
m∑
ℓ=j+1
αℓ + βj log(4πρ(tj)n(1 − t2j )) −
m∑
ℓ=1
ℓ 6=j
βℓ logTjℓ
)
.
(6.29)
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Substituting (6.27)–(6.29) into (6.26), and using the expression for D∞ and vj given by (4.33) and
below (4.50), we obtain
∂ν logLn(~α, ~β, 2(x+ 1), 0) = ∂ν
( m∑
j=0
(tj − log 2)αj + 2i
m∑
j=1
βj
(
arcsin tj +
√
1− t2j
))
n
+A∂ν
(
i
m∑
j=1
βj arcsin tj − A
2
log 2
)
+ ∂ν
(α20
2
)
+
α0
2
∂ν log
α0
Γ(1 + α0)2
+ α0 log(
√
2n)∂να0
−
m∑
j=0
αj
2
∂ν
( m∑
ℓ=0
ℓ 6=j
αℓ log |tℓ − tj | − iπ
j−1∑
ℓ=1
βℓ + iπ
m∑
ℓ=j+1
βℓ
)
+
m∑
j=1
αj
2
log
(
2n
√
1− tj√
1 + tj
)
∂ναj
+
m∑
j=1
αj
2
∂ν log
Γ(1 +
αj
2 − βj)Γ(1 + αj2 + βj)
Γ(1 + αj)2
+
m∑
j=1
βj∂ν log
Γ(1 +
αj
2 + βj)
Γ(1 +
αj
2 − βj)
+
m∑
j=1
∂ν
(α2j
4
− β2j
)
−
m∑
j=1
2βj∂ν
(
iA
2
arccos tj − πi
4
αj − πi
2
m∑
ℓ=j+1
αℓ + βj log(4πρ(tj)n(1− t2j))−
m∑
ℓ=1
ℓ 6=j
βℓ logTjℓ
)
+O
( logn
n1−4βmax
)
, as n→ +∞, (6.30)
where we recall that t0 = −1. From the discussion in Subsection 4.8, the above error term is uniform
for all (~α, ~β) in a given compact set Ω, and uniform in ~t such that (4.68) holds. However, as stated in
Proposition 3.2, the identity (6.30) itself is valid on the subset Ω\ Ω˜ for which p0, . . . , pn exist. From
the determinantal representation of orthogonal polynomials, Ω˜ is locally finite and we can extend
(6.30) for all (~α, ~β) ∈ Ω by continuity (for n large enough such that the r.h.s. exists). We refer to
[28, 24, 17, 9] for very similar situations, with more details provided. Our goal for the rest of this
section is to prove Proposition 6.2 below.
Proposition 6.2 As n→∞, we have
log
Ln(~α, ~β, 2(x+ 1), 0)
Ln( ~α0,~0, 2(x+ 1), 0)
= 2in
m∑
j=1
βj
(
arcsin tj+
√
1− t2j
)
+
m∑
j=1
(tj−log 2)αjn+
m∑
j=1
α2j
4
log
(
n
√
1− tj√
1 + tj
)
−
m∑
j=1
β2j log(4πρ(tj)n(1− t2j)) +
m∑
j=1
log
G(1 +
αj
2 + βj)G(1 +
αj
2 − βj)
G(1 + αj)
+
iπ
2
∑
0≤j<k≤m
(αkβj − αkβj)
+iA
m∑
j=1
βj arcsin tj+2
∑
1≤j<k≤m
βjβk logTjk− log 2
2
∑
0≤j<k≤m
αjαk−
∑
0≤j<k≤m
αjαk
2
log |tk−tj|+O
( logn
n1−4βmax
)
,
(6.31)
where logLn( ~α0,~0, 2(x+ 1), 0) is given by (5.1).
6.2 Integration in α0
In this short subsection, we make a consistency check with (5.1). Let us set α1 = . . . = αm =
0 = β1 = . . . = βm and ν = α0 in (6.30). With the notations ~α0 = (α0, 0, . . . , 0) ∈ Cm+1 and
35
~0 = (0, . . . , 0) ∈ Cm, this gives
∂α0 logLn(~α0,~0, 2(x+ 1), 0) = −(1 + log 2)n−
log 2
2
α0 + α0 +
α0
2
∂α0 log
α0
Γ(1 + α0)2
+ α0 log(
√
2n) +O
( logn
n
)
(6.32)
as n→ +∞. Integrating (6.32) from α0 = 0 to an arbitrary α0, we obtain
log
Ln(~α0,~0, 2(x+ 1), 0)
Ln(~0,~0, 2(x+ 1), 0)
= −(1 + log 2)α0n+ α
2
0
2
(
1− log 2
2
)
+
∫ α0
0
x
2
∂x log
x
Γ(1 + x)2
dx
+
α20
2
log(
√
2n) +O
( logn
n
)
. (6.33)
From [31, formula 5.17.4], we have∫ z
0
log Γ(1 + x)dx =
z
2
log 2π − z(z + 1)
2
+ z log Γ(z + 1)− logG(z + 1), (6.34)
where G is Barnes’ G-function. Therefore, after an integration by parts, (6.33) can be rewritten as
log
Ln(~α0,~0, 2(x+ 1), 0)
Ln(~0,~0, 2(x+ 1), 0)
= −(1 + log 2)α0n+ α
2
0
2
logn+
α0
2
log 2π− logG(1 +α0) +O
( logn
n
)
,
which is consistent with (5.1).
6.3 Integration in α1, . . . , αm
We set α2 = . . . = αm = 0 = β1 = . . . = βm and ν = α1 in (6.30). With the notation ~α1 =
(α0, α1, 0, . . . , 0) ∈ Cm+1, we obtain
∂α1 logLn(~α1,~0, 2(x+ 1), 0) = (t1 − log 2)n−
log 2
2
α0 − α0
2
log |t1 − t0|
+
α1
2
log
(
n
√
1− t1√
1 + t1
)
+ α1∂α1 log
Γ(1 + α12 )
Γ(1 + α1)
+
α1
2
+O
( logn
n
)
, (6.35)
as n→ +∞. Using integration by parts and (6.34) we obtain, we obtain the following relation∫ z
0
x∂x log
Γ(1 + x2 )
Γ(1 + x)
dx = −z
2
4
+ log
G(1 + z2 )
2
G(1 + z)
. (6.36)
Using (6.36), we integrate (6.35) from α1 = 0 to an arbitrary α1. We get
log
Ln(~α1,~0, 2(x+ 1), 0)
Ln(~α0,~0, 2(x+ 1), 0)
= (t1 − log 2)α1n− log 2
2
α0α1 − α0α1
2
log |t1 − t0|
+
α21
4
log
(
n
√
1− t1√
1 + t1
)
+ log
G(1 + α12 )
2
G(1 + α1)
+O
( logn
n
)
, as n→ +∞. (6.37)
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We proceed in a similar way for the other variables, by integrating successively in α2, α3, . . . , αm. At
the last step, setting β1 = . . . = βm = 0 and ν = αm in (6.30), we obtain
∂αm logLn(~α,~0, 2(x+ 1), 0) = (tm − log 2)n−
log 2
2
(A− αm)−
m−1∑
j=0
αj
2
log |tm − tj |
+
αm
2
log
(
n
√
1− tm√
1 + tm
)
+ αm∂αm log
Γ(1 + αm2 )
Γ(1 + αm)
+
αm
2
+O
( logn
n
)
. (6.38)
Integrating (6.38) from αm = 0 to an arbitrary αm using again (6.36), and with the notation
~αm−1 = (α0, . . . , αm−1, 0), we obtain
log
Ln(~α,~0, 2(x+ 1), 0)
Ln(~αm−1,~0, 2(x+ 1), 0)
= (tm − log 2)αmn− log 2
2
m−1∑
j=0
αjαm −
m−1∑
j=0
αjαm
2
log |tm − tj |
+
α2m
4
log
(
n
√
1− tm√
1 + tm
)
+ log
G(1 + αm2 )
2
G(1 + αm)
+O
( logn
n
)
, (6.39)
as n→ +∞. Summing the contributions of each step, we arrive at
log
Ln(~α,~0, 2(x+ 1), 0)
Ln(~α0,~0, 2(x+ 1), 0)
=
m∑
j=1
(tj − log 2)αjn− log 2
2
∑
0≤j<k≤m
αjαk
−
∑
0≤j<k≤m
αjαk
2
log |tk − tj |+
m∑
j=1
α2j
4
log
(
n
√
1− tj√
1 + tj
)
+
m∑
j=1
log
G(1 +
αj
2 )
2
G(1 + αj)
+O
( logn
n
)
, (6.40)
as n→ +∞.
6.4 Integration in β1, . . . , βm
For convenience, we introduce the notation
Ak =
k−1∑
j=0
αj −
m∑
j=k+1
αj , k = 0, 1, . . . ,m. (6.41)
We set β2 = . . . = βm = 0 and ν = β1 in (6.30). With the notation ~β1 = (β1, 0, . . . , 0), we have
∂β1 logLn(~α,
~β1, 2(x+ 1), 0) = 2i
(
arcsin t1 +
√
1− t21
)
n+ iA arcsin t1 − iπ
2
A1
+
α1
2
∂β1 log Γ(1 +
α1
2 − β1)Γ(1 + α12 + β1) + β1∂β1 log
Γ(1 + α12 + β1)
Γ(1 + α12 − β1)
− 2β1
− 2β1 log
(
4πρ(t1)n(1 − t21)
)
+O
( logn
n1−4βmax
)
. (6.42)
After some computations using (6.34), we obtain∫ β1
0
(
α1
2
∂x log Γ(1 +
α1
2 − x)Γ(1 + α12 + x) + x∂x log
Γ(1 + α12 + x)
Γ(1 + α12 − x)
− 2x
)
dx
= log
G(1 + α12 + β1)G(1 +
α1
2 − β1)
G(1 + α12 )
2
. (6.43)
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Integrating (6.42) from β1 = 0 to an arbitrary β1 and using (6.43), we obtain
log
Ln(~α, ~β1, 2(x+ 1), 0)
Ln(~α,~0, 2(x+ 1), 0)
= 2iβ1
(
arcsin t1 +
√
1− t21
)
n+ iAβ1 arcsin t1 − iπ
2
A1β1
+ log
G(1 + α12 + β1)G(1 +
α1
2 − β1)
G(1 + α12 )
2
− β21 log(4πρ(t1)n(1 − t21)) +O
( logn
n1−4βmax
)
. (6.44)
We integrate successively in β2, . . . , βm. At the last step, we set ν = βm in (6.30), which gives
∂βm logLn(~α,
~β, 2(x+ 1), 0) = 2i
(
arcsin tm +
√
1− t2m
)
n+ iA arcsin tm − iπ
2
Am
+
αm
2
∂βm log Γ(1 +
αm
2 − βm)Γ(1 + αm2 + βm) + βm∂βm log
Γ(1 + αm2 + βm)
Γ(1 + αm2 − βm)
− 2βm
+
m−1∑
j=1
2βj logTjm − 2βm log
(
4πρ(tm)n(1− t2m)
)
+O
( logn
n1−4βmax
)
, (6.45)
as n → +∞. Integrating (6.45) from βm = 0 to an arbitrary βm, using the notation ~βm−1 =
(β1, . . . , βm−1, 0), we obtain
log
Ln(~α, ~β1, 2(x+ 1), 0)
Ln(~α, ~βm−1, 2(x+ 1), 0)
= 2iβm
(
arcsin tm +
√
1− t2m
)
n+ iAβm arcsin tm − iπ
2
Amβm
+ log
G(1 + αm2 + βm)G(1 +
αm
2 − βm)
G(1 + αm2 )
2
− β2m log(4πρ(tm)n(1 − t2m))
+
m−1∑
j=1
2βjβm logTjm +O
( logn
n1−4βmax
)
.
(6.46)
Summing all the contributions, as n→ +∞ we obtain
log
Ln(~α, ~β, 2(x+ 1), 0)
Ln(~α,~0, 2(x+ 1), 0)
= 2in
m∑
j=1
βj
(
arcsin tj +
√
1− t2j
)
+ iA
m∑
j=1
βj arcsin tj
− iπ
2
m∑
j=1
Ajβj +
m∑
j=1
log
G(1 +
αj
2 + βj)G(1 +
αj
2 − βj)
G(1 +
αj
2 )
2
−
m∑
j=1
β2j log(4πρ(tj)n(1 − t2j))
+ 2
∑
1≤j<k≤m
βjβk logTjk +O
( logn
n1−4βmax
)
. (6.47)
The claim of Proposition 6.2 follows now by summing (6.40) and (6.47) using the definition of Aj
given in (6.41).
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7 Integration in V
In this section, we obtain asymptotics for general Laguerre-type and Jacobi-type weights by means
of a deformation parameter s and by using the analysis of Section 4 for the weight
ws(x) = e
−nVs(x)ω(x), (7.1)
where we emphasize in the notation the dependence in s. We specify in Subsection 7.1 the exact
deformations we consider. In Subsection 7.2, we adapt several identities from [1] (that are valid
for Gaussian-type weights) for our situations. Finally, we proceed with the integration in s for
Laguerre-type and Jacobi-type weights in Subsection 7.3 and Subsection 7.4, respectively.
7.1 Deformation parameters s
Inspired by [1, 9], for each s ∈ [0, 1], we define
Vs(x) = (1− s)2(x+ 1) + sV (x), for Laguerre-type weights, (7.2)
Vs(x) = sV (x), for Jacobi-type weights. (7.3)
If s = 0, we already know large n asymptotics for the associated Hankel determinants (from Section
6 and the result of [17], see Proposition 6.2 and Theorem 5.2). It follows easily from (1.4)-(1.5) that
Vs is one-cut regular for each s ∈ [0, 1], and the associated density ψs and Euler-Lagrange constant
ℓs are given by
ψs(x) = (1 − s) 1
π
+ sψ(x), ℓs = (1 − s)(2 + 2 log 2) + sℓ, (7.4)
ψs(x) = (1 − s) 1
π
+ sψ(x), ℓs = (1 − s)2 log 2 + sℓ, (7.5)
where the first and second lines read for Laguerre-type and Jacobi-type weights respectively. We will
use the differential identities
∂s logLn(~α, ~β, Vs, 0) =
1
2πi
∫ +∞
−1
[Y −1(x)Y ′(x)]21∂sws(x)dx, (7.6)
∂s log Jn(~α, ~β, Vs, 0) =
1
2πi
∫ 1
−1
[Y −1(x)Y ′(x)]21∂sws(x)dx, (7.7)
which were obtained in Proposition 3.4. Our objective in this section is to compute asymptotics of
these differential identities, and finally integrate them in the parameter s from 0 to 1.
7.2 Some identities
We generalize here several formulas of [1] (valid only for Gaussian-type potentials) for all three-types
of canonical one-cut regular potentials. Most of the proofs are minor modifications of those done in
[1].
Lemma 7.1 For t ∈ [−1, 1], we have
−
∫ 1
−1
V ′(x)
√
1− x2
x− t dx = −2π + 2π
2
√
1− t2ρ(t), (7.8)∫ 1
t
ρ(x)dx =
√
1− t2
2π2
−
∫ 1
−1
V (x)
t− x
dx√
1− x2 +
1
π
arccos t. (7.9)
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Proof. The proof goes as in [1, Lemma 5.8]. Let H : C \ [−1, 1]→ C be defined by
H(z) = 2π
√
z − 1√z + 1
∫ 1
−1
ρ(x)
x− z dx+
∫ 1
−1
V ′(x)
√
1− x2
x− z dx (7.10)
where the principal branches are chosen for
√
z − 1 and √z + 1. For t ∈ (−1, 1), one can check that
H+(t) = H−(t). Also H is bounded at ±1 and H(∞) = −2π; so Liouville’s theorem implies that
H(z) = −2π. Considering H+(t) +H−(t) for t ∈ (−1, 1) yields (7.8). Now, (7.9) follows from (7.8)
and the following identity which is proved in [1, eq (5.18) and below]
√
1− t2−
∫ 1
−1
V (x)
t− x
dx√
1− x2 =
∫ 1
t
1√
1− x2
(
−
∫ 1
−1
V ′(y)
y − x
√
1− y2dy
)
dx. (7.11)

Lemma 7.2 Let C be a closed curve surrounding [−1, 1] in the clockwise direction, let a(z) = 4
√
z−1
z+1
be analytic on C \ [−1, 1] such that a(z) ∼ 1 as z → ∞, and let f be analytic in a neighbourhood of
[−1, 1]. We have
1
2πi
∫
C
[
a2(z)
a2+(tj)
+
a2+(tj)
a2(z)
]
f(z)
(z − tj)2 dz =
2
πi
√
1− t2j
−
∫ 1
−1
f ′(x)
√
1− x2
x− tj dx, (7.12)
1
2πi
∫
C
[
a2(z)
a2+(tj)
− a
2
+(tj)
a2(z)
]
f(z)
(z − tj)2 dz =
2
πi
√
1− t2j
−
∫ 1
−1
f(x)
(tj − x)
√
1− x2 dx. (7.13)
Proof. The proof is the same as in [1, equations (5.22)-(5.23) and above]. 
Applying Lemma 7.2 to f = ∂sVs (with Vs given by (7.2)–(7.3)), and then simplifying using Lemma
7.1, we obtain
∫
C
[
a2(z)
a2+(tj)
+
a2+(tj)
a2(z)
]
∂sVs(z)
(z − tj)2 dz =

8π2
(
ψ(tj)− 1π
)√1− tj√
1 + tj
, for Laguerre-type potentials
8π2
(
ψ(tj)− 1π
) 1√
1− t2j
, for Jacobi-type potentials
(7.14)
and
∫
C
[
a2(z)
a2+(tj)
− a
2
+(tj)
a2(z)
]
∂sVs(z)
(z − tj)2 dz =

8π2
1− t2j
∫ 1
tj
(
ψ(x)− 1π
)√1− x√
1 + x
dx, for Laguerre-type potentials
8π2
1− t2j
∫ 1
tj
(
ψ(x)− 1π
) 1√
1− x2 dx, for Jacobi-type potentials
(7.15)
Lemma 7.3 Let C be a closed curve surrounding [−1, 1] in the clockwise direction, let a(z) = 4
√
z−1
z+1
be analytic on C \ [−1, 1] such that a(z) ∼ 1 as z → ∞, and let f be analytic in a neighbourhood of
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[−1, 1]. We have∫
C
a(z)2
(z − 1)2 f(z)dz = 2i
∫ 1
−1
f ′(x)
√
1− x2
x− 1 dx, (7.16)∫
C
a(z)3
(z − 1)3 f(z)dz = −
2i
3
∫ 1
−1
f ′(x)
√
1− x2
x− 1 dx+
2i
3
d
dt
∣∣∣∣
t=1
−
∫ 1
−1
f ′(x)
√
1− x2
x− t dx, (7.17)∫
C
a(z)−2
(z − 1)3 f(z)dz =
2i
3
∫ 1
−1
f ′(x)
√
1− x2
x− 1 dx+
4i
3
d
dt
∣∣∣∣
t=1
−
∫ 1
−1
f ′(x)
√
1− x2
x− t dx, (7.18)∫
C
a(z)−2
(z + 1)2
f(z)dz = −2i
∫ 1
−1
f ′(x)
√
1− x2
x+ 1
dx. (7.19)
Proof. The proof of (7.16)–(7.18) is done in [1, Lemma 5.10], and the proof for (7.19) is similar.

Applying Lemma 7.3 to f(x) = ∂sVs = V (x) − 2(x + 1) with Vs given by (7.2) for Laguerre-type
potentials, and then simplifying using Lemma 7.1, we obtain∫
C
a(z)2
(z − 1)2 ∂sVs(z)dz = 0, (7.20)∫
C
a(z)2
(z − 1)3 ∂sVs(z)dz = −
4π2i
3
(
ψ(1)− 1
π
)
, (7.21)∫
C
a(z)−2
(z − 1)2 ∂sVs(z)dz = −
8π2i
3
(
ψ(1)− 1
π
)
, (7.22)∫
C
a(z)−2
(z − 1)2 ∂sVs(z)dz = −8π
2i
(
ψ(−1)− 1
π
)
. (7.23)
Similarly, for Jacobi-type weights with f(x) = ∂sVs = V (x) with Vs given by (7.3) for Jacobi-type
potentials, we obtain ∫
C
a(z)2
(z − 1)2 ∂sVs(z)dz = 4π
2i
(
ψ(1)− 1
π
)
, (7.24)∫
C
a(z)−2
(z + 1)2
∂sVs(z)dz = −4π2i
(
ψ(−1)− 1
π
)
. (7.25)
7.3 Integration in s for Laguerre-type weights
In this subsection we prove Proposition 7.4 below.
Proposition 7.4 As n→ +∞, we have
log
Ln(~α, ~β, V, 0)
Ln(~α, ~β, 2(x+ 1), 0)
= −n
2
2
∫ 1
−1
(
V (x)− 2(x+ 1))( 1
π
+ ψ(x)
)√1− x
1 + x
dx
+ n
m∑
j=0
αj
2
(
V (tj)− 2(1 + tj)
)− nA
2π
∫ 1
−1
V (x) − 2(1 + x)√
1− x2 dx− 2πn
m∑
j=1
iβj
∫ 1
tj
(
ψ(x)− 1
π
)√1− x
1 + x
dx
+
m∑
j=1
(
α2j
4
− β2j
)
log (πψ(tj))− 1
24
log (πψ(1))− 1− 4α
2
0
8
log(πψ(−1)) +O(n−1+4βmax). (7.26)
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Let C be a closed contour surrounding [−1, 1] and the lenses γ+ ∪ γ−, which is oriented clockwise
and passes through −1 − ε and 1 + ε for a certain ε > 0. Using the jumps for Y given by (2.2), we
rewrite the differential identity (7.6) as follows
∂s logLn(~α, ~β, Vs, 0) =
∫ +∞
1+ε
[Y −1(x)Y ′(x)]21∂sws(x)
dx
2πi
− 1
2πi
∫
C
[Y −1(z)Y ′(z)]11∂s logws(z)
dz
2πi
.
(7.27)
From (4.3), (4.7) and by inverting the transformations Y 7→ T 7→ S 7→ R outside the lenses and
outside the disks, we conclude that the first integral in the r.h.s. of (7.46) is of order O(e−cn) as
n → +∞, for a positive constant c, and that the integral over C can be decomposed into three
integrals:
∂s logLn(~α, ~β, Vs, 0) = I1,s + I2,s + I3,s +O(e−cn), as n→∞,
I1,s =
−n
2πi
∫
C
g′(z)∂s logws(z)dz,
I2,s =
−1
2πi
∫
C
[P (∞)(z)−1P (∞)(z)′]11∂s logws(z)dz,
I3,s =
−1
2πi
∫
C
[P (∞)(z)−1R−1(z)R′(z)P (∞)(z)]11∂s logws(z)dz.
(7.28)
In exactly the same way as in [1, 9], we show from a detailed analysis of the Cauchy operator
associated to R that the estimates in (4.67) hold uniformly for (~α, ~β) in any fixed compact set Ω,
and uniformly in s ∈ [0, 1]. However, from Proposition 3.4, the identity (7.28) itself is not valid for
the values of (~α, ~β, s) for which at least one of the polynomials p0, . . . , pn does not exist. From [9,
beginning of Section 3], this set is locally finite except possible some accumulation points at s = 0
and s = 1. As in [9], we extend (7.28) for all (~α, ~β, s) ∈ Ω× [0, 1] (for sufficiently large n) using the
continuity of the l.h.s. of (7.28). A similar reasoning holds also for (7.46) below.
Note from (7.1) and (7.2) that ∂s logws(z) = −n∂sVs(z) = −n(V (x)−2(x+1)). Using the definition
of g given by (4.2) and switching the order of integration, we get
I1,s = −n2
∫ 1
−1
ρs(x)∂sVs(x)dx = −n2
∫ 1
−1
(V (x) − 2(x+ 1))
(
(1− s) 1
π
+ sψ(x)
)√1− x√
1 + x
dx. (7.29)
Therefore, we have∫ 1
0
I1,sds = −n
2
2
∫ 1
−1
(V (x) − 2(x+ 1))
( 1
π
+ ψ(x)
)√1− x√
1 + x
dx. (7.30)
From (4.29), (4.31), (4.32) and a contour deformation, we obtain the following expression for I2,s:
I2,s = n
m∑
j=0
αj
2
(
V (tj)− 2(1 + tj)
)
− nA
2π
∫ 1
−1
V (x) − 2(1 + x)√
1− x2 dx
+ n
m∑
j=1
iβj
π
√
1− t2j−
∫ 1
−1
V (x) − 2(1 + x)√
1− x2(x− tj)
dx. (7.31)
We simplify the last integral of (7.31) using (7.9):√
1− t2j−
∫ 1
−1
V (x) − 2(1 + x)√
1− x2(x− tj)
dx = −2π2
∫ 1
tj
(
ψ(x)− 1
π
)√1− x
1 + x
dx. (7.32)
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Then, integrating in s (note that I2,s is in fact independent of s), we obtain∫ 1
0
I2,sds = n
m∑
j=0
αj
2
(
V (tj)− 2(1 + tj)
)
− nA
2π
∫ 1
−1
V (x) − 2(1 + x)√
1− x2 dx
− 2πn
m∑
j=1
iβj
∫ 1
tj
(
ψ(x)− 1
π
)√1− x
1 + x
dx. (7.33)
Using the expansion of R given by (4.67), we have
I3,s =
1
2πi
∫
C
[P (∞)(z)−1R(1)(z)′P (∞)(z)]11∂sVs(z)dz +O
(
n−1+4βmax
)
, as n→∞, (7.34)
The leading term of I3,s can be written down more explicitly using the definition of P
(∞) given by
(4.29), and we obtain
I3,s =
1
2πi
∫
C
(
a(z)2 + a(z)−2
4
[R
(1)
11 (z)
′ −R(1)22 (z)′] +
1
2
[R
(1)
11 (z)
′ +R(1)22 (z)
′]
+i
a(z)2 − a(z)−2
4
[R
(1)
12 (z)
′D−2∞ +R
(1)
21 (z)
′D2∞]
)(
V (z)− 2(z + 1))dz +O(n−1+4βmax). (7.35)
From (4.72), (4.73), (4.78), (4.79) and (4.80) we have
R
(1)′
11 (z)−R(1)′22 (z) =
m∑
j=1
1
(z − tj)2
−2vj(tj + Λ˜I,j)
2πρs(tj)
√
1− t2j
+
1
(z − 1)3
5
223πψs(1)
+
1
(z − 1)2
(A− B˜1)2 − 14 − 12 ψ
′
s(1)
ψs(1)
22πψs(1)
+
1
(z + 1)2
1− 4α20
24πψs(−1) , (7.36)
R
(1)′
11 (z) +R
(1)′
22 (z) = 0, (7.37)
i[R
(1)′
12 (z)D
−2
∞ +R
(1)′
21 (z)D
2
∞] =
m∑
j=1
1
(z − tj)2
vj(−2 + Λ˜R,1,j − Λ˜R,2,j)
2πρs(tj)
√
1− t2j
+
1
(z − 1)3
5
223πψs(1)
+
1
(z − 1)2
(A− B˜1)2 + 1112 − 12 ψ
′
s(1)
ψs(1)
22πψs(1)
+
1
(z + 1)2
−(1− 4α20)
24πψs(−1) . (7.38)
Therefore, from (7.35)–(7.38) and using the connection formula (4.77), we obtain
I3,s =
m∑
j=1
I3,s,tj + I3,s,1 + I3,s,−1 +O
(
n−1+4βmax
)
, as n→∞, (7.39)
where
I3,s,tk =
−vk
8π2ρs(tk)
∫
C
[
a2(z)
a2+(tk)
+
a2+(tk)
a2(z)
+ Λ˜I,k
(
a2(z)
a2+(tk)
− a
2
+(tk)
a2(z)
)]
∂sVs(z)
(z − tk)2 dz,
I3,s,1 =
∫
C
[
a2(z)
4πψs(1)
(
2(A− B˜1)2 + 23 − ψ
′
s(1)
ψs(1)
22(z − 1)2 +
5
6(z − 1)3
)
+
a−2(z)
4(z − 1)2
− 76
22πψs(1)
]
∂sVs(z)
dz
2πi
,
I3,s,−1 =
∫
C
[
a−2(z)
4(z + 1)2
1− 4α20
23πψs(−1)
]
∂sVs(z)
dz
2πi
.
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Formulas (7.14) and (7.15) allow us to simplify I3,s,tk as follows:
I3,s,tk = −
vk
ψs(tk)
(
ψ(tk)− 1
π
)
− vkΛ˜I,k
ρs(tk)(1 − t2k)
∫ 1
tk
(
ψ(x)− 1
π
)√1− x
1 + x
dx. (7.40)
Integrating the above from s = 0 to s = 1, we have∫ 1
0
I3,s,tkds = −vk log(πψ(tk))−
vk
1− t2k
∫ 1
tk
(
ψ(x) − 1
π
)√1− x
1 + x
dx
∫ 1
0
Λ˜I,k
ρs(tk)
ds. (7.41)
By the same argument as the one given in [9, equations (6.23) and (6.24)], the second term in the
r.h.s of (7.41) is of order O(n−1+2|ℜβk|) as n→ +∞, that is,∫ 1
0
I3,s,tkds = −vk log(πψ(tk)) +O(n−1+2|ℜβk|). (7.42)
We can also simplify the expression for I3,s,1. Using the formulas (7.20)–(7.22), we obtain
I3,s,1 = − 1
24
ψ(1)− 1π
ψs(1)
, and then
∫ 1
0
I3,s,1ds = − 1
24
log(πψ(1)). (7.43)
Similarly, using (7.23) we get
I3,s,−1 = −1− 4α
2
0
8
ψ(−1)− 1π
ψs(−1) , and then
∫ 1
0
I3,s,−1ds = −1− 4α
2
0
8
log
(
πψ(−1)). (7.44)
This finishes the proof of Proposition 7.4.
7.4 Jacobi-type weights
We prove here the analogue of Proposition 7.4 for Jacobi-type weights.
Proposition 7.5 As n→∞, we have
log
Jn(~α, ~β, V, 0)
Jn(~α, ~β, 0, 0)
= −n
2
2
∫ 1
−1
V (x)√
1− x2
( 1
π
+ ψ(x)
)
dx+ n
m+1∑
j=0
αj
2
V (tj)
− nA
2π
∫ 1
−1
V (x)√
1− x2 dx− 2πn
m∑
j=1
iβj
∫ 1
tj
(
ψ(x)− 1
π
) dx√
1− x2 +
m∑
j=1
(
α2j
4
− β2j
)
log (πψ(tj))
− 1− 4α
2
m+1
8
log (πψ(1))− 1− 4α
2
0
8
log(πψ(−1)) +O(n−1+4βmax). (7.45)
The computations of this subsection are organised similarly to those done in Subsection 7.3, and we
provide less details. Let C be a closed contour surrounding [−1, 1] and the lenses γ+ ∪ γ−, which is
oriented clockwise and passes through −1 − ε and 1 + ε for a certain ε > 0. Using the jumps for Y
(2.2), we rewrite the differential identity (7.7) as follows
∂s log Jn(~α, ~β, Vs, 0) = − 1
2πi
∫
C
[Y −1(z)Y ′(z)]11∂s logws(z)
dz
2πi
, (7.46)
where from (7.1) and (7.3), we have ∂s logws(z) = −n∂sVs(z) = −nV (z). In the same way as done
in (7.28), by inverting the transformations Y 7→ T 7→ S 7→ R in the region outside the lenses and
outside the disks, we have
∂s log Jn(~α, ~β, Vs, 0) = I1,s + I2,s + I3,s, (7.47)
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where I1,s, I2,s and I3,s are given as in (7.28). For I1,s, a simple calculation implies
I1,s = −n2
∫ 1
−1
ρs(x)∂sVs(x)dx = −n2
∫ 1
−1
1√
1− x2V (x)
(
(1− s) 1
π
+ sψ(x)
)
dx, (7.48)
which gives ∫ 1
0
I1,sds = −n
2
2
∫ 1
−1
V (x)√
1− x2
( 1
π
+ ψ(x)
)
dx. (7.49)
The computations of I2,s are similar to those done for [9, equations (6.10)–(6.15)] and for (7.31). We
obtain∫ 1
0
I2,sds = n
m+1∑
j=0
αj
2
V (tj)− nA
2π
∫ 1
−1
V (x)√
1− x2 dx−2πn
m∑
j=1
iβj
∫ 1
tj
(
ψ(x)− 1
π
) 1√
1− x2 dx. (7.50)
For I3,s, similar to (7.35) we get
I3,s =
1
2πi
∫
C
(
a(z)2 + a(z)−2
4
[R
(1)
11 (z)
′ −R(1)22 (z)′] +
1
2
[R
(1)
11 (z)
′ +R(1)22 (z)
′]
+i
a(z)2 − a(z)−2
4
[R
(1)
12 (z)
′D−2∞ +R
(1)
21 (z)
′D2∞]
)
V (z)dz +O(n−1+4βmax). (7.51)
The quantities involving R(1) are made explicit using (4.83), we obtain
R
(1)′
11 (z)−R(1)′22 (z) =
m∑
j=1
1
(z − tj)2
−2vj(tj + Λ˜I,j)
2πρs(tj)
√
1− t2j
+
1
(z − 1)2
4α2m+1 − 1
23πψs(1)
+
1
(z + 1)2
1− 4α20
23πψs(−1) ,
R
(1)′
11 (z) +R
(1)′
22 (z) = 0,
i[R
(1)′
12 (z)D
−2
∞ +R
(1)′
21 (z)D
2
∞] =
m∑
j=1
1
(z − tj)2
vj(−2 + Λ˜R,1,j − Λ˜R,2,j)
2πρs(tj)
√
1− t2j
+
1
(z − 1)2
−(1− 4α2m+1)
23πψs(1)
+
1
(z + 1)2
−(1− 4α20)
23πψs(−1) .
As in Subsection 7.3, we rewrite I3,s in the form
I3,s =
m∑
j=1
I3,s,tj + I3,s,1 + I3,s,−1 +O
(
n−1+4βmax
)
, as n→∞, (7.52)
where
I3,s,tk =
−vk
8π2ρs(tk)
∫
C
[
a2(z)
a2+(tk)
+
a2+(tk)
a2(z)
+ Λ˜I,k
(
a2(z)
a2+(tk)
− a
2
+(tk)
a2(z)
)]
∂sVs(z)
(z − tk)2 dz,
I3,s,1 =
4α2m+1 − 1
25π2iψs(1)
∫
C
a2(z)
(z − 1)2 ∂sVs(z)dz,
I3,s,−1 =
1− 4α20
25π2iψs(−1)
∫
C
a−2(z)
(z + 1)2
∂sVs(z)dz.
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From (7.14) and (7.15), I3,s,tk simplifies to
I3,s,tk = −
vk
ψs(tk)
(
ψ(tk)− 1
π
)
− vkΛ˜I,k
ρs(tk)(1− t2k)
∫ 1
tk
(
ψ(x)− 1
π
) dx√
1− x2 (7.53)
and hence, similarly to (7.41)–(7.42), as n→ +∞ we have∫ 1
0
I3,s,tkds = −vk log(πψ(tk)) +O(n−1+2|ℜβk|). (7.54)
Also, from (7.24)–(7.25), we have
I3,s,1 = −1− 4α
2
m+1
8ψs(1)
(
ψ(1)− 1
π
)
and I3,s,−1 = − 1− 4α
2
0
8ψs(−1)
(
ψ(−1)− 1
π
)
, (7.55)
and hence∫ 1
0
I3,s,1ds = −1− 4α
2
m+1
8
log(πψ(1)) and
∫ 1
0
I3,s,−1ds = −1− 4α
2
0
8
log
(
πψ(−1)). (7.56)
This concludes the proof of proposition 7.5.
8 Integration in W
The main result of this section is the following.
Proposition 8.1 As n→∞, we have
log
Dn(~α, ~β, V,W )
Dn(~α, ~β, V, 0)
= n
∫ 1
−1
W (x)ρ(x)dx − 1
4π2
∫ 1
−1
W (y)√
1− y2
(
−
∫ 1
−1
W ′(x)
√
1− x2
x− y dx
)
dy
+
A
2π
∫ 1
−1
W (x)√
1− x2 dx−
m+1∑
j=0
αj
2
W (tj) +
m∑
j=1
iβj
π
√
1− t2j−
∫ 1
−1
W (x)√
1− x2(tj − x)
dx+O(n−1+2βmax).
(8.1)
where Dn stands for either Ln or Jn.
Remark 8.2 The difference between Laguerre-type and Jacobi-type weights in the r.h.s. of (8.1) is
only reflected in the definitions of ρ and A.
The proof of Proposition 8.1 goes in a similar way as in [9]. For each t ∈ [0, 1], we define
Wt(z) = log
(
1− t+ teW (z)), (8.2)
where the principal branch is taken for the log. For every t ∈ [0, 1],Wt is analytic on a neighbourhood
of [−1, 1] (independent of t) and is still Hlder continuous on I. This deformation is the same as the
one used in [17, 1, 9]. Therefore, we can and do use the steepest descent analysis of Section 4 applied
to the weight
wt(x) = e
−nV (x)eWt(x)ω(x). (8.3)
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From Proposition 3.4, we have the following differential identities
∂t logLn(~α, ~β, V,Wt) =
1
2πi
∫ +∞
−1
[Y −1(x)Y ′(x)]21∂twt(x)dx, (8.4)
∂t log Jn(~α, ~β, V,Wt) =
1
2πi
∫ 1
−1
[Y −1(x)Y ′(x)]21∂twt(x)dx. (8.5)
The rest of the proof consists of inverting the transformations Y 7→ T 7→ S 7→ R and evaluating
certain integrals by contour deformations. These computations are identical to those done in [9,
Section 7] for Gaussian-type weights and we omit them here.
9 Appendix
We recall here some well-known model RH problems: the Airy model RH problem, whose solution is
denoted ΦAi and the Bessel model RH problem, whose solution is denoted ΦBe(·) = ΦBe(·;α), where
the parameter α is such that ℜα > −1.
9.1 Airy model RH problem
(a) ΦAi : C \ ΣA → C2×2 is analytic, and ΣA is shown in Figure 4.
(b) ΦAi has the jump relations
ΦAi,+(z) = ΦAi,−(z)
(
0 1
−1 0
)
, on R−,
ΦAi,+(z) = ΦAi,−(z)
(
1 1
0 1
)
, on R+,
ΦAi,+(z) = ΦAi,−(z)
(
1 0
1 1
)
, on e
2πi
3 R+,
ΦAi,+(z) = ΦAi,−(z)
(
1 0
1 1
)
, on e−
2πi
3 R+.
(9.1)
(c) As z →∞, z /∈ ΣA, we have
ΦAi(z) = z
−σ34 N
(
I +
∞∑
k=1
ΦAi,k
z3k/2
)
e−
2
3 z
3/2σ3 , (9.2)
where N = 1√
2
(
1 i
i 1
)
and ΦAi,1 =
1
8
(
1
6 i
i − 16
)
.
As z → 0, we have
ΦAi(z) = O(1). (9.3)
The Airy model RH problem was introduced and solved in [15]. We have
ΦAi(z) :=MA ×

(
Ai(z) Ai(ω2z)
Ai′(z) ω2Ai′(ω2z)
)
e−
πi
6 σ3 , for 0 < arg z < 2π3 ,(
Ai(z) Ai(ω2z)
Ai′(z) ω2Ai′(ω2z)
)
e−
πi
6 σ3
(
1 0
−1 1
)
, for 2π3 < arg z < π,(
Ai(z) −ω2Ai(ωz)
Ai′(z) −Ai′(ωz)
)
e−
πi
6 σ3
(
1 0
1 1
)
, for − π < arg z < − 2π3 ,(
Ai(z) −ω2Ai(ωz)
Ai′(z) −Ai′(ωz)
)
e−
πi
6 σ3 , for − 2π3 < arg z < 0,
(9.4)
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2π
3
0
Figure 4: The jump contour ΣA for ΦAi.
with ω = e
2πi
3 , Ai the Airy function and
MA =
√
2πe
πi
6
(
1 0
0 −i
)
. (9.5)
9.2 Bessel model RH problem
(a) ΦBe : C \ ΣBe → C2×2 is analytic, where ΣBe is shown in Figure 5.
(b) ΦBe satisfies the jump conditions
ΦBe,+(z) = ΦBe,−(z)
(
0 1
−1 0
)
, z ∈ R−,
ΦBe,+(z) = ΦBe,−(z)
(
1 0
eπiα 1
)
, z ∈ e 2πi3 R+,
ΦBe,+(z) = ΦBe,−(z)
(
1 0
e−πiα 1
)
, z ∈ e− 2πi3 R+.
(9.6)
(c) As z →∞, z /∈ ΣBe, we have
ΦBe(z) = (2πz
1
2 )−
σ3
2 N
(
I +
∞∑
k=1
ΦBe,kz
−k/2
)
e2z
1
2 σ3 , (9.7)
where ΦBe,1 =
1
16
(−(1 + 4α2) −2i
−2i 1 + 4α2
)
.
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0Figure 5: The jump contour ΣB for PBe(ζ).
(d) As z tends to 0, the behaviour of ΦBe(z) is
ΦBe(z) =

(O(1) O(log z)
O(1) O(log z)
)
, | arg z| < 2π3 ,(O(log z) O(log z)
O(log z) O(log z)
)
, 2π3 < | arg z| < π,
, if ℜα = 0,
ΦBe(z) =

(O(1) O(1)
O(1) O(1)
)
z
α
2 σ3 , | arg z| < 2π3 ,(O(z−α2 ) O(z−α2 )
O(z−α2 ) O(z−α2 )
)
, 2π3 < | arg z| < π,
, if ℜα > 0,
ΦBe(z) =
(O(z α2 ) O(z α2 )
O(z α2 ) O(z α2 )
)
, if ℜα < 0.
(9.8)
This RH problem was introduced and solved in [29]. Its unique solution is given by
ΦBe(z) =

(
Iα(2z
1
2 ) iπKα(2z
1
2 )
2πiz
1
2 I ′α(2z
1
2 ) −2z 12K ′α(2z
1
2 )
)
, | arg z| < 2π3 , 12H(1)α (2(−z) 12 ) 12H(2)α (2(−z) 12 )
πz
1
2
(
H
(1)
α
)′
(2(−z) 12 ) πz 12
(
H
(2)
α
)′
(2(−z) 12 )
 e πiα2 σ3 , 2π3 < arg z < π, 12H(2)α (2(−z) 12 ) − 12H(1)α (2(−z) 12 )
−πz 12
(
H
(2)
α
)′
(2(−z) 12 ) πz 12
(
H
(1)
α
)′
(2(−z) 12 )
 e−πiα2 σ3 , −π < arg z < − 2π3 ,
(9.9)
where H
(1)
α and H
(2)
α are the Hankel functions of the first and second kind, and Iα and Kα are the
modified Bessel functions of the first and second kind.
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