[1] Chemical transport models such as the Community Multiscale Air Quality (CMAQ) model provide useful guidance on air pollution control strategies. We evaluate the performance of a 12 km resolution CMAQ simulation with surface and aircraft observations of CO, O 3 , and NO x during the summer of 2002. When all data are considered, on average, modeled and observed CO total column contents (surface to 3,000 m) agreed to within 14% in the morning and 22% in the afternoon. Reducing the deposition velocity for CO improves model-measurement agreement but did not eliminate the model bias. The majority of observed vertical profiles have a maximum near the surface. Although many observed spirals had a secondary maximum at the top of the boundary layer, indicating subgrid-scale shallow convection. The model was not able to replicate these vertical structures. Water vapor profiles likewise showed greater vertical variability in the observations than in the model. General conclusions from these model-measurement comparisons: total CO emissions estimates are either adequate or underestimated,
Introduction
[2] Vertical mixing processes play an important role in the morning buildup of pollutants in the shallow nocturnal boundary layer and in the lifetime and long-range transport of trace gases [Baumann et al., 2000; Schichtel and Husar, 2001; Vukovich and Scarborough, 2005] . The Community Multiscale Air Quality (CMAQ) model version 4.5.1 utilizes two parameterizations to represent boundary layer vertical mixing processes. Large eddy convective mixing is represented by an asymmetric convective mixing scheme, where pollutants can be transported upward nonlocally (between nonadjacent layers), while downward mixing is layer-bylayer subsidence. All other vertical mixing processes are represented with K-theory, where turbulent transport is modeled using an eddy diffusion coefficient (K z , m 2 /s), analogous to molecular diffusivity. K z is calculated using planetary boundary layer (PBL) similarity theory based on the formulations from Businger et al. [1971] and Hass et al. [1991] .
[3] O 3 episodes in the eastern U.S. can extend well beyond the area of a single state [e.g., Gilliland et al., 2008; Logan, 1989; Ryan et al., 1998; Zhang and Rao, 1999] . Exchange of air between the PBL and lower free troposphere (LFT), especially as mediated by small-scale cumulus clouds, has been suggested to play an important role in the temporal and spatial scales of smog events [Ching et al., 1988; Hains, 2007; Hains et al., 2008; Mueller et al., 2006; Taubman et al., 2004 Taubman et al., , 2006 . Effective modeling for control of O 3 must adequately simulate this vertical transport.
[4] To study vertical mixing in CMAQ, an analysis of carbon monoxide (CO) vertical profiles will be carried out. CO is an ideal tracer for analyzing pollutant transport in air quality models (AQMs) because its atmospheric lifetime, on the order of a month, is longer than the timescale of boundary layer mixing, but short enough such that boundary 1 layer gradients are easily distinguishable from the background. To use CO as a tracer, model performance of CO must be well understood; the sources, sinks, and resulting total CO must be accurate.
[5] Until recently, the precision of surface CO monitoring in the national monitoring networks has been low; often only one significant figure was reported (U.S. Environmental Protection Agency, Integrated science assessment for carbon monoxide, second external review draft, 2009, http:// cfpub.epa.gov/ncea/cfm/recordisplay.cfm?deid=213229# Download). Generally data sets from intensive field campaigns or select research surface sites have been available for CO model performance evaluation. Comparison of the Eta-CMAQ air quality forecast model to the data set from the International Consortium for Atmospheric Research on Transport and Transformation (ICARTT) study (an intensive field campaign that measured trace gases from surface, aircraft, and ships off the coast of the eastern U.S. during the summer of 2004) showed a 20-30% low bias in modeled CO at all altitudes when the plumes were affected by biomass burning emissions, and a high bias in the New York City plume [Yu et al., 2007; Yu et al., 2009] . A comparison of CMAQ to 2000-2001 CO concentrations observed at Southeastern Aerosol Research and Characterization (SEARCH) sites found that modeled CO concentrations have a 36% low bias [Marmur et al., 2009] . In contrast, Parrish [2006] compared the MOBILE6 motor vehicle CO emissions inventory to a fuel-based inventory, and found that CO emissions from motor vehicles are overestimated by a factor of ∼2. Miller et al. [2008] found from inverse modeling that CO emissions from fossil fuel combustion were overestimated by a factor of 3. Kuhns et al. [2004] compared MOBILE6 CO emissions factors to those measured by roadside remote sensing of vehicle exhaust; MOBILE6 CO emissions factors were 50% too high for gasoline-powered vehicles. Bishop and Stedman [2008] reported that the deterioration rate of control technology in motor vehicles was overestimated by a factor of five in MOBILE6. Hudman et al. [2008] and Warneke et al. [2006] also found that modeled CO anthropogenic emissions are 50-60% too high. However, they compared 2004 observations to the 1999 NEI. NEI annual average emissions of CO from highway vehicles are 30% higher in 1999 than 2004 (U.S. Environmental Protection Agency, 1970 Agency, -2008 Agency, average annual emissions, 2009 , http://www.epa.gov/ ttnchie1/trends/). In light of the contradictions present in the CO emissions literature, there is a need for further systematic analysis of CO in CMAQ in order to use this species to analyze model transport.
[6] In this work, CMAQ will be compared to CO vertical profiles taken at various locations throughout the MidAtlantic by the Regional Atmospheric Measurement, Modeling and Prediction Program (RAMMPP), and to surface observations at select, high-precision CO Air Quality System (AQS) monitoring sites across the Northeast. CO column content from aircraft profiles represent total sources. Because motor vehicles are the main source of anthropogenic CO emissions (in 2002, highway vehicles contributed ∼55% of the total; Environmental Protection Agency, 1970 Agency, -2008 Agency, average annual emissions, 2009 , http://www.epa.gov/ ttnchie1/trends/) the model will also be compared to surface observations of NO x and its chemical partner O 3 at AQS and Clean Air Status and Trends Network (CASTNET) sites. The analysis will address the accuracy of: estimates of CO and NO x emissions, vertical mixing processes in the PBL and from the PBL into the LFT, the deposition velocity of CO, and the lifetime of NO x in the model.
Methods

Modeling Setup
[7] The modeling domain, meteorology, emissions, and AQM setup described for the base case of Castellanos et al.
[2009] were used, and will be briefly summarized here. The 12 km resolution modeling domain covered the eastern half of the U.S. and was nested within a 36 km grid covering the entire continental U.S. The coarse grid provided the boundary conditions for the finer grid. A terrain following s coordinate defined 22 layers from the surface to roughly 30 km. The top of the first layer was roughly 20 m from the surface, and the first twelve layers fell within the bottom 1.5 km of the atmosphere.
[ North Carolina, 2008] . The meteorological fields were generated for the domain with the Penn State/NCAR 5th Generation Mesoscale Model 5 (MM5) v3.6 using a modified Blackadar planetary boundary layer scheme [Grell et al., 1994; Zhang and Zheng, 2004] . The MM5 outputs were processed with the MeteorologyChemistry Interface Processor (MCIP) v3.4.1 wherein the CO mesophyll resistance was updated to correspond with the value predicted by the effective Henry's law constant. This update in MCIP reduces the deposition velocity from ∼0.4 cm/s to ∼0.1 cm/s and increases the modeled lifetime of CO with respect to dry deposition from days to weeks. MCIP was configured to maintain the PBL determined in MM5.
[9] In the implementation of CMAQ v4.5.1, the carbon bond IV (CBIV) gas-phase chemical mechanism, the AE3/ ISOROPPIA aerosol reaction scheme, and the Euler backward iterative (EBI) solver were used [Byun and Schere, 2006; Gery et al., 1989] . The simulation was initiated on May 1 with clean initial conditions and ended on September 15, 2002. The first 15 days were taken as spin up, and not used in the analysis.
Measurement of CO Vertical Profiles
[10] Vertical profiles of CO at 34 small airports across the Northeast U.S. (Figure 1) were measured for the RAMMPP project from May through August of 2002 on a twin engine Piper Aztec airplane. Observations were taken on days when high O 3 concentrations were forecast. The flight plans were designed such that morning spirals were located mostly upwind of major cities, and afternoon spirals were downwind of major cities (see auxiliary material Figure S1 for climatology of back trajectories from aircraft spiral locations).
1 Some locations will be upwind of one city and downwind of another city depending on the synoptic conditions. Out of 100 total analyzed vertical profiles, 38 profiles were measured at 15 airports between 07:00 and 10:00 local time (LT), before thermal convection creates a high wellmixed boundary layer (Figure 1 ). The other 62 profiles were measured in the afternoon at 19 airports ( Figure 1 ).
[11] To investigate whether aircraft CO emissions could bias our observations during the vertical spiral low pass, emissions were estimated using reports of average daily aircraft operations (defined as a takeoff or a landing), and the average of the CO emissions factors for single engine, single engine high performance, and twin engine high performance aircrafts reported by the Swiss Federal Office of Civil Aviation [Swiss Federal Office of Civil Aviation, 2007] . Aircraft operation statistics are reported as weekly averages by airport managers to the Federal Aviation Administration (FAA), and available to the public at www.airnav.com. The estimated aircraft emissions were compared to the model surface emissions in the airport grid cell (see Table S1 ). At seven airports the estimated aircraft emissions were between 12 and 20% of the modeled emissions. However, five of these airports are located in secluded areas where CO emissions and the observed near surface CO concentrations are relatively small. At the remaining airports, the estimated aircraft emissions were between 1 and 8% of the modeled emissions. Thus CO emissions from aircrafts can only be a small part of the model emissions inventory. Even if they were completely excluded from the model, the error encountered would still be within the emissions inventory uncertainty.
[12] Possible sampling of aircraft exhaust during measurement spirals may add uncertainty to the assessment of model CO mixing and the CO emissions inventory. However, traffic at these small airports is light, generally ∼100 operations per day, and air traffic control ensures that no more than one other aircraft will have used the airspace over the airport prior to our slow spirals requiring ∼10 min to profile the PBL. In the case of afternoon observations, it is possible that CO emitted throughout the day by aircrafts could accumulate around the airport depending on the meteorological conditions. However, we base our results on average statistics of 62 profiles, and it is unlikely that we have selectively sampled this scenario dozens of times. Thus, it is unlikely that model measurement differences can be attributed primarily to local aircraft emissions.
[13] CO measurements were taken with a modified Thermo Scientific CO infrared filter correlation analyzer (Model 48C, Franklin, MA) [Dickerson and Delany, 1988] . The instrument sampled from a backward facing inlet on top of the airplane. Trace gas vertical profiles were obtained at a vertical climb rate of 100 m/min between 3 m and 3000 m above ground level (AGL). Aircraft spirals generally have a diameter of ∼5 km, on the same order as a model grid cell. Temperature, pressure, relative humidity, ozone, sulfur dioxide (SO 2 ), scattering at three wavelengths, and particle absorption, number concentration, and size were also measured. A full description of the aircraft instrument package is provided by Hains [2007] .
[14] Observations taken on July 5-8 were excluded from the analysis (three morning and three afternoon spirals) when a smoke plume of CO from forest fires in Quebec affected the Mid-Atlantic region. The fires caused anomalously high concentrations of CO and aerosols in the region and were not represented in the emissions inventory [Sapkota et al., 2005; Sigler et al., 2003; Taubman et al., 2004] .
2.3. Surface Observations of O 3 , CO, and NO x [15] CO surface monitoring data were extracted from the EPA Air Quality System (AQS) monitoring network at eleven sites where CO measurements were reported at the ppbv level. Two sites that were considered near roadways (within 100 m of a roadway in a rural area, or within 20 m of a roadway in an urban area), and thus not representative of the model grid cell, were excluded from the analysis ( Figure S2 MA) infrared gas filter correlation analyzers. Detailed descriptions of AQS monitoring sites can be found at http:// www.epa.gov/ttn/airs/airsaqs.
[16] O 3 and NO x surface monitoring data were extracted from the EPA's AQS monitoring network databases at 612 and 92 sites, respectively ( Figure S2 ). O 3 data at 85 CASTNET sites were also used. The NO x measurement method in the AQS network is conversion of NO 2 to NO with hot molybdenum followed by chemiluminescence of NO plus O 3 . This method is known to suffer from interferences from peroxy acetyl nitrate (PAN), organic nitrates, and nitric acid (HNO 3 ), but HNO 3 can be lost to the inlet components [Crosley, 1996; Dunlea et al., 2007; Fehsenfeld et al., 1987; Nunnermacker, 1990; Poulida et al., 1994; Schwab et al., 2009] . Thus, a reasonable indicator of AQS NO x observations is modeled NO y -HNO 3 [Dunlea et al., 2007] , and will be used as a proxy. In this case modeled NO y -HNO 3 will be referred to as NO* x . Detailed descriptions of CASTNET monitoring sites can be found at http://www. epa.gov/castnet/site.html.
[17] Additional CO data, along with O 3 , NO x , NO y , and HNO 3 measured at the Pinnacle State Park (PSP) research site described by Schwab et al. [2009] were also used. The PSP site has been operational since 1995; hourly measurements from the summer of 2002 were used in this work. Briefly, O 3 , SO 2 , and NO were measured with UV absorption, pulsed fluorescence, and chemiluminescence, respectively. NO 2 was measured with photolysis followed by chemiluminescence, which avoids interferences with other nitrogen containing compounds. NO y and HNO 3 were measured simultaneously with chemiluminescence. NO y was determined by passing sample air over a heated molybdenum converter, and HNO 3 was determined by denuder difference; the sample air first passed through a NaCO 3 coated annular denuder followed by a heated molybdenum converter. HNO 3 is the difference between the NO y and NO y -HNO 3 signals. Other NO y gases that are removed by deposition onto NaCO 3 would be detected as HNO 3 . Isoprene nitrates if present in substantial concentrations [e.g., Perring et al., 2009] could be an interference.
Summary of Model Simulations and Analysis Approach
[18] Two configurations of the model will be implemented in this paper: (1) A base case with off the shelf configurations of CMAQ v 4.5.1 and MCIP v3.4.1, and (2) a sensitivity case with the CO dry deposition velocity set to zero. In the model, the default daily average deposition velocity is 0.08-0.16 cm/s, while observations of CO deposition velocity are in the range of 0-0.07 cm/s ( Figure S3 and Table 1 ) and under some conditions soils can even be a source of CO Seiler, 1980, 1985; Sanhueza et al., 1998; Scharffe et al., 1990; Yonemura et al., 1999 Yonemura et al., , 2000 . Thus, the sensitivity case is implemented to get an upper bound on the modeled CO column content at aircraft observations sites, and on the overall model CO budget.
[19] To analyze vertical mixing with vertical profiles of a tracer species like CO, care must be taken to differentiate between errors in chemical transport from errors in the determination of the PBL height. Dilution effects from an incorrect PBL height could lead to erroneous conclusions. The temperature, pressure, and relative humidity measured on the aircraft were used to determine the observed PBL height, which was defined as an inversion in equivalent potential temperature ( e ) that corresponded with a decrease in relative humidity. The slope of e in the boundary layer was compared to the sign of the Monin-Obukhov length, used in CMAQ to determine stability. The CMAQ PBL height was imported from the MM5 inputs; it was determined from the slope of the MM5 potential temperature. Flights where the model PBL height and stability matched observations were grouped together (the model PBL was considered accurate when it was within 100 m of the observed PBL in the morning, or within 20% of the observed PBL in the afternoon).
Results and Discussion
Comparison of Observed and Modeled PBL Heights
[20] In the morning, 35 out of 38 spirals and in the afternoon 31 out of 72 spirals had well-defined potential temperature inversions. Of these spirals, 20 (15) profiles in the morning and 15 (16) profiles in the afternoon had accurate (inaccurate) model predicted PBL heights. The average and standard deviation of the observed PBL heights as well as the bias, relative bias, and root mean squared error (RMSE) of the model predicted PBL heights are listed in Table 2 .
Comparison of Modeled and Observed CO Vertical Profiles 3.2.1. Model Comparison to Morning Observations
[21] The medians and quartiles of all observed and modeled morning vertical profiles, without regard to PBL height, of CO are shown in Figure 2a . In the morning, when thermal et al. [1999, 2000] convection is beginning to break up the nocturnal temperature inversion, but the PBL has not vented to its full height, a ∼360 ppbv peak in CO concentration below ∼500 m is observed by the aircraft. Above 500 m, observations show that CO is well mixed and has a median value of ∼150 ppbv; close to the continental background value of 120-140 ppbv [Kim et al., 2008; U.S. Environmental Protection Agency, 2000] . The height of the transition between low concentration CO aloft and high concentration CO at the surface is roughly the height of the mean observed PBL. The observed CO concentration in the PBL can be several times higher than the concentration above. The median CMAQ vertical profile drops off a little fast, but in general corresponds well with observations in the well-mixed altitudes, while below 500 m, the model underestimates observations generally by ∼35% in the standard run. The vertical gradient of CO near the surface in CMAQ is smaller than in observations.
[22] Water vapor is also conserved on time scales of PBL mixing, so we examine this tracer (Figure 2b ). Moisture is calculated in MM5 and used without further modification in CMAQ, but mixing of water and CO are related because the stability parameters from MM5 used to calculate the vertical profile of water are used in CMAQ. The observed vertical profile of water vapor mixing ratio also shows more structure in the observations compared to the model. MM5 generates well-mixed water vapor in the PBL and a sharp decrease above the observed PBL. The failure of MM5 to capture the observed vertical gradient of water vapor mixing ratio suggests that MM5 vertical mixing in the model PBL is too fast. Because the observed CO vertical profile shape is similar to that of water vapor, it is unlikely that the observed CO profile shape is the result of a spike from sampling aircraft exhaust. Thus, the combination of MM5 and CMAQ through ACM and K-theory appears to mix vertically too quickly.
[23] When the CO deposition velocity is set to zero, the median CO concentration increases at all altitudes, but the shape of the modeled CO vertical profiles does not change appreciably. In the morning, the concentration of CO increases by 20-40 ppbv below 500 m, and by 10-15 ppbv above 500 m. We will next examine cases selected by how well CMAQ simulated the height of the PBL. In Figures 3, 4 and 5 are plotted typical morning CO vertical profiles with accurate, inaccurate, and no observed model PBL height, respectively. All observed and modeled CO vertical profiles can be found in auxiliary material Figures S3, S4 , and S5.
[24] When PBL height values are accurate, the modeled CO concentration generally decreases monotonically with height, as expected from the solution to the eddy diffusion equation for a morning boundary layer. In two cases, this modeled spiral shape is similar to observations (Figure 3a) . However, in four cases, which have near surface model CO concentrations close to observations, the model is unable to recreate the observed surface increase of CO (Figure 3b ). For the rest of the spirals, the model significantly underestimates the near surface concentrations, and thus the high concentration to low concentration vertical gradient (Figure 3c ). Above the PBL, the model is in better agreement with observations. The model PBL was considered accurate when it was within 100 m of the observed PBL in the morning or within 20% of the observed PBL in the afternoon. Figure 2 . Comparison of all observed (red) and modeled (blue and green) morning (a) CO and (b) water vapor mixing ratio vertical profiles paired in time and space. The solid lines are the medians, and the shaded areas represent the 25th and 75th quartiles of the data. The blue line corresponds to modeled CO with the deposition velocity calculated in MCIP v3.4.1, and the green line corresponds to modeled CO with the deposition velocity set to zero. The dashed blue lines are the average, 25th quartile, and 75th quartile of the observed PBL height. CMAQ shows more CO aloft and less near the surface, probably due to problems simulating subgrid-scale mixing; integrated column contents are discussed in the text.
[25] When the model PBL does not match observations, the observed spirals are mostly similar to those where the PBL is accurate: background level CO above the PBL, high concentration CO below, and generally the model replicates above boundary layer CO concentrations better. In three cases, model boundary layer CO concentration and spiral shape is in agreement with observations, even though the model vents the PBL too soon (Figure 4a) . In four cases, the model CO concentration decreases monotonically in the boundary layer similar to observations, but the CO concentration is underestimated in the boundary layer (Figure 4b ). In the last eight cases, there is no model CO boundary layer gradient, while the observations show a large increase in CO concentration near the surface (Figure 4c) . Overall, there is no systematic difference in model performance associated with the accuracy of the PBL height.
[26] When no potential temperature inversion is observed, two out of the three observed spirals performed over congested areas, Richmond, VA, and Fort Meade, MD, have high CO concentrations near the surface as would be expected from the observations with a clearly defined boundary layer. In one case, the model systematically underestimates CO (Figure 5a ), but for the second case the model has higher concentration of CO near the surface (Figure 5b ), but cannot replicate the increase of CO concentration near the surface. The third observed CO spiral with no potential temperature inversion has a well-mixed profile shape with no clear transition indicating the boundary layer height (Figure 5c ). This vertical profile was measured at a secluded location, Bar Harbor ME, where one would not expect a significant impact from local CO emissions sources. The model is in good agreement with the observations in this case.
[27] The CO column in the boundary layer (the mass concentration of CO integrated over the height of the observed boundary layer), is on average biased low by the model (−52% to −56%) for all sets of morning observations. However, the total column contents (the integrated mass concentration of CO over the total observed CO spiral) are within 11% to 17% on average ( Figure 6 ). When CO deposition is turned off, the average bias decreases to −43% to −47% (−21% for no observed inversion cases, but N is only equal to three) in the boundary layer column, and −2% to −9% in the total column. The continued underestimated CO column in the boundary layer, where the CO concentration is dominated by surface emissions and any errors in model horizontal boundary conditions are minimized, suggests that the low CO concentration bias in the PBL is not due to errors in the overall CO budget, but from underestimation of local emissions in the model. This is in line with Figure 6 . Model bias in the morning CO total and boundary layer column, showing that the model generally underestimates the burden of CO, but less so for the total column. The bars and whiskers correspond to the model mean bias and the standard deviation of the model bias, respectively. The percentages beside each bar correspond to the relative mean bias. the bias in the modeled total column being on average the same as the bias in the boundary layer column.
Model Comparison to Afternoon Observations
[28] In the afternoon, observed spirals are generally more thoroughly mixed than spirals observed in the morning. The medians and quartiles of all observed and modeled afternoon vertical profiles of CO are shown in Figure 7a . Compared to morning observations, the observed afternoon median CO concentration above 500 m increases uniformly by ∼25 ppbv; the observed median concentration at the surface decreases by ∼50 ppbv. Although the observed and modeled PBL heights are generally ∼1,500 m, observations show that CO is moderately well mixed from 500 to 2400 m, but often stratified below 500 m where the CO concentration increases monotonically to a median concentration of ∼350 ppbv. In general, the aircraft observations are close enough to a CO source (motor vehicle emissions) and the observed rate of vertical mixing is slow enough such that pollutants are imperfectly mixed throughout the boundary layer. As seen in the morning observations, the model corresponds well with CO observations in the wellmixed altitudes, but the vertical gradient of CO near the surface is underestimated. When CO deposition is set to zero, the concentration of CO increases by 10-15 ppbv throughout the boundary layer, but the vertical gradient does not change substantially. The afternoon gradient of observed water vapor mixing ratio shows a relatively well mixed boundary layer, except for the lowest ∼200 m (Figure 7b) . The difference in the height of the observed surface gradient in CO and water vapor concentration could be a result of advection or emission of CO above 200 m. It is likely that the discrepancies between water vapor and CO concentration profile shapes above 200 m stem from CO having a higher flux at the surface and lower background concentration relative to near surface values than water vapor. In agreement with morning observations, near the surface there may be an overestimate of vertical mixing in the meteorological and chemical transport model boundary layer.
[29] Examples of typical spirals when the model PBL is accurate, inaccurate, or not observed are in Figures 8, 9 , and 10, respectively (all afternoon spirals are shown in Figures S6, S7, and S8 ). When the model PBL is accurate, as in the morning observations, the general trend is for the model to underestimate the concentration of CO near the surface. The model tends have the best performance when the observed concentration of CO near the surface is relatively low, and there is a weak gradient in CO concentration near the surface. In these cases, simply turning off CO deposition is enough to bring the model and measurements into better agreement (Figure 8a ). Once again, the cases where there is observed high CO concentration near the surface are when the highest model bias occurs (Figure 8b ). However, there are three cases where the model overestimates CO near the surface (Figure 8c ) when the observed CO concentration is high near the surface, a sign of local CO sources. Last, in four cases (Figure 8c ) where there is a small secondary maximum in CO at the top of the boundary layer, indicating shallow convection, the model is not able to capture this feature, possibly because of the challenge of parameterizing subgrid-scale clouds.
[30] When the model PBL height is inaccurate, similar to the cases where the PBL height is accurate, in most cases the model underestimates CO near the surface (Figure 9a) . However, there are three cases where the model overestimates CO near the surface (Figure 9b ), but only when the CO concentration near the surface is relatively small. Two observed spirals show an increase in CO with altitude at the top of the boundary layer (Figure 9c ), but the model underestimates the CO concentration throughout the entire boundary layer. When the CO deposition velocity is set to zero, no cases in inaccurate PBL show significant improvement in model performance.
[31] When there is no observed inversion in potential temperature, the general trend is for the model to underestimate the concentration of CO throughout the boundary layer (Figures 10a and 10b) . However, there are also seven cases where the model and observations are in good agreement (Figure 10d) , and ten cases where the model overestimates CO near the surface (Figure 10c ). Four cases also have a secondary maximum at the top of the boundary layer, which the model is not able to replicate (Figure 10a ). However, similar to cases with inaccurate modeled PBL height, the CO concentration throughout the entire boundary layer is underestimated by the model. Without the correct boundary layer column of CO in the model, it is difficult to analyze the models' performance during these cases of shallow convective mixing, important for pollutant longrange transport. Comparison of modeled to measured ozone profiles [Castellanos, 2010; Hains, 2007] indicates a model overestimate near the surface and an underestimate in the LFT. This is consistent with vertical mixing out of the PBL happening faster than is simulated in MM5/CMAQ. Recent work indicates that this may be due to subgrid-scale convection [Loughner et al., 2011] .
[32] For this set of observations, turning off CO deposition had the greatest effect for the cases where the boundary layer CO concentration is in agreement or overestimated near the surface, and specifically observations that were taken in rural areas (Figure 10c) .
[33] The afternoon bias in the CO boundary layer and total columns are on average similar to the morning values, but the relative bias is smaller (less than 30%) (Figure 11 ). When the modeled PBL is accurate, six model spirals have an absolute relative error in total column greater than 20%, while there are eleven such cases when the modeled PBL is inaccurate. When there is no observed potential temperature inversion, 21 model spirals have an absolute relative error greater than 20%. Out of the six (11, 21) model spirals with greater than 20% relative error in total column, five (9, 16) underestimate the column, and most of the error is a result of underestimating the CO concentration in the PBL. Thus, the majority of observation-model comparisons (generally measured in the Baltimore/Washington area) indicate that local model CO emissions are underestimated. Five of the model spirals that overestimate the total CO column also coincide with overestimated CO concentrations near the surface suggesting that for these cases model local CO emissions are overestimated.
Comparison of Modeled and Observed Surface CO
[34] The diurnal variation of CO surface concentrations is shown in Figure 12 . The modeled and observed values are paired in time and space, without interpolation. The observed CO concentration peaks at 02:00-04:00 LT, corresponding to the nighttime buildup of pollutants in the nocturnal boundary layer, and decreases as the boundary layer breaks up. The model predicts this peak a bit later in the morning. There is a second peak in CO concentration during the evening rush hour and the collapse of the boundary layer. In general, the median observed surface CO concentration is between 350 and 500 ppbv, in agreement with aircraft observations. Except at 05:00 LT and 16:00-18:00 LT where measurements and model agree, modeled CO concentrations are ∼30% less than observations, consistent with the model comparison to aircraft observations. Even though near-road monitors were excluded from this analysis, much of this low bias might be attributed to the relatively coarse model resolution compared to the sampling volume of the surface point measurement.
[35] Because aircraft observations have a larger footprint than surface observations, when the model is compared to aircraft observed CO, one would expect any bias in CO near the surface to be less than the bias when compared to surface observations. The consistency between surface and aircraft observations suggests that the bias in CO near the surface is a result of systematic bias rather than a result of the lack of model resolution.
[36] In general, the changes in the modeled CO vertical profiles after changing the CO deposition velocity are similar to the changes in CO concentration at the surface monitoring sites. The median surface CO concentration increases by ∼10% in the morning and at night, but the daytime CO concentration is not significantly affected. This is expected because deposition has the strongest influence on CO at night. During the evening rush hour, the model now overestimates CO. (Figure 13) . The model has a larger negative bias for daytime ozone in urban areas than rural areas, but the model has a larger positive bias for nighttime ozone in rural areas than urban areas. The slope of the weighted linear least squares fit to a scatterplot of the data is 0.51 at rural sites and 0.65 at urban sites indicating that CMAQ overestimates extreme low concentrations and underestimates extreme high concentrations (Table 3) .
Model
[38] Observations were compared to the model at AQS locations where both O 3 and NO* x were monitored, at urban (70 monitors) and rural (20 monitors) locations (Figure 14) . At rural sites, there is a 6-12 ppbv high bias in O 3 at night and in the early morning that corresponds with a 1-6 ppbv low bias in NO* x . This suggests that the nocturnal inversion in the model may be breaking up too early.
[39] In the daytime, CMAQ underestimates O 3 by 1-3 ppbv, and NO* x by ∼1 ppbv. At urban monitoring sites the positive bias in O 3 from 00:00 to 05:00 LT is smaller than at rural sites, and there is almost no bias in the daytime. The bias of NO* x is consistently positive and peaks during the rush hours. During the evening rush hour, when the NO* x bias is the highest, O 3 is also underestimated by the model. Thus it appears that NO x emissions at these times are too Figure 12 . Comparison of the median modeled and observed surface CO diurnal variation over the course of the simulation. The boxes represent the 25th and 75th percentiles, and the symbols correspond to the median hourly concentration. The triangles and gray boxes correspond to observed CO. The blue bars and circles correspond to modeled CO with the default CO deposition velocity. The yellow bars and squares correspond to modeled CO with the deposition velocity set to zero. Model concentrations are less than observed, but reducing the vertical mixing at night improves performance. high, and excessive loss of O 3 through titration with NO has occurred, in agreement with the comparison of CMAQ to surface CO monitors. This agrees with the findings of Kuhns et al. [2004] and Bishop and Stedman [2008] , which show that NO emissions factors in MOBILE6 from light duty gasoline powered vehicles (LDGV) between 7 and 15 years old (36% of the LDGV fleet) are overestimated by 50%. Outside of the evening rush hour, modeled CO concentrations were low relative to observations while model NO* x concentrations are still too high, but have a smaller high bias than rush hour NO* x values.
[40] While NO* x is consistently overestimated in urban areas by the model, it is underestimated in rural areas. Moreover, the model total CO column at morning sites upwind of urban areas is also too low, but have a smaller low bias than model afternoon total CO columns at downwind sites that sample urban plumes. Assuming that CO and NO x mobile emissions are the dominant source of urban CO and NO x , that advection, dilution, and photochemical processing brings CO and NO x concentrations to rural values, and observations are reliable, emissions, mixing, or both in CMAQ must be in error. The following possibilities arise for a low urban model CO/NO x ratio and a high rural CO/NO x ratio: (1) NO x emissions are correct, CO emissions are too low, advection is correct, and vertical mixing is too slow.
(2) NO x emissions are correct, CO emissions are too low, advection is too slow, and vertical mixing is correct. (3) NO x emissions are too high, CO emissions are correct or slightly low, advection is correct, vertical mixing is too fast, and the chemical loss of NO x is too fast. Possibility 1 is unlikely given that the model does not reproduce the observed CO or water vapor mixing ratio vertical gradient; vertical mixing in the model PBL is if anything too fast. Possibility 2 requires modeled horizontal winds to be too slow, which is unlikely [see Zhang and Zheng, 2004] . The evidence that MM5/ CMAQ seems to loft pollutants too quickly (taking them to altitudes where winds are stronger) makes possibility 2 even The PSP site is surrounded by mixed deciduous and coniferous forest, former pastures and fields, and a ninehole golf course; the closest village is 5 km away. O 3 model performance is similar to that of the AQS sites. O 3 is overestimated from 01:00 to 10:00 LT, and underestimated from 11:00 LT to midnight (Figure 15 ). Underestimated O 3 from 11:00 to 14:00 LT, the peak O 3 forming hours, is consistent with underestimated NO 2 at this time (Figure 16 ). The shape of the modeled NO and NO 2 diurnal variation is comparable with observations, but the modeled NO y and HNO 3 diurnal variations are substantially different (Figure 16 ). During the day, HNO 3 and NO y are underestimated by 20-54% (09:00 to 18:00 LT) and 5-20% (09:00 to 15:00 LT), respectively. If the conversion of NO 2 to HNO 3 were too slow in the model then NO 2 would be overestimated, which is not the case. In fact, a reevaluation of the rate constant indicates slower attack of NO 2 by OH [Mollner et al., 2010] . If the model is failing to produce sufficient HNO 3 from the reactions of N 2 O 5 with aqueous aerosols, then the model HNO 3 would be too low at night, but HNO 3 is overestimated by 2-200% at 02:00-08:00 LT and 19:00-23:00 LT. Overestimation of HNO 3 loss to dry deposition in the model is also not likely because model daytime HNO 3 dry deposition velocities are 2-5 cm/s, in line with observed values reported in the literature [Pryor and Klemm, 2004, and references therein] .
[42] The model-measurement HNO 3 discrepancy may be a result of measurement interference; PAN and NO 2 are known artifacts of NaCO 3 coated denuders [Fitz, 2002; Schwab et al., 2009] . It is probable that partially oxidized isoprene nitrates, which would be present during the warmest times of the day when isoprene concentrations are highest, are also removed by the diffusion denuder of the nitric acid detector and are thus reported as nitric acid [Horowitz et al., 2007] . Underestimated isoprene nitrates and PAN by the model probably contribute to underestimated NO y during the day. Combined with underestimated NO* x at rural AQS sites, these results suggest that the NO y lifetime may also be underestimated in the model.
Conclusions
[43] Emissions and vertical mixing in CTMs must be simulated accurately in order for the model to provide useful guidance on air pollution abatement strategies. CO is a valuable tracer, because its tropospheric residence time is long relative to time scales of synoptic changes and vertical mixing. Comparison of modeled to measured column content indicates that total CO emissions estimates are roughly correct (when all data are considered) or underestimated by about 20-50% (when we look only at cases where the model captures the correct boundary layer depth). Reducing the loss of CO to dry deposition improves simulations but did not eliminate the model bias. There is no evidence in our study indicating that CO emissions from SMOKE/MOBILE6 are grossly overestimated.
[44] The observed shape of the vertical profile of CO often showed a maximum near the surface and/or a secondary maximum just above the inversion (the top of the PBL). Observed ozone profiles also show a maximum in the LFT [Castellanos, 2010] . The model, as configured with 12 km resolution, was unable to capture this fine vertical structure, and always showed a well-mixed PBL. Comparison of modeled to measured water vapor profiles likewise showed greater structure in the observations. Because the modeled CO column content was similar to observations, but the modeled vertical gradient was not, we conclude that vertical mixing within the PBL may be too fast, but venting out of the PBL into the LFT may be too slow. Recent results [Loughner et al., 2011] attribute the shape of the CO profile and the model/measurement difference to subgrid-scale convection, as is associated with fair weather cumulus clouds common on summer days in the eastern U.S.
[45] Comparing CMAQ to surface observations of O 3 and NO* x at AQS and CASTNET sites reveals that CMAQ tends to overestimate extreme low values and underestimate the extreme high O 3 concentrations. The model has a larger bias during the daytime at urban sites than rural sites. Furthermore, NO* x is overestimated at urban monitoring sites overall. During the evening rush hour, when the bias is the greatest, this corresponds with a low bias in O 3 indicating that NO x emissions from cars as calculated in MOBILE6 may be overestimated. While CMAQ overestimates NO* x in urban areas, it also underestimates NO* x in rural areas suggesting that the lifetime of NO* x in the model is too short, or advection of NO x from urban to rural areas is too slow. However, the second possibility is unlikely. Comparison of the model to NO, NO 2 , and NO y at the PSP site also suggests that NO x , in particular, is underestimated at this rural site, and the lifetime of NO y may be too short in the model. These results offer insight into why CMAQ 4.5.1 appears to underestimate the spatial scale of ozone events over the eastern U.S.
[46] Finally, we conclude that more accurate simulation of the spatial scale of photochemical O 3 production and the interstate transport of pollution will require improvements in a combination of emissions, NO x chemistry, resolved clouds, vertical mixing, and/or more accurate parameterization of subgrid-scale convective processes.
