This paper focuses on kernel methods for multi-instance learning. Existing methods require the prediction of the bag to be identical to the maximum of those of its individual instances. However, this is too restrictive as only the sign is important in classification. In this paper, we provide a more complete regularization framework for MI learning by allowing the use of different loss functions between the outputs of a bag and its associated instances. This is especially important as we generalize this for multi-instance regression. Moreover, both bag and instance information can now be directly used in the optimization. Instead of using heuristics to solve the resultant nonlinear optimization problem, we use the constrained concave-convex procedure which has well-studied convergence properties. Experiments on both classification and regression data sets show that the proposed method leads to improved performance.
Introduction
Multi-instance (MI) learning was first introduced by Dietterich et al. (1997) in the context of drug activity prediction. The task is to predict whether a drug molecule can bind to the targets (enzymes or cell-surface receptors). Each drug molecule (called a bag) can have multiple low-energy shapes or conformations (instances). The molecule is considered useful as a drug if one of its conformations can bind to the targets. However, biochemical data can only tell the binding capability of a molecule, but not a particular conformation. Thus, while each training pattern has a known label in supervised learning, only the bags (but not the individual instances) have known labels in MI learning. In other words, MI learning only provides weak label information of the training data.
Following the seminal work of Dietterich et al. (1997) , a number of new MI learning methods emerged. Examples include the Diverse Density (DD) (Maron & Lozano-Perez, 1998) , EM-DD , Citation-kNN (Wang & Zucker, 2000) , MI SVMs (Andrews et al., 2003) and generalized MI learning (Tao et al., 2004) . Besides classification, progress has also been made on MI learning with real-valued outputs (Ray & Page, 2001; Amar et al., 2001; Dooly et al., 2002) . Moreover, many applications are now considered as MI problems. Examples include contentbased image retrieval (Chen & Wang, 2004; Maron & Ratan, 1998) , where each image is a bag and each local image patch an instance, and computer hard-drive failure prediction (Murray et al., 2005) .
In this paper, we focus on kernel methods, which have been highly successful in various machine learning problems (Schölkopf & Smola, 2002) . To adapt to MI learning, one common approach is to design kernels for bags. A standard support vector machine (SVM) can then be used with these so-called MI kernels (Chen & Wang, 2004; Gärtner et al., 2002) . Note that the underlying quadratic programming (QP) problem only involves dual variables corresponding to the bags, but not instances. A more direct approach that takes the instances into account is to associate the dual variables with the instances, but not the bags (Andrews et al., 2003) . Although the bags are now no longer involved in the optimization, the bag label information of a particular bag B i of instances {x ij } ni j=1 is still used implicitly by requiring
where f is the function to be learned by the SVM. Moreover, instead of having a QP, the resultant optimization problem is a mixed-integer problem. Andrews et al. (2003) proposed a simple optimization heuristic for solving this problem. However, unlike
QPs which have been well-studied, the convergence properties of this heuristic are unclear.
Besides, as only the sign is important in classification, namely that sign(f (B i )) = sign(max j=1,...,ni f (x ij )), so (1) may be too restrictive. Moreover, when the bag labels are noisy, a mislabeled f (B i ) will incorrectly constrain the predictions on its constituent instances via the condition (1), and consequently wrongly biases the learning of f . As will be discussed in Section 4, this issue becomes even more important in MI regression.
In this paper, we thus relax condition (1) by introducing a loss function between f (B i ) and the associated f (x ij )'s. This allows both the bags and instances to directly participate in the optimization process, and the learned function to be smooth over both bags and instances. Moreover, instead of using optimization heuristics as in (Andrews et al., 2003) , we will use the disciplined constrained concave-convex procedure (Smola et al., 2005) to perform the optimization.
The rest of this paper is organized as follows. Section 2 gives a brief review on the concave-convex procedure. Section 3 then describes the proposed formulation for MI classification, together with a similar extension for MI regression in Section 4. Experimental results are presented in Section 5, and the last section gives some concluding remarks.
Concave-Convex Procedure
The concave-convex procedure (Yuille & Rangarajan, 2003) is an optimization tool for problems whose objective function can be expressed as a difference of convex functions. In the optimization literature, it is often known as the difference of convex functions algorithm (DCA) (Pham Dinh & Hoai An, 1998) . While Yuille and Rangarajan (2003) considered only linear constraints, Smola et al. (2005) generalized this to the constrained concave-convex procedure (CCCP) for problems with a concave-convex objective function with concave-convex constraints.
Consider the following optimization problem:
where f i , g i (i = 0, . . . , m) are real-valued, convex and differentiable functions on R n , and c i ∈ R. Given an initial x (0) , CCCP computes x (t+1) from x (t) by replacing g i (x) with its first-order Taylor expansion at x (t) , and then setting x (t+1) to the solution of the relaxed optimization problem:
Here, the superscript ′ denotes the vector transpose, and ∇g(x) is the gradient of the function g atx. It can be shown that CCCP converges to a local minimum solution of (2) (Smola et al., 2005) . For nonsmooth functions, it can be easily shown that the gradient should then be replaced by the subgradient.
Multi-Instance Classification
In MI classification, we are given a set of training bags {(B 1 , y 1 ), . . . , (B m , y m )}, where B i = {x i1 , x i2 , . . . , x ini } is the ith bag containing instances x ij 's, and y i ∈ {±1}. As mentioned in Section 1, we take both bags and instances directly into account. Hence, we define a general loss function that depends on both the training bags and training instances:
3.1. The Loss Function V
In this paper, we split the loss function V in (4) into two parts. The first part considers the loss between each bag label y i and its corresponding prediction f (B i ). Here, as in the SVM, we use the hinge loss (1 − y i f (B i )) + where (z) + = max(0, z). The second part considers the loss between the prediction of each bag f (B i ) and those of its constituent instances {f (x ij ) | j = 1, . . . , n i }. In general, this can be defined in various ways. As mentioned in Section 1, (1) is often enforced, which is the same as using the loss ℓ(f (B i ), max j=1,...,ni f (x ij )), where
To relax condition (1), we will consider some other popular loss functions, including the L1 loss:
the L2 loss:
and the ǫ-insensitive loss
Putting the two parts together, we have
where λ is a parameter that trades off the two components.
On the other hand, if we ignore the loss between the prediction of each bag f (B i ) and those of its constituent instances {f (x ij )} (or, equivalently, by setting λ in (9) to zero), then the loss function V (·) in (9) reduces to
This is then the same as using the standard SVM with the multiinstance kernel (Gärtner et al., 2002) .
Representer Theorem
The representer theorem plays a central role in the development of the SVM, as it allows the optimization in a possibly infinite-dimensional space to be reduced to a finite-dimensional optimization problem. However, as the proposed optimization problem now involves variables coming from both the bags and instances, it appears that the representer theorem no longer holds in our MI setting.
Indeed, this can be resolved by the simple observation that an instance can also be considered as a bag of size one. Let F be the space of instances and 2 F the power set of instances. Let H be a RKHS of functions 1 f : 2 F → R, with associated kernel function k. For any x ∈ F, {x} ∈ 2 F , and so f ({x}) is well-defined for f ∈ H. With an abuse of notation, we simply write f ({x}) as f (x), and k({x}, ·) as k(x, ·).
Denote the RKHS norm of H by f H and Ω : [0, ∞) → R a strictly monotonically increasing function. By the representer theorem, each minimizer f ∈ H of the regularized risk
admits a representation of the form
where all α i0 , α ij ∈ R. For simplicity, denote n = m i=1 n i and α the (m + n)-dimensional vector consisting of all the α i0 's and α ij 's.
1 Note that this is also the RKHS implicitly used with the MI kernel (Gärtner et al., 2002) .
Optimization using CCCP
Using Ω f 2 H = f 2 H as in the SVM, and the loss function as discussed in Section 3.1, we have the following optimization problem: ′ are vectors of 0's and 1's, respectively, and γ is a user-defined parameter that trades off model complexity with the error.
Using the L1 Loss for ℓ(·, ·)
In this Section, we first consider the use of the L1 loss (6) for ℓ(v 1 , v 2 ). We can then rewrite (11) as:
Without loss of generality, assume that the bags and instances are ordered in the order (B 1 , . . . , B m , x 11 , . . . , x 1n1 , . . . , x m1 , . . . , x mnm ). Each object (bag or instance) in the training set can then be indexed by the following function I:
for j = 1, . . . , n i and i = 1, . . . , m. With this ordering, one obtains the (m + n) × (m + n) kernel matrix K defined on all objects in the training set. Denote the ith column of K by k i .
Using the representer theorem, we have f 
Note that the objective function is quadratic and the first three constraints are linear w.r.t. the variables. The last constraint (13) is, though nonlinear, a difference between two convex functions. Hence, we can solve this with the constrained concave-convex procedure (CCCP) in Section 2.
Notice that while max j=1,...,ni (k (13) is convex, it is a non-smooth function of α. To use the CCCP, we have to replace the gradients by the subgradients. Now, for the pointwise maximum function h(x) = max 1≤i≤p h i (x), its subdifferential 2 at x 0 is the convex hull of the union of subgradients of "active" functions at x 0 , i.e., ∂h(x 0 ) = conv ∪ i∈S(x0) ∂h i (x 0 ) , where conv denotes the convex hull, and S(x 0 ) is the nonempty index set of all i ∈ {1, . . . , p} for which h i (x 0 ) = h(x 0 ). Thus, we obtain that for i = 1, . . . , m, ∂ max j=1,...,ni (k
+ , where 
At the tth iteration, denote the current α estimate and the corresponding β ij by α (t) and β (t) ij , respectively. CCCP then replaces max j=1,...,ni (k
2 A subgradient of f at x is any vector g that satisfies the inequality f (y) ≤ f (x) + g ′ (y − x) for all y. The subdifferential of f at x is the set of all subgradients of f at x.
Note from (14) that β ij = 0 only for the active x ij 's. Hence,
on using (15), and (16) reduces to
The optimization problem (3) in our case is then:
which is a standard QP problem. Following CCCP, the obtained α solution from this QP is then used as α (t+1) and the iteration continues until convergence.
In the experiments, we initialize β (0) ij = 1/n i for i = 1, . . . , m. Moreover, recall that the subgradient need not be unique. For convenience, we pick the subgradient with
where n a is the number of active x ij 's. Note that any other choices may also be used. (Andrews et al., 2003) Recall that if we enforce (1) (which is the same as using (5) for ℓ(·, ·)), then the loss function V (·) in (9) becomes
Using the Loss Function in
(1 − y i max j=1,...,ni f (x ij )) + , which is the same as that used for the MI-SVM in (Andrews et al., 2003) . Moreover, as V (·) does not depend on the f (B i )'s, it can be easily seen from the proof of the representer theorem in (Schölkopf & Smola, 2002 ) that all the α i0 's in (10) are zero. Therefore, the obtained decision function in (10) is only spanned by a subset of the training instances, and is thus the same as that in (Andrews et al., 2003) .
If we use CCCP, we will obtain from (11) the following optimization problem:
By picking the subgradient with
this becomes identical to the optimization heuristic for the MI-SVM used in (Andrews et al., 2003) and β ij plays the role of the "selector variable" there. In other words, Andrews et al. (2003) is indeed using the CCCP with a particular choice of the subgradient. This also explains why they can "achieve competitive results even with the simpler optimization heuristics", as Pham Dinh and Hoai An (1998) stated that CCCP (which is called DCA there) can often converge to a global solution. Moreover, Andrews et al. (2003) only considers this as a heuristic and thus no convergence proof is given. On the contrary, we know that CCCP, using any of the loss functions discussed in this Section, is actually guaranteed to decrease the objective function monotonically and converge to a local minimum (Smola et al., 2005) . As illustrated in (Yuille & Rangarajan, 2003) , this provides another example that CCCP can be used to understand and prove the convergence of existing optimization algorithms.
Using Other Loss Functions for ℓ(·, ·)
Other loss functions can be used for ℓ(·, ·). Using the same notations as in Section 3.3.1, the optimization problem with the L2 loss (7) is:
while that with the ǫ-insensitive loss (8) is:
′ is another vector of slack variables.
CCCP can again be straight-forwardly applied. It can be easily shown that the net effect is to replace max j=1,...,ni (k 
Multi-Instance Regression
In this Section, we show how the same regularization framework can be easily adapted for MI regression.
The Loss Function
As in Section 3, we split the loss function V into two parts. The first part considers the loss between the value of each bag and its corresponding prediction. As in ν-support vector regression (Schölkopf & Smola, 2002) , we use the ǫ-insensitive loss and an extra νǫ term (where ν is a user-defined parameter) to penalize the value of ǫ.
The second part considers the loss between the prediction of each bag and those of its constituent instances. Its design is, however, more complicated than that in classification (Section 3.1). Recall that in classification, the assumption is that a bag is positive if at least one of its constituent instances is positive. Hence, we can simply measure the difference between f (B i ) and max j=1,...,ni f (x ij ) as in Section 3.1. However, in MI regression, it is less certain how the bag output should be related to the outputs of its constituent instances. Ray and Page (2001) assumed that there is one primary instance in each bag that is responsible for the output of the bag. However, as it is not known which instance in the bag is the primary instance, this problem can be shown to be NP-complete, even when only a linear regression model is used (Ray & Page, 2001) .
In this paper, we make the simplifying assumption that the primary instance is the one with the highest output value. Using the loss function 3 in Section 3. 
Note that our assumption used in selecting the primary instance is valid in some applications, such as on the problem of predicting the strengths of synthetic musk molecules in (Dooly et al., 2002) . While it may not be always correct, some error can still be tolerated with the use of the slack variable δ i in (17). On the contrary, enforcing the hard constraint in (1) is certainly undesirable in this regression setting.
Optimization Problem in CCCP Iteration
Using the representer theorem and the CCCP as in Section 3, we obtain the following relaxed optimization problem at the tth iteration:
which is again a QP problem.
On the other hand, Ray and Page (2001) used the Expectation Maximization (EM) algorithm to find the primary instance. Note that this can also be easily incorporated into our formulation, by simply replacing max j=1,...,ni f (x ij ) in (17) with f (x), wherex is the primary instance predicted by EM. In this case, the computation is even simpler as the non-smooth max function is removed, and the optimization problem is immediately a QP problem without using CCCP.
Experiments
As mentioned in Section 1, Gärtner et al. (2002) proposed a number of MI kernels. Unlike the standard kernels that are defined on instances, these kernels are defined on bags. In the following, we will use a particular MI kernel called the normalized set kernel . Given a kernel k defined on instances, and any two bags B 1 and B 2 , the normalized set kernel κ(·, ·) is defined as
where k set (B 1 , B 2 ) = x∈B1,z∈B2 k(x, z). In the experiments, we will use the Gaussian kernel as k. Note that in the degenerate case where both bags contain only one instance, κ({x}, {z}) reduces to the usual normalized kernel k(x, z)/ k(x, x)k(z, z).
Recall that a number of loss functions can be used as ℓ(·, ·) in our method. In the sequel, we will always use the L1 loss (Section 3.3.1) in all the experiments.
Classification: Corel Images
The first experiment is on image categorization using the data set 4 in (Chen & Wang, 2004) , which in turn is extracted from the COREL images. There are 10 classes (beach, flowers, horses, etc.), with each class containing 100 images. Each image is regarded as a bag, and is partitioned into a number of nonoverlapping segments using the k-means clustering algorithm. Each segment, represented by 9 features, is then regarded as an instance. On average, there are about 4.3 instances per bag.
We follow exactly the same setup as (Chen & Wang, 2004) . The data is randomly divided into a training and test set, each containing 50 images of each category. Since this is a multi-class problem, the standard one-vs-rest approach is taken. The experiment is repeated 5 times, and the average accuracy reported. Model parameters are selected using a validation set.
Comparisons are made with 1) DD-SVM (Chen & Wang, 2004) , which is a SVM that learns a set of instance prototypes by using the diverse density (DD) function (Maron & Lozano-Perez, 1998) ; 2) Hist-SVM (Chapelle et al., 1999) , which is a histogram-based SVM for image classification; 3) MI-SVM (Andrews et al., 2003) ; 4) Standard SVM using the MI kernel in (18). Note that in the Hist-SVM and MI-SVM, dual variables are only associated with the instances; whereas in the DD-SVM and standard SVM using the MI kernel, dual variables are only associated with the bags. Our method, on the other hand, has dual variables associated with both the bags and instances. Table 1 shows the results. Recall that the main difference between our method and MI-SVM is in the loss function ℓ, the superiority of our method over MI-SVM thus demonstrates the usefulness of introducing more flexible loss functions. Moreover, our method also outperforms the standard SVM with MI kernel. To ensure that the improvement is statistically significant, we performed 50 repetitions (instead of 5) and the difference is confirmed to be significant at the 0.01 level of significance by using the paired t-test. As discussed in Section 3.1, this shows that explicitly considering the loss between the predictions of each bag and its constituent instances is useful. Table 1 . Performance of MI classification on the Corel data set. Here, results on DD-SVM, Hist-SVM and MI-SVM are taken from (Chen & Wang, 2004 
Regression: Synthetic Musk Molecules
This synthetic data set 5 is generated by Dooly et al. (2002) using an affinity model between the musk molecules and receptors. The goal is to predict the real-valued binding energies of these molecules. In this experiment, we use three data sets 6 (LJ-16.30.2, LJ-80.166.1 and LJ-160.166.1) downloaded from the author's website 7 . There are four more datasets available there. However, they are easier variations of the three that we used, and so are dropped in this study.
These three data sets are relatively low-dimensional. To make the regression problem more challenging, we created three more data sets (LJ-16-50-2, LJ-80-206-1 and LJ-160-566-1) by adding irrelevant features to the original data sets. For example, LJ-16-50-2 is generated by adding 20 more irrelevant features to LJ-16-30-2 while keeping its real-valued outputs intact.
Comparisons are made with the following MI regression methods: 1) Diverse Density (DD) (Maron & Lozano-Perez, 1998) ; 2) EM-DD ; 3) Citation-kNN (Wang & Zucker, 2000) ; 4) Standard SVM using the MI kernel in (18). Recently, 5 As far as we know, "Affinity" is the only real-world data set used in MI regression experiments (Dooly et al., 2002) . However, this data set is not publicly available. 6 We follow the naming convention in (Dooly et al., 2002) . Each filename is of the form LJ-r-f -s, where r is the number of relevant features, f is the total number of features, and s is the number of different scale factors used for the relevant features.
7 http://www.cs.wustl.edu/∼sg/multi-inst-data Ray and Craven (2005) demonstrated that supervised learners can sometimes outperform MI methods on MI (classification) problems. However, we speculate that this may be less likely for MI regression. Thus, we also compare with a standard SVM using an instance-level kernel, and the instances inherit their real-valued outputs from the corresponding bags. As in (Dooly et al., 2002) , we will report the percentage error (%err) 8 and mean squared error (MSE). Table 2 shows the results. On the first three data sets, the proposed method achieves comparable or better performance as the citation-kNN and MI kernel-based SVM. On the other hand, DD does not perform well, and so is dropped on the last three data sets that are more difficult. As pointed out in (Amar et al., 2001) , the performance of the nearest neighbor-based and DD algorithms degrade rapidly as the fraction of relevant features decreases. This is demonstrated by the results on the last three data sets, where our SVM-based approach has consistently the best performance. Moreover, as expected, the supervised method does not perform well in MI regression.
Conclusion
In this paper, we provide a more complete regularization framework for MI learning by allowing a loss function between the outputs of a bag and its associated instances. This is less restrictive than strictly constraining the two to be equal as in previous studies, and is particularly useful when the bag labels are noisy or in MI regression. This new framework allows the use of different loss functions for MI classification and regression, and both bags and instances can now directly participate in the optimization process. Moreover, instead of using heuristics to solve the resultant nonlinear optimization problem, we use the constrained concave-convex procedure, and thus guarantees the convergence to local optimum. Experiments on both classification and regression data show that the proposed method can have improved performance. Table 2 . Performance of MI regression on the synthetic affinity data set. Here, results of DD and citation-kNN on the first three data sets are taken from (Dooly et al., 2002 
