Stochastic symmetries and transformations of stochastic differential
  equations by Catuogno, Pedro J. & Lucinger, Luis R.
ar
X
iv
:1
11
2.
36
87
v1
  [
ma
th.
PR
]  
15
 D
ec
 20
11
Stochastic symmetries and transformations of
stochastic differential equations
Pedro J. Catuogno∗ and Luis R. Lucinger†
October 31, 2018
Abstract
In this article, we introduce the notion of stochastic symmetry of a
differential equation. It consists in a stochastic flow that acts over a
solution of a differential equation and produces another solution of the
same equation. In the ordinary case, we give necessary conditions in order
to obtain such symmetries. These conditions involve the infinitesimal
generator of the flow and the coefficients of the equation.
Moreover, we show how to obtain necessary conditions in order to find
an application that transforms a stochastic differential equation that one
would like to solve into a target equation that one previously know how
to solve.
1 Introduction
Lie’s theory of symmetries of differential equations have been studied for a
long time. It is a very powerful tool if one wants to solve a differential equation
explicitly. Although there is a general theory for deterministic equations ([9],
[6], [2]), the study of stochastic differential equations (SDEs) using symmetries
has began only recently ([1], [4], [11], [10], [8]). A major step in this theory
is to obtain the determining equations. They provide conditions in order to
determine if a group action is a symmetry for a differential equation.
In this article, we obtain determining equations in the case of stochastic
symmetries (see Theorem 2.6). These conditions are suitable for determinis-
tic and for stochastic equations. Further, we give conditions in order to find
transformations between SDEs.
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In section 2, we first introduce the theory of standard symmetries for the
SDEs. Then we define what is a stochastic symmetry, obtain the determining
equations for stochastic symmetries of ordinary SDEs, and give some examples.
In section 3, we deal with transformations of SDEs. It consists of finding an
application µ that transforms a given SDE (that one wants to find a solution)
into a target SDE (that one already knows the solution). Doing so, one can
obtain the solution of a desired SDE by inverting µ. This theory was developed
by G. W. Bluman, A. F. Cheviakov and S. C. Anco (see [3], chapter 2) for
deterministic differential equations. As a simple application, Bluman’s theory
can be used to find, systematically, the so-famous Hopf-Cole transformation
that relates the heat equation and Burgers’ equation. In this section, we show
how to obtain µ in the case of SDEs and ilustrate the method with an example.
2 Stochastic symmetries
Consider the following SDE on Rn in the sense of Itoˆ:
dX(t) = f(t,X(t))dt+ g(t,X(t))dW (t), (1)
where f takes value in Rn, W (t) is a Wiener process in Rm and g(t, x) : Rm →
R
n, for each (t, x) ∈ R+ × R
n. Recently, some authors have extended Lie’s
theory of symmetries for such equations. Let us briefly introduce that.
Let v = τ(t) ∂
∂t
+ φ(t, x) ∂
∂x
be a vector field in the (t, x)-space. Such vector
field is a symmetry for a differential equation if its flow leaves the solutions
invariant. This means that for every solution of (1), its perturbation by the
flow of v is still a solution of (1). Using the coordinates of the flow,
βε(t) = t+
∫ ε
0
τ(βr(t), Fr(t, x))dr (2)
Fε(t, x) = x+
∫ ε
0
φ(βr(t), Fr(t, x))dr, (3)
one can find the so-called determining equations. They are:
ftτ+ τtf + fxφ = φt + φxf +
1
2
φxxg
2 (4)
gtτ +
1
2
τtg + gxφ = φxg. (5)
Conditions (4) and (5) are very important. They provide necessary condi-
tions for a flow to be a symmetry of a differential equation (or they can be
used to define the admitted Lie group of transformations). Note that, even for
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stochastic equations, the flow is considered to be deterministic. So, it is natural
to ask what happens if we change it to a stochastic flow. In what follows, we
are going to consider that the perturbation of the flow in the x-variable (spatial
variable) is stochastic. More precisely, we preserve equation (2), but change (3):
t = βε(t) = t+
∫ ε
0
τ(βr(t), Fr(t, x))dr (6)
x = Fε(t, x) = x+
∫ ε
0
φ(βr(t), Fr(t, x))dr (7)
+
∫ ε
0
φ˜(βr(t), Fr(t, x))dW (r).
Here we are considering that the vector field v has the form
v = vD + vS , (8)
where vD = τ(t, x) ∂
∂t
+ φ(t, x) ∂
∂x
is its deterministic part and vS = φ˜(t, x) ∂
∂x
its stochastic part. This means that if Ψ = Ψε(t, x) is the flow of v, then
Ψε(t, x) = (t, x) +
∫ ε
0
vD(Ψr(t, x))dr +
∫ ε
0
vS(Ψr(t, x))dW (r), (9)
which is the same as equations (6) and (7). An alternative notation is
v =
[
τ(t, x)
∂
∂t
+ φ(t, x)
∂
∂x
]D
+
[
φ˜(t, x)
∂
∂x
]S
. (10)
Definition 2.1 A vector field v = vD + vS is a stochastic symmetry of a
differential equation if every solution of such equation is mapped to another
solution of the same equation by the flow associated to v.
What we are going to do now is to obtain the determining equations for
stochastic symmetries in the ordinary case. So, we want to know when the flow
of a vector field v (with a stochastic part in the spatial variable) keeps invariant
the solutions of (1).
Let X = X(t) be a solution of (1). Its perturbation by the flow of v is X(t).
Hence, v will be a symmetry for (1) if
dX(t) = f(t,X(t))dt+ g(t,X(t))dW (t), (11)
where W is the Wiener process W transformed by t 7→ t. By now we have to
calculate the differential of X(t) using the Itoˆ’s formula and compare the result
with the right hand side of (11). Note that the time change t 7→ t can not be
arbitrary. We are going to consider the time change from [7] (chapter 8.5). So,
t = βε(t) =
∫ t
0
η2ε (s)ds, (12)
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with
αε(t) = inf{s ≥ 0 : βε(s) > t} (13)
being the inverse function of β (in the t variable). Note that since ∂βε
∂t
(t)
∣∣∣
ε=0
>
0, we can find a function ηε 6= 0 satisfying (12) in a neighborhood of ε = 0.
Using this, the action of the flow on the solution will be given by
X(t) 7→ X(t) = Fε(αε(t), X(αε(t))) = Fε(t,X(t)). (14)
For ε fixed, we use Itoˆ’s formula to obtain
Fε(t,X(t)) = Fε(0, X(0)) +
∫ t
0
(
∂Fε
∂t
+
∂Fε
∂x
f +
1
2
∂2Fε
∂x2
g2
)
(s,X(s))ds
+
∫ t
0
(
∂Fε
∂x
g
)
(s,X(s))dW (s). (15)
By changing variables, the first integral is equal to
∫ t
0
(
∂Fε
∂t
+
∂Fε
∂x
f +
1
2
∂2Fε
∂x2
g2
)
(αε(s), X(αε(s)))
∂αε
∂t
(s)ds (16)
which is the same as∫ t
0
1
η2ε(αε(s))
(
∂Fε
∂t
+
∂Fε
∂x
f +
1
2
∂2Fε
∂x2
g2
)
(αε(s), X(αε(s)))ds. (17)
And according to [7], the second integral of (15) is equal to
∫ t
0
1
ηε(αε(s))
(
∂Fε
∂x
g
)
(αε(s), X(αε(s)))dW (s). (18)
Hence, equation (15) can be rewritten as
X(t) = X(0) +
∫ t
0
1
η2ε(αε(s)
(
∂Fε
∂t
+
∂Fε
∂x
f +
1
2
∂2Fε
∂x2
g2
)
(αε(s), X(αε(s)))ds
+
∫ t
0
1
ηε(αε(s))
(
∂Fε
∂x
g
)
(αε(s), X(αε(s)))dW (s). (19)
Comparing equations (11) and (19), we see that v is a symmetry for (1) if and
only if for all ε,
f(t,X(t)) =
1
η2ε (t)
(
∂Fε
∂t
+
∂Fε
∂x
f +
1
2
∂2Fε
∂x2
g2
)
(t,X(t)) (20)
g(t,X(t)) =
1
ηε(t)
(
∂Fε
∂x
g
)
(t,X(t)), (21)
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that is,
f(βε(t), Fε(t,X(t)))η
2
ε (t) =
(
∂Fε
∂t
+
∂Fε
∂x
f +
1
2
∂2Fε
∂x2
g2
)
(t,X(t)) (22)
g(βε(t), Fε(t,X(t)))ηε(t) =
(
∂Fε
∂x
g
)
(t,X(t)). (23)
At this ponint, we calculate the differential of equations (22) and (23) with
respect to ε (note that for standard symmetries, we would calculate the deriva-
tive). For the right hand side, we use equation (7) and the chain rule to obtain
the following Lemmas.
Lemma 2.2
dε
(
∂Fε
∂t
+
∂Fε
∂x
· f +
1
2
∂2Fε
∂x2
· g2
)
(t,X(t))
=
{
∂φ
∂t
(t, Fε(t,X(t))) +
∂φ
∂x
(t, Fε(t,X(t))) ·
∂Fε
∂t
(t,X(t))
+
∂φ
∂x
(t, Fε(t,X(t))) ·
∂Fε
∂x
(t,X(t)) · f(t,X(t))
+
1
2
∂2φ
∂x2
(t, Fε(t,X(t))) ·
∂Fε
∂x
(t,X(t))2 · g(t,X(t))2
+
1
2
∂φ
∂x
(t, Fε(t,X(t))) ·
∂2Fε
∂x2
(t,X(t)) · g(t,X(t))2
}
dε
+
{
∂φ˜
∂t
(t, Fε(t,X(t))) +
∂φ˜
∂x
(t, Fε(t,X(t))) ·
∂Fε
∂t
(t,X(t))
+
∂φ˜
∂x
(t, Fε(t,X(t))) ·
∂Fε
∂x
(t,X(t)) · f(t,X(t))
+
1
2
∂2φ˜
∂x2
(t, Fε(t,X(t))) ·
∂Fε
∂x
(t,X(t))2 · g(t,X(t))2
+
1
2
∂φ˜
∂x
(t, Fε(t,X(t))) ·
∂2Fε
∂x2
(t,X(t)) · g(t,X(t))2
}
dW (ε).
Lemma 2.3
dε
(
∂Fε
∂x
· g
)
(t,X(t))
=
{
∂φ
∂x
(t, Fε(t,X(t))) ·
∂Fε
∂x
(t,X(t)) · g(t,X(t))
}
dε
+
{
∂φ˜
∂x
(t, Fε(t,X(t))) ·
∂Fε
∂x
(t,X(t)) · g(t,X(t))
}
dW (ε).
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For the left hand side of equations (22) and (23), we have
Lemma 2.4
dεf(βε(t), Fε(t,X(t))) =
{
∂f
∂t
τ+
∂f
∂x
· φ+
1
2
∂2f
∂x2
· φ˜2
}
dε
+
∂f
∂x
· φ˜ dW (ε)
and
dεg(βε(t), Fε(t,X(t))) =
{
∂g
∂t
τ+
∂g
∂x
· φ+
1
2
∂2g
∂x2
· φ˜2
}
dε
+
∂g
∂x
· φ˜ dW (ε).
Proof: It follows from Itoˆ’s formula to the functions f and g composed with
ε 7→ (βε(t), Fε(t,X(t))), together with equations (6) and (7). 
Corolary 2.5
dε η
2
ε (t)f(βε(t), Yε(t)) =
{
η2ε
[
∂f
∂t
∂βε
∂ε
+
∂f
∂x
· φ+
1
2
∂2f
∂x2
· φ˜2
]
+ f2ηε
∂ηε
∂ε
}
dε
+η2ε
∂f
∂x
· φ˜ dW (ε)
and
dε ηε(t)g(βε(t), Yε(t)) =
{
ηε
[
∂g
∂t
∂βε
∂ε
+
∂g
∂x
· φ+
1
2
∂2g
∂x2
· φ˜2
]
+ g
∂ηε
∂ε
}
dε
+ηε
∂g
∂x
· φ˜ dW (ε).
Proof: Simple use of the product rule of stochastic calculus and Lemma 2.4. 
Hence, we obtained the differential of equations (22) and (23). Comparing
the result, we arrive at the following four equations:
η2ε
[
∂f
∂t
∂βε
∂ε
+
∂f
∂x
· φ+
1
2
∂2f
∂x2
· φ˜2
]
+ f2ηε
∂ηε
∂ε
= ∂φ
∂t
(t, Fε(t,X(t))) +
∂φ
∂x
(t, Fε(t,X(t))) ·
∂Fε
∂t
(t,X(t))
+∂φ
∂x
(t, Fε(t,X(t))) ·
∂Fε
∂x
(t,X(t)) · f(t,X(t))
+ 1
2
∂2φ
∂x2
(t, Fε(t,X(t))) ·
∂Fε
∂x
(t,X(t))2 · g(t,X(t))2
+ 1
2
∂φ
∂x
(t, Fε(t,X(t))) ·
∂2Fε
∂x2
(t,X(t)) · g(t,X(t))2,
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η2ε
∂f
∂x
· φ˜ =
∂φ˜
∂t
(t, Fε(t,X(t))) +
∂φ˜
∂x
(t, Fε(t,X(t))) ·
∂Fε
∂t
(t,X(t))
+
∂φ˜
∂x
(t, Fε(t,X(t))) ·
∂Fε
∂x
(t,X(t)) · f(t,X(t))
+
1
2
∂2φ˜
∂x2
(t, Fε(t,X(t))) ·
∂Fε
∂x
(t,X(t))2 · g(t,X(t))2
+
1
2
∂φ˜
∂x
(t, Fε(t,X(t))) ·
∂2Fε
∂x2
(t,X(t)) · g(t,X(t))2,
ηε
[
∂g
∂t
∂βε
∂ε
+
∂g
∂x
· φ+
1
2
∂2g
∂x2
· φ˜2
]
+g
∂ηε
∂ε
=
∂φ
∂x
(t, Fε(t,X(t))) ·
∂Fε
∂x
(t,X(t)) · g(t,X(t))
ηε
∂g
∂x
· φ˜ =
∂φ˜
∂x
(t, Fε(t,X(t))) ·
∂Fε
∂x
(t,X(t)) · g(t,X(t)).
Theese equations, when ε = 0, provide our main theorem for this section.
Theorem 2.6 Let v = vD + vS be a vector field such that vD = τ(t) ∂
∂t
+
φ(t, x) ∂
∂x
and vS = φ˜(t, x) ∂
∂x
. If v is a stochastic symmetry for the SDE
dX(t) = f(t,X(t))dt+ g(t,X(t))dW (t),
then:
∂f
∂t
τ+
∂τ
∂t
f +
∂f
∂x
· φ+
1
2
∂2f
∂x2
· φ˜2 =
∂φ
∂t
+
∂φ
∂x
· f +
1
2
∂2φ
∂x2
· g2
∂f
∂x
· φ˜ =
∂φ˜
∂t
+
∂φ˜
∂x
· f +
1
2
∂2φ˜
∂x2
· g2
∂g
∂t
τ+
1
2
∂τ
∂t
g +
∂g
∂x
· φ+
1
2
∂2g
∂x2
· φ˜2 =
∂φ
∂x
· g
∂g
∂x
· φ˜ =
∂φ˜
∂x
· g,
(24)
where all functions are being evaluated at (t,X(t)) (except for τ and its deriva-
tive, which are evaluated at t).
Remark 2.7 Note that
1. If we take φ˜ = 0 in (24), we obtain determinig equations (4) and (5).
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2. If we take g = 0 in (24), we obtain determinig equations
∂f
∂t
τ+
∂τ
∂t
f +
∂f
∂x
· φ+
1
2
∂2f
∂x2
· φ˜2 =
∂φ
∂t
+
∂φ
∂x
· f
∂f
∂x
· φ˜ =
∂φ˜
∂t
+
∂φ˜
∂x
· f,
(25)
which provides necessary conditions to obtain stochastic symmetries of
deterministic ordinary differential equations.
Example 2.8 A simple example, is the equation of a Brownian motion in R:
dX(t) = dW (t). (26)
Here, determining equations (4) and (5) are
0 = φt +
1
2
φxx
1
2
τt = φx,
whose solution is
τ(t) = 2c1t+ c3
φ(t, x) = c1x+ c2,
which generates the symmetries
X1 = 2t
∂
∂t
+ x
∂
∂x
, X2 =
∂
∂x
, X3 =
∂
∂t
. (27)
For stochastic symmetries, determining equations (24) are
0 =
∂φ
∂t
+
1
2
∂2φ
∂x2
0 =
∂φ˜
∂t
+
1
2
∂2φ˜
∂x2
1
2
∂τ
∂t
=
∂φ
∂x
0 =
∂φ˜
∂x
,
whose solution is
τ(t) = 2c1t+ c3
φ(t, x) = c1x+ c2
φ˜(t, x) = c4.
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These generates the same vector fields as in (48)
X1 =
[
2t
∂
∂t
+ x
∂
∂x
]D
, X2 =
[
∂
∂x
]D
, X3 =
[
∂
∂t
]D
(28)
plus a new one
X4 =
[
∂
∂x
]S
. (29)
So, in the case of the Brownian motion, stochastic symmetries produce a new
vector field of symetry, that is X4, which is a vector field with only stochastic
part.
Example 2.9 Consider the Langevin equation:
dX(t) = aX(t)dt+ bdW (t). (30)
Determining equations (4) and (5) provide the symmetries
X1 = e
at ∂
∂x
, X2 =
e2at
a
∂
∂t
+ e2atx
∂
∂x
, X3 =
∂
∂t
. (31)
On the other hand, determining equations (24) provide the stochastic symme-
tries
X1 =
[
eat
∂
∂x
]D
, X2 =
[
e2at
a
∂
∂t
+ e2atx
∂
∂x
]D
, X3 =
[
∂
∂t
]D
(32)
plus a new one
X4 =
[
eat
∂
∂x
]S
. (33)
Again, stochastic symmetries produce a new vector field of symmetry with only
stochastic part. However, this is not always the case, as the next example will
show.
Example 2.10 Consider the following equation in R:
dX(t) =
a
X(t)
dt+ dW (t). (34)
Symmetries for (34) are
X1 = 2t
∂
∂t
+ x
∂
∂x
, X2 =
∂
∂t
. (35)
And the stochastic symmetries are just the same, that is,
X1 =
[
2t
∂
∂t
+ x
∂
∂x
]D
, X2 =
[
∂
∂t
]D
. (36)
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3 Transformations of SDEs
Consider the SDE
dX(t) = f(t,X(t))dt+ g(t,X(t))dW (t), (37)
as before. A possible way to obtain an explicit solution to (37) is to transform
it to a previously known differential equation. Suppose we are able to solve
dY (s) = h(s, Y (s))ds+ σ(s, Y (s))dW˜ (s), (38)
where h and σ belongs to the same spaces as f and g, respectively, and W˜ (s)
is the Wiener process W (t) after the change t 7→ s. If one can find a function
µ : (t, x) 7→ (s, y) that transforms the SDE (37) into the target SDE (38), then
one could obtain the solution to (37) via the inverse of µ.
What we are going to do is to provide a way to find such transformation µ.
In [3], G. W. Bluman et al. developed this theory for deterministic differential
equations. We are going to extend it for stochastic differential equations.
Let v be a vector field in the (t, x)−space such that its flow (t, x) 7→ (t, x) is a
symetry for (37) and let u be vector field in the (s, y)−space whose flow (s, y) 7→
(s∗, y∗) is a symmetry for (38). If µ(t, x) = (µ1(t, x), µ2(t, x)) transforms (37)
in (38), then the following diagram must comutate
(t, x) −→ (t, x)
↓ ↓
(s, y) −→ (s∗, y∗).
This means that we must have, for all (t, x),
(µ1(t, x), µ2(t, x)) = (µ1(t, x)
∗, µ2(t, x)
∗). (39)
Now, let us rewrite equation (39) using the coordinates of the flows associated
to v and u. Suppose v = vD + vE , with vD = τ(t, x) ∂
∂t
+ φ(t, x) ∂
∂x
and
vE = φ˜(t, x) ∂
∂x
such that (t, x) = (βε(t, x), Fε(t, x)). Suppose u = u
D + uE ,
with uD = ρ(s, y) ∂
∂s
+ ψ(s, y) ∂
∂y
and uE = ψ˜(s, y) ∂
∂y
such that (s∗, y∗) =
(bε(s, y), Gε(s, y)). Using this notatiton we rewrite equation (39) as
(µ1(βε(t, x), Fε(t, x)), µ2(βε(t, x), Fε(t, x))) = (bε(µ(t, x)), Gε(µ(t, x))), (40)
from which we obtain
bε(µ(t, x)) = µ1(βε(t, x), Fε(t, x))
Gε(µ(t, x)) = µ2(βε(t, x), Fε(t, x)).
(41)
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Differentiating equations (41) with respect to ε and comparing stochastic and
deterministic terms, we get
∂bε
∂ε
◦ µ =
∂µ1
∂t
∂βε
∂ε
+
∂µ1
∂x
φ+
1
2
∂2µ1
∂x2
φ˜2
0 =
∂µ1
∂x
φ˜
ψ ◦ µ =
∂µ2
∂t
∂βε
∂ε
+
∂µ2
∂x
φ+
1
2
∂2µ2
∂x2
φ˜2
ψ˜ ◦ µ =
∂µ2
∂x
φ˜.
(42)
Making ε = 0 on equations (42), we obtain our result.
Theorem 3.1 If µ transforms a SDE
dX(t) = f(t,X(t))dt+ g(t,X(t))dW (t) (43)
into the SDE
dY (s) = h(s, Y (s))ds+ σ(s, Y (s))dW˜ (s), (44)
then
ρ ◦ µ =
∂µ1
∂t
τ +
∂µ1
∂x
φ+
1
2
∂2µ1
∂x2
φ˜2
0 =
∂µ1
∂x
φ˜
ψ ◦ µ =
∂µ2
∂t
τ +
∂µ2
∂x
φ+
1
2
∂2µ2
∂x2
φ˜2
ψ˜ ◦ µ =
∂µ2
∂x
φ˜ .
(45)
Let us give an example of how to use this tool. In [5], R. Kozlov gives a
classification of ordinary SDEs in R in accordance to its symmetries. The way
he does that is by using transformations between the SDEs. However, he does
not mention how those transformations were obtained. Let us do so, using what
we introduced in this section.
Example 3.2
µ(t, x) =
(
−
e−2αt
2α
, e−αt
(
x+
β
α
))
(46)
transforms
dX(t) = (αX(t) + β) dt+ dW (t), α 6= 0 (47)
into
dX(t) = dW (t). (48)
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Symmetries of (47) are generated by
X1 =
∂
∂t
, X2 = e
2αt ∂
∂t
+ (αx+ β)e2at
∂
∂x
, X3 = e
αt ∂
∂x
,
and symmetries of (48) by
Y1 =
∂
∂t
, Y2 = 2t
∂
∂t
+ x
∂
∂x
, Y3 =
∂
∂x
.
Note that their commutators are
[X1, X2] = 2αX2, [X1, X3] = αX3, [X2, X3] = 0
and
[Y1, Y2] = 2Y1, [Y1, Y3] = 0, [Y2, Y3] = Y3.
First, we adjust the coefficients. Replacing Xi for X˜i = a
i
1X1 + a
i
2X2 + a
i
3X3
and requiring that
[X˜1, X˜2] = 2X˜1, [X˜1, X˜3] = 0, [X˜2, X˜3] = X˜3,
we obtain a12 = −1, a
2
1 =
1
α
, a33 = 1 and a
i
j = 0 in the other cases, which means
that
X˜1 = −X2, X˜2 =
1
α
X1, X˜3 = X3.
Hence, X˜1, X˜2, X˜3 generates the same Lie algebra as X1, X2, X3 and their com-
mutator agree with the commutators of Y1, Y2, Y3. Then, to find a transforma-
tion µ that takes (47) into (48), conditions (45) must be satisfied for each pair
of symmetries X˜i, Yi. This implies that µ must satisfy the following system:

1 = −e2αt ∂µ1
∂t
+ (αx + β)e2αt ∂µ1
∂x
0 = −e2αt ∂µ2
∂t
+ (αx + β)e2αt ∂µ2
∂x
2µ1 =
1
α
∂µ1
∂t
µ2 =
1
α
∂µ2
∂t
0 = eαt ∂µ1
∂x
1 = eαt ∂µ2
∂x
.
(49)
Solving system (49), one finds exactly (46).
Note that the other transformations given in [5] can be obtained in the same
way.
12
References
[1] Albeverio, S. and Fei, S-M.: A remark on symmetry of stochastic dynamical
systems and their conserved quantities. J. Phys. A 28, no. 22, 6363–6371,
1995.
[2] Bluman, G. W. and Anco, S. C.: Symmetry and integration methods for dif-
ferential equations. Applied Mathematical Sciences 154, Springer-Verlag,
New York, 2002.
[3] Bluman, G. W., Cheviakov, A. F. and Anco, S. C.: Applications of sym-
metry methods to partial differential equations. Applied Mathematical Sci-
ences, vol. 168, Springer, New York, 2010.
[4] Gaeta, G. and Quintero, N. R.: Lie-point symmetries and differential equa-
tions. J. Phys. A: Math. Gen. 32, 8425–8505, 1999.
[5] Kozlov, R.: The group classification of a scalar stochastic differential equa-
tion. J. Phys. A: Math. Theor. 43, no. 5, 2010.
[6] Olver, P. J.: Applications of Lie groups to differential equations. Graduate
Texts in Mathematics, vol. 107, Springer-Verlag, New York, 1993.
[7] Oksendal, B.: Stochastic differential equations. An introduction with appli-
cations. Fifth edition, Universitext, Springer-Verlag, Berlin, 1998.
[8] Srihirun, B., Meleshko, S. and Schulz, E.: On the definition of an admit-
ted Lie group for stochastic differential equations. Commun. Nonlinear Sci.
Numer. Simul. 12, 1379–1389, 2007.
[9] Stephani, H.: Differential equations: their solution using symmetries. Cam-
bridge University Press, 1989.
[10] U¨nal, G.: Symmetries of Itoˆ and Stratonovich dynamical systems and their
conserved quantities. Nonlinear Dyn. 32, 417–426, 2003.
[11] Wafo Soh, C. and Mahomed, F. M.: Integration of stohastic ordinary dif-
ferential equations from a symmetry standpoint. J. Phys. A: Math. Gen.
34, 177–192, 2001.
13
