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THE DIMENSION OF PROJECTIONS OF FRACTAL
PERCOLATIONS
MICHAŁ RAMS AND KÁROLY SIMON
Abstract. Fractal percolation or Mandelbrot percolation is one
of the most well studied families of random fractals. In this pa-
per we study some of the geometric measure theoretical properties
(dimension of projections and structure of slices) of these random
sets. Although random, the geometry of those sets is quite regular.
Our results imply that, denoting by E ⊂ R2 a typical realization
of the fractal percolation on the plane,
• If dimHE < 1 then for all lines ℓ the orthogonal projection
Eℓ of E to ℓ has the same Hausdorff dimension as E,
• If dimHE > 1 then for any smooth real valued function f
which is strictly increasing in both coordinates, the image
f(E) contains an interval.
The second statement is quite interesting considering the fact that
E is almost surely a Cantor set (a random dust) for a large part of
the parameter domain, see [1]. Finally, we solve a related problem
about the existence of an interval in the algebraic sum of d ≥ 2
one-dimensional fractal percolations.
1. introduction
To model turbulence, Mandelbrot [11], [12] introduced a family of sta-
tistically self-similar random sets E which is now called fractal percola-
tion or Mandelbrot percolation. This is a two-parameter (M, p) family
of random sets in Rd, where M ≥ 2 is an integer and 0 < p < 1 is a
probability. The inductive construction of E is as follows. The (closed)
unit cube of Rd is divided into Md congruent cubes. Each of them are
retained with probability p and discarded with probability 1−p. In the
retained cubes we repeat this division and retaining/discarding process
independently of everything at infinitum or until there are no retained
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cubes left. The random set E that remains after infinitely many steps
(formally: the intersection of the unions of retained cubes on all stages
of the construction) is the fractal percolation set. See Section 2 for a
more detailed description.
The number of retained cubes of level n forms a branching process
with offspring distribution Binomial(Md, p), which will be our standing
assumption. So, E 6= ∅ with positive probability iff p > 1/Md. An
interesting phenomenon appears in d ≥ 2 when the opposite walls of the
unit square are connected in E, it is called percolation. Chayes, Chayes
and Durrett [1] proved that this happens with positive probability when
p > pcrit a critical probability. We do not know the precise value of pcrit
but it was proved in [1] that pcrit < 1. Further, it was also proved in
[1] that for p < pcrit the random set E is totally disconnected (a dust)
almost surely conditioned on E 6= ∅.
We consider first the fractal percolations on the plane: d = 2. We study
the projections and slices of E. In particular, we point out (Theorem
2) that for all lines ℓ we have
(1.1) dimHEℓ = min {1, dimHE} ,
where Eℓ is the orthogonal projection of the set E to the line ℓ. So,
for every set E having Hausdorff dimension smaller than one, the di-
mension is preserved by all orthogonal projections. We remark that
the well known theorem of Marstrand [13] guarantees the same only
for lines ℓ in Lebesgue almost all directions.
In fact we prove much more than (1.1). Namely, in Corollary 9 we point
out that whenever dimHE < 1 (that is 1/M
2 < p < 1/M), for almost
all realizations of E, all lines intersect at most cn (the constant c may
depend on the realization) level n squares that are retained (among
the exponentially many retained level n-squares). This observation is
the main contribution of our paper to this field. It gives much more
precise information than (1.1), we are also able to apply this result to
the algebraic sums of independent fractal percolations on the line (see
Theorem 17).
If we are still on the plane and 1/M < p < pcrit then E is random dust
with dimHE > 1 (see (2.3)). It follows from our earlier result [16] that
in this case all kind of projections of E contain some intervals. In this
paper we verify that any smooth image f(E) of E by a componentwise
strictly increasing function f (with non-zero partial derivatives) con-
tains an interval. This shows that although E is a random dust, some
of its geometric measure theoretical properties are rather regular.
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Finally, we investigate the existence of some intervals in the algebraic
sum of random Cantor sets. This theme of research arose naturally in
relation with the hyperbolic behavior of some one-parameter families of
diffeomorphisms, see [15] for a comprehensive account. It was proved in
[5] that the algebraic sum of two fractal percolations (which is actually
the 45◦ degree projection of the product set) contains an interval, if and
only if the sum of their Hausdorff dimension is greater than one. We
extend this result to any dimension d ≥ 3. The major difficulty in this
generalization is to handle the problem caused by the presence of much
more dependence in between the cubes of the level n approximation of
the product of d ≥ 3 fractal percolations than that of in the case when
d = 2.
2. Notation
2.1. The d-dimensional fractal percolation with parametersM, p.
The intuitive definition provided below is given in Rd for an arbitrary
d ≥ 1 (for a more formal definition see [3, Section 2.2]). Fix a natural
number M ≥ 2 and a probability 0 < p < 1. Throughout the con-
struction we define a random, nested sequence En which is the union
of some randomly chosen level-n cubes. These are the M-adic cubes,
that is coordinate-hyperplane parallel cubes of side length M−n with
centers chosen from
Nn :=
{
x = (x1, . . . , xd) : xi =
(
ki +
1
2
)
M−n, 0 ≤ ki ≤ Mn − 1
}
.
We denote the level-n cube with center x ∈ Nn by Kn(x).
Kn(x) = x+
[
− 1
2Mn
,
1
2Mn
]d
.
We will sometimes identify the level-n cubes with their centers. We
write Nn for the collections of level n cubes.
The construction of the fractal percolation is as follows. We start with
the unit cube K = [0, 1]d. For every x ∈ N1 we retain the cube
K1(x) with probability p and we discard it with probability 1 − p,
independently. The union of cubes retained is denoted E1. For every
retained cube K1(x) we consider all cubes K2(y) ⊂ K1(x) and each of
those is retained with probability p, discarded with probability 1 − p
independently. The union of retained level-2 cubes is denoted by E2.
We continue this process ad infinitum to obtain En for every n. In each
step the retaining/discarding of every cube are independent events.
Clearly, En ⊂ En−1. For n ≥ 1 set
(2.1) En := {x ∈ Nn : Kn(x) is retained} .
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The d-dimensional fractal percolation with parameters M, p is the ran-
dom set E = E(d,M, p)
E :=
∞⋂
n=1
En.
We call En the n-th approximation of the fractal percolation. The cor-
responding probability space (Ω,F ,P) can be described in terms of
infinite Md-ary labeled trees (see e.g. [3, Section 2] for the details.)
Further, we write Fn ⊂ F for the σ-algebra generated by the selected
level-n cubes.
Remark 1. A very important feature of the construction is that
E is statistically self-similar with completely independent cylinders.
That is
(a): For every n ≥ 1 and x ∈ En, an appropriately re-scaled copy
of the random set E ∩ Kn(x) has the same distribution as E
itself.
(b): The sets {E ∩Kn(x)}x∈En are independent.
As we have already mentioned, {#En} is a branching process with
offspring distribution Binomial(Md, p). Hence
(2.2) P (E 6= ∅) > 0 if and only if p > 1
Md
.
Falconer [7] and Mauldin, Williams [14] proved that
(2.3) E 6= ∅ implies that dimH(E) = dimB(E) = log p ·M
d
logM
a.s.
In both parts of the paper the intersection of E with hyperplanes play
the most important role so we introduce a notation related to it. Let
H be a hyperplane in Rd. Set
En(H) := {x ∈ En : int(Kn(x)) ∩H 6= ∅} .
The d− 1 dimensional Lebesgue measure of En ∩H is
(2.4) Ln(H) := Lebd−1(En ∩H) =
∑
x∈En(H)
Lebd−1 (Kn(x) ∩H) .
3. The slices and orthogonal projections of E on the
plane. The case of small E.
In this section d = 2. The main result of the first part of the paper is
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Theorem 2. For every 0 < p ≤ 1 for almost every realization of E
(conditioned on E 6= ∅), for all straight lines ℓ which are not parallel
to the coordinate axes we have:
(3.1) dimH(Eℓ) = min {1, dimH(E)} .
We remark that in the special case when ℓ is parallel to one of the
coordinate axis, (3.1) was verified by Falconer [8] (in a special case)
and Dekking, Meester [4] in full generality. (See also [2] for the same
result for box dimension.) Combining this with our theorem above we
can state:
Corollary 3. For every 0 < p ≤ 1 for almost every realization of E
(conditioned on E 6= ∅), for all straight lines ℓ we have:
(3.2) dimH(Eℓ) = min {1, dimH(E)} .
In [16] we proved that whenever Mp > 1 (that is conditioned on E 6= ∅,
a.s. dimH(E) > 1) for almost all realization ω leading to a nonempty
E, for all straight lines ℓ, the orthogonal projection Eℓ(ω) contains
some intervals. This implies that the assertion of our Theorem 2 holds
whenever Mp > 1. Using this and (2.2) without loss of generality in
the rest of the section we may always assume that
Principal Assumption for this Section:
(3.3) M−2 < p ≤M−1.
3.1. Projection projα. We define the argument Arg(ℓ) ∈ [0, π/2) of a
line as the oriented angle it makes with the x-axis. Instead of consid-
ering the orthogonal projection of E to a line ℓ in direction θ we will
consider the linear projection (in the same direction α = θ ± π/2) to
one of diagonals of K. This replacement does not change the Hausdorff
dimension of the projection.
More formally, let α ∈ (0, π) \ {π/2} (we are not interested in the
horizontal and vertical projections). If α ∈ (0, π
2
)
then ∆α denotes the
decreasing diagonal of K (the diagonal connecting points (0, 1) and
(1, 0)). If α ∈ (π
2
, π
)
then ∆α is the increasing diagonal of K. For an
α ∈ (0, π) \ {π/2} we write projα : K → ∆α for the angle α projection
to the diagonal ∆α in K. Without loss of generality we may confine
ourselves to the angle
(3.4) 0 < α < π/2.
projections to the decreasing diagonal which we denote by ∆.
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3.2. The slices. In this and the following sections we study the length
of the intersection of any lines with the n-th approximation of fractal
percolation. We formulate the results only for lines which are neither
horizontal nor vertical because this is the only case that we are going
to apply. However, the assertion of Theorem 7 also holds for horizontal
and vertical lines. Since the proof is not very much different we omit
it.
Consider the family of all lines with argument between 0 and π/2 having
non-empty intersection with int(∆). The unit square K cuts out a line
segment from each of these lines. Let L be the set of all line segments
obtained in this way. The sets of the form E ∩ ℓ, ℓ ∈ L are the slices of
E. The segment ℓ ∈ L which has argument α and intersects ∆ at the
point z is denoted by ℓα(z).
We will study the length of the slices of the level-n approximation En:
(3.5) Ln(ℓ) := |En ∩ ℓ| , ℓ ∈ L.
It is immediate from the construction of the fractal percolation that
for every ℓ ∈ L, n ≥ 1,
(3.6) ∀x ∈ Nn−1, E
[
|En ∩ ℓ ∩Kn−1(x)|
∣∣∣x ∈ En−1] = p|ℓ ∩Kn−1(x)|.
Clearly, L can be presented as a countable union of families of lines
segments Lθ whose angles Arg(ℓ) are θ-separated from both 0 and π/2:
L
θ :=
{
ℓ ∈ L : min
{
Arg(ℓ),
π
2
−Arg(ℓ)
}
> θ
}
, 0 < θ < π/4.
Then L = ⋃∞k=2L1/k. We would like to get an upper bound for #En(ℓ)
for an arbitrary ℓ ∈ Lθ. To do so, first we give a uniform upper bound
for Ln(ℓ) for all ℓ ∈ Lθ and then we use the following easy fact:
Fact 4. Let Ebiggn (ℓ) :=
{
x ∈ En(ℓ) : |ℓ ∩Kn(x)| ≥M−n/
√
2
}
, analo-
gously set E smalln (ℓ) :=
{
x ∈ En(ℓ) : |ℓ ∩Kn(x)| < M−n/
√
2
}
. Let ℓu, ℓl
be lines which are parallel to ℓ, their distance from ℓ is in
(
M−n/2
√
2,M−n/
√
2
)
and they lie on opposite sides of ℓ. Then
(3.7) E smalln (ℓ) ⊂ Ebiggn (ℓu) ∪ Ebiggn (ℓl)
That is
(3.8) #En(ℓ) ≤ 2Mn
(
Ln(ℓ) + Ln(ℓ
u) + Ln(ℓ
l)
)
.
We will need the following M−n-dense subset of Lθ
Definition 5. For every 0 < θ < π/4 pick an arbitrary M−2n-dense
set subset ∆n ⊂ ∆ and also an M−2n-dense subset Aθn of
(
θ, π
2
− θ)
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such that ∆n ⊂ ∆n+1 and Aθn ⊂ Aθn+1. Let
L
θ
n :=
{
ℓ ∈ Lθ : z(ℓ) ∈ ∆n and Arg(ℓ) ∈ Aθn.
}
Clearly,
(3.9) Lθn ⊂ Lθn+1 and #Lθn = M4n.
By elementary geometry we get
Fact 6. For every 0 < θ < π/4 we can find an sθ such that for every
ℓ ∈ Lθ we can choose an ℓ′ ∈ Lθn satisfying
(3.10) Ln−1(ℓ) ≤ Ln−1(ℓ′) + sθM−(n−1).
We fix such an sθ for every θ.
3.3. The length of the slices. In this Section we prove a theorem
which says that for almost all realizations, the length of all (non-
vertical, non-horizontal) level-n slices of angle α are less than const ·
nM−n if n is big enough.
Theorem 7. There exists a C2 (defined in (3.37)) such that for all
0 < θ < π
4
the following holds almost surely:
(3.11) ∃N, ∀n ≥ N, ∀ℓ ∈ Lθ; Ln(ℓ) < C2M−nn.
Here the threshold N depends on both θ and the realization.
Using that L =
⋃∞
k=2L
1/k we obtain that
Corollary 8. Almost surely, for all ℓ ∈ L
(3.12) ∃N, ∀n ≥ N, Ln(ℓ) ≤ C2 ·M−nn.
Using Fact 4 we get
Corollary 9. For almost all realizations of E we have
(3.13) ∀θ ∈
(
0,
π
4
)
, ∃N, ∀n ≥ N, ∀ℓ ∈ Lθ; #En(ℓ) ≤ 6C2n.
To prove Theorem 7 we apply a version of Azuma-Hoeffding inequality
to estimate Lαn(x).
8 MICHAŁ RAMS AND KÁROLY SIMON
3.4. Large deviation estimate for Ln(ℓ). An immediate reformula-
tion of the Azuma-Hoeffding inequality [10, Theorem 2] yields:
Theorem 10 (Hoeffding). Let X1, . . . , Xm be independent bounded
random variables with ai ≤ Xi ≤ bi, (i = 1, . . . , m). Then for any
t > 0
(3.14)
P (X1 + · · ·+Xm − E [X1 + · · ·+Xm] ≥ t) ≤ exp
 −2t2m∑
i=1
(bi − ai)2
 .
We apply this to prove:
Lemma 11. For every u > 1 there is a constant r = r(u) > 0 such
that for every n ≥ 1, ℓ ∈ L and 0 < R < |ℓ|,
(3.15) P (Ln(ℓ) > pLn−1(ℓ) · u|Ln−1(ℓ) ≥ R) < exp
(−rM (n−1)R)
Proof. Fix an arbitrary u > 1, n, ℓ ∈ L and 0 < R < |ℓ|. Let
(3.16) r =
√
2 · (u− 1)2p2.
We write Nn−1(ℓ) for the collection of all N ⊂ Nn−1 satisfying
(a): ∀x ∈ N, we have ℓ ∩ int(Kn−1(x)) 6= ∅ and
(b):
∑
x∈N
|ℓ ∩ int(Kn−1(x))| ≥ R.
For an N ∈ Nn−1(ℓ) let
N˜ be the event that N = {x ∈ En−1 : int(Kn−1(x)) ∩ ℓ 6= ∅} .
Note that
{Ln−1(ℓ) ≥ R} =
⋃
N∈Nn−1(ℓ)
N˜
with disjoint union. Hence to verify (3.15) it is enough to prove that
(3.17) ∀N ∈ Nn−1(ℓ), P
(
Ln(ℓ) > pLn−1(ℓ) · u|N˜
)
< exp
(−rMn−1R) .
Fix an arbitrary N ∈ Nn−1(ℓ) and set
P˜(·) := P (·|N˜) .
Clearly, Ln−1(ℓ) is deterministic on N˜. By definition,
(3.18) Ln−1(ℓ) =
∑
x∈N
|ℓ ∩Kn−1(x)| ≥ R.
With this notation (3.17) is of the form:
(3.19) P˜ (Ln(ℓ) > puLn−1(ℓ)) < exp
(−rMn−1R) .
FRACTAL PERCOLATIONS 9
Let {Xx}x∈N be independent random variables on N˜ with
Xx
d
= |ℓ ∩ En ∩Kn−1(x)|. Then by (3.6)
Ln(ℓ)− p · Ln−1(ℓ) =
∑
x∈N
(Xx − E [Xx]) .
We will apply Theorem 10 for the random variables Xx. Using the
notation of Theorem 10 , observe that
ax := 0 ≤ Xx ≤ |ℓ ∩Kn−1(x)| =: bx.
The sum on the right hand side of the formulae (3.14) satisfies∑
x∈N
(bx − ax)2 ≤
∑
x∈N
|ℓ ∩Kn−1(x)|2(3.20)
= 2M−2(n−1)
∑
x∈N
(
Mn−1√
2
|ℓ ∩Kn−1(x)|
)2
≤
√
2 ·M−(n−1)
∑
x∈N
|ℓ ∩Kn−1(x)|
=
√
2M−(n−1)Ln−1(ℓ),
where in the one but last step we used that all the summands are
smaller than or equal to 1. Using this and Theorem 10 for t = (u −
1)pLn−1(ℓ) on the space (N˜, P˜) we obtain that
P˜ (Ln(ℓ) > pLn−1(ℓ) · u) = P˜
(∑
x∈O
(Xx − E [Xx]) > t
)
≤ exp
 −2t2m∑
i=1
(bi − ai)2

≤ exp (−rMn−1Ln−1)
≤ exp (−rMn−1R) ,
where in the last step we used (3.18). So, (3.19) holds which implies
the assertion of the Lemma. 
We use this Lemma for a re-scaled version of Ln(ℓ). Namely, let
Fn(ℓ) := Ln(ℓ) ·Mn.
Then we can reformulate (3.15) as follows:
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Corollary 12. For an u > 1 let r = r(u) =
√
2 · (u − 1)2p2. For all
ℓ ∈ L, and
(3.21) 0 < Rn ≤Mn−1|ℓ|,
we have
(3.22) P (Fn(ℓ) > pMFn−1(ℓ) · u|Fn−1(ℓ) ≥ Rn) < exp (−rRn) .
3.5. The proof of Theorem 7. Now we prove Theorem 7 using the
large deviation estimate of Corollary 12.
Fix an arbitrary 0 < θ < π
4
for this Section and let 0 < ε < min
{
p, 1
10
}
such that Mp(1 + ε) < 1 . We will use Corollary 12 with
(3.23) u = 1 + ε/3 that is r =
√
2p2ε2/9.
Set
(3.24) an := max
ℓ∈Lθn
Fn−1(ℓ), bn :=
8 logM
r
· n,
where Lθn was defined in Definition 4. The reason for this particular
choice of bn is to ensure that
(3.25) M4 · exp (−rbn/n) < 1
which we will need later to apply Borel-Cantelli Lemma. Clearly,
(3.26) ak+1 ≤M · ak and bk < bk+1.
Now we prove that
Lemma 13. For almost all realizations there exists an N0 (which de-
pends on the realization) such that
(3.27) ∀n ≥ N0, either an ≤ bn or an+1 ≤ λan,
where λ = pM(1 + 2ε
3
) < 1.
Proof. We define the events
An(ℓ) := {Fn(ℓ) > pMu · Fn−1(ℓ), Fn−1(ℓ) > bn}
and
An :=
⋃
ℓ∈Lθn
An(ℓ).
Note that An(ℓ) = ∅ for those ℓ ∈ Lθn satisfying bn > Mn−1|ℓ|. Other-
wise, we can use Corollary 12 to obtain that
(3.28) P (Fn(ℓ) > pMu · Fn−1(ℓ), Fn−1(ℓ) ≥ bn) ≤ exp (−rbn) .
Using this and (3.9) we obtain that
(3.29) P (An) ≤M4ne−rbn ,
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which is summable by (3.25). The Borel-Cantelli Lemma yields that
for almost all realizations there exists an N ′ such that for all n ≥ N ′
we have
(3.30) ∀ℓ ∈ Lθn either Fn−1(ℓ) ≤ bn or Fn(ℓ) < pM
(
1 +
ε
3
)
Fn−1 (ℓ) .
Let n > N ′ and assume that an > bn. Choose ℓ
′ ∈ Lθn such that
Fn−1(ℓ
′) ≥ Fn−1(ℓ) for all ℓ ∈ Lθn. Then
(3.31) Fn−1(ℓ
′) > bn.
Fix an arbitrary ℓ ∈ Lθn. If Fn−1(ℓ) ≤ bn then
(3.32) Fn(ℓ) ≤ M−1bn < M−1Fn−1(ℓ′) < pM
(
1 +
ε
3
)
· Fn−1(ℓ′),
since p > M−2. On the other hand, if Fn−1(ℓ) > bn then by (3.30) and
the definition of ℓ′ we get
(3.33) Fn(ℓ) < pM
(
1 +
ε
3
)
· Fn−1(ℓ′).
We choose N0 ≥ N ′ such that for all n ≥ N0 we have εMp3 bn > sθ.
Then by (3.33), (3.32) and (3.31) we obtain
an+1 = max
ℓ∈Lθn+1
Fn(ℓ)
≤ max
ℓ∈Lθn
Fn(ℓ) + sθ
≤ pM
(
1 +
ε
3
)
· Fn−1(ℓ′) + sθ
< pM
(
1 +
2ε
3
)
︸ ︷︷ ︸
λ
·an,
since we assumed that an > bn. 
The proof of Theorem 7. Let N0 and λ be as in Lemma 13. First we
show that there is an N1 > N0 such that aN1 ≤ bN1 . Namely, if
aN0+l > bN0+l then by Lemma 13, aN0+l+1 ≤ λaN0+l. Since λ < 1 and
{bn} is increasing we find a N1 > N0 such that aN1 < bN1 . Then for all
k > N1 we have
(3.34) ak ≤Mbk.
Namely, consider the ratio rk :=
ak
bk
. If rk < 1 (as it happens for
k = N1) and rk+1 > 1 then rk+1 < M since ak+1 ≤ Mak and {bk}
is increasing. Then by Lemma 13 we have rk+i+1 < λrk+i as long as
rk+i > 1. Then the same cycle is repeated which completes the proof of
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(3.34). Using (3.34) we obtain that almost surely there is an N1 such
that for n ≥ N1
(3.35) Fn(ℓ) ≤ 8M logM
r
· (n+ 1), if ℓ ∈ Lθn+1.
Then by Fact 6
(3.36) ∀ℓ′ ∈ Lθ, Fn(ℓ′) < 8M logM
r
·n+
(
8M logM
r
+ sθ
)
< C2 ·n,
for
(3.37) C2 :=
8M logM
r
+ 1
and n big enough. (We remind that r was defined in (3.23).) 
3.6. The proof of the main result of the Section. Now we prove
Theorem 2. Using the Mass distribution principle [9], Theorem 2 fol-
lows from the combination of Theorem 7 and Frostman’s Lemma ([13,
Theorem 8.8]) with (2.3). For the convenience of the reader here we
cite Frostman’s Lemma from [13]. For a d ≥ 1 and B ⊂ Rd let M(B)
be the set of Radon measures µ supported by B with 0 < µ(Rd) <∞.
Then
Lemma 14 (Frostman’s Lemma). Let B ⊂ Rd be a Borel set. Then
Hr(B) > 0 if and only if there exists a µ ∈M(B) such that
(3.38) ∀x ∈ Rd, ∀ρ > 0, µ(B(x, ρ)) ≤ ρs.
The other ingredient of the proof is the following very well known
lemma [9]
Lemma 15 (Mass distribution principle). Let B ⊂ Rd. Assume that
there exists a measure µ ∈ M(B) and δ > 0 such that µ(A) < const ·
|A|s. Then dimH(A) ≥ s.
Proof of Theorem 2. In what follows we always condition on E 6= ∅.
Then by (2.3)
(3.39) dimH(E) =
log(p ·M2)
logM
=: s, almost surely.
It is enough to verify that
(3.40)
∀q < s, ∀θ ∈
(
0,
π
4
)
, ∀α ∈ (θ, π/2− θ) , dimH(projα(E)) > q.
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To see this, we fix an r with q < r < s. Then Hr(E) = ∞. So, by
Frostman’s Lemma there exists a random measure µ ∈ M(E) such
that (3.38) holds. In particular
(3.41) ∀x ∈ En, µ (Kn(x)) ≤M−nr.
Put να := proj
α
∗µ. Fix an arbitrary 0 < ε and fix an arbitrary 0 < ρ
which is so small that
• for M−(n+1) < ρ ≤ M−n we have n ≥ N , for the N defined in
(3.13) and
• nM−nr < M−nq.
Then using these two properties and (3.41) and 3.13 implies that
να(x− ρ, x+ ρ) ≤ 10C2nM−nr ≤ 10C2M−nq ≤ 10C2M qρ−q.
This completes the proof of (3.40) by the Mass distribution principle.

In the rest of the section we prove that we can find slices of angle π
4
which intersect constant times n level n squares almost surely condi-
tioned on E 6= ∅.
Proposition 16. There exists a constant 0 < λ < 1 such that for
almost all realizations, conditioned on E 6= ∅, there exists an N6 such
that for all n > N6 there exists an ℓ ∈ L with
(3.42) #En (ℓ) > λn.
For the proof we need some new notation and an easy Fact.
Let Dk be the event that all the M
k level-k squares of the diagonal of
[0, 1]2 is retained. That is
Dk :=
{
∀ℓk = (ℓ1, . . . , ℓk) ∈ {1, . . . ,M}k , (ℓk, ℓk) ∈ Ek
}
.
We get the definition of the event D
in,jn
k if we substitute the diagonal
of [0, 1]2 above with the diagonal of Kin,jn .
D
in,jn
k :=
{
∀ℓk = (ℓ1, . . . , ℓk) ∈ {1, . . . ,M}k , (inℓk, jnℓk) ∈ En+k
}
A simple argument shows that
(3.43) p2M
k
< P (Dk) < p
Mk .
Let Ω′ ⊂ Ω be the set of realizations for which (2.3) holds and let
P
′(·) := P (·|Ω′).
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Proof of Proposition 16. Since pM2 > 1 we can find a τ satisfying 0 <
τ < logM
2p
log 1/p
. Then p1+τM2 > 1. Therefore we can choose a 0 < γ < 1
such that
(3.44) pγ+τM2γ > 1.
By (2.3) for all ω ∈ Ω′ realization we can find an N7 = N7(ω) such that
(3.45) ∀n ≥ N7, #En >
(
pM2
)nγ
.
For every k the events
{
D
in,jn
k
}
(in,jn)∈En
are independent and each has
probability greater than p2M
k
. Let An be the event that at least one
of the events
{
D
in,jn
k
}
(in,jn)∈En
holds and Acn that non-of them holds.
Then
∀n ≥ N7, P′ (Acn) ≤
(
1− p2Mk
)(pM2)nγ
.
We choose k = k(n) such that
(3.46) 2Mk ≤ τn < 2Mk+1.
Let an :=
(
1− p2Mk
)(pM2)nγ
Then log an < − (pγ+τM2γ)n which tends
to −∞ exponentially fast by (3.44). Hence the series∑
n
P
′(Acn) is sum-
mable. So, Borel Cantelli Lemma yields that there exists an N6 > N7
such that for all n > N6 the event An holds.
This shows that for P′ almost all realizations ω for all m = n + k big
enough there is an ℓ ∈ L such that #Em (ℓ) ≥ τn2M . Since m < 2n this
completes the proof of the proposition. 
4. Sums of random Cantor sets
4.1. Product of percolations. In this section we consider d inde-
pendent fractal percolations E
(1)
, . . . , E
(d)
on the line with possibly
different probabilities p1, . . . , pd but with the same scale M . The ob-
ject of this Section is as follows: We fix an a := (a1, . . . , ad) ∈ Rd with
ai 6= 0 for all i = 1, . . . , d and consider the algebraic sum of coefficients
a1, . . . , ad:
E˜a := a1 · E(1) + · · ·+ ad ·E(d) =
{
d∑
k=1
ai · e(i) : e(i) ∈ E(i)
}
.
and ask whether such sum contains an interval. It is a generalization
of a question solved (in higher generality) by Dekking and Simon in [5]
for sums of two independent percolations.
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Without loss of generality in the rest of the paper we may assume that
(4.1) pi > M
−1, ∀i = 1, . . . , d.
(otherwise the corresponding E
(i)
would be almost surely empty).
The main result of this Section is as follows:
Theorem 17. Assume that
(4.2)
d∏
i=1
pi > M
−d+1.
Then for every a = (a1, . . . , ad) ∈ Rd, ai 6= 0 for all i = 1, . . . , d the
sum E˜a =
d∑
i=1
aiE
(i)
contains an interval almost surely, conditioned on
all E
(i)
being nonempty.
Fix an arbitrary a = (a1, . . . , ad) ∈ Rd, ai 6= 0 for all i = 1, . . . , d.
Without loss of generality we may assume that
(4.3) ‖a‖ = 1 and ai > 0 for all i = 1, . . . , d.
Clearly, E˜a is the orthogonal projection of the random set
E˜ := E
(1) × · · · ×E(d) ⊂ [0, 1]d
to the line {t · a|t ∈ R}. Hence it follows from (3.39) that whenever
condition (4.2) does not hold then we have
dimH E˜a ≤ dimH E˜ =
d∑
i=1
dimHE
(i) =
d∑
i=1
logMpi
logM
≤ 1.
Remark 18. It is well known that for almost every realization E of
a fractal percolation in Rd dimHE = 1 implies that H1(E) = 0, see
[14]. The same proof goes through for cartesian products of fractal
percolations: for typical E˜ if dimH E˜ = 1 then H1(E˜) = 0. Hence,
Theorem 17 is sharp.
4.1.1. Connection between E˜ and the d-dimensional fractal percolation.
Set p =
∏d
i=1 pi and we write E for the d-dimensional fractal percola-
tion with parameters M, p. Let N n, Kn(x), E (i)n and E(i)n be the one
dimensional analogues of Nn, Kn(x), En and En respectively. That is
N n :=
{
x : x =
(
k +
1
2
)
M−n, k ∈ {0, 1, . . . ,Mn − 1}
}
.
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We denote the level-n interval with center x ∈ N n by Kn(x).
Kn(x) = x+
[
− 1
2Mn
,
1
2Mn
]
.
Set
E (i)n :=
{
x ∈ N n : Kn(x) is retained in the construction of E(i)n
}
Finally, the n-th approximation of E(i) is denoted by E
(i)
n .
E
(i)
n :=
⋃
x∈E
(i)
n
Kn(x) and E˜n := E
(1)
n × · · · × E
(d)
n .
Then
(4.4) E˜ =
∞⋂
n=1
E˜n.
For an x = (x1, . . . xd) ∈ Nn we have
(4.5) Kn(x) ⊂ E˜n ⇐⇒ Kn(xi) ⊂ E(i)n , ∀i ∈ {1, . . . , d} .
Hence for every x ∈ Nn the events that Kn(x) ⊂ E˜n and Kn(x) ⊂ En
share the same probability of pn. Furthermore, when x ∈ Nn and
y ∈ Nn−1 such that Kn(x) ⊂ Kn−1(y) then
P (x ∈ En|y ∈ En−1) = P
(
x ∈ E˜n|y ∈ E˜n−1
)
= p.
The difference between E and E˜ follows from the obvious fact:
Fact 19. For all distinct x,y ∈ Nn the events:
(a): Kn(x) ∩ E and Kn(y) ∩ E are always independent.
(b): Kn(x) ∩ E˜ and Kn(y) ∩ E˜ are independent if and only if
xi 6= yi for all i = 1, . . . , d.
4.2. Sections of codimension 1. We consider hyperplanes
Ht = {y ∈ Rd : a · y = t}.
That is Ht(a) is the set of points y ∈ Rd whose orthogonal projection
to the line with direction vector a is equal to t · a (since we assumed
that a is a unit vector).
Lemma 20. Given p1, . . . , pd > M
−1 satisfying∏
i
pi > M
−d+1,
we can find q1, . . . , qd such that
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∏
i
qi > M
−d+1,
(4.6)
∏
i 6=j
qi < M
−d+2∀j,
and
M−1 < qi ≤ pi∀i.
Proof. Without weakening the assumptions we can assume that p1 =
min pi. Assume that
d∏
i=2
pi ≥M−d+2
(otherwise we could choose qi = pi for all i). There are two cases.
If p1 > M
−1+1/d, we can choose any M−1+1/d < δ < M−1+1/(d−1) and
then set qi = min(δ, p1) for all i.
In the opposite case, let q1 = p1 and set (for i ≥ 2 and 0 ≤ t ≤ 1)
qi(t) = tpi + (1− t)p1.
We have
d∏
i=2
qi(0) < M
−d+1p−11
and
d∏
i=2
qi(1) =
d∏
i=2
pi > M
−d+2.
Hence, we can find t0 ∈ (0, 1) such that
M−d+1p−11 <
d∏
i=2
qi(t0) < M
−d+2
and we can just fix qi = qi(t0) for i ≥ 2. 
To prove the assertion of Theorem 17 for probabilities {pi} it is enough
to prove it for {qi} (increasing of probabilities is not going to decrease
probability of the algebraic sum of percolation fractals containing an
interval). Hence, we might freely assume that (4.6) is satisfied for {pi}.
The goal of this subsection is to prove the following Proposition:
18 MICHAŁ RAMS AND KÁROLY SIMON
Proposition 21. Assume that
(4.7)
d∏
i=1
pi > M
−d+1 and
∏
i 6=j
pi < M
−d+2 ∀j.
Under assumptions of Theorem 17, there is a constant C such that for
almost every nonempty realization of E˜ there is N such that for all
n > N for every t if the hyperplane Ht intersects cube Kn(x1, . . . , xd)
then it intersects at most Cn(1+ε)(d−2) other cubes Kn(y1, . . . , yd) ⊂ En
such that xi = yi for some i.
First we need some auxiliary lemmas
4.2.1. Auxiliary lemmas to the proof of Proposition 21.
Lemma 22. Let G = (V,E) be a graph such that every vertex v ∈ V
has degree not greater than n. Then we can write V = V1 ∪ . . . ∪ Vn+1
in such a way that no edge e ∈ E connects two vertices from the same
Vi.
Proof. Let (V1, E|V1) be a maximal (in V ) totally disconnected sub-
graph. That is, let V1 ⊂ V such that for any v1, v2 ∈ V1, v1v2 /∈ E but
if we added to V1 any additional point, this property would be lost. In
particular, it means that any vertex v ∈ V \ V1 is connected to some
v′ ∈ V1 (otherwise (V ∪{v}, E|V ∪{v}) would be totally disconnected).
It implies that in the graph (V \ V1, E|V \ V1) every vertex has degree
not greater than n− 1. The proof proceeds by induction. 
Yet another auxiliary lemma:
Lemma 23. There exists C > 0, depending only on d and {ai}, such
that the following holds. Let F be a union of some M-adic cubes of
level n. Assume that the d − 1-dimensional volume of F ∩ Ht is not
greater than ZM−n(d−1) for all t. Then every Ht intersects at most CZ
cubes from F .
Proof. Assume that the assertion is not true. Then for every ε > 0 one
can find a set F satisfying the assumptions such that for some t Ht
intersects ε−1Z cubes from F . It implies that there are at least ε−1Z/2
cubes in F such that the d− 1-dimensional volume of the intersection
of Ht with each of them is smaller than 2εM
−n(d−1). Let us denote the
family of those cubes by G.
Consider now the hyperplanes Lt+ 1
2
M−n
∑
li
and Lt− 1
2
M−n
∑
li
. Each
cube from G has large intersection (with (d − 1)-dimensional volume
at least c(d) ·M−n(d−1)) with one of those hyperplanes (the intersection
FRACTAL PERCOLATIONS 19
with the other might even be empty). Hence, the sum of (d − 1)-
dimensional volumes of intersecting G with Lt+ 1
2
∑
li
and Lt− 1
2
∑
li
is at
least ε−1c(d)/2ZM−n(d−1), a contradiction. 
We need another useful observation:
Lemma 24. The d−1-dimensional volume of the intersection Ht∩En
is lipschitz as a function of t, with the Lipschitz constant at most c5M
n.
Proof. There are at most cMn(d−1) cubes Ht can intersect and the vol-
ume of intersection of Ht with each of them is Lipschitz with constant
cM−n(d−2). 
To prove Proposition 21, it is enough to prove the following result:
Proposition 25. Assume that
d∏
i=1
pi < M
−d+1.
Then there is a constant C˜ such that for almost every nonempty real-
ization of E˜ such that for every t the hyperplane Ht intersects at most
C˜n(1+ε)(d−1) cubes Kn(x1, . . . , xd) ⊂ En.
Indeed, to prove Proposition 21 we fix some i ∈ {1, . . . , d} and inter-
sect En with Ht ∩ {xi = const}. However, En ∩ {xi = const} is just
E
(1)
n × . . .×E
(i−1)
n ×E
(i+1)
n × . . .×E
(d)
n and Ht ∩ {xi = const} is some
hyperplane Ht′ ⊂ Rd−1. By the second part of (4.7), the assumptions
of Proposition 25 (applied to the cartesian product of all E(j), j 6= i)
are satisfied and the assertion of Proposition 25 gives us the assertion
of Proposition 21 (note that d in Proposition 25 corresponds to d − 1
in Proposition 21).
4.2.2. The proof of the Proposition 25.
The proof of Proposition 25. The proof will be by induction. For d = 1
the statement is obvious: the line Ht is just a point, hence it can only
intersect one squareKn(x1). Let us assume the assertion is true for d−1
and consider situation for d. As
∏n
1 pi < M
−d+1, for any i ∈ {1, . . . , d}
we have ∏
j 6=i
pj < M
−d+2.
Hence, by the induction assumption for any i ∈ {1, . . . , d} for all n
the codimension 2 hypersurface Ht ∩ {xi = const} intersects at most
C˜d−1n
(1+ε)(d−2) cubes from En.
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Thanks to Lemma 23, we only need to estimate (for big n) the d − 1-
dimensional volume ofHt∩En to be not greater than C ′M−n(d−1)n(1+ε)(d−1)
for all t. Let us denote this random variable by M−n(d−1) · gn(t). As it
is a lipschitz function of t, it is enough to check that
gn(t) ≤ C ′n(1+ε)(d−1)
for sufficiently big n, not for all t but only for some M−nd-dense subset
Tn. We will choose {Tn} in such a way that Tn ⊂ Tn+1.
Consider gn+1(t) as a random variable, conditioned on gn(t). For every
cube Kn(x1, . . . , xd) intersecting Ht, the volume of Ht∩Kn(x1, . . . , xd)
equals the sum of volumes ofHt∩Kn+1(y1, . . . , yd) over allKn+1(y1, . . . , yd) ⊂
Kn(x1, . . . , xd) and each Kn+1(y1, . . . , yd) appears in En+1 with proba-
bility p. Hence,
(4.8) E(
∑
Kn+1(y1,...,yd)⊂Kn(x1,...,xd)
vol(Ht ∩ En+1 ∩Kn+1(y1, . . . , yd)))
= p vol(Ht ∩ En ∩Kn(x1, . . . , xd))
If events happening in different Kn(x1, . . . , xd) were independent (as it
is for fractal percolations), we would be able to estimate gn+1(t) like in
the proof of Theorem 7 because the random variables
(4.9)
hn(x1, . . . , xn)(t) =
∑
Kn+1(y1,...,yd)⊂Kn(x1,...,xd)
vol(Ht∩En+1∩Kn+1(y1, . . . , yd))
would be independent. That this is not the case in our situation is the
main difficulty in the proof.
Given n ∈ N and t ∈ Tn, we will say the event B(n, t) holds if the ran-
dom variables hn(·)(t) can be divided into at most c6n(1+ε)(d−2) subfam-
ilies H in(t) such that inside each H
i
n(t) all the hn(·)(t) are independent.
The constant c6 will be chosen in the future. We will fix the choice of
partition {H in(t)} (say, the first in a lexicographical order) if many are
possible.
We denote
(4.10) zin(t) = vol(Ht ∩
⋃
(x1,...,xd)∈Hin(t)
Kn(x1, . . . , xd))
and
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(4.11) Z in(t) =
∑
(x1,...,xd)∈Hin(t)
hn(x1, . . . , xn)(t)
We will say H in(t) is large if
zin(t) > M
−n(d−1)n1+ε,
otherwise it is small.
For any small H in(t) we can write
Z in(t) ≤ zin(t)
(as En+1 ⊂ En). For any large H in(t) it has at least n1+ε elements, and
we can apply Azuma-Hoeffding inequality (compare Corollary 12) to
obtain
(4.12) P(Z in(t) < (1 + ε)pz
i
n(t)) > 1− γn
1+ε
for some γ < 1. We say that event C(n, t) holds if Z in(t) < (1+ε)pz
i
n(t)
holds for all large H in(t). Our main interest is the event
A(n, t) = C(n, t) ∨ Bc(n, t),
where Bc(n, t) stands for the complement of the event B(n, t) We claim
that, almost surely, there are only finitely many (n, t) for which A(n, t)
fails (independently of the choice of c6). Indeed, if B(n, t) fails then
A(n, t) is automatically true and if B(n, t) holds the number of H in(t)
(large or not) is not greater than c6n
(1+ε)(d−2). Hence, (4.12) implies∑
n
∑
t∈Tn
(1− P(A(n, t))) ≤
∑
n
Mndc6n
(1+ε)(d−2)γn
1+ε
<∞
and the claim follows.
Our second claim is that, almost surely, for c6 large enough there are
only finitely many (n, t) for which B(n, t) fails. This claim follows from
the induction assumption.
Consider anyKn(x1, . . . , xd) andKn(y1, . . . , yd) intersecting Ht. If xi 6=
yi for all i then hn(x1, . . . , xd)(t) and hn(y1, . . . , yd)(t) are independent.
We need to estimate for any (x1, . . . , xd) the maximal possible number
of different (y1, . . . , yd) such that hn(x1, . . . , xd)(t) and hn(y1, . . . , yd)(t)
are not independent.
The induction assumption already gives us the estimation C˜d−1n
(1+ε)(d−2)
for the number of cubesKn(y1, . . . , yd) ⊂ En intersecting Ht∩{yi = xi}.
The cube can intersect both Ht and {yi = xi} but be disjoint with
22 MICHAŁ RAMS AND KÁROLY SIMON
Ht ∩ {yi = xi}. However, such a cube cannot be too far away from
Ht ∩ {yi = xi}. The following simple geometric argument shows that
the estimation we seek is c7C˜d−1n
(1+ε)(d−2), with c7 depending on {aj}.
As Kn(x1, . . . , xd) and Kn(y1, . . . , yd) intersect Ht, we have∑
ajxj ,
∑
ajyj ∈ (t− 1
2
M−n
∑
aj, t+
1
2
M−n
∑
aj).
As xi = yi, we have∑
j 6=i
ajxj ≈
∑
j 6=i
ajyj ≈ t− aixi.
More precisely, ∣∣∣∣∣∑
j 6=i
aj(xj − yj)
∣∣∣∣∣ ≤M−n∑ aj .
Hence, the number of such (y1, . . . , yd) is at most as big as the number
of d− 1-dimensional cubes
Kn(y1, . . . , yi−1, yi+1, . . . , yd) ∈ E(1)n × . . .×E(i−1)n ×E(i+1)n × . . .×E(d)n
intersecting one of at most 2(
∑
aj)/ai hyperplanes∑
j 6=i
ajyj =
∑
j 6=i
ajxj + kmin
j
aj ,
k varying between −(∑ aj)/ai and (∑ aj)/ai. By the induction as-
sumption, this implies that there are at most C˜d−1c7n
(1+ε)(d−2) such
(y1, . . . , yd) for
c7 = 2
∑
aj
minj aj
.
Repeating this reasoning for all possible choices of i, for each cube
Kn(x1, . . . , xd) ⊂ En intersectingHt there are at most C˜d−1dc7n(1+ε)(d−2)
cubes Kn(y1, . . . , yd) ⊂ En intersecting Ht such that xi = yi for some
i ∈ {1, . . . , d}.
We can now apply Lemma 22 to the dependency graph to divide all
the events hn(x1, . . . , xd)(t) into C˜d−1dc7n
(1+ε)(d−2) + 1 subfamilies of
independent events. This ends the proof of the second claim.
From the two claims, the assertion follows easily. Let
gn = sup
t
gn(t).
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Then, as soon as n is big enough for B(n, t) and A(n, t) (and hence,
C(n, t) as well) always to happen, we will have
(4.13) gn ≤ (1 + ε)pMd−1gn−1 + c6n(1+ε)(d−1) + c5,
where the first term comes from large H in(t), the second term comes
from small H in(t), and the third term from lipschitz approximation
((4.12) only gives us gn(t) for t ∈ Tn). As pMd−1 < 1, the inductive
formula (4.13) implies the assertion. 
4.3. Proof of Theorem 17. For d = 2 Theorem 17 was already
proven in [5] but only for the case when the angle is 45◦ . Our proof,
however, is not similar to [5], rather it has the same flavour as the proof
of the main result of [16]. We will begin the proof by strengthening the
assumptions.
We will study the d− 1-dimensional volume of Ht ∩En, we will denote
this random variable by M−n(d−1) · gn(t). We will consider gn+1(t) as
a random variable depending on gn(t). We have equation (4.8). We
define hn(x1, . . . , xd)(t) by (4.9). We are going to estimate the volume
of Ht ∩ En from below, using Azuma-Hoeffding Theorem. The main
difficulty in the proof is the dependence problem, which we will deal
with like in the proof of Proposition 21.
The dependence problem is nonexisting for d = 2. Indeed, any nonhor-
izontal and nonvertical line ℓα will intersect only a bounded number
of level n squares in any given row (or column). Hence, in this case
the argument given in [16] works with slight modifications. In what
follows, d ≥ 3.
Given n, t, we divide random variables hn(·)(t) into subfamilies H in(t)
such that inside each H in(t) all the events hn(·)(t) are independent.
Like in the proof of Proposition 21, we say that the event B(n, t) holds
if we can have c8n
(1+ε)(d−3) or less families H in(t). We denote z
i
n(t) and
Z in(t) as in (4.10),(4.11). We will say that H
i
n(t) is large if
zin(t) > M
−n(d−1)n1+ε,
otherwise it is small.
Conditioned on E being nonempty, almost surely the d-dimensional
volume of En is ≈ cpn. Hence, almost surely we will be able to find
infinitely many Nj > N and corresponding tj such that
gNj(tj) > p
NjMNj(d−1)(1−ε) > eεNj + c7.
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Without weakening the assumptions, Nj > j. For n > Nj let T
(j)
n
be a M−nd-dense subset of Ij = (tj −M−Njd, tj + M−Njd) satisfying
T
(j)
n+1 ⊃ T (j)n . In particular,
gNj(t) > e
εNj
for all t ∈ Ij . For t ∈ Ij for every small H in(t) we can write
Z in(t) ≥ 0.
For large H in(t) the Azuma-Hoeffding inequality gives
(4.14) P(Z in(t) > (1− ε)pzin(t)) > 1− γn
1+ε
for some γ < 1. We say the event D(n, t) holds if Z in(t) > (1− ε)pzin(t)
for all large H in(t). We define
E(n, t) = D(n, t) ∨ Bc(n, t).
As
sup
j
∑
n≥Nj
γn
1+ε · ♯T (j)n <∞,
almost surely there exist infinitely many j’s for which the events E(n, t)
hold for all n ≥ Nj and t ∈ T (j)n . Because (4.6) holds, we can apply
Proposition 21 to prove that, almost surely, events B(n, t) hold for all
sufficiently big n for all t ∈ T (j)n for all Nj ≤ n (like in the proof of
the second claim in the main proof of Proposition 21). Hence, we can
choose j with arbitrarily big Nj such that both B(n, t) and D(n, t) hold
for all n ≥ Nj for all t ∈ T (j)n .
We denote
gn = inf
Ij
gn(t).
We have
gn+1 ≥ (1− ε)pMd−1
(
gn − c8n(1+ε)(d−3)n1+ε
)− c5,
where the first term comes from the growth of the part of gn(t) con-
tained in the big H in(t) and the second part is the lipschitz correction
(the first part we only know for t ∈ T (j)n ). If Nj was big enough, we
can prove inductively that
gn > e
εn > 0
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for all n ≥ Nj. In particular, the algebraic sum of sets E(i) will contain
Ij. We are done.
Remark 26. In the proofs of Proposition 21 and Theorem 17 we do
not assume that Ht are hyperplanes. They might be any codimension
1 surface sufficiently close to a hyperplane as for the lipschitz property
(Lemma 24) to hold. For example, the same argument can be used to
show that the assertion of Theorem 17 holds if we replace algebraic sum
with the algebraic multiplication.
5. Distance sets for fractal percolations
In this section we are going to present a related result on distance
sets. A long standing conjecture due to Falconer [6] says that for any
set in Rd with Hausdorff dimension greater than d/2, the distance set
has positive length. We prove that for fractal percolation it is enough
to require that the Hausdorff dimension is greater than 1/2 for the
distance set to contain an interval.
The proof is almost identical as the proof of Theorem 17, so we are
only going to sketch it.
For a pair of sets A,B ∈ Rd we define their distance set as
D(A,B) = {|x− y|; x ∈ A, y ∈ B}.
Similarly,
D(A) := D(A,A).
Theorem 27. Let E1, E2 be nonempty realizations of two fractal per-
colations in Rd with common scale M and with probabilities p1, p2. As-
sume p1, p2 > M
−d and
p1p2 > M
−2d+1.
Then, almost surely D(E1, E2) contains an interval.
Theorem 28. Let E be a nonempty realization of a fractal percolation
in Rd for probability p > M−d+1/2. Then, almost surely D(E) contains
an interval.
Proof. Both theorems are proven in basically the same way. For The-
orem 27 almost surely we can find two cubes: Kn(x1, . . . , xd) with
nonempty intersection with E1 and Kn(y1, . . . , yd) with nonempty in-
tersection with E2. For Theorem 28 we find two distinct cubes with
nonempty intersection with E. By going to subcubes, we can freely
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assume that xi 6= yi for all i and that the two cubes are in large dis-
tance relative to their size. We can then consider the cartesian product
(E1∩Kn(x1, . . . , xd))× (E2∩Kn(y1, . . . , yd) (or (E∩Kn(x1, . . . , xd))×
(E ∩Kn(y1, . . . , yd)) as product of two independent random construc-
tions.
This product is similar to one constructed in section 4.1, but it has
fewer dependencies. We can consider its intersections with surfaces
Ht = {(x, y); ρ(x, y) = t}.
Those surfaces are sufficiently close to hyperplanes that Lemma 24 still
holds, though maybe with different constant. The proof of Theorems
27 and 28, now reduces to the proof of Theorem 17. 
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