Quantitative photoacoustic tomography (PAT) reconstructs optical maps using ultrasonic measurements, with improved resolution from conventional optical imaging due to significantly smaller acoustic scattering than optical scattering for detecting signals in depth. In this work, formulating quantitative PAT as a nonlinear least-squares problem with l 1 -norm sparsity regularization, we develop an efficient gradient-based reconstruction algorithm using a forwardbackward splitting method, and prove its convergence for such a nonconvex problem.
Introductions
Photoacoustic tomography (PAT) [1] [2] [3] [4] [5] [6] is an emerging medical imaging modality that combines rich contrast of optical imaging and high resolution of ultrasonic imaging. This novel multi-modal technique has gradually evolved into various clinical and biomedical applications, such as blood-velocity estimation, gene expression, imaging of tumor angiogenesis and hypoxia, and early breast cancer diagnosis. The fundamental principle of photoacoustic imaging relies on the photoacoustic effect; i.e., the acoustic signal is emitted when the light absorbing molecules within the biological tissues are exposed to short pulse radiation absorb energy and undergo thermo-elastic expansion. Such a spatial energy absorption distribution can be tomographically reconstructed based on the emitted acoustic pulse information recorded by the ultrasonic detector around the surface of the tissues.
There are two inverse problems in PAT. The first concerns the reconstruction of the deposited optical energy from the time-dependent boundary measurements of the acoustic pressure. The second inverse problem, namely, quantitative PAT (QPAT), is the reconstruction of optical maps, particularly the absorption coefficient or the chromophores, from the deposited optical energy that is recovered from the first step. As for the first inverse problem, explicit inversion formulas exist for a certain class of geometries of interest, when the problem is in free space, with constant sound speed, and without accounting for acoustic attenuation. The major efforts for this first step have been in situations when one of the aforementioned conditions is violated; thus no explicit formulas exist. There are a large number of reconstruction techniques available (see [1, 7] and their references). In the inverse problem of QPAT, three methodologies distinguished by the different optical illumination and wavelength are mainly investigated. First, the absorption map is estimated in single light illumination or optical wavelength, assuming the scattering map is known to overcome the non-uniqueness of the estimation of more than one optical parameter (see [7] and its references). Second, both absorption and scattering maps can be recovered when more than one optical wavelength is used and appropriate spectral models of optical coefficients are assumed [8] [9] [10] . The third approach is the multi-source QPAT (MS-QPAT), in which multiple optical illuminations are used for the unique reconstruction of both absorption and scattering maps [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . In this work, assuming the first inverse problem is done and the deposited optical energy is known, we focus on the second inverse problem, i.e., QPAT, and consider the setting of MS-QPAT for the reconstruction of both absorption and scattering maps. However, the algorithms introduced here for MS-QPAT should be generally applicable to the other two cases of QPAT.
The light migration in the photoacoustic imaging can be accurately modelled by a radiative transport equation (RTE), and some recently developed numerical algorithms can be found in [10, 14, [21] [22] [23] [24] and their references. The absorption, scattering, and Gruneisen coefficients can be reconstructed simultaneously by utilizing multiple wavelengths [10] . On the other hand, diffusion approximation (DA) to the RTE is the most popular forward model in optical imaging due to its simplicity in the diffusive regime [25] , but it may not produce as good estimates for scattering as RTE in a small domain [14] . The reconstruction of scattering using DA as a forward model is a more ill-posed problem than using the RTE in a transport regime. In this paper, for simplicity, we use DA as the forward model for MS-QPAT. Note that the reconstruction uniqueness and stability for DA-based MS-QPAT at the continuous level have been given in [19] .
In recent years, sparsity regularization methods have been widely used for image processing and image reconstruction, motivated by the assumption that most images are sparse themselves or in some transform domain. Total variation [26] and wavelet tight frame [27, 28] are two popular sparsity transform methods serving for the regularization purpose in image reconstruction to enforce the prior knowledge of image sparsity and overcome the illposedness of the problem at the same time. The sparsity-based regularization has been applied to image reconstruction for optical imaging [29] [30] [31] and particularly for MS-QPAT [11] [12] [13] [14] 20] . In [11, 15] , non-iterative procedures to reconstruct optical coefficients have been proposed. The Gauss-Newton method is applied for the MS-QPAT problem (e.g., [12, 14] ). In addition, the quasi-Newton method and gradient based Bregman method for solving MS-QPAT are introduced in [11, 13, 20] . On the other hand, the wavelet tight frame system [27, 28] or framelet has been widely used in image reconstruction, owing to its efficient decomposition and reconstruction algorithms. The targeted images can be well approximated by sparse coefficients under a designed wavelet tight frame system. Recently, an adaptive wavelet tight frame method has been developed and applied for image reconstruction, [32, 33] . In this paper, we use tensor framelet transform [34, 35] for image regularization, which has improved speed and reduced memory, compared with the traditional framelet regularization, and we formulate MS-QPAT based on DA as a nonlinear least-squares problem with tensor framelet sparsity regularization. For enhanced stability with respect to the initial guess or the noise, simple bounds are imposed. Different from some other medical imaging problems, such as computed tomography, MS-QPAT is nonlinear and nonconvex. The major contribution of this work is to develop an efficient gradient-based reconstruction algorithm using a forward-backward splitting method. Moreover, we prove its convergence for such a nonconvex problem.
The paper is organized as follows: in section 2 we will give the notations for MS-QPAT and its discretization; in section 3 we will describe the proposed forward-backward splitting algorithm for solving the nonconvex MS-QPAT and provide its convergence analysis; the simulation results will be presented in section 4 with the conclusions in section 5.
Preliminaries

MS-QPAT
The light migration in photoacoustic imaging can be modelled by RTE or its first-order phase approximation, i.e., DA to RTE. Compared with complex RTE, DA can be solved rapidly with relatively simple solution methods [25] . DA can describe light propagation accurately in a diffusive regime so that it is applied widely in the diffusive regime. The reconstruction uniqueness and stability cannot be guaranteed in the case with single optical illumination [36] . So we consider only the PAT using multiple optical illuminations, i.e., MS-QPAT [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , with established reconstruction uniqueness and stability [19] . In DA, the photon density, denoted by ϕ x ( ), is simplified to be dependent only on the spatial variable x. Denote by Ω a bounded open domain in  d with smooth bounded Ω ∂ , then the DA with a Robin boundary condition is where σ a and σ s are the absorption and scattering coefficients, respectively, σ σ
s s is the reduced scattering coefficient with the anisotropic scattering factor g, q(x) denoting the source, κ is the constant for coupling the refraction index mismatch at the boundary, and
a s when the scattering coefficient is much larger than the absorption coefficient in the diffusive regime. It denotes the diffusion coefficient.
Discretization
After discretization, (1) can be formulated as the linear system
Inverse Problems 30 (2014) 125012 X Zhang et al where matrix A, the source term Q, and the discretized density Φ are specific to discretization methods. For example, using the finite element method [25, 37] , the photon density in piecewise-linear bases φ { } i with N p nodes is
We discretize the optical coefficients in piecewise constants, i.e., σ
with N t elements in the mesh.
With this discretization, we have
Here, A [ ] rz denotes the rth row, zth column element of matrix A, and Q [ ] z denotes the zth element of vector Q. In order to utilize the data in the discretized settings, we assume there are N d numerical detectors that are uniformly distributed across the domain Ω. Although N d can be arbitrarily large, we let N d = N t to avoid redundancy. We assume that there are N s optical illuminations in the setting of MS-QPAT, each of which has a flux distribution Φ i by solving (2) . Then the discrete mapping of the data can be thought of as the following functional with respect to σ a and Φ
where α jk are the interpolation weights for the jth detector with
and D , the degree of freedom of the used element.
Reconstruction model for MS-QPAT
Given the actual data
t , the object of MS-QPAT is to obtain the optical maps
a by minimizing the difference between the model prediction F and the actual data Y
j a i is defined by (4) , and Φ i is the solution of (2). For further simplification of notation, in the following, we will denote
Throughout the paper, we use ∥ ∥ · to denote the l 2 -norm, unless otherwise specified. By imposing the lower bound l and upper bound u to enhance stability with respect to the initial guess or the noise, the MS-QPAT problem under the wavelet tight frame regularization can be formulated as the following bound-constrained nonlinear minimization problem
m n with ⩾ m n is the fast tensor product framelet decomposition and W T is the fast reconstruction. Tensor framelet is one kind of tight framelet, which is proposed for reducing the computational time and memory, especially for multidimensional data. More details can be seen in [34, 35] . Other wavelet tight framelets can also be used as the sparse regularization operators, certainly. Then by the unitary extension principle [27] , we have = W W I T , where I is the identity matrix. In this work, without loss of generality, a special triangulation is used to facilitate the framelet transform: each pixel in the Cartesian grid is divided into two triangles, with the mapping between the Cartesian grid and the triangular mesh, with the sparsity transform computed on the Cartesian grid and the forward model based on the triangular mesh.
Forward-backward splitting method
The forward-backward splitting method was introduced in signal recovery in [38] , which is used for solving the following problem
n are two proper lower semicontinuous convex functions, and f(X) is differentiable with an L-Lipschitz continuous gradient. This method is boiled down to the following iteration
For the MS-QPAT problem (8) 
C denotes the indicator function of a closed convex set C. Even if f(X) is possibly nonconvex, we still use the forward-backward splitting method to solve problem (8) . Applying the forward-backward splitting method to the MS-QPAT problem (8), we can get the following iteration formula
Then the second subproblem can be rewritten as
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k
The split Bregman algorithm proposed in [39, 40] can be used to solve the subproblem (14) . Its convergence analysis was proved in [41] . Concretely, the split Bregman algorithm for the subproblem (14) 
The V and Z subproblems come down to a proximity formula. Let  denote a Euclidean space. For a proper, convex, and lower semicontinuous function φ which takes its values in
is defined as
, where P C (x) denotes the projection of x onto C. For the function 
Convergence analysis
In order to establish the convergence of the proposed algorithm in our setting, we first give some assumptions on the function spaces of our solutions.
Assumptions
where Ω is the closure of Ω.
In this paper, we assume
, where , some subset of  , satisfies
Those assumptions hold in the following.
Lipschitz continuity
Differentiating both sides of (2) with respect to the optical unknowns X, we have Then, we can obtain
From (3), (4), and (6), it is clear that
are Lipschitz continuous with respect to X, and F P , ij j are Lipschitz continuous if Φ is Lipschitz continuous with respect to X. Then
is Lipschitz continuous if Φ is Lipschitz continuous with respect to X. We will prove this fact in the following.
Firstly, we introduce some basic results. Suppose Ω is a bounded and connected domain in  n . Consider the operator  on Ω where ρ is a positive number. We denote by Λ the sup-norm of a ij (x) and b i (x); i.e., 
where C 1 is a positive constant depending only on λ, Λ, α 0 and Ω diam( ).
Then there holds for any compact subset
where C 2 is a positive constant depending only on ρ,
and
, it is clear that ρ = c 2 , Λ ⩽ c 1 . Then we have the following lemmas. 
where M 1 is a positive constant depending only on c 1 , c 2 , and Ω diam( ).
. It is easy to see that ϕ x ( ) is the solution of 
where M 1 is a positive constant depending only on c 1 , c 2 , and
where M 2 is a positive constant depending only on c 1 , c 2 , Proof. It can be obtained by lemma 2.
be solutions of the boundary value problems, for i = 1,2 Proof.
are solutions of the boundary value problems.
. Then we can obtain We can have where in the first inequality above we used lemma 1, and in the second inequality above we used lemma 2. Using lemma 1 and 2 again, we have
where M 3 is a positive constant depending only on c 1 ,
where L is a positive constant depending only on M, c 1 , c 2 ,
, and
From theorem 1, we know Φ is Lipschitz continuous with respect to X. □
Convergence analysis
In this subsection, we will give the convergence property of our proposed forward-backward splitting algorithm, i.e., algorithm (12) for the nonconvex MS-QPAT problem (8) .
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For convenience, denote
where ∂g X ( ) is the subdifferential of g at point X; i.e.,
Then it is clear that =
Similar to Lemma 2.3 in [44] , we have the following lemma.
, n , the following inequality holds
From the notation (22), we have
Using the definition of subgradient, we have 
Theorem 2. Letting X { } k be generated by (12) . Then h X { ( )} k is strictly decreasing. And every accumulation point of X { } k is a critical point of h(X). Proof. Letting = ′ = X X X k in lemma 5, we have
Then it is obvious that h X { ( )} k is strictly decreasing. And we can obtain
From the uniqueness of limit, we have
Numerical results
In this section, we present the reconstruction results of both absorption coefficient σ a and reduced scattering coefficient σ′ s , using the proposed forward-backward splitting algorithm for MS-QPAT with DA as the forward model. MS-QPAT was simulated on modified SheppLogan phantoms with four illuminations each, with optical sources at the boundary on each side of the square domain. Through experiment and observation, the algorithm is not so sensitive to the initial guess. We can choose the mean of the absorption and scattering coefficients of the original images as the initial guess of the reconstructed ones, respectively. The initial guess is chosen to be σ = 0. To alleviate the inverse crime, different mesh sizes are used in forward data simulation and inverse solutions. Here, we use 128 × 128 meshes for forward data simulation and 64 × 64 meshes for inverse solutions. Figures 1(a) and (d) are, respectively, the true absorption and scattering coefficients with 64 × 64 resolution. Figures 1(c) and (f) are, respectively, the reconstructed absorption and scattering coefficients via 200 iterations from the proposed algorithm, with 1% Gaussian noise added to the simulation data. In this case, the absorption coefficient σ a was successfully reconstructed with fine details, such as four small circular inclusions. To test the performance of the proposed algorithm with respect to the noise, 5% noise was added to the simulation data, and figures 1(b) and (e) are respectively the reconstructed absorption coefficient and scattering coefficient results via 200 iterations from the proposed algorithm. Figures 2(a)-(f) are, respectively, the profiles of the central 20-line in figures 1(a)-(f). The total computational time was around 2 min.
In the following, we test our proposed algorithm on phantoms with 128 × 128 resolution. The meshes used for forward data simulation and inverse solutions are 256 × 256 and 128 × 128, respectively. Figures 3(c) and (f) show, respectively, the reconstructed absorption and scattering coefficients via 200 iterations by our proposed algorithm with data polluted by 1% noise. We can see that the reconstructed absorption coefficient is very similar to the original absorption map in figure 3(a) , which can also be seen from the corresponding profile lines of the central 40-line. We also add the noise intensity to be 5% to further present the performance of the proposed algorithm in reconstructing more noisy images with 128 × 128 resolution. Figures 3(b) and (e) are, respectively, the reconstructed absorption coefficient and scattering coefficient results by our proposed algorithm with data containing 5% Gaussian noise. The profiles of them can be seen in figure 4 .
The simulation results of reconstructing the absorption coefficient and the scattering coefficient with 256 × 256 resolution are illustrated in figure 5 . Their corresponding profiles figure 6 . The two images in the first column in figure 5 are, respectively, the true absorption coefficient ( figure 5(a) ) and the scattering coefficient ( figure 5(d) ). Figures 5(b) and (e) show, respectively, the reconstructed absorption and scattering coefficients via 250 iterations by our proposed algorithm with 5% Gaussian noise in the reconstruction data. The reconstructed absorption and scattering coefficients by our proposed algorithm with 1% Gaussian noise in the reconstruction data are shown in figures 5(c) and (f), respectively. As can be seen, all the Shepp-Logan inclusions, including the four small ones, are successfully reconstructed in the reconstructed absorption map, both in the presence of 5% noise and 1% noise.
Conclusion
We have proposed an efficient algorithm based on the forward-backward splitting method for solving MS-QPAT as a nonlinear and nonconvex least-squares problem with tight frame sparsity regularization and established its convergence. The simulation results suggest the effectiveness of the proposed algorithm for MS-QPAT in reconstructing both the absorption coefficient and the scattering coefficient. The extension of the proposed algorithm to multispectral QPAT, QPAT with RTE as forward model, three-dimensional (3D) QPAT, and QPAT with other sparsity regularization should be straightforward. 
