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Recent results in geometry processing have shown that shape segmentation, comparison, and analysis
can be successfully addressed through the spectral properties of the Laplace–Beltrami operator, which is
involved in the harmonic equation, the Laplacian eigenproblem, the heat diffusion equation, and the
deﬁnition of spectral distances, such as the bi-harmonic, commute time, and diffusion distances. In this
paper, we study the discretization and the main properties of the solutions to these equations on 3D
surfaces and their applications to shape analysis. Among the main factors that inﬂuence their computation,
as well as the corresponding distances, we focus our attention on the choice of different Laplacian matrices,
initial boundary conditions, and input shapes. These degrees of freedommotivate our choice to address this
study through the executable paper, which allows the user to perform a large set of experiments and select
his/her own parameters. Finally, we represent these distances in a uniﬁed way and provide a simple
procedure to generate new distances on 3D shapes.
& 2013 The Authors. Published by Elsevier Ltd. Open access under CC BY-NC-ND license.1. Introduction
Three main classes of functions are associated to the Laplace–
Beltrami operator Δ : C2ðN Þ-C0ðN Þ, where CkðN Þ is the class of
maps deﬁned on the manifold N and with order k of differentia-
bility: the harmonic maps, the Laplacian eigenfunctions, and the
solutions to the heat diffusion equation [56]. The spectral properties
of this operator have also several applications in geometry proces-
sing and shape analysis, such as parameterization, remeshing,
segmentation, and comparison. In this context, our work addresses
the main discretizations and properties of the harmonic functions
and the solutions to the heat diffusion equation. We also take into
account the corresponding distances and provide a uniﬁed char-
acterization based on the ﬁltered spectral distances, thus providing
a simple way to generate new distances on 3D shapes.
For the discretization of the heat diffusion kernel [51], in the
space F ðMÞ of piecewise linear scalar maps deﬁned on a triangle
mesh M we consider the weighted scalar product 〈f;g〉B≔fTBg,
f;g∈F ðMÞ, where f≔ðf ðpiÞÞni ¼ 1 is the array of the f-values at the
mesh vertices fpigni ¼ 1. This product is induced by the symmetric and
positive-deﬁnite matrix B associated to the linear FEM discretization
~L≔B−1L of the Laplace–Beltrami operator [55,73]. Here, the stiffness
matrix L is the Laplacian matrix with cotangent weights and the masser Ltd.
ion on the Collage Authoring
om/group/collage-authoring-
: +39 010 6475660.
é),
Open access under CC BY-NC-matrix B, or its lumped version, encodes the areas of the triangles, or of
the Voronoi regions, ofM. The product 〈; 〉B generalizes the Euclidean
product (i.e., B≔I); is intrinsic to the surface on which the scalar maps
are deﬁned; and is adapted to the local sampling of M through the
variation of the triangle areas. Under this formulation, the generalized
eigenproblem for (L,B) is LX ¼ BXΓ [25], where X≔½x1;…; xn,
Γ≔diagðλiÞni ¼ 1 are the eigenvalues’ and eigenvectors’ matrices.
In F ðMÞ, we derive the wFEM heat kernel Kt≔XDtXTB and an
intrinsic, multi-scale scalar product 〈; 〉t , which makes Kt self-adjoint
and induces the corresponding wFEM diffusion distances. If the mass
matrix B is lumped to the positive diagonal matrix D, then the wFEM
heat kernel Kt≔XDtXTB becomes equal to the discretization
K⋆t≔XDtX
TD, which holds for Laplacians of type L≔D−1W [9,49,
59,70,74]. Here, W has the mask of the mesh adjacency matrix and
the diagonal entries of D are the areas of the Voronoi regions
associated to the vertices of M. If B is equal to the identity matrix,
then Kt reduces to the spectral representation of the heat diffusion
kernel ~K t≔XDtXT with cotangent weights [10,14,23,75]. Using the
mass matrix B instead of its lumped version D, or the identity matrix,
allows us to accurately encode the geometry of the input surface
through the area of its triangles instead of its Voronoi regions. In this
way, the wFEM heat kernel and the corresponding FEM diffusion
distances have a higher robustness against topological and scale
changes, irregular sampling, and noise. Finally, this choice guarantees
that the induced wFEM heat kernel is intrinsically scale-covariant and
scale-invariant through a normalization of the Laplacian eigenvalues.
The Laplacian spectrum is also fundamental to deﬁne the diffusion
[5,13,37], commute time, and biharmonic [60] distances. For shape
analysis, these distances must be a metric (i.e., nullity, symmetry,
triangular inequality hold) and satisfy additional properties,ND license.
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robustness to surface sampling, topological and geometric noise.
Noting that these distances are related to each others by applying
a different weighting to the Laplacian eigenvalues, they are
represented in a uniﬁed way through the ﬁltered spectral distance
dðpi;pjÞ≔ ∑
n
k ¼ 1
jxkðpiÞ−xkðpjÞj2
φðλkÞ
" #1=2
; pi;pj∈M:
Here, xkðpiÞ is the ith component of the vector xk and φ : R-R is a
strictly positive map, which is applied to the Laplacian eigenvalues.
Speciﬁc ﬁlters provide well-known or new spectral distances onM;
for instance, the linear φðsÞ≔s, quadratic φðsÞ≔s2, or exponential
φtðsÞ≔expðstÞ maps induce the commute time [53], bi-harmonic
[60], or diffusion distances [9], respectively. In [6], the ﬁlter map
φðsÞ≔expð−isÞ, s∈½0;2π, deﬁnes the wave kernel signature SðpiÞ≔
∑nj ¼ 1φðλjÞx2j ðpiÞ and the ﬁlter values fφðλiÞgni ¼ 1 are the frequency
responses induced by the Schroedinger equation. In this case, the
corresponding solution Fð; tÞ≔∑nj ¼ 1φðλjtÞ〈f ; xj〉2xj is associated to a
complex ﬁlter, whose values belong to the interval ½−1;1. In our
discussion, we focus on the spectral distances, together with its
relation with the generalized Green kernel, instead of kernel
signatures; consider only positive maps that converge to zero, as
s-þ ∞; and derive the discretization induced by a scalar product
intrinsic to the input shape instead of the Euclidean product.
Starting from these ﬁlters, we can design new distances; the only
constraint is that φ is a strictly positive map. The capability of locally
or globally characterizing the input shape depends on the conver-
gence of the ﬁltered eigenvalues ðφðλiÞÞni ¼ 1 to zero. Furthermore, the
condition lims-þ∞φðsÞ ¼ 0 guarantees a smooth spectral distance
and a good approximation accuracy through the truncated approx-
imation (c.f., Eq. (13)). Increasing the ﬁlter decay to zero, the effects
of the eigenvalues of largest magnitude and of the corresponding
eigenvectors on the ﬁltered spectral distance are negligible with
respect to the contribution of the lower eigenvalues. The resulting
distance characterizes the global properties of the input shape, while
poorly identifying its local properties. Reducing the ﬁlter decay
to zero, local shape features are better characterized. A trade-off
between the measure of both local and global properties can be
achieved by selecting φ as a convex combination between the ﬁlters
associated to the diffusion and bi-harmonic distances, respectively.
As main applications of the ﬁltered spectral distances, we focus
on shape segmentation into 0-genus patches with respect to general-
ized auto-diffusion functions and shape embeddings. For instance,
selecting the ﬁlter φ we compute a family of segmentations into 0-
genus patches (Fig. 1(a,b)) and embed 3D shapes in abstract
representations (Fig. 1(c, d)). For a more detailed description of the
main applications of the ﬁltered spectral distances and related shape
descriptors, we refer the reader to Section 2.Fig. 1. Level sets and surface decomposition into 0-genus patches induced by (a) the
to different ﬁlter maps. In all these examples, we used the Laplacian eigenvectors related
(c) φðtÞ ¼ t. (d) φðtÞ ¼ expð−tÞ. (e) φðtÞ ¼ t2.Through the executable paper, the reader will be able to compute
the harmonic functions and the solutions to the heat diffusion
equation, by selecting (i) a speciﬁc set of weights for the Laplacian
matrix (e.g., cot, Voronoi-cot, linear FEM weights); (ii) the input
shapes, which are represented as triangle meshes; and (iii) the initial
boundary conditions. Among the main properties, we discuss their
robustness to shape discretization and noise, smoothness, scale-
invariance, dependence on the discretization of the Laplace–Beltrami
operator, and computational stability. The resulting scalar functions
and distances are visualized using a color coding of the function
values, the evolution of the corresponding level sets and critical
points. Finally, the ﬁltered spectral distances are computed through
the selection of the spectrum of different Laplacian matrices, ﬁlter
maps, and source points. For our tests, we have selected 3D shapes
that are (i) characterized by a different sampling density and
geometric/topological complexity; (ii) modiﬁed through isometric
and non-rigid almost inelastic deformations, global and local scaling;
and (iii) affected by noise of different magnitude.
The paper is organized as follows. After a brief overview on
previous work (Section 2), we introduce the discretization and pro-
perties of the harmonic map, the Laplacian eigenfunctions (Section 3),
and the solutions to the heat diffusion equation (Section 4). Then
(Section 5), we discuss the FEM heat diffusion distances and propose
a uniﬁed view on the deﬁnition of distances on 3D shapes induced by
the Laplacian spectrum.2. Previous work
We brieﬂy review previous work on the harmonic maps, the
Laplacian eigenfunctions, the heat diffusion kernel, and the corre-
sponding distances.
Harmonic maps and Laplacian eigenfunctions: Mesh Laplacian
operators were initially developed for shape ﬁltering [72]; spectral
partitioning [33] and analysis [80]. Successively, Laplacian operators
have been associated to a set of differential coordinates for surface
deformation [65,68] and quadrangulation with harmonic maps
and Laplacian eigenfunctions [4,19,18,38,46]. The eigenvector corre-
sponding to the smallest non-zero eigenvalue of the Laplacian graph
(i.e., the Fielder vector) has been applied to graph partitioning
[1,21,43]; to sparse matrices for reducing their bandwidth [3];
to clustering [61, Section 14] and dimensionality reduction [4]; to
graph/mesh layout [17,36] and image segmentation [62].
In digital geometry processing, low-pass ﬁlters [71] have been
designed using the spectral properties of the uniform discrete
Laplacian and encoding the local geometry of the input surface
[15,34,52]. Further applications include implicit mesh fairing
[15,34,78], mesh watermarking [48,47], and geometry compression
[33,67]. Moreover, the spectral properties of the Laplacian matrixheat and (b) biharmonic shape signatures. (c–e) Shape embeddings with respect
to the ﬁrst k¼500 eigenvalues of smaller magnitude. (a) φðtÞ ¼ expð−tÞ. (b) φðtÞ ¼ t2.
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optimize the triangles’ shape and/or the surface smoothnesss [44].
The Laplacian eigenvectors were also used for embedding a
surface of arbitrary genus into the plane [81,83] and mapping a
closed 0-genus surface into a spherical domain [26]. In the frequency
space, shape segmentation [39,79], correspondence [30,31], and
comparison [30,55] have been successfully addressed. Recent appli-
cations of the Laplacian spectrum include shape segmentation and
analysis through nodal domains [54] and constrained smoothing of
scalar functions [50]. Finally, theoretical results on the sensitivity of
the Laplacian spectrum against geometry changes, irregular sampling
density, and connectivity variations were discussed in [20,32,77].
Heat diffusion maps and diffusion distances: In geometry proces-
sing and shape analysis, several problems have been addressed
through the properties of the heat diffusion kernel on a 3D shape.
The discrete heat diffusion kernel has been applied to shape
segmentation [14] and comparison [9,10,16,23,49] through heat
kernel shape descriptors and auto-diffusion maps [23]; dimension-
ality reduction [4,76] with spectral embeddings; the computation of
the gradient of discrete maps [75] and the multi-scale approxima-
tion of functions [51]. In [74], prolongation operators extend the
values of the heat diffusion kernel computed on a low resolution
representation of the input shape to higher resolutions, through the
hierarchy associated to multiresolutive simpliﬁcation algorithms.
Recently, the heat equation and the associated diffusion metric
have been used to deﬁne multi-scale shape signatures [70], compare
3D shapes [41], and approximate the gradients of scalar functions
deﬁned on triangulated surfaces and point sets [75]. The heat diffusion
kernel on manifolds also plays a central role in Machine Learning
[13,24,27,28,37,61,63]; dimensionality reduction with spectral embed-
dings [4,76]; data visualization [4,28,57], representation [11,64,82],
and classiﬁcation [45,62,69].1 https://collage.elsevier.com/collage/template?doi=10.0000/13524759832013. Laplacian matrix and harmonic maps
We brieﬂy recall the discretization of the Laplace–Beltrami
operator, the classiﬁcation of the critical points for piecewise scalar
functions deﬁned on triangulated surfaces, and the main properties
of the harmonic functions.
Laplacian matrix: Let us consider a triangle mesh M≔ðP; TÞ,
which discretizes a manifold N , where P≔fpigni ¼ 1 is the set of n
vertices and T is the connectivity graph. The piecewise linear scalar
function f : M-R is deﬁned by linearly interpolating the values
f≔ðf ðpiÞÞni ¼ 1 of f at the vertices using barycentric coordinates.
Then, the Laplacian matrix is deﬁned as ~L≔B−1L, where
Lði; jÞ≔
wði; jÞ≔cot αij þ cotβij
2
j∈NðiÞ;
− ∑
k∈NðiÞ
wði; kÞ i¼ j;
0 else:
8>><
>>:
is the Laplacian matrix with cotangent weights; here, N(i) is the set
of the indices of the vertices incident to pi and αij, βij are the angles
that are opposite to the edge (i,j). The weight matrix B is the
diagonal matrix whose entries are the areas of the Voronoi regions
of the mesh vertices (Voronoi-cot weights) [15]
B≔diagðaðiÞÞni ¼ 1; aðiÞ≔
1
3
∑
t∈NðiÞ
areaðtÞ:
Alternatively, B is the FEM mass matrix [55,73] (linear FEM
weights), which codes the variation of the triangle areas
Bði; jÞ≔
jtajþjtb j
12 j∈NðiÞ;
∑k∈TðiÞ jtk j
6 i¼ j;
0 else;
8><
>:where area(t) is the area of the triangle t, T(i) is the set of triangles
that have fig among their vertices, and ta, tb are the triangles that
share the edge (i,j). If the FEM mass matrix is lumped to the
diagonal matrix, then the FEM Laplacian matrix becomes equal to
the Voronoi-cot Laplacian matrix. If B≔I, then we get the Laplacian
matrix with cot weights [52].
If the input surface is bordered (e.g., Fig. 13), then we symme-
trize ~L as ð~L þ ~LT Þ=2; since our approach works mainly on matrices,
this symmetrization is enough to guarantee that the computation
of the ﬁltered spectral distances is not affected by surface holes
and local shape artifacts.
Critical points: In the discrete case, the behavior of a piecewise
linear scalar function f : M-R is conveyed by the corresponding
level sets f −1ðαÞ and the critical points of f, at which the number of
connected components of the level sets changes. Let us assume
that f : M-R is general, i.e., f ðpiÞ≠f ðpjÞ, for each edge (i,j). Then,
the critical points of f : M-R are computed by analyzing the
distribution of the f-values on the neighborhood of each vertex [2].
Under the assumption that f is a regular map, the Euler formula
χðMÞ ¼m−sþM; g¼ 1
2
ð2−χðMÞÞ; ð1Þ
gives the link between the critical points of ðM; f Þ, the Euler
characteristic χðMÞ of M [2,42], and the genus g of M. Here, m
and M are the number of minima and maxima, respectively; the
s≔∑pi saddlemi saddle points of f are counted with their multiplicitymi.
Harmonic maps: The harmonic function h : N-R is the solution
of the Laplace equation Δh¼ 0 with Dirichlet boundary conditions
hjS ¼ h0, S⊂N , where h0 is the initial condition. The locality
property guarantees that if p and q are two distinct points, then
ΔhðpÞ is not affected by the value of h at q. According to the
maximum principle [56], a harmonic map has no local extrema
other than at constrained vertices. In the case that all constrained
minima are assigned the same global minimum value and all
constrained maxima are assigned the same global maximum
value, all the constraints will be extrema in the resulting ﬁeld.
The harmonic equation is approximated at the vertices ofM as
the homogeneous linear system Lf ¼ 0, with Dirichlet boundary
conditions B≔ff ðpiÞ ¼ aigi∈I , IDf1;…;ng. According to the Euler
formula (1), the number of critical points of a harmonic map
depends on the number of Dirichlet boundary conditions, which
determine the maxima and minima of the resulting harmonic
map. In particular, a harmonic function with one maximum and
one minimum has a minimal number of 2 g saddle points, which
are located on the topological handles of M.
Fig. 2 shows a family of harmonic functions achieved by increasing
the number of Dirichlet boundary conditions. In (a), we have selected
two boundary conditions, which identify themaximum andminimum
of f; in (b), we have added two new boundary conditions, while
maintaining the previous ones. According to the locality property, the
resulting harmonic function and its level sets remain unchanged in a
neighborhood of the Dirichlet points related to the previous step.
An analogous remark applies to (b,c), where in (c) we added two
constraints to the set of Dirichlet conditions used in (b). While the
position of the extrema is determined a priori by the Dirichlet
boundary conditions, only the number of saddles and not their
locations on the input surface are determined through the Euler
formula. Fig. 3 shows an analogous example on a high resolu-
tion model.
Executable paper1: For the experiments presented in the paper,
the user can select the input surface among 30 triangle meshes,
which have been stored in off format as shape-i.off, i¼ 1;…;30. For
the tests in Figs. 2 and 3, the reader can run the experiment
Fig. 2. Level sets and critical points ðm;M; sÞ of harmonic maps with (a) two, (b) four, and (c) six Dirichlet boundary conditions, which are shown in blue and red. Blue, red,
and green points indicate the mminima,Mmaxima, and s saddles of each map, respectively. The insertion of new boundary constraints locally affects the resulting harmonic
map. (a) (1,1,4). (b) (2,2,6). (c) (3,3,8). See also Fig. 3. (For interpretation of the references to color in this ﬁgure caption, the reader is referred to the web version of this
article.)
Fig. 3. With reference to Fig. 2(a,b), level sets and critical points of harmonic maps with (a) two, (b) four Dirichlet boundary conditions on a high-resolution (26 K vertices)
representation of the input model (5 K vertices) in Fig. 2. (For interpretation of the references to color in this ﬁgure caption, the reader is referred to the web version of this
article.)
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input shape. The default ﬁle is 3torus.off; the acquarius models at
low (Fig. 2) and high resolution (Fig. 3) are stored in acquarius-5Kv.
off and acquarius-26Kv.off, respectively. The routine computes
three harmonic functions with two, four, and six Dirichlet bound-
ary conditions and displays the corresponding M maxima, m
minima, and s saddles. The ﬁrst two initial conditions are placed
at the vertices with minimum and maximum x-coordinates; thecorresponding f-values are 0 and 1. For four and six initial
conditions, we also consider the vertices of minimum and max-
imum y- and z-coordinates. The input shape, the colormap, and
the level sets of each harmonic function are stored in harmonic-
map-i.wrl and displayed in harmonic-map-i.png, i¼1,2,3. The color-
map varies the hue component of the hue-saturation-value color
model; the colors begin with red, pass through yellow, green, cyan,
blue, magenta, and return to red. Finally, the array of the values of
G. Patané, M. Spagnuolo / Computers & Graphics 37 (2013) 526–538530each harmonic map at the mesh vertices is stored in harmonic-
ﬁeld-i.txt, i¼1,2,3. For the visualization of the wrl ﬁle, the user can
use View3DScene2 or analogous visualization tools.4. wFEM heat kernel
We brieﬂy address the discretization of the heat diffusion kernel
with respect to linear ﬁnite elements [51] (Section 4.1), its properties
(Section 4.2), and its computation (Section 4.3). Then (Section 4.4),
we discuss the main features of this discretization with respect to
previous work. Among them, we focus on the multi-scale property;
the stability under shape perturbations (e.g., sampling, connectivity,
topological noise); and the invariance to isometries and inelastic
deformations.
4.1. Linear FEM discretization
The scale-based representation H : N  Rþ-R of the map h :
N-R is the solution to the heat diffusion equation
∂tHðp; tÞ ¼−ΔHðp; tÞ; Hðp;0Þ ¼ hðpÞ; ð2Þ
ðp; tÞ∈N  Rþ and it can be written through the convolution
operator ⋆ as Hðp; tÞ≔ktðp; Þ⋆h¼
R
N ktðp;qÞhðqÞdq, where ktðp;qÞ≔
∑þ∞i ¼ 1expð−λitÞφiðpÞφiðqÞ is the heat diffusion kernel.
To derive the discretization to Eq. (2), we replace the space
L2ðN Þ of square integrable functions deﬁned on N with the ﬁnite
dimensional subspace
F ðMÞ≔ff : M-R; f PL; f≔ðf ðpiÞÞni ¼ 1∈Rng;
of piecewise linear (PL, for short) scalar functions deﬁned on the
triangle mesh M. In F ðMÞ, the piecewise linear scalar function
Fð; tÞ : M-R is uniquely identiﬁed by the F-values FðtÞ≔
ðFðpi; tÞÞni ¼ 1 at the vertices of the input triangle mesh. In F ðMÞ,
let ψ i be the map that takes value 1 at pi and 0 at the other
vertices. To re-write the solution FðtÞ ¼∑ni ¼ 1Fðpi; tÞψ i to the heat
diffusion equation in terms of the basis of F ðMÞ, let us multiply
both sides of the equation ∂tFð; tÞ þ ΔFð; tÞ ¼ 0 with the test
functions in F ðMÞ; integrating this equation over M, we get that
0¼ 〈∂tFð; tÞ þ ΔFð; tÞ;ψ j〉2
¼ ∑
k
i ¼ 1
∂tFðpi; tÞ〈ψ i;ψ j〉2 þ ∑
k
i ¼ 1
Fðpi; tÞ〈Δψ i;ψ j〉2
¼ ∑
k
i ¼ 1
∂tFðpi; tÞBði; jÞ þ ∑
k
i ¼ 1
Fðpi; tÞLði; jÞ: ð3Þ
for j¼1,…,n. In matrix form, Eq. (3) is rewritten as
B∂FðtÞ þ LFðtÞ ¼ 0; Fð0Þ ¼ f:
Let us now consider the generalized eigensystem
fðλi;xiÞgni ¼ 1; Lxi ¼ λiBxi; xTi Bxj ¼ δij;
of the couple (L,B), which deﬁnes the linear FEM discretization
~L≔B−1L of the Laplace–Beltrami operator (Section 3), or in matrix
form
LX ¼ BXΓ; Γ≔diagðλiÞni ¼ 1; XTBX ¼ I; ð4Þ
where Γ is the diagonal matrix of the Laplacian eigenvalues and
X≔½x1;…; xn is the matrix of the eigenvectors. Since the unknown
function F : M R-R is a n 1 vector for each value of the
parameter t, the solution FðtÞ≔∑ni ¼ 1αiðtÞxi to the discrete heat
diffusion equation is expressed as a linear combination of the
eigensystem of (L,B), where αðtÞ≔ðαiðtÞÞni ¼ 1 is the unknown vector.
Since B is positive-deﬁnite, the space F ðMÞ is endowed with the2 http://castle-engine.sourceforge.net/view3dscene.php.weighted inner product
〈f;g〉B ¼ fTBg; f≔ðf ðpiÞÞni ¼ 1; g≔ðgðpiÞÞni ¼ 1; ð5Þ
which is intrinsic to the geometry underlyingM and adapted to its
discretization. Using the invertibility of the matrix B, the linear
independence of the Laplacian eigenfunctions, and the identity
f ¼∑ni ¼ 1〈f; xi〉Bxi, each component αiðtÞ satisﬁes the differential
equation
α′iðtÞ þ λiαiðtÞ ¼ 0; αið0Þ ¼ 〈f; xi〉B; i¼ 1;…;n:
Indeed, the scale-based representation of f : M-R is
Fð; tÞ ¼ ∑
n
i ¼ 1
expð−λitÞ〈f; xi〉Bxi; t∈R; ð6Þ
which is re-written in matrix form as Fð; tÞ ¼ Ktf, where
Kt≔XDtXTB; Dt≔diagðexpð−λitÞÞni ¼ 1; ð7Þ
is the weighted linear FEM (wFEM) heat kernel matrix.
4.2. Properties of the wFEM heat kernel and comparison with
previous work
Lumping the mass matrix B, we get the diagonal matrix
D≔diagðdðiÞÞni ¼ 1, whose entries dðiÞ≔1=3∑t∈NðiÞjtj are the areas of
the Voronoi regions ofM and jtj is the area of the triangle t. Then, Kt
in Eq. (7) becomes equal to the Voronoi-cot (or lumped FEM) heat
kernel [9,49,59,70,74]
K⋆t ≔XDtX
TD; LX ¼DXΓ;
Choosing B≔I in Eq. (7), we get the linear FEM heat kernel matrix
~K t≔XDtXT . Using the mass matrix B instead of its lumped version D
allows us to accurately encode the geometry of the input surface
through the area of its triangles instead of its Voronoi regions.
Comparing the kernels ~K t and Kt, we notice that Kt ¼ ~K tB and
that the wFEM discretization explicitly involves the mass matrix B. In
this case, ~K t is scale-dependent, i.e., rescaling M to αM, α40, the
corresponding kernels satisfy the relation ~K tðαMÞ ¼ α−2 ~K α−2tðMÞ. It
follows that the geometric and temporal components of ~K tðαMÞ are
affected by the surface rescaling and the corresponding heat kernel
shape descriptors cannot be directly used for matching. On the
contrary, Kt and K
⋆
t are intrinsically scale-covariant (i.e., without
shape or kernel normalization) and scale-invariant through a nor-
malization of the Laplacian eigenvalues. In [7,8], these properties and
the robustness of the wFEM heat kernel against shape transforma-
tion, sampling, and noise have been veriﬁed by testing the matching
performances of the wFEM heat kernel descriptors on the SHREC'10
data set. Finally, Table 1 summarizes the properties of different
discretizations of the heat kernel.
4.3. Computation of the wFEM heat kernel
Once the Laplacian eigensystem has been computed in super-
linear time [73], Fð; tÞ is evaluated in O(n)-time. However, using the
whole spectrum is computationally unfeasible in terms of compu-
tational cost and storage of full nnmatrices. Since the exponential
decay of the ﬁlter factor si≔expð−λitÞ increases with λi, we consider
only a part of the Laplacian spectrum. To this end, the sum in (6) is
truncated by considering only the contribution related to the ﬁrst k
eigenpairs, i.e.,
Fkð; tÞ ¼ ∑
k
i ¼ 1
expð−λitÞ〈f; xi〉Bxi ¼ XkDðkÞt XTkBf; t∈R; ð8Þ
where Xk≔½x1;…; xk is the n k matrix of Laplacian eigenfunctions
and DðkÞt ≔diagðexpð−λitÞÞki ¼ 1 is the diagonal matrix with the ﬁlter
factors. If t≔0, then Fkð;0Þ ¼∑ki ¼ 1〈f; xi〉Bxi is the least-squares
Table 1
Deﬁnition and properties of different discretizations of the heat kernel: sparsity,
positive deﬁniteness, and symmetry. The full  and empty ○ circles mean that the
corresponding property is or is not satisﬁed, respectively.
Method Matrix Kt Sp. Pos. Def. Sym.
Std. HK XDtXT ○  
Vor.-cot HK XDtXTD ○  ○
wFEM HK XDtXTB ○  ○
3 https://collage.elsevier.com/collage/template?doi=10.0000/1352476045780.
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eigenfunctions and with respect to ∥  ∥B.
We notice that both the parameters k and t deﬁne the hierarchy
of approximations. In fact, reducing the number of Laplacian eigen-
functions results in a smoothing of the input map and a further
simpliﬁcation of its critical points, with more emphasis on those with
a low persistence value. Furthermore, the eigenpairs related to the
low frequencies code the global structure of the input shape [54,55];
on the contrary, the highest frequencies code noise and local details.
Finally, the choice of the number k of Laplacian eigenpairs is up-to
the user and its effects on the ﬁnal approximation accuracy cannot
be a priori estimated.
4.4. Examples and discussions
Exploiting the isomorphism between F ðMÞ and Rn, we interpret
the canonical basis E≔feigni ¼ 1 of Rn as the set of trivial maps that
take value one at a given vertex of M and zero otherwise. Then,
B≔fKteigni ¼ 1 is a counterpart of E in F ðMÞ, where each piecewise
linear map Ktei is achieved by applying the diffusion process to the
function that takes value one at the anchor pi and zero otherwise. For
shape analysis and comparison, as anchors of a 3D shape we can
select themaxima andminima of the Laplacian eigenfunctions related
to the smallest eigenvalues [58] or of the auto-diffusion maps [23],
without/with simpliﬁcation based on persistence homology [84].
The map Ktei summarizes the shape distribution in a neighbor of pi,
in a way similar to the local point signatures [12] and geodesic-
based descriptors [22,29]. This basis is a multi-scale version of the
geometry-aware functions [66]; however, the deﬁnition and prop-
erties of B are driven by the geometry ofM and not uniquely by its
connectivity. It is also intrinsic to the input shape, multi-scale, and
localized, according to the values of the time parameter.
Increasing t, the map Ktei changes from the Dirichlet function
(t≔0) to a constant map. In fact, recalling that the ﬁrst eigenpair is
ð0;1Þ and using the relation
Ktei ¼ 〈1; ei〉B1þ ∑
n
i ¼ 2
expð−λitÞ〈ei; xi〉Bxi-t-þ∞ðeTi B1Þ1;
we get that, as t-þ ∞, Ktei converges to the constant function
Kþ∞ei ¼∑nj ¼ 1Bði; jÞ. To better characterize these asymptotic proper-
ties and analyze different discretizations of the heat diffusion
kernel, we compare the basis function
KDt ei≔XDtX
TDei; Ktei≔XDtX
TBei;
which are induced by the Voronoi-cot and wFEM heat kernel,
respectively.
The linear FEM Laplacian eigensystem (Fig. 4(b,c)), together with
the induced B-scalar product (c.f., Eq. (5)) in F ðMÞ, provides smooth
level sets that are well-distributed around the anchor point pi. On
the contrary (Fig. 4(a)), irregularly sampled data badly affect the
smoothness of the standard discretization of the diffusion kernel,
thus showing the higher robustness and stability of the proposed
discretization with respect to the data sampling.
The behavior of the level sets (Fig. 5(g–j)) and their uniform
distribution around the anchor point conﬁrm that the wFEM heatkernel is not affected by a different sampling, or noise, of the input
surface. As a matter of the uneven sampling of M and the wide
variation of the areas of its triangles, the quality of the approxima-
tion provided by the Voronoi-cot weights is lower (Fig. 5(c–f)).
Irregularly sampled patches on M generally affect the smoothness
of KDt ei at smaller scales; increasing t improves the distribution and
smoothness of the level sets. We also notice that the smoothness of
the weighted diffusion kernel is preserved among all the scales.
Decreasing the time parameter t reduces the support size of Fkð; tÞ
(c.f., Eq. (8)). A higher resolution of M improves the quality of the
level sets of the solution, which are uniformly distributed around
the anchor point p. On the contrary, the smoothness of the solution
computed with respect to the weighted scalar product is guaranteed
through all the scales in spite of the discretization of M. Finally,
Fig. 6 shows the behavior of the basis function Ktei on almost
isometric shapes.
Executable paper3: For the tests in Figs. 4–6, the reader can run
the experiment Diffusion_basis.exp.xml, which computes the approx-
imation Fkð; tÞ in Eq. (8) associated to a pre-deﬁned anchor point pi.
As input, the user must select the off ﬁle of the input shape; a
discretization of the Laplace–Beltrami operator among three possible
choices (i.e., cotangent, Voronoi-cot, FEM weights); the value t of the
time parameter; and the k number of Laplacian eigenfunctions. The
default experiment computes the basis function on the 3-torus with
100 linear FEM Laplacian eigenpairs and t¼0.5. The level sets and
colormap of the basis function are displayed in diffusion-basis.png
and stored in diffusion-basis.wrl. Finally, the diffusion basis function
is stored in diffusion-basis.txt.5. Filtered spectral distances
Analyzing the spectral representation of the commute time,
bi-harmonic, and heat diffusion distances, we show that they can
be represented in a uniﬁed way through the deﬁnition of the
ﬁltered spectral distance (Section 5.1). Then, we focus our discus-
sion on the linear FEM heat diffusion distances (Section 5.2).
5.1. Filtered spectral distances
Using the generalized eigensystem fðλi; xiÞgni ¼ 1 of the couple (L,B)
and a positive ﬁlter map φ : R-R, we introduce the matrix operator
Lφ : Rn⟶Rn
f↦Lφf≔ ∑
n
i ¼ 1
φðλiÞ〈f; xi〉Bxi: ð9Þ
For any f∈Rn, Lφf is a ﬁltered version of the input map f, where
the ﬁlter coefﬁcients ðφðλiÞÞni ¼ 1 in Eq. (9) are the values of the ﬁlter
map at the Laplacian eigenvalues. Since fxigni ¼ 1 is an orthonormal
basis with respect to the scalar product induced by the mass
matrix B, any function f is uniquely represented as f ¼∑ni ¼ 1〈f; xi〉
Bxi and Lf ¼∑ni ¼ 1λi〈f; xi〉Bxi is the spectral representation of Lf.
According to these relations, choosing φðtÞ≔1 or φðtÞ≔t the (dis-
crete) operator Lφ is equal to the identity operator or to the
Laplacian matrix. Indeed, the ﬁlter map acts on the Laplacian
eigenvalues in such a way that speciﬁc aspects of f are enhanced,
smoothed, or removed.
Given the operator Lφ in Eq. (9) and the input function f : M-R,
let us introduce the generalized inhomogeneous problem Lφu¼ f.
This equation reduces to the harmonic equation by selecting φðtÞ≔t,
f≔0, and Lφ allows us to introduce the generalized Green kernel,
together with the corresponding distances on M. Using the
Fig. 4. Level sets of the basis function Ktei centered at the yellow point; here, we have selected the (a) Voronoi-cot and (b,c) the FEM weights, with the same time parameter
t and number k of Laplacian eigenpairs. (a) Vor.-cot k¼100. (b) FEM k¼100. (c) FEM k¼500. (For interpretation of the references to color in this ﬁgure caption, the reader is
referred to the web version of this article.)
Fig. 5. Approximation Fkð; tÞ (c.f., Eq. (8)) of the basis function Ktei generated using
k Laplacian eigenfunction, the (c–f) Voronoi-cot and (g–j) FEM weights on a 3D
shape with a (a) coarse and (b) ﬁne sampling.
Fig. 6. Robustness of the computation of the basis function induced by the wFEM
heat kernel and centered at the spike of the tail. The transformation strength
increases from left to right.
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u≔ ∑
n
i ¼ 1
αixi; f ¼ ∑
n
i ¼ 1
〈f; xi〉Bxi;
the generalized inhomogeneous problem is rewritten as
∑
n
i ¼ 1
αiφðλiÞxi ¼ ∑
n
i ¼ 1
〈f;xi〉Bxi:
Computing the B-scalar product of both sides of this equation
with the Laplacian eigenvectors, we get that each coefﬁcient isαi ¼ 〈f; xi〉B=φðλiÞ, i¼1,…,n. Then, the spectral representation of the
solution to the generalized inhomogeneous problem is
u¼ ∑
n
k ¼ 1
〈f; xk〉B
φðλkÞ
xk ¼ GBf;
where the generalized Green kernel matrix is deﬁned as
G≔XΓ†XT ; Γ†≔diagðφ−1ðλiÞÞni ¼ 1: ð10Þ
Assuming that φ : R-R is a strictly positive function, let us now
introduce the ﬁltered spectral distance
dðpi;pjÞ≔ ∑
n
k ¼ 1
jxkðpiÞ−xkðpjÞj2
φðλkÞ
" #1=2
; pi;pj∈M; ð11Þ
where xk : M-R is the piecewise linear map associated to the
Laplacian eigenvector xk≔ðxðiÞk Þni ¼ 1, i.e., xkðpiÞ ¼ x
ðiÞ
k .
According to the representation (11), diffusion, commute time,
and bi-harmonic distances are achieved by selecting the following
G. Patané, M. Spagnuolo / Computers & Graphics 37 (2013) 526–538 533ﬁlters (Fig. 7):
φðsÞ≔
expð−stÞ diffusion distance;
s commute time distance;
s2 biharmonic distance:
8><
>: ð12Þ
Our interest on this formulation is motivated by its generalization
of spectral distances and the possibility of adapting the ﬁlter
function φ to the distribution of the Laplacian eigenvalues.
Through speciﬁc choices of φ, local and global details of M at
different scales are identiﬁed in a way similar to the selection of
the exponential and bi-harmonic weights.
Firstly, we show that dð; Þ is a metric onM. The positivity and
symmetry of this distance are a direct consequence of the deﬁni-
tion. For the nullity property, we notice that
dðpi;pjÞ ¼ 0⟺xkðpiÞ ¼ xkðpjÞ; ∀k;
ðei−ejÞTxk ¼ 0; ∀k;⟺i¼ j:
The triangular inequality is veriﬁed as follows:
d2ðpi;pjÞ ¼ ∑
n
k ¼ 1
jxkðpiÞ−xkðpjÞj2
φðλkÞ
≤ ∑
n
k ¼ 1
jxkðpiÞ−xkðrÞj2 þ jxkðrÞ−xkðpjÞj2
h i
φðλkÞ
¼ d2ðpi; rÞ þ d2ðr;pjÞ; pi;pj; r∈N :
Rewriting the generalized Green kernel matrix as
Gðpi;pjÞ≔ ∑
n
k ¼ 1
xkðpiÞxkðpjÞ
φðλkÞ
; i; j¼ 1;…;n
The distance (11) is expressed in terms of G as
d2ðpi;pjÞ≔ ∑
n
k ¼ 1
jxkðpiÞ−xkðpjÞj2
φðλkÞ
¼ ∑
n
k ¼ 1
jxkðpiÞj2
φðλnÞ
−2 ∑
n
k ¼ 1
xkðpiÞxkðpjÞ
φðλkÞ
þ ∑
n
k ¼ 1
jxkðpjÞj2
φðλkÞ
¼ ð10ÞGðpi;piÞ−2Gðpi;pjÞ þ Gðpj;pjÞ:Fig. 7. Filter functions that induce the diffusion, commute time, and bi-Considering the embedding
E : R3⟶Rn; pi↦ ∑
n
k ¼ 1
xkðpiÞ
φ1=2ðλkÞ
xk;
of the vertices ofM to Rn, the ﬁltered spectral distance between pi
and pj is equal to the B-norm of the embedded points EðpiÞ, EðpjÞ,
i.e., dðpi;pjÞ ¼ ∥EðpiÞ−EðpjÞ∥B. Finally, the generalized spectral func-
tion is deﬁned as pi∈M↦Gðpi;piÞ; if φ is the exponential map, then
we get the auto-diffusion functions introduced in [23] for shape
analysis.
Computation of the ﬁltered spectral distance: To make the com-
putation of the generalized ﬁltered distance feasible and tractable in
real applications, the sum (11) is truncated by considering only the
contribution related to the ﬁrst k eigenpairs, i.e.,
dðpi;pjÞ≔ ∑
k
l ¼ 1
jxlðpiÞ−xlðpjÞj2
φðλlÞ
" #1=2
; pi;pj∈M: ð13Þ
Indeed, the discretization of the Laplace–Beltrami operator, the ﬁlter
φ, the number k of the eigenpairs, and the points pi, pj will affect
the value dðpi;pjÞ.
Selection of the ﬁlter map: Comparing the results on the smooth
and irregularly sampled data highlights that the diffusion (Fig. 8),
bi-harmonic (Fig. 9), and commute time (Fig. 10) distances have an
analogous behavior, in terms of the shape and distribution of the
corresponding level sets and colormaps. A similar discussion applies
to the stability of the diffusion function and distance with respect to
a change in the number of the eigenfunctions used in Eq. (13), noisy
and irregularly sampled data (Fig. 11). All these results conﬁrm
that the generalized eigensystem provides good results in terms
of smoothness and distribution of the level sets with respect to
uneven sampling densities, which are not affected by different
resolutions of local areas of the input shape. Furthermore, increas-
ing the number of generalized eigenvectors improves the quality of
the approximation; on the contrary, a larger number of standard
eigenvectors result in a noisy map without improvements on the
approximation accuracy and smoothness. In Fig. 12, we compare the
L∞ error ϵ∞ (y-axis) between the analytical heat diffusion kernel
on the torus with different discretizations of the Laplace–Beltrami
operator and number k (x-axis) of eigenpairs. For small values of t,
increasing k reduces the approximation error ϵ∞ until it becomesharmonic distances; on the y-axis, we have reported the log-scale.
Low-resolution shape: bi-harmonic distances
FEM Voronoi-cot
High-resolutions hape: bi-harmonic distances
FEM Voronoi-cot
k = 10 k = 500 k = 10 k = 500
k = 10 k = 500 k = 10 k = 500
Fig. 9. Variation of the bi-harmonic distance on a surface at different resolution,
with respect to different Laplacian matrices and number of eigenpairs.
Fig. 8. Level sets of the wFEM heat diffusion distances on the same shape with a
high/low (ﬁrst/second row) resolution and a different number k of Laplacian
eigenpairs. For all the examples, t¼0.5 and the anchor point pi (yellow dot) is
placed on the left arm. (For interpretation of the references to color in this ﬁgure
caption, the reader is referred to the web version of this article.)
4 https://collage.elsevier.com/collage/template?doi=10.0000/1352476136186.
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the kernel is mainly inﬂuenced by the Laplacian eigenvectors
related to smaller eigenvalues. Fig. 13 shows the robustness of the
biharmonic distance from a source (black) point, which has been
computed using the linear FEM mass matrix as weight, with respect
to tiny and locally missing triangles, noise, holes.Starting from the ﬁlter functions in Eq. (12), we can design new
distances; the main constraint is that φ is strictly positive. The
condition lims-þ∞φðsÞ ¼ 0 guarantees the smoothness of the result-
ing distance and a good approximation accuracy with the truncated
approximation (13). On one hand, the effects of the Laplacian
eigenvalues of larger magnitude are enhanced by selecting φ as an
increasing function such as a polynomial map φðsÞ≔sk, k≥1. On the
other hand, φðsÞ≔½∏i∈I ðs−λiÞ−1 suppresses the contribution of the
eigenvectors related to a speciﬁc set fλkgk∈I , IDf1;…;ng, of eigen-
values. The ﬁlter map φ : R-R must be chosen in such a way that
the effects of the Laplacian eigenvalues and eigenfunctions are
balanced in order to measure both local and global properties of
the input shape. A simple way to generate new ﬁlters is to compute
a convex combination of the maps in Eq. (12). For instance (Fig. 14),
φtðsÞ≔ð1−λÞexpð−stÞ þ λs2, 0≤λ≤1, is associated to a set of spectral
distances that are closer to the diffusion or the bi-harmonic distance
as much as λ is closer to 0 or 1.
Executable paper4: For the tests in Figs. 8–10, the reader can
run the experiment Spectral_distances.exp.xml, which computes the
approximation dðpi;pjÞ, j¼1,…,n, in Eq. (13) between a pre-deﬁned
anchor point pi and all the points of the input triangle mesh. The user
must select the off ﬁle of the input shape; one spectral distance
among three possible choices (i.e., diffusion, bi-harmonic, commute
time distances); the value t of the time parameter for the diffusion
distance; and the k number of Laplacian eigenpairs. The default
experiment computes the bi-harmonic distance on the 3-torus with
100 linear FEM Laplacian eigenpairs. Then, the colormap and level
sets of the computed distance are stored in ﬁltered-spectral-distance.
wrl and displayed in ﬁltered-spectral-distance.png. The array of the
values of the spectral distance is stored in ﬁltered-spectral-distance.txt.5.2. wFEM heat diffusion distances
For the wFEM heat kernel, the diffusion distances cannot be
deﬁned by decomposing Kt as Y
TY or YTBY; in fact, Kt is no longer
symmetric. However, the self-adjointness of Kt with respect to the
scalar product 〈; 〉B allows us to introduce a time-depending scalar
product 〈; 〉t , which is induced by a symmetric, positive deﬁnite
matrix St. To this end, the entries of the matrix St are rewritten as
Stði; jÞ≔〈hti ;htj 〉B.
In F ðMÞ, we introduce the time-depending scalar product
〈f;g〉t≔〈Ktf;g〉B ¼ 〈f;Ktg〉B ¼ fTBXDtXTBg; ð14Þ
f;g∈F ðMÞ. Firstly, we show that Kt≔XDtXTB is self-adjoint with
respect to 〈; 〉B (i.e., 〈Ktf;g〉B ¼ 〈f;Ktg〉B, f;g∈Rn). In fact, for any
f;g∈Rn
〈f;g〉t ¼ 〈Ktf;g〉B ¼ fTBXDtXTBg¼ fTBKtg¼ 〈f;Ktg〉B:
To verify that the scalar product in (14) is well-posed, we show that
the matrix St≔BXDtXTB is symmetric and positive deﬁnite. From
the identity St ¼ ð4ÞX−TDtX−1, we get that St is symmetric with
strictly positive eigenvalues ðexpð−λitÞÞni ¼ 1; indeed, St is also positive
deﬁnite.
The self-adjointness of Kt with respect to the mass matrix B
allows us to rewrite the entries of the matrix St in terms of
the scalar product 〈; 〉B as Stði; jÞ ¼ 〈hti ;htj 〉B, hti ¼ Kt=2ei, where the
wFEM diffusion maps hti : M-R is induced by the wFEM heat
kernel Kt (c.f., Section 4.2). In fact,
St ¼ BXDt=2Dt=2XTB¼ ð4ÞBXDt=2ðXTBXÞDt=2XTB¼ YTBY ;
Y≔XDt=2XTB¼ Kt=2;
High resolution data set: commute time distances
Voronoi-cot FEM
Low resolution data set: commute time distances
Voronoi-cot FEM
k = 500 k = 100 k = 10 k = 500 k =100 k = 10
k = 500 k = 100 k = 10 k = 500 k=100 k = 10
Fig. 10. Level sets of the commute time distance on the same shape with a high/low (ﬁrst/second row) resolution and a different number k of Laplacian eigenpairs.
Fig. 11. Level sets of Fkð; tÞ on a (a, left) smooth and (b, left) noisy surface. (a, b, right) Behavior of the corresponding heat diffusion distances. (a) k¼250 (b) k¼250.
Fig. 12. L∞ error (y-axis) between the exact and approximated representation (9) of the function Lφei, computed using a different number k (x-axis) of eigenfunctions and
(a–c) values of the time parameter t. (a) t¼0.001. (b) t¼0.01. (c) t¼0.1.
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Stði; jÞ ¼ eTi Stej ¼ 〈hti ;htj 〉B; hti≔Kt=2ei:Indeed, the wFEM diffusion distances
∥hti−h
t
j∥
2
B ¼ Kt=2ði; iÞ−2Kt=2ði; jÞ þ Kt=2ðj; jÞ ð15Þ
Fig. 13. Robustness of the biharmonic distance from a source (black) point, which has been computed using the linear FEM mass matrix as weight, with respect to (b) tiny
and missing triangles, (c) noise, (d) holes of an irregularly sampled surface (a) with local shape artifacts.
Fig. 14. Level sets of the ﬁltered spectral distance achieved as a convex combination of the ﬁlter maps associated to the diffusion (λ¼ 0, t¼0.5) and bi-harmonic (λ¼ 1)
distances.
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show that the wFEM diffusion distance of the Laplacian eigenfunc-
tions fxigni ¼ 1 is ∥xi−xj∥2t ¼ expð−λitÞ þ expð−λjtÞ, i≠j. To this end, we
notice that
〈xi; xj〉t ¼ 〈Ktxi; xj〉B ¼ 〈expð−λitÞxi; xj〉B ¼ expð−λitÞδij:
It follows that the entry Stði; jÞ can be interpreted as the scalar
product between the (discrete) embedding hti , h
t
j of pi, pj in F ðMÞ
induced by the wFEM heat diffusion matrix. Furthermore, the
distance (15) is uniquely determined by the entries of the kernel
matrix. The aforementioned properties apply to the wFEM heat
kernel and are analogous to those that hold in the continuous case.
This analogy conﬁrms that the proposed discretization and the
choice of the intrinsic scalar product 〈; 〉B in F ðMÞ maintain the
main features of the heat diffusion kernel, together with a higher
robustness to data discretization with respect to previous work.6. Conclusions and future work
Through the executable paper, we have provided a set of experi-
ments on the discretization and main properties of the harmonic and
bi-harmonic functions, the Laplacian eigenfunctions, and the solution
to the heat diffusion equation, together with the corresponding bi-
harmonic, commute time, and diffusion distances. This analysis has
been based on the selection of different Laplacian weights, input
shapes, transformations, initial boundary conditions, and source
points. Analyzing the spectral representation of the aforementioneddistances, we have shown that they can be represented in a uniﬁed
way through a ﬁltering of the Laplacian eigenpairs. Finally, adapting
this ﬁltering to the distribution of the Laplacian eigenvalues allow us
to identify local and global details the input shape.Acknowledgments
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