Abstract. We consider evolution operators G(t, s) associated to a class of nonautonomous elliptic operators with unbounded coefficients, in the space of bounded and continuous functions over R d . We prove some new pointwise estimates for the spatial derivatives of the function G(t, s)f , when f is bounded and continuous or much smoother. We then use these estimates to prove smoothing effects of the evolution operator in L p -spaces. Finally, we show how pointwise gradient estimates have been used in the literature to study the asymptotic behaviour of the evolution operator and to prove summability improving results in the L p -spaces related to the so-called tight evolution system of measures.
Introduction
In this paper we deal with nonautonomous Kolmogorov elliptic operators formally defined on smooth functions ψ :
q ij (t, x)D ij ψ(x) + for any (t, x) ∈ I × R d , where I is a right-halfline (possibly I = R). In [4, 28] it has been proved that, under mild assumptions on the possibly unbounded coefficients q ij , b i and c, an evolution operator (G(t, s)) t≥s∈I 1 can be associated to the operator A in C b (R d ): for any f ∈ C b (R d ) and I ∋ s < t, G(t, s)f is the value at t of the unique solution u ∈ C([s, +∞) × R d ) ∩ C 1,2 ((s, +∞) × R d ) to the Cauchy problem 2) which is bounded in each strip [s, s + T ] × R d . In Section 2 we will show how a solution to problem (1.2) with the previous properties can be obtained.
In recent years several properties of the family G(t, s) have been investigated in the space of bounded and continuous functions over R d . Among all of them, uniform estimates for the derivatives of G(t, s)f have played an important role to prove existence, uniqueness and optimal Schauder estimates for the classical solution to the nonhomogeneous Cauchy problem D t u(t, x) = Au(t, x) + g(t, x), t ∈ [s, T ],
for any s ∈ I and T > s. In [32] , global uniform estimates for the first-, second-and third-order derivatives of G(t, s)f have been proved under growth and dissipativity assumptions on the coefficients of A. Note that some dissipativity condition is necessary, as the one-dimensional example in [33, Example 5.1.12] shows. Actually, to get existence and uniqueness of the bounded solution to (1.3) which belongs to
, local uniform estimates for the derivatives of G(t, s)f are enough (see [9] where the semilinear equation D t u = Au + ψ(u) is considered). Uniform gradient estimates have also been proved for the solution of the Cauchy problem associated to A in C b (Ω) (Ω ⊂ R d being unbounded with smooth boundary) with homogeneous non-tangential boundary conditions, see [7] .
On the other hand, as in the classical case of bounded coefficients, it is natural to extend each operator G(t, s) to some L p -space. The autonomous case shows that the usual L p -spaces related to the Lebesgue measure are not the best choice as possible, see Example 5.1. Sufficient conditions have been proved in [4] for G(t, s) to preserve L p (R d ) (see also [10] for the case when the elliptic operator (1.1) is replaced by a system of elliptic operators), which, in particular, imply rather strong growth assumptions on the coefficients of the operator A.
The autonomous case shows that the right L p -spaces where to study the semigroup T (t) (the autonomous counterpart of the evolution operator) are those related to the so-called invariant measure µ, a probability measure, which exists under an additional algebraic assumption on the coefficients of the operator A and it is characterized by the invariance property
In the nonautonomous case the situation is quite different. Indeed, the invariant measure is replaced by a one parameter family of probability measures {µ t : t ∈ I}, usually referred to as evolution system of measures. Whenever such a family exists, it is characterized by the property
Through this formula, each operator G(t, s) can be extended to a contraction mapping
The following facts make the analysis of the evolution operator in these L p -spaces much more difficult, than in the autonomous case:
• evolution systems of measures are infinitely many in general and not explicit (except in some special case); • for different values of s and t, the measures µ s and µ t differ in general: even if they are equivalent, since they are both equivalent to the Lebesgue measure, the spaces L p (R d , µ s ) and L p (R d , µ t ) are different.
Hence, to study the evolution operator G(t, s) in this L p -setting one cannot take advantage of the classical results, which require to work in spaces L p (J; X), where J is an interval: in our situation X depends on t! Among the infinitely many evolution systems of measures, the "more important" ones are the tight evolution systems, where tight means that for any ε > 0 there exists R ε > 0 such that for any t ∈ I, µ t (B Rε ) > 1−ε. The family of tight evolution system of measures reduces to a unique system when, for example, the evolution operator G(t, s) satisfies the pointwise gradient estimate |∇ x (G(t, s)f )(x)| ≤ e σ(t−s) (G(t, s)|∇f |)(x), t > s, x ∈ R d (1.5)
for any f ∈ C 1 b (R d ) and some constant σ < 0. Estimate (1.5) is the key tool to prove a lot of important properties of the evolution operator G(t, s) in the L p -spaces related to the tight evolution system of measures.
The aim of this paper is twofold. First, in Section 4 we prove different types of pointwise estimates for the first-, second-and third-order spatial derivatives of G(t, s)f . More precisely, we provide sufficient conditions for the estimates
p,h,k (t − s)G(t, s)
(1.7)
to hold in R d for any t > s ∈ I, h ∈ {0, . . . , k}, k = 1, 2, 3 and p ∈ (p * , +∞) for a suitable p * ∈ [1, +∞), where Γ
p,k and Γ (2) p,h,k are positive functions. All of these estimates are proved by using a variant of the maximum principle for operator with unbounded coefficients and, as one expects, they are derived under more restrictive assumptions on the coefficients of A. We deal also with the case p = 1 which is much more delicate and requires stronger assumptions. Indeed, as [3] shows, the algebraic condition D l q ij +D i q lj +D j q il = 0 in I ×R d for any i, j, l ∈ {1, . . . , d} with i = l = j, is a necessary condition for (1.6) (with k = 1) to hold. For this reason many results are proved assuming that the diffusion coefficients do not depend on the spatial variable.
Next in Section 5 we present many interesting consequences of the previous estimates in the study of G(t, s) in L p -spaces. In particular, we stress the prominent role played by estimate (1.5), illustrating its main applications known in the literature. First of all, estimate (1.5) allows to prove a logarithmic Sobolev inequality for the unique tight evolution system of measures µ t , i.e., the estimate 8) for any smooth enough function f and some positive constant C p , independent of f . Besides its own interest, which consists of the fact that (1.8) is the counterpart of the Sobolev embeddings which fail in the L p -spaces related to the measures µ t , see Example 5.9, inequality (1.8) is crucial to deduce the hypercontractivity of the operator G(t, s) in the L p -spaces related to µ t . Further and stronger summability improving properties of the operator G(t, s) are also investigated and, in most the cases, a characterization of them is given in [5] .
In the last subsection we deal with the time behaviour of
Using the hypercontractivity of G(t, s) and the Poincaré inequality in L 2 (R d , µ s ), we connect the decay rate to zero of
to the decay rate to zero of
as t → +∞, obtaining as a consequence an exponential decay rate to zero of
Here, f s denotes the average of f with respect to µ s . All these results are based heavily on the estimate (1.5) whose validity, as already observed, is guaranteed under quite stronger assumptions on the coefficients of A. The convergence to zero of
can also be proved without assuming the validity of gradient estimates of negative type, using different argument that we present with some details. As a matter of fact, in this situation, we can not prove an exponential decay rate. We point out that the convergence results are quite involved since the measures µ t depend themselves explicitly on time too. Notations. Throughout the paper we use the subscripts "b" and "c", which stand for "bounded" and "compactly supported". For instance, C b (R d ) denotes the set of all bounded and continuous functions f : R d → R. We endow it with the sup-
th-order, with bounded derivatives and such that the [k]th-order derivatives are
. For any domain D ⊂ R d+1 and α ∈ (0, 1), C α/2,α (D) denotes the space of all Hölder-continuous functions with respect to the parabolic distance of R d+1 . Similarly, for any h, k ∈ N ∪ {0} and α ∈ [0, 1), C h+α/2,k+α (D) denotes the set of all functions f : D → R which (i) are continuously differentiable in D up to the hth-order with respect to time variable, and up to the kth-order with respect to the spatial variables, (ii) the derivatives of maximum order are in
we denote the set of all functions f : D → R which are in C h+α/2,k+α (D 0 ) for any compact set D 0 ⊂ D. For any measure positive µ, the Sobolev space
. When µ is the Lebesgue measure we simply write W k,p (R d ). For any real function f we denote by f + and f − respectively its positive and negative part. Finally, by B r and 1 we denote, respectively, the open ball in R d centered at the origin with radius r and the function identically equal to one in R d .
Main assumptions and preliminaries
Throughout the paper, we assume the following conditions on the coefficients of the operator A in (1.1).
for some α ∈ (0, 1) and any i, j = 1, . . . , d; (ii) the matrix Q(t, x) is symmetric for any (t, x) ∈ I ×R d and ν 0 := inf I×R d ν > 0 where ν(t, x) is the minimum of the eigenvalues of Q(t, x); (iii) c 0 := sup I×R d c < +∞; (iv) there exist a positive function ϕ : R d → R blowing up as |x| tends to +∞, and,
Under the previous set of assumptions in [4, 28] it has been proved that, for any f ∈ C b (R d ) and s ∈ I, the Cauchy problem (1.2) admits a unique solution
In addition, u satisfies the estimate
Actually, the existence of a solution to problem (1.2) can be proved also without Hypothesis 2.1(iv) (which is used to prove the uniqueness of the solution) as the following lemma shows.
, which satisfies estimate (2.1).
Proof. For any n ∈ N and any nonnegative function
It is well known that, for any n ∈ N, the previous Cauchy problem admits a unique classical solution u n and it satisfies the estimate
As it is immediately seen, the function w n = u n − u n+1 satisfies the inequality D t w n − Aw n = 0 in (s, +∞)× B n , is nonpositive on (s, +∞)× ∂B n and vanishes on {s} × B n . The classical maximum principle shows that u n ≤ u n+1 in (s, +∞) × B n . Hence, for any (t, x) ∈ (s, +∞) × R d , the sequence (u n (t, x)) converges. We can thus define a function u : . This implies that u solves the differential equation in (1.2). Let us prove that u can be extended to [s, +∞) × R d with a continuous function and u(s, ·) = f . We use a localization argument and, to avoid cumbersome notation, we denote simply by C a positive constant, which may depend on m but is independent of k, and may vary from line to line. We fix m ∈ N and a smooth function ϑ such that χ Bm ≤ ϑ ≤ χ Bm+1 . If k > m then the function v k = ϑu k belongs to C([s, +∞) × B m+1 ) and solves the Cauchy-Dirichlet problem
The solution to the previous nonhomogeneous Cauchy problem is given by the variation-of-constants formula
where G m+1 denotes the evolution operator associated with the realization in C b (B m+1 ) of the operator A with homogenous Dirichlet boundary conditions.
which implies that
2 Actually, the interior Schauder estimates imply via a compactness argument that a subse-
and the pointwise convergence of (un) shows that, in fact, all the sequence un converges in
Clearly, (G m+1 (t, s)f )(x) converges to f (x) as t → s + . On the other hand, the integral term vanishes as t → s + , uniformly with respect to k. Indeed, using (2.3) we can straightforwardly estimate 
c0(t−s) for any t > s and m ∈ N, it thus
, and it is now clear that the integral term in the right-hand side of (2.4) vanishes as t → s + , uniformly with respect to k. By the arbitrariness of m we have so proved the assertion of the theorem for nonnegative functions
and observe that the solution to problem (2.2) is the sum of the solutions u n,+ and u n,− of this problem corresponding to f + and f − respectively. Since the sequences (u n,+ ) and (u n,− ) converge to the solutions to problem (1.2) with f replaced respectively by f + and f − , u n converges pointwise to a solution u to problem (1.2) which belongs to 
Indeed, if w is any other solution, then, for any n ∈ N, the function z = w − u n (where u n is as in the proof of the previous theorem) solves the equation D t z = Az, z(0, ·) ≡ 0 and z is nonnegative on (s, +∞)×∂B n . The maximum principle in [26] and [21, Theorem A.2] implies that z ≥ 0, i.e., u n ≤ w in (s, +∞) × B n . Letting n → +∞ we conclude that u ≤ w in (s, +∞) × R d . (ii) Hypothesis 2.1(iii) can not be avoided. Indeed, let us consider the one dimensional autonomous operator A = D xx + c and assume that c(x) diverges to +∞ as x → +∞. Fix n ∈ N, let M n > 0 be such that c(x) > n for any x ∈ (M n , +∞) and suppose that
, where v is the unique bounded classical solution to the Cauchy-Dirichlet problem
It thus follows u(t, ·) ∞ ≥ e nt v(t, 1) for any n ∈ N and t ∈ (0, +∞). Since v(t, 1) > 0 for any t > 0, letting n tend to +∞ in the last inequality we get to a contradiction. (iii) Hypothesis 2.1(iv) is used to prove a variant of the classical maximum principle (see [4, 28] ). Without such an assumption, the Cauchy problem (1.2) may admit more than a unique solution
This was known since the middle of the last century in the one-dimensional case. Indeed, Feller provided in [20] a complete characterization of the operators A = qD xx + bD x for which the elliptic equation
The characterization is given in term of integrability properties at infinity of the functions Q and R defined by
for any x ∈ R, where W is, up to a multiplicative constant, the wronskian determinant associated to the ordinary differential operator qD xx + bD x i.e.,
It turns out that the above elliptic equation admits a unique bounded solution u ∈ C 2 (R) for any f ∈ C b (R) if and only if R is not integrable either in a neighborhood of −∞ and in a neighborhood of −∞. On the other hand, if R is integrable both in a neighborhood of +∞ and in a neighborhood of −∞, then all the solutions of the equation λu − qu
Based on this remark, consider the operators
In the first case,
From any of such solution we obtain a solution u of the parabolic equation D t u − Au = 0 which belongs to
On the other hand, if we consider the operator A − then the function ϕ : R → R defined by ϕ(x) = 1 + x 2 for any x ∈ R satisfies Hypothesis 2.1(iv) and the Cauchy problem (1.2) is uniquely solvable for any f ∈ C b (R).
In the rest of this paper we will always assume that Hypotheses 2.1 hold true. In view of Lemma 2.2 and Remark 2.3(iii), we can associate a family of bounded operators in C b (R d ) to the operator A: for any f ∈ C b (R d ) and I ∋ s < t, G(t, s)f is the value at t of the unique classical solution to problem (1.2). Estimate (2.1) guarantees that each operator G(t, s) is bounded in C b (R d ) and, again the variant of the classical maximum principle yields the evolution law G(t, s) = G(t, r)G(r, s) for any I ∋ s < r < t.
As it has been proved in [4] , a Green kernel can be associated with the evolution operator G(t, s), i.e., there exists a function g :
(2.6) For any fixed s, t and x, the function g(t, s, x, ·) belongs to L 1 (R d ) and its L 1 -norm is bounded from above by e c0(t−s) . In particular, if c ≡ 0, then g(t, s, x, y)dy is a probability measure. From (2.6) it follows immediately that
for any p ∈ (1, +∞), if c 0 ≤ 0. For estimates for the Green function g, we refer the reader to [29, 30] .
Uniform estimates for the spatial derivatives of G(t, s)f and consequences
One powerful tool used to prove estimates for the derivatives of solutions to Cauchy problems (mainly in the whole space) is the well celebrated Bernstein method (see [11] ) which goes back to 1906, and the reiteration theorem (see [40] ). The Bernstein method, used in the case of bounded coefficients, works well also in the case of unbounded coefficients, provided suitable both algebraic and growth conditions on the coefficients of the operator A are prescribed. More precisely, assume that
for any t ∈ I and x ∈ R d ; (iii) there exist a locally bounded function C : I → R and functions r 0 , r, ̺ :
Then, the Bernstein method allows to prove the following result. 
and a positive constant C h,m , independent of s, T and f .
The reiteration theorem allows to extend the validity of estimate (3.1) to the case when h and m are not integers. Finally, the evolution law allows to extend (3.1) to any t > s up to adding an exponential factor e ω h,m (t−s) in its right-hand side, for some nonnegative constant ω h,m , i.e., one can prove that
. For further details, we refer the reader to [32] . Using the above uniform estimates one can prove the following optimal Schauder estimates for the solution to the Cauchy problem (1.3). 
and there exists a positive constant C 0 such that
Proof. Since the arguments used are independent of k, to fix the ideas we consider the case k = 3. Clearly, we have just to prove the continuity on {s} × R d of the spatial derivatives up to the third-order of the function G(·, s), since their continuity in (s, +∞) × R d is a classical result (see e.g., [22] ). The proof is based on a localization argument as in the proof of Lemma 2.2. We fix x 0 ∈ R d and m ∈ N such that x 0 ∈ B m and consider a smooth cut-off function ϑ supported in B m+1 and identically equal to 1 in B m . Arguing as in the proof of Lemma 2.2 we immediately see that
By classical results, the function u 1 and its spatial derivatives up to the third order are continuous in [s, +∞) × B m+1 . As far as u 2 is concerned, we observe that there exists a positive constant C, depending also on s, such that
, where C and C are positive constants independent of r. Thus, we conclude that
for any t ∈ (s, s + 1). Hence, letting t → s + we conclude that u(t, ·) and its spatial derivatives up to the third order vanish uniformly in B m as t → s + . By the arbitrariness of m the claim follows.
Pointwise estimates for the derivatives of G(t, s)f
The pointwise gradient estimates for G(t, s)f plays an important role in the study of many properties of the evolution operator, as we have already stressed in the Introduction. All these properties will be investigated in Section 5. Here, we prove some pointwise estimates for the derivatives (up to the third order) of G(t, s)f .
Throughout this section, we assume the following set of assumptions.
Hypotheses 4.1. Hypotheses 3.1(k) are satisfied with the following differences:
, some positive constant C and some γ ∈ (0, 1);
and some constants L > 0 and M ∈ R, where the constant L k is defined in Hypothesis 3.1(k)(iv); • Hypothesis 3.1(k)(v) is satisfied with Kν being replaced by Kν γ , K being a real constant.
The scheme of this section is the following: first we prove estimate (1.7) (with h = k) for any k = 1, 2, 3 and p ∈ (1, +∞). Next, strengthening the assumptions on the coefficients of the operator A we prove (1.6). Note that if this estimate holds true, then, taking as f = 1, we conclude that +∞) ), which solves the equation ψ ′ (t) = c(t, x)ψ(t) and satisfies the condition ψ(s) = 1. Next, we deal with the case p = 1 in (1.6). As it has been explained in the Introduction, to get such an estimate we require that the diffusion coefficients do not depend on the space variable. Finally, we prove estimate (1.7) with h = k − 1 and k = 1, 2, 3 showing that Γ (2) p,k−1,k (r) ∼ c p,k r −p/2 as r → 0 + , for some positive constant c p,k . As a byproduct, estimate (1.7) follows in its full generality. In particular, Γ
as r → 0 + , for some positive constant c p,k . All these estimates have been proved in [15] in the autonomous case when c ≡ 0.
To prove the above estimates in the general case we need a preliminary result.
converges to c locally uniformly in (s, +∞) × R d as n tends to +∞ and c n (t, x) ≤ M for any n ∈ N, (t, x) ∈ (s, +∞) × R d and some constant M . For any n ∈ N, s ∈ I and f ∈ C b (R d ), let u n solve the Cauchy problem Proof. The proof of the first part follows the same lines as in the proof of Lemma 2.2; hence, we just sketch it. By Lemma 2.2, the Cauchy problem (4.1) admits, for any n ∈ N a solution u n which satisfies the estimate
where M is as in the statement. The interior Schauder estimate in [31, Theorem 4.10.1] and a diagonal argument imply that there exists a subsequence (u n k ) which,
in B m , where G m+1 (t, s) denotes the evolution operator associated with the realization in C b (B m+1 ) of the operator A with homogenous Dirichlet boundary conditions,
for any r ∈ (s, s + 1) and some positive constant C, independent of k, as in the proof of Lemma 2.2 we conclude that u can be extended by continuity in [s, +∞) × R d by setting u(s, ·) = f . To complete the proof, we assume that the coefficients of the operator A are once continuously differentiable with respect to the spatial variables in I × R 
, c k (p) and c d,k being positive constants explicitly determined (see the proof ) and σ k,p = pσ k,2 /2 if p > 2.
Proof. We split the proof into three steps. In the first one we prove the estimate when p ∈ (1, 2] and c is bounded. In the second step, using Lemma 4.2 we remove the assumption on the boundedness of c. Finally in the last one we obtain the claim also in the case p > 2. To simplify the notation, throughout the proof, we set
for any smooth enough function ζ :
Let α and β, with |α|, |β| ≤ 3, be fixed. The Cauchy-Schwarz inequality applied twice, yields
In view of (4.4) we get
Hence, taking Hypotheses 2.1(ii) and 3.1(3)(iii) into account, we can estimate the "good" terms in the definition of ψ τ as follows:
The other terms in the definition of the function ψ τ are estimated using Hypotheses 3.1(3)(iii), 3.1(3)(v) (where, now, C and K are constants) and the CauchySchwarz inequality. We get
for any smooth enough function ζ : R d → R and ε > 0, which shows that
Similarly,
for any ζ as above and any ε 1 > 0. Hence,
for any ε 1 > 0. Further,
for any smooth enough function ζ : R d → R and ε 2 > 0. It thus follows that
Finally, −cτ w 1−2/p ≤ c ∞ τ p/2 . Summing up, from all the previous estimates it follows that we can make nonnegative the coefficient in front of |D /(3Cd). With this choice of ε, we get
Next, we choose ε 1 = 3 √ 5/10, if d = 1, and ε 1 = 3d(d + 1)/4 otherwise (which is the point where the function x → d max{(d 2 + d)/(4x), (4x 2 + 3d)/(8x), 4x/3} attains its minimum value) and ε 2 = 3L/(7d), to get
where c d,3 = 7d 2 (5 ∨ 3d 2 )/(12L), c 3 (p) = max{K i,p , i = 1, 2, 3} and
M being the constant in Hypothesis 3.1(3)(iv). Hence, the function w τ satisfies the differential inequality
, where σ 3,p is as in the statement. Now, we set z τ (t, x) = e −σ3,p(t−s) (w τ (t, x) − p c ∞ τ p/2 (t − s)), for any (t, s) ∈ (s, +∞) × R d , and observe that the function z τ solves the problem
Then, the maximum principle in [4, Proposition 2.2] implies that,
in (s, +∞) × R d , whence estimate (1.7), with k = h = 3, follows letting τ → 0 + . To get (1.7) when h = k = 2, it suffices to apply the previous arguments to the function w τ = (u 2 + |∇ x u| 2 + |D 
Then, we take ε 1 = d/2, to minimize the maximum between d 2 (4ε 1 ) −1 and ε 1 d/2, and ε 2 = 2L/(3d). We thus get
Hence, (1.7), with h = k = 2, follows with c d,2 = 3d 2 (4L) −1 and
Finally, to get (1.7) with h = k = 1, we consider the function w τ = (u 2 +|∇ x u| 2 + τ ) p/2 which satisfies the inequality D t w τ ≤ Aw τ + Ψ τ , where
for any ε, ε 2 > 0. We take ε = (p − 1)ν
Thus, (1.7) (with h = k = 1) follows with c d,1 = d/(4L) and c 1 (p) =
Step 2. Here we prove estimate (1.7) for p ∈ (1, 2] in the general case. Just to fix ideas, we consider the case k = 3. We introduce two sequences (ϑ n ) and (ψ n ) of smooth cut-off functions such that χ Bn ≤ ϑ n ≤ χ Bn+1 and χ (s+2/n,s+4n) ≤ ψ n ≤ χ (s+1/n,s+8n) for any n ∈ N. Without loss of generality, we can assume that D β ϑ n ∞ ≤ C 0 n −|β| for any |β| ≤ 3 and some positive constant C 0 . For any n ∈ N we set c n (t, x) = ψ n (t)ϑ n (x)c(t, x) for any (t, x) ∈ (s, +∞) × R d . Clearly each function c n is bounded. Moreover, |D 
provided by Lemma 2.2 satisfies the estimate
in (s, +∞)× R d , where σ 3,p,n is defined by (4.3) with c d,3 being replaced by c d,3,n = 7d 2 (5 ∨ 3d 2 )/(12L n ). Note that σ 3,p,n converges to σ 3,p as n → +∞. By Lemma 4.2 we can let n tend to +∞ in both the side of (4.9) obtaining (1.7).
Step 3. Finally, the case when p > 2 follows easily from the case p = 2. Indeed,
for k = 1, 2, 3, and we get (1.7) just observing that (G(t, s)h) p/2 ≤ G(t, s)h p/2 , for any t > s and any nonnegative function h ∈ C b (R d ). Proof. Since the proof is similar to that of Theorem 4.3 we adopt here the notation therein introduced and limit ourselves to sketching it when p ∈ (1, 2] . Indeed the case p > 2 follows from the case p = 2 and the Jensen inequality. We begin with the case k = 3. For any τ, ε 0 , ε 1 , ε > 0 the function w τ = (
satisfies the inequality
Choosing ε 0 > −Cd 2 /(4M 3 ) and ε, ε 1 as in the proof of Theorem 4.3 we deduce that
where φ 3,p is the minimum attained by the function (−Cd
3 (p)} and C
2 (p, ε 0 ) = sup
3 (p) = sup
From (4.13) we get (1.6) with k = 3 arguing as in the proof of Theorem 4.3.
To get the claim when k = 2, let consider the function w τ = (
which satisfies the inequality
for any ε 0 , ε 1 , ε > 0, where H
1,p (ε 0 , ε 1 ) is defined as H
1,p (ε 0 , ε 1 ), with (
, and H
2,p (ε 0 , ε 1 , ε) is defined as H
2,p (ε 0 , ε 1 , ε), with Cd 2 (2 + d)/(4ε) and ε 1 + 3d/(4ε 1 ) replaced, respectively, by Cd 2 /(2ε) and
, where φ p,2 is the minimum attained by the function
Estimate (1.6) with k = 2 follows. Finally, to prove (1.6) with k = 1, we consider the function w τ = (|∇ x u| 2 +τ ) p/2 . In this case we get
Thus, (1.6) follows also in this case.
Under additional assumptions the above estimates can be proved also for p = 1. Proof. We first consider the case k = 3. Since the diffusion coefficients are independent of x, for any τ > 0 the function
satisfies the differential inequality
where
3 (ε 1 ) = 3r 0 + 4rε 1 dm, (see (4.10), (4.11) and (4.12)). If we take ε 1 = 3(d + d 2 )/4, then the functions H (3) j are all bounded in I × R d and estimate (1.6) follows. On the other hand, to prove (1.6) with k = 2, it suffices to observe that the function
, where H
2 (ε 1 ) is defined as H
2 , with ε 1 +3d/(4ε 1 ) being replaced by ε 1 . If we take
1 (ε 1 ) and H
2 (ε 1 ) are bounded in I × R d and (1.6) follows also in this case. Finally, the function w τ = (|∇ x u| 2 + τ ) 1/2 satisfies the differential inequality D t w τ − Aw τ ≤ r 0 w τ and (1.6) follows also in this case with φ 1,1 = r 0 .
To conclude this section we complete the proof of estimate (1.7). In the proof of Theorem 4.11 we will make use of the following result and the following additional assumption. Clearly, this assumption is stronger than Hypothesis 2.1(iv) and it allows to prove that, if (f n ) ∈ C b (R d ) is a bounded sequence which converges locally uniformly to a function f ∈ C b (R d ), as n → +∞, then G(·, ·)f n converges to G(·, ·)f locally uniformly in {(s, t) ∈ I × I : s ≤ t} × R d . As a byproduct of this result, it follows that the function (s, t, x) → (G(t, s) 
For further details, we refer the reader to [28, Proposition 3.6, Theorem 3.7].
Lemma 4.10. The following properties hold true.
( ∈ (σ, t) . Further, let G n (t, s) be the evolution operator associated with the realization in C b (B n ) of the operator A with homogenous Dirichlet boundary conditions. Then, G n (t, ·)g n converges to G(t, s)g pointwise in
for any m ∈ N. Using the representation formula (2.6), it is easy to check that G(t, τ )|g n (τ, ·) − g(τ, ·)| pointwise converges to zero as n tends to +∞. On the other hand, the second term in the last side (4.14) vanishes as n → +∞ as it has been already remarked above. Hence, the assertion follows.
(ii) Note that
for any n ∈ N. Since G(·, ·)f n converges to G(·, ·)f locally uniformly in {(s, t) ∈ I × I : s ≤ t} × R d , as recalled above, the first term in the right-hand side of the previous inequality vanishes locally uniformly in R d . Also the second term vanishes locally uniformly in R d since the function G(·, ·)f is continuous in {(s, t) ∈ I × I :
Theorem 4.11. Let Hypotheses 4.1(k) be satisfied for some k ∈ {1, 2, 3}, with the functions in Hypothesis 3.1(k)(ii) being replaced by two positive constants C 1 and C 2 . Further, assume that also Hypothesis 4.9 is satisfied. Then, estimate (1.7) is satisfied for some positive function Γ p,k,k−1 , which can be explicitly computed (see the proof ).
Proof. We limit ourselves to proving estimate (1.7) when k = 3, considering first the case p ∈ (1, 2]. Without loss of generality we can assume that c 0 ≤ 0. Indeed, if this is not the case, it suffices to replace the evolution operator G(t, s) with the evolution operator e −c0(t−s) G(t, s). We also assume that c is bounded, since if c is unbounded then it can be approximated by a sequence of smooth functions which satisfy Hypothesis 4.1(3) (see the proof of Theorem 4.3 for further details).
To simplify the notation, throughout the remaining of the proof, we set u m = G m (·, s)f and u = G(·, s)f , where, as usual, G m (t, s) is the evolution operator associated in C(B m ) with the operator A with homogeneous Dirichlet boundary conditions, and f ∈ C 
Since ψ m − δ vanishes on ∂B m , taking [1, Theorem 2.3(ix)] into account, we can show that the function g δ is differentiable in (s, t) and g
where 
, which holds true for any a, b, ε > 0, we deduce that
Further, taking Hypothesis 4.1(3)(ii) and the choice of ϑ m into account it can be easily checked that
in I × R d , for any ε > 0, where K 2 and K 3 are positive constants independent of u and ε.
Taking all the previous estimates, the fact that c is bounded and nonpositive and (4.6), (4.7) and (4.8) into account, we conclude that
m , where
Thanks to Hypothesis 3.1(3)(iv) (where, now, L and M are constants), we can fix ε sufficiently small such that (2−p)(1+ε)−1+8εK 3 < 0 and 2r 0 +rεd+3dερ
Next, we fix β > 1 such that the supremum over I × R d of K 2,ε,p is negative and r 0 + rd 2 (4βε)
Finally, we choose α > β large enough to make negative the supremum over I ×R d of K 1,ε,p . As a byproduct, taking into account that we are assuming that c is bounded, we can determine two positive constants K 1,p and K 2,p such that
and, thus,
Integrating this inequality over [s + ε, t − ε] (for ε ∈ (0, (t − s)/2)), pointwise in R d , and observing that G m (t, ·)ψ
(4.15) Next, using Lemma 4.10 and the dominated convergence theorem, we let first m tend to +∞ and then ε tend to 0 + to get
where ψ is defined as ψ m , with u m being replaced by u. Now, using estimate (1.7) with h = k = 3, splitting u(t, ·) = G(t, τ )u(τ, ·), from Young and Hölder inequalities, (2.7) and (2.8), which shows that
p,0,1 (r/3). Remark 4.13. Even if in this paper we confine ourselves to the study of the operator scalar operator A with coefficients defined in the whole I × R d , we mention that elliptic operators with unbounded coefficients have been considered also in unbounded domains. In this case, uniform and pointwise estimates for the derivatives of the solution of associated Cauchy problem, with Dirichlet, Neumann and more general homogeneous boundary conditions, have been proved (see e.g., [6, 7, 12, 13, 14, 17, 24, 27] ). Also in some situations where the elliptic operator (1.1) is replaced by a system of elliptic operators some gradient estimates are available (see e.g, [2, 23, 34] ).
Some consequences of the pointwise estimates of Section 4
If not otherwise specified, throughout this section we assume that c ≡ 0. The following example, due to J. Prüss, A. Rhandi and R. Schnaubelt, shows that the L p -spaces related to the Lebesgue measure do not represent a good setting where to study the evolution operator G(t, s).
Example 5.1 (Section 2 of [39] ). Let A be the one-dimensional elliptic operator defined by (Aψ)(x) = ψ ′′ (x) − x|x| ε ψ ′ (x) for any x ∈ R and smooth enough functions ψ : R → R. Let us show that for any p ∈ [1, +∞), λ > 0 and any nonnegative and not identically vanishing functions f ∈ C ∞ c (R) the equation λu − Au = f does not admit solutions in L p (R). Indeed, fix p, λ and f as above and, by contradiction let assume that the equation λu − Au = f admits a solution u ∈ L p (R). By elliptic regularity u belongs to C 2 (R). Let us prove that u is bounded in R. For this purpose, we take advantage of the one-dimensional Feller theory (see [20] ) as in Remark 2.3(iii). In this case, the function Q and R are given by
A straightforward computation reveals that lim x→±∞ x 1+ε/2 Q(x) = 0. Hence, Q ∈ L 1 (R). On the other hand, the function R does not belong to L 1 (R). This implies that the equation λu − Au = 0 admits a decreasing solution u 1 which tends to 1 at +∞ and an increasing solution u 2 which tends to 1 at −∞ (see [33, Chapter 2] ). Clearly, u 1 and u 2 are linearly independent. Moreover u 1 and u 2 diverge to +∞ at −∞ and at +∞, respectively. Since the equation λu−Au = f admits a bounded solution u b ∈ C b (R) ∩ C 2 (R) and any other solution is given by c 1 u 1 + c 2 u 2 + u b for some real constants c 1 and c 2 , if (c 1 , c 2 ) = (0, 0) then the function u b + c 1 u 1 + c 2 u 2 does not belong to L p (R). Consequently u = u b , i.e., u is bounded and positive since u b is.
We now introduce the functions V : R → R and W : R \ {0} → R, defined by V (x) = x 2 and W (x) = ε(2λ) −1 + |x| −ε for x ∈ R and x = 0, respectively, which satisfy the differential inequalities λV − AV ≥ 0 and λW − AW ≤ 0 in
In this section, we illustrate remarkable properties enjoyed by the evolution operator G(t, s) in the L p -spaces related to evolution systems of measures, which are consequences of the pointwise estimates of the previous section. To begin with, we consider the following result.
for any I ∋ s < t. Moreover, since c θ1,θ2,p (s, t) ≤ (c θ1,θ1,p (s, t) ) (k−θ2)/(k−θ1) (c θ1,k,p (s, t)) (θ2−θ1)/(k−θ1) for any t > s ∈ I. The claim follows.
(ii) The proof is obtained immediately integrating the pointwise estimates (1.7), taking the invariance property of the evolution system {µ t : t ∈ I} into account and arguing as in (i). We get C 0,0,p (r) = 1, C h,h,p (r) = max 2 Whenever the uniform estimate
holds true for some negative constant σ ∞ , the tight evolution system of measures is unique, as the following Proposition 5.7 shows. Note that Theorem 4.3 provides us with a sufficient condition for (5.1) to hold. In the rest of this section we denote by f s the average of f with respect to the measure µ s , i.e.,
Proposition 5.7. If (5.1) holds true, then the tight evolution system of measures associated to G(t, s) is unique.
Proof. We fix s ∈ I, f ∈ C 1 b (R d ), set r t = e −σ∞t/2 , for any t ≥ s, and observe that, for any t > s and x ∈ R d , 
2) for some σ 1 < 0. Whenever (5.2) holds, estimate (5.1) is satisfied with σ ∞ = σ 1 . Hence, there exists a unique tight evolution system of measures. In the rest of the section, we always deal with such an evolution system of measures.
Theorem 5.12 (Theorem 3.3 of [8] ). Suppose that the diffusion coefficients of the operator A are independent of x and bounded. Further, suppose that Jac x b(t, x)ξ, ξ ≤ r 0 |ξ| 2 for any t ∈ I, x, ξ ∈ R d and some negative constant r 0 . Then, estimate (5.2) holds true for any f ∈ W 1,p (R d , µ s ), p ∈ (1, +∞), s ∈ I, with σ 1 = r 0 , estimate (1.8) holds true with C p = (2|r 0 |) −1 p 2 Λ 0 , where Λ 0 denotes the supremum over I of the maximum eigenvalue of the matrix Q(t).
Under the assumptions of Theorem 5.12, which we assume as standing assumptions in the rest of this subsection, it can be proved a first summability improving result of the evolution operator G(t, s).
Theorem 5.13 (Theorem 4.1 of [8] ). Under the assumptions of Theorem 5.12 the evolution operator G(t, s) is hypercontractive, i.e., for any p, q ∈ (1, +∞), with p < q, the operator G(t, s) is a contraction from for some positive constant N p2,ω , independent of f ∈ L p1 (R d , µ s ), s and t. This is enough to infer that ω ∈ B p1 . We have so proved that B p1 = B p2 for any 1 < p 1 < p 2 < +∞ and this implies that B p is independent of p ∈ (1, +∞).
(iv) In view of (i)-(iii), to prove that A p = B p for any p ∈ (1, +∞), it suffices to show that B 2 ⊂ A 2 . Fix ω ∈ B 2 , s, t ∈ I, with t − s ≥ 1 and f ∈ L 2 (R d , µ s ). Applying the Poincaré inequality (with µ s and f replaced by µ t and G(t, s)f , respectively) and observing that (G(t, s)f ) t = f s , we get
as t → +∞ of the measures µ t determining the point limit (ii) establish whether the convergence of G(t, s)f to f s may be guaranteed also in some fixed L p -space. In the periodic case (i) it is easy since the function t → µ t is periodic. In the general case, the previous points have been addressed in [8, 35] . Here, we state the (more general) result proved in [35] . Under Hypotheses 5.20 and assuming that the coefficients q ij and b j (i, j = 1, . . . , d) belong to C α/2,α b ([s 0 , +∞) × B R ) for any R > 0 and some s 0 ∈ I, and they converge pointwise in R d as t → +∞, in [35, Proposition 4.3] it has been proved that the density of µ t converges to a function ρ ∞ locally uniformly in R d and in L 1 (R d ). ρ ∞ is the density (with respect to the Lebesgue measure) of the invariant measure µ ∞ of the semigroup associated with the elliptic operator whose coefficients are the limit as t → +∞ of the coefficients of the operator A(t). This result has been used to answer point (ii). More precisely, in [35, Theorem 4.4] it has been proved that for any f ∈ C b (R d ), G(t, s)f converges to f s , as t → +∞, in L p (R d , µ ∞ ) for any p ∈ [1, +∞) and any s ∈ I.
