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Stochastic kinetic models are used to describe a variety of biological, physical and
chemical phenomena. One particularly interesting application is computational sys-
tems biology, where models are useful for contributing to the quantitative under-
standing of cellular processes through in–silico experimentation that would otherwise
be difficult to undertake in a laboratory. Interest lies in statistical inference for the
parameters which govern the dynamics of the system. Likelihood based inference is
typically problematic, as discrete time transition kernels for models of this type are
intractable in all but the most trivial systems. However, exact realisations can be
drawn using a stochastic simulation algorithm. Techniques that rely only on the abil-
ity to forward simulate from the model, so called likelihood free inference methods,
such as particle Markov chain Monte Carlo and approximate Bayesian computation
(ABC) can be leveraged to infer system rate parameters. What is not clear however
is how each technique behaves as the nature of the problem changes.
This thesis explores the likelihood free methodology applied to stochastic kinetic
models in a range of scenarios in order to draw comparisons between the various
developments in each. A variety of models and data observation regimes on syn-
thetic data are used to examine the effect of the choice of summary statistics and
metrics on the inferred posterior distributions, prevalent questions within the ABC
framework. Likelihood free techniques are considered computationally expensive
hence it is necessary to consider the relative efficiency of the various approaches.
The relative strengths and weaknesses of particle Markov chain Monte Carlo and
approximate Bayesian computation are explored and utilised to develop a hybrid
technique exploiting the stronger elements of each approach.
The thesis concludes with inference of rate parameters for a logistic growth model
applied to observations of a fluorescent protein in different strains of the gram–
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Bayesian inference for partially observed Markov processes is the primary focus of
this thesis. In trivial examples where discrete time transition densities are available
this goal is easily obtained. Unfortunately real data problems of interest can rarely
be described by such simple models and therefore more complex systems are required
to express them. Transition densities for these processes are often unavailable hence
traditional likelihood based inference can not proceed. However, given the ability
to simulate data from a given model, it is possible to perform statistical inference
without explicit evaluation of a likelihood function.
Two techniques in particular have identified themselves as competitive approaches
to parameter inference for Markov process models in which the likelihood function
is either analytically unavailable or computationally infeasible. Particle Markov
chain Monte Carlo (pMCMC) (Andrieu et al., 2010), a Markov chain Monte Carlo
approach which uses a sequential Monte Carlo sampler known as a particle filter for
the unbiased estimation of likelihood can be used in settings where observations are
made with non–negligible measurement error. Alternatively approximate Bayesian
computation (ABC), initially developed by Tavare et al. (1997), is a framework
based on obtaining posterior samples that lead to model simulations that are close
to the observations. An outline of the subsequent chapters is as follows.
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Chapter 1. Introduction
1.1 Outline of Thesis
Chapter 2 introduces stochastic kinetic models, a tool by which we can describe
the dynamics of a biochemical network. A brief discussion of stochastic kinetics in
presented with details of a simulation procedure for drawing exact realisations from
models of this type (Gillespie, 1977). Three example models of varying complexity
are introduced which form the basis for simulation based experiments throughout
the thesis. These are an immigration death process, a simple stochastic kinetic
model for which an analytic solutions exists, a Lotka–Volterra (Lotka, 1925; Volterra,
1926) predator prey model that exhibits more complex oscillatory behaviour with
no analytic solution available and a Schlo¨gl model (Schlo¨gl, 1972), a test system
that exhibits bistability in certain areas of parameter space.
Chapter 3 presents a number of Monte Carlo methods, techniques used for drawing
random samples from a target distribution of interest. The methods employed in
this thesis are rejection sampling, importance sampling and Markov chain Monte
Carlo, each of which can be implemented when the density of interest is known only
up to a normalising constant. These methods are often used within the setting of
Bayesian inference to sample from distributions whose density may be known up
to some multiplicative constant. The techniques also form the basis for a number
of algorithms to address problems where this density is not known analytically, so
called likelihood free techniques.
Computational techniques for inference in problems where no analytic likelihood
function is available are discussed in chapter 4. Each method has some elements
which must be chosen by the user and optimality conditions for some of these are
discussed. The chapter concludes with a host of numerical examples within the
context of stochastic kinetic models like those introduced in chapter 2.
Chapter 5 considers an in depth examination of likelihood free techniques applied
to stochastic kinetic models where data are partial observations within a single
cell tracked over time. Active research questions within the ABC framework such
as the effect on the inferred posterior distribution of user defined choices such as
summary statistics are explored as well as comparison of commonly used metric
functions. ABC methodology is then compared with a pseudo marginal MCMC
sampler approach based on a bootstrap particle filter which yields exact inference
from the perspective of computational efficiency within the modelling framework
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discussed in this thesis. Numerous numerical examples are considered to explore
the questions considered.
Further advantages and drawbacks of each of the approaches is discussed in chap-
ter 6 motivating the development of a hybrid approach which utilises the relative
strengths and weaknesses of each framework to create a more efficient posterior
sampler. Further simulation experiments are conducted to demonstrate the hybrid
algorithm and its use for parameter inference for models of this type.
Where previous chapters focus on single cell data, chapter 7 considers data obtained
from a collection of cells evolving over time such as that obtained from flow cytom-
etry. Information at the resolution of a single cell is not available here and hence
there is no way to directly connect observations at a given time point with those
from a previous time point. The order of magnitude of the dimension of the data
is often much larger in this scenario which yields it’s own computational demands.
A variety of techniques within the likelihood free framework are again explored for
this problem using simulated data and numerical examples before considering in-
ference for rate parameters in a logistic growth model for different strains of the
gram–positive bacterium Bacillus subtilis from real data.
Finally chapter 8 summarises the conclusions reached in the thesis and considers





Markov processes and stochastic
kinetic models
2.1 Introduction
Consider a stochastic process {X(t), t ≥ t0} that is continuous in time t ∈ R. Such
a process is called a Markov process if {X(t)} has the property that the future state
is independent of the past history of the process given only the current state. That
is for any given sequence of times, t0 < t1 < . . . < tn,
P (X(tn) ≤ x |X(tn−1) = xtn−1 , . . . , X(t0) = xt0) = P (X(tn) ≤ x |X(tn−1) = xtn−1).
(2.1)
If we consider a process which can take on values from some countable state space,
S, given that at time, t, the process is in state, xt ∈ S, the future behaviour can be
characterised by a transition kernel
p(xt, t, xt+δt, δt) ≡ P (X(t+ δt) = xt+δt |X(t) = xt). (2.2)
Note that a process whose transition kernel does not explicitly depend on t, rather
only on the increment δt, is said to be homogeneous with transition kernel denoted
p(xt, xt+δt, δt).
It has traditionally been the case that the evolution of a biochemical network through
time has been modelled with a set of coupled differential equations. These equa-
5
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tions have typically been derived using the law of mass action (see section 2.3) and
the concentrations of species present. This approach however makes some critical,
questionable assumptions, namely that such a system is both continuous and deter-
ministic. In reality this is generally not the case. Chemical reactions are intrinsically
stochastic and occur as a set of individual, discrete events that occur due to collisions
on a molecular level. It is relatively clear then that a deterministic approach is not
suitable as some of the key features of the system may be lost as discussed in Zheng
& Ross (1991) and Murray (2002). Such systems can only effectively be described as
stochastic processes. The stochastic effect on this scale can have a significant effect
on the outcomes (Finch & Kirkwood, 2000; Wilkinson, 2009). A stochastic Markov
process presents a natural approach to modelling such a network.
2.2 Stochastic kinetic models
A stochastic kinetic model is a mechanism by which we can describe probabilistic
evolution of a dynamical system made up of a network of reactions. Models of this
type are increasingly used to describe the evolution of biological systems (Golightly
& Wilkinson, 2005; Proctor et al., 2007; Boys et al., 2008; Wilkinson, 2009). Consider
a model which describes some general system. The system will typically consist of
a set of species and a set of reactions. When a reaction occurs the amount of one
or more of the species is changed. To describe such a system we use the following
notation
• Set of u species: X = {X1, . . . ,Xu},
• Set of v reactions: R = {R1, . . . , Rv}.
We denote the current state of the system at time t, xt, where
xt = (x1,t, . . . , xu,t)
T ,
and xj,t represents the number of ‘molecules’ of Xj at time t. Each reaction typ-
ically involves some combination of species (reactants) and results in a different
combination of species (products). A general reaction is represented as
Ri : pi,qX1 + . . .+ pi,uXu → qi,1X1 + . . .+ qi,uXu, i = 1, . . . , v.
6
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Here the pi,j represents the number of ‘molecules’ of species j required for reaction
i, and the qi,j the number produced. We can represent the model more succinctly
as
PX → QX ,
where P (pre-reaction) and Q (post-reaction) are v×u dimensional matrices. When
a reaction event of type i occurs, the number of molecules of type Xj will increase
by qij decrease by pij. This gives us an overall change of aij = qij − pij or
A = Q− P.
The key features of this network can then be represented by this net-effect matrix,
although commonly one would work with the stoichiometry matrix S defined as
S = (Q− P )T = AT .
See Wilkinson (2011) for a more in depth discussion.
2.3 Mass action stochastic kinetics
Let us first consider a reaction of the form
X1 + X2 → X3. (2.3)
This reaction will take place only when the two molecules X1, X2 combine or collide
to form X3. These molecules are continuously moving around randomly in space.
For these reactions we assume the law of mass action kinetics, given the number of
molecules of X1, x1 and similarly the number of molecules of X2. Then the hazard
or propensity of this reaction taking place would be directly proportional to x1x2.
This is because there are x1x2 distinct pairs of molecules that are able to collide.
(Gillespie, 1992) gives a rigorous derivation, the thrust of the argument being that
under fairly weak assumption regarding the container and it’s contents, namely
that is is well stirred and in thermal equilibrium, it can be demonstrated that the
collision hazard is constant. If the molecules are uniformly distributed (well mixed)
throughout the volume and if this distribution does not depend on time then the
chance that two molecules are close enough to react is also independent of time.
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Each reaction in the set has an associated stochastic rate constant, θi. It is this rate,
along with the current state of the system, xt, that we can use to define the hazard
function. The hazard function, hi(xt, θi), represents the propensity of reaction i
occurring. When considering these hazard functions it is important to think about
the order of a reaction.
2.3.1 Reaction orders
The hazard hi(xt, θi) of reaction Ri occurring is determined by the order of the
reaction.
Zeroth-order reactions
A zeroth-order reaction takes the form
∅ θi−→ Xj
and its hazard function is given by
hi(xt, θi) = θi.
Whilst in reality it may appear that the creation of something from nothing is
illogical, in terms of modelling our system it can be useful to model a constant rate
of production (or influx from another source) of a species.
First-order reactions
A first-order reaction takes the form
Xj θi−→?
with associated hazard function given by
hi(xt, θi) = θixj.
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Here it is only the presence of one of the species which determines the hazard of a
reaction.
Second-order reactions
A second-order reaction can take the form of either
Xj + Xk θi−→? where hi(xt, θi) = θixt,jxt,k,
or













Time evolution of the system
Since, given xt and θi, we know that the hazard of reaction Ri is hi(xt, θi), then the





The time evolution of such a system can be regarded as a stochastic process, the
time to the next reaction event is given by
δt ∼ Exp(h0(xt, Θ)),
and the type of the reaction will be stochastically determined with probabilities
proportional to the respective hazards.
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2.3.2 The chemical master equation
In the stochastic kinetics literature there is often reference to the chemical master
equation. This is in fact the Kolmogorov forward equations,
d
dt
p(x0, xt, t) =
v∑
i=1
hi(xt − S[i], θi)p(x0, xt − S[i], t)− hi(xt, θi)p(x0, xt, t) (2.4)
This is a sum over all possible Ri which in the case of the stochastic kinetic models
is finite. However, for a (countably) infinite state space, it corresponds to an infinite
system of ordinary differential equations.
An extensive discussion of the chemical master equation can be found in Van Kam-
pen (1992). There are few cases in which the chemical master equation can be solved
explicitly, an examination of which can be found in McQuarrie (1967). In the case of
mass action kinetics as described in section 2.3 an analytic solution to the chemical
master equation can only be found for systems that contain equations only of order
zero and one (Jahnke & Huisinga, 2007).
2.4 Model simulation
Exact analytical solutions to a stochastic kinetic model are tractable for only the
most trivial of systems. The reaction networks therefore are typically examined
using discrete simulation algorithms. We have already seen that the time to the next
reaction event in the system can be simulated as an exponential random variable
with rate equivalent to the total hazard. When a reaction event does occur, it
will be of a random type. The probability that this reaction event is of type i
is proportional to its hazard hi(xt, θi). Gillespie’s direct method (Gillespie, 1977)
was developed in the context of chemical kinetics and can be used to provide exact
samples from the solution to the stochastic process. The direct method is described
in Algorithm 1.
Gillespie’s direct method is often thought of as a computationally expensive sim-
ulation algorithm. It is of note that there are a number of faster, approximate
simulators. Such algorithms typically relax the restrictions imposed by the discrete
state space, such as the chemical Langevin equation (CLE), see Gillespie (2000) for
10
Chapter 2. Markov processes and stochastic kinetic models
Algorithm 1 Gillespie’s direct method (Gillespie, 1977)
1. Initialise the system at t = 0, with rate constants, θ1, . . . , θv and initial state
x0.
2. Calculate the hazards hi(xt, θi) for each i = 1, 2, . . . , u according to the current
state of the system, xt.
3. Calculate h0(xt, Θ) =
∑v
i=1 hi(xt, θi). If h0 = 0, set t = Tmax and go to step 8.
4. Simulate the time until the next reaction event as δt ∼ Exp(h0(xt, Θ)).
5. Update the time: t := t+ δt.
6. Simulate the reaction index, j, from i = 1, 2, . . . , v with probabilities hi(xt,θi)
h0(xt,Θ)
.
7. Update the state, xt, according to the reaction index, j,
xt+δt := xt + S
[j],
where S[j] is the jth column of the stoichiometry matrix.
8. Output xt and t.
9. If t < Tmax return to step 2.
details or treat the hazard function as constant over short time intervals, updating
all reactions within the time window before updating the propensity functions, see
the tau–leap algorithm in Gillespie (2001). Caution must be taken if such approxi-
mate algorithms are used. Gillespie (2016) showed that they are not appropriate in
all cases and ensuring that approximations are good over the full parameter space
can be problematic. For a more comprehensive introduction to stochastic kinetic
modelling, see Wilkinson (2011).
2.5 Examples
2.5.1 The Immigration–Death process
The immigration–death (ID) process is one of the most basic stochastic kinetic
models. It provides an excellent basis for investigation into models of this type since
it is one of the few that has an analytic solution. This allows comparison of any
inference schemes that could be applied to a general system with a reference true
solution. The model is described by the following pair of reactions concerning a
single species
R1 : ∅ θ1−→ X1 and R2 : X θ2−→ ∅.
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Figure 2.1: (a) a single realisation using Gillespie’s direct method (Algorithm 1). (b),
median, 50% and 95% point-wise intervals of the true solution of the immigration–death
model. For each the initial marking of the system is x0 = 0 with rate parameters Θ =
(1.0, 0.1).
R1 is the zeroth order immigration event, individuals arrive into the system from
some external source, with associated stochastic rate constant θ1. Likewise R2, a
first order reaction, represents the death of an individual with constant rate θ2. The






Under the assumption of mass action kinetics we can calculate the hazard function
for each reaction,
h1(xt, θ1) = θ1 and h2(xt, θ2) = θ2xt,1. (2.6)
Figure 2.1 (a) shows a single realisation of the immigration–death process using
Gillespie’s direct method (Algorithm 1) with initial state x0 = 0 and reaction rate
parameters Θ = (θ1 = 1.0, θ2 = 0.1). Figure 2.1 shows the median, 50% and 95%
point-wise intervals of the Poisson distribution representing the true solution given
the same initial conditions and rate parameters.
12
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2.5.2 Analytic solution to the immigration death process
Since the immigration death process has reactions that have order zero and one, the
solution to the system is tractable. To simplify notation let px(t) be the probabil-
ity that the population of the system at time t is x with conditional notation on




px(t) = θ1 [px−1(t)− px(t)] + θ2 [(xt + 1)px+1(t)− xtpx(t)]
= θ1px−1(t)− (θ1 + θ2xt)px(t) + θ2(xt + 1)px+1(t), (2.7)
for x = 0, 1, . . ..
At t = 0 the population of the system is x0 hence
px0(0) = 1 and py(0) = 0 for y 6= x0.
Equation 2.7 can be solved using a variety of techniques, one such example being





zxpx(t), |z| ≤ 1 (2.8)











is the nth derivative of the generating function G(·) with respect to z evaluated at
z = 0. It is also useful to note that
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+ θ2(z − 1)∂G
∂z
= θ1(z − 1)G. (2.12)






θ2(z − 1) =
dG
θ1(z − 1)G.




z − 1 ,
which gives solution
C = (z − 1)e−θ2t





















(z − 1)e−θ2t) .
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Using the initial condition, t = 0 and expression 2.10 gives










which on replacing z for (z − 1)e−θ2t gives
G(z; t) =
(




Expression 2.13 then is the probability generating function for the solution to the
immigration death model. It is worth noting that this generating function is the
product of two factors. The first, a generating function of a binomial distribution
with parameters n = x0 and p = e
−θ2t whilst the second is the generating function for
a Poisson distribution with rate λ = θ1(1− eθ2t)/θ2. The two components represent
the number of individuals that were present in the system at time t = 0 which are
still alive at time t, and those that have arrived into the population after t = 0 and
still present at time t.







which is the generating function of a Poisson distribution with rate parameter θ1/θ2.
This limiting distribution is independent of the initial population size x0.
Since we have the PGF of the solution (equation 2.13), we can recover the probability
distribution function. Denote px(t |x0; t0) as the probability that the population is





From equations 2.9 and 2.13 it follows that
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Under initial conditions x0 = 0, that is there are no individuals present within the
system at time t = 0,




I.e the population at time t is distributed as a Poisson random variable with rate
θ1(1 − eθ2t)/θ2. For a more in depth discussion of this derivation see Gillespie
(2003).
Whilst the immigration–death process is a relatively simple model within this frame-
work it does present it’s own challenges when it comes to rate parameter inference.
Since the limiting distribution of the process as t → ∞ is a Poisson distribution
with rate θ1/θ2, that is it is stationary and independent of initial conditions, if one
were to observe only data from the stationary period then it would not be possible
to identify both parameters. In this extreme case only the ratio of the parameters
could be inferred. This means that in the posterior distribution the two rate param-
eters are correlated. The larger the proportion of observed data that comes from
this limiting distribution, alternatively the quicker our observed data appears to be-
come stationary or the longer we observe our time series, the stronger the correlation
structure in the posterior distribution. It should be acknowledged that inference for
highly correlated posterior distributions is challenging.
Simulation of the ID process
The direct method (algorithm 1 can be used to sample exact realisation of any
stochastic kinetic model. However one of the by products of having an analytic
solution for the immigration death process is that we can sample realisations from
it more efficiently. Since the PGF function in equation 2.13 is a product of two
generating function we can use the general result that given random variables X
and Y with associated probability generating functions GX and GY the generating
function of the sum X + Y is
GX+Y = GXGY .
This implies that we can draw samples from px(t |x0, t0) as the sum of a sample
from a binomial distribution with n = x0 and p = e
−θ2(t−t0) and a sample from a
Poisson distribution with rate λ = θ1(1− e−θ2(t−t0))/θ2.
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Figure 2.2: Left, a single realisation, right, median, 50% and 95% intervals of 1000 re-
alisations of the Lotka–Volterra model using Gillespie’s direct method (Algorithm 1).
For each the initial marking of the system is x0 = (50, 100) with rate parameters
Θ = (1.0, 0.005, 0.6).
2.5.3 Lotka–Volterra
The Lotka–Volterra model, developed by Lotka (1925) and Volterra (1926) inde-
pendently is a simple stochastic kinetic model of predator–prey interactions. The
model is characterised by a set of three reactions between two species, X1 and X2,
prey and predators respectively.
R1 : X1 → 2X1
R2 : X1 + X2 → 2X2
R3 : X2 → ∅
Reactions R1, R2 and R3 can be thought of as prey reproduction, predator-prey inter-
action resulting in prey death and predator birth, and predator death respectively.
This is not a true biochemical network, however it is true that X1 and X2 could
equally be thought of as chemical species. Whilst this is a trivial stochastic kinetic
model, it does provide a problem of interest, as it highlights many of the difficul-
ties that arise in more complex systems, demonstrating the sort of auto–regulatory
behaviour that is typical of many other biochemical networks.
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Figure 2.3: Left, a single realisation, right, 100 realisations of the Schlo¨gl using Gillespie’s
direct method (Algorithm 1). For each the initial marking of the system is x0 = (250, 1×
105, 2 × 105) with rate parameters Θ = (3 × 10−7, 1 × 10−4, 0.000773, 3.276). Given this
set of initial conditions the bimodal distribution of the state is clearly visible.
If we now assume that reaction i has stochastic rate constant θi and that the system
evolves as a Markov process with state xt = (x1, x2) = x at time t. Using the law
of mass action kinetics the hazards of each reaction can be derived as:
h1(x, θ1) = θ1x1, h2(x, θ2) = θ2x1x2 and h3(x, θ3) = θ3x2.
Figure 2.2 shows both a single realisation of this model where Θ = (1.0, 0.005, 0.6)
using the Gillespie algorithm, left, and the median, 50% and 95% intervals of a
number of realisations, right. Unlike the immigration–process there is no analytically
tractable solution for the system dynamics so simulation is necessary to acquire
samples.
2.5.4 Schlo¨gl system
The Schlo¨gl model (Schlo¨gl, 1972) is a well known test case in the stochastic kinetics
literature, known for the fact that it exhibits bimodal stability in the states for
certain regions of parameter space. The set of reactions that make up the system
18
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are
R1 : 2X1 + X2 → 3X1
R2 : 3X1 → 2X1 + X2
R3 : X3 → X1
R4 : X1 → X3.
(2.17)
As with the other models considered we can characterise the reaction network via
the stoichiometry matrix
S =
 1 −1 1 −1−1 1 0 0













A single draw over a 30 unit time course using Gillespie’s direct method is shown
in figure 2.3(left). Figure 2.3(right) shows 100 such draws, highlighting the bimodal
stability in the evolution of the state of the system given x0 = (250, 1×105, 2×105)
with rate parameters Θ = (3 × 10−7, 1 × 10−4, 0.000773, 3.276). The system also
demonstrates that a deterministic solution is clearly inappropriate since the solution
to an ordinary differential equation is unable to capture multiple modes
As is the case with the Lotka–Volterra model introduced in section 2.5.3 the model
has no analytic solution, hence model simulation is necessary to proceed with infer-
ence.
In order to be able to perform analysis on a biochemical network model it is necessary
to obtain each of the parameters (typically reaction rates) for the network (Kitano
et al., 2001). The problem of interest here then is the inference of the systems
parameters given the observation of some time course data, a process sometimes
known as reverse engineering (Bower & Bolouri, 2004). Due to the fact that the
chemical master equation, and hence the likelihood function, is tractable for only a
handful of simple models inference for models of this type presents a difficult and
interesting problem.
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Monte Carlo methods aim to approximate analytically intractable integrals. Con-
sider a random variable Θ = (θ1, . . . θp) with density pi(Θ) and suppose that we are
interested in evaluating the expectation of some function of the random variable,





which could well be intractable. A Monte Carlo method attempts to provide an
approximation to such an integral by using a sample
{Θ(1), . . . , Θ(n)}
from the distribution pi(Θ) in order to estimate E(g(Θ)). Usually this is done by
replacing the integral in 3.1 with the sample mean,
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Algorithm 2 Envelope method rejection sampler
Say we wish to draw N samples {Θ(1), Θ(2), . . . Θ(N)} such that Θ(i) ∼ pi(Θ)∀ i.
1. Initialise with i = 1.
2. Draw Θ∗ ∼ q(Θ) and u ∼ U(0, Cq(Θ∗)).
3. If u < pi(Θ∗) set Θ(i) = Θ∗ else return to 2.
4. If i < N set i := i+ 1 and return to 2.
As n → ∞, gˆ(Θ) → g(Θ) by the law of large numbers and so the estimator is
consistent. We can also use this sample to estimate the distribution function of Θ.
Replacing g(Θ) in equation 3.2 with IA(Θ) where IA(Θ), for any subset A, is the
indicator function taking the value 1 if Θ ∈ A and 0 otherwise gives E(IA(Θ)) which
is an estimate of P (Θ ∈ A).
3.1 Bayes theorem
Bayes theorem (equation 3.4) describes the probability of an event conditional on
knowledge of some other conditions related to that event.
pi(A |B) = pi(B |A)pi(A)
pi(B)
(3.4)
It is often used within the Bayesian inference framework, introduced in chapter 4,
that allows additional evidence to be used to supplement prior beliefs. We introduce
Bayes theorem here as it provides the basis for some of the Monte Carlo techniques
described in this chapter.
3.2 Rejection sampling
A rejection sampler is a simple method by which we can sample from some target
distribution. Suppose interest lies in some arbitrary distribution pi(Θ) that is difficult
to sample from. Further, let there be some proposal distribution q(Θ) from which we
can easily draw samples where the support of pi(·) is contained within the support of
q(·). Given C such that Cq(Θ) > pi(Θ), ∀Θ we can draw samples from pi(Θ) using
proposals from q(Θ) that we keep with probability pi(Θ)/Cq(Θ).
22
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Algorithm 2 gives a formal description of this rejection sampler, often called the
envelope method, that could be used to generate samples Θ(i) ∼ pi(Θ). Whilst this
is guaranteed to give samples from the desired distribution, in practice performance
is dictated by how close Cq(Θ), often referred to as the envelope function, is to pi(Θ),
across the support of the target distribution. In fact the acceptance probability can
be computed directly as
P (U < pi(Θ)) =
∫
Θ

















Rejection sampling can be used to sample from the area under any curve, regardless
of whether or not its area integrates to 1. Scaling by a constant has no effect on the
sampled coordinates and hence can be used when a distribution is known only up
to a normalising constant.
3.3 Importance sampling
Importance sampling is a technique that allows us to calculate the expectation of a
function, say E(g(Θ)), with respect to a distribution pi(Θ), using samples from some
other distribution. We begin with a suitable proposal distribution q(Θ) from which
samples are easily obtained. Suitable here also implies that the support of q(·) must
contain the support of pi(·). Then, given a sample of N points, {Θ(1), . . . , Θ(N)} ∼




, 1, . . . , N. (3.5)
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and as N → ∞, gˆ(Θ) → E(g(Θ)), the estimator converges by the law of large
numbers.
If g(Θ) is the identity, then a sample {Θ(1), . . . , Θ(S)} sampled with probabilities




, 1, . . . N, (3.8)
has approximate distribution pi(Θ). It is easy to see that we need only know pi(·)
up to a normalising constant, since this drops out of the normalised importance
weights. This second sampling step is typically called re-sampling. The sampling
importance re-sampling (SIR) technique was initially proposed by Rubin (1987)
before being refined in Rubin et al. (1988). Provided the number of proposals, N , is
sufficiently large, the sample of S points will be a reasonable approximation to pi(Θ).
Performance here depends on the proposal distribution q(·). If q(·) is too dissimilar
to pi(·) then it is likely that only a few points will have non-negligible weight. An
optimal proposal would be q(·) = pi(·) but obviously this is not possible as if we had
access to pi(·) we could have just sampled from it directly.
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3.4 Sequential Monte Carlo
Sequential Monte Carlo methods are a class of algorithms that provide provide
weighted samples from a sequence of distributions, typically using importance sam-
pling and re-sampling techniques. The approach was first established in the context
of state space models with the aim of finding a solution to what is known as the
filtering problem and takes the name particle filter.
3.4.1 The particle filter
The particle filter is a specific type of sequential Monte Carlo scheme, first developed
by Gordon et al. (1993), applicable for hidden Markov or state space models where
interest lies in the distribution of an unobserved or latent state at some discrete time,
xt, of a Markov process given noisy observations of that process y1:t, pi(xt |y1:t),
where each observation is such that there exists some observation density pi(yt |xt).
The particle filter is a generalisation of the Kalman filter, (Kalman, 1960), allowing
a solution to the filtering problem for non–linear dynamics.
First suppose that at a given time t that the distribution pi(xt−1 |y1:t−1) is available.







pi(xt |xt−1)pi(xt−1 |y1:t−1)dxt−1. (3.9)
Here, one makes use of the fact that pi(xt |xt−1,y1:t−1) = pi(xt |xt−1) since the model
governing the evolution of the latent state of the system is a Markov process. As the
new observation, yt, becomes available then this prior can be updated using Bayes
theorem
pi(xt |y1:t) = pi(yt |xt)pi(xt |y1:t−1)
pi(yt |y1:t−1) . (3.10)
Equations 3.9 and 3.10 form a recurrence relation that gives the exact solution to
the filtering problem. This recursive propagation of the posterior distribution is
rarely available analytically in practice, this is certainly the case for the majority of
stochastic kinetic models like those introduced in chapter 2, and hence the solution
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is approximated through use of importance sampling techniques.
Suppose then that instead of having access at time point t to the density pi(xt−1 |y1:t−1)









1, . . . , N representing a discrete approximation to pi(xt−1 |y1:t−1). If interest lies
in pi(xt |y1:t), that is the updated posterior distribution for the state in light of the
new observation, one could create a proposal distribution for an importance sampler
of the form
q(xt |y1:t) = q(xt |xt−1,y1:t)q(xt−1 |y1:t−1). (3.11)
That is we could obtain samples x
(j)
t ∼ q(xt |y1:t) by taking existing samples
from distribution q(xt−1 |y1:t−1), and augmenting them with the new state x(j)t ∼
q(xt |xt−1,y1:t). It is convenient to choose q(xt |xt−1,y1:t) = pi(xt |xt−1) since we
can then augment our samples x
(j)
t−1 ∼ q(xt−1 |y1:t−1) by advancing the state of the
system according to the model pi(xt |xt−1).































t−1pi(yt |x(j)t ). (3.13)
The full bootstrap particle filtering algorithm is described in Algorithm 3. At







pi(xt−1 |yt−1) to obtain an equally weighted sample. In practice this is performed by
sampling indicies of particles within the weighted sample, with probabilities equiva-
lent to the normalised weights. Note that throughout this thesis, implementations of
the bootstrap particle filter perform the resampling step at every population. This
is to tackle something known as the degeneracy problem, the phenomenon that if
we were to run a sequential importance sampler, after a few iterations, all but very
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Algorithm 3 Bootstrap Particle Filter
1. Initialise with a sample x
(i)
0 ∼ pi(x0), i = 1, . . . , N with weights w˜(i)0 = 1/N .
2. At time t− 1 we have the weighted sample {x(i)t−1, w(i)t−1} from pi(xt−1 |y1:t−1).
3. Re-sample, generating an equally weighted sample {x˜(i)t−1}.
4. Forward simulate each particle using the model to obtain samples xt ∼
pi(xt | x˜t−1).
5. Weight each particle w
(i)











6. Set t := t+ 1 and return to 2.
few particles will have negligible weight. Doucet (1998) showed that it is impossi-
ble to avoid the degeneracy problem since the variance of the importance weights
can only increase over time. If few particles have non–negligible weight, this implies
that we are wasting computational effort updating a large number of particles whose
contribution to the approximation of pi(xt |y1:t) is very small.
A measure of degeneracy in a sequential Monte Carlo sampler is effective sample
size, NESS, see for example Liu & Chen (1998) for an introduction. Effective sample
size is a concept used for a collection of samples from a distribution which are
correlated or weighted. It describes the equivalent number of independent samples
which would represent the same amount of information contained within the data.





















NˆESS << N implies degeneracy. One approach to reduce the effects of degeneracy
is to use resampling. The basic idea being that sampling {xt, wt} with replace-
ment will concentrate on particles with larger weights, eliminating those with very
small weights. The resultant sample is an i.i.d sample from the discrete density
approximation and hence all weights are reset to w
(i)
t = 1/N .
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It is important to make a distinction between the particle filter and the generic se-
quential Monte Carlo sampler as each will be exploited for the purpose of inference
for rate parameters in stochastic kinetic models in subsequent chapters. The boot-
strap particle filter relies on the increasing dimension of the latent state making it
a natural fit to state space models like those introduced in chapter 2 because of the
underlying Markov property. The general sequential sampler does not impose such
a restriction and can be used to sample from an arbitrary sequence of distributions.
For a more comprehensive introduction to sequential Monte Carlo techniques for
state space models see Doucet et al. (2001a).
3.4.2 General SMC sampler
Liu & Chen (1998) showed the sequential Monte Carlo techniques were applicable
in a much wider range of problems than state space models, to any sequence of
distributions of increasing dimension. The theory was then developed further by
Del Moral et al. (2006) who made clever use of forward and backward Markov kernels
to allow a SMC scheme to target an arbitrary sequence of distributions.
The more general scheme, described in algorithm 4, propagates samples from pit−1(Θ)
through some forward kernel K(Θt |Θt−1). This defines a joint density for the pro-
posal q(Θt−1, Θt) = pit−1(Θt−1)K(Θt |Θt−1). A joint target pi(Θt−1, Θt) of the form
pit(Θt)L(Θt−1 |Θt) where L(· | ·) is commonly referred to as a backward kernel, will
admit the correct marginal for the target, pit(Θ). In practice this backward kernel
is entirely arbitrary since it is not needed for simulation throughout the procedure
however it does have influence on the efficiency of the sampler due to its appearance
in the importance weights
w(Θt−1, Θt) =
pit(Θt)L(Θt−1 |Θt)
pit−1(Θ)K(Θt |Θt−1) . (3.15)
Del Moral et al. (2006) showed that an optimal choice for L(· | ·) is
Lopt(Θt−1 |Θt) = pit−1(Θ)K(Θt |Θt−1)∫
pit−1(Θ)K(Θt |Θt−1)dΘt−1 . (3.16)
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Algorithm 4 The generic SMC algorithm
1. Initialise at time t = 0, particle i = 1.
2. Sample Θit ∼ pit(·).








5. If the population indicator i < N set i := i+ 1 and return to 2.
6. Re-sample {Θit, wit} to obtain {Θ¯it, 1N }.
7. if t < Tmax set t := t+ 1, i = 1 and return to 2.







It is of note that the integral in the denominator of equation 3.17 will often be









The scheme as described in algorithm 4 is a construction for an essentially arbitrary
sequence of distributions extending the particle filter, developed by Gordon et al.
(1993).
3.5 Markov chain Monte Carlo (MCMC)
Markov Chain Monte Carlo techniques aim to draw samples from some target distri-
bution pi(·) by simulating from a carefully constructed Markov chain, whose station-
ary distribution is the desired target pi(·). The idea being that once the chain has
converged to its stationary distribution, then simulated values will represent samples
from the distribution of interest. If the target distribution were multi-dimensional,
then our samples will actually represent the appropriate marginal distributions of
interest.
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3.5.1 Detailed Balance
Consider a discrete time Markov chain {Θ(t), t = 1, 2, . . .} in a continuous state space
S ⊆ Rp with transition kernel P (Θ(t+1) ∈ A |Θ(t) = x) = Pt(x,A). Let pt(x, y) be
the transition density from state x to state y at time t.
Note that a transition kernel is said to be homogeneous if pt(x, y) = p(x, y), that is
the transition density has no dependence on t.
Consider that if Θ(0, Θ(2), . . . , Θ(N) is a Markov chain, that the reversal of this se-
quence of states Θ(N), . . . , Θ(0) is also a Markov chain, see for example Ross (1983).
Let p∗t (x, y) be the transition kernel for the reversed chain. If
p∗t (x, y) = p(x, y)
then the chain is said to be reversible and we have
pi(x)p(x, y) = pi(y)p(y, x), (3.18)
the detailed balance equations.
This condition leads to the following result by integrating both sides with respect
to x.
Definition 1. A distribution pi(·) is a stationary distribution of a Markov chain





Essentially this result informs us that once a chain has converged to its stationary
distribution, it will remain in that distribution for all time after. See Gamerman
(1997) for a rigorous discussion of Markov chain Monte Carlo techniques. Hence if
a Markov chain can be constructed for a desired target pi(Θ) such that we satisfy
detailed balance, then pi(Θ) is a stationary distribution of the chain and, on conver-
gence, each value simulated from the Markov chain is a sample from the distribution
of interest.
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Algorithm 5 Metropolis-Hastings Algorithm
1. Initialise with iteration counter i = 1 and Θ(0).
2. Propose a value Θ∗ ∼ q(· |Θ(i−1)).
3. Evaluate the acceptance probability, min{1, α(Θ∗ |Θ(i−1))} where






4. Set Θ(i) =
{
Θ∗ with probability min{1, α(Θ∗ |Θ(i−1))}
Θ(i−1) otherwise
5. Set the iteration counter i := i+ 1 and return to step 2.
3.5.2 Metropolis-Hastings (MH)
The Metropolis-Hastings algorithm is an algorithm used to construct Markov chains
with stationary distribution pi(·). This scheme was first proposed in Metropolis et al.
(1953) and later adapted and generalized by Hastings (1970).
Say we wish to implement such a scheme to target a distribution pi(Θ). We can
implement the algorithm by constructing a proposal distribution, q(· |Θ), that is
easy to sample from. The scheme then follows the form in Algorithm 5.
The choice of the proposal distribution, q(Θ∗ |Θ), will strongly influence the perfor-
mance of the algorithm. Often the proposal takes one of two forms, an independence
proposal, or a local random walk. Since the target appears in both the numerator
and denominator of the acceptance ratio, it is possible to sample from a distribution
known only up to a normalising constant, since this cancels in α(·, ·).
Independence Proposal
An independence proposal, rather intuitively, returns proposed values that are in-
dependent of the current value,
q(Θ∗ |Θ) = f(Θ∗).
When being used to integrate, say, a posterior in the Bayesian framework, this could
typically be proposed values from the prior density for example. In such a proposal
the acceptance probability α(Θ∗ |Θ) will be governed by how similar the proposal
f(·) is to the target pi(·).
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Random Walk
A common choice for proposal in these algorithms is of the form of a local random
walk. Here the next value is proposed conditional on the current state of the chain.
Typically this is in the form of either a uniform distribution
q(θ∗i | θi) ∼ U(θi − σi, θi + σi),
with σi treated as some tuning parameter to determine how far we can move, or a
Gaussian distribution
q(Θ∗ |Θ) ∼ N (Θ,Σ)
with covariance matrix Σ taking the role of the tuning parameter. Too large an
innovation will result in a poorly mixing chain where few of the proposals will be
accepted. Too small a move and nearly everything will be accepted, however the
exploration of the parameter space will be slow and the chain will experience high
auto-correlation. Clearly some trade off has to be made here and Roberts et al.
(1997) show that an acceptance rate of α(Θ∗ |Θ) ≈ 0.234 is optimal under fairly
general conditions.
3.5.3 MCMC Analysis
We only obtain samples from the target distribution pi(·) in the limit as the number
of iterations tends to infinity. However, in practice, we assume that a simulated
value at a suitable large iteration is drawn from pi(·). There are a number of key
issues which need to be considered when using MCMC methods regarding accuracy
and efficiency.
Burn-in Period
By construction, as the number of iterations increases, the distribution of the simu-
lated sample approaches the stationary target of interest pi(·). After we are deemed
to have reached convergence, then all such simulated values have this desired distri-
bution. However, it is necessary to consider that convergence will not be immediate.
Usually we would use the scheme to generate a sequence of samples, and then using
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some diagnostic checks, determine what is known as a burn-in period, the approx-
imate number of iterations required to achieve convergence. We then discard these
initial samples on the basis that all subsequent samples are being drawn from the
stationary distribution. Convergence diagnostics for MCMC sampling have been
suggested by Heidelberger & Welch (1983); Gelfand & Smith (1990); Gelman (1996);
Raftery & Lewis (1996).
Thinning a Chain
Having achieved convergence, it is likely that consecutive simulated values are sig-
nificantly correlated with one another (auto-correlation). In order that we simulate
approximately independent and identically distributed random samples from the tar-
get distribution pi(·) it is necessary to thin the sample. Auto-correlation plots can be
used as a diagnostic tool for determining the level of auto-correlation experienced by
the chain (influenced by the proposal distribution q(·, ·)). Having found this value,
n say, we could thin our sample by taking only every nth simulated value.
Monte Carlo methods have become of paramount importance for inference within
the Bayesian framework as they form the basis for many schemes for sampling from
otherwise problematic posterior distributions.
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Inferential statistics within the Bayesian framework is typically driven by interest
in some posterior distribution pi(Θ |Y). That is the distribution of some variables
of interest Θ, given the data observations Y. Bayes theorem tells us that
pi(Θ |Y) = pi(Y |Θ)pi(Θ)
pi(Y)
where pi(Θ) is the prior distribution, capturing any information or beliefs we might
hold on the parameters of interest before the incorporation of information from ob-
servations, on Θ and pi(Y |Θ) is the likelihood function, the probability of observing
data Y given parameters Θ. Given a prior distribution and a likelihood function,
using Bayes theorem, both pieces of information are used to obtain the posterior





is a normalising constant that is not a function of the parameters Θ. Hence the
posterior distribution is often written as proportional to the product of likelihood
and prior densities,
pi(Θ |Y) ∝ pi(Y |Θ)pi(Θ).
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If no analytic form for the posterior distribution is available, we can draw samples
from the posterior distribution via some Monte Carlo method such as those described
in chapter 3 where the posterior pi(Y |Θ) takes on the role of the target distribution
to be sampled from. Note that for each of the Monte Carlo sampling methods
introduced in chapter 3 the target from which we wish to sample need only be
known up to a normalising constant. Therefore the ability to sample from any
given posterior distribution relies on the ability to evaluate the density of the prior
distribution and the likelihood function at proposed values of Θ.
Consider parameter inference for a stochastic kinetic model. As noted at the end
of chapter 2 there exists only a handful of reaction systems for which the chemical
master equation yields an analytical solution. This in turn means that for more
complex systems it is not possible to directly evaluate a likelihood function. Hence
traditional Bayesian techniques fall short in this context. Inference for rate param-
eters in this scenario relies on techniques developed for situations where we can
not compute the likelihood directly, other wise known as likelihood-free inference
methods.
It should be noted that if one were to observe every reaction that took place in the
system during our observation time, where (ti, νi) represent the time and type of















In this complete-data scenario, the integral here is a finite sum and the likelihood
is tractable, irrespective of the complexity of the reaction network. However in
practice we would never observe the full trajectory of the species.
4.2 Likelihood free Bayesian inference techniques
When the likelihood function for a model is unavailable, whether that is due to
analytic intractability or computational infeasibility, we need consider methods for
inference that do not rely on its direct evaluation. Likelihood free techniques rely
heavily on the ability to draw realisations from the model Y∗ ∼ pi(Y |Θ). Such
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techniques work by augmenting the target posterior distribution
piLF (Θ,Y
∗ |Y) ∝ pi(Y |Y∗, Θ)pi(Y∗ |Θ)pi(Θ)
with simulated data Y∗.
Note that when Y∗ = Y then piLF (Θ,Y |Y) ∝ pi(Y |Θ)pi(Θ) and hence samples are
drawn from the posterior target exactly. The aim is to marginalise out the simulated
data Y∗,
piLF (Θ |Y) ∝ pi(Θ)
∫
Y∗
pi(Y |Y∗, Θ)pi(Y∗ |Θ)dY∗.
The marginal posterior distribution, piLF (Θ |Y) estimates the actual posterior dis-
tribution, pi(Θ |Y). Choice comes over the specification of pi(Y |Y∗, Θ). Ideally we
want to choose this function such that it takes larger values when Y∗ and Y are
similar.
This section introduces some of the methods that are available in this scenario.
4.2.1 Approximate Bayesian computation (ABC)
Approximate Bayesian computation techniques have increased in popularity in re-
cent years due to their applicability to inference for problems in which the like-
lihood function pi(Y |Θ) is unavailable. Rather than evaluation of the likelihood
these methods rely on our ability to be able to simulate from a model given some
parameters and all ABC methods follow a common procedure. First we generate
a candidate parameter vector, Θ∗, via some proposal mechanism q(·). Conditional
on this we simulate some synthetic data, Y∗ ∼ pi(· |Θ∗) and we keep our proposed
parameters if this synthetic data is deemed to be “close enough” to our observed
data. In ABC, in order to decide how similar Y and Y∗ are we choose some function
of the distance between them,






where K is some kernel density with scale parameter .
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Algorithm 6 ABC rejection sampler
1. Sample Θ∗ ∼ pi(Θ).
2. Simulate a dataset, Y∗ ∼ pi(·|Θ∗).
3. If ρ(Y,Y∗) ≤ , accept Θ∗.
4. Return to 1.
A common choice is the uniform kernel, see for example Marjoram et al. (2003),
pi(Y |Y∗, Θ) ∝
1 if ρ(Y,Y∗) ≤ ,0 otherwise. (4.1)
Hence closeness here is typically measured by some metric on the candidate and
observed datasets, ρ(Y,Y∗), falling below some predefined tolerance, .
The idea of using simulation for inference in situations where the likelihood function
is intractable was first proposed in Diggle & Gratton (1984) with modifications by
Tavare et al. (1997). The algorithm proposed replaced the full data with a summary
statistic s and accepted proposed parameter values with probability proportional
to P (S = s|Θ∗). Although useful, the approach was limited to use in relatively
simple settings where P (S = s|Θ) can easily be computed and maximised over
Θ. Fu & Li (1997) generalised this by replacing the computation of P (S = s|Θ)
with a simulation step. This was the now commonly recognised “simulate from the
model” step. This algorithm, proposed in the context of population genetics, require
that simulated data be equivalent to observed data. Ideally, given a collection of
parameter vectors, Θ, we would keep all vectors that gave rise to simulated data
which is equivalent to our observed data set. In practice however, the probability
that a candidate data set Y∗ = Y, is almost 0. This led to the extension in Weiss &
von Haeseler (1998) of introducing a tolerance  and accepting when ρ(Y,Y∗) ≤ . A
similar rejection sampling method was adopted by Pritchard et al. (1999) but with
simulation of parameters from the prior. This led to the ABC rejection sampler
algorithm as defined in algorithm 6 although the term ABC wasn’t coined until
2002, (Beaumont et al., 2002). Hence the posterior distribution is approximated
with a collection of parameter vectors that yield data simulation close to that which
we have observed, formally pi(Θ | ρ(Y,Y∗) ≤ ).
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4.2.2 The role of summary statistics in ABC
Summary statistics have played a crucial role in the formation of ABC algorithms
since the first such algorithm proposed by Tavare et al. (1997). As the dimension of
the data increases the probability of generating a synthetic data set, Y∗, that has
a small distance to Y reduces dramatically. The result is that given a fixed value
 the acceptance rates of the rejection sampler become intolerably small. This in
turn diminishes the computational efficiency of the sampler. A common approach
to reduce the effect of this issue is to replace Y with a set of lower dimensional
summary statistics. The acceptance step in algorithm 6 is then replaced with
ρ(S(Y), S(Y∗)) ≤ .
If the chosen set of summary statistics are sufficient with respect to Θ, then there is
no loss of information and the increase in efficiency does not introduce any error. In
this scenario, as → 0 then the resultant ABC posterior tends to the true posterior
of interest, pi(Θ | ρ(S(Y), S(Y∗)) ≤ )→ pi(Θ |Y).
For most problems, there does not exist a set of sufficient statistics hence summary
statistics are chosen in such a way that it is hoped they capture the important
features of the data. By utilising a set of non–sufficient statistics we introduce a
further layer of approximation due to the information loss in summarising the data
in such a way.
ABC methods can be limited by the availability of informative summary statistics
for any parameter as discussed in Hey & Machado (2003). A fairly intuitive solution
to the lack of informative statistics is to increase the number of statistics used in the
construction of the metric function, thereby increasing the amount of information
available to determine acceptance. However, increasing the number of summary
statistics can lead to poorer inference, Beaumont et al. (2002), and certainly causes
issues when deciding a sensible metric. Further discussion can be found in Csille´ry
et al. (2010) and Blum et al. (2013).
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Algorithm 7 ABC MCMC
1. Initialise Θ0.
2. Propose Θ∗ according to some proposal kernel, q(Θ∗ |Θi).
3. Simulate a dataset, Y∗ ∼ pi(· |Θ∗).
4. If ρ(S(Y), S(Y∗)) ≤  go to 5, otherwise set Θi+1 = Θi and go to 6.








and Θi+1 = Θi with probability 1− α.
6. Set i = i+ 1, and go to 2.
4.2.3 ABC MCMC
One of the issues with the simple rejection sampler algorithm discussed in the pre-
vious section is the uninformed exploration of the parameter space. It is possible
to use a rejection sampler within an MCMC sampler to create a Markov chain with
stationary distribution pi(Θ|ρ(S(Y), S(Y∗)) ≤ ). Such an approach is defined in
algorithm 7. We can then use the last accepted parameter values as the basis for
the next proposal using an appropriate random walk kernel.
The ABC MCMC was initially developed by Marjoram et al. (2003) who also show
that the chain does in fact yield the targeted approximate posterior distribution
pi(Θ|ρ(S(Y), S(Y∗)) ≤ )
Whilst in theory the chain will converge, in practice it is important to consider
initialisation of the chain. A random sample from an uninformative prior may lead
to a poor initial choice of Θ0 that has negligible posterior density. If this is the case
then it is likely that neighbouring parameter values proposed under the random
walk scheme will also have low density and hence the algorithm has a tendency
to stick at the initial value. This is due to step 4 where parameter values of low
posterior density are unlikely to yield metric values which are below the defined
tolerance. It is possible to set up the chain such that the acceptance probability
α(Θ∗|Θ) = 1 by using a symmetric proposal distribution and a uniform prior. In
doing so the chain moves only according to whether we simulate data within the
tolerance. The advantage of this scheme over the simple rejection sampler is that we
are no longer blindly proposing values from the prior distribution pi(Θ). Once the
chain has converged it is possible to obtain a larger approximate posterior sample
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Algorithm 8 ABC SMC (Toni et al., 2009)
1. Initialise 0 > 0 and set the population indicator, t = 0.
2. Set particle indicator, i = 1.
3. If t = 0, sample θ∗∗ ∼ pi(θ)
Else sample θ∗ from the previous population {θ(i)t−1} with weights wt−1 and
perturb to obtain θ∗∗ ∼ Kt(θ|θ∗)
If pi(θ∗∗) = 0, return to 3.
Simulate a candidate dataset Y∗ ∼ pi(Y|θ∗∗).
If δ∗t = ρ(Y,Y




∗∗, δ(i)t = δ
∗




















, if t > 0
}
.
If i < N , set i = i+ 1 and go to 3.









, and select t+1 as the α%–ile of the
collection of distances, δ
(i)
t for some chosen 0 < α < 100.
6. If t < T , set t = t+ 1 and go to 2.
more efficiently than with the rejection only based approach. However the chain is
sensitive to a poor initialisation.
4.2.4 ABC SMC
A sequential approach to ABC based on importance sampling was described in Toni
et al. (2009). The scheme follows the prescription in algorithm 4 where the sequence
of bridging distributions, denoted pi1(·), . . . , piT (·), are ABC posterior distributions
based on a decreasing sequence of tolerances 1 > 2 > . . . > T . By starting
with a relatively large tolerance and decreasing, the aim of scheme is to increase
acceptance rates of the rejection sampler at the smallest tolerance by gradually
moving the distribution toward the desired posterior. The algorithm is described in
algorithm 8.
It is of note that a similar idea was proposed in Sisson et al. (2007) however the
re-weighting step was incorrect resulting in bias. This was acknowledged by the au-
thors and later corrected. The scheme was also proposed by Beaumont et al. (2009)
independently. The efficiency of the scheme is dependent on the choice of propaga-
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tion kernel Kt(·) and the sequence of tolerances 1 > 2 > . . . > T in addition to
the choice of summary statistics and metric as in other ABC variants.
Optimality of proposal kernel Kt(·)
An optimal choice of proposal kernel was the subject of Filippi et al. (2013) where
optimal criteria were determined to be jointly minimising the Kullback–Leibler di-
vergence between successive distributions and the average acceptance rates. They
showed that for a component-wise Gaussian kernel, the optimal choice of parameter

















Here wt−1 are the weights that have been calculated at step 5 of algorithm 8, Θ are
the N1 accepted parameters that make up the sample from pit−1(Θ), Θ˜ are the N2
parameters for which the the calculated distance δ∗t−1 < t and w˜t−1 are the weights of
those particles re–normalised such that
∑
w˜t−1 = 1. This work was an extension of
that found in Beaumont et al. (2009) that suggested an adaptive Gaussian proposal
kernel whose variance is equivalent to twice the empirical variance of the samples
Θt−1 ∼ pit−1(Θ). This was acknowledged by the authors (Filippi et al., 2013) as
a special case of equation 4.2 if one considers t = t−1. This reliance on previous
samples for the improvement of proposals is legitimate from an importance sampling
perspective as discussed by Douc et al. (2007).
Choosing a sequence of tolerances
Construction of a sequence of tolerances 1 > 2 > . . . > T has been the focus
of research due to its effect on the overall efficiency of the scheme. A sequence of
tolerances that decreases slowly will be expected to have high acceptance rates, the
target being close to the proposals, however convergence to the posterior distribution
will be slow. Alternatively a tolerance that decreases rapidly will encourage large
movement from proposal to target, increasing the rate of convergence to the posterior
at the expense of decreased acceptance rates of the sampler. Early implementations
of the scheme used a geometric rate of decline for the sequence of tolerances as in
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Beaumont et al. (2009). Later schemes favour an adaptive choice for the sequence,
calculated online. Drovandi & Pettitt (2011) propose a choosing t based on the
distribution of distances at iteration t− 1 of the algorithm. Specifically they choose
the α percentile of the distances, leaving α as a tuning parameter. Whilst this
has been shown to work well Silk et al. (2013) state that care must be taken as
convergence is not guaranteed under the scheme in all cases. They show that for
some values of α, typically one that yields a decrease in tolerance which is too fast,
can cause the approximation to get stuck in a local optimum.
4.3 Particle MCMC (pMCMC)
4.3.1 Pseudo–marginal MCMC
Suppose interest lies in the posterior distribution pi(Θ |Y∗) and that we wish to
construct a Metropolis Hastings scheme in order to sample from it. If the like-
lihood term, pi(Y |Θ), is unavailable it is intuitive that if we could obtain some
estimate of this quantity, pˆi(Y |Θ), we could plug this into the acceptance ratio
in place of the likelihood. Under fairly mild conditions, that the estimate is un-
biased, E(pˆi(Y |Θ)) = pi(Y |Θ), the stationary distribution of the MCMC scheme
is the exact solution that would have been obtained if the likelihood function was
readily available despite the fact that a Monte Carlo estimate has been used in the
calculation of the acceptance ratio, see for example Beaumont (2003) for further
discussion.




pi(Y |Y∗, Θ)pi(Y∗ |Θ)dY∗, (4.3)
the marginal likelihood on integrating out any latent variables in the problem. Pro-
vided that we can evaluate pi(Y |Y∗, Θ) and sample Y∗ ∼ pi(Y∗ |Θ) then there
is a simple Monte Carlo approach to the estimation of pi(Y |Θ). That is simulate
Y∗1, . . . ,Y
∗
N ∼ pi(Y∗ |Θ) and then




pi(Y |Y∗i , Θ).
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By equation 3.3, pˆi(Y |Θ) is unbiased and consistent, hence we can use this estimator
in place of pi(Y |Θ) in an MCMC scheme and maintain the exact target.
Similarly imagine that it is not possible to directly sample pi(Y∗ |Θ) but can in-
stead draw from some alternative distribution q(Y∗ |Θ). Then by our knowledge
of importance sampling, introduced in section 3.3, we could obtain an importance








So we can, given samples Y∗1, . . . ,Y
∗
N from q(Y
∗ |Θ), construct the estimate









are the importance weights. This estimator is also unbiased, see equation 3.7.
This idea was the subject of Andrieu & Roberts (2009) and is in fact a special
case of the more general particle marginal Metropolis Hastings (PMMH) that was
the subject of Andrieu et al. (2010). They suggest the use of a sequential Monte
Carlo sampler, namely the bootstrap particle filter, as an estimator for pi(Y |Θ).
Marjoram et al. (2003) are credited with development of the first likelihood free
MCMC scheme. In their algorithm the rejection step can be considered as a Monte
Carlo estimate, based on a sample size of 1. Andrieu & Roberts (2009) showed
that more generally Monte Carlo estimates based on any sample size can be used
in the accept-reject step of a Metropolis Hastings algorithm. Provided that the
expectation of the Monte Carlo estimate corresponds to the true likelihood the
MCMC scheme will converge to the true posterior distribution irrespective of any
sampling error. A pseudo-marginal MCMC scheme targeting pi(Θ |Y) is described
in Algorithm 9.
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Algorithm 9 Pseudo–marginal MCMC
1. Initialise iteration counter i = 1 and Θ(0).
2. Propose a value Θ∗ ∼ q(· |Θ(i−1)).













4. where pˆi(Y | ·) is an unbiased estimate from a Monte Carlo estimator of pi(Y | ·).
5. Set Θ(i) =
{





6. Set the iteration counter i := i+ 1 and return to step 2.
4.3.2 Bootstrap particle filter
When implementing particle MCMC we require some method by which to estimate
pi(Y |Θ). Within the context of state space models, like those discussed in chapter 2
this is easy via a bootstrap particle filter, (Doucet et al., 2001b), see section 3.4.1,
page 25, for an introduction to the bootstrap particle filter. The bootstrap particle
filter is a sequential importance re–sampling scheme that relies on some measurement
error distribution. That is there is some distribution for the observed data Y,
conditional on the unobserved state of the system x, pi(Y |x).
As with other MCMC type algorithms, efficiency of the sampler is dependent on the
variance of the random walk proposal. In traditional likelihood based MCMC sam-
pling, Roberts & Rosenthal (2001) showed that the optimal scaling for a Gaussian





where Σ is the covariance of the posterior distribution and d is the number of
parameters to be estimated. They also show that an optimal acceptance rate for
proposed parameters is approximately 23.4%. Sherlock et al. (2015) showed however
that in the context of a pseudo–marginal MCMC scheme that the optimal scaling
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Figure 4.1: Diagnostic plots for pseudo–marginal MCMC using a bootstrap particle filter.
The three chains represent differing numbers of particles being used for estimation of
likelihood.
as the best variance matrix for the kernel, where γ is an additional multiplicative
factor representing the roughness of the target with a value of γ = 1 being the case
for a Gaussian target distribution. The difference between the optimal variance for
a pseudo–marginal scheme with that for the traditional MCMC is attributed to the
cost in estimation of the likelihood term. In addition the authors show that the
optimal acceptance rate is much lower, 7% rather than 23.4%.
Since we are estimating the likelihood using a set of N particles, this is an additional
tuning parameter that has bearing on the performance of the algorithm. The effect
of the number, N , of particles used in the bootstrap filter on the resultant MCMC
sampler will be explored in the following section.
4.3.3 Tuning the bootstrap particle filter
Since we are using the bootstrap particle filter for the estimation of likelihood,
the number of particles used will have a bearing on the overall efficiency of the
final MCMC sampler. A bootstrap particle filter that uses a very large number
of particles will result in estimates of likelihood with small variability, but at a
high computational cost. Since the bootstrap particle filter has to be run at every
iteration of the MCMC sampler, this increased computational burden results in
drastically increased overall runtime. In turn a small number of particles used to
estimate the likelihood will yield a smaller computation time for each iteration,
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but at the expense of decreased efficiency due to the variability of the likelihood
estimator.
Figure 4.1 shows diagnostic analysis of a MCMC run for the Lotka–Volterra predator
prey model using a bootstrap particle filter with differing numbers of particles. The
plots make it clear that the number of particles is of crucial consequence to the
efficacy of posterior sampling. With a small number of particles, calculation of
likelihood estimates is relatively fast but mixing of the chain is poor. A larger
number of particles improves the mixing of the chain, but each individual iteration
takes longer to evaluate.
Optimal choice of the number of particles in the filter was explored by Pitt et al.
(2012) who suggest that the number of particles should be chosen such that the
variance of the log–likelihood estimates is approximately 1. Doucet et al. (2015)
showed that the efficiency of the particle MCMC scheme is good when the variance
of the log–likelihood is between 0.25 and 2.25. In both articles this is done by
considering bounds on the integrated auto–correlation time under the assumption
that the chain is at stationarity and that the distribution of the noise in the target
is independent of it’s location in parameter space. In addition it is assumed that
the distribution of the additive noise is Gaussian and that the computation time
is inversely proportional to the variance in the estimator of the target. Based on
these assumption both articles seek to address optimal conditions for the variance of
the target. Pitt et al. (2012) use the perhaps non-realistic case of an independence
sampler where proposals are made from the desired target. Sherlock et al. (2015)
use slightly differing assumptions and focus on the joint optimisation of the variance
in the estimator of the target and the overall acceptance rate of a chain based
on a Gaussian random walk kernel (discussed in section 4.3.2) to derive a slightly
higher optimal variance of approximately 3.3. The authors similarly work with the
assumption that the distribution of the additive noise in the estimated target is
independent of location. They do however note that this assumption is a pragmatic
choice rather than a reasonably held belief in practice.
The example chains shown in figure 4.1 were generated by initialising in each case a
random walk metropolis pseudo marginal scheme with common Gaussian proposal
kernel. Each were initialised at the parameter vector used to generate the data where
data is that of the partially observed evolution of the two species in a Lotka Volterra
process (introduced in section 2.5.3). For each particle filter the variance of the
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Figure 4.2: Simulated data sets of the Immigration–Death process using Gillespie’s direct
method (algorithm 1). Left are measurements at a set of discrete time intervals, every 0.05
units of time for a total of 10, which are perfect observations of the system at those times.
Right are measurements over the same observation regime, subject to measurement error.
The measurement error here was simulated to be a zero mean Gaussian distribution with
unit variance. The parameter values chosen for Immigration and Death rate are θ1 = 10.0
and θ2 = 1.0 respectively.
estimates of log likelihood was calculated at the true parameter values. When N =
10 particles are used, mixing of the chain is very poor. In addition when calculating
the variance of the log–likelihood estimates at the true parameter values this particle
filter yielded 62% of estimates as negative infinite. This was because all of the
weights in step 5 of algorithm 3 in section 3.4.1 were negligible in those particular
evaluations of marginal likelihood. Consequently the variance of the estimates of
the log target is extremely large when the number of particles is so small. For
N = 100 and N = 1000 particles the filter gave variances of the log target as
Var (pˆi100(Y |Θ)) ≈ 128 and Var (pˆi1000(Y |Θ)) ≈ 6 respectively. The acceptance
rates α10, α100 and α1000 for N = 10, N = 100 and N = 1000, particles were 0.9%,
6.1% and 15% respectively.
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Figure 4.3: Posterior distributions for the noisily observed Immigration–Death data shown
in figure 4.2 using the exact likelihood function as defined in equation 4.9. The prior
distribution is shown as reference (grey dashed line).
4.4 Numerical examples
4.4.1 Immigration–Death model (ID)
As noted in section 2.5 the immigration–death model is a useful tool for assessing the
relative prowess of likelihood–free inference techniques within the stochastic kinetic
model setting. This is due to the fact that it is one of the relatively few reaction
networks that has an analytic solution under the assumption of mass action kinetics.
This allows comparison of any of the techniques that may be useful in more complex
systems with a reference true posterior distribution.
Here we demonstrate the use of each of the algorithms discussed in this chapter
applied to some artificial data sets from the ID process. The simulated data is
shown in figure 4.2.
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Prior distributions
For each of posterior inferences that follow a common set of prior distributions for
the rate parameters have been employed. That is a vague Uniform prior on the
logarithmic scale:
log(θi) ∼ U(−4, 4), i = 1, 2. (4.8)
The initial state of the system is assumed to be known, x0 = 0, in each case.
For reference the true posterior distributions, given the noisy observations, are in-
cluded in figure 4.3. In the case of the perfectly observed data the likelihood is
calculated exactly as the product of transition densities
pi(yt1:tT |Θ) = pi(yt1 |Θ)
T∏
i=2
pi(yti |yti−1 , Θ), (4.9)
where the transition densities can be calculated as in equation 2.15. Where observa-
tions are corrupt, subject to a zero mean Gaussian measurement error kernel with
variance σ2 the likelihood function becomes more complicated. Consider a single
pair of time points t1 and t2. When the process is observed subject to error the true
values xt1 and xt2 respectively are unobserved latent variables. In order to calculate
the transition density of the noisy observations yt1 to yt2 these latent variables must
be integrated out. Let φ(·; xt, σ2) denote the density of a Gaussian distribution with
mean xt and variance σ
2, our measurement error kernel. The transition density
pi(yt2 |yt1 , Θ) can be evaluated as
pi(yt2 |yt1 , Θ) =
∫∫
φ(yt2 ; xt2 , σ
2)pi(xt2 |xt1 , Θ)φ(xt1 ; yt1 , σ2)dxt1dxt2 . (4.10)
Expression 4.10 can then be substituted into the factorised likelihood, equation 4.9.
Whilst the integral in equation 4.10 is potentially problematic, due to the space of
Xt ⊂ N being positive integers, and the range of the observations being small, the
integral can be calculated, for this model, to within negligible error by





φ(yt2 ; xt2 , σ
2)pi(xt2 |xt1 , Θ)φ(xt1 ; yt1 , σ2), (4.11)
with suitably large Xti . In practice here Xti is taken to be 200, i = 1, . . . , T .
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ABC Posterior piMCMC(Θ) piRS(Θ) piSMC(Θ)
Figure 4.4: Posterior distributions of the immigration–death model rate parameters using
each of the ABC algorithms. The rejection sampler and MCMC sampler, yielding piRS
and piMCMC respectively, give similar inference of the posterior distribution. The SMC
sampler giving posterior piSMC gives a less variable posterior distribution. It should be
noted however that in this case the SMC sampler finds the wrong posterior distribution.
Approximate Bayesian Computation
Assessing the ability of ABC techniques to approximate the posterior distribution
of interest for the immigration–death model is much easier than other models of
this type due to the availability of an analytic likelihood function. Because of this
direct comparison between the true posterior distributions of the rate parameters
and the approximate ABC posterior distributions can be made. In the following
numerical examples the posterior inferences are obtained given observation of the
data corrupted by measurement error. This is due to the fact that the bootstrap
particle filter requires measurement error to be present in the observations and hence
using this data set allows comparisons to be drawn. The distance function ρ(·) is an
unweighted Euclidean metric on the full vector of data points. Measurement error
in each case is zero mean Gaussian with known variance, σ2 = 1.
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ABC Rejection Sampler
Figure 4.4 gives the posterior distributions for the rate parameters, denoted piRS(Θ),
of the immigration–death model under a simple ABC rejection sampler (algorithm 6).
The tolerance  was chosen by first simulating 10,000 distances using the true pa-
rameters values and calculating an estimate of the 0.1%-ile of those samples which
gave  = 37.12. This choice was made to ensure that the acceptance rate of the
rejection sampler was not prohibitively small. Given this choice of  the rejection
sampler was run until a sample size of N = 5000 was obtained at an acceptance rate
of 0.016%. The estimated posterior means are
EpiRS [log(θ1)] = 1.22, EpiRS [log(θ2)] = −1.69.
For reference the posterior means when using the analytic likelihood function are
EpiTRUE [log(θ1)] = 2.41, EpiTRUE [log(θ2)] = 0.00.
EpiRS [log(Θ)] is under estimated for each of the two rate parameters.
ABC MCMC Sampler
Figure 4.4 shows the results of posterior inference using an ABC MCMC scheme,
denoted piMCMC(Θ), as described in algorithm 7. The sampler was initialised at the
true parameter values, log(Θ) = (2.302, 0), and run for a total of 2× 106 iterations.
The final sample was drawn by thinning the resultant chain by a factor of 400 to
obtain 5000 samples. It is necessary to choose a value for  prior to execution of
the sampling algorithm due to the fact that it plays a crucial role in the acceptance
criteria for proposed moves in the Markov Chain. Here  is chosen to be the 0.1%-
ile of a simulated distribution of distances given the true model parameter values,
 = 37.12. MCMC diagnostic plots are shown in figure 4.5.
Estimated posterior means are
EpiMCMC [log(θ1)] = 1.35, EpiMCMC [log(θ2)] = −1.47.
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Figure 4.5: Diagnostic plots for the ABC MCMC sampler for the immigration rate pa-
rameter θ1 in the ID process model.
Posterior sampling in this example is poor, with the MCMC chain exhibiting poor
mixing. Both a smaller tolerance and a larger random walk proposal variance gave
a chain which struggled to move at all, for a large uncorrelated sample here we
would ideally like to run the chain for a much greater time. The issues here are
symptomatic of common problems with MCMC based ABC sampling and will be
discussed in more depth in subsequent chapters.
ABC SMC Sampler
Figure 4.6 and figure 4.4 show the progression of the posterior approximation as
the tolerance is decreased and the final posterior distributions respectively. At each
given  in the sequence the sampler was run until 5000 samples were obtained. The
sequence of tolerances was chosen such that the α%-ile of the calculated distances
at stage t was chosen as t+1 where α = 40%. At each stage of the algorithm the
optimal proposal kernel was determined as in equation 4.2. The initial tolerance
0 = 62.56 was chosen as the median of the distribution of distances given the true
parameter values, estimated from sample of 10,000. Figure 4.6 shows clear reduction
in the variance of the resultant sample as the distribution moves closer to that of the
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Figure 4.6: Sequence of distributions for the ABC SMC scheme for the Immigration–Death
model. As the tolerance decreases the posterior samples get closer to the true posterior
distribution. The gradual reduction of  allows sampling from a distribution that is a
better approximation to the true posterior distribution.
reference true posterior distribution. Posterior expectations of the rate parameters
under this sampling scheme are
EpiSMC [log(θ1)] = 1.22, EpiSMC [log(θ2)] = −1.54.
One of the advantages that the ABC SMC sampler has over the other two is that
due to it’s construction, reducing the tolerance is typically more accessible. Because
one can start with a higher tolerance, at each iteration proposing new samples
constructed from those accepted under the previous tolerance, we typically see higher
overall acceptance rates for smaller tolerances. In this example the final tolerance
T = 32.8 is smaller than in the rejection sampler case,  = 37.12 yet here overall
acceptance rates were 0.14% as compared to 0.016%. Further comparison and more
in depth investigation of each of the samplers will be the subject of chapter 5.
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(a) Posterior distributions of the rate parameters for the immigration–death model us-
ing the particle MCMC scheme. The true parameter values, log(Θ) = (2.30, 0) are well


























(b) Diagnostic plots for the pfMCMC sampler yielding posterior distributions shown in
figure 4.7a. The trace shows the chain to be well mixing with sample auto-correlations
also indicating good posterior sampling.
Particle filter MCMC
Figure 4.7a shows the posterior inference for the two rate parameters of the immigration–
death model with samples drawn using a pseudo–marginal MCMC scheme with a55




























Figure 4.8: Error bar plots for the posterior distributions for the immigration–death rate
parameters. The posterior distribution obtained using the analytic likelihood function is
shown in red.
bootstrap particle filter being used as the mechanism by which to unbiasedly esti-
mate marginal likelihood as per the description in algorithm 3. In order for com-
putation to be efficient, an intelligent choice of the number of particles in the boot-
strap filter must be made. Here the number of particles used to estimate marginal
likelihood is chosen such that the variance of log–likelihood estimates at the true
parameter values is < 2. This yielded a choice of 100 particles for the filter. The
chain was initialised at the true parameter values that lead to the simulated data
set. The sampler was run for a total of 500,000 iterations, thinned by a factor of
100 to yield a final sample of size 5000.
Posterior inferences for the immigration–death model
We can examine the posterior inferences for each of the samplers discussed in this
chapter for inference of the rate parameters in an immigration–death model. Fig-
ure 4.8 shows posterior point estimates of the means of each immigration rate, θ1,
and death rate, θ2, with error bars showing plus or minus one standard deviation.
The reference posterior distribution obtained using the analytic likelihood function
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Figure 4.9: A time series of noisily observed species counts of the Lotka–Volterra predator
prey system over a regular 2 unit time interval regime for a total of 30 units. This
pseudo data has been created using a realisation of the Gillespie algorithm with model
rate parameters Θ = (1.0, 0.005, 0.6). The true counts have then been corrupt with zero
mean Gaussian measurement error with standard deviation σ = 10.
is highlighted in red. Observe that all of the likelihood-free techniques fail to fully
identify the support of the reference posterior distribution. In each of the ABC
schemes the mean is under estimated, with posterior variability much greater than
the reference posterior. The particle filter MCMC has posterior expectation closer
to the reference, but over estimates each parameter. The variance is also greater
than the reference distribution. Of course each likelihood–free posterior distribu-
tion could be improved with greater computational expense. The following chapter
(chapter 5) will consider computational efficiency as part of the comparisons between
each algorithm.
4.4.2 Lotka–Volterra model (LV)
The Lotka–Volterra predator prey system introduced in section 2.5.3 poses an in-
teresting inference problem due to the intractability of it’s the model’s likelihood
function. This does however present an issue for assessing the performance of differ-
ent inference schemes as a true posterior distribution is unaccessible. In this section
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we present an example of each of the inference tools introduced in this chapter ap-
plied to the problem of posterior learning of the underlying rate parameters. The
pseudo data to be used for these examples is a time series observed over a window
of 30 units with noisy observations of the two species at regular 2 time unit intervals
as shown in figure 4.9. The true rate parameter values are Θ = (1.0, 0.005, 0.6)
or log(Θ) = (0,−5.30,−0.51), exact species counts at each observation are then
corrupted with zero mean Gaussian noise with standard deviation, σ = 10.
Prior distributions
A common set of prior distributions are used in each example presented here. That
is a vague, uniform prior on the log parameter values.
log(θi) = U(−7, 2), i = 1, 2, 3. (4.12)
ABC Rejection Sampler
Figure 4.10 gives the posterior distributions for the rate parameters of the Lotka–
Volterra model under a simple ABC rejection sampler (algorithm 6). The posterior
distribution, denoted piRS(Θ) was obtained as retaining the first 5000 prior param-
eter samples that yielded ρ(y,y∗) <  where  = 373.90 was chosen as the 10%-ile
of 10,000 simulated distances at the true parameter values. This gave an overall
acceptance rate of approximately 10−5%.
The density plot of the distribution shows that posterior inference under this scheme
is more variable than that obtained using the sequential sampler but similar to the
MCMC sampler in this case. Posterior expectations are
EpiRS [log(θ1)] = 0.13, EpiRS [log(θ2)] = −5.19, EpiRS [log(θ3)] = −0.70,
where the true rate parameters are Θ = (0,−5.30,−0.51).
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ABC Posterior piMCMC(Θ) piRS(Θ) piSMC(Θ)
Figure 4.10: Approximate posterior distributions for the three rate parameters of the
Lotka–Volterra model using the three difference ABC samplers.
ABC MCMC Sampler
Figure 4.10 shows the results of posterior inference using an ABC MCMC scheme as
described in algorithm 7. The sampler was initialised at the true parameter values,
log(Θ) = (0,−5.29,−0.51), and run for a total of 2 × 106 iterations. The final
sample was drawn by thinning the resultant chain by a factor of 400 to obtain 5000
samples yielding the posterior distributions denoted piMCMC(Θ) in figure 4.10. Here
 is chosen to be the 0.1%–ile of a simulated distribution of distances given the true
model parameter values,  = 233.45. The posterior distributions here show no real
improvement over those found using the simple rejection sampler despite having a
smaller tolerance value, . The scheme benefits from the random walk proposal,
allowing a much smaller choice of  whilst retaining reasonable acceptance rates
than in the rejection sampler. Using the same choice of  in the rejection sampler
leads to intolerably small acceptance rates. In the posterior sample piRS(Θ) only 17
proposals yielded ρ(y,y∗) < 233.45. Posterior expectations using the MCMC based
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Figure 4.11: MCMC diagnostic plots for the ABC MCMC scheme applied to the Lotka–
Volterra predator prey model.
ABC sampling scheme are
EpiMCMC [log(θ1)] = 0.10, EpiMCMC [log(θ2)] = −5.26, EpiMCMC [log(θ3)] = −0.64,
similar to those obtained using the rejection sampler. The diagnostic plots in fig-
ure 4.11 show the chain mixing well.
ABC SMC Sampler
Figure 4.12 shows the evolution of the approximate posterior distributions as the
tolerance decreases in the sequence. The initial tolerance 0 = 525.89 was chosen as
the 40%–ile of a simulated distribution of distances given the true rate parameters.
The same regimen was used for the adaptive choice of tolerance as in section 4.4.1.
That is given the distances at iteration t, t+1 was chosen as the 40%–ile. In contrast
to the immigration–death example, the final tolerance is larger than that used for
the MCMC sampler however the density plots in figure 4.10 show a much smaller
posterior variance with a sharply peaked density. In the final posterior distribution,
 = 235.95, the true parameter values, log(Θ) = (0,−5.30,−0.51) are not within the
support of the posterior which is not the case for the other ABC based samplers.
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Figure 4.12: Sequence of distributions for the ABC SMC scheme for the Lotka–Volterra
model. As the tolerance decreases the posterior samples move about parameter space.
Posterior expectations using the SMC sampler are
EpiSMC [log(θ1)] = 0.11, EpiSMC [log(θ2)] = −5.18, EpiSMC [log(θ3)] = −0.70,
Silk et al. (2013) showed that under certain conditions the convergence of the pos-
terior distribution in the ABC SMC scheme was not guaranteed. They discuss for
values of α that are too large, it is possible that the posterior approximation gets
trapped in a local minimum of the metric function surface. The scheme will be
examined in greater depth in chapter 5.
Particle filter MCMC
Figure 4.13a shows density plots of 5000 posterior samples obtained using a pseudo–
marginal MCMC chain with bootstrap particle filter for the estimation of marginal–
likelihood. As with the immigration–death model the number of particles was chosen
such that the variance of the log–likelihood estimated at the true parameter values
was less than 2. This gave 90 particles as an efficient choice. The final chain was run
for a total 500,000 iterations thinned by a factor of 100 to give the final sample. The
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diagnostic plots in figure 4.13b show a well mixing chain with low autocorrelation.
Posterior expectations were
EpiPM [log(θ1)] = 0.07, EpiPM [log(θ2)] = −5.29, EpiPM [log(θ3)] = −0.51,
closer to the true parameters that generated the data than the ABC posterior
means.
Posterior inferences for the Lotka–Volterra model
Comparison of the posterior distributions resulting from each of the samplers dis-
cussed in this chapter for the Lotka–Volterra model are shown as error bars in
figure 4.14. They show point estimates of the mean of each of the rate parame-
ters together with their standard errors. They ABC SMC scheme, piSMC(Θ), yields
the smallest posterior variance however the pseudo–marginal MCMC, piPM(Θ) is
asymptotically exact as the number of particles used to estimate the likelihood is
increased. This would imply that of the ABC samplers the MCMC scheme gives
the best posterior inferences.
4.4.3 Conclusion
This chapter introduces a number of techniques which can successfully be applied
in the context of inference of rate parameters in stochastic kinetic models given a
time course of cell trace data. The performance of each of the algorithms could
be improved with the trade off of additional computational expense. In addition
there are additional tuning parameters to be considered within the ABC framework
which may yield improved posterior inference such as the use of summary statistics
for reducing the dimension of the acceptance criteria and more intelligent design of
the metric function on those summary statistics. Chapter 5 will focus on a more in
depth comparison of the techniques introduced here exposing the relative strengths
and weaknesses of the inference schemes.
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(a) Posterior distributions of the rate parameters for the Lotka–Volterra model using the



























(b) Diagnostic plots for the pfMCMC sampler yielding posterior distributions shown in
figure 4.13a. The trace shows the chain to be well mixing with sample auto-correlations
also indicating good posterior sampling.
Figure 4.13
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Inference for intractable Markov
processes
5.1 Introduction
Chapter 4 introduced a number of techniques that can be used to perform inference
in the context of an unavailable likelihood function. Exact inference is attainable
through the use of pseudo–marginal techniques in the presence of measurement er-
ror, whilst approximate inference is available through use of an ABC method. In
addition, ABC techniques have a number of tuning options. This chapter will in-
vestigate the effect of different sets of summary statistics and metrics within the
ABC framework to determine where differences in the rate parameter posterior dis-
tributions lie in the context of stochastic kinetic models similar to those introduced
in chapter 2. Where appropriate comparisons between particle MCMC and ABC
methodology will be made.
5.2 ABC tuning options
ABC techniques are subject to a number of user specified options which determine
the definition of the resultant algorithm. These include
• S(·), a function which given observed or simulated data yields a vector of
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summary statistics,
• ρ(·, ·), the metric function used to define distance between two vectors of sum-
mary statistics,
• , a tolerance which controls how far, as measure by our distance function, a
set of simulated data is allowed to be from the observations in order that the
parameters that generated them are retained,
which are common to each of the different algorithms. Some of the advancements
over the simple rejection sampler (algorithm 6) such as ABC SMC have additional
tuning parameters for which optimal choices have been discussed in chapter 4. This
section will investigate the effect of different choices for each of these inputs on the
posterior distributions that are generated.
5.2.1 Metrics in ABC
In general a metric on a set X is a function ρ : X ×X → [0,∞) that satisfies each
of the following properties
1. ρ(x, y) ≥ 0,
2. ρ(x, y) = 0⇔ x = y,
3. ρ(x, y) = ρ(y, x),
4. ρ(x, z) ≤ ρ(x, y) + ρ(y, z).
Within the context of ABC a metric or distance function ρ(·, ·) is used as a means to
measure closeness of simulated data to the given observations. Whilst this function
often is referred to as a metric it is not implied that ρ(·, ·) is a true metric since there
is no practical reason that it should satisfy all 4 of the properties above. Jones et al.
(2015) for example, discuss that there is no requirement for property 3, symmetry
to be satisfied.
The metric function does however perform a crucial role within each of the ABC
algorithms and will clearly have bearing on the resultant approximate posterior
distribution pi(Θ | ρ(Y,Y∗) ≤ ). By far the most common choice is the Euclidean
metric or L2 norm
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(xi − yi)2. (5.1)
It is not clear however what the effect of using a different metric would be. In the
following sections different metrics applied to a range of different sets of summary
statistics will be explored.
5.2.2 Summary statistics
The collection of summary statistics used to represent a set of data on which the
distance between two data sets is calculated is a user–defined aspect of an ABC
algorithm. The summary statistics themselves can be an essentially arbitrary choice
but clearly have bearing on the posterior distribution. The optimal choice would be
to have s(X) minimally sufficient but in situations where the likelihood function is
intractable sufficient statistics are also unattainable. The aim then is to choose a
set of summary statistics that are low in dimension but informative about the data.
Choice of summary statistics has been the focus of active research over recent years.
Joyce & Marjoram (2008) propose a sequential scheme based on approximate suffi-
ciency. Summary statistics are included if their effect on the posterior distribution
is larger than some given threshold. Wegmann et al. (2009) suggest Partial Least
Squares (PLS) as a tool for choosing summary statistics. The motivation behind
this is to seek linear combinations of an original set of summary statistics which
are jointly maximally decorrelated with each other and highly correlated with the
model parameters Θ. A reduction in dimension is achieved by choosing only the
first r components.
One of the issues with attempting to choose a principled set of optimal summary
statistics is that the optimal set may well depend on the location of the true, yet
unknown, parameters. A criterion for choosing summary statistics that are optimal
in a neighborhood close to the true parameters might be preferable. Clearly this
neighborhood can not be known in advance. The idea of focusing the choice of sum-
mary statistics on some optimal location was the subject of Nunes & Balding (2010)
and Fearnhead & Prangle (2012). Nunes & Balding (2010) identify a neighborhood
via an algorithm which minimises entropy then choose the summary statistics which
minimise mean squared error over a test set. Fearnhead & Prangle (2012) also pro-
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pose a two step process based on first defining locality, then optimising within that
region. The authors show that for a given loss function there exists an optimal
summary statistic. In particular a quadratic loss function yields optimal summary
statistic of the posterior mean. Since this information is not available a–prior they
develop a heuristic for it’s estimation. In a similar two stage approach Aeschbacher
et al. (2012) propose to choose summary statistics by boosting.
5.3 Framework for comparison of metrics and sum-
mary statistics
In order to make meaningful comparisons between different configurations of tun-
ing parameters within an ABC algorithm, it is necessary to construct a rigorous
framework for their evaluation. In order to do this here we consider a set of nu-
merical examples using the immigration–death model introduced in section 2.5.1
in the following manner. Each configuration of the ABC tuning parameters to be
considered will utilise a common collection of simulated data given random draws
from a vague prior distribution. Approaching the comparisons in this way allows
precise investigation into the way in which the metrics and summary statistics have
bearing on whether or not a proposed parameter vector is accepted into the resultant
approximate posterior distribution.
5.3.1 Immigration–death
The immigration death model makes for an ideal model to explore likelihood free
posterior inference as it is possible to examine how each of the ABC posteriors fairs
with regard to the reference posterior distribution obtained using the analytical
likelihood function. Since we have access to the true posterior distribution, subject
to Monte Carlo error, it is possible to quantify the dissimilarity between this and
any inferred approximate posteriors. One such measure that could be used for
this is Kullback–Leibler divergence (Kullback & Leibler, 1951) which is a measure
of the difference between two probability distributions. Given a reference “true”
distribution P and an approximation to it Q, the divergence of Q from P describes
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Since we have no analytic form for the posterior density functions obtained we must
estimate the divergence from the obtained samples. Wang et al. (2006) developed a
k-nearest neighbor approach to the estimation of divergence and showed that as the
sample sizes increased the estimator was asymptotically unbiased and consistent. A
small value k yields smaller variance at the expense of greater bias but Wang et al.
(2006) showed that choosing k = 1 had good performance for moderate sample sizes
and hence we make the same choice here.
5.3.2 Immigration–death inference set up
Common to section 4.4.1 the observations are taken as the same noisily observed
time series given true reaction rate parameters Θ = (10, 1), the simulated data can
be seen in figure 4.2 page 49. In keeping with the inference example in section 4.4.1
the prior distributions on the rate parameters are defined in equation 4.8, page 49.
This yields an inference problem for which there is vague prior information on the
model parameters and a large dimension of observations which proves problematic
in the ABC accept/reject stage.
5.3.3 Weighting the Euclidean norm
The Euclidean or L2 norm is by far the most commonly used metric for calculation
of distance between summary statistics in an ABC setting. One of the drawbacks
however is that since there is no requirement for summary statistics to be on a
common measurement scale one or more statistics could dominate the accept/reject
decision in the sampler. One proposed solution, see for example Beaumont et al.
(2002) to this problem is to instead weight the components of the vector of summary
statistics with the inverse of the prior predictive variance of that statistic. By doing
so one arrives at a Euclidean metric on a vector of statistics on a common scale,
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Figure 5.1: Comparison of approximate posteriors obtained using an ABC rejection sam-
pler using a weighted Euclidean metric vs a non-weighted Euclidean metric using the

















In practice the integral in equation 5.4 is unavailable and hence approximated by
taking a sample of parameter vectors from the prior distribution, simulating the
summary statistics and taking the standard deviation of each of the statistics. By
using the same set of simulated statistics from the model over the prior, and by
using a separate prior sample for approximating w we can make a direct compari-
son between posterior samples under a scheme using an unweighted and weighted
metric. Where appropriate the tuning run for calculating prior predictive standard
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Figure 5.2: Comparison of posterior means and central 95% using the weighted and un-
weighted Euclidean metric on the vector of observations with respect to the reference
posterior using the analytic likelihood function.
deviations uses 100,000 draws from the prior.
Figure 5.1 shows posterior inferences given the same set of simulations from ten mil-
lion random draws from the prior distribution. In each case the vector of summary
statistics is taken to be the raw observations, blue shows posterior samples given
distances calculated using a weighted Euclidean metric, pi(Θ | ρL2w(s(x), s(y)) < L2w)
whereas red are distances on unscaled summary statistics, pi(Θ | ρL2(s(x), s(y)) <
L2). For each distribution the 5000 samples with smallest distance were retained, it
is clear that weighting the metric has a marked effect on the posterior distribution.
By using the exact same simulations in each ABC run we can ascertain that of those
parameters kept when using the unweighted Euclidean metric, 6.5% are also present
in the posterior distribution obtained using the weighted metric.
Figure 5.2 shows error bars for the posterior central 95% given the weighted and
unweighted Euclidean metric against the reference true posterior distribution. It is
clear that using a tuning run to estimate the standard deviation of the summary
statistics over the prior distribution and using this to weight the summary statistics
in the metric, putting them on a common scale, improves the posterior means. It, in
this instance however, seems to have little effect on the posterior variance. Assessing
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l l lUnweighted Weighted True
Figure 5.3: ABC posterior distributions for the immigration death model rate parame-
ters using different metric functions to measure distance between simulated and observed
summary statistics, S(Y) = Y . Error bars represent the central 95% of the marginal dis-
tributions of the parameters. Note that for the χ2 metric, no weighted version is available,
the additional error bar on the graph was to retain common aesthetics across the x axis.
the closeness of the two approximate posteriors to the truth via Kullback–Leibler
divergence yields a divergence of 3.08 for the unweighted Euclidean metric and 1.00
for the weighted metric.
Other metrics
There appears to be little literature that directly compares the effect of different
metrics. To our knowledge the only published article that does so is McKinley et al.
(2009). Their example consists of temporal observations for an epidemic model.
In a similar experiment we consider here different metrics on the raw observations










Four metrics were considered, the commonly used Euclidean or L2 norm, the L1
norm or sum of absolute differences as was considered in McKinley et al. (2009), the
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L∞, or maximum, norm (equation 5.6),
L∞ = Max
i
{|xi − yi|} , (5.6)







Each of the Lp norms can also be weighted, the χ2 metric has no weighted alternative,
and so were also considered with weights equivalent to the inverse of the prior
predictive standard deviations. Figure 5.3 shows the central 95% for the marginal
posterior distributions of the rate parameters of the immigration death model for
each of the 4 considered metrics both weighted and unweighted with comparison
to the reference true posterior distribution. Interestingly the effect of weighting
the metric is different in each case. With an unweighted metric all of the posterior
distributions are very similar. The L∞ norm shows the biggest change when weights
are used and gives point estimates for the posterior expectation closest to those
obtained from the true posterior distribution. However the posterior variances are
higher than those obtained for the other metrics.
It should be noted that in terms of Kullback–Leibler divergence from the reference
distribution the posterior obtained using the weighted Euclidean norm performed
best. In comparison to the results of McKinley et al. (2009) it was similarly found
that where the metrics are not weighted the estimates of posterior expectations are
similar for each. The authors of that paper do not consider weighting of the metrics
and so no such comparison can be made. They did however find favourable the
χ2 metric which in this experiment performed worst both in terms of both Kull-
back Leibler divergence from the true distribution and point estimates of posterior
means. In addition there is no natural way to incorporate variability of the summary
statistics under the prior distribution.
Regression correction
Beaumont et al. (2002) proposed an improvement to the ABC posterior through
a regression adjustment to weaken the effect of the discrepancy between simulated
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Order 1 Order 2 Original
Figure 5.4: Densities for the original, order 1 and order 2 polynomial regression corrected
posterior distributions. It is clear that making a regression adjustment has a substantial
effect on the inferred distribution. The mode of the distribution shifts significantly and
the corrected posterior distributions yield lower posterior variance.
and observed summary statistics. Their recommendation is to use a local linear
regression in the vicinity of the observed summary statistics s = S(Y). Given the
linear regression model
Θi = α + (s
∗
i − s)Tβ + i (5.8)
the estimates of α and β are found by minimising∑(
Θi − α− (s∗i − s)Tβ
)2
K (‖s∗i − s‖) (5.9)









, t ≤ 
0 t > .
(5.10)
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Figure 5.5: Error bars showing the mean and central 95% for each of the uncorrected and
regression corrected ABC posterior distributions. The reference true posterior distribution
is shown in red. It is clear that the order 2 polynomial regression corrected posterior
distribution is much closer to the truth than either the uncorrected or order 1 polynomial
corrected posterior.
The corrected parameter values Θ∗ are then found as
Θ∗i = Θi − (s∗i − s)T βˆ. (5.11)
Here we apply the regression correction of Beaumont et al. (2002) to the posterior
sample using the weighted Euclidean metric from section 5.3.3. Two such regression
adjustments are made, first we fit an order 1 polynomial to the (si − s) terms, sec-
ondly an order 2 polynomial. Figure 5.4 shows the posterior densities of the original
and regression adjusted posterior distributions. It is clear that the inferred distribu-
tion is substantially different for each with the corrected distributions exhibiting a
different location of the mode and reduced variance. Figure 5.5 compares the means
and standard deviations of the 3 ABC posteriors with the reference distribution that
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uses the analytic likelihood function. Using an order 2 polynomial on the differences
between simulated and observed values on the yields an approximate distribution
that is much closer to the true posterior. On examination of the Kullback–Leibler
divergences from the reference posterior we find that the order 1 polynomial regres-
sion correction gives a distribution further away than no correction at all with a
divergence of 2.09 compared to that of 1.00 in the uncorrected case. Fitting a sec-
ond order polynomial regression model and using that to correct the samples yields
a divergence of 0.51.
5.3.4 Dimension reduction of summary statistics
It has long been acknowledged that ABC methodology suffers from the curse of
dimensionality. The example in section 5.3.3 examines the effect of weighting the
raw observations on the inferred posterior distribution. This was a vector of 201
observations to be considered at the accept reject stage of the sampler. In this
section we examine the effect of reducing the dimension of the problem through
use of summary statistics. Given a set of summary statistics that consists of the
mean, y¯, standard deviation, sy, lag 1, 2 and 3 auto–correlations, where we denote
a lag h autocorrelation ay,h and lag 2 and 3 partial auto–correlations, denoted here
py,h, we consider various subsets of these. Since we are considering only a small
number of summary statistics here it is feasible to check every possible non empty
subset for this example. In each case we can also consider the inclusion of weights in
the Euclidean metric and regression correction for each inferred posterior. With 127
possible non empty subsets which can be weighted or unweighted by prior predictive
standard deviation each of which can be uncorrected or regression corrected using
first and second order polynomials there are a total of 762 posterior distributions
to consider. We denote posterior distributions that are uncorrected pi(Θ), first
order polynomial regression corrected pi(Θ
′) and second order polynomial corrected
pi(Θ
′′) for the remainder of this section. Conditional notation on ρ(S(Y), S(Y∗))
has been omitted and is made clear from context. Further, in the following results
section reference is made to the true posterior distribution, as obtained using the
analytic likelihood function, is denoted pi(Θ) and to the best posterior obtained
using the full set of observations pi(Θ
obs).
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Results
Of the collection of approximate posterior distributions that came from the un-
weighted Euclidean metrics, ρL2(·), both uncorrected and regression corrected, we
found that none were closer to pi(Θ) as measured by Kullback–Leibler divergence
than pi(Θ
obs), the best we got when using all of the raw observations. When using
the weighted Euclidean metric, ρL2w(·), of the 381 possible posterior distributions in-
cluding uncorrected and first and second order regression corrections only 4 gave a
Kullback–Leibler divergence smaller than pi(Θ
obs), 3 of which came from the same
subset of summary statistics, S(Y) = (sy, ay,1). The best posterior distribution
came from using S(Y) = (sy, ay,1), using distance function ρL2w(·), with second or-
der polynomial regression correction of the samples retained in the rejection sampler
yielding a divergence of DKL(pi(Θ) ||pi(Θ′′)) = 0.44, this compares to 0.51 for the
divergence of pi(Θobs) from pi(Θ).
Figure 5.6 shows error bars of the mean and middle 95% of the marginal distributions
for the rate parameters in each of the distributions that yielded a Kullback–Leibler
divergence smaller than that obtained using the full vector of raw observations. The
exact prescription for each of the distributions shown in figure 5.6 is:
• A - The reference true posterior, pi(Θ), obtained using the analytic likelihood
function,
• B - ABC posterior from the previous section pi(Θobs),
• C - pi(Θ′′) for S(Y) = (y¯, sy, ay,1, py,3), distance function ρL2w(·),
• D - pi(Θ) for S(Y) = (sy, ay,1), distance function ρL2w(·),
• E - pi(Θ′) for S(Y) = (sy, ay,1), distance function ρL2w(·)
• F - pi(Θ′′) for S(Y) = (sy, ay,1), distance function ρL2w(·).
The distributions B-F in figure 5.6 are arranged in order of descending Kullback–
Leibler divergence. Interestingly point estimates for the means of each rate param-
eter are closest using the full vector of observations as the set of summary statistics
despite the other distributions having smaller divergence from the truth. It is clear
from this that using the raw observations is certainly competitive with using sum-
mary statistics from the set considered. This is perhaps surprising since the best
posterior distribution in terms of KL divergence has summary statistics of dimen-
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Figure 5.6: Examining posterior inferences using different subsets of summary statistics
for the immigration–death model. A is the true distribution for reference. B is obtained
using the full set of raw observations, distances calculated using a weighted Euclidean
metric with second order polynomial regression correction. C the second order regression
corrected posterior using mean, standard deviation, lag 1 autocorrelation and lag 3 partial
autocorrelation. D, E and F are uncorrected, order 1 and order 2 polynomial regression
corrected distributions respectively using standard deviation and lag 1 autocorrelation as
summary statistics.
sion 2, compared to the full vector of raw observation which has dimension 201.
Despite a 99% reduction in the dimension of the problem there is no meaningful
improvement in the posterior inferences, at least on consideration of the summary
statistics that were included.
Considering all possible subsets of the chosen summary statistics, with weighted or
unweighted Euclidean metric and applying the regression corrections to each allows
us to examine whether improvements that were observed using the full vector of
observations are consistent here. In section 5.3.3 it was found that weighting the
observations by the inverse of their prior predictive standard deviation improved the
posterior inference. Over the collection of 127 subsets of summary statistics weight-
ing them yielded an improvement in only 31.5% of cases. In addition we can make
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similar statements for the regression correction procedure. Over the 254 posterior
distributions obtained using subsets of summary statistics, a first order polynomial
regression correction improved the inference in 47.6% of cases, among the weighted
posteriors this was true in 61.4% of cases. In other words more often than not, when
weighting the summary statistics in the metric using a regression correction from a
fitted single order polynomial makes the posterior distribution better. A second or-
der polynomial regression correction was better than no correction in 51.6% of cases
but is better than a first order polynomial correction in 73.2% of cases. Amongst
the weighted subsets these percentages are 63.8% and 77.2%. What this is telling us
is that weighting the summary statistics in this way, and the regression correction
of Beaumont et al. (2002) do not consistently improve the posterior inferences and
that whether an improvement is found or not is unintuitive. It is also the case that if
we were to order the subsets of summary statistics by the divergence of the resultant
posterior from the truth, that the order is not retained after regression correction.
Whilst in this example the best subset prior to regression adjustment was still the
best after correction it is highly possible that this is not always true.
Minimum Entropy
In practical examples in which the true posterior distribution is unavailable one must
find another method by which to choose a best subset of summary statistics. Nunes
& Balding (2010) define a method to do this using a minimum entropy approach.
Entropy of a distribution, (Shannon, 1948), is a measure of information where high
entropy corresponds to low information and vice versa. By considering subsets of
the available summary statistics and evaluating the entropy of the retained posterior
for each they aim to find the subset of summary statistics which provides the most
information, denoted SME(·). They estimate the entropy of the distribution using a
k-nearest neighbour approach and we follow that approach here.
As was the case in the previous results section we consider all possible subsets of
summary statistics both weighted and unweighted. Of the unweighted summary
statistics the subset that would be chosen by the criterion of minimum entropy is
SME(·) = (y¯, sy). According to the previous analysis which measured the divergence
from the truth of all possible subsets this particular set of summary statistics was
ranked 38th out of the unweighted 127 subsets. If we consider the weighted subsets
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Figure 5.7: Examination of the minimum entropy approach to best subset selection for
summary statistics. A is the reference true distribution. B is the best posterior ob-
tained without any dimension reduction. C represents the posterior by using SME(·) on
consideration of non regression corrected posteriors. D is the posterior sample C after
regression correction. E was the posterior which had the smallest overall entropy. Error
bars represent the mean and middle 95% of each marginal distribution.
SME(·) = (y¯, sy, ay,1) whose rank when comparing divergence is 2nd. The choice is
much better in this case however the approach fails to identify the best subset of the
summary statistics considered. Nunes & Balding (2010) also consider a regression
correction to their obtained posteriors, if we take SME(·) with ρL2(·) and apply first
order and second order regression corrections the rank according to KL divergence
is 13 of the equivalently corrected posteriors using other subsets. In fact if we were
to run the same minimum entropy optimisation for regression corrected posteriors a
different set of summary statistics is chosen. This suggests that if the intention is to
perform a regression correction on the obtained posterior that this should be part of
the optimisation. The smallest entropy of all of the possible posterior distributions
came with S(·) = (y¯, sy, ay,2, py,3) using an unweighted Euclidean metric after second
order regression correction. If we consider distributions that are not regression
corrected the best overall choice is SME(·) = (y¯, sy, ay,1).
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Figure 5.7 shows error bars comparing the marginal distributions of rate parameters
for posteriors that could feasibly be chosen using the minimum entropy criteria with
pi(Θ) and pi(Θ
obs). The description of each posterior depicted in figure 5.7 is as
follows:
• A - pi(Θ), the true posterior distribution, using the analytic likelihood function.
• B - pi(Θobs), the approximate posterior distribution, given S(Y) = Y, after
regression correction.
• C - pi(Θ) with S(·) = (y¯, sy, ay,1) and ρL2w(·, ·). This subset of summary
statistics is chosen as SME(·) when considering all uncorrected posterior dis-
tributions.
• D - pi(Θ′′) with S(·) = (y¯, sy, ay,1) and ρL2w(·, ·), that is distribution C after
regression correction.
• E - pi(Θ′′) with S(·) = (y¯, sy, ay,2, ay,3) and ρL2w(·, ·). This posterior had the
smallest entropy value of all those considered.
Figure 5.7 shows that whilst selecting S(·) via a minimum entropy approach appears
to be competitive if selection is made without consideration of regression corrections
posteriors, this approach is no improvement on using the raw vector of values with
no dimension reduction at all. The distribution E which had the smallest entropy
of all distributions considered was relatively poor in comparison to others. This
suggests that here, with the set of summary statistics being considered, use of the
raw observations is still preferable. The authors then propose an optional second
step, which uses the posterior obtained as a result of SME to assess the choice of
S(·) via a measure of average error of the accepted samples in an ABC rejection run.
We found however that this second step returned the same choice as SME.
Partial Least Squares (PLS)
Rather than attempt to find a best subset of summary statistics Wegmann et al.
(2009) propose to reduce the dimension of the problem through use of a Partial
Least Squares regression model. The idea is to use a pilot run of model realisations
given parameter draws from the prior distribution. For each of the simulated data
sets calculate a large set of hopefully informative summary statistics and fit a PLS
81


























Figure 5.8: Posterior error bars for means and middle 95% of the PLS approach to sum-
mary statistics in ABC compared to the true posterior distribution and the original pos-
terior inference using no summary statistics. They show that in the case of the single
time series data whilst the PLS approach does similarly well to the original, using the raw
observations themselves is just as competitive.
regression model with the summary statistics as predictor variables for the param-
eters that generated them. They motivate the use of PLS by the desire to have a
set of summary statistics that are maximally decorrelated with one another whilst
jointly being highly correlated with the model parameters. Dimension reduction is
achieved by retaining only the first r components of the fitted model chosen by a
cross validation procedure. The values of the r retained components are then taken
to be the summary statistics used in the calculation of ρ(S(Y), S(Y∗)).
Here we use a PLS regression model on the raw vector of observations, scaled to
have common mean and variance. Cross validation results lead to choosing the
first 3 components as the summary statistics. Figure 5.8 shows error bars for the
posterior means with middle 95% of the inferred marginal distributions of the rate
parameters, including those where the posterior distributions have been regression
corrected compared with the true distribution and pi(Θ
obs). Posterior variances for
the PLS approach is greater than in pi(Θ
obs) showing that nothing has been gained
over not using summary statistics at all in this case.
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Semi–automatic ABC
Similar to the PLS approach Fearnhead & Prangle (2012) propose an approach
to dimension reduction by constructing a new set of summary statistics from the
observations. The authors show that on consideration of a quadratic loss function for
estimation of the parameters the optimal summary statistics are S(Θ) = E[Θ |Y],
that is the posterior mean. Since the posterior mean is unavailable they suggest
using a linear regression model of the form
Θi = E[Θ |Y] = α + βf(Y) (5.12)
to estimate it. That is they propose to use a training run of model simulations
given draws from the prior and use these to estimate the regression coefficients.
Then for the rejection sampler they draw samples from the prior, estimate the
summary statistics from the model and then follow the standard accept–reject step
of the original algorithm. The authors find that fitting a regression model with
f(Y) = (Y,Y2,Y3,Y4) was competitive for a similar inference problem and we
replicate that in this example.
Figure 5.9 shows that the semi automatic approach to calculation of summary statis-
tics gives poorer performance in this example than using the raw observations di-
rectly. A regression corrected posterior for the semi–automatic samples gives better
performance with means closer to the true posterior means and slightly smaller
posterior variance than in pi(Θ).
Fearnhead & Prangle (2012) also suggest an optional pilot run in which they locate
a region close to the true parameter values for which to train their regression model.
The motivation for such a step is that the fitted model may be more appropriate
in the region of posterior mass. On doing this one should then truncate the prior
distribution to the same region to avoid model interpolation beyond the space to
which the model was fit. They note that a similar idea was used in Blum & Franc¸ois
(2010) and can be viewed as weakly using the information from the pilot run in the
final algorithm. For the pilot run, one needs to choose a set of summary statistics
in order to define closeness for identification of the space on which to train the
regression model. Here we use the vector of observations with a weighted Euclidean
metric to do so as this has proven to be competitive thus far. Figure 5.10 is the
posterior plots found by employing the pilot run and truncating the prior distribution
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Figure 5.9: Posterior inferences for rate parameters of the immigration–death model us-
ing a semi automatic approach to the selection of summary statistics. Distributions are
compared to the true posterior pi(Θ) and pi(Θ
obs) through error bars showing means and
central 95%.
analogous to those in figure 5.9. It appears in this case that this extra step has
provided no improvement.
5.3.5 Lotka–Volterra
The Lotka–Volterra model introduced in section 2.5.3 exhibits more complex dy-
namics than the immigration–death model. It features an additional species and
reaction with an oscillatory evolution of the states. On top of this the kinetics of
the reaction network are stable only in certain areas of the state space. Here we
investigate a similar range of scenarios within an ABC rejection sampler as for the
immigration–death model in order to determine whether our findings are consis-
tent.
Since an analytic solution to the Lotka–Volterra model is unavailable, the reasons
for which are discussed in chapter 2, the true posterior distribution to be used as a
reference is a long run of a pseudo marginal MCMC scheme that uses a large number
of particles. As discussed in chapter 4 this sort of approach can be used to obtain an
84

























Figure 5.10: Posterior plots for the semi automatic approach to summary statistics where
a pilot run has been used to choose an appropriate region for the regression model to be fit
and the prior truncated accordingly. This seems to in this example offer no improvement
over the results shown in figure 5.9 where no pilot run was used.
exact posterior distribution, albeit at great computational expense. A comparison
of the relative efficiency of the two approaches is the focus of section 5.4 later in this
chapter.
Weighting the Euclidean metric
In section 5.3.3 we found that when using the raw observations as the collection
of summary statistics posterior inferences were improved by weighting them by the
prior predictive standard deviations in the metric. We repeat a similar experiment
with simulated data for the Lotka–Volterra model here. The observations, shown
in figure 5.15, are noisy measurements of the underlying state over a regular time
interval. Prior distributions for the rate parameters are vague and described in
section 4.4.2.
Figure 5.11 shows marginal posterior densities for the rate parameters of the model
which make clear that posterior inferences using an unweighted Euclidean metric is
much better than using a metric weighted by the prior predictive standard deviations
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Figure 5.11: Marginal posterior error bars for the middle 95% of the distributions of rate
parameters of a Lotka–Volterra predator prey model obtained using an ABC rejection
sampler. Each posterior sample is the result of retaining the best 0.05% given ten million
draws from the prior. Dashed lines give the parameter values used to generate the data.
of the observations in this case. This is in contrast to what was observed with the
immigration–death model. It is not entirely clear why this is the case. One reason
for the difference in behavior could be that the Lotka–Volterra system dynamics are
unstable for a large region of parameter space with a tendency for either extinction of
both species or an explosion of prey. This behaviour in turn leads to very large prior
predictive variances for those observations which occur later in the time series. Large
variances lead to small weights in the metric meaning we are basing our acceptance
criteria on potentially only a few early observations. Examination of the weights in
the simulated experiment showed that the values of the predator and prey at time
t = 0 accounted for approximately 95% of the weight in the calculation of δ. What
this tells us is that here we are basing the majority of our accept reject step on our
prior information for the initial state of the system.
Csille´ry et al. (2012) suggest that rather than use an empirical standard deviation
over the prior predictive distribution to use median absolute deviation (MAD). The
motivation behind such a choice is that this value is much more robust to extreme
outliers. On examination of this weighting scheme for the rejection sampler in
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Figure 5.12: Point estimates of mean and central 95% error bars for the inferred pos-
terior distributions of the rate parameters of the Lotka–Volterra predator prey model
with S(Y) = Y, and subject to first and second order posterior regression correction of
Beaumont et al. (2002).
this example, no improvement over the unweighted summary statistics was found,
although it should be noted that it yielded much better posterior distributions than
weighting by the inverse of the standard deviations.
Regression correction
As was the case for the immigration death model a significant improvement in the
posterior distributions obtained could be found by performing a regression adjust-
ment of Beaumont et al. (2002). Both a single order and second order polynomial
regression correction yielded a posterior whose mean was very close to the true value
with a dramatic reduction in posterior variance. Figure 5.12 shows error bars for the
middle 95% of the marginal posterior distributions of the uncorrected and corrected
samples.
Dimension reduction
Investigation into the effect of choosing informative summary statistics as a means
of reducing the dimension of the problem becomes more difficult as the number of
candidate summary statistics increases. This is in part due to the increase in the
number of subsets of a given set of summary statistics. Evaluation of posterior ap-
proximations under all possible subsets quickly becomes computationally infeasible
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as the number of candidate statistics increases. This was acknowledged by Joyce
& Marjoram (2008) and Nunes & Balding (2010) among others. Joyce & Marjo-
ram (2008) then suggest an iterative approach to testing the possible inclusion or
exclusion of a statistic but do note that the order in which statistics are tested has
consequence in the subset that is selected.
Partial Least Squares
As was observed for the immigration death model, a PLS regression approach to
reduction of the dimension of summary statistics yielded no improvement in the
posterior sampling for the Lotka–Volterra model. A PLS regression was performed
using the raw observations as the untransformed summary statistics. The first 7
components were then chosen to use in the ABC rejection sampler, chosen by cross
validation. Regression correction of the resultant posterior did improve the samples
however performance was still poorer than using raw observations.
Semi automatic ABC
A semi automatic approach to the choice of summary statistics for the Lotka Volterra
model yielded similar results to those found for the immigration death model. That
is that for the simple rejection sampler there was no improvement in performance
over using raw observations. We followed the approach as in Fearnhead & Prangle
(2012) by fitting a regression model predicting each parameter using a fourth order
polynomial on the simulated values of the process. As with other experiments a
posterior regression correction was also performed.
Figure 5.13 shows 95%–ile error bars with posterior means for the approximate poste-
riors obtained using the summary statistics generated by the regression model. From
ten million model simulations given draws from the prior those with ρ(s(x), s(y)) < 
where  is chosen such that the best 0.05% of simulations are retained to mimic the
acceptance rate in other experiments. The semi automatic ABC posteriors, both
uncorrected and regression corrected show poorer posterior sampling than was ob-
tained using s(x) = x. Similar results were found when first using a pilot run to
identify a truncated region of the prior distribution for the regression model to be
fitted.
88

































Figure 5.13: Approximate posterior distributions using the semi automatic approach of
Fearnhead & Prangle (2012) to the choice of summary statistics for the Lotka Volterra
model. Error bars show the middle 95% and posterior means for both regression corrected
and non regression corrected posteriors compared to the best ABC posterior obtained with
no dimension reduction.
We note that the performance of the semi–automatic approach was, in these ex-
amples, heavily influenced by the region on which the model was fit. Using either
the full, vague, prior parameter space, or only a short pilot run in which to iden-
tify a truncated region for model fitting led to high variability in model parameter
estimates over repeated experiments. The pilot run here was kept short in order
to be consistent with other examples but we note that we find the approach to be
more competitive when the regression model is fit on a more informative region of
parameter space.
5.3.6 Conclusions
The mechanism used to measure similarity between simulated and observed data
in ABC algorithms has a dramatic effect on the resultant posterior distributions
inferred. Perhaps surprisingly it appears, within the context of models of this type
at least, that the distance function itself seems to have very little bearing on the
outcome when each point is considered with equal weight. A discrepancy is borne
out when weighting points by estimates of prior predictive standard deviation and
whilst an L∞ norm gave a posterior with a more accurate mean the increased vari-
ance meant that the commonly used Euclidean norm performed more favourably
overall.
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The often quoted benefits of reducing the dimension of the problem with summary
statistics that compress the information in the data in some way, including some
loss, do not appear to hold true in this context and using raw data appears compet-
itive in each example. A regression correction of the posterior distribution seems to
improve the sample. The effect seems much more pronounced using a second order
polynomial on (s∗i − s) rather than a single order polynomial in the examples con-
sidered here. In general however one can consult standard linear regression model
diagnostics to find a model that justifies the underlying assumptions.
Whilst the simple linear regression correction approach of Beaumont et al. (2002)
works reasonably well in the examples above it is not without issue. Difficulties can
arise when observed the relationship between parameters and summary statistics is
highly non–linear or when observed summary statistics lie towards the edges of the
prior predictive distribution of summary statistics. Blum & Franc¸ois (2010) provide
a number of refinements to the regression approach. Rather than linear regression
they use a feed forward neural network to estimate Eˆ(Θ | s). Additionally they model
the log of the squared residuals to obtain an estimate of SˆD(Θ | s). This leads to a





Θi − Eˆ(Θ | si)
)
+ SˆD(Θ | s) (5.13)
where the idea is that by doing this they allow both the mean and variance of Θ to
vary with S(Y). Their results show improved accuracy over the earlier approach by
Beaumont et al. (2002).
The conclusions here have been made with respect to a simple rejection ABC sampler
however it is reasonable to assume that they extend to other ABC based samplers.
Indeed the relative merits of different metrics and summary statistics should remain
constant in each of the ABC variants and examples of regression correction to pos-
terior samples in an ABC MCMC setting and ABC SMC can be found in Lopes &
Beaumont (2010) and Blum & Franc¸ois (2010) respectively.
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5.4 Comparison of different approaches
This section is based on and is an expansion of the work published by Owen et al.
(2015). The aim of the following set of computational experiments is to try to
gain insight as to the relative efficiency of ABC and particle MCMC to parameters
inference for the class of models.
In the context of stochastic kinetic models for which the likelihood function is in-
tractable, inference must proceed using either particle MCMC, which avoids evalua-
tion of the likelihood function through a Monte Carlo estimate of marginal likelihood,
or an ABC based technique which uses the rejection sampler approach based on the
distance of simulated data from observed. Both particle MCMC, as in Golightly &
Wilkinson (2011) and Wilkinson (2011), and ABC methods, (Drovandi & Pettitt,
2011; Fearnhead & Prangle, 2012), have been successfully applied in the context of
stochastic kinetics, but it is unclear as to which approach is favorable.
If exact posterior inference is desired, and there is measurement error in the observa-
tions, we are limited to particle MCMC. Whilst in theory given a state space that is
a countable set exact inference is possible using ABC methodology (as → 0 in the
case of s(x) = x or s(x) being sufficient), in practice this outcome is rarely achieved.
However, if exact inference is not the primary concern and there are computational
constraints, perhaps available CPU time, it is not obvious which approach should
be employed. Is it the case that increased computational efficiency is an adequate
trade–off for the reduction in accuracy? Additionally particle MCMC in this con-
text relies on there being an adequate amount of measurement error. The relative
efficiency of each posterior sampling scheme may well depend on the size of the
measurement error.
In order to make direct comparisons between the different techniques it is necessary
to create some framework by which meaningful conclusions can be made. In order
to do this it is important to consider a set of rules by which a fair test can be
undertaken. In addition to this we are interested in some measure of efficiency of
each sampler and the discrepancy between the resultant posterior in each case and
the true posterior. One of the primary motivations for such a comparison was to
determine which method is most appropriate with particular consideration to the
notion of computational restrictions.
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5.4.1 Computational budget
Whilst it is of interest to be able to compare the execution time of each of the infer-
ence schemes, experimentation is subject to variation in the implementation of each
algorithm. Instead comparisons could be made using the notion of computational
units rather than wall clock time. The motivation behind this choice is such that
any possible inefficiencies in the code are irrelevant to the conclusions made. This
ignores some of the practical elements of the computation that are prevalent in each
algorithm, for example the parallelisability, a discussion of which will be made in
chapter 6. Any conclusions drawn within the computational budget paradigm are
correlated with wall clock time subject to this additional discussion.
5.4.2 Initialisation
Each of the approaches to inference discussed in chapter 4 have tuning parameters
which have to be chosen in some way, each of which has a bearing on the efficiency
of the sampler. In order to make comparison as fair as possible it is desirable to
have each algorithm in some sense optimised using standard published methods.
The cost of obtaining such tuning parameters is to be collected and deducted from
the allocated computational budget. The motivation behind the inclusion of this
cost is that a practitioner would have to undergo this procedure in a “real data
setting”.
Particle MCMC
It has been well documented that the efficiency of random walk Metropolis algo-
rithms is highly dependent on the choice of proposal kernel. A distribution which
yields small deviations from the current state will ensure that a large number of
moves are accepted but samples will be highly correlated. Large moves around the
space on the other hand will often be rejected leading to the chain spending large
amounts of time stuck at the same value. A brief introduction to Metropolis Hast-
ings MCMC was given in section 3.5.2. Optimal tuning parameters for a Gaussian
random walk proposal kernel in an Metropolis Hastings MCMC scheme are different
in the case where likelihood estimates are obtained using a particle filter than in the
standard analytic likelihood case due to the inherent cost in obtaining estimates of
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likelihood, see section 4.3.2. The starting parameter vector, Θ0, of the chain also has
an effect on the efficiency of the sampler. A choice of Θ0 which is far from a region of
non–negligible posterior density will lead to a chain which takes a long time to move
toward the target distribution, whereas a chain initialised close to stationarity will
yield useful samples sooner. This burn–in period can sometimes consume a sizeable
fraction of the computational budget. This is of greater concern for particle MCMC
than it is for posterior sampling with an analytic likelihood function as particle
MCMC, due to the variability of the estimator being used at each iteration can suf-
fer from poor mixing, particularly in the tails of the target distribution. In a region
of low posterior density, if the particle filter were to estimate a particularly high
density value of the target due to chance in a variable estimator, the chain would be
reluctant to move away from this value in future iterations. This phenomena will
be examined in more depth during this section.
Particle MCMC as described in section 4.3 relies on a sequential Monte Carlo al-
gorithm for approximation of the likelihood, pˆi(D|θ). The bootstrap filter requires
multiple model realisations, via a set of “particles” in order to achieve this approx-
imation. In addition, the approximation has to be calculated at every iteration of
the MCMC algorithm, hence clearly the number of particles in the filter will greatly
affect the runtime of the resultant algorithm. A small number of particles will result
in a shorter computation time for the likelihood approximation but leads to larger
variability in the estimated likelihood. This increased variability leads to decreased
efficiency of the inference scheme, as noted by Andrieu & Roberts (2009). A large
number of particles, useful for consistent estimates of pˆi(D|θ) will lead to slower
posterior sampling in the chain. An optimal choice for the number of particles was
discussed in section 4.3.3.
In practice, for the purpose of the comparisons made in section 5.5 below we choose
an initial parameter vector, Θ0, as a random sample from the posterior distribution.
The number of particles used in the particle filter, N is then chosen by repeated runs
of a particle filter with increasing N until 1.5 < Var(lˆ(θ0|D)) < 1.8. We then use
the covariance matrix of the posterior, Σp to inform our choice for Σq, the Gaussian
random walk proposal variance, ensuring that the acceptance rate is around 15%,
following the practical advice of Sherlock et al. (2015).
During initial experiments with the pMCMC algorithm for these models initiali-
sation and tuning of the algorithm was approached under the assumption of no
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knowledge of the posterior distribution of interest, reflecting the position of a prac-
titioner in a real scenario. However, this proved to be problematic as finding a
sensible choice of Θ0, number of particles, N , and proposal variance, Σq, often used
a large proportion of the allocated computational budget. Under the computational
restrictions imposed by the budget choice this made pMCMC look completely un-
competitive relative to ABC techniques. This problem itself is interesting as it
highlights a potential drawback of using pMCMC in practice. We acknowledge that
the initialisation tools used in this comparison are not representative of the full
problem that faces users looking to utilise these algorithms but wish to present a
comparison on the relative efficiency of the posterior samplers. The outstanding
issue of initialising and tuning a particle MCMC scheme under no knowledge of the
posterior density that we wish to learn about will be discussed in more depth in the
following chapter and was addressed in Owen et al. (2014) on which that chapter is
based.
ABC rejection sampler
For the ABC rejection sampler, once a metric function and set of summary statistics
has been chosen, it only remains that weights for the summary statistics in the metric
and a tolerance  need be determined. In section 5.2 we saw that for time course
data of the stochastic kinetic models using S(Y) = Y was competitive and that
weights could be determined by a small (relative to the size of the full experiment)
pilot run with draws from the prior distribution. The final tuning parameter to be
determined, , is not necessary as it is possible to retain the best α% of samples at
the end. Whilst there is some question over what α is a reasonable choice it has no
bearing on the computation time as it can be chosen after all computation has been
performed.
ABC MCMC
Like any MCMC algorithm it is necessary to choose a proposal kernel. Since to our
knowledge there is no published literature that addresses optimal proposal kernels
for random walk ABC MCMC specifically we rely on the same theory that applies to
random walk Metropolis Hastings samplers in general. Unlike the rejection sampler
variant of ABC it is necessary to determine a sensible choice of tolerance, , before
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the algorithm is run as crucially this plays a role in the acceptance probability of
proposed moves in the Markov Chain. It is therefore necessary to have some sensible
approach for choosing this tolerance. There is no trivial answer to the question over
what makes a good value of , and the answer is likely very application specific.
In the absence of specialist prior knowledge and understanding of how a process
works we can rely only on some pilot simulation information to attempt to choose
something sensible.
This proved to be problematic in practice for utilising an ABC MCMC approach
competitively. A first approach used a simple rejection sampler to identify a region
according to a best α% principle, denoted piα(Θ). From that we could take the
distance value δα that corresponded to the α%-ile of the distribution of distances
and use the mean of piα(Θ), denoted Θ¯δα , to initialise the chain. The reasoning
behind this was that by first identifying a region piα(Θ) that gave a small number
of samples in a rejection sampler we could better explore that smaller space with
an MCMC sampler with local proposals. Being able to initialise somewhere close to
the center of this region seemed intuitive.
Whilst choosing an  and Θ0 in this way yields a chain that explores the space well
it does not exploit the strengths of using a Markov chain with local proposals that
motivated the development of ABC MCMC at its inception. That is the increased
acceptance rate allowing the use of a smaller tolerance. It is desirable to be able
to choose a smaller value of  than that which is borne out of the rejection sampler
tuning approach, however a meaningful way to do this is not obvious. One approach
could be to take some percentile, q of an empirical distribution of distances given
the Θ¯δα . By doing so what we are essentially imposing is that we accept on average
q% of the time at the mean of piα(Θ). If we then initialise at that mean, we should
expect a reasonable acceptance rate in the chain.
To overcome this we took the samples piα(Θ) and made repeated draws of δ from





From this distribution we can choose a tolerance  based on some quantile, qδ, of the
distribution where qδ now represents the approximate acceptance rate that would
be exhibited in a simple random sampler using the original approximate posterior
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for proposals. To initialise the chain we use the parameter vector Θ which gave the
smallest average distance value in this additional tuning run. This should ensure
that we expect the chain to move with a reasonable acceptance probability.
ABC SMC
Initialisation of a sequential ABC algorithm as described in section 4.2.4 is somewhat
less involved. This is due to the fact that optimal Gaussian proposal kernels for
advancement to subsequent targets can be calculated during execution. In addition
the sequence of tolerances is chosen adaptively throughout the algorithm. It remains
that there is need to specify an initial tolerance value, 0. One could argue that
tuning the choice of metric and summary statistics to be used is also of interest.
Investigation into the effect of different metrics and summary statistics was the
focus of section 5.2. Whilst it is likely that the best choice of summary statistics
and metrics is highly problem specific, in all of the numerical examples of section 5.3
a Euclidean metric for S(Y) = Y was found to be competitive. In order to choose a
suitable 0 for the scheme we simply calculate ρ(D,D∗|θ) using a number of samples
from pi(θ). From this we take 0 to be the value equivalent to the 1%-ile of the
resultant distribution of distances.
5.5 Numerical examples
5.5.1 Comparing the different ABC algorithms
Before comparing ABC with particle MCMC it seems prudent to make some com-
parison between the ABC algorithms. Whilst it is expected that both ABC SMC
and ABC MCMC are more efficient than a simple rejection sampler implementa-
tion since they were both conceived with the intention of addressing weaknesses
in the rejection sampler, it is not obvious however whether the sequential Monte
Carlo variant will be more efficient than the Markov chain based ABC sampler.
These preliminary runs were performed using a smaller computational budget of
107 model realisations with the motivation of taking only the most efficient ABC
sampler forward to compare with particle MCMC. This seemed a reasonable ap-
proach since from a practical point of view there is little additional difficulty to
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Figure 5.14: Error bars for posterior distributions of rate parameters for an immigration
death process for each of the 3 types of ABC algorithm. The grouping along the x axis is
such that the cost of obtaining the distribution, in percentage units of model simulations,
is constant.
the practitioner in constructing any of the ABC sampling algorithms discussed in
chapter 4 on understanding of the theory.
Immigration death
An immigration death process with true rate parameters Θ = (10, 1) and Gaussian
observation noise σ2 = 1, as shown in figure 4.2 was the focus of inference for each
algorithm. In each case the prior distribution on the rate parameters was
log(θi) ∼ U(−4, 4), i = 1, 2
where the noise parameter σ = 1 and the initial state of the system X0 = 0 are
assumed known.
Initialisation of each algorithm follows the specification outlined in section 5.4.2.
Specifically for the rejection sampler, from the allocated budget of 107 model re-
alisations, one hundred thousand (1%) were used to estimate the prior predictive
standard deviations of the summary statistics to deduce the weights. Choice of 
was left out of the initialisation process since it can be chosen at the end. For the
MCMC sampler an initial set of five hundred thousand model realisations was used
for the determination of summary statistic weights and to choose an intermediate
tolerance δα where α = 0.1%. Given δα, to encourage a smaller tolerance, and hence
97
Chapter 5. Inference for intractable Markov processes
hopefully a better approximation to the true posterior distribution, calculate Θ¯δα
the mean parameter vector of the samples for which δ < δα. Using Θ¯δα one hundred
thousand distances were calculated and  was taken to be the value corresponding
to the 1%-ile of the distribution of distances pi(δ |Θ = Θ¯δα). Finally to estimate
an optimal proposal variance for the random walk kernel one hundred thousand
iterations of an MCMC scheme with a very small proposal variance were used to
create a sample from which to estimate variance Σ. Given Σ the variance for the
Gaussian random walk kernel was chosen as 2.382Σ/2. For the ABC SMC sampler
the initial tolerance 0 was chosen as the 1%–ile of given five hundred thousand
parameter draws from the prior distributions. The weights to be used in the metric
function are also determined using these samples. The initial distribution is then
pi0(Θ) = pi0(Θ) and choice of the tolerance t given distribution pit−1(Θ) is chosen
as the 30%–ile of distances δt−1.
The preliminary examples using an immigration death process model found that
ABC based on a sequential Monte Carlo sampler was the most efficient of the ABC
iterates. It’s advantage over the simple rejection sampler is clear, by reducing the
tolerance gradually acceptance rates can be maintained and having an iterative ap-
proach to updating the posterior distribution given proposals based on the previous
target allows guided exploration of the space. It also proved advantageous over ABC
MCMC. Whilst it is possible to get good samples using an ABC MCMC scheme one
of the drawbacks is that it is not trivial to reduce the tolerance once the chain sam-
pler has begun. In addition the extra effort in ensuring initialisation of the chain is
reasonable is unwanted complication. If initialisation proves to be poor, either the
chosen tolerance is too large, the random walk kernel is sub–optimal or the starting
point of the chain is in a region of negligible support, then substantial computational
effort may be expended before ultimately having to restart the chain given different
initialisation criteria.
Figure 5.14 shows the evolution of the marginal approximate posterior distributions
for the rate parameters for the immigration death process and the distribution of
calculated distances against computational cost. The groupings have been chosen
to match the computational cost of the successive distributions in the sequential
ABC. That is as each successive population of the ABC SMC scheme was obtained,
the proportion of the allowed computational budget was noted, and the posterior
distribution available given the same computational expense for the other ABC
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algorithms was used for comparison. Posterior error bars are not present in the
early phase comparisons for the ABC MCMC scheme since at those early stages,
the cost of initialising the chain was such that a large enough number of posterior
samples had yet to be drawn. Posterior variance is smaller for the ABC SMC
scheme than the other ABC approaches, and the distribution of distances is smaller
on average for this relatively simple model.
Lotka–Volterra
Each of the three ABC samplers were employed to infer the rate parameters of
the Lotka–Volterra model. As with the immigration death example in the previous
section the measurement error noise is assumed to be known as σ = 10. Prior
distributions for the rate parameters and initial state X0 are
log(θi) ∼ U(−6, 2), i = 1, 2, 3 X0,1 ∼ Po(50) X1,1 ∼ Po(100). (5.14)
The algorithms were initialised in the same way as with the immigration death exam-
ple, with the exception that no weighting of the summary statistics was sought since
results in section 5.15 found for this particular model with this prior that weighting
the summary statistics gave poorer performance than not weighting them.
The results of this investigation were consistent with those found for the immigration
death model but more pronounced given the additional complexity of the problem.
Given the additional parameter to infer, ABC SMC was clearly the best choice.
5.5.2 Comparison of ABC and PMCMC
Lotka Volterra predator–prey model
Synthetic data
For the purpose of making comparisons we use a number of data sets over different
observation regimes simulated using reaction rate vector θ = (1.0, 0.005, 0.6). In
each case we corrupt the Xt with a Gaussian error with mean 0 and variance σ
2,
pi(dt|Xt, σ) ∼ N (Xt, σ2). X0 = (50, 100) is used throughout. Plots of each of the
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data sets considered are in figure 5.15. Given this set of parameter values the model
exhibits relatively stable oscillatory behavior for both species and provides an in-
teresting starting point for our investigation. We shall use this model to explore
posterior sampling efficiency given data sets of a range of sizes, under full and par-
tial observation regimes, whilst also giving consideration to the effect of assuming
known measurement error or including this parameter in the set to be inferred. We
consider time series of differing lengths to determine whether the amount of data
available has an influence on which inference method may be most appropriate. In
each case we also consider a partial observation regime where predator observations
are unavailable by discarding these measurements. Data sets shown in figure 5.15
are denoted D1, D2 and D3 respectively. We introduce additional subscript nota-
tion such that D1p implies the data set D1 where predator observations have been
discarded and D1u symbolises treatment of D1 under the assumption of unknown
measurement error. In addition D1∗ will be used as a reference to the collection of
data sets D1,D1u,D1p and D1u,p.
Inference set up
We now create a scenario in which prior parameter information is poor. We place
uniform prior information on log(θ),
log(θi) ∼ U(−6, 2), i = 1, 2, 3, (5.15)
and a Poisson prior distribution on the initial state
X1 ∼ Pois(50), X2 ∼ Pois(100). (5.16)
Where σ2 is unknown, we use
log(σ) ∼ U(log(0.5), log(50)). (5.17)
For each repeat, we allow a computational budget of 108 model realisations from
the Direct method, algorithm 1. We choose this budget based on the fact that given
the θ = (1.0, 0.005, 0.6) our simulator achieves 104 simulations of length equivalent
to D2 every 45-50 secs on our relatively fast Intel core i7-2600 clocked at 3.4 GHz.
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This yields an approximate total time spent simulating from the model of 14 hours
plus some other comparably negligible computation costs for each individual infer-
ence run. Clearly improvement on simulation time can be made by parallelising
the simulation of independent realisations from the direct method as well as other
computational savings being made by clever optimisations in each algorithm. We
have tried to disclude the effect of such algorithmic optimisation in the comparison.
We include the information on approximate time here as a rough guide to practical
implementation of inference for these types of models as well as the reasoning behind
our particular budget choice.
Discussion of results
Data sets D1∗
Here we present results for the inference experiments for the D1∗ collection of data
sets. The average number of particles required in the bootstrap particle filter to




u,p are 54, 550, 48 and 114
respectively. The number of populations the ABC SMC sampler achieved within the
computational budget is 12 in each of the examples where both species are observed
and 9 in each of the prey only observation runs.
Figure 5.16 shows posterior inferences of log(θ1) given the shorter time series D
1 in
each of the following scenarios
• Both species observed, measurement error assumed known,
• Both species observed, measurement error to be inferred,
• Prey levels only observed, measurement error known,
• Prey levels only observed, measurement error to be inferred.
The distributions are very similar between the two approaches and across replica-
tions of the experiment. In all cases the true value log(θ1) = 0 is well identified by
the posterior. In the case of only Prey observations being made the ABC approach
loses some posterior mass in the tails of the distribution, relative to the reference
truth. Results for the other two reaction rate parameters are consistent with those
reported here.
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Algorithm ABC SMC PMCMC
Run 1 2 3 4 5
Figure 5.16: Posterior inference for log(θ1), the log of prey birth parameter under each of
the sampling schemes. The true posterior distribution is shown in black. Results for other
the other reaction rate parameters show results consistent with the ones shown here. The
true value log(θ1) = 0 used to generate the data set is well represented in each distribution.
Figure 5.17 shows posterior inferences for the noise parameter in the examples where
it was not assumed to be known. In each repeat, for both observation regimes and
both samplers inference is poor. The reference true distribution also exhibits poor
learning of the noise parameter in light of a small amount of data with each PMCMC
run performing close to the reference. ABC on the other hand fails to identify the
noise parameter at all, with little deviation from the uniform prior.
Posterior densities do not give the full picture of the relative performance of the two
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Algorithm ABC SMC PMCMC
Run 1 2 3 4 5
Figure 5.17: Posterior distributions for log(σ) in the D1u and D
1
u,p data sets. The true
value used in the generation of the data is log(σ) = 2.30.
algorithms. Figure 5.18 shows the evolution of the posterior samples in line against
the computational expense. The box plots show that the shape of the pMCMC
induced posterior distribution changes very little over the course of the computation
and within a relatively short time the ABC based scheme gets close to it. From that
point onwards the shape of the distribution changes little. As expected the effective
sample size of the pMCMC posterior sample increases with computational expense.
On consideration of estimates of posterior means and variances, the two posterior
sampling algorithms give similar results after a relative short period of time. The
fact that the initialisation cost of pMCMC has been omitted however suggests that
perhaps ABC is the more efficient choice for learning of reaction rate parameters in
this example.
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Figure 5.18: Further diagnostic information for assessing the relative performance of ABC
SMC and pMCMC for the Lotka–Volterra predator prey example given data set D1. (a)
gives box plots of the distribution, the x axis represents the time t in the sequence of
distributions in the sequential sampler. (b) is the effective sample size of the pMCMC
posterior. (c-d) are estimates of posterior mean and variance respectively obtained with
each scheme.
Data sets D2∗
Results for each of the D2∗ data sets are reported in the same way as for those in





u,p are 132, 370, 70 and 260 respectively and the number of itera-
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Figure 5.19: Posterior distributions for log(θ1) given 5 repeats for each of the observation
regimes using the D2∗ collection of data sets. A long pMCMC run with a large number of
particles to be used as a reference to the truth are in black.
tions that the SMC sampler achieved were 12.2, 11.8, 11 and 10.8 on average.
Figure 5.19 gives the posterior distributions for the D2∗ collection of data sets over
5 repeats for each of the 4 different observation scenarios. In this slightly longer
time series there is a notable difference in the comparison between posteriors each
of those 4 cases. Each pMCMC run performed well, being almost indistinguishable
from the reference true distribution on the plots. Where both species are observed
the approximate posterior distributions have a mode which is quite close to the true
106
Chapter 5. Inference for intractable Markov processes















Algorithm ABC SMC PMCMC
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Figure 5.20: Posterior distributions for log(σ) in the D2u and D
2
u,p data sets. The true
value used in the generation of the data is log(σ) = 2.30.
posterior with perhaps a slight tendency to under–estimate, but have notably higher
posterior variance. Where only observations of the single species are available the
ABC scheme has a tendency to underestimate the parameter, with this behaviour
more evident in the case where measurement error is also to be inferred. As with
D1∗ the results for the other reaction rate parameters exhibit similar comparisons to
those shown.
Figure 5.20 shows that in light of more observations pMCMC can infer the noise
parameter log(σ) well when both species are observed and moderately well with
only prey observations. This is in contrast to the results that were found with the
shorter time series data sets of D1∗. However ABC again fails to infer anything
meaningful about the measurement error, with little departure from the uniform
prior. This can be explained as Wilkinson (2013) showed that in fact ABC targets a
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Figure 5.21: Box plots, (a), showing the posterior learning for each of the algorithms
broken down by computational units. Each posterior sample through the sequence using
ABC SMC is shown. The corresponding pMCMC boxplots show posterior inference using
only information gained subject to the same computational budget as the ABC SMC. This
gives insight into how the two algorithms compare throughout the experiment. (b) shows
the effective sample size of the pMCMC sample when broken into these computational
groups, (c-d) are posterior estimates of the mean and variance respectively given the two
algorithms. These results are for log(θ1) given one run of each of the algorithms using the
D2 dataset.
misspecified model in this context. That is the model of interest with the inclusion
of independent noise whose variance is dependent on the tolerance threshold.
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Figure 5.21 gives additional insight into the relative performance of each algorithm.
Figure 5.21(a) shows the evolution of the shape of the distribution against the cost to
obtain it. The plots are obtained using just a single repeat from each algorithm for
the D2 data set but are representative of the other repeats and data sets. Comparing
to the results for the D1 data set the initial stages of ABC SMC are poorer, compared
to the relevant pMCMC posterior and movement towards the same distributional
shape is slower. The effective sample sizes for the pMCMC posterior starts smaller
and rises at a slower rate with computation time that was the case for D1, with
more data we are requiring to run our algorithm longer to get a good sampler.
As before the shape of the pMCMC induced posterior distribution changes little
over the course of the sampling run. When considering posterior summaries, the
mean and standard deviation estimates are stable in pMCMC from an early stage
whereas under ABC SMC sampling, they are less so at the early stages before slowly
converging towards those found under particle MCMC.
The overall theme given these data sets is that pMCMC is favourable. Posterior
mean and variance estimates remain fairly constant from a relatively early stage
in the computation and the shape of the distribution is maintained. Obtaining
a large, uncorrelated posterior sample requires that the chain must run for a long
time, however running ABC SMC for the same number of model realisations does not
yield better results. Whilst given the full budget it is arguable that the approximate
posteriors are close, most notably under D2p, in the earlier stages of ABC SMC the
approximation is much greater and inference is poorer as a result. Having made such
statements however it is important to bear in mind that the tuning of pMCMC has
been omitted from the computational cost of obtaining the posterior distributions
reported. This issue will be addressed in due course.
Data sets D3∗
The D3∗ collection of data sets are the longest of the time series considered for the
simulations experiments using the Lotka–Volterra example. The difference between
the approximate posteriors and those obtained via particle MCMC are more pro-
nounced given the longer time series as shown in figure 5.22. As the number of ob-
servations and length of the time series has increased further the ABC SMC scheme
struggles to recover a good approximation to the truth more than before. Given
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Figure 5.22: Posterior distribution for log(θ1) given the D
3∗ collection of data sets. A
reference true posterior distribution obtained by a long run of pMCMC with a large
number of particles is shown in black.
observations of both species, the posterior mode is similar for both approaches, with
both identifying the true parameter value log(θ1), used to generate the data, well.
However as was observed when we increased the length of the time series between
D1 and D2, increasing this further in D3 has lead to greater posterior variance in the
approximate posteriors. We retain a greater level of inaccuracy in our approxima-
tion for the larger data sets with the tails of the distribution over represented. With
only prey observations available the ABC scheme, as was observed in the previous
results, has a tendency to underestimate this parameter.
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Run 1 2 3 4 5
Figure 5.23: Posterior distributions for log(σ), the measurement error noise parameter for
the D3∗ collection of data sets. The true value used to generate the data is log(σ) = 2.30
with a reference true posterior distribution, obtained via a long run from a particle MCMC
algorithm with a large number of particles shown in black.
It should also be noted that under the computational restrictions imposed for the
experiment, given observations on both species, pMCMC also struggles. The density
plots are much less smooth, indicating that we have a poorer sample with smaller
effective sample size.
Given the more abundant data, pMCMC infers the noise parameter well whilst ABC
SMC continues to perform poorly in this respect as shown in figure 5.23. This is
consistent with the findings from both the D1∗ and D
2
∗ data sets with ABC SMC
showing little departure from the prior distribution for this model parameter. The
additional diagnostic information in Figure 5.24 continues the observed trends from
the previous results.
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Figure 5.24: Additional analysis of the relative competitiveness of the ABC SMC and
particle MCMC schemes for the D3∗ collection of data sets.
The sequence of box plots, Figure 5.24 (a), shows that the level of approximation at
the early stages of the ABC algorithm is large, and given the increasing dimension
of the data, the length of time and hence the computational expense required for
ABC to yield a reasonable approximation to the true posterior as shown by pMCMC
is greater. The larger data means that obtaining a diverse sample using pMCMC
is more taxing, requiring large numbers of model realisations to obtain reasonable
effective sample sizes however the shape of the distribution and estimates of mean
and variance remain stable from an early stage.
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Figure 5.25: A short time series of uncorrupted observations from a Lotka–Volterra preda-
tor prey model.
5.5.3 Effect of measurement error
One further consideration to be made is how the comparison is affected by the size
of the measurement error. It is well understood that obtaining marginal likelihood
estimates using a particle filter on data with smaller measurement error requires a
larger number of particles. The relative cost of obtaining a sample from the posterior
distribution when measurement error is small is then higher. We can examine how
this changing accuracy in the measurement process affects the relative efficiency of
the two approaches considered here.
To do so we consider two sets of examples. A short time series of observations from
a Lotka–Volterra model with vague prior information on the rate parameters. A
further example, based on the Schlo¨gl model introduced in section 2.5.4, considers a
longer time series and additional species with an informative set of prior distributions
on the rate parameters.
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Lotka–Volterra model
For the Lotka–Volterra example we consider a short time series of observations of
both species at each of 6 regularly spaced time points. The unobserved true values
of the process are shown in figure 5.25. The true observations are then corrupt
by a Gaussian measurement error kernel with zero mean and differing standard
deviations, σ = (0.1, 1, 2, 10, 20).
The notion of a computational budget is employed once again for this example where
the maximum budget allowed for each algorithm is 107 model realisations. The cost
of obtaining the number of particles to be used in a particle filter, where appropriate,
is discounted from the allocation and particle MCMC chains are initialised at the
true parameter values that generated the synthetic data. For each example the
same Poisson priors on the initial state of the system are used as in section 5.5.2,
the measurement error is assumed to be known in each case. However, since access
to the true posterior distribution for each is unavailable a short tuning run of 2000
iterations with a small proposal variance was used to help optimise the exploration
of the parameter space. This cost was deducted from the permitted budget.
For the smallest value of σ considered the number of particles required to obtain
estimates, lˆ(Θ) such that Var(lˆ(Θ)) was sufficiently small was in excess of 50,000.
At this point we stopped searching as the number of particles is sufficiently high
that the cost tuning run to optimise proposal variance would have been 10 times
greater than the allowed computational expense.
Figure 5.26 shows results of applying the ABC SMC and particle MCMC under
these constraints. Each posterior distribution consists of a minimum of 5000 where
budget permitted this to be the case. For pMCMC longer chains were thinned such
that 5000 samples were retained. The error bars showing the central 95% and means
of the resultant posterior distributions are comparable for each value of σ. However
the ESS per model realisation shows that the ABC scheme is more computationally
efficient in all of the cases shown here. The caveat to this is that with pMCMC we
know that the target is exact whereas with ABC we have introduced some error.
The ABC approach also permits posterior inference in the case of extremely small
measurement error, something that could not be obtained using particle MCMC.
The relative efficiency of each scheme seems to converge as the measurement error
grows. At σ = 1, the first for which we can obtain a sample using pMCMC, the ESS
114
















Algorithm l lABC PMCMC
(a) Mean and 95%–ile posterior error
bars for θ1 given the observations in fig-
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(b) Effective sample sizes per model reali-
sation of the two approaches for the Lotka–
Volterra posterior rate parameter distribu-
tions.
Figure 5.26: Analysis of the posterior distributions for the prey birth rate parameter in
the Lotka–Volterra model for differing observation error.
per model realisation for ABC SMC is approximately 78 times greater, however by
σ = 20 this value is just 1.2.
Schlo¨gl model
The Schlo¨gl model, introduced in section 2.5.4, is a test model well known for the
fact that given certain reaction rate parameters and initial conditions, the evolution
of the species exhibits bimodal stability. Here we consider a single trace of the
process given Θ = (3 × 10−7, 10−4, 0.000773, 3.276) and X0 = (250, 105, 2 × 105).
Observations are made subject to a Gaussian measurement error kernel with two
different values of standard deviation, σ. The uncorrupted synthetic data set is
shown in figure 5.27 consisting of 21 observations on each of 3 species. 2 values of
σ, σ = 1 and σ = 10, assumed to be known in each case, were compared over 5
replicates of each experiment to assess the ability of sequential ABC and particle
MCMC to infer the 4 reaction rate parameters.
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Figure 5.27: A synthetic data set from a Schlo¨gl model. 21 observations on each of 3 species
over regular time intervals. Reaction rate parameters are chosen as Θ = (3× 10−7, 10−4,
0.000773, 3.276) with initial state X0 = (250, 10
5, 2× 105).
Prior information for this example is much more informative than our previous
test case with a larger permitted computational budget of 108 model realisations.
Specifically
log(θi) ∼ N (log(θobsi , 0.52), i = 1, . . . , 4, (5.18)
a Gaussian distribution on the log scale, centered at the true values that gave rise
to the synthetic data with small standard deviation 0.5. In addition, knowledge of
the initial state, X0 is assumed.
Consistent with the results found in a number of other results in previous sections
the posterior distributions for this example show that ABC tends to over estimate
the posterior variance due to the error introduced by the approximation  > 0.
Figure 5.28 shows posterior distributions for the 4 rate parameters of the Schlo¨gl
model using both the ABC SMC and pMCMC schemes for the larger measurement
error case, σ = 10. Whilst the approximation to the true posterior distribution
under ABC is not perfect it should be noted that within the time frame of our
computational budget (108 model realisations which on our fast Intel core i7-2600
powered desktop clocked at 3.4 GHz corresponds to approximately 25 hours of CPU
time) the particle MCMC sampler had an average effective sample size of 309 across
the replicates. So whilst the location and general shape of the distribution are well
inferred using pMCMC, a diverse posterior sample is expensive to obtain.
This problem becomes much more pronounced with smaller measurement error.
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Replicate 1 2 3 4 5
Figure 5.28: Posterior inference for the 4 rate parameters of the Schlo¨gl model given
observations with Gaussian measurement error standard deviation σ = 10. True reaction
rate parameters used to simulate the synthetic data are Θ = (−15.02,−9.21,−7.17, 1.19).
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Replicate 1 2 3 4 5
Figure 5.29: Posterior inference for the 4 rate parameters of the Schlo¨gl model given
observations with Gaussian measurement error standard deviation σ = 1. True reaction
rate parameters used to simulate the synthetic data are Θ = (−15.02,−9.21,−7.17, 1.19).
Figure 5.29 shows posterior inferences for each reaction rate parameter for each
sampling scheme. Results for the ABC SMC sampler are similar to those shown in
Figure 5.28 and in agreement with what we found with the Lotka–Volterra example
in that the efficacy of posterior learning using ABC is not affected by the magnitude
of the measurement error. The posterior distributions given pMCMC in this example
are very poor, because such a large number of particles are required to estimate the
log of the marginal likelihood consistently the sampler expends it’s budget very
quickly. Put another way individual iterations of the MCMC chain take a long time
to compute and so the efficiency of the scheme is poor.
These results suggest that in the absence of adequate measurement error ABC
presents a more compelling argument. Approaches to improving the relative perfor-
mance of particle MCMC algorithms have been explored. Golightly et al. (2014), on
noting that model realisations from a Gillespie algorithm are expensive, consider a
delayed acceptance approach. Proposed parameter values are ruled in or out as can-
didates for the next step in the chain using a fast approximation method for model
simulation before using the more expensive Gillespie algorithm in the particle filter.
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The aim is that by quickly rejecting proposals that are unlikely to be accepted the
chain yields an improved effective sample size per second.
The problem of using a particle filter to estimate likelihood in the case of small
measurement error was the focus of Golightly & Wilkinson (2015). The authors
consider use of a Gillespie algorithm that simulates across the discrete time tran-
sitions conditional on its end points. Each of these approaches could be used to
potentially increase the efficiency of the particle MCMC sampler.
5.6 Additional remarks
A recently published article, (Prangle et al., 2016), proposed an improvement to the
sequential ABC sampler. The author suggests that the vector of weights associated
with the summary statistics in the Euclidean metric is added to the collection of
algorithmic tuning parameters which are calculated online. The author uses the
same Lotka–Volterra predator prey model example of Owen et al. (2015) and the
previous section with the same set of prior distributions. It is noted that the vari-
ability of each of the summary statistics, S(Y) = Y, is markedly different under
the prior distribution pi(Θ) than under the final target approximating the posterior
piT (Θ). This is due, in the case of the Lotka–Volterra example, to the fact that the
evolutionary behaviour of the species is stable only for a relatively small region of
the prior rate parameters, with much of the space characterised by either species
extinction, or an explosion of prey levels. It therefore does not necessarily make
sense to use the same set of weights in the metric for each iteration of the ABC
sampler.
The results in section 5.3.5 found that given the prior distribution specified, weight-
ing the summary statistics led to poorer posterior inference. This was due to the
fact that over the prior parameter space, the variability of the summary statistics
meant that the subsequent weights chosen yielded an acceptance criteria too heavily
influenced by the initial state of the system.
The results of Prangle et al. (2016) suggest that ABC SMC can be made to be
more efficient than the above comparisons show giving additional favour to ABC
SMC.
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5.7 Conclusions
In addition to the conclusions made in section 5.3.6 we have now made compar-
isons between the competing approaches to likelihood free inference within a range
of example scenarios using stochastic kinetic models. ABC SMC holds numerous
advantages over the other ABC based samplers, namely improved exploration of
parameter space through an iterative procedure of informed proposals to target a
sequence of bridging distributions from prior to desired posterior. In addition its
tuning parameters are largely chosen online. In practice the only one we need worry
about is the quantile parameter α at stage 5 of Algorithm 8. This guided exploration
through a sequence of posterior distributions whose tolerance decreases gradually
helps to retain more favourable acceptance rates than a simple rejection sampler
and hence yields more efficient posterior sampling. ABC SMC is also preferable
to a MCMC based sampler for similar reasons. ABC MCMC has the additional
difficulty that choosing appropriate tuning parameters for the random walk kernel,
the initial point to start the chain, Θ0, and the requirement to choose an  is non–
trivial. Whilst ABC MCMC can be more efficient than a simple rejection sampler
the sequential importance sampler is more efficient again. A further tipping point
against the MCMC based sampler is that there, as far as this author is aware, is
no easy way to reduce the tolerance whilst maintaining the stationary distribution
of the chain. Bortot et al. (2007) did propose an alternative which augments the
Markov chain with a tolerance parameter. This allows a chain, with an appropriate
prior distribution on the tolerance, which encourages small values of  but will allows
for potentially greater mixing, and improved convergence properties by allowing 
to vary. However it is not an adaptive approach which aims to reduce the tolerance
to further improve posterior approximation. With both the rejection sampler and
sequential sampler a reduction in tolerance can be obtained simply by allowing the
algorithm to run for a greater length of time.
Whilst the comparisons drawn between the approaches to inference explored within
this chapter are of interest, it should be acknowledged that a single simulated draw
of the data may lead to bias, which could in turn lead to over interpretation of the
findings. Ideally, future work could expand upon the comparisons made here to
address this concern and ensure that the conclusions drawn remain valid.
The discussions here disclude consideration of additional aspects of each of the
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algorithms. In particular, amenability to parallelisation and the tuning problems
experienced with particle MCMC touched upon briefly in some of the examples in
this chapter. This discussion is saved for the introduction and motivation for the
work in the following chapter. That chapter is based on and is an expansion of the
work published by Owen et al. (2014).
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One of the issues with particle MCMC, as explored in the previous chapter, is
that initialisation and tuning of the algorithm is difficult. The results presented in
section 4.4 have largely ignored the issue of tuning the pMCMC algorithm when
comparing it’s relative efficiency against ABC methods. The posterior inferences
suggest that pMCMC is the better choice in most cases, excluding those when the
measurement error model variance is small. However in each case the pMCMC algo-
rithm has been tuned prior to consideration of the computational budget, relying on
knowledge of the posterior distribution. In reality access to the posterior distribu-
tion is unavailable, since that is what we are trying to infer. The true computational
cost of the pMCMC inference then is somewhat higher than the comparisons sug-
gest. For ABC SMC the proposal variance and sequence of tolerances are chosen
adaptively meaning that the initialisation and tuning costs are small.
The motivation for choosing to tune pMCMC using information from the posterior
for the purpose of comparison was due to the fact that early experimentation found
that for the models considered, the cost of initialising the algorithm was large,
in many cases requiring more model realisations that our budget permitted. The
decision was made so as not to detract from being able to draw conclusions between
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the relative efficiency of the two approaches but this problem can not be simply
ignored as it poses a very real and significant challenge to a practitioner aiming to
make use of particle MCMC. Choosing an initial state of the chain Θ0, number of
particles, N , and random walk proposal variance Σq such that posterior sampling is
productive is difficult with little prior knowledge.
The number of particles, including the region of parameter space on which to tune
this, is of crucial interest when it comes to the efficiency of the resultant sampler.
In addition if the initial parameter vector in the Markov chain is in a region of
low posterior density, the burn–period of the sampler can be prohibitively large.
Initial attempts to find Θ0 involved sampling from the prior distribution, calculating
estimates of the likelihood and then choosing the parameter vector which maximised
this. At this stage however we do not know what a good choice for N is. Because
the particle filter gives estimates of likelihood with a large variability away from
the posterior mode and we wish to avoid choosing a poor Θ0 that had an unusually
high likelihood by chance, this step typically involves using either a large number
of particles or a number of repeats at each parameter vector sampled from pi(Θ).
This requires a large number of model realisations and has a high computational
cost. Conditional on the hopefully informative choice of Θ0 we then attempt to
tune the number of particles to be used in the filter, N , for the main sampling
run. Since what we would like to do is choose N as small as possible, as we shall
be running the particle filter at every iteration of our MCMC scheme, we started
with small N and steadily increased it until Var(lˆ(Θ)) was suitably small. Again
this step has non–negligible expense requiring multiple estimates lˆ(Θ) for each N
to assess the variance for a potentially large number of candidate N values. Finally
we desire a random walk proposal variance Σq that facilitates good properties of
the resultant Markov chain. This step typically involves a pilot MCMC run, using
a very small proposal variance and using the resultant distribution to inform the
choice of Σq.
To give some context to this we found that in practice using 1000 particles in a
particle filter to estimate likelihoods given the D2 data set of the Lotka–Volterra
examples for 2000 parameter vectors drawn from pi(Θ) , repeating each 10 times,
and maximising over the average to choose Θ0 was not enough to guarantee that
the resulting choice had good posterior support. This alone used up 20% of the
allocated computational budget (which corresponds to significant wall clock time),
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before consideration of choosing N and Σq. A poor choice of Θ0 then propagates
additional expense throughout as the number of particles N required to satisfy the
variance criteria is often greater in the tails of the posterior distribution. Add to this
estimation of Σq and then the appropriate burn–in period of the resulting Markov
chain and it is easy to see that this operation becomes very computationally taxing,
even for a relatively simple model with a relatively small number of observations.
Further justification for omitting this cost from the comparisons is that the resultant
comparisons are invariant to the initialisation and tuning mechanism employed. The
method by which we first attempted to do this is only one approach and whilst there
are a number of ad hoc approaches to tuning a MCMC algorithm to the best of our
knowledge there exists no principled approach by which to tune particle MCMC
under poor prior knowledge.
Further to this discussion, the conclusions drawn ignore other aspects of each algo-
rithm which may contribute to the overall efficiency of the samplers. One promi-
nent consideration is an algorithms amenability to parallelisation. Algorithms which
parallelise well can exploit ever increasing processing power of multi core computer
architecture and multi node clusters often resulting in dramatic reduction of real
time execution. Again a conscious decision was made to disclude this aspect from
the comparisons in the previous chapter, motivating the use of a computational bud-
get rather than wall clock time, to allow the conclusions to be relevant regardless
of such optimisations. However it is an important consideration highly relevant to
computational statistics in practice. ABC methods are typically trivially parallelis-
able, where MCMC schemes are extremely difficult to parallelise. In the specific case
of particle MCMC it is possible to parallelise the bootstrap particle filter however
thread communication overhead can often be high. One of the trade offs with the
ABC however is that posterior learning can be poor, and the decision on the sum-
mary statistics is non obvious. In this chapter we explore a hybrid algorithm which
attempts to exploit the relative strengths of both ABC and particle MCMC. Namely
the exactness of a posterior distribution under pMCMC sampling with the ease of
tuning and parallel computation of ABC. The motivation for it’s construction is to
provide a principled approach to tuning and initialisation of a sampler which retains
the exact target of interest and to allow increased efficiency by allowing exploitation
of parallel computing.
125
Chapter 6. Hybrid ABC pMCMC algorithm
6.2 Likelihood free Bayesian techniques in paral-
lel
6.2.1 ABC methods in parallel
ABC techniques based on rejection or importance sampling, rather than a scheme
constructed around a Markov chain, such as those described in algorithm 6 and
algorithm 8 are often amenable to parallelisation. All proposed parameters are
independent samples from the same distribution, either a prior distribution or a
suitable importance density, and the acceptance criteria for a given proposal does not
depend on any other parameter vectors. Hence the bulk of computation for an ABC
sampler can be run in parallel, greatly reducing overall CPU time required to obtain
a sample from the target. On top of this, coding of a parallel ABC algorithm adds
little additional complexity over a non-parallelised version. This is particularly true
for the simple rejection sampler where a simple parallel implementation effectively
just runs a sampler on each of N processors. No communication between threads is
needed throughout the computation, except to collate the final collection of samples.
For a sequential ABC scheme some thread communication is necessary as we move
from one distribution in the sequence to the next, for calculation of the tuning
parameters to be updated, but typically this is small in comparison to the work
done in forward simulation.
6.2.2 Parallel MCMC
MCMC algorithms are somewhat less amenable to parallelisation due to the reliance
of the sampler Markov property. Exploration of a target distribution is dependent
on the current state of the Markov chain. Essentially there are two possible options
to be considered, parallelisation of a single MCMC chain or the construction of
parallel chains. For an in depth discussion see Wilkinson (2006). Parallelisation of
a single chain in many scenarios is somewhat difficult due to the inherently iterative
nature will not be discussed in detail here. Running parallel chains, however, is
straightforward by the same argument that rejection sampling is easy. If separate
chains are completely independent of one another, then parallelisation of multiple
chains is akin to running a single MCMC chain per available CPU core or cluster
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node.
6.2.3 Parallel chains
In practice, chains initialised with an arbitrary starting point that target the same
distribution, will be, after an appropriate burn–in period, sampling from the same
stationary distribution. The argument as to whether it is best to run a single
chain for a long period of time, or to run many short chain, in the context of a
serial implementation, is still subject to debate with each approach having it’s own
merits. A single chain need only suffer any necessary burn in period once, while
numerous chains allow the practitioner to better diagnose convergence to stationarity
and validate results obtained. The argument changes however on consideration of
a parallel implementation. Indeed, if burn–in periods are relatively short, running
independent chains on separate processors can be a very time efficient way of learning
about the distribution of interest.
Burn–in is a potential limiting factor on the scaling of the performance gain to be
had when employing parallel chains with the number of processors. The greater the
period spent converging to the stationary distribution of a chain, the more time each
processor has to waste computing samples that will eventually be thrown away.
The theoretical speed up given N processors to obtain n stored samples with a






which is clearly limited for any b > 0, as N → ∞ (Wilkinson, 2006). A “perfect”
parallelisation of multiple chains then is one in which there is no burn–in period.
A chain with that requires no time to converge to the stationary distribution can
be obtained by initialising with an independent draw from the target. In this ideal
situation, the performance gain when run on N processors is then of factor N . In
most practical situations, initialising with samples drawn from the target is not
possible, motivating the use of MCMC in the first place. Hence it is typically
impossible to implement this perfect situation.
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6.2.4 Particle MCMC in parallel
The details of a pMCMC chain using a bootstrap particle filter have already been
introduced (section 4.3). The sequential Monte Carlo approach to estimation of
likelihood does mean that particle MCMC as a stand alone approach is more suit-
able to parallelisation than standard, analytic likelihood function based MCMC.
At a given iteration of the particle filter, the individual particles are independent
meaning that their propagation through the model can be run on separate pro-
cessors. However outside of this there is need for frequent thread communication
in updating weights in the importance sampler and estimating marginal likelihood
for example. This overhead typically prevents approaching the perfect theoretical
maximum performance gain of N for N processors, particularly if message pass-
ing between processes has it’s own non negligible expense. This being particularly
prevalent on a multi node cluster for example. It is still desirable to be able to run
multiple pMCMC chains in parallel if possible.
6.2.5 A principled approach to initialisation
Since it is typically not possible to initialise a MCMC chain with a draw from the
desired target, we propose an approach to parallel MCMC by choosing initial param-
eter vectors according to samples from an approximate posterior distribution. The
intuition is that if we have a reasonable approximation to the target of interest, in
this context a Bayesian posterior distribution, then samples from the approximation
will closely match those from pi(θ|D). Because of this we expect that any burn–in
period that the chain must be subjected to is very short before we are sampling
from the desired target. As the burn in time b decreases, we are approaching the
scenario of near perfect parallelisation of MCMC in equation 6.1. It is clear that as
the approximation to the desired stationary distribution improves, the shorter we
expect the burn in period to be.
The proposition is to first run an ABC scheme targeting an approximation to this
distribution. As discussed in section 6.2.1 this allows us to exploit parallel hardware
to eliminate a large region of prior parameter space very quickly. Conditional on
the approximation, take a set of N independent samples from pi(θ|ρ(D,D∗) < ) to
initialise N independent, parallel, pMCMC chains each of which targets the exact
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posterior distribution pi(θ|D).
In some sense we can consider this process of obtaining a sample from an ABC ap-
proximation to the posterior can be thought of as an artificial burn–in period. Impor-
tantly however, the ABC sampler yields a collection of samples from pi(θ|ρ(D,D∗) ≤
). An arbitrary number of MCMC chains can be initialised with draws, Θ0, from a
distribution close to the target. The artificial burn–in period need only be performed
once, and can itself be parallelised. Additionally since we utilise the approximation
to the target only as a guide to initialisation of the pMCMC sampler the exactness
of the target is unaffected. The ABC posterior does not form part of the proposal,
nor is it being utilised as a prior.
6.2.6 Random walk pMCMC using ABC
Having chosen the initial points of the chains, Θ0, specification of a random walk
MCMC scheme also requires choice of a proposal distribution, q(·), commonly a zero
mean Gaussian distribution whose covariance matrix, Σq, dictates the magnitude
and direction of deviations from the current state. Optimal choice of proposal vari-
ance for Gaussian random walk kernels have been derived, see Roberts & Rosenthal
(2001) as proportional to the covariance of the target. For our targeted posterior,
since our approach to obtain vectors for initialisation, Θ0, yields a sample which
we hope is a reasonable approximation to the true posterior, we likewise consider
that the covariance of the samples from pi(Θ | ρ(D,D∗) < ), denoted ΣABC will be
close to the covariance structure of the exact target. Our collection of samples that
form candidates for initialisation, double up as a mechanism for calculating a co-
variance structure that provides an informative tool for the calibration of random
walk innovations. By using ΣABC as a proxy for the true posterior covariance, we
hope to alleviate the necessity to tune Σq. Since in many applications this is done
via pilot runs of the chain using a small proposal variance that yields samples that






Equation 6.2 as published in Owen et al. (2014) has subsequently been improved
upon within the context of particle MCMC by Sherlock et al. (2015), see sec-
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tion 4.3.2. Within the context of the results presented here, it is not expected
that the alternative proposal variance for a Gaussian random walk kernel will solve
the problems addressed within this chapter. It therefore does not detract from the
results and developments outlined within this chapter. Where posterior samples are
being obtained using the particle MCMC scheme, sampling may be more efficient
benefiting the overall efficacy of the hybrid algorithm.
The final tuning parameter that requires to be specified before the algorithm can
proceed is the number of particles used to estimate likelihood in the bootstrap
particle filter. We have already explored the fact that the number of particles
required to satisfy the variance criteria on the log likelihood is typically much greater
away from the posterior mode, and hence for efficient iterations of the sampler, in
the regions of high density where most time is spent, we want to tune our particles
around this modal value.
We turn to our approximation once again. In practice we take the average of the
approximate distribution, θ¯ABC to calculate the number of particles required to sat-
isfy
Var(log(pˆi(D|θ¯ABC))) ' 2, (6.3)
in line with Sherlock et al. (2015). The motivation being that the mean of our
approximation should be close to the mean of the true target. An alternative to this
could be a MAP estimate which will be close to the true posterior mode when the
approximation is good. We do this by running the particle filter a number of times
with varying numbers of particles until the condition is satisfied.
The hybrid ABC pMCMC algorithm, outlined in algorithm 10, provides a principled
approach to the intelligent initialisation of a parallel particle MCMC scheme, whose
performance gain scales well with the number of available processors and maintains
the exact posterior distribution as it’s target.
6.3 Applications
We now apply the hybrid approach introduced to a variety of numerical exam-
ples.
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Algorithm 10 Hybrid ABC pMCMC
1. Run an ABC algorithm targeting pi(θ|ρ(D,D∗) ≤ T ).
2. Initialise multiple MCMC chain with a sample θ0 ∼ pi(θ|ρ(D,D∗) ≤ T ) and
set i = 1.




4. Approximate pi(D|θ∗) via a bootstrap particle filter, pˆi(D|θ∗) where the number








set θ(i) = θ∗ else set θ(i) = θ(i−1).
6. Set i := i+ 1 and return to 3.
6.3.1 The Lotka–Volterra system
Consider again the Lotka–Volterra predator prey example introduced in section 2.5.3.
Exact parameter inference is possible for this system using a pMCMC scheme; pro-
vided the chain is initialised near the posterior mode as has been seen in chapter 5,
also see (Wilkinson, 2011). However under poor initialisation, a pMCMC scheme
will perform very badly.
Consider a scenario in which prior information on the reaction rate parameters is
poor,
log(θi) ∼ U(−8, 8), i = 1, 2, 3. (6.4)
Prior distributions on X0, the initial state of the system are taken to be independent
Poisson distributions with rate parameters equivalent to the true initial conditions
which gave rise to the synthetic data.
x1,0 ∼ Pois(50), x2,0 ∼ Pois(100). (6.5)
Further we assume that the variance, σ2 = 102, of the Gaussian measurement error
distribution is known.
Figure 6.1(a) gives a synthetic data set from the Lotka–Volterra model for use in
this numerical example. True rate parameters that generated the realisation of the
process are log(Θ) = (0,−5.3,−0.51) given X0 = (50, 100).
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Figure 6.1: Investigation of computational issues with pMCMC for the Lotka–Volterra
model defined in section 6.3.1. (a) The true underlying synthetic data set. Species are
observed at discrete time points and corrupted with N(0, 102) noise. (b) Twelve trace
plots of log(θ1) from pMCMC chains initialised with random draws from the prior (see
expression 6.4). The chains fail to explore the space. (c) shows the median and 95%
interval for estimates of the log–likelihood from the particle filter for varying θ1 close to
the true value, for θ2 and θ3 fixed at the true values. (d) shows that the variance of
log–likelihood estimates increases away from the true values.
pMCMC for Lotka–Volterra
Using a Gaussian random walk proposal kernel on log(θ), q(log(θ)∗| log(θ)) we con-
struct a Metropolis Hastings algorithm using a bootstrap particle filter as a means
to estimate likelihood, targeting pi(Θ|D).
Figure 6.1(b) shows 12 pMCMC chain trace plots that have been initialised using
random draws from the weakly informative prior. The chains do not explore the
space, failing to converge. Further investigation shows why this is happening. Fig-
ure 6.1(c and d) show that away from the true values and subsequently away from
the posterior mode, the variance of the log–likelihood estimates from the bootstrap
particle filter increases sharply. Figure 6.1 (c) shows the 95% interval of the es-
timated log–likelihood given a particle filter using 150 particles against the log of
the prey birth parameter. Here, 150 particles is sufficient to satisfy Var(lˆ(Θ)) < 2.
Figure 6.1 (d) shows that even small deviations from the data generating parameter
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Figure 6.2: Analysis of results for the synthetic data for the Lotka–Volterra model using
the hybrid approach. (a) successive distributions of log(θ1) in the sequential ABC scheme,
algorithm 8. (b) show autocorrelations for chain 1, representative of each of the parallel
chains, and (c) are traces of eight parallel MCMC chains for log(θ1). Note that each chain
is sampling from the same stationary distribution and mixing appears good. (d) are the
posterior densities for log(θ), each chain leads to a posterior density plot that is very close
to that of every other chain. True values log(Θ) = (0.0,−5.30,−0.51) are well identified.
value, log(θ1) = 0, cause the variance of the log-likelihood estimates to increase
dramatically. In both figure 6.1(c) and (d) the other two parameters were kept fixed
at the true values, on relaxing this the problem is exacerbated. When the state
of the Markov chain is in a region with negligible likelihood it has a tendency to
stick as a result of the variability in the likelihood estimates. Small proposed moves
around parameter space can lead to large variation in the estimated likelihood. This
in turn leads to poor exploration of the tails in the posterior distribution without a
large number of particles in the bootstrap particle filter. Whilst we are guaranteed
to eventually converge to the stationary distribution, the required computational
cost, without carefully thought out initialisation, could be very high. Note that this
is not a failure of the theory or algorithm, but a consequence of the sensitivity to
initialisation of parameter values experienced in this type of model.
We therefore apply the proposed ABC initialisation for a “perfect” parallel pMCMC
scheme.
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Results for the Lotka–Volterra model using a hybrid approach
A sequence of seven distributions pi(θ|ρ(D,D∗) < t), t = 0, . . . , 6 are performed at
the ABC SMC stage of the hybrid algorithm in order to obtain an approximation to
the posterior. For each population, t, in the sequence of bridging distributions we
take t as the 0.3 quantile of the distribution of distances from the samples at t− 1.
Candidate parameters are proposed from the importance density until a sample of
1000 is obtained for each t. At each stage we perform model realisations given
proposed parameter values in parallel. Figure 6.2 (a) shows summaries for log of the
prey birth rate parameter log(θ1) for each of the distributions in the series through
the sequential ABC. The distributions quickly remove a large region of space that,
had we sampled from the prior distribution to initialise the chain, are likely to have
been poor starting points. The scheme converges around the true value log(θ1) = 0.
Given the sample from pi(θ|ρ(D,D∗) < 6) eight MCMC chains are initialised with
random draws from the finite sample approximation. Eight were chosen here to
allow each chain to run on a separate CPU core. The results in figure 6.2(b,c,d) are
then, the 20,000 pooled samples from the eight independent parallel chains, each
of which has been thinned by a factor of 100 to give 2,500 samples. Each chain is
sampling from the same stationary distribution, giving credence to the fact that we
are indeed sampling the correct distribution and that convergence has been achieved,
as seen in the trace plot for θ1, figure 6.2 (c), and mixing is good, figure 6.2 (b).
Further the true parameter values, log(Θ) = (0,−5.30,−0.51), used to simulate the
data are well identified within the posterior densities, figure 6.2 (d).
6.3.2 Real-data problem – aphid model
Next we consider a model of aphid population dynamics as proposed in Matis et al.
(2007). The system can be represented by the following reactions:
R1 : N → 2N + C
R2 : N + C → C
(6.6)
134




















































Figure 6.3: Analysis of the real data for the aphid growth model. (a) There are the three
data sets of aphid counts each consisting of five observations. (b) The posterior predictive
model fit given a sample from the collection of posterior densities. (c,d) Output from
each MCMC chain, consistent posterior densities show we are sampling from the same
stationary distribution.






, h(Xt, θ) = (λNt, µNtCt), (6.7)
X0 = (N0, C0), θ = (λ, µ).
Nt and Ct are the numbers of aphids alive at time t and the cumulative number
of aphids that have lived up until time t respectively. In the first reaction, when
a new aphid is introduced into the system we get an increase in both the current
number of aphids and the cumulative count. When an aphid is removed the number
of aphids decreases by one but the cumulative count remains the same. Aphid death
is considered to be proportional not only to the number of aphids currently in the
system, but also to the cumulative count, representing the idea that over time they
are making their own environment less habitable, exhausting resources.
Given initial conditions X0 = (N0, C0) and a set of reaction rate parameters θ,
we can simulate from the model using the Gillespie algorithm. Observations are
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noisy, discrete time measurements of just a single species of the system, since the
cumulative count Ct can never be observed.
Aphid data
We now consider the data described in Matis et al. (2008) consisting of cotton-aphid
counts for twenty seven treatment-block combinations. The treatments consisted
of three nitrogen levels (blanket, variable and none), three irrigation levels (low,
medium and high) and three blocks. The sampling times of the data are t = 0, 1.14,
2.29, 3.57, 4.57 weeks, or every seven to eight days. We restrict ourselves to a single
treatment combination, three data sets with blanket nitrogen level and low irriga-
tion. If we denote the block by i ∈ {1, 2, 3} then the data Di is the number of
aphids, N , in block i at each time t. The data are plotted in figure 6.3(a).
We make the assumption that the counts are observed with error such that
dt ∼ Pois(xt), (6.8)
and use a set of weakly informative priors on the rate parameters θ
log(θi) ∼ U(−8, 8), i = 1, 2. (6.9)
We place a prior of the form
C0 = N0 + g, g ∼ Geom(0.03), (6.10)
to reflect the fact that we are unable to measure C0 but under the knowledge that
it must be such that C0 ≥ N0.
We treat the three sets of observations as repeats of the same experiment. Likelihood
estimates necessary for pMCMC are obtained by running a particle filter for each of
the three data sets and taking the sum of the individual log–likelihood estimates. A
full treatment of all twenty-seven data sets using a fixed effects model can be found
in Gillespie & Golightly (2010). We consider the initial aphid counts to be the true
values consistent with Gillespie & Golightly (2010), on the basis that there should
be no error in counting such small populations.
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Results for the aphid growth model
We use the same criteria for the choice of t for the ABC section of the inference
as with the Lotka–Volterra model in 6.3.1, namely the 0.3 quantile of the distri-
bution of distances. A sequence of five distributions gives us 1000 samples from
pi(θ|ρ(D,D∗) < 4) which we use to initialise eight parallel chains. We record 20,000
samples from the exact target posterior pi(θ|D) after appropriate thinning. Fig-
ure 6.3(c and d) shows the analysis of the MCMC chains. Again we find that each
chain is sampling from the same target and posterior densities are very close from
all eight chains. Figure 6.3(b) shows posterior predictive quantiles given a sample
from the posterior samples that result as collating the output of the MCMC chains.
The posterior predictive quantiles suggest that model fit appears to be reasonable.
The results are consistent with those seen in Gillespie & Golightly (2010) where they
assume that observations are made without error and make use of an approximate
simulation algorithm for realisations of the model giving us greater confidence in
our inferred conclusions.
6.3.3 Gene expression
Finally, we consider a simple gene regulation model characterised by three species
(DNA, mRNA, denoted R, and protein, P) and four reactions. The reactions repre-
sent transcription, mRNA degradation, translation and protein degradation respec-
tively. The system has been analysed by Komorowski et al. (2009) and Golightly
et al. (2014) among others:
R1 : DNA → DNA+R
R2 : R → ∅
R3 : R → R + P
R4 : P → ∅
(6.11)
with stoichiometry matrix S, and hazard function h(Xt, θ)
S =
(
1 −1 0 0
0 0 1 −1
)
, h(Xt, θ) = (κR,t, γRRt, κPRt, γPPt) (6.12)
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Figure 6.4: (a) is the noisy pseudo-data for the Protein levels in the model. The other plots
show the individual densities from pMCMC chains after appropriate thinning having been
initialised via an ABC run as described in section 6.2.6. The plots clearly show that each
of the chains are in agreement with regard to sampling from the stationary distribution.
where Xt = (Rt, Pt) and θ = (γR, κP , γP , b0, b1, b2, b3) where we note that, as in
Komorowski et al. (2009), we take κR,T to be the time dependent transcription rate.
Specifically,
κR,t = b0 exp(−b1(t− b2)2) + b3 (6.13)
such that the transcription rate increases for t < b2 and tends towards a baseline
value, b3, for t > b2. As above the goal is inference on the unknown parame-
ter vector, θ. In keeping with inference in Komorowski et al. (2009) we create a
data poor scenario, 100 observations of synthetic data simulated given initial con-
ditions X0 = (10, 150) and parameter values (0.44, 0.52, 10, 15, 0.4, 7, 3) corrupted
with measurement error, Yt ∼ N (Xt, Iσ2), σ = 10, with observations on the mRNA
discarded. The data is shown in figure 6.4(a).
We follow Komorowski et al. (2009) by assuming the same prior distributions, in-
cluding informative priors for the degradation rates to ensure identifiably. Specifi-
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cally
γR ∼ Γ (19.36, 44) γP ∼ Γ (27.04, 52)
κP ∼ Exp(0.01) b0 ∼ Exp(0.01)
b1 ∼ Exp(1.0) b2 ∼ Exp(0.1)
b3 ∼ Exp(0.01)
where Γ (a, b) is the gamma distribution with mean a/b and Exp(a) is the Exponen-
tial distribution with mean 1/a.
For simplicity we assume that both the initial state, X0 = (10, 150), and the mea-
surement error standard deviation, σ = 10, are known.
Results for gene expression data
We follow the same procedure as with the two examples above. Using a sequential
ABC run to obtain a sample of 1000 parameters vectors distributed according to
the approximate posterior. We then use eight random draws from the final ABC
sample to initialise the parallel pMCMC chains with tuning parameters chosen as
described in section 6.2.6. The posterior densities, a sample of 4000 from each chain
having been subjected to appropriate thinning, are shown in figure 6.4. It is clear
that each of the chains is sampling from the same target giving us confidence in the
resulting densities. The posteriors obtained are consistent with those in Golightly
et al. (2014) and true parameter values are well identified. Figure 6.5 shows that
the sample from the final iteration of the sequential ABC algorithm is markedly
different from that in the pMCMC algorithm. There is a measurable improvement
in using this type of scheme over using solely ABC in this way. We characterise the
difference shown here as an improvement due to the fact that we know that pMCMC
is asymptotically exact.
6.4 Discussion
We have proposed an approach to inference for Markov processes that samples ex-
actly from the desired posterior distribution and combines the relative strengths of
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Figure 6.5: A comparison between the final sample using the ABC SMC algorithm and
the pMCMC for the gene regulation model for the four parameters in the time dependent
hazard. The plot shows that there is a distinct difference between the two posterior
samples. Plots for the other three parameters show similar but are omitted here.
ABC and pMCMC methodology to increase computational efficiency through use
of parallel hardware. By using an approximation to the posterior distribution of in-
terest, obtained via a sequential ABC algorithm which is easy to parallelise, we can
set up a parallel implementation of pMCMC which has numerous desirable prop-
erties. By enabling the construction of independent parallel chains initialised close
to the stationary distribution, this enables fast convergence and sampling from an
exact posterior distribution that scales well with available computational resources.
Throughout our analyses we have made use of parallel computation, however we be-
lieve that the proposed approach will also be of interest in situations where parallel
hardware is not available, as it still addresses the pMCMC initialisation and tuning
problem. Algorithmic tuning parameters required for pMCMC, such as the variance
of Gaussian random walk proposals and numbers of particles for the particle filter
can be chosen without the need for additional pilot runs, as a consequence of having
a sample from an ABC posterior. In addition, independent parallel chains allow
verification of convergence and the computational saving in burn–in times extends
to repeat MCMC analyses.
We have demonstrated this approach by applying it to three stochastic kinetic mod-
els of varying complexity. With the Lotka–Volterra predator prey system, a rel-
atively simple model in which both species can be observed, we highlighted clear
issues with practical implementation of a pseudo-marginal approach in a scenario
in which prior information on reaction rate parameters is poor which concurs with
results found in chapter 5. This issue can be alleviated by first obtaining a sample
from an approximation to the posterior, then using it to guide an exact pMCMC
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scheme. The approach discussed performed similarly well in the application to a set
of real data for a model for aphid growth dynamics in which one of the species in
the system can never be observed, where we again imposed weak prior conditions on
the rate parameters governing the system and had access to repeat data. Finally we
applied the scheme to a gene regulation model in which we had partially observed
data and rate parameters were not all time homogeneous. The analyses of results
show that we can verify that we are sampling from the same target distribution
adding to our belief that we have converged to the true posterior of interest in each
case.
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Inference for cell population
data
7.1 Introduction
The study of dynamic molecular networks is increasingly exploiting technology such
as flow cytometry to obtain large scale data on the marginal distributions of species
at snapshots in time. Where single cell time course data allows the tracking of
molecular species over time, where draws from the transition densities are directly
observed, in the snapshot data this resolution is lost. We can not link a given
observation at time t in the snapshot data with an observation at time t− 1.
Inference within this framework is problematic, due to both the volume of data and
its resolution coupled with the intractable likelihood function of the models. It has
already been recognised that traditional likelihood free techniques are difficult to
implement within this framework due to the sheer computational burden of model
simulation for data of this size. Lillacci & Khammash (2013) propose an approach
to likelihood free inference for problems of this type which aims to minimise the the
number of model simulation steps by considering a Kolmogorov distance between
observed and simulated empirical distribution functions. On recognising that large
numbers of model simulation steps for each proposed parameter set is undesirable
they use a hypothesis testing framework to devise a critical number of simulations
necessary to determine with high confidence that, under the null hypothesis that
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both observed and simulated data are from the same distribution, the Kolmogorov
distance is within the predetermined tolerance.
Zechner et al. (2012) propose a population moment closure approximation of the
system but recognise that determining whether this carries sufficient information to
identify the rate parameters is non–trivial.
In this chapter we focus on a more general approach to approximate Bayesian com-
putation for inference on large scale cell population data. Various techniques to
reduce the computational expense of model simulation will be explored allowing a
wider scope of metric functions to be used than that found in Lillacci & Khammash
(2013). In addition this allows more advanced ABC techniques such as those based
on sequential Monte Carlo sampling to be leveraged.
The techniques will be explored using the immigration–death process for which
an analytic solution is available for reference purposes before being applied to an
inference problem for rate parameters of 3 strains of Bacillus Subtilis.
7.2 ABC for cell snapshot data
The increased volume of the data means that dimension reduction is almost cer-
tainly necessary, point-wise distance measurements between observations no longer
makes sense in this context. As data are sample representations of the marginal
distributions of the observed species at a collection of time points, intuitive choices
of summary statistics are those that help to describe it’s shape such as measures of
location and dispersion.
Consider an arbitrary continuous probability density function f(x) with distribution
function F (x). If F (x) is a strictly increasing function then there exists a unique
inverse F−1(x) = Q(x) where Q(x) is called the quantile function. Consequently
sample quantiles from large samples constitute a useful collection of summary statis-
tics to measure the closeness of two univariate distributions.
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Figure 7.1: Cell population data for an immigration death process. Left are noisy ob-
servations of the species levels in 1000 cells at each of time point given initial condition
X0 = 0. Right are noisy observations of the species levels in 1000 cells at each time point
given X0 = 50. In each case the measurement error model is zero mean Gaussian with
σ = 2. True reaction rate parameters that generated the data are log(Θ) = (2.30, 0).
7.2.1 Immigration death process population data
For the purpose of numerical examples in this chapter we revisit the immigration
death process introduced in section 2.5.1. We consider two data sets each consist-
ing of levels of the species in 1000 cells at each time point given different initial
conditions.
The data sets, shown in Figure 7.1 are noisy observations of the species levels in
1000 cells giving sample approximations to the marginal distributions of the process
at each time point given true parameter value Θ = (10, 1), subject to a zero mean
Gaussian measurement error model with σ = 2. Left, denoted D1 are observations
given initial conditions X0 = 0, treatment of this data set will be made under
the assumption that the initial conditions and the measurement error variance are
known. Right, denoted D2 are noisy observations given initial conditions X0 = 50
however treatment of this data set will consider both the initial conditions and the
variance of the measurement error model to be unknown.
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Prior distributions
For each numerical experiment the prior distributions on the rate parameters are
vague, uniform priors on the log scale.
pi(log(θi)) = U(−4, 4), i = 1, 2. (7.1)
For the numerical examples that treat D2 we have the additional prior distributions
on the measurement error noise parameter and initial conditions
pi(log(σ)) = U(log(0.5) log(5)), pi(X0) = Po(50) (7.2)
7.2.2 Summary statistic weighting
An interesting consequence of having data of a large dimension comes when con-
sidering the weights of summary statistics to be used in the Euclidean metric. In
section 5.3.3 we explored the typical approach of using a prior predictive distri-
bution of the summary statistics to inform choice of these weights. The standard
approach when considering a weighted Euclidean distance function between Ns sum-
mary statistics on the observations, s and simulated summary statistics from the
















for prior parameter distribution pi(Θ).
Note that the integral in equation 7.4 is intractable since pi(sΘ |Θ) is unavailable and
so in practice draws from the sampling distribution of sΘ given sample size equivalent
to that of the observations are used to give empirical estimates of the standard
deviations of the summary statistics over the marginal distribution of s.
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Figure 7.2: Summary statistic weights for a Euclidean distance metric on consideration of
different approaches to weight estimation.
Prangle et al. (2016) showed that under vague prior information, for summary statis-
tics from a model with complex dynamics, that such a weighting structure may not
always be the most appropriate. The authors motivate an adaptive weighting scheme
as part of their ABC SMC algorithm such that as the algorithm progresses, and the
approximation to the posterior improves, the weights of the summary statistics are
modified to more closely reflect the posterior predictive variability of the statistics.
As a result they show improvement in the efficiency and accuracy of the resultant
posterior distributions.
Considering this approach in the limit as the ABC scheme converges to the true
posterior distribution, an ideal weighting mechanism then would be to use directly





pi(sΘ |Θ)pi(Θ | s)dΘ
)
. (7.5)
In practice this is unavailable, since the goal we are trying to achieve is to learn
about the parameters in the model that lead to the data observed. If we had access
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Figure 7.3: Evolution of the posterior distribution across the sequence of bridging distri-
butions for decreasing  under the two weighting schemes.
to pi(Θ | s) then our inference problem would be solved. Note that even if pi(Θ | s)
were available that the integral in equation 7.5 is intractable but draws from the
sampling distribution of sΘ could be used to give an empirical estimate.
We can not hope to calculate w using sample estimates of the summary statistics
given the posterior distribution however we can obtain a proxy for it, namely the
variability of the summary statistics given the true parameter values.
Since our observations are a large finite sample representation of the marginal dis-
tributions of the process at the observed time points given the unknown true param-
eters Θ∗ we can estimate the variability of the sampling distribution of any given
summary statistic sΘ via bootstrapping.
The idea is to use directly the variability of sampling distribution of s given the true
parameter values and sample size that generated the data Θ∗,
wi = SD(sΘ∗). (7.6)
In this case each term in the summation is an estimate of the number of stan-
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dard deviations away from the observed summary statistic sΘ∗ under the sampling
distribution pi(s |Θ∗).
Given a set of observations xΘ∗ ∼ pi(x |Θ∗) the observed summary statistics sΘ∗ are
a sample estimate of E(s |Θ∗). If our sample of size Nobs from pi(x |Θ∗) is such that
Nobs is large we can use bootstrap samples to quantify the variability in the sample
estimates of sΘ∗ .
Figure 7.2 shows the vector of summary statistic weights as calculated by the stan-
dard approach of a pilot run to estimate the prior predictive standard deviations
and the bootstrapping described above here. For the example shown the set of sum-
mary statistics considered were the means, standard deviations and the quantiles
q10%, q20%, . . . , q90% applied to the D
2 data set. For the immigration death model, the
likelihood function is tractable allowing standard likelihood inference to be made.
This allows us to compare the proposed weighting scheme with that under the pos-
terior predictive distribution. The green points show the weights that would be
calculated if one were able to use this information. The red points show the weights
calculated on consideration of bootstrap estimates of the summary statistics whilst
for comparison the blue show those calculated under a pilot run from the prior.
Clearly the variance of the bootstrap sample estimates of summary statistics are
a much closer match to the posterior predictive variance than those from the prior
tuning run. All weights in the plots have been normalised, to sum to 1, such that the
relative weights are being compared. The prior predictive distribution attributes the
majority of the accept reject decision to the early time points of the observations,
mirroring what was found in chapter 5.
In addition to comparing the value of weights directly we can consider the inferred
posterior distribution under each weighting approach. Figure 7.3 shows the evolution
of the posterior approximation through the sequence of distributions of an ABC SMC
scheme of the log of the death parameter of the ID model. In each case the same
algorithmic specification was used, namely a reduction of tolerance based on the
30th%–ile of the distribution of distances at each stage, with optimal perturbation
kernel of Filippi et al. (2013) for propagation of samples. For each iteration of the
sequential sampler, particles were proposed until a sample of 2000 were accepted.
In figure 7.3 observe that the convergence of the posterior approximation is much
faster given the bootstrap sampling approach to calculation of weights.
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7.2.3 Alternative distance functions
Since data are effectively independent marginal distributions of species at a collec-
tion of time points it opens the way for alternative distance functions beyond the use
of descriptive statistics as a means by which to summarise the data. Since cell pop-
ulation data consist of large samples from the marginal distributions of the states of
species at given time points, a function which measures distance between two distri-
butions seems a natural fit. Where the dimension of data is suitably large we have
an empirical approximation to the true marginal distributions. An f -divergence is
a function, Df (P ||Q), which measures the distance between two probability dis-
tributions. Examples of f–divergence functions include Hellinger distance, total
variation, but perhaps the most natural choice is Kullback Leibler divergence.
7.2.4 Kullback Leibler divergence as a metric
It was noted in section 5.2.1 that there is no practical reason why a distance function
used to quantify dissimilarity between two data sets in the context of ABC need be
a metric in the formal sense.
Kullback–Leibler divergence (Kullback & Leibler, 1951) is a special case of f -divergence.














log(pi(xi |Θ) a.s→ E(log(pi(x |Θ)))
The expectation of the difference in log likelihood of the true model parameters Θ0
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and a candidate model parameter set Θ then is















the definition Kullback–Leibler divergence of the distribution given the true un-
known parameter values pi(x |Θ0) from pi(x |Θ).
Considering an ABC sampler where one retains samples of model parameters Θ
which give a distance δ smaller than some tolerance , when using KL–divergence
to calculate δ, this is equivalent to keeping model parameters whose expectation of
log–likelihood, l(Θ) is greater than some value L.
Clearly in order to exactly calculate the Kullback–Leibler divergence it is equivalent
that we need be able to evaluate pi(x |Θ), the likelihood function. This is not possible
as we have already seen that the likelihood function for stochastic kinetic models of
any complexity is intractable. However given a sample from pi(x |Θ) is it possible
to estimate Kullback–Leibler divergence. In chapter 5 we have already made use
of a nearest neighbour estimator for KL–divergence when assessing the closeness
of different posterior distributions to the truth in the immigration–death process
examples.
Figure 7.4 shows the marginal posterior distribution of the immigration rate pa-
rameter given observations D1 using KL divergence as a metric. The mode of the
distribution is close to that of the true posterior distribution however the posterior
variance is over estimated. For comparison figure 7.4 also shows the the approximate
posterior distribution when using means, standard deviations and deciles as means to
measure dissimilarity subject to the same computational expense. Kullback Leibler
divergence is not as efficient at targeting the posterior given this example.
An additional note to make about the practical implementation of using the nearest
neighbour estimator for KL divergence is that we found that it was not uncommon
for estimates to be below zero for moderate sample sizes. Consequently, it was possi-
ble for the quantile reduction of tolerance to give a target of 0, which yields samples
which do not give a perfect match between simulated and observed distributions.
This is a consequence of attempting to estimate KL divergence over a multi dimen-
sional distribution, using only a moderate sample size. This issue was much less
151











Posterior KL divergence True posterior Summary statistics
Figure 7.4: Comparison of approximate posterior distributions inferred for the immigration
rate parameter under observations D1 when using Kullback Leibler divergence as a metric.
prevalent if the simulated data were much larger. Unfortunately this is the opposite
of what we want when computation cost is already high.
7.3 Reducing the amount of simulation
With a large dimension of observations, having a model simulation step in order
to estimate dissimilarity between observed and simulated data sets is expensive. It
is desirable, if possible, to be able to obtain summary statistics for the data with
fewer realisations than the number of observations in the data. A potential problem
with this is that as the number of simulated data points is reduced, the variabil-
ity of the estimated summary statistics increases. The effect of this on individual
summary statistics and the subsequent effect on the posterior distributions inferred
is unclear as the variance of a summary statistic is rarely linear in the number
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of points used for its estimation. Because of this certain summary statistics may
be more amenable to the reduction of simulation steps than others. For example
consider the immigration–death process from the previous example. One might
imagine that if a vector of means were the summary statistic of choice, that rea-
sonably good estimates of those means may be obtained using only 100 simulations
from the model, say. However estimating Kullback Leibler divergence between two
multivariate distributions using a nearest neighbour approach is likely to be more
problematic.
The variability of the simulated summary statistics will in turn affect the variability
of the distances calculated. This then changes the probability that a given parameter
vector is accepted in an ABC algorithm.
Our method of weighting the summary statistics, considerate of the variability of the
sampling distribution from which they came fits well with our desire to reduce the
amount of simulation. We can adjust the weights in the metric to account for the
increased variability of the summary statistics. When calculating our bootstrapped
estimates of the standard deviations of each summary statistic we simply reduce the
sample size of each bootstrap sample. Usefully this also means that if the way in
which the variability of the summary statistics changes is not the same for each si,
and there is no reason to expect this to be the case, our bootstrap sampling approach
captures this, with the relative weights in the metric changing accordingly.
Figure 7.5 compares the sequences of posterior approximation to θ2 in the immi-
gration death model when using simulation size equivalent to the observations, and
a second run where far fewer simulations per proposal are used. The plot shows
that movement of both posterior distributions are similar. The posterior distribu-
tion given 1000 model simulations per proposed parameter takes fewer proposals to
converge tightly around the true value. But on consideration that the cost of each
proposal using only 25 simulations is a factor of 40 cheaper, the smaller number of
realisations per proposal is in fact more efficient, particularly at the early stages, in
which the tolerance is still relatively large.
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Figure 7.5: Comparison of the relative performance of posterior sampling when using far
fewer simulations for each proposed parameter than the dimension of observations.
7.3.1 Early termination of simulation
As the cost of simulating from the model to each time point is particularly expensive
in the case of cell population data any algorithmic optimisations that can be made
which limit the time wasted on simulations of candidate parameters that will not
be accepted is of interest. The calculation of a distance function in ABC lends itself
well to employing early stopping criteria for certain sets of summary statistics.
Consider an ABC rejection sampler targeting pi(Θ | ρ(sΘ, s) < ) where sΘ is the
result of calculating a set of statistics summarising the information in some time
series data given model parameters Θ. In the model simulation stage of the algo-
rithm, we naturally have access to the observations at the first time point first. At
the arrival of the simulated observations from time point t1 we can calculate any
of the summary statistics compressing information about xt1 that are independent
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of observations at other time points. Let this set of summary statistics be denoted
st1 and more generally let sti,tj ,tk,... represent the set of summary statistics whose
calculation is dependent on observations from time points ti, tj, tk, . . ..












(sΘ,i − si)2 + . . .. (7.7)






(sΘ,i − si)2, (7.8)
which is a summation of terms that are strictly greater than or equal to 0.
Consider now that we are at time tn during the model simulation step of a rejection
sampler and that our set of summary statistics to be considered consist only of






(sΘ,i − si)2 (7.9)
as the sum of the components of the Euclidean metric for which we have simulated
observations available.









(sΘ,i − si)2, (7.10)
we can consider that δΘ,t1:tn ≤ δΘ since all terms under the summation must be
non–negative. Therefore at time tn in the simulate from the model step we have a
lower bound on δΘ. Hence if δΘ,t1:tn >  then it must be the case that δΘ >  and
we can safely reject the proposal Θ. Rejecting at this stage precludes the need to
simulate the model over the remaining time course for t > tn.
This early termination step is trivial to add for very little computational overhead
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into the algorithm and can be used as part of the accept reject stage of each of
the rejection, MCMC and SMC based ABC samplers. Whilst it is true that the
computational saving is highly dependent on the model being considered and on ,
s and the closeness of the proposal kernel to the target, where we expect nearly all
proposals towards the regions of high mass in the target to almost never be rejected
early, the cost of implementation is typically vastly inferior to the cost of simulating
from the model. Therefore we find that if even only a few proposals are rejected
early we have made some saving.
7.4 Improved proposals for ABC SMC
One of the prevalent issues with simulation based inference where data are large is
that the computational expense of the “simulate from the model” step is often a
limiting factor. Since the cost of one model simulation step is high it is desirable
to have as many proposed parameter vectors in regions of non–negligible support
in the posterior distribution. If ones makes a higher percentage of good proposal
parameters, one would expect the acceptance rate in turn to be higher and hence
the overall computational cost of obtaining the posterior would decrease.
We have seen throughout this thesis that an ABC scheme based on sequential Monte
Carlo sampling can be used to explore a large prior parameter space, improving the
approximation to the posterior in an iterative fashion. The ABC SMC algorithm, as
described by Toni et al. (2009) (see Algorithm 8), is based on sequential importance
sampling. The importance density, qt(Θt), used for proposals when targeting pit(Θt)




where K(·) is some, typically Gaussian, perturbation kernel. Since pit−1(Θt−1) is









, is used instead. Namely a sample from our current
particle approximation to pit−1(Θt−1) is chosen with probability wt−1, propagated
through kernel K(·) and is used as a proposal Θ∗t ∼ qt(Θ).
Intuitively one expects that if the difference between pit−1(Θ) and pi(Θ) is small
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that qt(Θ) chosen in this way that a large number of proposed parameters will have
a relatively high probability of acceptance. However as the difference between the
two distributions increases one would expect the acceptance rate to decrease. There
are then some trade offs to be made in the specification of the algorithm, choosing
a tolerance t as the α%–ile of distances δt−1 for small α gives rise to an algorithm
which attempts to make larger moves at the potential expense of reduced accep-
tance rate yielding an algorithm which converges towards the final target slowly.
Conversely if α is large then a small move between successive distributions produces
higher acceptance rates but because moves are small convergence to the final target
is potentially still sub optimal.
Given an importance density constructed as in equation 7.11 optimal choices for the
variance of the propagation kernel K(·) was explored in Beaumont et al. (2009) and
Filippi et al. (2013). The latter show that the results of the former given a Gaussian
propagation kernel are a special case of their general result when t = t−1. The
optimality criterion on which they base choice of proposal variance is based on jointly
maximising the acceptance rate and minimising the Kullback Leibler divergence
between the proposal density qt(Θ) and the target pit(Θ). The results obtained are
conditional on the value α and those for a component wise Gaussian perturbation
are shown in equation 4.2.
Whilst this gives some optimality criterion for the proposal kernel given a value of
α it does not consider what an optimal choice of α might be. We attempt to solve
the same problem here, that is choose an importance density which gives high rates
of acceptance for large moves towards the final target, meaning in turn lower total
computation cost across a shorter sequence of bridging distributions.
7.4.1 Regression proposal kernel
Beaumont et al. (2002) introduced the idea of regression correction to a posterior
distribution to improve posterior samples. This was explored in chapter 5 and
has been used throughout this thesis for improving ABC posterior distributions.
Beaumont et al. (2002) make the assumption that the posterior distribution pi(Θ |S)
can be modelled by a regression model
Θi = β0 + βf (˜si) + εi, (7.12)
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where s˜i = (si−s). Specifically they use f (˜s) = s˜. We explored in chapter 5 the use
of regression adjustment to the posterior and found that f (˜s) = (˜s, s˜2) gave better
results. This intuitively made sense since for each si, (si − s) ∈ R where we expect
the best posterior samples to take values close to 0 with increasingly poor samples
in both directions.
The logic behind why this sort of correction works is such that if the regression model
holds then if si = s then Θi is drawn from the posterior distribution pi(Θ |S = s)
with expectation E(Θ |S = s) = β0. Therefore on finding estimates βˆ0 and βˆ, the
values
Θi − βˆf (˜si) = βˆ0 + εi (7.13)
form an approximate sample from pi(Θ |S = s).
To return to the problem of choosing an importance density qt(Θt) in a sequential
ABC scheme if α is small then in turn t is small and pit(Θ) is close to pi0(Θ) =
pi(Θ |S = s). If a regression corrected posterior, now denoted pi′(Θ), approximates
pi0(Θ) then parameter proposals based on pi
′
(Θ) should have good support in that
target.
We propose an alternative to the optimal Gaussian perturbation kernel of Filippi
et al. (2013) in which an importance density for target pit(Θ) is instead based on the









a proposal distribution qt(Θt) is chosen by first performing a









kernel Kt(· |Θ) as a Gaussian with zero mean and variance σ2ε , the variance of the
residuals in the regression model. A proposal is then made by choosing a Θ′t−1 with
probability w
(i)
t−1 and perturbing to obtain Θ
∗
t ∼ Kt(· |Θ′t−1). The reweighting step
of the sequential importance sampler is equivalent to that of Filippi et al. (2013),
(step 4 of algorithm 8), for a different Kt.
By doing this, using a small α, we expect the Kullback–Leibler divergence between
the proposal qt(Θ) and the target pit(Θ) to be small, and the overall acceptance
rate to be high, the same goal by which Filippi et al. (2013) deduce their optimum
criterion. The guided proposals should also allow a smaller choice of α yielding larger
moves between successive distributions in the bridging sequence whilst retaining
reasonable acceptance rates.
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There is a very small computational overhead associated with the regression based
kernel as compared with the optimal kernel, namely the fitting of a regression model.
Whilst fitting regression models to large numbers of samples, summary statistics
and rate parameters can be computationally taxing, on considering that this cost is
typically dwarfed by the cost of simulating large amounts of data from the model,
the regression model fitting is relatively negligible. It is also of note that one can
effectively pause the execution of the algorithm after a sample has been obtained
to assess the appropriateness of fitted regression models should that be desired.
Additionally fitting multiple different regression models does not require simulation
from the Markov Process model and hence the cost of this is relatively small.
For convergence in an importance sampling based algorithm there are important
conditions that must be placed on the kernel. That is that the support of the kernel
must contain the support of the target and that the density must vanish into the
tails of the distribution slowly enough to ensure finite variance in the importance
weights. This was noted also in Filippi et al. (2013). Because the kernel is based on
a Gaussian distribution the support is unbounded and therefore must contain the
support of the target. There is some question over whether this kernel facilitates
finite variance of the importance weights however. Simulated experiments within
this context found that the proposal worked well for the examples considered but
this does not guarantee that it will be the case for all examples. One method by
which we could aim to ensure that the density vanishes slowly enough into the tails
is to introduce some multiplicative constant, γ > 1, to the variance of the proposal,
essentially flattening out the density.
7.4.2 Composite proposal kernel
The above approach should perform well whenever the regression correction is rea-
sonable. However it is possible that the regression correction is unstable and the
approximation pi′(Θ) is wildly different from pi0(Θ). In addition, where the regres-
sion corrected posterior has small variance. In order to address this we can consider
use of an importance density based on a mixture of both the regression based kernel
and the kernel of Filippi et al. (2013). This should give a kernel which has increased
mass in the target, due to the proposals coming from the regression corrected kernel
part whenever the regression correction is good but one that is robust to the cases
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ABC SMC targets Current Stage Next Target Final Target
Figure 7.6: Comparison of the distributional shape of the optimal proposal of Filippi et al.
(2013) and our regression and composite importance densities.
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when the regression correction is poor.
Let Kt(Θ
∗ |Θ) be the Gaussian kernel whose variance has been chosen according to
Filippi et al. (2013) and K ′t(Θ
∗ |Θ) the Gaussian kernel with variance chosen by the
regression correction method. A proposal Θ∗ ∼ qt(Θ) can then be obtained in the
following way,
1. Simulate a Bernoulli random variable to determine which component kernel is
to be used c ∼ Bern(0.5).
2. If c = 0 sample Θ ∼ pit−1(Θ) from the weighted sample approximation other-
wise sample Θ ∼ pi′t−1(Θ).
3. If c = 0 sample Θ∗ ∼ Kt(Θ∗ |Θ) else Θ∗ ∼ K ′t(Θ∗ |Θ).




w(i)Kt(Θ |Θ(i)t−1) + 0.5
N∑
i=1
w(i)K ′t(Θ |Θ′,(i)t−1) (7.14)
to be used in the reweighting step of the sequential Monte Carlo scheme.
As above the importance density has unbounded support being a mixture of Gaus-
sians. In addition on utilising the optimal kernel of Filippi et al. we adhere to the
same heuristic argument for convergence as in their article.
More generally we could consider the importance density as a mixture of the two
kernels with mixture weights (p, 1 − p), the example above being the case when
p = 1 − p = 0.5. We could then, as the ABC SMC scheme progresses keep track
of the acceptance rates of proposed parameters conditional on which component of
the mixture they came from and adapt the mixture weights to reflect this. The
idea being that if we have a case where the regression correction kernel is a poor
approximation to the target, with low numbers of proposed parameter vectors from
this component being accepted we simply update the importance density such that
in future a greater proportion of the proposals come from the optimal Gaussian
perturbation kernel. Vice versa, when the regression kernel proposals are good,
with high acceptance rates we want a greater proportion of our proposals to come
from that component.
Figure 7.6 shows the difference between our regression based proposal kernels and the
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Figure 7.7: Comparison of the sequence of tolerances under the composite proposal and
optimal perturbation proposal for inferring rate parameters of the immigration–death
process.
optimal kernel of Filippi et al. (2013) and two successive stages in a sequential ABC
algorithm. The regression based kernels are closer to the next target in the sequence,
and also to the final target in both cases. Beaumont et al. (2002) acknowledged that
the quality of the regression correction was dependent on the size of the tolerance
 from which the corresponding samples were taken. This is borne out in figure 7.6
as the regression kernel proposal at the second stage is much closer to the final
target.
In addition figure 7.7 demonstrates that the sequence of distributions in a ABC
SMC scheme more quickly converges tightly around the true parameter values in an
immigration death example given the composite proposal that makes utility of both
regression correction and the optimal kernel of Filippi et al. (2013). We note that
similar results were found in other models, however in an example where regression
correction performed poorly, the bistable Schlo¨gl model, it was necessary to incor-
porate the optimal kernel of Filippi et al. (2013) to guarantee convergence.
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7.5 Inference for growth parameters in Bacillus
Subtilis strains
Bacillus Subtilis is a Gram–positive bacterium found in soil and the gastrointestinal
tracts of certain mammals and humans. It is a well studied model organism used to
study chromosome replication and cell differentiation.
The growth dynamics of the bacteria can be modelled as a stochastic kinetic model.
Whilst observations on the number of cells directly is not possible, use of green
fluorescent protein (GFP) provides a proxy for tracking the growth.
A simple model to describe the system concerns three species and two reactions,
N +X → 2X
X → X +G,
where X represents a Bacillus Subtilis cell. N is representative of a source of nu-
trition for the growing cells, once the supply of N has been exhausted, no further
growth of the bacteria can occur. This induces a logistic growth dynamic on the X
species, where the rate of growth increases exponentially at first, before resources
become limited and the number of cells reaches maximum carrying capacity.
The hazard functions associated with each reaction in this model are
h1(X, Θ) = θ1
n× x
n+ x
, h2(X, Θ) = θ2x, (7.15)
where n and x are the species counts of N and X respectively.
In order to make observations on the copy number of X a fluorescent protein is
introduced.
Observations of the intensity of green fluorescence are made, such that its level is
proportional to the ratio of the copy number of G to the copy number of X.
7.5.1 The data
The data, shown in figure 7.8, consist of a set of discrete time observations of the
green fluorescent protein in each of 3 strains of Bacillus Subtilis with and without the
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Chapter 7. Inference for cell population data
presence of an inhibitor. We thank Dr Phillip Aldridge of the Centre for Bacterial
Cell Biology, Newcastle University, and his PhD student Tom Ewen for the provision
of the data. The inhibitor here is expected to allow faster division of the bacterial
cells and increased GFP production rate.
7.5.2 Inference
Inferring rate parameters of the Bacillus Subtilis data poses some interesting chal-
lenges. Firstly, by the fact that we only have observations that are ratios, a deter-
ministic model would have identifiability issues. Whilst given a stochastic treatment,
there could be some information in the intrinsic noise, diffusive cellular dynamics
requiring collision between reactants means that processes such as production and
degradation are random, there is variation in identically regulated species within a
single cell. Without data at the resolution of single cell trajectories there is insuffi-
cient information in the noisy data to be able to identify the scale of X.
To proceed then, it is necessary to fix the initial value X0. Prior information for the
other parameters is vague. We know that reaction rates must be positive and the
order of magnitude of the rates is expected to be reasonably close to 0.
We therefore place uniform prior distributions on the log reaction rates
log(Θ) ∼ U(−4, 4)i = 1, 2. (7.16)
We have observations proportional G0/X0, recordings taken at the time the ex-
periments commenced. We can therefore, given our fixed value of X0 choose prior
distributions for G0 that have support at the appropriate order of magnitude. Specif-
ically we choose X0 to be 30, and choose Negative Binomial priors for G0 such that
the mean of the prior distribution is equivalent to the mean of the observations
at time 0, rescaled by X0, and the variance suitably large such that the rescaled
observations at time 0 have support within the prior.
Our inference scheme for this model is an ABC SMC scheme with a composite pro-
posal mechanism for propagation of rate parameter samples through the sequential
Monte Carlo sampler. This choice was made encouraged by the positive results,
increased efficiency in posterior sampling measured as a function of model simula-
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tions required, found with the immigration–death toy model. Since simulation from
this model was expensive we wished to reduce the amount of model simulation re-
quired as much as possible. In addition to using the composite proposal, we use the
bootstrapping approach of section 7.2.2 to summary statistic weights and choose
summary statistics such that they jointly describe a distributional shape well and
facilitate early termination of model simulation as in section 7.3.1.
We choose as summary statistics, at each time point, the mean, standard devia-
tion, and quantiles q20%, q40%, q50%, q60%, q80% as performance given this choice was
good with the toy model. The weights for the summary statistics in the Euclidean
metric were calculated as the inverse of the empirical standard deviation of a boot-
strap sample representation of the sampling distributions of the observed summary
statistics. Each bootstrap sample consisted of 25 observations at each time point
such that, for inference, we use only 25 forward simulations to approximate the
distribution of G/X for our simulated data.
This choice also means that we can use the early rejection ideas so as to not waste
computation time on poor proposals.
7.5.3 Results
Figures 7.9, 7.10, 7.11, 7.12, 7.13 show the inferred approximate posterior distribu-
tions for log(θ1), log(θ2) the reaction rate parameters, log(σ) the Gaussian measure-
ment error noise, and G0 and N0 the initial state of the reaction network respectively.
There is a clear difference in the rate parameters inferred, where the presence of an
inhibitor yields an increase in the rate of cell division and production of GFP.
Where observations were low, the inferred observation error is also small, with a
greater error variance is inferred when the observed proportion is greater. The
posterior distributions, figure 7.11, however suggest that potentially the prior dis-
tribution on the error variance was too restrictive.
The inferred initial levels of G0 are consistent with the magnitude of the ratio ob-
served, given our chosen scaling of X0, however posterior variance is under esti-
mated.
Finally the inferred distribution of available nutrients is largely consistent across the
different strains.
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A posterior predictive distribution of the levels of the observable ratio Gt/Xt for
the AH7 strain with an inhibitor present is shown in figure 7.14. The posterior
predictive distribution shown is representative of the other strains. In each case,
whilst the location of the predictive distribution is approximately correct, the pos-
terior predictive variances are under represented. This could be an artifact of fixing
the scale at such a small value and highlights a drawback with the current model.
Alternatively perhaps less restrictive priors would yield better inference.
The goal of this study was to examine the way in which the fluorescent reporter
works. The use of reporter proteins is common amongst practitioners attempting to
learn about reactions within a cell. One of the issues with this is that the fluorescence
of the reporter protein is itself stochastic and noisy. The results here allow us a better
understanding of the way in which the activation of the reporter gene through the
inhibitor affects observations of species within the Bacillus Subtilis strains. This
allows a better understanding of what’s going on when using reporter proteins to
examine more complex cellular processes.
7.6 Discussion
The final chapter of this thesis focuses on inference for cell population data using
approximate Bayesian techniques. The repercussions of the different order of mag-
nitude of the amount of data, and it’s lower resolution at observing the system is
discussed. Inference for problems of this nature are typically very computation-
ally taxing due to numerous Gillespie algorithm simulations being required. Hence
techniques for reducing the computational cost are explored.
We find that using the observations to make statements about sampling distribu-
tion of summary statistics is beneficial to the construction of a metric which yields
efficient use of model realisations. Additionally we consider that certain sets of sum-
mary statistics allow a practitioner to employ early termination criteria for proposed
parameters, allowing faster rejection of proposals that would not be accepted in an
ABC scheme. This further optimises the use of available CPU resources by a greater
proportion of time being spent considering proposals likely to be accepted.
An alternative to the optimal perturbation kernels of Filippi et al. (2013) for prop-
agation of parameter samples through the sequence of distributions in ABC SMC.
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This alternative approach considers regression correction as a mechanism to propose
a greater proportion of parameters towards the regions of mass in the final target.
The technique is made robust to examples where the specified regression model is
poor by consideration of a mixture proposal that incorporates the optimal Gaus-
sian perturbation which also ensures that there is adequate mass in the tails of the
importance density.
The techniques considered were explored within the context of a toy example, the
immigration death process and shown to improve on efficiency over current ap-
proaches.
Finally on consideration of the techniques discussed, inference was made on the rate
parameters concerning a logistic growth model of different strains of the bacteria
Bacillus Subtilis. Inference for this challenging problem seemed reasonable, as con-
firmed by posterior predictive distributions but it was acknowledged that there are
some limitations.
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Figure 7.14: A posterior predictive distribution of Gt/Xt for the AH7 Bacillus Subtilis
strain in the presence of the inhibitor. Posterior variance is underestimated but this




The purpose of this thesis was to provide an in depth, comparative review of the
principle methods of Bayesian parameter inference for problems with intractable
likelihoods, with particular consideration to posterior learning of rate parameters
governing system dynamics of partially observed, continuous time Markov processes.
Investigation of the different approaches to approximate Bayesian computation was
considered. The rejection sampler, first introduced in the form recognised today
by Pritchard et al. (1999), and the extensions of it based on Markov chain Monte
Carlo and Sequential Monte Carlo were explored within the context of stochastic
kinetic models, which find application within population ecology, chemical kinetics
and systems biology among others.
Of the different ABC sampling algorithms available to a practitioner it was found
that for models of this type a sequential Monte Carlo sampler proved to be the
most efficient. For data of the form of a single time series, tracking the evolution
of species within a single cell, on reviewing a number of approaches to dimension
reduction, it was found that use of the raw time series was competitive, particularly
on consideration of posterior regression correction methods like those introduced by
Beaumont et al. (2002).
Further, ABC was compared with particle Markov chain Monte Carlo (Andrieu &
Roberts, 2009; Andrieu et al., 2010), a technique for exact posterior sampling that
relies on unbiased Monte Carlo estimation of marginal likelihood in the presence of a
measurement error model. Whilst pMCMC is guaranteed to always be able to sample
from the posterior distribution, its efficiency is highly dependent on algorithmic
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tuning parameters and adequate measurement error. This lead to the conclusion
that whilst we typically desire the exact target, good approximations to posterior
distributions can be made, with less computational expense, using state of the art
ABC sampling.
Each approach has it’s own relative merits and deficiencies. ABC techniques are,
by and large, amenable to parallel implementation. This allows them to exploit
the ever improving and increased abundance of multicore computational hardware,
large multi node clusters and cloud computing. Its biggest drawbacks are that
inferred posteriors are only approximate and choice of summary statistics and metric
functions are still non–obvious in a general setting. However the tuning of other
algorithmic parameters, such as the decreasing sequence of tolerances, governing
the improving approximation, and exploratative perturbation kernels can be done
automatically, as the computation progresses. Particle MCMC on the other hand
gives the exact target as it’s stationary distribution, under fairly mild conditions of
the Monte Carlo estimator. Unfortunately, naive initialisation and tuning can lead to
the computational burden of obtaining a diverse set of informative samples becoming
prohibitive, even in relatively simple reaction networks. Additionally the difficulty
in optimising a particle filter to fully parallel computation, and the iterative nature
of a Markov chain mean that performance gains do not scale well with available
computing resources. The comparative review of the two approaches within this
modelling framework was published by Owen et al. (2015).
These conclusions lead to the development of a hybrid algorithm that utilises the
strengths of each of the sampling schemes. It provides a principled approach to the
determination of initialisation and tuning parameters necessary for efficient sam-
pling in a particle MCMC algorithm by using an ABC approximation to the target
from which posterior samples are desired. The use of an ABC step gives an artifi-
cial burn in period, replacing potentially long convergence times in pMCMC, that
can be performed in parallel and scales well with available hardware. Having an
approximation to the target allows an essentially arbitrary number of independent
MCMC chains to be constructed, each of which should have short burn in periods
allowing parallel execution that scales well to give an efficient manner in which to
sample the posterior distribution exactly. The hybrid scheme was shown to work
well to a number of example stochastic kinetic models, including application to both
synthetic and real data and formed the basis of Owen et al. (2014).
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Finally the ABC framework was considered for parameter learning for models given
large scale, noisy cell population level data. The large dimension of the observations
poses it’s own computational issues and consideration was given to optimally using
available resources. Techniques to minimise the amount of model simulation steps
were explored and an approach to improving the proportion importance density pro-
posals in regions of high target density in the ABC SMC scheme was proposed, based
on and relying upon the work of Filippi et al. (2013) with numerical experiments of
a toy model used for discussion.
The concluding example of the thesis made inference of rate parameters of a model
governing growth dynamics of different strains of Bacillus Subtilis, a bacteria com-
monly found in soil, often used to study cell division. Observation of the number of
cells directly was unavailable, instead bioluminescent intensity of a green fluorescent
reporter protein was used as a proxy.
8.1 Future work
There are numerous avenues of exploration to extend this work. The particle MCMC
papers (Andrieu & Roberts, 2009; Andrieu et al., 2010) show that multiple samples
can be used in the Monte Carlo estimation of a likelihood function to target an exact
posterior distribution, provided that the Monte Carlo estimates are unbiased. The
results they derive are not limited to estimation of a likelihood function and in fact
hold also in ABC approximations for example. Whilst there are some examples of
the use of multiple samples conditional on the same parameter values within ABC,
see for example Becquet & Przeworski (2007) or Del Moral et al. (2012), as far as
this author knows, investigation into an optimal choice for numbers of particles for
ABC is lacking.
Treatment of the Bacillus Subtilis data in section 7.4.2 considers treatment of each
available strain in isolation. A natural extension to the work presented here would
be to extend the methodology to a hierarchical modelling framework which allows
each strain to considered jointly. Further, for this example, the model does have
limitations. It is possible that the degradation rate of the observable protein is
sufficiently high that it should be included in the model. Additionally, because there
are fundamental identifiability issues in the deterministic model, it was required to
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fix the scale in order to make inference on the rate parameters. It is not clear what
the sensitivity of results is to this decision.
In this thesis all model simulation was performed using the direct method of Gillespie
(1977) which provides exact samples from the transition densities of the stochastic
kinetic models. It was noted in chapter 2 that there exist numerous approximate
simulation algorithms however Gillespie (2016) shows that they are not always ap-
propriate and developed an approach for assessing their accuracy. In particular con-
sideration of the large scale cell population data considered in chapter 7 it should
be possible to leverage the information contained within the ABC distance calcu-
lation to assess whether or not an approximate simulation algorithm is appropriate
by using a mixture of exact and approximate samples from the model. This could
potentially be used as a mechanism for the construction of a hybrid simulator, that
simulates primarily from the exact stochastic simulation algorithm in regions of
space in which approximations are poor, but allows faster sampling in regions where
approximations are good.
Further related work that could be considered is the use of Gaussian processes em-
ulation to reduce computation time. The idea was briefly considered, although not
reported here, on consideration of the synthetic likelihood, to attempt to mitigate
the burden of requiring large numbers of model realisations at each iteration. A
similar idea was explored in Drovandi et al. (2015) and it would be interesting to
consider the extension of this to sampling within the ABC framework.
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