This study examines the ability to lateralize a complex signal characterized by correlated temporal activity across widely separated frequency regions. The high-frequency complex consisted of two narrow-band stimuli. The two stimuli had common interaural delays but different carriers centered on nonoverlapping critical bands. Two basic conditions were examined: The narrow-band stimuli had temporal envelopes which were ͑1͒ identical or ͑2͒ different. In the first experiment, narrow bands of noise were used which either had identical temporal envelopes ͑comodulated͒ or statistically independent envelopes ͑CFsϭ2550 and 3350 Hz͒. In the second experiment, two sinusoidally amplitude-modulated ͑SAM͒ tones were used whose modulators either had the same starting phase or a different starting phase ͑CFsϭ2550 and 4000 Hz͒. Results of the first experiment showed that for bandwidths narrower than 300 Hz, comodulated bands produced significantly lower interaural-delay thresholds compared to independent bands. Results of the second experiment showed that when the two SAM tones ͑100-Hz modulation rate͒ had the same modulator starting phase, interaural-delay thresholds were lowest.
INTRODUCTION
Contrary to predictions of critical band theory, signal detection in one auditory filter may be affected by activity in other filters. When steady-state stimuli are used, observers may use information derived from the profile of the spectrum to detect increments or decrements in the amplitude of a single component of a multitone complex ͑Spiegel and Green, 1982; Green et al., 1983; Green et al., 1995͒. When time-varying signals are used, the coherence of temporal envelopes of sounds in remote filters may facilitate or impair the detectability of a signal within one of these filters ͑Hall et al., 1984; Hall, 1986; Hall and Grose, 1991; McFadden, 1987; Schubert, 1987a, b, 1991; Richards, 1987; Yost and Sheft, 1989; Grose and Hall, 1992͒ . Such phenomena have collectively been referred to as across-frequency effects ͑see Moore, 1990 for a review͒.
Similar and seemingly related findings have been reported in the sound-localization literature. It has, for example, been suggested that the spectral profile of broadband stimuli, particularly stimuli with energy above 5 kHz, may be the basis for estimating the vertical position of sound sources ͑Batteau, 1967; Butler and Belendiuk, 1977; Shaw, 1979; Kuhn, 1987͒ . Lateralization studies have shown across-frequency effects in the form of interference with the detectability of interaural differences ͑McFadden and Pasanen, 1976; Zurek, 1985; Buell and Hafter, 1991; Buell and Trahiotis, 1993; Buell and Trahiotis, 1994; Trahiotis and Bernstein, 1990; Dye, 1990; Stellmack and Dye, 1993͒ . In these latter studies, two or more narrow-band stimuli with different interaural differences and carriers are usually used. A typical report is that the detectability of an interaural difference in one narrow-band stimulus may be degraded in the presence of other stimuli which have different interaural values, even though the signal and interfering stimuli contain very different spectral energies.
The aim of this study is to examine across-frequency effects on the lateralization of complex sounds whose timevarying envelopes are correlated across frequency regions; these sounds are referred to as comodulated sounds in reference to similar stimuli used in intensity-detection tasks. There are three studies which have examined changes in lateralization thresholds by temporally comodulating sounds in different frequency channels. Heller and Richards ͑1990͒, and Heller and Trahiotis ͑1995͒ have reported on the detectability of an interaural time or level difference ͑ITD or ILD͒ in a target, high-frequency narrow-band sound in the presence of an interfering sound at a remote frequency region. The two sounds were either temporally comodulated or independent. The comodulated and independent conditions produced nearly identical thresholds, suggesting that binaural interference did not depend on comodulation across frequencies. Stellmack ͑1992͒, however, using low-frequency narrow bands of noise reported that binaural interference did, in some conditions, increase when narrow-band signals were comodulated.
The current study, unlike studies of interference, is concerned with the ability of observers to combine, constructively, binaural information across frequency regions. There is both psychophysical ͑Dye, 1990; Buell and Trahiotis, 1993; Trahiotis and Stern, 1994; Stern et al., 1988͒ and physiological ͑Takahashi and Konishi, 1986͒ evidence that such information from sounds with different spectral contents but common interaural delays may be effectively combined. There are also many naturally occurring signals which have consistent temporal-envelope activity and common interaural differences across broad frequency regions. Speech signals, for example, have envelope fluctuations which are highly correlated across frequencies ͑Houtgast and van den Brink, 1990; Hall and Haggard, 1983; Festen and Plomp, 1990; Grose and Hall, 1992͒ . An improvement in the ability to process binaural information in such signals compared with sounds which are not temporally synchronous across frequency may facilitate their localization and detection in acoustically complex fields.
In the first of two experiments reported here, the highfrequency signal consisted of two narrow bands of noise with different center frequencies, but common interaural delays. In the second experiment, sinusoidally amplitude-modulated ͑SAM͒ tones were used; these signals have periodic and regular envelope fluctuations as compared to the irregular envelopes of noise bands. In this latter experiment, the complex consisted of two SAM tones with different carriers, but again, with common interaural delays. As reported in later sections, when signals were comodulated at rates below about 200 Hz, ITD thresholds were lower than those obtained for sounds that were not comodulated.
I. EXPERIMENT I: LATERALIZATION OF A STIMULUS CONSISTING OF TWO COMODULATED NARROW BANDS OF NOISE WITH COMMON ITDs

A. Procedure
On each trial of a two-interval, forced-choice task ͑2IFC͒, two dichotic noise bursts were presented. The two bursts were separated by 300 ms. The noise bursts carried equal-magnitude interaural delays; however, for one noise burst, the waveform led the left ear and for the other noise burst it led to the right ear. The subject's task was to identify the order of presentation of the bursts ͑i.e., left-leading then right or right-leading then left͒. Each run consisted of 100 trials. Visual feedback was provided immediately after each trial. A minimum of 400 trials was run at a minimum of two interaural delays ͑method of constant stimuli͒. A delay of zero for 50% correct detection was arbitrarily chosen as an additional point. A least-squares procedure was used to determine a 75% threshold from a fitted normal probability integral.
The noise bursts consisted of either one or two noise bands. The center frequencies of the two bands were always 2550 and 3350 Hz. The bandwidth of each noise band was 50, 100, 200, or 300 Hz. When two bands were presented simultaneously, both bands had the same bandwidth and ITD. Each band was presented for 400 ms with a 10-ms linear rise-fall ramp.
Four experimental conditions were examined. Lateralization thresholds were measured for ͑1͒ low-frequency band alone, ͑2͒ high-frequency band alone, ͑3͒ linear sum of two independent noise bands, and ͑4͒ linear sum of the two noise bands, but the noises were constructed to have a common envelope.
All signals were computed in an IBM PC. Before each 2-h experimental run, 2400 dichotic noise pairs were generated overnight and stored on hard disk. During an experimental session, subjects completed 12 100-trial runs. Throughout a given run, the bandwidth, ITD, and condition were fixed. On each trial of each run, two dichotic noise samples ͑one for each interval of the 2IFC͒ were selected without replacement and presented to the subject. Thus a given subject did not hear the same noise sample twice. Data for the 16 signal combinations ͑four bandwidths by four conditions͒ were collected using a random-without-replacement scheme between blocks where a random-number generator selected one bandwidth, one condition, and one ITD.
Signals were presented through locally constructed, digital-to-analog converters ͑DAC͒ at a sampling rate of 20 kHz and low-pass filtered at 10 kHz ͑Kemo, VBF-8͒. The spectrum level of the noise was 45 dB SPL as measured for the average of 100 samples with a spectrum analyzer ͑Hewlett-Packard 3582-A͒. Envelope delays between left and right channels were checked for accuracy with a dualchannel storage oscilloscope. These signals were then led to a single-walled steel sound booth and presented to subjects through STAX ͑SR-5͒ electrostatic headphones whose frequency responses were flat within Ϯ3 dB between 50 and 20 000 Hz. Each of the four subjects ͑SH, JT, KC, KS͒ was practiced on the various conditions of the experiment for a minimum of 1 week, in 2-h daily sessions before data collection began. Three subjects were male and one female. All were students at the University of California. Their ages ranged from 19-31 and had normal hearing to the best of their knowledge.
B. Signal generation
Each digitally generated noise band was the sum of sinusoidal components at 2.5-Hz spacing ͑1/duration͒. The two noise bands were of the form 
where ␦ is the separation between the frequency components added to generate each noise band ͑2.5 Hz͒, f 0 is the center frequency of the lower noise band ͑2550 Hz͒, ⌬ f is the difference between the center frequencies of the lower-and higher-frequency noise bands ͑800 Hz͒, and 2mϩ1 is the number of components constituting the noise band where mϭBW/2␦ ͑for a bandwidth BWϭ100 Hz, mϭ20 and each 100-Hz-wide noise band consisted of 41 sinusoidal components͒. The amplitude of each component was sampled from a Rayleigh distribution and the phases from a uniform ͑0,2͒ distribution. Each noise band, thus generated, was Gaussian with an envelope modulation rate, based on the average number of peaks per second, equivalent to 0.64 times its bandwidth ͑Rice, 1944͒.
In cases where two bands were summed [w(t)ϩw*(t)], the envelopes of the two bands were either independent or comodulated. If the bands were to be independent ͑condition 3͒, then the amplitude ͑a i and a i *͒ and phase ͑⌰ i and ⌰ i *͒ of each component (i) of each band was determined independently. If the envelopes were comodulated ͑condition 4͒, then the amplitude and phase value determined for one component of one band were used to generate the corresponding component for the other band (a i ϭ a i *; ⌰ i ϭ ⌰ i *). Figure 1 shows the time waveforms and spectra of the noise bands ͓w(t) and w*(t)͔. The left and right traces are for the independent and comodulated conditions, respectively. Traces A and B show the lower-and higher-centerfrequency ͑CF͒ bands, trace C their sum [w(t)ϩw*(t)], and trace D the spectrum of the combined waveforms ͑the spectrum of C͒. Trace C ͑left͒ shows the type of waveform used for condition 3 ͑independent waveform conditions͒ and trace C ͑right͒ shows the type of waveform used in condition 4 ͑comodulated͒.
Because lateralization thresholds were to be determined, each signal was presented to subjects dichotically. For illustration, a 50-ms segment of a waveform used for condition 4 ͑comodulated͒ is depicted in Fig. 2 . The time waveform of this signal [w(t)ϩw*(t)] was presented to both ears. However, in order to measure lateralization thresholds, the signal to one ear ͑upper waveform in the top panel of Fig. 2͒ was delayed relative to the other ͑lower waveform͒. A linear phase-shift algorithm was used to delay the dichotic noise band to one ear. First, a band of noise was generated for one ear as described above. For the other ear, each component of the noise for the first ear was phase shifted by a value corresponding to the desired interaural delay. Thus two identical noise bands ͑one for each ear͒ were obtained with one of them delayed relative to the other. This constituted the dichotic signal for one interval of the 2IFC. For the other interval the same delay was used to generate a new dichotic noise band favoring the ear opposite to that favored in the first interval. Thus, for conditions 3 and 4, the waveforms presented to the right and left ears, respectively, for one interval of the 2IFC were of the form 
C. Results
Figure 3 shows averaged data for four subjects obtained for the single-band conditions. Each line connects through four points at 50-, 100-, 200-, and 300-Hz bandwidths.
2 Each line represents the averaged performance for the four observers. No significant differences were observed in lateralization thresholds measured for individual bands centered at 2550 and 3350 Hz. As bandwidths increased, lateralization thresholds improved. Both the similarity of thresholds for different CFs and improvements in thresholds for wider bandwidth signals have been reported by Nuetzel and Hafter ͑1981͒ and Henning and Ashton ͑1981͒. An increase in bandwidth, given the same spectrum level, corresponds to increased signal energy and one might conclude that the improved thresholds reflect this increase in energy. The inset in Fig. 3 shows lateralization thresholds measured when the overall power in the different bands were adjusted to match that of the 200-Hz-wide noise band. A single carrier ͑high CF͒ was used and the level of the noise band was increased for the 50-and 100-Hz bands by 6 and 3 dB, respectively, and decreased for the 300-Hz noise band by 1.8 dB. All other procedures were identical to those described above. Results show that this adjustment had no noticeable effect on the shape of the functions in Fig. 3 ; thus improvements in lateralization are not primarily due to increased energy with bandwidth. Among possible reasons for improved thresholds with bandwidth is an increase in the modulation rate of the temporal waveform. The reader should, however, be aware that peripheral bandpass filtering may limit the effective signal bandwidth and therefore modulation rate.
Figure 4 plots averaged data for four subjects for conditions 3 ͑independently modulated͒ and 4 ͑comodulated͒. The individual datapoints have been eliminated from the figure for clarity; however, individual data for all subjects will be presented shortly as a normalized ratio ͑see below͒ in Fig. 5 . For the narrower bandwidth conditions, subjects had lower ITD thresholds when the bands were comodulated. Again, thresholds improved with increasing bandwidths. Plotting data, however, from all conditions in the same figure, ͑4͒ makes the visual inspection of wider bandwidth conditions difficult because of the relatively high thresholds for the FIG. 3 . ⌬ITD thresholds for 75% detection measured for single noise band conditions ͑1 and 2͒ as a function of bandwidth. The lines are interpolations through the averaged data for four subjects at bandwidths of 50, 100, 200, and 300 Hz. Thresholds were measured for a constant noise-power density (N 0 ). The inset shows that the shape of the function is unaffected when equal-power noise bands are used. The single function in the insert is the averaged thresholds for lower-and higher-CF bands measured individually. 50-Hz condition. The data of Fig. 4 were, therefore, replotted in Fig. 5 as a ratio of the comodulated to independent-band thresholds. If there were no differences between thresholds in the two conditions ͑3 and 4͒, one would expect all points to fall on a ratio line of unity ͑dashed horizontal line͒. Each symbol in this figure represents data for one subject. Nearly the entire data set falls below or near the dashed line. The difference, however, becomes smaller as bandwidths increase. This is not surprising. Across-frequency effects in intensity-detection problems have also been shown to decrease with increasing bandwidth and are virtually nonexistent for bandwidths wider than about 400 Hz ͑Schooneveldt and Moore, 1989͒. The results for the wider bandwidth conditions, and therefore higher modulation rates, are consistent with those reported for the interference experiments of Heller and Richards ͑1990͒ and Heller and Trahiotis ͑1995͒ in that no difference in thresholds was observed between the independent and comodulated conditions.
D. Low-frequency carriers
To further examine temporal-envelope effects on lateralization, an additional control experiment was run in which all conditions were identical to conditions 3 ͑independent͒ and 4 ͑comodulated͒, except that the CFs for the two noise bands were set at 500 and 750 Hz. Only one bandwidth was examined ͑50 Hz͒ which produced the greatest averaged departure from the ratio of 1.0 in Fig. 5 . Because envelope ITD information at low frequencies is dominated by carrier ITDs ͑Bernstein and Trahiotis, 1985͒, little difference between the comodulated and independent conditions was expected. The ratio of the comodulated to independent band thresholds for four subjects ͑FW, SH, JT, KC͒ were 1.02, 0.91, 0.99, and 1.05, respectively; all are very near unity.
II. EXPERIMENT II: LATERALIZATION OF A STIMULUS CONSISTING OF TWO SAM TONES WITH COMMON ITDs
A. Procedure
The major change in the procedures for experiment II ͑compared to experiment I͒ was that an adaptive technique was used instead of the constant stimulus method. A twodown, one-up procedure was used which tracks the 70.7% correct response on the subject's psychometric function. The subject's task was the same as that in experiment I. Visual feedback was provided after each trial. The two SAM tones had different carrier frequencies, but the same ITDs, modulation rate ͑100 Hz͒, and levels. They were different only in that the starting phase of the modulation envelope for one SAM could be different than that of the other ͑by 0°, 30°, 60°, 90°, 120°, 150°, or 180°͒. Each condition was defined by the modulation-phase disparity. Each subject completed a minimum of six runs per condition. The step change in interaural delay was 0.2 log s up to the fourth reversal and 0.05 log s for the remaining trials. These values correspond to 4-and 1-dB step sizes for intensive continua. The starting ITD value was 1300 s ͑650 s in each interval of the 2IFC͒. The run continued until 12 reversals were obtained. If a reversal occurred on the first five trials it was not counted toward the total number of reversals. The first four reversals were discarded and the values of interaural delays for the remaining eight reversals were averaged to obtain one estimate of threshold.
Lateralization thresholds were measured for a complex signal consisting of two SAM tones, one centered at 2550 Hz and the other at 4000 Hz. The carriers had a zero starting phase and were not interaurally delayed.
Each SAM was 400 ms in duration with a 10-ms cosinesquared rise-fall ramp. The two SAMs were of the form
where m is unity, producing a modulation depth of 100%, g is the modulation frequency equal to 100 Hz, f 0 ϭ2550 Hz and ( f 0 ϩ⌬ f )ϭ4000 Hz are the carrier frequencies, and ⌰ m is the parameter of the study determining the relative phase in radians of the modulation envelopes between waveforms s(t) and s*(t). Each SAM was never presented alone, but in the form of the complex S͑t ͒ϭs͑ t ͒ϩs*͑ t ͒. ͑4͒
Each complex was presented dichotically. To measure lateralization thresholds, the modulation phase of each SAM was shifted an additional amount ϭ2ITDg which corresponded to the desired ITD in seconds. Thus the entire waveforms presented to the left and right ears, respectively, were of the form
If the right ear was to lead the left, then L ϭ0 and if the left ear was to lead the right, then R ϭ0. The top, middle, and lower panels of Fig. 6 , respectively, show 0°, 90°, and 180°phase disparity between the modulation envelopes of s(t) and s*(t). The top two waveforms in each panel show the waveform of each SAM ͓s(t) and s*(t)͔, and the bottom trace in each panel shows their sum S(t). The ratio of the peak-to-valley amplitudes of the envelope of the summed waveform decreases with increasing modulator phase shift. We will return to this point in Sec. III.
All signals were computed before each trial of the adaptive procedure using an IBM PC and an array processor ͓Tucker-Davis Technologies ͑TDT͒ AP2͔. Data for the seven phase conditions (⌰ m ) were collected in random order. During the 60 trials of a single experimental run, only one phase condition was examined. Signals were presented through 16-bit digital-to-analog converters ͑TDT DA2͒ at a sampling rate of 20 kHz and were low-pass filtered at 10 kHz. The sound-pressure level for a continuous SAM-tone complex was 60 dB. Continuous Gaussian noise, low-pass filtered at 1.5 kHz, was presented at a spectrum level of 32 dB SPL as background to mask low-frequency intermodulation distortions ͑Henning, 1974; 1980; Nuetzel and Hafter, 1981͒ . Envelope delays between left and right channels ͑in-teraural delays ͒ were checked for accuracy with a Philips dual-channel storage oscilloscope ͑model PM 3335͒. These signals were led to a single-walled sound booth and presented to subjects through Sennheiser ͑HD-450͒ headphones. Each of the three subjects ͑JM, YB, LF͒ was practiced on various conditions of the experiment for a minimum of 6 h before data collection began. All subjects had previous experience in lateralization experiments. Two subjects were female and one male and their ages ranged from 18 -23. All were students at the University of Florida and had normal hearing within 10 dB of ISO standards for frequencies between 125 and 8000 Hz as determined by a Bekesy audiometer. Figure 7 shows averaged results. Error bars are one standard error of the mean. Consistent with results of experiment I, lowest ITD thresholds are observed when the SAMs are modulated in phase ͑0°condition͒. Thresholds increase as the envelopes are increasingly phase shifted. In a control condition, experiment II was repeated without the low-pass masking noise, but with SAM tones whose sound-pressure levels were reduced to 30 dB SPL. These low levels were used to reduce leakage through common frequency channels. The results of this control condition, shown in the inset to Fig. 7 , are similar to those in Fig. 7 , except that the thresholds are higher because the signal SPLs were lower.
B. Results
III. DISCUSSION
A. Combining interaural information from individual bands
Assuming that the noise which limits the detectability of ITDs is a Gaussian process with mean ITD and standard deviation I , improvements in discrimination for combined conditions may be predicted from thresholds for individual bands. In a 2IFC task, the ϭ I /ͱ2 for each band is estimated as the value of ⌬ITD at threshold divided by 0.95 ͑dЈ for 75% detection͒. Because in the combined conditions ͑3 and 4͒, by definition, ITD C ϭITD L ϭITD H ͑where Cϭcombined, Lϭlow, Hϭhigh frequencies͒, Eq. ͑6͒ may be derived from the vector rule ͑Green and Swets, 1966, pp. 271-275͒:
Performance for ideal detection is then
This simple model has been applied to studies of interference in which multicomponent sounds with unequal ITDs have been used. In some, but not all, cases the model is a good predictor of observer performance ͑Buell and Hafter, 1991; Buell and Trahiotis, 1993͒ . In other studies ͑Heller and Trahiotis, 1995͒, subjects outperform the ideal. Figure 8 shows averaged thresholds for four subjects replotted from Fig. 4 of the current paper. The dashed line shows predictions of Eq. ͑7͒. As with the Heller and Trahiotis study, subjects performed better than ideal for both combined conditions, though at least for the 50-Hz bandwidth case, ideal and independent conditions produce similar values. It seems, therefore, that for most cases additional information is available to observers. One possible source is ''straightness'' information across frequency associated with the putative crosscorrelator output. The two noise bands do not simply generate ''twice'' the activity in the cross spectrum, but the presence of peaks at common delays across frequency regions provides information about the trajectory of these peaks ͑Stern et al., 1988͒, speculated to be important in lateralization.
B. A short-term cross correlation
ITD thresholds obtained for comodulated bands were smaller than those measured for independent bands. Consistent with these results is an analysis based on short-term cross correlation. Assume that the binaural system crosscorrelates the input stimulus, for example the SAM complex in experiment II, with a time constant of 5 ms. If the SAMs constituting the complex have modulation envelopes that are in phase ͑see Fig. 6͒ , then the waveform peaks for individual SAMs will occur simultaneously in one 5-ms period, and the waveform dips in the next 5-ms period ͑because the SAMs have a modulation rate of 100 Hz͒. If the SAM envelopes are out of phase, then each 5-ms period will carry the peak from one SAM and the dip from the other. The simultaneity of peaks in the complex SAM will generate activity in the short-term cross-correlation plane which allows an estimation of the straightness of trajectories of cross-correlation peaks across frequency. When the SAMs are out of phase, however, this straightness measure is substantially weaker. This straightness measure has been used in the weightedimage model of Stern et al. ͑1988͒ to model lateral position estimates of complex binaural stimuli. It can be shown, with few simple assumptions, that straightness contributes to improved discrimination of interaural delays for the type of stimuli used in the current study.
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A schematic diagram of a short-term cross-correlation model used in the current analysis is shown in Fig. 9 . The GammaTone filter bank ͑Holdsworth et al., 1988͒ consisted of 30 logarithmically spaced filters from 2 to about 5 kHz ͑CF (iϩ1) ϭ1.032 CF i ͒. The impulse response of this filter is
where b in Hz controls the duration of the impulse response; f 0 and are the carrier frequency and phase, respectively. This function has the form of an amplitude-modulated carrier with an envelope proportional to a fourth-order Gamma density function, hence the term GammaTone. The frequency response of the filters may be derived directly from the Fourier transform of g(t):
The output of this filter bank was followed by th-law, halfwave rectification ͑ϭ3͒: and a low-pass filter with an 800-Hz cutoff. Such a circuitry has several desirable properties. The th-law rectifier ͑Shear, 1987͒ in conjunction with the low-pass filter were used to extract envelope information since carrier ITDs at high frequencies have little effect on lateralization ͑Henning, 1974͒. Further, the cutoff of 800 Hz was chosen because envelope rates above this value are also ineffective in lateralizing ITDbased binaural stimuli ͑Henning, 1974; Nuetzel and Hafter, 1981͒ . The combination of the rectifier and low-pass filter were used instead of Hilbert-transform envelope extraction because of the nonlinear nature of the rectifier. This rectifier produces a more consistent fit with certain statistical predictions of binaural models for some noise stimuli ͑Colburn, 1969 , 1977 Shear, 1987͒ . The low-pass filter was followed by short-term cross correlation:
with a fixed time constant and an exponential centerweighting function, P(). This weighting function, which was the same as that used by Stern et al. ͑1988͒ , scales the output of the cross correlator such that values near ϭ0 are more heavily weighted. The conventional exponential time decay ͑Sayers and Cherry, 1957; Blauert and Cobben, 1978͒ was omitted because it has no noticeable effect on this analysis.
Cross correlation was performed on Tϭ5-ms samples of the waveform. This value is likely to be at the lowest extreme of an estimate for the time constant of cross correlation because envelope rates higher than about 100 Hz do not result in a difference in performance between comodulated and independent conditions. A noise bandwidth of 200 Hz ͑see Fig. 4͒ produces on the average, envelope peaks at a rate of 128 per second ͑Rice, 1944͒. We should also note that the sum of the short-term outputs is not considered here, although this sum may further contribute to predictions of improved thresholds for temporally coherent signals. Figure 10 shows a representative output of this model for the complex SAM used in experiment II. The value shown next to each plot represents relative envelope-phase disparity ͑abscissa values in Fig. 7͒ . When SAMs are in phase, two large peaks are evident. One peak progressively diminishes as the relative phase disparity between envelopes increases. Figure 11 shows that this predicted difference between phase conditions is reduced as the modulation rate increases. The output of the model is shown in this figure for an SAM complex identical to that used in experiment II except that the modulation rate was increased to 400 Hz. This output is nearly identical for the four phase conditions and therefore the detectability of ITDs for this signal is predicted to be largely independent of the relative envelope phase between the SAMs. The reduced cross-correlation activity at the lower frequency region for this latter stimulus may be explained by the output of single filters centered near the CFs of the SAMs. Figure 12 shows two such filters and their output for the complex SAM. The lower CF filter has steeper slopes and therefore the sidebands of the SAM in the lower CF filter are reduced in amplitude by a greater amount ͑by 6 to 9 dB͒ than the sidebands in the higher CF filter. The depth of modulation, therefore, is less at the output of the lower CF filter which consequently produces a smaller peak at the cross-correlation output. The decrease in depth of modulation is more evident for the higher modulation rate for which the sidebands are widely spaced.
For comparison, we have also shown in Fig. 13 bands. Two large peaks of activity are evident in the comodulated condition. For the 300-Hz-wide bands the output of the model is similar in the comodulated and independent conditions.
C. Within-channel cues
The edge of the spectrums of the narrow-band waveforms were, in the closest case, nearly two critical bands apart. Still, because the skirts of cochlear filters extend beyond critical bands, the manner in which the two waveforms interact within filters that are centered between them should be noted. If sufficient energy from each waveform leaks through a common filter, then the output of this filter will be more deeply modulated in the comodulated ͑or in-phase͒ condition, thus contributing to better performance in that case. Two points should be made about such cues. First, consider the noise band stimuli. The predictions of withinchannel cues are contrary to the observed effects of bandwidth. The contribution of these cues should increase with bandwidth ͑largest at 300 Hz͒, while the data show a decrease of such a contribution with increasing bandwidth. Note that the higher modulation rate should not work against within-channel lateralization cues because rates of 200-300 Hz are optimum for lateralization of high-frequency complex stimuli. Second, consider the SAM waveforms. If we use the GammaTone filterbank for this analysis, the output of a filter centered halfway between the SAMs is 30 dB attenuated relative to on-frequency filters. This is only a modest attenuation; however, significant modulation-phase effects are still observed when signal SPL is 30 dB ͑inset to Fig. 7͒ , and the within-channel cue has a level of 0 dB SPL in this case. Such near-absolute-threshold cues would have a negligible effect on lateralization, yet large phase-dependent effects are observed. Note also that the sidebands of the high-and lowcarrier SAMs will be filtered asymmetrically; if, in addition, we consider that auditory filters introduce a relative phase shift between carrier and sidebands, it would then be unlikely that within-channel cues would follow the exact pattern of phase relations introduced by the waveforms or observed in the data. Still, a contribution from within-channels cues is not entirely discounted here. Another interesting explanation, the summed temporal envelope, should also be considered. This cue is different than within-channel interactions in that it is reported for waveforms separated by more than five octaves.
D. The summed temporal envelope
The summed temporal waveform of the complex noise has a greater peak-to-valley amplitude ratio when noise bands are comodulated compared to a complex consisting of independent noise bands. Similarly, the complex SAM tone has the greatest peak-to-valley amplitude ratio when the SAM envelopes are in phase ͑see Fig. 6͒ . This ratio monotonically decreases as the envelope phase disparity increases. A discriminator which makes use of interaural delays carried by the overall temporal envelope of the complex will make a better estimate of ITDs when the SAMs are in phase because the overall depth of modulation will be greater ͑Henning, 1974; Nuetzel and Hafter, 1981͒ . There is psychophysical evidence consistent with this view. Wakefield and Viemeister ͑1985͒ have shown that the detection of modulation in an SAM noise with a 10-kHz carrier depends on the phase of a simultaneously presented low-frequency tone ͑100, 200, or 400 Hz͒. This temporal interaction occurs when the frequency of the tone and the modulation frequency of the SAM noise are the same. Detection of modulation was reported to be best when the modulation phase of the SAM noise led that of the low-frequency tone by 90°and poorest when this phase difference was 270°. Surprisingly, these temporal interactions occurred in the absence of masking. The threshold for detection of the SAM noise was independent of the presence or absence of the low-frequency tone. Other psychophysical data are consistent with these ideas ͑Deatherage and Henderson, 1967; Zwicker, 1976 Zwicker, , 1977 McFadden, 1975͒ . Also consistent with this view, subjects in the current experiments reported the percept of a pulsating stimulus when the envelopes of the SAMs were homophasic, The left plots show this output for 50-Hz-wide bands and the right plots for 300-Hz bands. The upper plots show the output for comodulated bands and the lower panels for statistically independent noise bands. Note that for the narrower bandwidth stimuli, the distinction between the comodulated and independent band conditions are more pronounced. and a tonal signal when they were antiphasic. Evidence against this view includes the fact that Wakefield and Viemeister saw phase-dependent effects for modulation frequencies of 400 Hz, where phase dependence of performance for the complex SAMs in the current experiments is likely to be very small for this modulation frequency, as predicted from the noise data of experiment I. Second, the phase values for which they saw poorest and best performance do not match the pattern of changes in thresholds with phase shift observed in the current study. Although the waveforms at the two ears were gated simultaneously, because a phase-shift function was used to produce an interaural delay, each channel contained a brief portion of waveform that did not appear in the other channel. The duration of this difference in waveforms was equal to the duration of ITD and it appeared at the beginning and end of the waveforms. Because the maximum ITD was 0.6 ms and the signals were ramped with 10-ms functions, this difference in waveforms is negligible at its maximum ͑24 dB down; 0.003 proportion of waveform duration͒.
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It should be noted that the maximum ITD used in this experiment was 1200 s ͑600 s in each interval͒; the larger thresholds for the 50-Hz-bandwidth conditions were interpolations through the 75% point by fitting normal probability functions. This simply means that when a threshold of larger than 1200 s is observed, the maximum ITD was, in fact, 1200 s; however, subjects performed at less than 75% correct for this largest stimulus value presented ͑in general, for such cases observers performed at about 60% to 65%͒.
3
The weighted-image model was originally proposed to estimate a position ( p ) by appropriately weighting the contributions of straightness and centrality information. But one may make quantitative predictions regarding lateralization jnd's by estimating a variance ( p 2 ) in addition to the expected value of this position variable; using optimal decision theory, statistically ideal discrimination may then be determined ͑van Trees, 1968; Green and Swets, 1966͒ . For simplicity assume that p is constant ͑Jeffress et al., 1956; Hafter, 1971; Jeffress and McFadden, 1971͒ . It should be clear that the greater the value of p , the larger the estimated dЈ ϭ (ͱ2 p / p ) in a 2IFC task. Now consider how p is affected by straightness ͓see Eqs. ͑2͒, ͑4͒, ͑5͒ of Stern et al., 1988͔ . Equation ͑5͒ calculates a rms error about the ith trajectory. More straight trajectories produce a smaller i 2 in Eq. ͑5͒. This means that the weight i ͓Eq. ͑4͔͒ will be larger since it is inversely proportional to i 2 . Consequently, p in Eq. ͑2͒ will be closer to i , the real value of the ''true'' delay ͑straight trajectory͒. For smaller i of the straight trajectory, p will be closer to zero. Thus given a constant variance dЈ will be larger when a measure of straightness additionally contributes to the position estimate p . In extending this idea to high-frequency SAMs one should additionally assume a nonadditive ͑e.g., multiplicative͒ rule in combining straightness and centrality weights and a convention for determining cutoff frequencies in quantifying straightness weights for spectrally discontinuous waveforms.
