In this paper, we discuss Bayesian inference of unobserved heterogeneity for unemployment duration data in the presence of right and interval-censoring, and nonproportionality. We employ accelerated failure time models with three different distributional assumptions: log-logistic, log-normal, and Weibull models, and use members of an exponential family of distributions for considering unobserved heterogeneity. We adopt a Bayesian approach, using Markov Chain Monte Carlo via WinBUGS software, to analyze the data. The proposed approach is illustrated using the unemployment duration data set of Iran in 2009. A sensitivity analysis using different latent variable models of the exponential family is also considered. After checking convergence, using the Gelman-Rubin diagnostic test, we compared different distributional assumptions using the DIC 3 criterion. Our findings reveal significant discrepancies in unemployment duration based on different covariates for the sample population of Iran in 2009.
INTRODUCTION
Ordinary regression models of unemployment duration data implicitly assume that, given the measured covariates, the sample population is homogenous: that is, all individuals have the same risk for the event of interest. This assumption is not realistic since demographic differences about which we have no information exist. Sometimes, the undue financial burden of collecting all relevant explanatory information leads to the neglect of some covariates, resulting in unobserved heterogeneity.
Heterogeneity can also be a consequence of disregarding group-specific or individual-specific variation. For example, different people can have distinct genetic characteristics or different employment habits, which may be incorrectly ignored in the study. In multi-city studies there often exist sources of heterogeneity between cities, which may include geographical differences, e.g. different work habits of staff in different cities (Komarek et al., 2007) .This is a special case of the omitted variables problem, with its resulting biases. International Econometric Review (IER) 
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As discussed by Omori and Johnson (1993) and Greene (2003) , if the model specification is incomplete due to unobserved but relevant and systematic individual differences in the distribution of the duration data, then inferences based on the improperly specified model are likely to be biased. Unobserved heterogeneity and frailty models try to reduce heterogeneity in the sample. Vaupel et al. (1979) were the first to recognize that unobserved heterogeneity could lead to bias in parameter estimates and to incorrect inferences about the lifetime distribution for univariate and independent survival times. By means of simulation, Tempelman and Gianola (1996) demonstrated the necessity of accounting for unobserved heterogeneity to make correct inferences about model parameters.
In unobserved heterogeneity of time-to-event models, Duchateau et al. (2002) used the frailty proportional hazard model with a center-specific random effect to investigate heterogeneity between centers in multi-center trials. They proposed log-normal and gamma densities for the center-specific random effect and used the expectation-maximization (EM) algorithm in their analysis. Also, Legrand et al. (2005) proposed a Bayesian approach to look for heterogeneity between centers in a proportional hazard model. They modeled heterogeneity by including a center-specific random effect and a random treatment by center interaction. Yamaguchi and Ohashi (1999) also discussed the use of frailty modeling to investigate heterogeneity between centers in time-to-event data. Campolieti (2001) conducted a Bayesian analysis of unobserved heterogeneity of duration data. The model employed by Campolieti (2001) uses Dirichlet mixtures of normals, which includes Singer's (1982, 1984) approach as a special case. Some tests of heterogeneity have been proposed in recent years, where a homogeneity test is the testing of the degeneration of the random effect distribution at point zero. Vindenes et al. (2008) have mentioned that usual heterogeneity can be important, particularly in understanding the behavior of small populations, due to its impact on demographic variance. For example, Knape et al. (2011) handled heterogeneity in the island population of Silvereyes by using a random effects model.
In this paper, we use a latent variable model to handle unobserved group-specific heterogeneity in the analysis of unemployment duration data. Introducing this unobserved random factor modifies the accelerated failure time (AFT) model. We discuss a Bayesian latent variable model which is a member of the exponential family of distributions for heterogeneity. To the best of our knowledge, this model has not yet been discussed in the unobserved heterogeneity literature.
We employ the proposed methodology to analyze unemployment duration data for Iran in 2009. In this study, we group the data according to the province in which an individual lives. It is essential to consider a heterogeneity factor for modeling because of non-homogeneity among different provinces. As will be discussed in Section 4, the data set does not satisfy the proportionality assumption; hence an AFT model is used for modeling this data set.
We use three distributions: log-logistic, log-normal, and Weibull for the duration of unemployment. The validity of these three distributional assumptions is supported by goodness-of-fit tests based on some probability plots. We compare the models with different distributional assumptions using a Bayesian criterion and obtain the results of the Bayesian implementation using the available software WinBUGS (Spiegelhalter et al., 2003) . Next, we check the convergence of parameters using the Gelman-Rubin criterion in the BOA (Bayesian Output Analysis) package. We then present a sensitivity analysis with respect to different random effects distributional assumptions.
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The remainder of the paper is organized as follows: Section 2 discusses a brief review of unobserved heterogeneity modeling. Section 3 presents the Bayesian model and the computational approach to handling unobserved heterogeneity in the modeling of our data set. Section 4, after describing the response and explanatory variables of interest, implements a goodness-of-fit test, checks the convergence of the MCMC model, and discusses the results and a comparison of the performance of different distributions. Section 5 contains some concluding remarks.
UNOBSERVED HETEROGENEITY MODELING
Population homogeneity, a common assumption in much data analysis, assumes that all differences in the population have been captured by the measured variables in the study. However in reality, unobserved heterogeneity, caused by omitting relevant variables, exists in many settings. There are several approaches that may be used to investigate the consequences of unobserved heterogeneity in data analysis. The basic idea behind these methods recognizes that there is an unobserved or latent variable, which may have a discrete or a continuous distribution.
One such method is the use of a frailty model. The frailty approach to modeling unobserved covariates is based on the choice of a frailty distribution. Different distributions are commonly assumed for frailty, for example gamma, log-normal, inverse Gaussian, and log-t. (Wienke, 2011) . In time-to-event data, the hazard function of an individual,  ' (t ' | ' X, ' Z), depends on an unobservable time-independent random variable Z. In the multiplicative hazard framework, Z acts multiplicatively on the baseline hazard function  0 (t) as follows:
where X ' = ' (X 1 ,...,X k ) and  ' = ' ( 1 ,..., k ) are vectors of explanatory variables and regression coefficients, respectively. Z is a nonnegative latent variable, where E[Z] ' = ' 1 and its variance is interpreted as a measure of heterogeneity.
Another way of considering unobserved heterogeneity is to use a latent class approach. Singer (1982, 1984) proposed a nonparametric random effects approach based on the latent class. Their formulation is similar to an ordinary frailty model with a discrete distributional assumption for the frailty term as the latent class. In their work, the likelihood function for the i th subject is given by:
where  w is the proportion of the population belonging to the latent class w with latent variable  w , such that the number of latent classes is K, and  i is the right-censoring indicator. Hagenaars and McCutcheon (2002) proposed a latent class approach to handling heterogeneity in the hazard modelling of survival data. There are some parametric and nonparametric methods for the estimation of latent class parameters (Hagenaars and McCutcheon, 2002) .
The most widely used method in duration modelling with explanatory variables is the broadly applicable Cox proportional hazards model (Cox, 1972 ). The Cox model, which is semiparametric, has enjoyed tremendous success in applied work with the availability of software enabling model estimation and inference. Nonetheless one can not always use this method since the validity of the proportionality assumption has to be confirmed before using this International Econometric Review (IER) 27 model. When the proportionality assumption of the Cox regression model is not valid, AFT models with different distributional assumptions may be used as an alternative approach. Komarek et al. (2005) considered the following shifted and scaled penalized Gaussian mixture model:
where x is a vector of explanatory variables,  is an intercept parameter,  is a vector of regression coefficients, and  is a scale parameter. The distribution of the error term, , in their proposed model is: 
A random effect AFT model is discussed by Pan and Louis (2000) , who consider a nonparametric Kaplan-Meier estimate in their estimation procedure. Laird and Ware's (1982) random effect AFT model (Komarek et al., 2007 ) is an AFT model with a random effect term to account for heterogeneity. Komarek et al. (2007) generalized the random effect AFT model by using a penalized Gaussian mixture as the error distribution. Their computation is based on Markov chain Monte Carlo (MCMC) techniques.
In these models, usually a gamma distributional assumption is used for the random effects. In this paper, we use a random effect AFT model as log(T) ' = ' x' ' + ' b ' + '  assuming the random effect (b) follows a distribution which is a member of the exponential family distribution. We then perform some sensitivity analyses with respect to the change in the distributional assumption for the random effect.
A goodness-of-fit probability plot (see Section 4), allows us to use three different distributional assumptions: log-logistic, log-normal and Weibull when analyzing our duration data (Green, 2003) . In the following section, we adopt a Bayesian approach to handling group-specific heterogeneity in a random effects AFT model.
BAYESIAN RANDOM EFFECTS AFT MODELS FOR GROUP-SPECIFIC HETEROGENEITY
Latent variable models may be used for analyzing event time data, when there is no reason to reject an assumption of unobserved heterogeneity. In our proposed model, we use an AFT model for analyzing unemployment duration data of Iran. We consider the effect of some explanatory variables, but we predict that some variables may exist that are not recorded in this study such as, for example, geographical differences between provinces or different economic conditions. Therefore, we define a latent variable that varies among provinces to handle this unobserved heterogeneity in our proposed model. Let T ij denote unemployment duration for the i th subject in the j th province (i ' = ' 1,..., ' n j ; j ' = ' 1,..., ' m). Under the exponential family distributional assumption, we define a random effect b j the estimated value of which distinguishes between homogenous and non-homogenous provinces.
The random effect AFT model for group-specific heterogeneity is given by:
where n ' = '  m j=1 n j is the total sample size,  ij s are independent and identical error terms, which are distributed as normal, logistic, or extreme value, x ij' = ' (x ij1 ,..., x ijp )' are p-dimensional vectors of explanatory variables for the i th individual in the j th province, and  ij' = ' ( 1 ,...,  p )' is the vector of coefficients.
Suppose that n independent and identical vectors of (tij,l,tij,u,x ' ij) ' , where tij is the time-to-event for the i th individual in the j th group, are observed, such that tij (tij,l,tij,u] . For a right-censored observation tij,u ' = ' , and for an exactly observed event time tij, l'='tij,u'='tij. The xij is a p×1 vector of explanatory variables.
A random variable Z follows an s-dimensional exponential family distribution, if its density is of the form:
This form of exponential family is said to have canonical form, and v i , i ' = ' 1,...,s, are canonical parameters.
The advantage of our proposed method, in contrast to former random effect AFT models, is that it can consider various significant distributional assumptions for duration time (survival time) where selection among these distributions can easily be justified using a graphical method. In our proposed method, we use different members of the exponential distribution family for the random effect and perform a sensitivity analysis to examine the effect of a change in distribution on the results. Also, we conduct all the computations for parameter estimation using available software WinBUGS, where we implement the Bayesian criterion DIC3 for model comparison. Also, we demonstrate the random effect's influence distinguished between the homogenous and non-homogenous area of the population (illustrated in Figure  4 .5).
In the following subsections we explain the Bayesian implementation of our approach.
Log-normal and Log-logistic Random Effect AFT Models in Bayesian Perspective
The structure of the log-normal model is given by:
where h(.,) is given by (3.2). Let  ' = ' (,,). The likelihood function for this model is given by:
where ij is an indicator function, which takes value one for complete data and value zero for interval-censored observations. For right-censored observations tij,u ' = ' . Also, (.;, ' 2 ) denotes the density function of the normal distribution with mean  and variance  ' 2 , and is a member of the exponential family distribution.
For a Bayesian structure, as mentioned by Ibrahim et al. (2002) , the following distributions are appropriate proposals for priors:
The hyper-parameters of these priors may be selected such that one can have low-informative prior distributions.
Via the hierarchical structure of (3.3) and prior distributions of (3.4), the joint posterior distribution for all parameters is given by: 
The posterior distribution for the above model specification does not have closed form solutions for the parameters. To perform the Bayesian analysis, MCMC techniques can be used to sample the joint posterior distribution of these models. One special MCMC type approach, which requires only the specification of the conditional posterior distribution for each parameter, is the Gibbs sampler (Casella and George, 1992) . For implementation of the Gibbs sampler, we need the full conditional distributions. These are given as follows: 
Gibbs sampling is needed for the implementation of equation (3.6),which can be done using the WinBUGS software (Spiegelhalter et al., 2003) .
The log-logistic AFT model and its Bayesian implementation have structures similar to those of the log-normal AFT model, wherein the log-normal distribution should be replaced by the log-logistic distribution.
Weibull Random Effect AFT Model in Bayesian Perspective
Similar to Section 3.1, the structure of the Weibull random effect AFT model is given by:
For  ' = ' (,,), the likelihood function of this model is given by:
where f Wei (.;ij,) denotes the Weibull density function with parameters ij and . The independent prior distributions for the Bayesian structure are given by:
The hyper-parameters of these priors are again selected such that one can have the lowinformative priors. Combining the complete likelihood function and the prior distributions (3.8), the joint posterior distribution of the parameters is given by:
Also, hierarchical structures for the Gibbs sampler implementation are given by:
where  ij is an indicator function, which takes value one for complete data and value zero for interval censored observations. For right-censored observations tij,u ' = ' . The equations in (3.10) provide the opportunity to program the Bayesian implementation in the WinBUGS software.
Measuring unobserved heterogeneity
The amount of unobserved heterogeneity is determined by the size of the standard deviation of the latent variable distribution, such that, the larger the standard deviation of the latent variable, the stronger the unobserved heterogeneity. In the exponential family (2), the unobserved heterogeneity factor, which is the covariance of the random variable Z, can be computed by:
where the form of A(b j ) depends on the selected member of the exponential family of distributions (Lehmann and Casella, 1998, p. 23-32) .
APPLICATION

The Data Set
The data set used in this paper is extracted from a follow-up study conducted by the Statistical Center of Iran. In these data, the labor force status of people is recorded in two seasons (spring and summer) in 2009. We have selected the individuals who are observed on both seasons and are unemployed in spring (unemployed individuals answer a question about their duration of unemployment in spring). The data contains detailed individual information for a random sample of the population aged 14 and older. The vector of explanatory variables includes personal characteristics such as gender, age, the place of residence, current marital status, education status, and the number of household members. Details of the categories of explanatory variables and their percentages are listed in 
Selection of Theoretical Distribution Based on the Probability Plot
The probability plot is one of the most frequently applied methods for checking the distributional assumption. In this paper, we use the method of Lee and Wang (2003) with some adjustments.
As mentioned by Lee and Wang (2003) , if the theoretical distribution is adequate for the data, a graph of log(t) versus a function of the sample cumulative distribution function will be close to a straight line. In other words, a fitted linear regression for log(t) and that function of the cumulative distribution function is a good index for the selection of a theoretical distribution.
The regression lines for the log-normal, log-logistic, and Weibull distributions are given by:
where e i s are the error terms of the regression models. Thus, a quick goodness-of-fit test is a regression line of log(t i ) versus a function of (t i ), where (t i ) is an estimate of F(t i ). This method can be summarized in the following steps:
 Select a theoretical distribution for the survival time T.
 Estimate the cumulative distribution function. There are several approaches: the most famous is the Kaplan-Meier estimate, another method used by Lee and Wang (2003) is the use of (i ' -' 0.5) ' / ' n for the i th ordered time values, i ' = ' 1,...,n. In this method, rightcensored observations are considered only in sorting the index i. For interval-censored data, midpoint imputation may be used.  Fit a linear regression for log(T) and the function of the cumulative distribution function.
The R-squared values of the fitted lines for the log-normal, log-logistic, and Weibull models are summarized in Table 4 .3. This table shows that these three distributions are potential candidates when analyzing these data. Table 4 .3 values of R-squared for fitted regression models in probability plot approach.
Modeling unemployment duration in Iran
In this section, we analyze the data set based on the proposed methods given in Section 3. The explanatory variables in this data set were listed in Table 4 .1. In the following, we consider age as a continuous covariate. If a categorical variable has g categories then g ' -' 1 dummy variables need to be created, and consequently, g ' -' 1 regression coefficients have to be estimated. For example, for current marital status, the dummy variables are defined as follows: and mar1 ' = ' mar2 ' = ' 0 defines single status.
The Cox proportional hazard model is a common model to be applied, because it is not based on any assumptions concerning the nature or shape of the underlying survival distribution. However, one may use a graphical test for checking the validity of the proportionality assumption (Deshpande and Purohit, 2005 ; page 189). We have checked the proportionality assumption using log ' -' log plots of unemployment duration for different levels of explanatory 
variables. Figure 4 .3 shows these plots. In some panels of this figure (for example panel c) the log ' -' log survival functions are not parallel for different categories of explanatory variables, therefore the proportional hazards assumption is not valid. Consequently, the proposed AFT models of Section 3 should be applied. The AFT random effect model for group-specific heterogeneity is given by: (4.12)
In this model, mar1 and mar2 denote current marital status, and sex and age denote the gender and age of individuals, respectively. Dummy variables edu1, edu2, and edu3 are used for education levels, num1 and num2 denote categories of household sizes, and res is used to represent living area. Also, we have considered the above-mentioned three distributional assumptions for the duration data.
For the random effect b j , we have considered different members of the exponential family of distributions. Vaupel et al. (1979) proposed the use of a gamma distribution for b j , with a mean of one and a variance of 1/, where  is the unknown parameter to be estimated. Several authors have proposed incorporating a gamma-distributed random term (Tuma and Hannan, 1984; Lancaster, 1990) . The analytically tractable and readily computational properties of the gamma distribution are important reasons, which are mentioned by Vaupel et al. (1979) , for selecting the gamma as an appropriate mixing distribution. Moreover, as Hagenaars and McCutcheon (2002) mentioned, it is a flexible distribution that takes on a variety of shapes as the dispersion parameter  varies. As mentioned in Section 3.3, the amount of unobserved heterogeneity in this model is determined by the standard deviation of b j , which is 1/  . Also, the normal mixing distribution is the most important base for Laird and Ware's (1982) 
. The smaller the value of DIC 3 is, the better the fit of the model. The results of using gamma and normal models are shown in Tables 4.4 and 4.5, respectively. Also, Table 4 .6 shows the results of using a squared normal latent model. In these tables HF denotes Heterogeneity Factor, which is the standard error of the random effect b j . The best model according to the DIC 3 criterion is the log-normal AFT model, with the squared normal latent model. The estimated HF in this model is highly significant. Also, Table 4 .6 shows that married persons have shorter unemployment duration than singles and widow(er)s or divorced people, fixing values of the other explanatory variables. The effects of other explanatory variables can be interpreted in a similar manner (see, Section 5). shows the effect of living area on the marginal survival distribution while holding fixed other explanatory variables: a married man, twenty-nine year old educated to under diploma level. Panel (c) shows the effect of education levels on the marginal survival distribution while holding fixed the explanatory variables: a married man, twenty-nine year old educated to under diploma level and a household size greater than three. Panel (d) shows the effect of current marital status on the marginal survival distribution while holding fixed the explanatory variables: a married man, living in urban, and twenty-nine year old.
A comparison of the results for the log-normal AFT model, the best fitting model, in Tables'4. 4 to 4.6 can be regarded as a sensitivity analysis of the effect on parameter estimates and model comparison criteria of changing the latent variable distribution. This shows that, for these data points, the results are not sensitive to the choice of latent variable distribution.
As a final component of our discussion on unobserved heterogeneity, Figure 4 .5 shows the unobserved heterogeneity of different provinces. On this map, we categorize the posterior mean of the latent variable of the best fitting model for different provinces. Through a close look at this figure, one can imply that the provinces with the same color have similar levels of unobserved heterogeneity. Also, the larger is the unobserved heterogeneity factor, the darker is the color in this figure 
CONCLUSION
In this paper, we analyzed unemployment duration data of Iran in 2009, containing right and interval-censored observations. Using the WinBUGS software, we adopted a Bayesian approach to handle unobserved heterogeneity.
For unemployment duration, we considered accelerated failure time models with various distributional assumptions selected using proposed R 2 regression indices. A latent exponential family distribution was considered for unobserved heterogeneity. We checked the convergence of the MCMC approach via a Gelman-Rubin diagnostic test. Finally, we compared different distributional assumptions using the DIC 3 criterion. A log-normal AFT model with squared normal latent variable was selected as the best fitting model. Our study demonstrated that it is essential to consider the heterogeneity factor in the modeling of unemployment duration of Iran in 2009.
The results of our proposed method revealed significant difference in unemployment duration based on different explanatory variables: for example, married persons have shorter unemployment durations than singles persons and widow(er)s or divorced people (fixing values of the other explanatory variables). Females have longer unemployment durations than males. Also, in Iran, people with the under diploma have the shortest unemployment durations. Unemployment duration for families with one or two members is shorter than that for families with larger numbers of family members, and people living in urban areas have longer unemployment duration than people living in rural areas.
Using the proposed method provinces with similar levels of unobserved heterogeneity can be identified by inspecting the estimated values of the latent variable.
The proposed method presents the possibility of considering different members of the family of random effects distributions and the use of the available software WinBUGS for model implementation. The proposed approach can be extended for analyzing unemployment data with competing risks, where the individuals may remain unemployed, become employed, or become economically inactive.
