We describe a framework for counting and enumerating various types of crossing-free geometric graphs on a planar point set. The framework generalizes ideas of Alvarez and Seidel, who used them to count triangulations in time
INTRODUCTION
Let P be a set of n points in the plane. We assume P to be in general position, which means that no three points in P are collinear. A geometric graph on P is a simple graph with vertex set P , combined with an embedding into the plane where edges are drawn as straight segments between the corresponding endpoints. Two distinct segments are crossing if they intersect in their respective relative interiors, otherwise they are non-crossing. A geometric graph on P is crossing-free if its segments are pairwise non-crossing.
We define the set G(P ) of all crossing-free geometric graphs on P , the set CP(P ) of crossing-free convex partitions, the set M(P ) of crossing-free perfect matchings, the set CS(P ) of convex subdivisions, the set T (P ) of triangulations, the set ST (P ) of crossing-free spanning trees, and the set SC(P ) of crossing-free spanning cycles. Figure 1 shows one representative of each defined class on a fixed point set. Note that by a crossing-free convex partition we mean a partition of P such that the convex hulls of the individual parts are pairwise disjoint. Convex subdivisions are subdivisions of the convex hull of P into convex faces which may contain iso-
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pg(P )
cp(P ) pm(P ) cs(P ) tr(P ) st(P ) sc(P )
∀P : O * (c n ) 187.53 [16] 12.24 [19] 10.05 [19] 187.53 [16] 30.00 [15] 141.07 [12] 54.55 [18] ∃P : Ω * (c n ) 41.18 [3] 5.23 [19] 3.00 [11] 8.65 [9] 8.65 [9] 11.97 [9] 4.64 [ lated points. It is not hard to see that every crossing-free convex partition and every convex subdivision is represented uniquely by a crossing-free geometric graph which contains all the edges on the boundaries of the individual parts and faces, respectively. By a triangulation we mean an edgemaximal crossing-free geometric graph, which is a special case of a convex subdivision. Following a common notation, we also define the numbers pg(P ) := |G(P )|, cp(P ) := |CP(P )|, pm(P ) := |M(P )|, cs(P ) := |CS(P )|, tr(P ) := |T (P )|, st(P ) := |ST (P )|, as well as sc(P ) := |SC(P )|. Some of these numbers have received considerable attention from several researchers in recent years. In particular, exponential upper and lower bounds have been established and gradually improved. Instead of listing all successive improvements, which are too numerous to count, we summarize the currently best bounds in Table 1 . As a reading example, the top-left entry says that pg(P ) = O * (187.53 n ) holds for all point sets P , see [16] . For an always up-to-date list, which includes bounds for many other types of geometric graphs, we refer the interested reader to Sheffer's webpage [20] .
The defined classes of geometric graphs have also been studied from an algorithmic point of view. The problem of enumeration has been solved for G(P ), T (P ) and ST (P ), see [7, 8, 2, 13] . By solved we mean that these sets can be enumerated in such a way that the time delay for each enumerated object is bounded by a polynomial in n.
In terms of counting, especially triangulations have been studied extensively [1, 5] . Furthermore, for counting many other types of geometric graphs there already exists a general framework [4] , which is based on the onion layer structure of a point set. However, for a long time no counting algorithm was always provably faster than enumerating the set whose size was to be determined. For triangulations this changed with a remarkable paper by Alvarez and Seidel [6] , who showed how to compute the number tr(P ) in time O(2 n n 2 ). This is always exponentially faster than enumeration because tr(P ) = Ω * (2.43 n ) holds for all sets P , see Table 1 . A completely unrelated approach led to a similar result for the class of all crossing-free geometric graphs. Razen and Welzl [14] showed how to compute pg(P ) in time tr(P ) · poly(n). Since they proved that pg(P ) = Ω * (2.82 n ) · tr(P ) holds for all sets P , their algorithm also achieves an exponential speed-up over any procedure that counts by enumerating the whole set G(P ). To the best of our knowledge, for all other defined classes of geometric graphs no similar results have been published.
In the remainder of this paper we develop and make use of an abstract framework that generalizes ideas originally used by Alvarez and Seidel [6] for counting triangulations. The reader is advised to have at least some familiarity with their 1 Apply the lower bound for perfect matchings on all subsets of P and then use the binomial theorem.
work. Loosely speaking, the technique boils down to the following steps. Fix any set of crossing-free geometric graphs whose elements can be decomposed into reasonably small and/or simple pieces. For instance, every triangulation can be decomposed into a set of interior-disjoint triangles and, similarly, each crossing-free perfect matching can be decomposed into a set of non-intersecting segments. Then, the aim is to construct a directed acyclic graph Γ with the following properties. Firstly, each edge in Γ is labeled with one of the aforementioned pieces. Secondly, there are distinguished source and sink vertices in Γ. Thirdly, there is a natural bijection between directed source-sink paths in Γ and the elements of the fixed set of crossing-free geometric graphs. By this we mean that given any source-sink path in Γ, we can collect all the labels appearing on that path and combine them to obtain the corresponding crossing-free geometric graph. Clearly, given such a graph Γ for one particular class of crossing-free geometric graphs, the corresponding counting and enumeration problems can be reduced to counting and enumerating source-sink paths in Γ.
DEFINITIONS AND RESULTS
Let G * P be the set of all crossing-free geometric graphs on all non-empty subsets of P . Elements of G * P can be thought of as the small "pieces" from the informal introduction. For every u ∈ G * P we denote by pts(u) ⊆ P the set of vertex points of u. That is, if u is a geometric graph on a particular subset P of P , then pts(u) = P .
We now define a number of useful subsets of G * P .
• Let SP be the set of segments with both endpoints in P . That is, each u ∈ SP is a geometric graph on exactly two points in P with the edge between them.
• Let CPP be the set of convex parts with vertex points in P . That is, for each u ∈ CPP we have that pts(u) is a subset of P and that the convex hull of pts(u) does not contain any points of P \ pts(u) (in words, interior points are also vertex points of u). Moreover, u contains all edges along the boundary of the convex hull of pts(u). Observe that all isolated points and segments with endpoints in P are also elements of CPP .
• Let PP be the set of simple polygons with vertex points in P (again, we include interior points). For each u ∈ PP we then define the shape of u as the bounded and closed region of the plane delimited by segments of u.
• Let CP
3+
P be the set of convex parts with at least three vertex points in P . That is, CP 3+ P contains all u ∈ CPP for which | pts(u)| ≥ 3 holds. Observe that CP 3+ P ⊆ PP , which means the shape of each element is defined.
• Let TP be the set of empty triangles with vertex points in P . That is, TP contains all u ∈ CPP for which | pts(u)| = 3 holds.
The three defined types of crossing-free combinations of TP . The shaded regions represent the shapes of individual elements of TP .
Let us fix a subset U of G *
P . An element u of such a set U is simply called a unit. For units u1, u2 ∈ U, if u1 contains a segment s1 and u2 contains a different segment s2 such that s1 and s2 are crossing, then we also say that u1 and u2 are crossing. Otherwise, u1 and u2 are non-crossing. A combination of U is a subset C of U, and C is crossing-free if the elements of C are pairwise non-crossing.
We denote by C cf (U) the set of all crossing-free combinations of U. A combination C ∈ C cf (U) is called a partition of P if the sets pts(u) of all u ∈ C are pairwise disjoint and if their union is equal to P . We denote by C pt (U) the set of all crossing-free combinations of U which are also partitions of P . Assuming U ⊆ PP , a combination C ∈ C cf (U) is called a subdivision of the convex hull of P if the shapes of all u ∈ C are pairwise interior-disjoint and if their union is equal to the convex hull of P . We denote by C sd (U) the set of all combinations of U which are subdivisions of the convex hull of P . Figure 2 illustrates the three defined types of crossing-free combinations by showing one representative of each type for the special case U = TP .
From now on we will no longer consider the sets G(P ), CP(P ), and so on, as defined in the introduction. Instead, we will talk about crossing-free combinations of specific sets of units. For example, since there is an obvious bijection between the sets C cf (SP ) and G(P ), any counting or enumeration algorithm for one set can be adapted easily for the other. Similarly, there are bijections between the sets C pt (CPP ) and CP(P ), C pt (SP ) and M(P ), C sd (CP 3+ P ) and CS(P ), as well as C sd (TP ) and T (P ). In the same spirit, we define the sets C st P , C sc P ⊆ C cf (SP ) of all crossing-free combinations of SP whose segments form spanning trees and spanning cycles on P , respectively.
is a directed and acyclic multigraph Γ with two distinguished vertices ⊥ and , called the source and sink of Γ, respectively. All edges in Γ, except for those ending in , are labeled with an element of U. Moreover, the sink has no outgoing edges. The size of Γ is the number of vertices and edges in Γ.
For any combination graph Γ over some subset U of G * P and any set C of combinations of U, we say that Γ represents C if there is a bijection between the set of directed ⊥-paths in Γ and the set C in the following sense. Taking any ⊥-path in Γ and building the set of labels on that path yields the corresponding combination in C.
The following are comparatively simple applications of an abstract framework developed in Section 3. The corresponding proofs can be found in Section 4. Note that many more, in some cases obvious, applications are possible. Theorem 1. There exists a combination graph over SP of size O(c n n 3 ) with c < 2.839 that represents C cf (SP ). Theorem 5 (In essence, Theorem 3 in [6] ). There exists a combination graph over TP of size O(2 n n 3 ) that represents C sd (TP ).
Within our framework we can explain similar results for spanning trees and spanning cycles. However, these two classes are substantially harder to deal with. Section 5 is devoted to the corresponding proofs.
Theorem 6. There exists a combination graph over SP of size O(c n n 3 ) with c < 7.125 that represents C st P .
Theorem 7. There exists a combination graph over SP of size O(c n n 3 ) with c < 5.619 that represents C sc P .
As it turns out, to get a bound on the running time for computing an explicit representation of one of the combination graphs Γ in the above theorems, it suffices to add another factor n to the bound on the size of Γ.
Given such a representation of Γ, the corresponding counting problem can be solved in time linear in the size of Γ by counting directed ⊥-paths. After removing all dead ends, which is also possible in time linear in the size of Γ, enumeration of the corresponding set C requires time at most linear in the length of the longest ⊥-path per enumerated object. We will abstain from describing the required graph algorithms, and instead refer to [6] for an example.
Observe, however, that the exponential bases in Theorems 1 to 5 are not larger than the exponential bases of the corresponding lower bounds given in the third row of Table 1 . As a corollary we therefore get enumeration algorithms for the sets G(P ), CP(P ), M(P ), CS(P ) and T (P ) whose overall running times are bounded by the length of the output times a polynomial in n. For CP(P ) and M(P ), a small adaptation, which will be described elsewhere, results in enumeration algorithms with polynomial delay for each (in particular, the first) output.
With the exception of M(P ), the lower bounds are even strictly larger, which means that we can compute the numbers pg(P ), cp(P ), cs(P ) and tr(P ) with exponential speedup over any procedures that count by enumerating the respective sets. For spanning trees it might as well be that the constant c in Theorem 6 is smaller than 6.75, but so far we were unable to prove it. For spanning cycles we cannot hope for such an exponential speed-up because for a set P of n points in convex position we have sc(P ) = 1.
THE ABSTRACT FRAMEWORK
Let P be a set of n points in R 2 in general position. We assume that no two points share the same x-coordinate, which means the points can be ordered as p1, . . . , pn from left to right in a unique way. If a point pi is to the left of another point pj, that is, if i ≤ j, then we write pi pj. Recall that pts(u) ⊆ P is the set of vertex points in any u ∈ G * P . We define lft(u) := min (pts(u)) and rgt(u) := max (pts(u)), the left-most and right-most point of u, respectively. For any u1, u2 ∈ G * P , if rgt(u1) lft(u2) holds then we say that u2 is to the right of u1 and we write u1 u2.
For each u ∈ G * P we define low(u) ⊆ P and upp(u) ⊆ P , the lower and upper shadow of u, respectively. The set low(u) contains all points in P from which a vertical ray shooting upwards intersects the relative interior of some segment of u. The set upp(u) is defined analogously. Whenever we have pts(u1) ∩ low(u2) = ∅ or upp(u1) ∩ pts(u2) = ∅ for any u1, u2 ∈ G * P , then we say that u2 depends on u1 and we write u1 < u2. The following lemma aims at making this cryptic definition more intuitive.
Here, and only here, by a point on u, u ∈ G * P , we mean either a point in pts(u) or a point in the relative interior of some segment of u. Lemma 1. Let u1, u2 ∈ G * P be arbitrary. Then, u2 depends on u1 if and only if there exists a point on u2 directly (that is, same x-coordinate) and strictly above a point on u1. In particular, if u1 and u2 are crossing then they are mutually dependent, that is, u1 < u2 and u2 < u1.
Proof. The "only if" is immediate by definition of u1 < u2. For the "if", let us fix two points on u1 and u2, respectively, the one on u2 directly and strictly above the one on u1. If either of those points is contained in pts(u1) or pts(u2), respectively, the conclusion u1 < u2 is again immediate. Otherwise, let s1 and s2 be the segments of u1 and u2 that contain the two respective fixed points in their relative interiors. Without loss of generality we assume that s1 and s2 diverge and thus do not intersect towards the left, as illustrated in Figure 3 . In case 1, the left endpoint of s1 is below s2, which means pts(u1) ∩ low(u2) = ∅ and hence u1 < u2. In case 2, the left endpoint of s2 is above s1, which means upp(u1) ∩ pts(u2) = ∅ and hence again u1 < u2. To ease notation throughout, we use pts(C) and low(C) to denote the sets u∈C pts(u) and u∈C low(u), respectively, where C is a combination of some subset U of G * P . Besides giving an intuition for the dependence relation, the above lemma turns out to be absolutely crucial for everything that follows. It suggests a safe and practical way of adding a new segment u ∈ SP , say, to a crossing-free combination C of SP . Safe means that we do not introduce any crossings, that is, C ∪ {u} is itself crossing-free. Practical means that we may, to a great extent, remain ignorant of the exact composition of C. Indeed, as long as we know the sets pts(C) and low(C), and provided that we choose u such that pts(u) ∩ low(C) = ∅ and upp(u) ∩ pts(C) = ∅, then no element of C can possibly depend on u and hence, by Lemma 1, C ∪ {u} is guaranteed to be crossing-free.
By extension, this suggests a way of constructing a combination C by adding all elements in a succession where earlier occurrences do not depend on later occurrences. An apparent disadvantage is that this will not work for every conceivable subset U of G * P and every crossing-free combination C of U. Most importantly, for it to work, there must be no circular dependencies among elements of C. In the following we formalize this requirement.
Let U ⊆ G * P and let C ⊆ U be arbitrary. An element u of C is extreme (in C) if u < u holds for all other elements u of C. If it exists, the right-most extreme element in C is the unique extreme element u in C which satisfies u u for all other extreme elements u in C.
Definition 2. Let U ⊆ G * P and let C be a set of combinations of U. We call C serializable if it is non-empty and if every non-empty C ∈ C contains a right-most extreme element, which we then denote by rex(C). Additionally, C \ {rex(C)} must itself be an element of C.
Let C be a serializable set of combinations of some U ⊆ G * P , and let C, C ∈ C. We will often write C u − → C , which stands for C = C \ {u} and u = rex(C ). Observe that C naturally induces a directed and acyclic graph (actually, a tree) with vertex set C and edges with labels from the set U. Indeed, whenever C u − → C holds we simply add an edge from vertex C to vertex C with label u. A combination graph over U that represents an arbitrary subset of C is obtained by defining ⊥ := ∅ and by adding appropriate unlabeled edges which end in an additional vertex . However, the resulting combination graph is useless because it is exceedingly large, its size is Θ(|C|). In the following we show how to scale it down without losing too many of its nice properties.
Definition 3. Let C be a serializable set of combinations of some set U ⊆ G *
Intuitively, to make our combination graph smaller we would like to merge two vertices C1 and C2. This makes sense only if the subtrees rooted at C1 and C2 are identical when looking at edge labels. As it turns out, if C1 ∼ C2 holds, coherency enforces precisely what we want.
In the remainder of the paper we will always deal with a serializable set C of combinations of some U ⊆ G * P , and an equivalence relation ∼ on C. For any C ∈ C we then define the equivalence class [C] := {C ∈ C : C ∼ C}, where the relation ∼ will be obvious from the context. We also define the set (C ∼) := {[C] : C ∈ C} of all equivalence classes. Definition 4. A combination problem (on P ) is a tuple (U, C, ∼, T) where U ⊆ G * P , C is a serializable set of combinations of U, ∼ is a coherent equivalence relation on C, and T is a subset of (C ∼).
As will be described below, the set T allows us to specify the subset of C we are actually interested in.
Every combination problem (U, C, ∼, T) on P induces a corresponding combination graph Γ = Γ(U, C, ∼, T) over U as follows. The vertices of Γ are all equivalence classes in (C ∼) plus one extra vertex denoted by . The vertex [∅] is also referred to by ⊥. Existence of ⊥ follows from ∅ ∈ C, an easy consequence of serializability of C. Whenever C u − → C holds, then we add an edge from vertex [C] to vertex [C ] with label u. We do not, however, add the same labeled edge more than once. Lastly, for every vertex [C] in T we add an unlabeled edge which starts in [C] and ends in . Observe that Γ does not contain any directed cycles because given any such cycle, it would be possible to construct an infinite sequence (C u − → C , C u − → C , . . . ), which cannot exist. By induction it can be shown that for every vertex [C] there is a natural bijection from [C] to the set of directed ⊥-[C] paths in Γ. The argument is simple but too long to be included in this extended abstract.
Lemma 2. Let (U, C, ∼, T) be a combination problem on P and let Γ be the corresponding combination graph over U. Then, Γ represents T and the size of Γ is at most O(|(C ∼)| · |U|).
THREE SIMPLE APPLICATIONS
We present three generic kinds of combination problems on P . They directly correspond to the three types of crossingfree combinations depicted earlier in Figure 2 .
All Crossing-free Combinations
In this subsection we give the most important bits of the proof of Theorem 1. Still, some of the following insights are fairly general and can be used in many different settings.
Let us fix a set of units U ⊆ G * P . We make the explicit assumption that C cf (U), the set of crossing-free combinations of U, is serializable. Then, as follows, a combination C in C cf (U) can be described by a coloring of the point set P with colors , , and a special marking, e.g., , on one of the points. A point p ∈ P is given the color if p ∈ low(C), it is given the color if p ∈ pts(C) \ low(C), and it is given the color in all other cases. The marking is put on the left-most point of rex(C). Figure 4 shows, for the special case U = SP , that different combinations can have identical such descriptions. Whenever that is the case, we consider them equivalent. Formally, we put C ∼ C if and only if low(C) = low(C ), pts(C) \ low(C) = pts(C ) \ low(C ), and lft(rex(C)) = lft(rex(C )).
2
The goal now is to prove that ∼ is coherent, as in Definition 3. Unfortunately, this endeavor is doomed to fail because for some contrived choices of U we can have C u − → C and, at the same time, C ∼ C . In the language of combination graphs this means that we would have to introduce loops. Obviously, a "combination graph" that contains loops is useless for our purposes since there can be an infinite number of source-sink paths. To avoid precisely this problem, we require for any C, C ∈ C cf (U) and any u ∈ U that C u − → C implies C ∼ C . If this additional requirement is met, then we say that C cf (U) is progressive. 
Proof. Let C1, C2 ∈ C cf (U) be non-empty (otherwise, the proof is trivial) with C1 ∼ C2 and assume that C1 u − → C 1 holds for some C 1 ∈ C cf (U) and u ∈ U. Consider C 2 := C2 ∪ {u}. We show C 2 ∈ C cf (U), C 1 ∼ C 2 and C2 u − → C 2 , which implies the lemma.
By assumption we have low(C1) = low(C2) and pts(C1) \ low(C1) = pts(C2) \ low(C2). From this and from the fact that u is extreme in C 1 , we first derive that u is also extreme in C 2 . So, assume the opposite, that is, either pts(u) ∩ low(C2) = ∅ or upp(u) ∩ pts(C2) = ∅ holds. In the first case, we get pts(u)∩low(C1) = pts(u)∩low(C2) = ∅, contradicting that u is extreme in C 1 . In the second case, we get at least one of upp(u) ∩ pts(C1) ⊇ upp(u) ∩ (pts(C1) \ low(C1)) = upp(u) ∩ (pts(C2) \ low(C2)) = ∅ and upp(u) ∩ low(C1) = upp(u) ∩ low(C2) ⊇ upp(u) ∩ (pts(C2) ∩ low(C2)) = ∅. Both possibilities again lead to u not being extreme in C 1 . We conclude that, indeed, u is extreme in C 2 .
Since u is extreme in C 2 , no other element of C 2 depends on u. By Lemma 1, since C2 is crossing-free, also C 2 must be crossing-free. We conclude that C 2 ∈ C cf (U). Next, by definition of C 2 it is easily seen that low(C 1 ) = low(C 2 ) and pts(C 1 ) \ low(C 1 ) = pts(C 2 ) \ low(C 2 ) both hold. To prove also lft(rex(C 1 )) = lft(rex(C 2 )), and consequently C 1 ∼ C 2 , it suffices to show rex(C 2 ) = u because we have u = rex(C 1 ) by assumption. Recall that we already established that u is extreme in C 2 . So, for u := rex(C 2 ) and assuming that u = u, we get u u and thus also rex(C2) = u . Invoking C1 ∼ C2 yields u rex(C1), which contradicts the assumption u = rex(C 1 ).
It remains to prove C2 u − → C 2 . The crucial observation here is that u = rex(C 2 ) and C2 ∪ {u} = C 2 alone are not sufficient. What we need instead is C2 = C 2 \ {u}, that is, u must not be contained in C2. However, assuming that u is contained in C2, we easily derive C1 ∼ C2 = C 2 ∼ C 1 , which, when combined with C1 u − → C 1 , contradicts the fact that C cf (U) is progressive.
We define T Theorem 1 follows by invoking Corollary 1 with U = SP and by making use of the next two lemmas, which are stated without full proofs in this extended abstract. The first one essentially shows that C cf (SP ) is a well-behaved set. The second one gives us a better upper bound on the size of Γ cf S P . Observe, however, that a bound of O(3 n n 3 ) is immediate because we can encode equivalence classes with 3 colors and with one marking, and because of |SP | = O(n 2 ).
Lemma 4. For any point set P , it holds that C cf (SP ) is both serializable and progressive.
The proof of Lemma 4 uses convexity of segments to show that there always exists an "upper-most" one, which then implies that C cf (SP ) is serializable. Thereafter, an elementary case distinction shows that C cf (SP ) is progressive. Lemma 5. For any point set P of size n, the relation ∼ partitions the set C cf (SP ) into at most O(2.839 n n) equivalence classes, that is, |(C cf (SP ) ∼)| = O(2.839 n n).
The proof of Lemma 5 is a bit lengthy and tedious. So, we only sketch the main idea, which is very simple. For any three consecutive points pi, pi+1, pi+2 in P , the point pi+1 is either below or above the straight line through pi and pi+2, as depicted in Figure 5 . In both cases we can show that at least one of the 3 3 = 27 different ways of assigning colors to pi, pi+1, pi+2 does not describe an actual element of C cf (SP ). A bound of O(26 n/3 n) = O(2.963 n n) on the size of (C cf (SP ) ∼) follows after partitioning P into n/3 consecutive triples.
In the first case, if we assign colors , , , there must be two distinct segments which pass over pi and pi+2, respectively, and which pass under pi+1. Clearly, any two such segments are crossing. In the second case, if we assign colors , , , there must be a segment that passes over pi+1 and, at the same time, passes under pi and pi+2. Clearly, only a bent "segment" can achieve that.
Note that if the combination graph Γ cf S P is constructed bottom-up, then all these impossible colorings are avoided automatically. Bottom-up means that we start with the source ⊥, we enumerate all outgoing edges, we add the corresponding new vertices to our representation of Γ cf S P , we repeat this process for all new vertices, and so on.
It is unclear whether the upper bound from Lemma 5 can be improved. We can show that a set P with n − 1 points on a convex arc that bends downwards plus 1 point below that arc at large enough distance achieves |(C cf (SP ) ∼)| = Ω(2.414 n ). However, this does not close the gap.
Crossing-free Partitions
Let us again fix a set of units U ⊆ G * P . We define the set Cp t (U) of all crossing-free combinations C of U for which the sets pts(u) of all u ∈ C are pairwise disjoint and for which low(C) ⊆ pts(C) holds. Figure 6 depicts three of these combinations for the special case U = CPP . Observe that C pt (U) and Cp t (U) are different sets, and also observe that we have in fact C pt (U) ⊆ Cp t (U). We assume that Cp t (U) is serializable. Similar to what we did in the previous subsection, we use colors , and a special marking on the points in P to describe an element C of Cp t (U). A point p ∈ P receives the color if p ∈ pts(C), and otherwise. The marking is again put on the left-most point of rex(C). One peculiarity in Figure 6 is that some points have been given the color even though there are no incident segments. This is because the set CPP also contains all isolated points, that is, all u ∈ G * P with | pts(u)| = 1. If two combinations have identical such descriptions, we consider them equivalent. Formally, we put C ∼ C if and only if pts(C) = pts(C ) and lft(rex(C)) = lft(rex(C )).
Observe that C u − → C implies C ∼ C because pts(C) is always a proper subset of pts(C ). Consequently, an explicit notion of "progressive" is not needed here.
Lemma 6. Let U ⊆ G * P with Cp t (U) serializable. Then, the equivalence relation ∼ on Cp t (U), as defined above, is coherent.
Proof. Let C1, C2 ∈ Cp t (U) be non-empty (otherwise, the proof is trivial) with C1 ∼ C2 and assume that C1 u − → C 1 holds for some C 1 ∈ Cp t (U) and u ∈ U. Consider C 2 := C2 ∪ {u}. We show C 2 ∈ Cp t (U), C 1 ∼ C 2 and C2 u − → C 2 , which implies the lemma.
First, observe that since u is extreme in C 1 , it is also extreme in C 2 . Indeed, pts(u) ∩ low(C2) ⊆ pts(u) ∩ pts(C2) = pts(u) ∩ pts(C1) = ∅ and upp(u) ∩ pts(C2) = upp(u) ∩ pts(C1) = ∅ can be derived immediately. By Lemma 1, C 2 is crossing-free. Moreover, deriving low(
. By making use of the marking in the same way as in the proof of Lemma 3 we get rex(C 2 ) = u, it follows that C 1 ∼ C 2 and C2
We define the set T Theorems 2 and 3 now follow from Corollary 2 and the following two lemmas, which are again stated without proof.
Lemma 7. For any point set P and any subset U of CPP , it holds that Cp t (U) is serializable.
Note that for convex partitions, the general bound on the size of the resulting combination graph is insufficient because CPP alone can be of size Ω(2 n ). It is therefore not obvious at first sight that the following lemma holds.
Lemma 8. For any point set P of size n and any subset U of CPP , the size of Γ pt U is at most O(2 n n 3 ).
Subdivisions
As usual, let U ⊆ G * P . We make the additional assumption that U is a subset of PP , the set of simple polygons with vertex points in P . Recall that therefore the shape of each unit u in U is defined. We define the set Cš d (U) which contains all combinations C of U for which the following holds. There exists an x-monotone polygonal chain, denoted by chn(C), which starts in p1, ends in pn, has only points from P as vertices, and satisfies the following with regard to C. The shapes of all u in C form a subdivision of the region between chn(C) and the lower convex hull of P , by which we mean that the shapes are pairwise interior-disjoint and each point of the plane in the interior of that region is contained in the shape of at least one element u of C.
As depicted in Figure 7 , we describe such a combination C by giving the vertex points of chn(C) the color , by giving all other points the color , and by adding the usual marking. Guided by this description, we put C ∼ C if and only if chn(C) = chn(C ) and lft(rex(C)) = lft(rex(C )).
Lemma 9. Let U ⊆ PP with Cš d (U) serializable. Then, the equivalence relation ∼ on Cš d (U), as defined above, is coherent.
Proof. Let C1, C2 ∈ Cš d (U) be non-empty (otherwise, the proof is trivial) with C1 ∼ C2 and assume that C1
From the way Cš d (U) is defined, it is immediate that also C 2 ∈ Cš d (U) and chn(C 2 ) = chn(C 1 ). Since u is extreme in C 1 , it is clearly also extreme in C 2 . Using the usual argument involving the marking we see that rex(C 2 ) = u, it follows that C 1 ∼ C 2 and C2 
is a combination problem and we denote by Γ sd U the corresponding combination graph.
Theorems 4 and 5 now follow from Corollary 3 and the following two lemmas.
Lemma 10. For any point set P and any subset U of CP
Similar to the previous subsection, the next lemma is not implied by the general bound from Corollary 3.
Lemma 11. For any point set P of size n and any subset U of CP 3+ P , the size of Γ sd U is at most O(2 n n 3 ).
SPANNING TREES AND CYCLES
In this section we sketch that it is possible to construct non-trivial combination graphs for the sets of crossing-free spanning trees and crossing-free spanning cycles.
Spanning trees and spanning cycles are harder to deal with than anything we encountered before. The reason is that these graphs have properties which hold globally. For example, the construction of Γ pt S P in Section 4.2 can be adapted in such a way that source-sink paths correspond to 2-regular (instead of 1-regular) crossing-free geometric graphs. We simply would have to keep track of the degree of each vertex (whether it is currently 0, 1, or 2) and in the end require that every vertex has degree 2. However, if we want that source-sink paths correspond only to crossing-free spanning cycles, then we also need to ensure that each source-sink path corresponds to a connected geometric graph. Being connected is such a property that holds globally, and there seems to be no obvious way to deal with it. To get rid of this problem, at least in the case of spanning trees and spanning cycles, we next state an auxiliary lemma. It will allow us to translate connectivity into simpler features which can be enforced on a local level.
Let G be a directed multigraph 3 and let v be a vertex in G. G is root-oriented towards v if all vertices in G have exactly one outgoing edge, except for v, which has no outgoing edges. If G is root-oriented towards v, then v is called the root of G. Observe that being root-oriented implies that G has exactly n − 1 edges, where n is the number of vertices in G. It does however not imply that G is connected or, in other words, a tree. The reason is that there might be a connected component with a directed cycle. Such components are always disconnected from the root.
A plane drawing of G is a drawing which maps all vertices of G to distinct points in the plane and which draws all edges as simple curves such that no two edges intersect except possibly in common endpoints. Given two respective plane drawings of directed multigraphs G1 and G2, we say the drawings are disjoint if they do not use any common points in the plane. Furthermore, the drawings are entangled if for each cycle in either drawing, both the interior and exterior of that cycle contains a point used by the respective other drawing. Finally, for fixed vertices v1 in G1 and v2 in G2 we say the two drawings are tangent in v1 and v2 if the points corresponding to v1 and v2 can be connected by an additional curve without intersecting any points already used in either drawing.
The following lemma is not hard to prove. It is, however, powerful in the sense that it is the main tool we will use to tackle both spanning trees and spanning cycles.
Lemma 12. Let G1 and G2 be finite, directed multigraphs that are root-oriented towards v1 and v2, respectively. There exist plane drawings of G1 and G2 that are disjoint, entangled and tangent in v1 and v2 if and only if both G1 and G2 are trees.
We make two adaptations to the abstract framework from Section 3. Note that all definitions and lemmas from that section extend naturally to the following setting.
A set of units U is no longer understood as a simple subset of G * P . Firstly, in this section we restrict units to be segments from the set SP . Secondly, a unit can have additional information attached to it. As an example, U could be defined as the set of directed segments. That is, each u in U would correspond to an element of SP , but it would also have a The thick line is the bottom. Dotted lines are borders. The shaded region is a face with out-degree 1. All points which expose a drain to the left are marked with . All points which expose a drain to the right are marked with .
direction. In particular, this means that multiple elements of U can correspond to the same geometric graph.
Moreover, a combination C of U is still understood as a subset of U. However, we do not allow the same geometric graph to appear twice in C. That is, in the above example, the elements of C must be pairwise distinct as segments. It is not sufficient if only their directions differ.
We conclude by giving some definitions and conventions that will be used in the following two subsections. We refer to Figure 8 for illustrations.
We assume that there are unique pointsp,p ∈ P with largest and smallest y-coordinates, respectively. The horizontal line throughp is then called the bottom.
For every crossing-free combination C of some set of units U we define a set of faces as follows. From the endpoints of each segment u in C we draw vertical rays (so called borders) downwards until we hit either the bottom or the relative interior of another segment in C. Then, a face in C is a maximal connected region in the plane. There is one unbounded region above the bottom, which is called the infinite face. The unbounded region below the bottom is not a face and will be ignored. Furthermore, we say that two faces in C are adjacent if they share a (vertical) border.
Borders are always directed either left-to-right or rightto-left. In a combination C, the out-degree of a face is the number of borders directed away from that face. We further say that a point p ∈ P exposes a drain to the left if the border below p is directed left-to-right and the region directly to the left of that border belongs to the infinite face. An analogous definition is given for exposing a drain to the right. If a point exposes a drain either to the left or to the right, we simply say that it exposes a drain. Observe that a point in the lower shadow of a segment never exposes a drain.
Spanning Trees
We define a very special set S st P of units. Each u in S st P is a segment from the set SP with a direction. Additionally, below both endpoints of u a border can be attached that is directed either left-to-right or right-to-left.
We also define the set Cš t P , which contains all crossing-free combinations C of S st P with the following additional properties. 4 In what follows, the out-degree of a point p ∈ P in 4 There is one technicality we gloss over, which however can be made precise: We also require that for each p ∈ pts(C) only the first segment u in C with p as an endpoint has a border attached below p, where first refers to the usual order induced by serializability of C cf (SP ). In this way, for each picture in Figure 9 C denotes the number of segments in C that have p as an endpoint and are directed away from p.
• The pointp has out-degree 0 in C.
• Every point p ∈ P has out-degree at most 1 in C.
• Every point p ∈ low(C) has out-degree 1 in C.
• Every finite face in C has out-degree 1.
Examples can be seen in Figure 9 (a), (b) and (c) . The combination in (d) violates the last three properties.
Note that all of the above properties are maintained when removing the right-most extreme element from a combination from the set Cš t P . We thus get the following lemma.
Lemma 13. For any point set P , Cš t P is serializable.
We reuse the colors , , and the marking from Section 4.1 with their original meanings to describe elements of Cš t P , as already depicted in Figure 9 . However, that same figure illustrates that we cannot simply reuse the old equivalence relation because it is not coherent. In essence, there are three problems we have to deal with. Firstly, the outdegree of a point can become larger than 1. Secondly, a point with out-degree 0 can disappear in the lower shadow of a segment. Thirdly, a finite face with out-degree different from 1 can be created.
As it turns out, to make the equivalence relation coherent, it suffices to partition the points with color into six smaller categories. That is, we would have to replace the color with 6 new colors, resulting in a total of 8 colors, and then consider two combinations equivalent if they agree in that new coloring and also in the marking. Since this gets clumsy very quickly, we do not define the colors explicitely, but only explain what information we have to keep track of.
For each point with color we keep track of its out-degree, that is, whether it is currently 0 or 1. This allows us to avoid the first two problems mentioned earlier. Furthermore, for each point with color we keep track of whether and where it exposes a drain. This allows us to avoid the third problem because whenever a new segment u is added to a combination C, a new finite face is created below u, and the out-degree of that face is determined by the number of exposed drains in the lower shadow and at the endpoints of u. Indeed, observe that borders corresponding to exposed drains in the lower shadow of u become out-borders of the new finite face. Also, an exposed drain at the left endpoint, say, of u becomes an out-border of the new face if and only if it is exposed to the right. This is the reason why we also have to keep track of the side a drain is exposed to.
We define an equivalence relation ∼ on Cš t P based on the 2 + 2 · 3 = 8 colors from the preceding discussion, and with the usual marking. The above intuition can be made precise, and the following can be proved.
Lemma 14. The equivalence relation ∼ on Cš t P , as defined above, is coherent.
We define the set T Lemma 15. There is a natural bijection between the sets T st P and ST (P ) in the following sense. For any combination C in T st P , building the geometric graph on P with edges that correspond to the segments in C yields the corresponding crossing-free spanning tree in ST (P ).
Proof. Any C in T st P induces two directed multigraphs G1 and G2 with corresponding plane drawings, as follows.
G1 is the graph with vertex set P and edges that correspond to the directed segments in C. By definition of Cš t P and T st P , we at least know that G1 is root-oriented towardŝ p, as illustrated in Figure 10 (a) .
For the vertices of G2 we choose one arbitrary point in the interior of each face in C. Two vertices in G2 are connected if their corresponding faces in C are adjacent. The direction of that edge is chosen in accordance with the direction of the corresponding border in C. Again by definition of Cš t P and T st P , G2 is root-oriented towards the vertex corresponding to the infinite face in C, as illustrated in Figure 10 (b) .
It is clear that the drawings of G1 and G2 can be chosen such that they are disjoint, entangled, and tangent in p and the infinite face. The proof is concluded by applying Lemma 12 and by observing that any spanning tree on P can be root-oriented towardsp in a unique way.
We can show that c < 8 by adapting the arguments from Section 4.1. With some more work, we even get c < 7.125.
Spanning Cycles
We define a slightly different set of units S sc P . In the same way as in the previous subsection, below the endpoints of any segment u in S sc P directed borders can be attached. Here, however, the segment u itself does not have a direction.
We also define the set Cš c P , which contains all crossing-free combinations C of S sc P with the following additional properties. In what follows, the degree of a point p ∈ P in C stands for the number of segments in C that have p as an endpoint. Also, if the size of C is n, the last finite face in C is defined as the face directly below the right-most extreme segment in C. All other finite faces are called normal.
• If |C| = n, the last finite face in C has out-degree 0.
• Every point p ∈ P has degree at most 2 in C.
• Every point p ∈ low(C) has degree 2 in C.
• Every normal finite face in C has out-degree 1.
Again, the above properties are easily seen to be maintained when removing the right-most extreme element from a combination from the set Cš c P .
Lemma 16. For any point set P , Cš c P is serializable.
In some way or another we have to keep track of the degrees of all points. For one last time, we change the meaning of the colors , , and use them to identify points of degree 0, 1, and 2, respectively. Unsurprisingly, and similar to the previous subsection, an equivalence relation based only on these three colors and the usual marking is not coherent on Cš c P , as illustrated in Figure 11 . The only problem, however, is that finite faces which do not have the right out-degree can be created. One might argue that more can go wrong, such as creating a point of degree larger than 2, or a point of degree smaller than 2 disappearing in the lower shadow of a segment. But, as is not hard to see, this is already taken care of by the three colors specified above. Conveniently, they are also sufficient to avoid crossings, a simple fact whose proof we omit.
To avoid finite faces with wrong out-degrees, we split into 3 subcolors, and we split into 2 subcolors, giving us a total of 6 different colors which are then used to define an equivalence relation ∼ on Cš is sufficient is that such a point has, by definition, degree 2 already and cannot be an endpoint of a new segment.
Lemma 17. The equivalence relation ∼ on Cš c P , as defined above, is coherent.
We define the set T Lemma 18. There is a natural bijection between the sets T sc P and SC(P ) in the following sense. For any combination C in T sc P , building the geometric graph on P with edges that correspond to the segments in C yields the corresponding crossing-free spanning cycle in SC(P ).
Proof. For any C in T sc P we know that each point is of degree 2, which means that C is a set of disjoint cycles, as illustrated in Figure 12 (a). Similar to the proof of Lemma 15, C defines two directed multigraphs GE and GO.
The vertex set of GE is the set of faces in C contained in an even number of cycles. The vertex set of GO is the set of faces in C contained in an odd number of cycles. In both GE and GO, two vertices are connected by an edge if the corresponding faces in C are adjacent. The direction of each edge reflects the direction of the corresponding border in C. By definition of Cš c P and T sc P , GE and GO are rootoriented towards the infinite face and the last finite face in C, respectively, as illustrated in Figure 12 (b) .
Clearly, there exist plane drawings of GE and GO which are disjoint, entangling, and also tangent in the respective roots. Applying Lemma 12 concludes the proof.
Here, the slightly better bound c < 5.619 can be proved.
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