Hudson and Williams have proved that when the class number of K is not a perfect square there are always solutions of (1) with p\(x 2 -qw 2 ). We call these zero solutions and in this paper we examine the properties of such solutions in some detail (see, particularly, §2).
1. Introduction and summary. Throughout this paper q will denote a positive integer = 5 (mod 8), q -a 2 9 (x 9 v 9 -u 9 -w) 9 (x 9 -υ 9 u 9 -w) 9 and for the four solutions obtained from these four 4-tuples by changing the sign throughout. The number of solutios of (1.2) may be as great as 4 X k X the number of roots of unity, ra, in K. Throughout the paper, in enumerating solutions, we will list only km/2 of these 4km solutions, and will call these the basic solutions. For q > 5, K has only two roots of unity, ± 1 (see, for example, [1], or [8, p. 4] ), and we adopt the following notation. A basic solution of (1.2) when q>5 will be denoted by ( χ k,n u kj> v kj> w kj)> 1 -' -£• I* follows from Hudson's and Williams' proof of Theorem 7.1 of this paper, see [9] , that one of these basic solutions, which we denote by (x k%ϊ9 u kx , υ k]9 w kι ), has the property that where (for convenience) we distinguish the nonprincipal characters mod q of order 4, say χj and χ 3 , by the choice χ λ {2) -i. We call a basic solution satisfying (1.4) a nonzero solution. In the literature to date q has been small and, consequently, there has always been a nonzero basic solution. Indeed, Hudson has proved using Jacobi sums (to appear elsewhere), that if p -qf + 1 and q is less than 101 (so that h^(K)/h f (Q( } /q)) = 1 (see [14] )), then for every k > 1 there is exactly one nonzero basic solution of (1.2) and k -1 basic solutions satisfying Henceforth all solutions satisfying (1.6) will be called zero solutions.
In view of the above, it appears rather surprising that, for example, for q -101, p -607, the system (1.2) has no nonzero basic solution for the smallest exponent for which it is solvable (see §2). We investigate the phenomenon of zero solutions in some depth. In Theorem 2.1 we determine the zero solutions mod p in terms of the solutions of a quartic equation over GF (p) .
Moreover, in §2, we generalize the context in which results in this paper apply. The restriction p -qf + 1 has been employed in the papers of Lehmer [10, 11] , Whiteman [17] , and Zee [19] . However, Guidici, Muskat, and Robinson [5] have investigated solutions of quaternary systems not only for primes p -16/+ 1 but also for 16/+ 7. This suggests that solvability of (1.2) for p -qf + 1 may be generalized to the primes p = qf" + r where (r/q) 4 = +1. Such an extension requires using Brewer sums in place of the Jacobi sums considered when p -qf + 1. The general theory behind such solutions will not be developed here.
In §3 we see that if q = 5, then ( 
then (1.7) has exactly k basic solutions of which k -1 are zero solutions.
(For the appropriately modified definition of zero solution when q -5 see (3.2).) In §4 we develop our central tool, Theorem 4.1, for generating explicit solutions of (1.2) for p -qf + r, (r/q) 4 = +1 (and of (1.7), when q -5) for exponents k > 1 and values of q and p for which a solution exists when k = 1.
The problem of determining the smallest exponent k for which (1.2) is solvable seems very deep if h*(K) φ 1. Hudson and Williams [9] have shown that if p -qf + 1 the exponent cannot be greater than the maximum of I S o -S 2 1 and | S ι -S 3 \. However, the size of this smallest exponent depends on whether certain ideals are principal ideals, and as a consequence, when h*(K) is not 1, it depends not only on q but also on/? as well as the values of | S o -S 2 1 and 15, -S 3 \.
Motivated by the above remarks we examine in §5 certain families of values of q and p for which (1.2) is solvable when k -1, independent of the value of h*(K). We do not attempt an exhaustive survey of all such solutions but rather derive a few which are of some interest for their aesthetic characteristics.
In §6 we use the results in §5, in conjunction with Theorem 4.1, to explicitly generate families of solutions of (1.2) when k > 1.
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Finally, in §7, we use the tools developed in this paper to illustrate Theorem 7.1 in a number of cases with h*(K) > 1, including one with k -1. Also, see Theorems 7.2, 7.3, we derive congruences for the family discussed in §6.
A theorem on zero solutions.
The following theorem may be used to determine the values x 9 w, v 9 and wmod p in any zero solution of (1.2), once any of them has been determined mod p. Since Hudson and Williams [9] (see Theorem 7.1) have shown that a certain product of Gauss sums determines a unique value of x mod /?, which is often a value in a zero solution, the following theorem may be regarded as an extension of Theorem 7.1 relating this product of Gauss sums to all four of the parameters in a solution of (1.2) when k -max{|5 0 -5 2 |, \S ι -5 3 |}, provided that p -qf + \ and that the solution is a zero solution. Moreover, the following theorem is applicable under much more general conditions. In particular, we do not require r= 1 (p = qf+ r) nor even that q or p be prime, although it is necessary that q be expressible as a 2 REMARK. Precise determination of Jq (mod p) (beginning with the determination mod prime ideal factors of p) is given in [9] . As the determination is complicated it will not be duplicated here although it is understood throughout that the legitimacy of operations such as the above rests on such a prior determination. We remark that a direct computer search revealed that the above solutions are the only basic solutions for k = 3 and there are no solutions for k -1 or 2. Obviously this suggests that a theorem analogous to Theorem 7.1 exists when r Φ 1, but it would seem to be very difficult to prove such a result in full generality.
Next we reformulate Theorem 2.1 to obtain the general expression analogous to (2.6). 3. The case q = 5 and the quaternary system of Dickson. For q = 5 the quartic field K-Q(i(y5 + 2\/T )) has ten roots of unity (see, for example, [9] ). The correspondence between the quaternary system given by (1.2) when q -5 and the system Only the first, however, with 5\(u 2 + v 2 ) and 5|w, gives rise to the unique basic solution of (3.1) when k -1, namely (1,0,1,1).
Hudson has proved (to appear elsewhere) that the system (3.1) has exactly k basic solutions for each exponent k. The system (1.2) when q -5 appears to have 5 nonzero basic solutions and 5(k -1) basic zero solutions for each exponent k. Exactly one of the nonzero solutions (the one for which 5\(u 2 + υ 2 ) and 5|w) gives rise to the unique nonzero basic solution of (3.1) where we interpret a zero solution of (3.1) to be a solution satisfying
Similarly, exactly k -1 of the zero solutions of (1.2) give rise to the k -1 zero solutions of (3.1). Of these the first and second are zero solutions. These clearly give the three basic solutions of (3.1) when k = 3, namely (36,6,18, -4), (-89,13,6,5), (61,5,18,-1).
Note that the first and second are the zero solutions of (3.1).
Generation of solutions for exponents greater than 1.
We assume in what follows some knowledge of the properties of integers of imaginary quartic fields; see, for example, [1] , [4] . The following theorem provides the basic tool for generating all solutions of (1.2) or of (3.1) for exponents greater than 1, when a solution exists for the exponent 1. 2) for k -1. Let (x\ u\ t/, w') (dropping the subscripts) denote any of the basic solutions of (4.1) for k -t. Then the basic solutions of (4.1) for k -t + 1 may be generated from the solutions with exponents 1 and k and are included in the set ofA-tuples (x'\ u"\ υ'\ w") obtained by setting
together with the 4-tuples obtained by applying (4.2) after performing the transformations 
It follows that solutions of (1.2) when k = t + 1 may be generated by considering products of integers of K of the form a } a n t > 1. There are, of course, eight choices for a x and eight for a r However, the symmetric nature of (4.2) allows us to fix a, = (x, u, v 9 w) and generate the solutions via (4.2), (4.3), (4.4), and (4.5). (It is easily seen that changing the sign throughout does not yield new solutions and Example 4.1 shows that all the transformations above may indeed be required to generate the solutions of (4.1).) Before proceeding further in the proof we require the following equations. For the sake of typographic convenience, we shall denote yfq by s for the remainder of the proof. The equations now follow from reversing these steps and including the positive and negative signs for Jq -s in the last step. Next, using (4. These solutions are somewhat interesting as they imply that it is possible to have x" -x f { for the leading parameters in two different basic solutions.
To obtain the primitive solutions for k -4 we need to apply (4.2), (4.4), and (4. Of course imprimitive solutions (that is, (x'\ u" 9 υ'\ w") Φ 1) are generated by (4.2)-(4.5) as well, but we do not delineate these as they are of presumably less interest. We define a family of values of q and p to be a set of ordered pairs (q, p) having the same basic solution when k -1. These are of interest for several reasons, including, in particular, the following:
1. In §6 we will show, using Theorem 4.1, that such families have solutions for each exponent k larger than 1, whether or not q and p are prime or h*(K) = 1, and that the solutions are given by explicit functions of a and b.
2. The consequences of Theorem 7.1 cannot be studied directly when the value of h in (5.1) is greater than 3 unless (1.2) is solvable when k -1, as a direct search by computer in such cases could take centuries. However, using the results in this and in the following section, we are able to examine the consequences of Theorem 7.1 for k at least as large as 7.
We consider first the solutions of (1. To cite just one of many examples of Theorem 5.1 when n φ 1, take n -3 so that s -2. Then / = 6 and (1. We close this section by noting that similar results are easily established when p = qf + r, r ^ 1, (r/q) Λ -+1, and by giving a theorem about families with the rather aesthetic basic solution (α, a, -b, a) 6. Solutions for exponents greater than 1 for families of values of q and p. As in §5 we define a family of values of q and p to be a set of ordered pairs (q, p) for which (1.2) has the same basic solution when k = 1.
We consider in this section the family which, by Theorem 5.1, has the basic solution ( -4,2,2,2b) for k -1. Using Theorem 4.1 we explicitly generate all solutions of (1.2) when k -2 and k -3 for all members of this family. Moreover we show that there are exactly two generatable basic solutions when k -2. We conjecture but cannot prove (generally) that there are k -\ zero solutions for every k. Finally, if it straightforward to show that application of (4.5) yields a solution of (6.1) which does not satisfy (6.2) . (This follows also from the fundamental property αα = p.). Similarly it is easy to see that application of (4.4) gives the solution (6.4). By Theorem 4.1 these are the only solutions of (1.2) which can be generated from the basic solution (-4,2,2,26). p) -(101,607) , the methods of this section do not apply and one must use different techniques, such as the one given in §2, to generate the solution for k = 3. It may appear at first glance that the results of this section carry over unchanged if (1.2) is solvable for k = m > 1 and not for k < m with one basic solution when k = m, 2 primitive solutions when k -2m, etc. Although this is nearly the case the fact is that the zero solution for (q, p) -(101,607) when k -3, given by (2.4) , generates only one primitive solution when k -6. Moreover direct computation of solutions for (101,3) and (101,5) when k -6 yields only one basic (zero) solution. Thus it appears that when the basic solution for the minimal exponent is a zero solution the number of primitive solutions for multiples of the minimal exponent is less than when the basic solution is a nonzero solution. This is certainly surprising and underscores the significance of zero solutions.
Consequences of a quartic extension of a theorem of Cauchy and
Jacobi. In [9] Hudson and Williams prove a quartic analog of a theorem of Cauchy and Jacobi (see H. J. S. Smith [15] for a discussion of Jacobi's proof). We numerically illustrate in Examples 7.1-7.3 only one of the cases arising in this rather complicated theorem. However, our results apply also to the companion case (Case B in [9] ). + 2ajq ) ) is an imaginary cyclic quartic field with class number given by {see [8] )
where S J9 j -0,1,2,3, are given by (1. Lastly, the expression on the right-hand-side of the congruence simplifies to -x if (x, w, v 9 w) is a zero solution, that is, satisfies (1.6). The proof of Theorem 7.1, as one might imagine, is quite complex, requiring not only the Davenport-Hasse relation in a form given by Yamamoto [18] and Stickelberger's Theorem, but also the recent explicit evaluation of the quartic Gauss sum given by Matthews [12] .
Duncan Buell contributed to [9] in several ways, including, in particular, providing examples of the consequences of this theorem for (q, p) = (101,607) and (157,1571) with class number 5 and for (q 9 p) = (149,1193) with class number 9. In this section we note that the methods developed in § §2, 4 and 6 of this paper make it possible to illustrate the consequences of Theorem 7.1 for values of q with A*/Λ' quite large. In particular, we include an example for which the class number is 25 and
We begin by proving two theorems relating to solutions when h = 3 for the family defined in Theorem 6.1 (h = 3 iff h*/h' = 5 or 9). where the plus sign holds for exactly one of j -0 or 1. When the class number is 9, the products of factorials in (7.3) cannot correspond to parameters in a zero solution as then one of -χ/2 ± Wyfq/2 is congruent to 0 (mod p) and thus not to any product of factorials (mod p).
We now appeal to (6.7) and the congruence q = -4/(b 2 + 4) to obtain~*
To complete the proof we need to show that
This appears difficult to establish directly from (6.10). However, from (x, w, v,w) = ( -4,2,2,2b) we have, using the binomial theorem and cancelling } /q 9 that REMARK. Again, we emphasize that the sign of {q is determined unambiguously in [9] and this determination is necessary to establish the legitimacy of the above operations (the reader is directed to [9] for more precise information.) This result (7.3) is rather remarkable as it shows that the expression on the left-hand-side of (7.3) is congruent to a simple function of the one variable b, which arises from the basic solution (-4,2,2,2b), for very different values of q, p, and a. For q = 293 we have h*/h' = 9, S o = 35, 5! = 38, 5 2 = 38, S 3 = 35 (see [8] As the product on the left-hand-side of (7.6) is congruent to 64 (mod 347) it is clear from Table 1 that it is determined in terms of the solution (x 3 3 , u 3 3 , t> 3>3 , w 3f3 ) .
For (q 9 and in this case we see from Table 1 that the product is determined in terms of the solution (x 3 2> u 3t29 v 3a , w 3 2 ) .
We close by showing how Theorem 4.1 can be used to illustrate the consequences of Theorem 7.1 when h = max{| S o -S 2 \, | S x ~ S 3 1} > 3. (When h > 3 a direct computer search for solutions of (7.1) without a generating formula is infeasible.) For q -1229, p -2459, direct computation shows that the solution implied by Theorem 7.1 is the second listed above, whose other parameters are u = 29578204262 v= -22409982278 w= -65596421516.
Computing.
The numerical examples in this paper were computed in BASIC on the Xerox Sigma 9 at Carleton University, Ottawa, Canada, in FORTRAN G, FORTRAN H, VS FORTRAN, and PL/I on the IBM 3033 of the System Network Computer Center, Louisiana State University, in FORTRAN and Business BASIC on the Data General Eclipse S/140 of the Computer Science Department, Louisiana State University, and using additional computing and telecommunications equipment supplied by Rudd Computer Systems, Inc., of Baton Rouge, Louisiana.
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