Existence of solutions to the Heath-Jarrow-Morton equation of the bond market with linear volatility and general Lévy random factor is studied. Conditions for existence and non-existence of solutions in the class of bounded fields are presented. For the existence of solutions the Lévy process should necessarily be without the Gaussian part and without negative jumps. If this is the case then necessary and sufficient conditions for the existence are formulated either in terms of the behavior of the Lévy measure of the noise near the origin or the behavior of the Laplace exponent of the noise at infinity. (y 2 ∧ 1) ν(dy) < ∞, (1.5) and J(z) is a finite number if and only if |y|≥1 (e −zy ) ν(dy) < ∞. The function J is called the Laplace exponent of L. The assumption thatP (·, T ), T ∈ [0, T * ] are local martingales on [0, T ] implies that for each T ∈ [0, T * ], see [3], [7], [13], T t α(t, u)du = J T t σ(t, u)du (1.6) By Proposition 2.4 the function J ′ is increasing on [0, +∞), so is the nonnegative function J ′ (·)+ | J ′ (0) |. Consequently, for any (t, T ) ∈ T we have f (t, T ) = e t 0 J ′ ( T s f (s,u)λ(s,u)du)λ(s,T )ds · a(t, T ) ≤ e t 0 (J ′ ( T s f (s,u)λ(s,u)du)+|J ′ (0)|)λ(s,T )ds · a(t, T ) ≤ eλ T * 0 J ′ λ T * 0 f (s,u)du ds+λT * |J ′ (0)| · sup (t,T )∈T a(t, T ), so the boundedness of f follows from Proposition 2.3. M 1 v −→ z→∞ ∞. Thus condition (3.4) holds because J ′ (z) = −a + J ′ 2 (z) + J ′ 3 (z), z ≥ 0 and J ′ 2 is a bounded function. The assertion follows from Theorem 3.3.
Introduction
We are concerned with the bond market model, on a fixed time interval [0, T * ], T * < ∞, in which the bond prices P (t, T ), 0 ≤ t ≤ T ≤ T * , are defined on a filtered probability space (Ω, F, (F t ), t ∈ [0, T * ], P ) and represented in the form
Thus P (t, T ) is the price at moment t of the bond which matures at moment T and pays 1 to the owner. The forward curves processes f (t, T ), 0 ≤ t ≤ T ≤ T * , are Itô processes with stochastic differentials df (t, T ) = α(t, T )dt + σ(t, T )dL(t), (t, T ) ∈ T ,
where T := (t, T ) ∈ R 2 : 0 ≤ t ≤ T ≤ T * , (1.2) and the random factor L is a real Lévy process. This way of bond prices modelling with L replaced by a Wiener process was first introduced by Heath, Jarrow and Morton in [12] . The discounted bond price process is defined bŷ
where r(t) := f (t, t), 0 ≤ t ≤ T * is the short rate. Consequently, under the assumption that f (t, T ) = f (T, T ) for 0 ≤ T < t ≤ T * , we obtain the formulâ
For pricing purposes it is convenient, and we do this, to require that the discounted bond price processesP (·, T ) are local martingales on [0, T ]. It is of prime interest to characterize those models for which volatility processes σ are proportional to forward processes f , i.e.
where λ is a deterministic, positive and continuous function on T . As, for each T , f (·, T ) is meant to be a càdlàg process then σ(·, T ) is predictable. This problem, with λ(t, T ) ≡ 1, has been first stated in [16] in the case when L was a Wiener process and solved with a negative answer: linearity of volatility implies that there is no forward rate model for which (1.1)-(1.3) hold and the discounted bond price processesP (·, T ), T ∈ [0, T * ] are local martingales, see [16] Section 4.7 or [9] , Section 7.4. This fact was one of the main reasons that the BGM model was formulated in terms of Libor rates and not in terms of forward curves, see [5] .
Let us recall, see [4] , [21] , [18] , that the law of the process L is determined by its Laplace transform E(e −zL(t) ) = e tJ(z) , t ∈ [0, T * ], z ∈ R,
where J(z) = −az + 1 2 qz 2 + R (e −zy − 1 + zy1 (−1,1) (y)) ν(dy), z ∈ R, (1.4) with a ∈ R, q ≥ 0. The so called Lévy measure ν satisfies integrability condition for almost all t ∈ [0, T ]. So differentiating the identity (1.6) with respect to T , and taking into account the condition (1.3) we see that proportionality of the volatility implies that the forward curve satisfies the following equation on T ,
with the initial condition
The paper is concerned with existence of solutions to (1.7) -(1.8). We search for a solution in the class of random fields f (t, T ), (t, T ) ∈ T such that f (·, T ) is adapted and càdlàg on [0, T ] for all T ∈ [0, T * ], (1.9)
Random fields satisfying (1.9)-(1.11) will be called bounded fields on T . We also examine a blow-up condition
in the class of locally bounded fields. For (x, y) ∈ T define
A random field f is called bounded locally on T x,y if it is bounded on T x,y−δ for each 0 < δ < y.
The results providing conditions for existence of solutions to (1.7) are of two types involving either the behavior of the function J ′ at infinity, see Theorems 3.3, 3.4, 3.5 or characteristics of the noise L, see Theorems 3.1, 3.2 and Proposition 4.1. In the first case if J ′ grows slower at infinity than a logarithm, see formula (3.4) , then solution exists and if J ′ grows faster than the third power of a logarithm, see (3.5) , then there is no solution. The method of establishing the non-existence result -Theorem 3.4, is based on the approach of Morton in [16] where the solution is compared with a deterministic blowing-up minorant. The paper [16] is sketchy and the minorant function in [16] does not satisfy all the conditions required in the proof. Therefore we provide a detailed exposition with a sequence of new auxiliary results. Let us also stress that our Theorem 3.4 treats the problem for a general class of functions J ′ . In the special case of bounded J ′ (z), z ≥ 0 the existence result given by Theorem 3.3 can be deduced, via Musiela parametrization, from the results presented in [18] . The second group of results, involving characteristics of the noise L, is deduced from Theorem 3.3 and 3.4. It turns out that if the equation (1.7) has a solution then necessarily the process L does not have a Gaussian part and its jumps must be positive, see Theorem 3.1. If this is the case then necessary and sufficient conditions for existence are formulated in terms of the behavior of the function 2. An essential role here is played by a Tauberian theorem, see Theorem 2 p.445 in [8] . An existence result for integrable subordinators is formulated as Proposition 4.1.
Although there are severe restrictions on the noise required for existence of the solution nevertheless the class of models with linear volatilities allows to describe bond market with upward and downward price movements and therefore might be useful for applications.
We approached the existence problem by working with the theory of random fields because this way minimal requirements are imposed on the model. It is of great interest to compare this approach with that using stochastic partial differential equations like in the papers [10] , [11] , [15] , [17] , [18] . In the paper under preparation [2] the existence problem for forward rates with linear volatilities in the weighted spaces of square integrable functions and functions with square integrable first derivative via the theory of random fields is examined.
The paper is organized as follows. Section 2 contains preliminaries and reformulation of the problem to the more tractable form. Section 3 is devoted to the presentation of the main general results. Section 4 contains corollaries, examples and comments regarding larger class in which solution can be searched. Proofs are postponed to Section 5.
Model settings
Here we introduce notation and assumptions needed in the sequel and transform the equation (1.7) to a form easier to investigate.
We set the notation As we intend to work with positive forward rates we introduce the following assumptions, compare (2.4) below.
(A1) The initial curve f 0 is positive and continuous on [0, T * ].
(A2) The support of the Lévy measure is contained in the interval (−1/λ, +∞).
1 Assume that f is a bounded field and conditions (A1) and (A2) are satisfied. Then f is a solution of (1.7) if and only if
2)
where, for (t, T ) ∈ T ,
Proof: Let us notice, that for each T the solution f (t, T ), t ∈ [0, T ] of (1.7) is a stochastic exponential and therefore, see Theorem II.37 in [19] , equation (1.7) can be equivalently written as
where △L(s) = L(s)−L(s−). Let us recall that if L is a Lévy process then it can be decomposed into the Lévy-Itô form, see [1] ,
y π(ds, dy),
where a ∈ R, q ≥ 0, W is a Wiener process, π is the Poisson random measure of jumps of L and π is the measure π compensated by dt × ν(dy). Under assumptions (A1) and (A2) we can write equation (2.4) in the form
or equivalently as
We show now that we can replace f (s−, u) in (2.7) by f (s, u). To do this we prove that for each
Let us start with the observation that for T ∈ [0, T * ] moments of jumps of the process f (·, T ) are the same as for a(·, T ). Moreover, it follows from (2.3) that the set of jumps of a(·, T ) is independent of T and is contained in the set By Theorem 2.8 in [1] the set Z is at most countable, so the assertion follows.
Remark 2.2 As we already indicated, the formula (2.4) implies that models with positive forward rates must satisfy (A1) and (A2). If this is the case then, in view of (2.2), only properties of the restriction of the function J ′ to [0, +∞) are essential for the existence results.
As far as the coefficient function λ in the equation (2.2) is concerned, we will require that it is continuous function satisfying the following assumption.
Compare the type of boundeddness above with (1.11). The condition (A3) is satisfied if, for instance, λ(·, ·) is constant or, more generally, if it is of the form
where {a n (·)}, {b n (·)} are continuous functions. The assumption that λ(·, ·) is continuous does not imply, in general, (A3), see [6] , [14] for counterexamples. Proposition 2.3 Assume that the conditions (A1), (A2), (A3) are satisfied. Then the field {a(t, T ); (t, T ) ∈ T } given by (2.3) is bounded from below and above by strictly positive constants depending on ω. Moreover, a(·, T ) is adapted and càdlàg on [0, T ] for all T ∈ [0, T * ] and a(t, ·) is continuous on [t, T * ] for all t ∈ [0, T * ].
Proof: The fact that a(·, T ) is adapted and càdlàg is clear. We only need to show that 
The processes F (t, T,λ), F (t, T, λ) do not depend on T and have càdlàg paths in t. Therefore they are bounded wrt. t. Continuity of F wrt. T follows from the dominated convergence theorem.
Let us focus on the function J ′ appearing in the equation (2.2). In virtue of (1.4), (2.5) and by the assumption (A2) the function J is given by the formula
Taking into account (1.5) we see that the function J is well defined for z ≥ 0. Moreover, the condition (1.5) implies that for z > 0 the functions J 1 , J 2 , J 3 have derivatives of any order, see Lemma 8.1 and 8.2 in [20] . In the equation (1.7) or equivalently in (2.2) intervene values of J ′ (z) for all non-negative z. We will therefore assume that also J ′ (0) is a finite number. But
Thus the objective of this paper is to examine existence of solution for the equation
and the Lévy measure ν of L is concentrated on (−1/λ, 0)∪ (0, +∞) and satisfies the assumption (A4)
The following properties of the function J ′ will be needed in the sequel. In the formulation of all the results we implicitly assume that (A1), (A2), (A3), (A4) are satisfied.
The first theorem states that for existence of bounded solutions to (2.2) the Gaussian part of the noise process L must be absent and, rather unexpectedly, L must not have negative jumps. To go further we therefore assume that q = 0 and that the support of ν is contained in [0, +∞). It turns out that then the solution of the problem is related to the behavior of the distribution function If M varies slowly at zero, then for any ε > 0 the following estimation holds, see Lemma 2 p.277 in [8] ,
for all positive t sufficiently small. If
then we write f (x) ∼ g(x).
Theorem 3.2 Assume that for some ρ ∈ (0, +∞),
where M is a slowly varying function at 0.
i) If ρ > 1 then there exists a bounded solution of (2.2).
ii) If ρ < 1, then there is no bounded solution of (2.2). then there exists a bounded solution of (2.2).
The following two characterizations are of independent interest and are crucial for the proofs of all the results presented above. We set R + = [0, +∞). ii) If, in addition, (2.11) holds then the solution f is unique in the class of bounded fields. 
Corollaries and comments 4.1 Existence of solutions and subordination
Subordinator is an increasing Lévy process. Its Lévy measure ν is concentrated on a positive half-line and satisfies condition Proof: We find J 2 explicitly. After some calculations we obtain
For large z we have
The first integral tends to 0 with z → +∞. The second can be written in the form 
Comments on Theorem 3.2
We formulate two examples for which the conditions
are not simultaneously satisfied but the existence problem can be solved in virtue of Theorem 3.3.
Example 4.3
Let ν be a measure with density
Then it can be checked that the function U ν is given by
x ) γ , γ > 1, varies slowly at zero and that (4.2) holds. However, condition (4.3) is not satisfied and thus Theorem 3.2 does not cover this case. We can explicitly show that J ′ 2 is bounded and use Theorem 3.3. We have Proof: For ρ ∈ (0, 2) we have
and thus (a) and (b) follows from Theorem 3.2. If ρ = 1 than (c) can not be deduced from Theorem 3.2 because the function M (x) ≡ 1 does not tend to zero. However, we have
and consequently lim z→∞ ln z λT * J ′ 2 (z)
This condition clearly implies (3.4) and (c) follows from Theorem 3.3.
Integrable solutions
In the case when there is no solution of equation (2.2) in the class of bounded fields then one may ask if the solution does exist in a wider class of fields satisfying some integrability conditions. However, in some situations these two classes are the same. Assume, for instance, that the solution is supposed to satisfy the integrability condition
Proofs
This section consists of the proofs of all results presented in Section 3. They appear in the following order: proofs of Theorems 3.4 and 3.5, proof of Theorem 3.3 and proofs of Theorems 3.1 and 3.2.
Proof of Theorem 3.4
The proofs of Theorem 3.4 is preceded by a sequence of auxiliary lemmas and propositions.
Recall that the sets T and T x,y , where 0 < x ≤ T * , 0 < y ≤ T * are given by (1.2) and (1.12). In the sequel we will use the notation:
In the following we will consider the function h : T x,y −→R + given by
for (t, T ) = (x, y),
where 0 < x < y ≤ T * and the function R α,γ :
It can be verified that
and that R α,γ is concave. Thus
3)
It can also be checked that for a constant c > 0 s.t. γ(c ∧ 1) ≥ 1 we have
Applying Jensen's inequality to the concave function ln 3 (z + e 2 ) we obtain is continuous.
Proof: We need to show continuity of g only in the point (x, y). Thus consider any point (t, T ) ∈ T x,y which is close to (x, y), i.e. s.t. (t, T ) = (x, y) and γ(T − t) > 1. Using monotonicity of R α,γ and (5.5) we obtain the following estimation
One can check that
Passing to the limit we obtain lim t→x,T →y Hence lim t→x,T →y
and consequently lim t→x,T →y g(t, T ) = 0. where 0 < K < ∞ then d(t, T ) ≡ 0 on A. 
where g 2 : T x,y−δ −→ R + is a bounded function. Moreover, assume that
Proof: Let us define the operator K acting on bounded functions on T x,y−δ by
Let us notice that in view of (5.10),(5.12) and (5.13) we have
It is clear that the operator K is order-preserving, i.e.
Let us consider the sequence of functions: f 1 , Kf 1 , K 2 f 1 ,... . In virtue of (5.14) and (5.15) we see that f 1 ≥ Kf 1 ≥ K 2 f 1 ≥... .Thus this sequence is pointwise convergent to some functionf and it is bounded by f 1 , so applying the dominated convergence theorem in the formula For any sequence (t n , T n ) ∈ T x,y satisfying t n ↑ x, T n ↑ y define a sequence δ n := y−Tn and consequently lim n→∞ f (t n , T n ) = +∞ what is a contradiction with the assumption that f is bounded.
Proof of Theorem 3.5
From the fact that f is a locally bounded solution on T x,y we have, as in the proof of Theorem 3. for some constants 0 < c < C. We show that (i) holds iff the last integral diverges. Integrating by parts yields is a Laplace transform of the measure y 2 ν(dy). Thus it follows from Tauberian theorem, see Theorem 2 p.445 in [8] , that the condition (3.2) is equivalent to
where Γ stands for the gamma function. i) ρ > 1 Fix ε > 0 such that ρ − ε > 1. Using(3.1) we can find z 0 > 0 such that M ( 1 z ) < z ε for all z > z 0 . In virtue of (5.24) for any z > z 0 we have the following estimation
