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Résumé
Cet article décrit une méthode générique pour reconnaitre
des objets donnés en cherchant à utiliser au mieux toutes
les connaissances a priori disponibles de la scène. Chaque
objet est composé d’un ensemble de parties. A chacune
de ces parties sont associés une primitive et un détecteur
pour la trouver. Les différentes étapes de l’approche seront
alors : la focalisation des parties (c’est à dire qu’on dé-
termine la zone de recherche des primitives associées), la
sélection de la "meilleure partie" (celle qui a priori doit
apporter le plus pour la reconnaissance de l’objet), la dé-
tection des primitives dans la zone associée à cette partie et
la sélection de la meilleure primitive (celle qui correspond
le plus à nos attentes) et enfin la mise à jour de l’objet
compte tenu de la réussite (ou de l’échec) de la détection
précédente. Ce papier décrit cette approche avec une ap-
plication dédiée à une scène routière comprenant une route
et un panneau de limitation de vitesse.
Mots Clef
reconnaissance d’objets, recherche focalisante, reconnais-
sance guidée par le modèle
Abstract
This article describes a general method for objects recog-
nition by trying to make the best use of our knowledge
about the world and the objects. Every object consists of
a set of parts. At each of these parts are associated a pri-
mitive and a detector to find it. The various stages of this
approach are : the focus of the parts (we determine the
area of research of the associated primitive), the selection
of the " best part " (the one which should give the most for
the object recognition), the detection of the primitive in the
search area of this part, the selection of the best feature
(the one which is the most to our expectations) and finally
the update of the object considering the success (or the fai-
lure) of the previous detection. In this article, this approach
will be applied to a road scene wich is composed of a road
and a panel of speed limits.
Keywords
objects recognition, search tree, model driven recognition
1 Introduction
La reconnaissance d’objets est une étape primordiale pour
l’interprétation de scènes mais reste néanmoins une opéra-
tion très difficile du fait de la grande variabilité possible des
objets d’une même classe. On peut classer les méthodes
en trois grandes catégories : les approches top-down [2],
les approches bottom-up [9] et celles combinant les deux
[8, 10, 11, 13].
La première catégorie cherche à utiliser les connaissances
sur l’apparence ou la forme de l’objet. Ces connaissances
sont le plus souvent obtenues par un apprentissage d’un
modèle de classe. On compare ensuite les caractéristiques
de l’image au modèle de l’objet pour en trouver les ins-
tances, on exploite dans ce cas des techniques de classifi-
cations [3, 5] telles que SVM ou AdaBoost. Ces approches
permettent d’aller rapidement vers les hypothèses promet-
teuses mais l’apprentissage peut nécessiter de très grandes
bases de données et ne pas avoir une flexibilité suffisante
pour représenter toutes les variations intraclasses.
Les approches de types bottom-up [7, 6] au contraire ex-
traient des primitives de bas ou de moyen niveaux comme
des coins ou des segments, les rassemblent selon des règles
de construction et génèrent ainsi leurs hypothèses qui sont
ensuite évaluées à l’aide d’une fonction de coût. Elles as-
surent une consistence importante avec les caractéristiques
de l’image ce qui est essentiel pour la segmentation par
exemple. Néanmoins, le groupement demandera, pour ces
approches, beaucoup d’effort. C’est pourquoi de plus en
plus, un mixte des deux méthodes permettant de cumuler
les avantages des deux est utilisé.
Notre méthode s’inscrit parmi ces dernières. Un modèle de
notre objet nous permet de focaliser notre attention sur
les zones intéressantes de l’image. Dans ces zones seront
recherchées des primitives (c’est à dire des caractéristiques
de notre objet). Chaque fois qu’une nouvelle primitive sera
trouvée, l’état de reconnaissance de l’objet sera mis à jour
afin de restreindre encore davantage les zones de recherche
restantes. Ce faisant, nous assurons une cohérence au ni-
veau du groupement des primitives, et nous limitons les
risques de mauvaises détections en restreignant l’espace de
recherche.
Nottre approche permet de prendre en compte de manière
explicite les constituants de l’objet et de ne pas le considé-
rer comme une entité fermée apprise sous différents points
de vues. En particulier, la variabilité des positions des par-
ties de l’objet recherché est gérée explicitement. En outre,
la connaissance explicite de tous les objets constituants une
scène devrait nous permettre de gérer les interactions entre
les objets à la fois d’un point de vue du positionnement
possible et des occultations qui peuvent survenir (même si
dans un premier temps, elles ne seront pas gérées). Tout
ceci devrait aider à l’interprétation complète d’une scène.
Par exemple, dans le cas d’une scène routière, une fois la
route détectée, les positions possibles pour un panneau sont
limitées.
Les différentes étapes de l’approche présentée seront dé-
crites dans une première partie. Une deuxième partie sera
consacrée aux résultats obtenus. Enfin, la dernière partie
présentera les conclusions et les perspectives de ce travail.
2 Description de l’approche
Dans cette partie, nous décrivons l’approche générique de
la reconnaissance d’objet. L’idée est d’utiliser une méthode
top-down guidée par le modèle qui lancera des phases de
détection bottom-up. On suppose disposer d’un modèle de
l’objet à reconnaitre sous forme d’un vecteur d’état et de
sa covariance. A chaque partie de l’objet à reconnaitre cor-
respond une ou plusieurs composantes du vecteur d’état.
L’objectif sera donc de trouver à chaque instant quelle est
la partie qui améliorera le mieux l’estimation de l’état de
l’objet.
Par souci de clarté, l’exemple du panneau de limitation de
vitesse sera donné par la suite mais l’approche s’applique
aisément à d’autres types d’objets.
2.1 Principe général
La méthode proposée repose sur deux piliers fondamen-
taux. Le premier est la focalisation : contrairement aux
autres approches, tout n’est pas cherché dans toute l’image.
Au contraire dès qu’une information est connue (prove-
nant du modèle ou d’une détection antérieure), la recherche
de données supplémentaires se fera uniquement sur une
zone restreinte de l’image assurant ainsi à chaque instant
la cohérence des détections entre elles. Cette étape est
mieux précisée dans 2.4. Le second est l’estimation de la
confiance : non seulement l’estimation des paramètres de
l’objet est recherchée mais en plus il s’agit de savoir quelle
est la fiabilité de cette estimation. L’objectif est d’être pré-
cis tout en restant intègre ou du moins en caractérisant l’in-
tégrité. La principale préoccupation de cette méthode est
donc en résumé d’assurer un maximum de cohérence, que
ce soit entre les détections ou entre l’estimation et la réalité.
FIGURE 1 – entrées et sorties de l’algorithme
Elle prendra donc en entrée un modèle de l’objet, une
image et des objectifs à atteindre : un objectif de précision
et un objectif de confiance. Elle utilisera pour parvenir à
sa reconnaissance des détecteurs dont les caractéristiques
(fiabilité, temps) seront connues. En sortie, elle renverra
l’estimation des paramètres de l’objet avec la confiance.
2.2 Objet, Partie et Primitive
Objet. Un objet sera caractérisé par trois paramètres : un
vecteur d’étatE, sa covariance covE et une probabilité pE.
Le vecteur d’état E et sa covariance covE permettent de
connaitre la valeur moyenne de la position de l’objet avec
son incertitude. La probabilité pE représente la confiance
en l’estimation donnée par E et covE de l’objet.
Le panneau de limitation de vitesse pourra, par exemple,
être défini par : (Xp, Yp, Zp, Rext, r)t (s’il est vu de face)
avec :
– (Xp, Yp, Zp)
t : la position du panneau dans le monde
– Rext : le rayon du cercle externe du panneau
– r = Rint
Rext
avec Rint : le rayon du cercle intérieur.
Reconnaitre un objet va alors consister à estimer son vec-
teur d’état E avec une certaine précision (donnée par
covE) tout en conservant une confiance pE élevée dans
cette estimation.
L’objectif de détection est alors double : il s’agit à la fois
de parvenir à une certaine précision et d’avoir une grande
confiance dans cette estimation.
Partie. Pour réaliser cette reconnaissance, l’objet sera
découpé en Parties. Compte tenu des liens entre l’objet
et ses parties, chacune d’elles pourra utiliser sa connais-
sance de l’état de l’objet afin de déduire dans quelle zone
elle devra effectuer sa recherche. A l’inverse, lorsque sa
localisation sera connue, elle pourra mettre à jour l’objet
afin de lui faire prendre en compte cette nouvelle infor-
mation. Les parties d’un objet sont donc propres à cet ob-
jet et ne peuvent en aucun cas être partagées par un autre
objet. L’objet panneau disposera des parties blobRouge,
grandCercle et petitCercle. On retrouve un découpage
similaire dans [4] où le rouge est extrait de l’image est
ensuite un cercle est cherché. Cependant, dans notre ap-
proche, les liens entre la position du rouge et celles des
cercles sont explicites.
Primitive. Reconnaitre une Partie d’un objet va alors
consister à trouver dans l’image une Primitive associée à
cette partie. On va donc associer à chacune des parties, une
Primitive et un détecteur. Ce dernier permettra de trouver
dans une zone donnée toutes les primitives du même type
que celle nécessaire à la reconnaissance de la partie.
Si les parties sont propres à un objet, les primitives au
contraire peuvent être nécessaires à différentes parties d’un
même objet et même à plusieurs objets différents.
Reconnaitre l’objet va donc consister à reconnaitre les dif-
férentes parties qui le composent, c’est-à-dire à trouver
pour chacune d’elles une primitive adéquate.
2.3 Algorithme de reconnaissance
L’objet à détecter est modélisé à l’état intial parE0, covE0,
pE0 . Supposons cet objet constitué de M parties. L’ob-
jet sera à l’étape k∈[1..M ] de sa reconnaissance lorsque k
parties auront lancé leur détecteur (que cette détection ait
réussi ou non). Sur la figure 2, le déroulement des diffé-
rentes étapes de la méthode est montré.
FIGURE 2 – le schéma de fonctionnement global de notre
méthode
Nous allons traiter dans les sections suivantes les diffé-
rentes étapes de cet algorithme de manière plus détaillée.
2.4 Focalisation
Principe. La focalisation consiste à extraire de l’état de
l’objet les données intéressantes pour chacune des parties
et doit permettre le passage de l’espace monde à l’espace
capteur (une image issue d’une caméra dans notre cas). Ce
principe de focalisation a déjà été utilisé dans [1, 12]
Par exemple, pour focaliser la partie grandCercle du
panneau, les informations sur (Xp, Yp, Zp) ainsi que sur
Rext seront nécessaires, par contre r ne nous intéres-
sera pas pour cette partie (utile pour petitCercle par
contre). Il s’agira alors de transformer les informations
sur la position et la covariance associée de ces données,
en une zone de recherche dans l’image et en un en-
semble de valeurs possibles pour la primitive à trouver
(soit une valeur moyenne et une covariance associée). Pour
le grandCercle, il nous faut une fonction f telle que
(u0, v0, rext) = f(Xp, Yp, Zp, Rext) où
– (Xp, Yp, Zp) : la position du panneau en 3D
– Rext : le rayon du cercle extérieur en 3D
– (u0, v0) : le centre du cercle attendu dans l’image
– rext : le rayon du cercle dans l’image
Avantages. Ce principe de focalisation présente plu-
sieurs intérêts :
– la cohérence des détections : les parties n’étant recher-
chées que dans des zones plausibles compte tenu de
l’état de l’objet, elles ne pourront pas être trouvées dans
un endroit en contre indication avec les connaissances
sur l’objet
– la qualité des détections : plus la zone de recherche sera
petite, plus il sera probable que la détection soit valable
(optimisation du rapport signal sur bruit).
– une diminution des temps de calculs : plus la taille de
la zone sera faible, moins les temps de traitements pour
extraire les primitives seront élevés
La figure 3 permet d’illustrer cette focalisation. Sur la
première image, la zoneRouge a été trouvé, en jaune
apparaissent les zones de recherche possibles pour le
petitCercle et le grandCercle. Elles débordent de la
zoneRouge du fait de la grande imprécision du capteur de
rouge. Sur l’image suivante, le grandCercle a été trouvé
et la zone de recherche pour le petitCercle est diminué en
conséquence.
FIGURE 3 – focalisation des parties : exemple pour la dé-
tection de panneaux
2.5 Choix de la meilleure partie à rechercher
Il s’agit de définir ici un critère qui permettra de comparer
les différentes parties afin de sélectionner celle qui semble
la meilleure soit parce qu’elle apportera de la précision sur
la localisation de l’objet, soit parce qu’elle confortera l’hy-
pothèse de localisation. Ce critère doit prendre en compte
plusieurs facteurs.
Apport en précision. Une partie sera sélectionnée si elle
permet d’améliorer davantage la précision de la reconnais-
sance globale par rapport aux autres dans la limite des ob-
jectifs de précision demandés. Par exemple, si une pré-
cision à dix centimètres sur la position était recherchée,
même si détecter la partie pourrait permettre d’être précis
au millimètre près, ce n’est pas le plus intéressant : dans ce
cas, on cherchera plutôt à garantir une meilleure confiance.
Probabilité de faire une bonne détection . La précision
ne suffit pas à elle seule à établir un critère valable, il faut
aussi tenir compte de la confiance. Celle ci va évoluer en
fonction de la probabilité de faire une bonne détection qui
recoupe deux élements :
– la probabilité de détecter une primitive compatible avec
celle recherchée. Si un objet pieton recherché dispose
d’une partie lunettes mais que seulement un pour cent
des piétons possèdent des lunettes, cette partie ne sera
probablement pas choisie du fait de sa faible probabilité
d’existence même si réussir cette détection pourrait ap-
porter beaucoup en précision.
Si pour deux parties équivalentes en terme de temps de
traitement et d’apport en précision, l’une possède un dé-
tecteur très fiable (s’il y a X primitives dans la zone,
il renverra très exactement les X primitives) alors que
l’autre possède un détecteur moins fiable car moins ro-
buste ou plus sensible au bruit (il ne renverra que 0.8X
primitives), la première sera évidemment à privilégier.
– la probabilité de faire le bon choix parmi les primitives
détectées : imaginons un objet composé de dix parties
dont neuf nécessitant la primitive cercle et une néces-
sitant la primitive carré. Supposons en outre qu’au dé-
part, les zones de recherches de toutes ces parties soient
confondues. Lorsqu’un cercle sera trouvé il pourrait ap-
partenir à n’importe laquelle des neuf parties nécessi-
tant un cercle, les chances de faire une mauvaise asso-
ciation sont donc élevées ce qui entrainera une chute de
la confiance. Au contraire, une seule partie réclame un
carré, il n’y a donc pas de risque de confusion.
Le gain des autres parties. Lorsque plusieurs parties né-
cessitent la même primitive et ont des zones qui se che-
vauchent, il y a risque de confusion. Mais ce chevauche-
ment peut aussi présenter des avantages : puisque les dé-
tecteurs renvoient toutes les primitives de la zone qu’ils ont
détectées, il est possible qu’en plus d’avoir trouvé la primi-
tive correspondant à leur partie, ils aient aussi trouvé la pri-
mitive d’une autre partie. Ainsi, pour cette partie au lieu de
lancer son détecteur sur toute une zone, il lui suffira d’aller
la chercher parmi la liste des primitives déjà trouvées (as-
pect bottom-up). Dans l’exemple du panneau de limitation,
le grandCercle pourra être privilégié car il permettra très
probablement de trouver le petitCercle en même temps.
Temps de calcul. Les parties seront également sélection-
nées en fonction des temps de calculs nécessaires à leurs
détecteurs pour trouver des primitives. Si une partie pos-
sède un détecteur extrêmement précis mais qui nécessite
des temps de calculs très élevés alors qu’une autre par-
tie apportera moins de précision mais pourra le faire ra-
pidement, cette seconde semble, dans un premier temps,
plus intéressante. L’autre partie sera traitée ultérieurement,
lorsque, par focalisation, sa zone de recherche sera plus
restreinte et donc moins coûteuse en temps.
L’apport informationnel d’une partie. Enfin, un
dernier critère réside dans l’apport d’information que peut
faire une partie : si une détection a déjà été tenté dans
l’image pour une partie, elle ne pourra pas nous donner
d’autres informations : soit elle a été détecté et l’objet
a déjà profité de la connaissance de sa position, soit la
détection a échoué et elle n’est donc pas détectable.
Une grande partie de ces sous-critères provient directement
des objectifs de précision (estimer l’apport en précision de
la partie) et de confiance (limiter les risques de confusion,
choisir un détecteur fiable). Le reste provient d’un souci
d’efficacité de l’algorithme (choisir les parties les plus pro-
bables, tenir compte des temps de détections...).
2.6 Détecteur et Détection
Caractéristiques du détecteur. A la fois pour pouvoir
calculer le critère pour le choix de la meilleure partie (voir
2.5) et surtout pour la mise à jour de la confiance après
l’échec ou la réussite d’une détection (2.8), il est nécessaire
d’avoir les caractéristiques techniques des détecteurs.
– α : la probabilité qu’a le détecteur de ne rien renvoyer
malgré la présence d’une primitive (qu’il sait normale-
ment détecter) dans sa zone de recherche. Elle pourra
éventuellement dépendre de la taille de la zone de re-
cherche ou encore de la distance par rapport à l’ob-
jet. Dans une première approximation, on la considérera
comme fixe.
– β : la probabilité qu’a le détecteur de renvoyer une détec-
tion sur une primitive qui n’existe pas réellement dans sa
zone de recherche (il a confondu du bruit avec une primi-
tive). Comme précedemment, on la considérera fixe bien
que des critères identiques pourraient entrer en compte.
– tCalcul : le temps de traitements nécessaire au détec-
teur pour extraire une primitive dans une zone de taille
donnée.
– précision : la précision que garantit le détecteur sur sa
mesure. En effet, la précision du détecteur influencera
évidemment l’apport de précision pour l’état de l’objet
si la détection réussie.
Détection.
1. Première phase : recherche dans l’existant
On dispose d’une liste Lprimitives de primitives déjà
trouvées. Cette liste sera vide à l’étape 0 puis elle se
remplira au fur et à mesure que des détections seront
lancées par les différentes parties.
La détection d’une primitive débutera donc par une re-
cherche dans cette liste. Seules les primitives du type
adéquat seront examinées plus en détail (si un cercle
est cherché, les lignes déjà détectées ne présentent
aucun intérêt). Parmi celles-ci seront éliminées celles
qui ne se trouvent pas dans la bonne zone et celles
qui sont déjà utilisées (si un cercle a été associé à
la partie grandCercle il ne pourra évidemment pas
servir à la partie petitCercle). Parmi les primitives
restantes, la meilleure sera sélectionnée. Si cette pri-
mitive convient (voir 2.7), la phase de détection se ter-
mine et indique qu’elle a réussie sinon, elle passe à la
seconde phase.
2. Seconde phase : recherche de nouvelles primitives
Rien de probant n’ayant été trouvé dans la liste
Lprimitives de primitives déjà détectées, le détecteur
va donc chercher de nouvelles primitives dans la zone
de recherche associée à sa partie. Il renvoie la liste
complètes des primitives qu’il trouve. Ces primitives
seront en partie ajoutées à Lprimitives. En effet, cer-
taines primitives avaient pu déjà être trouvées. En-
suite, la meilleure primitive parmi les nouvelles sera
cherchée.
2.7 Choix de la meilleure primitive
Lors de la focalisation, en plus de déterminer la zone de
recherche pour le détecteur, une valeur moyenne avec sa
covariance a été calculée qui détermine les caractéristiques
estimées de la primitive recherchée dans l’image. Néan-
moins, l’intervalle de valeurs admissibles doit être aug-
menté en fonction de la précision du détecteur utilisé. En
effet, le détecteur peutmal trouver une primitive : il estime
sa position avec un léger décalage par rapport à la réalité du
fait de son manque de précision or ce décalage peut suffire
à la faire rejeter. Pour choisir la meilleure primitive parmi
les primitives candidates, la distance de Mahalanobis entre
la primitive trouvée et la primitive attendue est calculée : si
Euv est l’état attendu dans l’image, covEuv sa covariance
associée (incluant l’erreur possible du détecteur) et E˜uv la






La meilleure primitive est donc celle dont la distance est
la plus faible. Elle sera considérée comme acceptable si :
dMahalanobis <= D où D sest le seuil d’acceptabilité. Si
la meilleure distance est supérieure à ce seuil fixé, la détec-
tion aura échoué.
2.8 Mise à jour
La partie vient de finir sa détection. La réussite ou l’échec
de celle-ci va nécessairement avoir un impact sur l’état de
l’objet. Celui-ci va donc être mis à jour afin de tenir compte
des informations fournies par cette détection. Les deux cas
vont être traités séparément.
Les évènements suivants serviront pour le calcul de la
confiance dans les deux cas :
– P zf : présence d’une primitive de type f dans une zone
de taille z.
En effet, avoir détecté une primitive ne nous apportera
que peu de garanties sur la localisation si cette primitive
apparait très fréquemment dans l’image. Plus la zone
sera faible, moins il sera probable d’avoir réussie la dé-
tection par chance.
– dz : faire une détection dans une zone de taille z.
La probabilité associée dépendra évidemment des carac-
téristiques du détecteur et de la confiance à l’état précé-
dent. Si le détecteur est quasiment parfait pour une partie
existente, ne pas la trouver entrainera une chute brusque
de la confiance.
– d¯z : avoir échoué la détection dans une zone de taille z.
L’impact de l’échec d’une détection sur la confiance dé-
pendra de la qualité du détecteur ( est il possible qu’il
ait manqué la primitive en dépit de sa présence) et de la
probabilité d’existence de la partie associée (plus celle
ci est faible, moins un échec sera grave).
– Ek : être dans la zone définie par le vecteur d’état de
l’objet et sa covariance. Par définition, p(Ek) = pEk),
il s’agit de la valeur de la confiance.
– vk : la partie k est présente dans l’objet.
Rappel :
– α : la probabilité qu’a le détecteur de ne rien renvoyer
malgré la présence d’une primitive (qu’il sait normale-
ment détecter) dans sa zone de recherche.
D’où : α = p(d¯z |P zf )
– β : la probabilité qu’a le détecteur de renvoyer une dé-
tection sur une primitive qui n’existe pas réellement dans
sa zone de recherche.
D’où : β = p(dz|P¯ zf )
Echec de la détection.
1. Mise à jour de l’état.
Sans primitive trouvée, aucune information supplé-
mentaire sur la position (et l’incertitude liée) de l’ob-
jet ne peux être fournie. L’état mis à jour est donc
strictement le même que le précédent ; il en va de
même pour la covariance.
– Ek+1 = Ek
– covEk+1 = covEk
2. Mise à jour de la confiance.
Par contre, ne pas avoir détecté nous donne de l’infor-
mation sur notre confiance.
On cherche à calculer : pEk+1 = p(Ek|d¯z)
On obtient : p(Ek|d¯z) = p(d¯
z|Ek)p(Ek)
p(d¯z)
avec la formule de Bayes,
– p(Ek) = pEk : connue
– p(d¯z|Ek) = p(d¯z|Ek, vk)p(vk) +
p(d¯z|Ek, v¯k)p(v¯k)
avec la formule des probabilités complètes
– p(d¯z |Ek, vk) = p(d¯z|Ek, vk, P
z
f ) = α.
En effet, on ne gère pas les occultations donc si
la partie est présente, alors sa primitive doit se
trouver dans la zone.





p(d¯z |Ek, v¯k, P¯ zf )p(P¯
z
f )
– p(d¯z |Ek, v¯k, P
z
f ) = p(d¯
z|P zf ) .
La réussite ou non de la détection ne dépend
pas de l’état de l’objet mais juste de la pré-
sence ou de l’absence de primitives dans la
zone (par contre la probabilité d’avoir une
ou plusieurs primitives dans la zone obser-
vée dépend en partie de Ek). On a alors :
p(d¯z |Ek, v¯k, P
z
f ) = α
– p(d¯z |Ek, v¯k, P¯ zf ) = 1− β
– p(P zf ) = 1−p(P¯
z





– p(d¯z) = p(d¯z|P zf )p(P
z




Réussite de la détection.
1. Mise à jour de l’état.
Un filtre de Kalman est utilisé pour mettre à jour notre
état :
Prédiction
A priori, l’objet n’a pas bougé puisqu’on est toujours
en train de chercher les différents éléments qui le com-
posent dans une même image.
– Ek+1|k = Ek
– covEk+1|k = covEk
Mise à Jour
yk = zk −HkEk+1|k
Sk = HkcovEk+1|kH
T






Ek+1 = Ek+1|k +Kkyk
covEk+1 = (I −KkHk)covEk+1|k
avec
zk : observation ou mesure du process à l’instant k
Hk : matrice qui relie l’état Ek à la mesure zk
covY k : matrice de covariance du bruit de mesure
I : matrice identité aux dimensions adéquates
2. Mise à jour de la confiance.
On cherche à calculer : pEk+1 = p(Ek|dz) Avec la





– p(dz |Ek) = 1− p(d¯z|Ek)
– p(dz) = 1− p(d¯z)
Pour plus de détails, se référer au cas de l’échec de
détection, les calculs sont très similaires.
2.9 Retour
Il s’agit ici de prendre en compte les erreurs qui ont
pu avoir lieu lors des étapes précédentes, en particu-
lier les mauvaises associations qui ont pu être réalisées.
Par exemple, la primitive qui aurait dû être associée au
petitCercle a été associée au grandCercle. Il est évident
qu’avec cette mauvaise hypothèse, la partie petitCercle ne
pourra pas être trouvée. Il faut donc revenir en arrière.
Critère de retour. Il faut définir un critère pour savoir à
quel moment revenir en arrière et faire de nouvelles hypo-
thèses.
– une première idée pourrait être de remonter dès que la
confiance devient trop faible. Mais une faible confiance
peut avoir plusieurs explications :
– plusieurs candidats possibles : il y avait plusieurs pri-
mitives qui auraient pu être sélectionnées pour la par-
tie et donc une mauvaise association a pu survenir,
ce qui diminue grandement la confiance. Pour autant,
tant que la partie suivante n’a pas réalisé sa détection,
il n’est pas possible de savoir si le choix précédent
était le bon ou non.
– une ou plusieurs détections précédentes ont échouées :
dans ce cas effectivement, sans indice pour corroborer
les hypothèses faites précédemment, un retour en ar-
rière semble nécessaire.
– une deuxième idée serait de revenir en arrière dès qu’une
détection échoue mais ce n’est pas non plus un bon cri-
tère. En effet, cet echec peut survenir à cause d’une er-
reur du détecteur, d’un problème d’occultation ou encore
à cause de l’inexistence d’une partie et non pas à cause
d’une mauvaise hypothèse faite auparavant.
– il faut donc tenir compte des deux critères précédents : il
faudra à la fois un échec de détection ET une confiance
faible pour revenir en arrière. Ainsi, si la confiance est
faible du fait d’une mauvaise association, la détection
ayant réussie (sinon il n’y a pas d’association possible),
cela reporte le retour éventuel à l’étape suivante et il
sera donc fonction de la prochaine détection. Pour la dé-
tection, si elle a échoué en raison de la faible probabi-
lité d’existence de sa partie, lors de la mise à jour, la
confiance diminuera peu et donc le processus se pour-
suivra également.
Indice de retour. Une fois les conditions de retour rem-
plies, le retour se fera jusqu’à l’état juste avant la dernière
détection réussie. En effet, s’il y a un retour en arrière, cela
doit venir d’une mauvaise association lors d’une des étapes
précédentes, or pour avoir fait une mauvaise association, il
faut nécessairement avoir réussi la détection. Pour éviter
de refaire le même choix, la primitive qui semble avoir été
mal associée sera marquée. Elle ne pourra donc plus être
choisie à cette étape là, le choix se fera alors parmi les pri-
mitives adéquates restantes. S’il y avait une seule et unique
primitive correspondant, le retour débouchera à l’itération
suivante sur une non-détection qui entrainera un retour en-
core antérieur.
3 Resultats
Dans cette partie, nous présenterons les premiers résultats
de cette approche dans le cadre d’une scène routière avec
une première application qui cherchera les panneaux de
limitations de vitesse et une seconde application pour les
bords de route. (le modèle pris est celui de [1]).
FIGURE 4 – quelques résultats pour la détection de pan-
neaux
Sur la figure 4, les panneaux sont bien détectés. On re-
marque, sur la dernière image que tout le pourtour du pan-
neau n’est pas considéré comme rouge. L’incertitude liée
à cette détection étant assez élevé, les cercles sont malgré
tout trouvés par la suite mais dans d’autres images, l’échec
à trouver des zones rouges convenables a empêché la pour-
suite de la reconnaissance. Souvent, ce sont les résultats
du détecteur de cercles qui sont insuffisants pour assurer la
reconnaissance de l’objet.
Le seuil pour la confiance a été fixé à 0.85. Les valeurs
de r et Rext ont été fixés. La précision des détecteurs de
cercles a été fixée à 4 pixels, celle pour le détecteur de
rouge à 15 pixels. Avec ces valeurs, la précision obtenue
est aux alentours d’une vingtaine de centimètres pour la
position latérale, d’une quinzaine de centimètres pour
la hauteur du panneau et d’environ deux mètres pour la
profondeur. Cette dernière varie beaucoup en fonction de
la distance du panneau : plus le panneau est estimé loin,
plus la précision sur la profondeur sera faible. En effet, le
panneau sera plus petit dans l’image et l’erreur de quatre
pixels du détecteur représentera proportionnellement une
part plus important du rayon du panneau dans l’image.
Si l’algorithme est lancé sur plusieurs images successives
(sans suivi), la position latéral et la hauteur va peu varier
d’une image à l’autre alors que la profondeur va nettement
diminuer au fur et à mesure (le véhicule se rapproche du
panneau).
La méthode a ensuite été appliquée à la détection de
bords de route grâce à son marquage. Pour ce faire, l’objet
a été décomposé en dix-huit parties : neuf pour le bord
gauche et neuf pour le bord droit. L’image est découpée en
dix zones sur sa hauteur (les ordonnées du découpage sont
figées). Les primitives seront alors les couples d’abcisses
(uib, u
i
h) tels que (uih, vih) et (uib, vib) soient les deux
extrémités d’une droite ((vib, vih) sont respectivement les
ordonnées basses et hautes d’une zone par rapport au
découpage de l’image). Le détecteur utilisé est ici un
détecteur de lignes selon le principe de la transformée
de Hough et le segment trouvé est prolongé si nécessaire
pour prendre fin aux ordonnées données (la route est
face au véhicule donc les lignes horizontales ne sont pas
intéressantes et ne posent donc pas de soucis).
FIGURE 5 – quelques résultats pour la détection de bords
de route
Pour la route, les lignes vertes représentent le résultat des
détections, les zones jaunes représentent les parties pour
lesquelles rien n’a été tenté et les zones bleues corres-
pondent aux échecs de détection. Sur la première ligne, les
bords de route détectés de chaque côté sont cohérents. Par
contre, sur les autres images, le bord gauche de la ligne
blanche de gauche a été associé avec le bord droit de la
ligne de droite au lieu du bord gauche. En effet, une cer-
taine latitude est autorisée sur la valeur de la largeur de la
route de départ. Une fois le choix initial fait, les détections
suivantes n’étant pas gênées par ce choix, l’objet est es-
timé détecté. On notera que l’échec de détection d’une ou
plusieurs parties de la route n’empêche pas la détection de
cette dernière même si trop d’échecs conduisent inévita-
blement au rejet de la solution. Par contre, la détection de
toutes les parties n’est pas nécessaire pour remplir les ob-
jectifs fixés, par conséquence, le programme s’arrête dès
que ceux ci sont remplis. C’est pourquoi, il reste des zones
jaunes où aucune détection n’a été lancée.
La figure 6 montre l’évolution de la confiance au cours des
différentes itérations. La première image indique l’ordre
de détection des différentes parties et le graphique sui-
vant montre les variations de la confiance en fonction de
la réussite ou non des détections. Les flèches rouges cor-
respondent aux échecs de détection. Le critère pour la
confiance a été fixé à 0.95. Pour la position, une précision
de cinq centimètres est demandée pour la position latérale
et la largeur de la route. On remarque que le critère de
confiance est rempli une première fois mais le programme
ne s’arrête pas : en effet, le critère de position n’est pas en-
core atteint à l’itération correspondante. Avec les critères
choisis, la détection d’une route nécessite environ 300 ms.
FIGURE 6 – évolution de la confiance au cours des itéra-
tions
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5 Conclusion et perspectives
Cette méthode de reconnaissance permet de prendre en
compte les connaissances a priori que nous avons sur la
scène et les objets qui la composent. Elle s’adapte à dif-
férents objets tant qu’un découpage en partie avec primi-
tive et détecteur associés est possible. Le processus est en
outre capable de choisir de manière automatique selon ses
connaissances actuelles dans quel ordre il doit lancer les
détections. L’étape de focalisation permet de s’assurer de
la cohérence des positions des différentes parties trouvées,
elle diminue en outre les risques de mauvaises détections
et le temps de traitement nécessaire pour chaque partie. Le
travail sur la confiance permet de remettre en cause les hy-
pothèses d’associations des différentes primitives.
L’approche est récente, en particulier toute la gestion de la
confiance. Les premiers résultats sont encourageants. Les
perspectives de ce travail portent sur plusieurs axes. En pre-
mier lieu, une optimisation des détecteurs utilisés devrait
améliorer la fiabilité du processus et permettre de travailler
en temps réel. Ensuite, un suivi des objets reconnus sur une
suite d’images prises par un véhicule serait intéressant. En-
fin, le plus important sera de complexifier la scène afin de
pouvoir reconnaître plusieurs objets en tenant comptes de
leurs interdépendances non seulement en terme de position
mais aussi de visibilité (ceci afin de permettre de gérer les
occultations). Par exemple, il s’agira de gérer les interac-
tions entre l’objet route et l’objet panneau
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