This paper examines the application of linear transformations for speaker and environmental adaptation in an HMM-based speech recognition system. In particular, transformations that are trained in a maximum likelihood sense on adaptation data are investigated. Other than in the form of a simple bias, strict linear feature-space transformations are inappropriate in this case. Hence, only model-based linear transforms are considered. The paper compares the two possible forms of model-based transforms: (i) unconstrained, where any combination of mean and variance transform may be used, and (ii) constrained, which requires the variance transform to have the same form as the mean transform (sometimes referred to as feature-space transforms). Re-estimation formulae for all appropriate cases of transform are given. This includes a new and e cient \full" variance transform and the extension of the constrained model-space transform from the simple diagonal case to the full or block-diagonal case. The constrained and unconstrained transforms are evaluated in terms of computational cost, recognition time e ciency, and use for speaker adaptive training. The recognition performance of the two model-space transforms on a large vocabulary speech recognition task using incremental adaptation is investigated. In addition, initial experiments using the constrained model-space transform for speaker adaptive training are detailed.
Introduction
In recent years there has been a vast amount of work done on estimating and applying linear transformations to HMM-based recognisers 2, 4, 13, 17]. Though not the only possible model adaptation scheme, for example maximum a-posteriori adaptation 10] may be used, linear transforms have been shown to be a powerful tool for both speaker and environmental adaptation. Irrespective of the form of transformation, the ability to adapt model sets with large numbers of parameters with little adaptation is essential. Linear transformations achieve this by assuming that they capture general relationships between the original model set and the current speaker or new acoustic environment. Hence, many model parameters may be adapted using the same transform, even when those parameters have not been observed in the adaptation data. These transformations may be estimated in many ways, but for the purpose of this paper only maximum likelihood (ML) estimation will be considered. Here, the transformation is trained on a particular set of adaptation data, such that it maximises the likelihood of that adaptation data given the current model-set. The theory behind these ML trained transforms is well established 22] . However the actual forms of the transform that have been applied to date are limited, due to the complexity of optimising the transformation parameters. The aim of this paper is to present the various forms of maximum likelihood linear transformations that may be applied to an HMM-based speech recognition system and how they may be simply estimated.
Usually linear transformations are described as being applied in either the model-space or feature-space 21]. This paper uses the same terminology, but applied in a very strict sense. Thus a feature-space transform is required to only act on the features, it is not allowed to alter the recogniser stage in any way 2 . A variety of linear feature-space transformations for adaptation and compensation for speech recognition have been proposed in the literature 12, 15, 16] . ML training of linear feature-space transformations may be shown to be, not surprisingly, inappropriate for speech recognition (see 7] ). In contrast, model-space transformations, which act on the model parameters themselves, have been shown to be useful. There are two main forms of model-space transformation 3 . First, there is the unconstrained case (e.g. 13, 9] ) where the transforms on the means and variances are unrelated to each other. Alternatively, for the constrained case (e.g. 4]), the mean transformation and variance transformation are required to have the same form, other than the bias. Both forms of transform may be used for speaker adaptation 13, 4] and environmental compensation 21, 9] .
Re-estimation formulae for both forms of model-space transform are given in this paper. For the unconstrained transform the various cases of variance transform are described. These include a new and e cient variance transform. Extension of the constrained model-space transform from the simple diagonal case to the full or block-diagonal case is also presented. These transforms are then compared in terms of e ciency at run-time and in training the transform.
There has also been much interest in using adaptation techniques in both training and testing 1, 11] . Here, instead of applying the test set adaptation transforms to a speaker-independent modelset they are applied to a model set trained using that adaptation scheme. Thus the model-set used in adaptation should model just the intra-speaker variability rather than both the intra and inter-speaker variability. Speaker adaptive training (SAT) 1] is one such scheme. Standard SAT uses an unconstrained model-space transform of the mean in both training and testing. The use of constrained model-space transforms for SAT is presented here. It yields simple re-estimation formulae, overcoming some of the problems associated with traditional SAT training.
The next section describes the two possible linear model-space transformations. For the unconstrained model-space transform an e cient new variance transform is described. The theory behind constrained transformations is extended so that full, or block-diagonal, linear transformations may be trained in addition to the diagonal case described in 4]. Various implementation issues involving linear transformations are then detailed including speed and applicability for speaker adaptive training. Finally, experiments on a large vocabulary task are described and conclusions drawn.
2 Linear Model-Space Transformations As previously described there are two forms of model-space linear transformation. First an unconstrained transformation may be used where the mean transformation and the variance transform are independent of one another. Alternatively a constrained transform may be used, where the transformation of the variance must correspond to that applied to the mean. Both these transforms are described in detail below.
In all cases the parameters of the linear transform are found using an EM approach is the normalisation constant associated with Gaussian component m, and O T = fo(1); : : : ; o(T)g is the adaptation data on which the transform is to be trained.
Unconstrained Model-Space Transformations
Unconstrained linear model-space transformations allow any transform of the mean and variance. They are therefore more exible than the constrained case. The general linear transform of the mean, , is given by^
is the extended mean vector, 1 T T , and W is the extended transform, b T A T T .
The variance transform may be modi ed either usinĝ
where L is the Choleski factor of the original covariance matrix , or = H H T
In both cases H is the transformation matrix to be obtained. Solutions for various speci c cases of these general transforms can be obtained.
Mean transform
The general transformation of the mean may be where Z is de ned in equation 8. At each iteration this is guaranteed to increase the likelihood 5 . As this is an indirect optimisation solution, it is not possible to state the number of iterations required for a \good" solution, however there is now no need for inverting G (i) .
Variance transform
When the variance is to be transformed in addition to the means, the optimisation is performed in two stages 9]. First the mean transformation is found, given the current variance (and variance transform). Second the variance transform is found given the current mean (and mean transform). The whole process may then be repeated. Thus the following set of inequalities are set up. (16) where the modelsM have just the means updated to^ (1) ; : : : ;^ (M ) and the models M have both the means and the variances^ (1) ; : : : ;^ (M ) updated.
In 17] the case of a bias on the mean with a simple scaling of the variance is described. In 9] this is extended to the case where a general transform of the mean is applied. It should be noted that for the simple diagonal variance transform case, the same results are obtained using either equation 4 or 5. In 9] the form of the variance transform is also extended to the case where non-diagonal transforms are used in equation 4. It is shown that
Unfortunately, the computational cost associated with recognition using the transform obtained from 17 is high. In fact it is comparable to the full covariance case, though not necessarily with the memory requirements 9], since the likelihood must be calculated as L (o( ); ; ; A; b; H) = N o( );^ ;^ (18) and^ is now a full covariance matrix.
Alternatively the variance transform described in equation 5 may be used. In appendix A an iterative solution for the non-diagonal variance transform case is given, assuming that the original covariance matrices were diagonal. It is shown that
increase the likelihood at each iteration. The optimisation has the same form as the semi-tied fullcovariance optimisation 8], where an indirect method over the rows was previously presented. The advantage of the indirect method was that it did not involve the inversion of G (i) . In contrast to the variance transform in equation 4, the log-likelihood calculation at run time may be implemented e ciently when the original models have diagonal covariance matrices as log (L (o( ); ; ; A; b; H)) = log ? N ? H ?1 o( ); H ?1^ ; ? log (jHj) (21) Thus by appropriately modifying the means the additional cost at recognition time is just a matrix-vector multiplication and a simple addition.
The transform using a simple bias on the variance 20, 22] is not considered here, as for many situations it can give an inappropriate transformation. For cases where the variance bias is not constrained to be positive any unobserved Gaussian component may end up with negative variances unless some variance ooring is used. Unfortunately constraining the variance bias to be positive is a major restriction as in many cases, particularly with cepstral parameters currently popular in speech recognition, the variance tends to decrease. This is true for both speech corrupted by additive noise and when performing speaker adaptation.
Constrained Model-Space Transformations
The constrained model-based transform was rst described in 4]. Here the transformation applied to the variance must correspond to the transform applied to the means. Thus the general form iŝ
In 4] the problem is solved for the diagonal transformation case. Here, a solution for the full transformation case which is guaranteed to increase the likelihood of the adaptation data is given. It is assumed for this work that the original models to be adapted have diagonal covariance matrices.
Substituting equations 22 and 23 in equation 1 and re-arranging
and satis es a simple quadratic expression given in equation 65. Again this is an iterative solution over the rows since the rows of the transform are dependent on one another via the extended cofactor vector p i . In appendix B an iterative solution over the rows, which does not require inverting G (i) is also given. Equation 24 illustrates a possible advantage of the constrained model-space transformation compared to the unconstrained case. The constrained transform may be implemented as a transformation of the observed features and a simple addition of the term log(jAj) 6 . Thus during recognition the log-likelihoods are calculated as log (L (o( ); ; ; A; b)) = log (N (Ao( ) + b; ; )) + log (jAj) (29)
Furthermore there is no need to adapt the original model parameters, which may in some circumstances be computationally expensive.
3 Implementation Issues
Complexity versus speci city
The trade-o between the complexity of the transformation, e.g. full, block-diagonal or diagonal, versus the number of transformations that may be robustly estimated is an important one. Normally the complexity of the transformation is selected then an appropriate number of transforms generated. The question of what the appropriate number of transforms is for a particular set of adaptation data and how the Gaussian components should be grouped together is interesting and is discussed in 6]. The question of complexity versus speci city was also examined in 17], where using an unconstrained block-diagonal mean transformation was shown to be better than a diagonal transformation. This may be contrasted with variances where the use of a diagonal transform was found to be about the same as block-diagonal or full transforms 9], but at a considerably increased computational cost (as the transformation was implemented using equation 4).
Computational Cost
An important consideration in the choice of adaptation algorithm is the computational load, both in training the transform and during recognition. This is particularly important when training and applying the transforms in an incremental adaptation mode 7 . For this section only the unconstrained and constrained model-space transformations with diagonal covariance matrices for the original models will be considered. In both cases the cost of a full transformation matrix will be calculated 8 . There are two distinct computational overheads associated with generating the transforms. The rst is the cost of accumulating the appropriate statistics. Second is the cost of estimating the transform having accumulated the appropriate statistics.
1. Unconstrained model-space transformation: There is a choice of how the statistics are to be accumulated for the unconstrained model-space transformation 9]. If accumulated at the Gaussian component level it is only necessary to store the vector sum and occupancy for each component. However, prior to estimating the transform it os necessary to generate G (i) and k (i) (de ned in equations 11 and 12 respectively for each of the n dimensions. This is a function of the number of observed components, requiring O(n 3 ) multiply accumulates for each. Alternatively, G (i) and k (i) may be directly accumulated. This is now a function of the number of adaptation frames and number of Gaussian components with signi cant posterior probabilitied per frame. This is more computationally expensive, but is performed continuously. When calculating the transform using the direct method with diagonal covariance matrices, it is necessary to invert an (n + 1) by (n + . In reality of course when using incremental adaptation the new transform estimate will be initialised with the previous one, thus dramatically reducing the required number of iterations. Furthermore, it is not necessary to invert G (i) , as an indirect optimisation over each row may be used. During recognition there is a cost of a matrix-vector multiplication for each transform for each observations, in addition to a simple addition per Gaussian component. Thus, for R transforms this is O(TRn 2 ), where T is the total number of observations. The nal choice of the most appropriate transformation, solely considering speed not performance, depends on the application and the nature of the model-set being used. For static adaptation, for example on enrolment, the use of an unconstrained model transformation (with either none or diagonal variance transformation) is good as the adaptation is only performed once and there is no additional recognition time cost. In contrast where incremental adaptation is to be used, a constrained model space transformation is good as there is no need to adapt the actual models themselves. 9 This may actually be done in n log 2 (7) operations. 10 In practice by initialising the leading diagonal terms to their diagonal transform values (this is non-iterative) only a couple of iterations were required in the optimisation to obtain \good" transforms. is the extended mean vector. It is simple to see that when M < n, G
Numerical Accuracy
cannot have full rank. This problem can be easily handled by using singular value decomposition (SVD), where eigenvalues that are below the accuracy of the machine are set to zero 12].
A similar situation may occur for the constrained model-space transform, or when calculating the e cient full variance transform for the unconstrained case. Again the numerical accuracy problem manifests itself when inverting G (i) , though now this has the form
There are two solutions to this problem. The rst is to use block-diagonal transformations, thus dramatically reducing the chance of non-full rank matrices. Alternatively SVD may again be used.
Statistics Required
An issue in the practical implementation of estimating the transform is the statistics required. 
Speaker Adaptive Training
Recently there has been much interest in using adaptation techniques in both training and testing. When using these techniques, instead of applying the test set adaptation transforms to a speakerindependent model-set they are applied to a model set trained using that adaptation scheme. is the transformation associated with speaker s
11
. Unfortunately when implementing these re-estimation formulae there are severe computational and memory overheads 14, 19] . In order to update the means as described in equation 32 it is necessary to store a full, or block-diagonal, matrix for each Gaussian component. This rapidly becomes impractical as the number of Gaussian components used in the system increases. Furthermore it is not possible to perform a simple update of the model means and variances in the same pass.
These problems do not occur when the constrained model-space linear transformation is used in SAT. The re-estimation formulae become almost identical to the standard mean and variance reestimation formulae 12 . The training of the speaker-dependent constrained transforms is performed as described in section 2. (39) Thus with the constrained model-space transform the use of speaker adaptive training is simple and requires minimum alteration to the standard code.
Results
The results presented in this section are not meant to show a complete comparison of all possible linear model-space transformations trained in a ML fashion. The aim is to compare some possible constrained and unconstrained transformations for speaker adaptation, environmental adaptation and speaker adaptive training. 11 For simplicity of notation a single transform is assumed per speaker. The extension to multiple transformations is trivial. 12 The presentation given here considers linear transformations. If the alternative feature-space transformation de nition given in 22] is used instead of the strict form presented here, the same re-estimation formulae will result for all the possible feature-space transforms, since the Jacobian will only be a function of the observation not the model parameters.
Recognition System
The baseline system used for the recognition task was a gender-independent cross-word-triphone mixture-Gaussian tied-state HMM system. This was the same as the \HMM-1" model set used in the HTK 1994 ARPA evaluation system 23]. The speech was parameterised into 12 MFCCs, C 1 to C 12 , along with normalised log-energy and the rst and second di erentials of these parameters.
This yielded a 39-dimensional feature vector. Cepstral mean normalisation was then applied to this vector. The acoustic training data consisted of 36493 sentences from the SI-284 WSJ0 and WSJ1 sets, and the LIMSI 1993 WSJ lexicon and phone set were used. The standard HTK system was trained using decision-tree-based state clustering 24] to de ne 6399 speech states. For the H1 task a 65k word list and dictionary was used with the trigram language model described in 23]. For the S5 task a 5K vocabulary with trigram language model was used. All decoding used a dynamic-network decoder 18] which can either operate in a single-pass or rescore pre-computed word lattices. A 12 component mixture Gaussian distribution was then trained for each tied state, a total of about 6 million parameters.
For the secondary channel experiments, S5, a PLP version of the standard MFCC models were built using single-pass retraining 5] on the secondary channel training data. This was to ensure that a reasonable initial model set was used in the adaptation process.
All recognition tests were carried out on the 1994 ARPA Hub 1 and S5 evaluation data. The H1 task is an unlimited vocabulary task with approximately 15 sentences per speaker. The data was recorded in a clean 13 environment. The S5 task is an unknown microphone task with a 5k word vocabulary.
For both the static and incremental adaptation experiments the assignment of Gaussian components to transforms was performed using a regression class tree. The classes were determined by grouping Gaussian components in acoustic space as described in 13].
Constrained versus Unconstrained Transformations
The experiments carried out in this section were run using incremental adaptation. The choice of clustering for the transformations was generated using a regression class tree 13] with the minimum occupancy thresholds empirically derived from similar tasks for both the diagonal and blockdiagonal, with separate blocks for the static, delta and delta-delta parameters, transformation cases. Table 1 shows the performance of the block-diagonal constrained model-space transform and an unconstrained mean transform run in an incremental adaptation mode. Comparing the two forms of transformation it is hard to obtain a consistent picture. On the evaluation data, the constrained case performs better, on the S5 task the unconstrained case performs better. For the unconstrained case, further slight reductions in word error rate may be obtained by compensating the variances, for example using a diagonal variance transform on the H1 evaluation task the performance was 13 Here the term \clean" refers to the training and test conditions being from the same microphone type with a high signal-to-noise ratio.
8.04% error rate, and on the S5 task 6.93% 14 . What can be observed from table 1 is that the use of block diagonal transformations, though resulting in far fewer transformations, gave consistently better results than the diagonal transform in all cases.
Speaker Adaptive Training
All the experiments described in this section were carried out in an unsupervised static mode with the speaker-independent recognition transcriptions used for adaptation. This was not acceptable for the actual evaluation, but was felt to allow better contrasts as the same initial adaptation word transcription can be used for all schemes. In all cases a block-diagonal transform was used with separate blocks for the static, delta and delta-delta parameters. An average of about 125 sentences per speaker were available for the training data and 15 sentences of test data. Table 2 shows the performance of the standard SI model set adapted using static unsupervised adaptation on the test data. Only mean adaptation was used for the unconstrained case. For unsupervised static adaptation it is again hard to assess whether a constrained transform is better or worse than an unconstrained one. The unconstrained transform performs better on the development data, the constrained transform performed better on the evaluation data. This again indicates that in terms of performance the two types of transform are comparable.
Only unconstrained mean adaptation (standard MLLR) is considered in table 2. Variance adaptation further improves performance. Using two diagonal variance transforms the error rate on the evaluation data dropped from 8.21% to 8.04%. Using the e cient variance full variance transform (implemented using a block diagonal transform similar to the means), equation 5, this dropped to 7.70%. Even with variance adaptation the performance of the two schemes, constrained and unconstrained, is comparable.
The SAT training routine used in these experiments was as follow: 1. Start with the speaker independent model set and an identity matrix transformation; 2. Estimate a speaker-dependent constrained transform given current model set; 3. Estimate new model set given current speaker-dependent transform using two iterations of Baum-Welch re-estimation (updating all the model parameters); 4. Goto step 2. For the experiments presented here only a single speaker-dependent transform was used during training. During recognition two passes through the data using the speaker-independent transcription was performed with the SAT models. The rst was used to obtain a single transform for the speaker with the SAT model. The alignments for this were felt not to be optimum 15 , so an additional pass using this transform with the same transcription to obtain the alignments was used to generate transforms used for recognition. Table 3 : Speaker adaptive models static unsupervised adaptation results Table 3 shows the results on the H1 task. On the rst iteration of speaker adaptive training gains, over applying a constrained transform to the standard speaker-independent models, of 5% and 7% respectively for the development and evaluation data using two transforms were obtained. By using an additional iteration of speaker adaptive these gains were increased to 7% and 8%. This is comparable with gains obtained using unconstrained model-space transforms in the SAT training 1, 19] , despite only using a single transform during training.
Conclusions
This paper has examined the use of ML trained linear transformations applied to an HMM-based speech recognition system. It has only considered model-space transformations, as it can be shown that a linear feature-space other than as simple bias trained in a ML fashion is not an appropriate transformation. The various forms of model-space linear transformations are investigated. They may be split into two groups: (i) unconstrained where the mean and variance transform are unrelated to one another; (ii) constrained where the variance transform has the same form as the mean transform. For the unconstrained model-space transform solutions to both the mean and variance transforms are derived, with a new e cient form of full variance transform being given. The range of possible constrained model-space transforms is extended beyond the simple diagonal case to the full or block-diagonal case. The performance of these unconstrained and constrained model-space transforms are then compared for both speaker adaptation and environmental adaptation. In both cases the use of block-diagonal transforms out-performed the diagonal transform case. However, it is not clear from the experiments performed whether one or other of the model-space transforms is better in terms of performance.
The use of this constrained transform for speaker adaptive training is also described. Simple re-estimation formulae for both the means and the variances, which avoid many of the problems associated with the use of the unconstrained transform for SAT, may be obtained for this case. Moreover these formulae may be implemented with little change to the standard training scheme. The gains obtained using the constrained transform were similar to the gains reported elsewhere for the unconstrained transform. 
Using the fact that only diagonal covariance matrices are being considered, it is possible to rewrite equation 51 as (ignoring all terms independent of W) Q(M;M) = log(p i w T i ) ? 1
