Abstract. We study the solvability and normalization, in the real analytic and smooth categories, of a class of vector fields in a neighborhood of an invariant torus. The vector fields are supposed to satisfy Siegel type conditions.
Introduction
This paper deals with the solvability and normalization of a class of vector fields in a neighborhood of an invariant torus. For a nonsingular (complex) vector field L, a necessary and sufficient condition for the local solvability of the equation Lu = F is the Nirenberg-Treves Condition (P) (see [11] and [16] ). The Condition (P) is also sufficient for the solvability in a tubular neighborhood of a nonrelatively compact orbit of L (see [6] and [7] ). However, the solvability in a neighborhood of a relatively compact orbit is not well understood. In fact there are locally solvable vector fields that are not solvable in any neighborhood of a trapped orbit (see Section 2.) The solvability and normalization of planar vector fields are considered in [4] , [8] , [9] and [10] . 
It should be noted that this result is related to normalization of dynamical systems near singular points or near invariant manifolds. Among the many works in this direction, we would like to mention the following papers: [1] , [3] , [13] , [14] and [15] . In the C ∞ -category, the complex vector field X + iY is not always normalizable (see Proposition 6.1 for a nonnormalizable vector field). However, when all the λ j 's have the same sign, X + iY is smoothly normalizable. 
Theorem 2 (Solvability)
.
Theorem 5 (Smooth normalization
The solvability of X + iY in the smooth case is more delicate. Although, for any given q, the equation (X + iY )u = F has a solution of class C q , in general it does not have solutions of class C ∞ (see Theorem 8.4 ). The organization of this paper is as follows. In Section 1, we set the necessary notation, introduce the class of vector fields and recall Condition (P). In Section 2, we give an example of a locally solvable vector field N that is not solvable (not even in the sense of distributions) in any neighborhood of the torus T m 0 . Section 3 deals with the normalization of the real vector field X + Y . Sections 4 and 5 complete the normalization theorem for X + Y , with the formal normalization in Section 4 and the solvability of the associated homological equation in Section 5. Section 6 deals with the normalization of the complex vector field X + iY and with the construction (Proposition 6.1) of a nonnormalizable vector field with commuting real and imaginary parts. The solvability of the equations (X+Y )u = F is discussed in Section 7. The equation (X + iY )u = F is considered in Section 8, and a C ∞ function F is constructed for which the equation (X +iY )u = F has no C ∞ solution (Theorem 8.4). Sections 9 and 10 contain technical results that complete the proof of the solvability of X + iY .
Theorem 6 (Smooth solvability). Suppose that X + iY is of class C

A class of vector fields
We introduce here the class of vector fields and some notation that will be used throughout.
We denote by T m the torus R m /(2πZ) m and by B(r) the ball with center 0 and radius r in R n . Set 
; R) for some r > 0 and with a = ∞ (smooth case) or a = (real analytic case), and such that
For brevity we write
. Depending on the context, we will view X and Y as either differential operators acting on functions defined in T m × R n or as mappings. The vector field X is a mapping from
, and Y is a mapping from . It follows at once (by using Fourier series) that a necessary condition for equations (1.5) and (1.6) to have solutions is that F satisfies
We will assume throughout that condition (1.7) holds whenever considering such equations in a full neighborhood of T m 0 . Note that since the frequency vector ω is nonzero, X is nonsingular along T m 0 and, consequently, the real vector field X + Y is locally solvable at each point
solution in a neighborhood of (t 0 , 0). For the complex vector field X + iY , the local solvability is a more complicated problem and there are nonsingular such vector fields that are not locally solvable. A necessary and sufficient condition for local solvability is given by the NirenbergTreves Condition (P) (see [2] or [16] ). Briefly, a linear differential operator P (D) with principal symbol p satisfies Condition (P) in a neighborhood of a point y 0 , if the function Im(p) does not change sign on any null bicharacteristic of Re(p). In particular, if P is the vector field
, where the functions b j are R-valued, then P satisfies Condition (P) if and only if for every fixed y near 0 and ξ ∈ R n , the function s −→ b j (s, y)ξ j does not change sign. Hence, any vector field defined in a neighborhood of
with the a k 's and b j 's real valued and is not a closed curve unless there exist K ∈ Z m and σ ∈ R such that ω = σK. The complex vector field X + iY does not generate a foliation in T m × B(r). However, there is the notion of Sussman orbits (see [2] or [16] ). These are the equivalence classes obtained by identifying two points in T m × B(r) if they can be joined by a finite sequence of integral curves of the real part (X) and of the imaginary part (Y ) of the vector field X + iY . The Sussman orbits of X + iY are one dimensional or two dimensional submanifolds. In particular, each orbit Γ (t 0 ,0) of X is a one-dimensional Sussman orbit of X + iY trapped in the torus T m 0 . Throughout the paper, we will use the following notation:
where Z is the set of integers and N the set of nonnegative integers, and for
A nonsolvable vector field
We give here an example of a locally solvable vector field that is not solvable in any neighborhood of the torus 
has infinite codimension. (ıı) This is an application of Theorem 1 of [17] . The vector field with real linear coefficients
is not solvable in any neighborhood of singular point 0. Indeed, with respect to the polar coordinates (
is any function that is independent on t and depends only on the radii
is necessary (by using Fourier series in the t-variables) that the equation
(ııı) This is a consequence of the proof of (ıı) since f (x, y) can be taken as an arbitrary C ∞ function that depends only on the radii (x
for any ρ = (ρ 1 , · · · , ρ n ) and if the vectors ω and a satisfy Siegel conditions (see Sections 3 and 6), then equation N ω,a u = f is solvable. It can be shown, by using Fourier series in the t and θ variables, that the series
where f KL (ρ) is the KL-th Fourier coefficient of f , defines such a solution.
Normal form: The real case
We prove that if the pair (ω, λ) satisfies a Siegel type condition, then the real vector field X + Y can be transformed into a simple model vector field M ω,λ by a diffeomorphism.
For given ω = (ω 1 , · · · , ω m ) ∈ R m and λ = (λ 1 , · · · , λ n ) ∈ R n , the Siegel type condition (S R ) is the following:
(S R ): There exists C > 0 and μ > 0 such that
This condition has appeared in earlier normalization results (see [1] or [3] ).
. Let X and Y be the vector fields given in (1.4). Then we have the following theorem. Theorem 3.1. Suppose that (ω, λ) satisfies (S R ). Then there exists a diffeomorphism
of class C a in a neighborhood of T m 0 , with φ(t, 0) = 0 and ψ(t, 0) = 0, and such that
It should be noted that in the real analytic category, this result is contained in [3] . We will therefore prove the theorem in the C ∞ category. We devote the rest of this section to the proof of Theorem 3.1.
To a function
Denote by X and Y the formal x-Taylor expansions of the vector fields X and Y :
For each k ∈ N, we denote by H k (R s ) the space of homogeneous polynomials in x ∈ R n of degree k and with coefficients in
The following proposition establishes the formal normalization of X +Y . The proof of this proposition is given in Section 4.
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Similarly, a vector field W = A(t, x)∂ t + B(t, x)∂
Proof. Consider the formal diffeomorphism Φ(θ, y) of Proposition 3.1 given by (3.5) with
. By using the Whitney Extension Theorem (see [18] ), we can find functions
where W is a vector field flat along
The proof of Theorem 3.1 is therefore reduced to removing the flat vector field W appearing in (3.7). That is, we need to find a diffeomorphism Φ such that
We are going to construct such diffeomorphism Φ in a way that it coincides with the identity to infinite order along
with φ and ψ flat along T m 0 . For this we use the periodic version of the homotopy method. This method was used in other normalization problems (see [5] , [12] , and [15] for example) and more recently by Stolovitch for the normalization in the Gevrey category of vector fields with isolated singular points ( [15] ). In our periodic context, we have the following proposition in which [A, B] stands for the Lie bracket of the vector fields A and B. 
The proof of this proposition is given in Section 5. With this proposition, we can finish the proof of Theorem 3.1 as follows. Let Z σ (t, x) be the flat vector field solution of (3.13). Let Ψ((t, x), σ) be the associated flow:
Then,
with φ and ψ flat along T m 0 . This follows at once from the initial value problem (3.14) and the flatness of Z σ (see [5] , for example). We need only to verify that for each σ fixed in [0, 1], we have
If we differentiate (3.17) with respect to σ we get
On the other hand, it follows from (3.14) that
Hence, after combining (3.19), (3.18) , and (3.14), we find that
This is precisely equation (3.13) . The proof of Theorem 3.1 is complete.
Proof of Proposition 3.1: Formal normalization
In the space of formal power series
, and for N ∈ N, consider the truncation and projection operators defined by
The following lemma will be used.
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be its y-Taylor series. Then, for the formal power series Φ given by (3.5) with ψ 1 = 0, we have
where
Proof. For a given θ ∈ T m , the Taylor polynomial of degree N of the function
where H ∈ N m and L ∈ N n . Hence, the truncated series of order N of A( Φ) is
Since ψ 1 = 0 and |L| ≥ 1 (because A(θ, 0) = 0), then the only possible terms that
We continue with the proof of Proposition 3.1. Let (4.4)
For Φ as in (3.5) with ψ 1 = 0, equation (3.6) is equivalent to
Since M ω,λ θ = ω and M ω,λ y = Λy, system (4.5) is equivalent to
Note also that since M ω,λ y J = λ, J y J , then after using the projection operators P k defined in (4.1), we find that for each k ∈ N, k ≥ 1, the functions φ k ∈ H k (R m ) and ψ k ∈ H k (R n ) need to satisfy the system
It follows from Lemma 4.1 and from the hypotheses on the functions f and g that
For k = 1, the second equation in (4.7) is trivially satisfied by
, and therefore the first equation reduces to
We can solve this equation by using Fourier series:
We find that 
for each J ∈ N n with |J| = N (I n is the n × n identity matrix). Again, Fourier series gives the K-th Fourier coefficients of φ J and ψ J as (4.16)
and
where A JK and B JK are, respectively, the K-th Fourier coefficients of A J (θ) and B J (θ). Condition (S R ) guarantees that φ JK and ψ JK decay rapidly and φ J and ψ J are C ∞ . This completes the proof of Proposition 3.1.
Proof of Proposition 3.2: The homological equation
We adapt the ideas contained in [5] , [12] , and [15] to our problem. First, we prove the case when the vector field M ω,λ contracts onto the torus T m 0 . That is, we consider the case
Since the problem is local in the x-variable, we can assume that W = 0 for |x| > r. Indeed, this can be achieved by multiplying the vector field W by a cutoff function
n . It follows from (5.1) and the flatness of W that we can assume (after replacing r by a smaller value if necessary) that
We write
where the functions
It follows from (5.1) that for every (t, x) ∈ T m × B(r/2) we have
In fact, it follows from (5.2), that there exist constants C > 0 and a > 0 such that
Consider the linear differential equation
with p = (t, x) and σ parameters. A solution H(p, σ, u) can be found in the form
where F (p, σ, u) is the fundamental matrix of the associated homogeneous equation:
Define the vector field Z σ along the curve γ σ by
In particular
We need to verify that Z σ satisfies equation (3.13) and that it is flat along T m 0 . From the definition of Z σ in (5.10), we get, after differentiating with respect to u and using (5.6), that
The use of (5.4) and (5.9) allows us to rewrite (5.11) as
This is precisely (3.13) evaluated at the point γ σ (t, x, u).
To prove that Z σ is flat along T m 0 we need to estimate the matrix F −1 that appears in the integral in (5.10). The differential equation for F −1 can be deduced from (5.8):
Since W is flat along T m 0 , we can find constants B > 0 and b > 0 such that
Recall that since W is flat along T m 0 , then for every N ∈ N, we can find
It follows then from (5.5), (5.10) and (5.13) that
This proves the proposition when all the λ j 's are negative. The same proof works also when all the λ j 's are positive by considering the integral curves for u ≤ 0. Now we consider the general case when the λ j 's have different signs. Suppose that
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If n = p + q, R n = R p × R q , then we can write x ∈ R n as x = (x , x ) where x ∈ R p and x ∈ R q . We need the following lemma about the decomposition of flat functions (there are various versions of such decompositions (see [12] and [15] )).
Thus such a function h is flat along x = 0, and the function g = f − h is flat along x = 0. u) ) be the integral curve of M ω,λ + σW through the point p: Note that
Since W is flat, the stable and unstable invariant manifolds M st σ and M un σ are tangent to infinite order with E st and E un at each point of T m 0 . We can therefore find a change of coordinates 
Hence, the diffeomorphism Ψ 
This completes the proof of Proposition 3.2.
Normal form: The complex case
We consider the complex vector field
and seek a diffeomorphism that transforms it into the vector field
It is clear, since the vector fields ω∂ t and Λx∂ x commute, that a necessary condition for such a transformation to exist is that the vector fields X and Y must commute. We will show that this condition is also sufficient in the real analytic category provided that (ω, λ) ∈ R m × R n satisfy a Siegel type condition. However, these two conditions alone are not sufficient in the C ∞ category unless all the λ j 's have the same sign.
For given ω = (ω 1 , · · · , ω m ) ∈ R m and λ = (λ 1 , · · · , λ n ) ∈ R n , the Siegel type condition (S C ) is the following:
(S C ): There exists C > 0 and μ > 0 such that
ABDELHAMID MEZIANI
We have the following normalization result.
such that the vector fields X = (ω + g)∂ t and Y
= (Λx + f )∂ x satisfy (6.2) [X, Y ] = 0 .
Then there exists a C -diffeomorphism
Φ(t, x) = (t + φ(t, x), x + ψ(t, x))
defined in a neighborhood of T m 0 , with φ(t, 0) = 0 and ψ(t, 0) = 0, such that
where L ω,λ is given in (6.1).
The proof uses the following lemma. 
A function u(t, x) ∈ C (T m × B(r)) can be expanded as
Consequently for J ∈ N n with |J| = 1, we have u J (t) = 0 since λ, J = 0 (condition (S C )). By induction we can prove that for every j ∈ N n with |J| ≥ 1, we have u J (t) = 0.
Proof of Theorem 6.1. Condition (6.2) implies that (6.4)
Xf(t, x) = 0 and Y g(t, x) = 0 .
It follows from Lemma 6.1 that the function g is independent on the x-variable and since g = O(|x|), then g = 0 and consequently
With this expression for X, we can solve equation Xf = 0 by using Fourier series. Let
be the Fourier series of f . Then,
It follows then from (S C ) that ω, K = 0 for K = 0. Thus, f K (x) = 0 for K = 0. Hence, f (t, x) is independent on the t-variable:
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The hyperbolic vector field Y is equivalent to its linear part Λx∂ x in a neighborhood of 0 ∈ R n since λ satisfies the Siegel condition (see [1] for example). Therefore, there exists a C -diffeomorphism Ψ(x) = x + β(x) in a neighborhood of 0 ∈ R 2 ) and such that the vector fields X = (ω + g)∂ t and
Theorem 6.2. Suppose that
(ω, λ) ∈ R m × R n satisfies (S C ) and that λ 1 , · · · , λ n have the same sign. Let g(t, x) ∈ C ∞ (T m ×B(r), R m ), f (t, x) ∈ C ∞ (T m ×B(r), R n ) with g = O(|x|) and f = O(|x|Y = (Λx + f )∂ x commute. Then, there exists a C ∞ -diffeomorphism
Φ(t, x) = (t + φ(t, x), x + ψ(t, x))
Proof. Note that since all the λ j 's have the same sign and since f = O(|x| 2 ), then for every fixed point t in T m , every integral curve of Y contains 0 in its closure. Hence, if u(t, x) is any continuous solution of the equation Y u = 0, then it is independent on the x-variable. With this in hand, the rest of the proof continues as that of Theorem 6.1. Now, we give an example of a C ∞ vector field that cannot be normalized to L ω,λ . Let (ω, λ) ∈ R m × R n with n ≥ 2 and such that λ 1 < 0 and λ 2 > 0. Let β(x) be the function defined in R n by
Consider the vector field T defined on T m × R n by (6.8)
We have the following proposition. 
In particular, for j = 1 the function φ 1 must satisfy
But this equation cannot have periodic solutions unless g 1 = 0, which is a contradiction.
Solvability of the model vector field M ω,λ
We study the solvability of the equation
in a neighborhood of the torus T m 0 in T m ×R n , where M ω,λ is the model vector field of Section 3: M ω,λ = ω∂ t + Λx∂ x . It should be noted right away that a necessary condition for equation (7.1) to have a solution is that the right side f must satisfy
We will assume throughout, when considering equation (7.1) , that the right side satisfies (7.2). In the real analytic category we have the following theorem.
Proof. Consider the Fourier-Taylor expansion of f :
(with f 00 = 0). The unique formal series solution of equation (7.1) is
We need to verify that the series u defines a real analytic function in a neighborhood of T m 0 . We can assume that the holomorphic extension f of f is defined in the region
for some 0 < r 1 < r and that f is 2π-periodic in the t-variables. In the space of such functions, define the norm
Then from Lemma 2.1 of [3] , we obtain the following estimates for the coefficients f JK :
Finally, it follows from (7.5), (7.4), condition (S R ), and Lemma 2.2 of [3] that there exists a constant C = C(r 1 ) such that
Therefore, u( t. x) defines a holomorphic function in D r 1 , and its restriction u(t, x)
is the real analytic solution of (7.1) in T m × B(r 1 ).
For the C ∞ -solvability, we have the following result.
The proof uses the following lemmas about formal solvability and solvability for flat functions. 
By using Fourier series
Since the function v J is C ∞ , then its Fourier coefficients v JK decay rapidly as |K| → ∞. The coefficients u JK are also of rapid decay since (ω, λ) satisfies (S R ).
Proof. Let Φ s (t, x) = ωs + t, e Λs x be the flow of M ω,λ . If all the λ j 's are negative, then we define the solution u as
It follows at once from the flatness of f and the hypothesis λ j < 0 for all j that u is flat along x = 0. That u solves (7.1) follows immediately from its definition in (7.8) . If all the λ j 's are positive, we can define u by a similar integral but this time integrating from −∞ to 0 instead of 0 to ∞. When the λ j 's have different signs, we can assume that
and write x ∈ R n as x = (x , x ) with x ∈ R p and x ∈ R q . Since the given function f (t, x , x ) is flat along the torus {x = 0, x = 0}, then it can be written (Lemma 5.1) as
with g flat along x = 0 and h flat along x = 0. As in the previous case, the functions t, x) )ds satisfy the equations M ω,λ v = g and M ω,λ w = h. Therefore u = v + w is the sought-for flat solution of (7.1).
Proof of Theorem 7.1. Let f ∈ C ∞ (T m ×B(r)) and let f be its x-Taylor expansion:
The equation M ω,λ u = f has a formal series solution (Lemma 7.1):
We use the Whitney Extension Theorem ( [18] ) to find a function
is therefore flat along T 
where L ω,λ = ω∂ t + iΛx∂ x is the model vector field of Section 6. We will assume throughout that the function f satisfies the necessary condition
In the real analytic category we have the following theorem.
Proof. Consider the Fourier-Taylor series expansion of f :
with f 00 = 0. Then the series
is the sought-for real analytic solution. The uniform convergence of the series defining u follows from condition (S C ) by using arguments similar to those used in the proof of Theorem 7.1
The solvability of equation (8.1) is more complicated when f is only a C ∞ function. In general there is no C ∞ solution u (Theorem 8.4) but only solutions of class C q for any q ∈ N. More precisely, we have the following theorem.
This theorem is a consequence of Theorem 8.3 (below). To state the theorem we need to introduce the following definitions.
Let
, and a, b as above let
We will say that an operator P defined on T m × R n is ν-solvable if for every ν ∈ N, there exists q ∈ N such that whenever f ∈ C q (T m × B(r)) (and satisfies a compatibility condition), the equation P u = f has a solution u ∈ C ν (T m × B(r 1 )) for some 0 < r 1 < r. . Proof. The idea of the proof is contained in [8] and [9] , where planar vector fields are treated. Let {c j } be a sequence of points in C such that the series c j z j has a radius of convergence equal to 0. Let M (z) ∈ C ∞ (C) be such that its Taylor series at z = 0 coincides with the series c j z j . Thus,
Note that the function ∂M ∂z is flat at 0 ∈ C. Consider the vector field
Suppose that ω 1 λ 1 > 0. Then the function
Note that f is independent on the variables t = ( 
It follows, after using Fourier series in the t -variables, that the C ∞ function
in a neighborhood of T 1 0 in T × R. Now, the pushforward of equation (8.11) in the region x 1 > 0 is the CR equation
Hence, the general solution of (8.12) 
with H holomorphic in a neighborhood of 0 ∈ C. We can assume that v(0) = 0. Since the Taylor series of M is divergent and that of H is convergent, then there exist j ≥ 1 such that
Therefore,
) .
Since the pair (ω, λ) satisfies (S C ), then
cannot be of class C ∞ . This is a contradiction.
Some lemmas
The following lemmas will be used in the next section to prove Theorem 8.3. To alleviate the notation, we will simply write τ for the real number τ b (J, K) introduced in Section 8. We will assume throughout that (ω, λ) ∈ R m × R n satisfy (S C ). For a function f ∈ C l (B(r)) and k ≤ l, r 1 < r, ||f || k,r 1 will denote the norm
Lemma 9.1. Let a = λ j for some j = 1, · · · , n. Then, for every l ∈ N, N ∈ N, and f ∈ C l (B(r)), where B(r) = (−r, r) ⊂ R, the equation
has a solution u ∈ C l (B(r 1 )) with 0 < r 1 < r satisfying the following property. For every k ≤ l there exists C k > 0 such that
Proof. We can assume a > 0. Let r 1 < r. For 0 < x < r 1 , we can define a solution u of (9.1) by
We have then
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Moreover, since (ω, λ) satisfies (S C ), we have
and estimate (9.2) follows for k = 0. Now, we verify (9.2) by induction on k. Suppose that (9.2) holds for k = 0, · · · , m − 1 with m − 1 < l. We have from (9.1) that
By using the Leibniz formula we get
Therefore, there exists C m > 0 such that
the induction hypothesis gives
and the estimates (9.2) follows for k = m. A similar argument can be used when x < 0.
Next we will develop estimates of the derivatives in spherical coordinates. Consider the spherical coordinates (ρ,
. .
Clearly, 
Proof. It follows from the expression of ρ in (9.3) that
where P J (x) is a homogeneous polynomial in x of degree |J| and the estimate for the derivatives of ρ follow. For θ j , we have
The estimates for |J| = 1 are clear where we take l = 1. The estimates when |J| > 1 follow by induction from (9.5).
Lemma 9.3. Let a = (a 1 , · · · , a k ) with a j ∈ {λ 1 , · · · , λ n } be such that all the real numbers a j have the same sign. Let Λ(a) and τ = τ b (J, K) be as in (8.3) . Then for every ν ∈ N, there exists N ∈ N and q ∈ N such that for every f ∈ C q (B(r)), equation
, and there exists C ν > 0 such that
for every L ∈ N k with |L| ≤ ν and x ∈ B(r 1 ).
Proof. We can assume that all the a j 's are positive. Let = ( 1 , · · · , k ) with each
With respect to these coordinates, equation (9.6) becomes
. Now we use the spherical coordinates to solve (9.9). Let y = ρΨ(θ), with Ψ(θ) ∈ S k−1 , be the spherical coordinates as in (9.3). Equation (9.9) transforms into the equation
with A = a 1 + · · · + a k . Note for any given q ∈ N, and for N large enough, that the function g(ρ, θ) is of class C q . In this equation, we view θ as a parameter. It follows (Lemma 9.1) that we can find a solution of the form
that satisfies estimates (9.2). Going back to the original x-coordinates, this means that we have constructed a solution u (x) = w(ρ(x), θ(x)) of equation (9.6) in B (r 1 ). Moreover, it follows from estimates (9.2), satisfied by w, and from Lemma 9.2 that u satisfies estimates (9.7) provided that N is large enough. Since u vanishes to order larger than N on each hyperplane x j = 0, then the functions u glue together to produce the sought-for solution u in the full ball B(r 1 ).
Proof. We can assume that a j > 0 for j = 1, · · · , k 1 with k 1 < k and a j < 0 for
As in the proof of Lemma 9.3, we start by considering equation (9.12) in wedges of 
With respect to these coordinates equation (9.12) becomes (9.13) ⎛
The use of the spherical coordinates y = ρ 1 Φ(θ 1 ) and
respectively leads to the equation (9.14)
and where the function
can be made up of class C q for any given q provided that N is large enough. We can solve equation (9.14) in the region 0 < ρ 1 < r 1 , 0 < ρ 2 < r 1 by using the new variables
With respect to the (s, σ)-variables, equation (9.14) transforms into
with a solution given by (9.16) 
Proof of Theorem 8.3
Let a and τ = τ b (J, K) be as defined in Section 8. We prove first that the operator P 1,a,τ is ν-solvable. Let ν ∈ N and f ∈ C q (T m × B(r)) with B(r) the r-ball in R. We assume that f satisfies condition (8.2) . Let N ∈ N with N < q and consider the x-Taylor expansion of order N : Now we solve equation P 1,a,τ v = x N g by using Fourier series:
Each v L (x) needs to satisfy the equation
where τ = τ + ω, K . Equation ( We have (10.11) P l,a,τ + iN a l = P l,a,τ with τ = τ + Na l .
We write x ∈ R l−1 as x = (x , x l−1 ) with x ∈ R l−2 and x l−1 ∈ R. Use the x l−1 -Taylor expansion of order N for g: We can therefore find (10. where τ = τ + ω, K . It follows from Lemma 9.4 that equation (10.19 ) has a solution v K satisfying estimates (9.7). Moreover, if N < q is large enough, the series for v in (10.18) is of class C ν and satisfies equation (10.17) . Hence f = P l,a,τ (w+v), and the proof of Theorem 8.3 is complete.
