We derive Berry-Esseen bounds for a class of Studentized statistics. The results are applied to Studentized Ustatistics, Studentized L-statistics and Studentized functions of the sample mean to give the Berry-Esseen bounds under conditions weaker than those obtained by alternative methods. 
Introduction.
Suppose we are interested in the distribution Fez of some statistic Tn = T(X1, .. ., Xn), where X1, ..., Xn are n independent identically distributed (i.i.d.) real random variables. Typically, one can "linearize" the statistic Tot and prove that the linearized statistic is equivalent to Too as n --oc in the sense that the difference between the two goes to zero in probability. As a result, Fn can often be approximated by a normal distribution through the use of the central limit theorem. It is then of both theoretical and practical interest to examine the error in the normal approximation. The rate of convergence to normality has been intensively studied in various situations. The classical Berry-Esseen bound for sample means is contained, for instance, in Feller [(1971), page 543] . Bounds for other statistics are also available. For instance, Bhattacharya and Rao (1976) gave a bound for functions of multivariate sample means. For U-statistics, Berry-Esseen bounds were established under different sets of conditions and in increasing generality by Bickel (1974) , Chan and Wierman (1977) , Callaert and Janssen (1978) , Helmers and van Zwet (1982) and Ghosh (1985) among others. BerryEsseen bounds for L-statistics were given by Bjerve (1977) , Helmers (1977) , and Helmers, Janssen and Serfling (1990) . Results for R-statistics were provided by Hajek (1968) .
It should be pointed out that each of the methods for deriving Berry-Esseen bounds for U-, L-and R-statistics was tailored to the individual structures of these statistics. A general unifying method was proposed by van Zwet (1984) , who proved a Berry-Esseen bound theorem for a broad class of statistics, namely symmetric functions of n i.i.d. random variables. Friedrich (1989) removed the symmetry assumption and relaxed the moment conditions. For other extensions to multivariate symmetric statistics and multivariate sampling statistics, we refer to Gotze (1991) and Bolthausen and Gdtze (1993) .
The main purpose of the present paper is to establish Berry-Esseen bounds of 0(n-1/2) for a general class of Studentized statistics under natural and "minimal" or near "minimal" conditions. Berry-Esseen bounds for certain Studentized statistics such as the Studentized U-statistics, Studentized Lstatistics and Student's t-statistics have been obtained by various authors. However, moment conditions imposed in these papers are typically stronger than those for their Standardized counterparts. (See Section 3 for literature reviews.) One notable exception is the case of the sample mean, where the third moment assumption is sufficient for both the standardized mean and Student's t-statistic; see Bentkus and Gotze (1996) . This begs the question whether Berry-Esseen bounds of 0(n-1/2) are also available for other Studentized statistics under the same moment conditions as those for their standardized counterparts. In the present paper we address the issue and show that it is often the case. To do that, we first derive Berry-Esseen bounds of 0(n-1/2) for a class of Studentized statistics under weak moment conditions (cf., Theorems 2.1 and 2.2), and then apply these to three special examples: Studentized U-statistics, Studentized L-statistics and Studentized functions of sample means. We point out that the existing results on Berry-Esseen bounds for general statistics by van Zwet (1984) and Friedrich (1989) are not sufficient for our purpose in the present paper. To appreciate why, let us take the simple case of Student's t-statistics for example. The general result of van Zwet (1984) yields a bound of O(n-1/2) provided E X 14 < oc. Friedrich (1989) improved this result by requiring only E IX1 10/3 < o. Bentkus, Gbtze and Zitikis (1994) obtained a lower estimate showing that the result of Friedrich (1989) is final, and therefore offers the best possible result that can be derived from general results. On the other hand, it is well known that the optimal moment condition for Student's t-statistics is E!XI 3 < oc; see Bentkus and Gotze (1996) . The reason why the results of van Zwet (1984) and Friedrich (1989) do not always lead to the best result in certain special cases is that the class of statistics under study is too wide. To get better results, it is necessary to focus on narrower classes of statistics. In this paper, we investigate one such class of studentized statistics [cf. (2.1) and (2.2)], where each term can be examined carefully so that the Berry-Esseen theorem will be valid under natural and "minimal" or near "minimal" conditions. Section 2 will describe the main results of the paper. Applications of these results to several special cases are presented in Section 3. The proofs of the main results of Section 2 are given in Section 4. Finally, some technical details needed in the proofs of the main theorems are relegated to the Appendix.
Throughout this paper, we denote by A, Al, A2, ... absolute positive contants, which may be different at each occurrence. If a constant depends on a parameter, say a, then we write A(u). Furthermore, we denote the standard normal distribution function by FD(x). Finally, we introduce the following notation for simplicity of presentation: where D1n and D2n are two sequences of real numbers depending only on n.
Note that many statistics of interest can be written as special cases of T/S. Our interest here lies in the distribution function of the Studentized statistic T/S, namely, P (T/S < x). Under appropriate conditions, the dominant term in T/S is n-1/2 E=_ 1a(Xj), and it has an asymptotic normal distribution by the central limit theorem. In this paper, we study the rate of convergence to normality of T/S. In the first theorem we give a Berry-Esseen bound for the convergence rate of the distribution function P (T/S < x) to Pd(x) under rather natural conditions. (b) The sequences D1 , and D2n2 (depending only on n) satisfy ID112 < An-3/2 and ID2,l < An-3.
(C) P(I V j1 > Con-1/2) < C _n-/2, j = 1, 2.
Then, for all n > 3, we have Here and below, we denote by CO, C1, C2, ... positive constants depending on the distribution of X but not on n or other quantities.
In some applications, it is often easier to use the next theorem, which is a simplified version of Theorem 2.1 above. To describe the theorem, define and D2jnl < An-2.
(d) P(V~Jn1 > Con-1/2) < Cn-1/2 j 1 2
Then, for all n > 2, we have
where Y is defined as in Theorem 2.1 except that OS is now replaced by OEl-q(X,, X2)ls.
3. Some applications.
In this section, we shall apply the main results presented in Section 2 to several well-known examples, namely, the Studentized U-and L-statistics and Studentized functions of sample means. BerryEsseen bounds for these statistics have been studied in recent years by various authors. As can be seen later, applications of Theorems 2.1 and 2.2 to these statistics lead to Berry-Esseen bounds of O(n-1/2) under weaker (sometimes minimal) moment conditions. 3.1. Studentized U-statistics. Let h(x, y) be a real-valued Borel measurable function, symmetric in its arguments with Eh(XI, X2) = 0. Then the U-statistic of degree 2 for estimation of 0 with kernel h(x, y) is defined to be
Note that n-1S2 is the jackknife estimator of 2r. Define the distributions of the standardized and studentized U-statistic, respectively, by It is well known that G1(x) and G2(x) converge to the standard normal distribution function F)(x) provided Eh2(XI, X2) < Xo and 2 > 0 [see Hoeffding (1948) and Arvesen (1969) , respectively].
In recent years, there has been considerable interest in obtaining rates of convergence to normality for standardized and Studentized U-statistics. For standardized U-statistics, for instance, this has been investigated by Grams and Serfling (1973) , Bickel (1974) and Chan and Wierman (1977) . A sharper Berry-Esseen bound was given by Callaert and Janssen (1978) , which states that sup G1(x) -4P(x)I < Co-3 Ejh(X1, X2)13 n12 teR g under the conditions that Ejh(X1, X2) 3 < oc and 2 > 0. However, we note that the sharpest Berry-Esseen bound of O(n1/2) for standardized U-statistics comes from Friedrich (1989) , who established the ideal bound under the conditions that Elg(X1)13 < oc, Ejh(X1, X2)15/3 < oc and 2 > 0. Indeed, Bentkus, Gdtze and Zitikis (1994) showed that the moment conditions of Friedrich (1989) are the weakest for U-statistics.
For Studentized U-statistics, Berry-Esseen bounds were given by Callaert and Veraverbeke (1981) and Helmers (1985) among others. Zhao (1983) sharpened the work of Callaert and Veraverbeke (1981) and obtained the classical rate O(n-1/2) under the condition E h(X1, X2)14 < ox and o2 > 0. However, it remained an open question whether the moment condition E h(X1, X2)14 < 0o can be further weakened to Ejh(X1, X2) 3 < Xo, as in Callaert and Janssen (1978) for the standardized U-statistics. The answer to this question is affirmative, as the next theorem shows. THEOREM 3.1. Assume that Ejh(X1, X2) 3 < co and 2r2 > 0, then for n > 3, 
with Q,1, and Qn2 given by
The conditions (a) and (b) in Theorem 2.1 can be easily checked. By Jensen's inequality, we have o-g < Elg(XI)13 < 8Egh(XI, X2)13, E /3(Xi, Xj)ls < Aor;sElh(XI, X2)1s < Ao-;s(Elh(X,, X2) 3)s/3 for 0 < s < 3, Ely(Xi, Xj, Xk) 3/2 < Ag-3E h(X , X2)13.
From these inequalities, clearly Y < Ao-;3Eth(XI, X2) 3. Now, by Theorem 2.1, we only need to show that P(OV2,A > n-1/2) < A o-3Ejh(XI, X2) 13 n-1/2, which follows from n-2) < n'/2Ej2(n-2)-i
where we have used Ejh(XI, X2)13/o-3 > 1/8. The proof of Theorem 3.1 is thus complete. EL Remark 3.1.
If h(x, y) = (x + y)/2, then the Studentized U-statistic reduces to the Student t-statistic, whose Berry-Esseen bounds have been investigated by Slavova (1985) , Hall (1988) and Bentkus and Gotze (1996) . For other results on Studentized U-statistics, we refer to Maesono (1996 Maesono ( , 1997 ) and Ghosh (1985) .
Remark 3.2.
It remains an open question whether the moment conditions in Theorem 3.1 can be further weakened to Elg(XI)13 < oc, Ejh(XI, X2) 5/3 < oc and 3.2. Studentized L-statistics. Let X1,..., X,, be i.i.d. real random variables with distribution function F. Define F,, to be the empirical distribution, that is, F1,(x) = n-1 ZJ=1 I{Xj < x}, where I{.} is the indicator function. Let
Clearly, a natural estimate of u2 is given by -2 _ 2(J, Fj). Now let us define the distributions of the standardized and Studentized L-statistic T(F,,) respectively by
It is well known that H1(x) and H2(x) converge to the standard normal distribution function FD(x) provided EIX 12 < oo, 0-2 > 0 and some smoothness conditions on J(t) [see Serfling (1980) and Helmers, Janssen and Serfling (1990) for references]. For standardized L-statistics, the rates of convergence to normality have been studied by various authors. For instance, assuming that EIX 13 < oo, 0-2> 0 and some smoothness conditions on J(t), Helmers (1977) and Helmers, Janssen and Serfling (1990) showed that
For Studentized L-statistics, on the other hand, a Berry-Esseen bound was also given by Helmers (1982) under the same conditions as those given above except that E X1 3 < oc is now replaced by a stronger condition E X1 45 < co. In the following theorem, we show that the condition E IX1 5 < oc can be weakened to EIXI13 < oo. From Lemma B of Serfling [(1980) , page 265], we have
where K1(t) = fo J(u) du. Then, after some algebra, we have n (3.1) T n-1/2 l: a(Xj) + n-3/2 1 fl(Xi, Xj) + Vpn, Noting Ea2(Xl) = 1, it follows from (3.6) that
Therefore, it is easy to check (3.3) and (3.4). Let us look at V1n next. Clearly, P(n1"2 Q1n > n-12(1 + nElQlnl)) < P(InQln -E(nQln)l > 1) (3.10) < A(J)n-1/2o-2EX2
Using EIFn(t) -F(t)13 < An-3/2F(t)(1 -F(t)), we have
Hence, from (3.10) and (3.11), we obtain (3.5) for i = 1. 
13.
For Q5n, it follows from (3.8) and (3.9) that nEI Q5,J <_ A(J)o--2EX2. Hence (3.17)
Consequently it follows from (3.16) and (3.17) that (3.5) holds for i = 2. The proof of Theorem 3.2 is thus complete. LI 3.3. Studentized functions of the sample mean. Let X1, ..., X" be i.i.d. real random variables with EX1 = ,t and Var(X1) = o-2 < oc. Let f be a real-valued function differentiable in a neighborhood of ,t with f'(Qt) 7& 0. Thus the asymptotic variance of fi-f(X) is given by o= (f'(,u))2o-2. Denote the sample mean and sample variance by X =n1 n =1 Xi and &2 -n-1 Ell(X -X)2. Then an obvious estimate of o-is simply If'(X) Io. In this paper, however, we shall use an alternative estimate, that is, the jackknife variance estimate given by
Define the distributions of the standardized and Studentized f(X) respectively by
Ll(x) = P( ,no-(f(X) -f 0t)) < x),
Asymptotic properties of L1(x) (e.g., the asymptotic normality, BerryEsseen bound and Edgeworth expansion) have been well studied [see Bhattacharya and Ghosh (1976) , for instance]. On the other hand, Miller (1964) showed that ^ j is a consistent estimator of 0-2 and hence proved that L2(x) follows the asymptotic standard normal distribution. In this section, we shall give a Berry-Esseen bound for the convergence rate of L2(x) to normality. The special case where f(x) = x has been studied by Slavova (1985) , Hall (1988) and Bentkus and Gotze (1996) . where Kn1 is the remainder term, which will not be given explicitly here. In order to apply Theorem 2.2, we rewrite arn&1(f(X) -f()) = TS, where n T n-1/2 L a(Xi) + n-3/2 L P(Xi, Xj) + Vpn, The conditions (a) and (b) in Theorem 2.2. Y < A(f)o(o-, f)n-1/2EIX1 3 can be easily checked. In the remainder of this section, we shall show that P(I Vn > n-1/2) < A(f)P(o, f)n-1/2EIX 13 for j= 1, 2. It is easy to see that q is symmetric in its arguments and satisfies E(q(Xj Xk, Xm) Xj) = 0. Therefore, by applying a moment inequality for a degenerate U-statistic, we obtain 4.1. Proof of Theorem 2.2. The proof of Theorem 2.2 is rather long. We shall therefore first present the main steps of the proof. The technical details are given in the Appendix. Roughly speaking, the main idea of the proof is first to truncate the Studentized statistic on the level n/IxI then to approximate the statistic by a U-statistic of second order and finally to apply a result due to Friedrich (1989) to the U-statistic.
Without loss of generality, we may assume that with probability 1, (4.1) I*RXi, Xj)I < 2n2 for 1 < i < n, 1 < j < n. 
<(C2 + A03/2)n-Next we note that, for any real random variables X, Y, Z1, Z2 and any positive constants C1 and C2, we have
Therefore, we can replace Vjn by ?Con-1/2. For simplicity, we may further assume Vj-n= 0 for i = 1, 2 and D111 = nD2n =n-(n-1)-1.
It will be clear that this assumption will not affect the proof of the main results.
Coming back to the main proof of the theorem, we note that S2 can be rewritten as n. By applying Hoeffding's decomposition for U-statistics [see, e.g., Lee (1990) , page 25], we obtain
where -q(Xi, X ) -y(2)(X., Xj) + 1(y(1)(Xi) + y(1)(X )) and () .L Y (3)(X, X j, Xk).
\I i<j<k
By applying Jensen's inequality and the moment inequality of degenerate U-statistics [see Chen (1980) for example], it is easy to show that Ely(t)(X1, X2, Xt)13/2 < AE y(X1, X2, X3) 3/2 = A03/2 for t = 1, 2, 3; From these, we can rewrite T and S2 in (2.3) and (2.4) as (A. 1) T~ = SI, + R1111 ?2 = 1 + y n + R2n.
We now establish some inequalities concerning the random variables defined above. We thus need to prove only (A.3) for IxI > 1. From the Berry-Esseen theorem for sums of independent random variables [cf. Feller (1971) Hence, it remains to show that (A.9) sup P(T/S < x) -P(T/So < x) I < An-1/2y.
Without loss of generality, we may assume that x > 1, since, if x < -1, we can replace a(Xj) and -1(Xi, Xj) by -a(Xj) and --1(Xi, Xj), respectively. From x > 1, it follows that for any k = 1, . . ., n,
Hence, from (A.5), (A.6) and x c tll we have P(n 1/2 (Xj) > x/4) < P(S1I > x/8) + P(la(Xk)l > x n/8) From the inequality 1(1 + u)1/2 -1 -u/21 < u2/6 for Jul < 1/9, we have, for IWI + R2nz < 1/9, (A.14)
(1 ?WI + R21) -1-(W + R2 ) < 1 (W2 + R2). 
Note that the term (Wn)2 in the definition of An (T) can be written as
Then it is clear that (A.18) P(S1n + R111 < x(1 + AI1(T) + C1)) = P(Kn(x) < c-nW), where on (x) = d 1(+On)xnd-1El(Xj) and Hn Cn -T(EW1)2(n-1)/n. Therefore, from (A. 17), we have
xeQ,^ y xeQ,^
We shall investigate the first term on the right-hand side of (A.19 
