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Abstract: Good theoretical work on algorithms is often defeated by a poor computer implementation. This is 
particularly true of random number generators for two reasons: the overwhelming concern for speed and the inherent 
ill-conditioning of the problem. The emphasis on speed has often resulted in shortcuts (see Carta (1990)). These 
shortcuts often accept approximations, which can be disastrous in random number generation. Other shortcuts are 
very machine-specific, and then often get used in the wrong environment. 
The problem of random number generation using a deterministic recursion is ill-conditioned in the sense that small 
deviations (relative errors of the order of lo-“) can cause complete loss of accuracy. (This is why any approximation 
is disastrous.) 
In this paper we will concentrate on the coding considerations for a special case of a good algorithm, namely a 
multiplicative congruential generator with properly chosen multiplier and modulus. The discussion will use FORTRAN 
constructs, but it is applicable to any programming language. We will also address implementation of recursive 
generators on vector processors. 
Keywords: Random number generation, linear congruential generator, numerical analysis, vector processors, computer 
programming. 
1. Introduction 
One of the most commonly used library routines in a scientific computing environment is the 
random number generator. As Park and Miller [4] point out, however, “good ones are hard to 
find”. This is certainly true if finding a random number generator means randomly selecting a 
generator from the set of widely available generators. 
A good random number generator (1) implements a good algorithm; (2) yields an exact 
sequence that is (a) reproducible and (b) the same on different computers; (3) provides user 
control; and (4) is fast. 
In this paper we will concentrate on the coding considerations for a special case of a good 
algorithm, namely a multiplicative congruential generator with properly chosen multiplier and 
modulus. The discussion will use FORTRAN constructs, but it is applicable to any programming 
language. 
The multiplicative congruential generator yields a stream ri (i = 1, 2,. . .) given x0, using the 
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following recurrence: 
Xi = ax,_1 (mod m), (1) 
r, = x,/m’. (2) 
In (1) and in the following, we choose least residues to satisfy the equivalences. In a slight abuse 
of the notation, “y (mod z)” will be used to denote the least residue of y modulo z. Usually, in 
(2), m’ = m, but for considerations discussed later, m’ and m may be different. 
The sequence r, has similar statistical properties to a sequence of observations drawn 
independently from a uniform (0, 1)-distribution. 
The coding requirement for subprograms implementing these generators is that the underlying 
integer sequence be computed exactly. This means that the multiplication of a times xi and the 
modular reduction be done exactly. As a problem in numerical analysis, this recurrence is very 
ill-conditioned, because relatively small errors immediately propagate into very large ones. 
The objective is that the code be efficient. To achieve good levels of efficiency, it is necessary 
to use different code in different environments. 
2. Variations on the computations 
There are many equivalent forms of (1) that may be useful in various environments. All of the 
expressions below are mathematically the same as (l), but FORTRAN translations of the expres- 
sions can yield different results and/or require different amounts of computer time. We will 
refer to direct FORTRAN translations of the expressions as “methods”. In each method, the main 
computation must be followed by the normalization of (2). This can be done either as the 
division as indicated, or as a multiplication by a precomputed reciprocal. 
Method 1. Direct FORTRAN translation of (1). 
Method 2. Decomposition of multiplier to avoid large products. Since the product ux,_i in (1) may 
be very large, it may be useful to rewrite that equivalence as 
x, = { b[ cxi_i (mod m)] + dxi_l (mod m)} (mod m), (3) 
where a = bc + d. The values of b, c and d are chosen so their products with any value of xi-i 
are exactly representable (i.e., smaller than some quantity that depends on the computer). This is 
possible so long as the available precision is at least 1.5 log,m places in the arithmetic base B. 
Method 3. Explicit modular reduction. Whether or not the multiplier a has been decomposed as 
in Method 2, the modular reduction operation can be performed explicitly as a division, a 
greatest integer operation, a multiplication, and a subtraction: 
xj=y-mly/ml, (4) 
where y is the appropriate function of xi-i (i.e., ux,_i, cxi_i, etc.). In this representation, it is 
clear that the floor operation must be performed simultaneously with the division operation. This 
may not be the case, and this is just another numerical “gothca” for this problem. 
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Method 4. Explicit modular reduction, without division. The divisor can be reciprocated once, so 
that for each value of i, only a multiplication is required: 
xi=y-m[yrJ, (5) 
where Y = l/m. 
Method 5. Series representation of reciprocal using m + 1. If m = 2p - 1, l/m cannot be repre- 
sented exactly, but l/( m + 1) can be represented exactly. Hence, the following relation may be 
useful: 
where 4 = l/(m + 1). 
Method 6. Modular reduction using m + 1. Because of the instability of the operations involving 
the greatest integer function, it may be desirable to do the modular reduction in m + 1 and 
adjust it to a modular reduction in m. Let 
4 =Y - Cm + NY~ + lyd 





Which of these methods is appropriate in a given environment depends on such things as 
the precision available, 
whether or not integer arithmetic is available, 
whether or not integer overflow is equivalent to modular reduction, 
the base of the arithmetic, 
the relative speeds of multiplication and division, 
the relative speeds of MOD and INT, and 
what operations can be vectorized. 
In most cases it would be necessary to decompose the multiplier as in Method 2, so this 
method would be combined with any other method used. 
3. Requirements for exact computations 
In order to ensure exact computations, it is necessary that all quantities prior to the formation 
of R be represented exactly. This means, among other things, that no operation can be allowed to 
generate integer values whose binary representation contains more bits than are available either 
in INTEGER data type or in the mantissa of the floating-point data type. This is why double 
precision is often used. This is also why it is necessary sometimes to use Method 2 (Eq. 3). When 
m = 231 - 1 and a = 397204094, b, c and d are chosen to be 32768, 12 121 and 23 166, 
respectively. This ensures that any of the intermediate quantities computed in (3) can be 
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represented in 46 bits of precision (i.e., in the mantissa of a floating-point number). Hence, data 
types to be used in a given environment are chosen so that at least 46 bits are available. (If the 
base of the number system is greater than 2, more than 46 actual bits may be required.) Possible 
code for (3) and (2) is 
DO 10 1=1, NR 
DSEEDl = DMOD(12121 .DO * DSEED,D2P31M) 
DSEED2 q DMOD(23166.DO * DSEED,D2P3lM) 
DSEED = DMOD(32768.00 * DSEEDl +DSEED2,D2P31M) 
R(I) q DSEED / D2P31 A 
10 CONTINUE 
On the Data General, the execution time penalty for these three MOD operations compared to just 
one MOD is a factor of approximately 1.95 (see [3, p.9491). It would be expected that other scalar 
machines would have similar factors. 
The other major consideration is that no quantity used in computing (1) be reciprocated 
inexactly. For that reason, Eq. (5) (Method 4) probably could not be used when m = 231 - 1. If 
Y + c is the value actually used in placed of Y = l/m, the computations would fail if, for any xi-r 
in its range (integers from 1 to 231 - 2), xi_r( Y + E) and x~_~T are on different sides of some 
integer. Likewise, because of the series truncation required, Eq. (6) (Method 5) may not be 
usable. Method 6 may be the only exact way to avoid the division in Method 2. 
One final note on accuracy involves the computation of (2). Because of the nature of the 
computations, r, = 0 would never be delivered, but I; = 1 may be if m’ = m, because x,/m may 
in some environments be rounded to 1. Although in the mathematical sense it is immaterial 
whether or not the endpoints of the uniform distribution are included in the support, practical 
considerations make it desirable that the endpoints be excluded. For that reason, the actual 
divisor used to compute (2) may be larger than m. Note in the FORTRAN code shown, that the 
divisor is D2P31A, whereas the modulus is D2P31M. The divisor D2P31A is chosen to be the 
smallest number greater than or equal to D2P31 M, such that, when DSEED= D2P31 M- 1, R( I) is 
less than 1.0 just prior to the division. On machines with more than log,m bits of precision for 
R, D2P31A and D2P31M have the same value. Also, if the machine truncates the quotient, they 
have the same value. On the Data General, D2P31A and D2P31M have the same value, but on the 
VAX, they are different when R is in single precision. 
4. Efficiency considerations 
4. I. General principles 
The relative costs of arithmetic operations must be considered so as to make a proper choice 
of the equivalent expressions above to use. For example, if one division, one INT, one 
multiplication, and one subtraction are cheaper than one MOD, then (4) is to be preferred over (1). 
Also if multiplication is cheaper than division, Methods 4, 5 or 6 may be preferred. 
If integer arithmetic is cheaper than floating-point arithmetic and if the integer range is 
sufficient to represent all of the quantities involved, then integer arithmetic should be used. It is 
rarely the case that the integer range is sufficient, but it is often true that whenever a quantity 
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greater than the range is generated by an arithmetic operation only the lower-order bits of the 
result are retained and no system exception is raised. When this is the case, an integer 
implementation of Method 6 may be the best. 
4.2. Vectorization 
In order for the loop over the computations of (1) and (2) to be vectorized, it is necessary to 
remove any recurrence that would be implemented in the vector registers. In addition, to take 
advantage of parallel memory accesses, it is necessary that no recurrences exist during such 
accesses. Therefore, subsequences of the streams of X, and r, are produced as vector operations. 
The length k of the subsequences depends on the length of the vector registers and on the way 
memory is accessed. 
Petersen [6] suggested performing the recurrences as 
X r+k = akxi (mod m), 
xifkfl = akxi+l (mod m), 
x;+~+~ = akxi+* (mod m), 
Xi+2k-l E a 
k 
Xi+k-l (mod m), 
after initializing x1, x2,. . .) xk. These computations are followed by 
ri+j = xi+j/m’, for j = 1,. . . , k. 
Another way of performing the recurrences is 
C+l = ax, (mod m)/m’, 
Y r+2 = a2xi (mod m)/m’, 
‘i+3 = a3xi (mod m)/m’, 
(9) 
(10) 
ri+k-1 G akx, (mod m)/m’, 
Xi+k-l =akxi (mod m). 
In the representation above, the aJs should be precomputed, reduced modulo m, and stored in 
a vector. These values, however, are almost surely of such a magnitude that they will have to be 
decomposed as in (3), meaning that each multiplication, modular reduction and division in the 
scheme above is replaced by three multiplications, three modular reductions, three divisions and 
one addition. If m = 23* - 1, it is likely that the same decomposition can be used on all 
environments; hence, once for all, we compute two k-vectors, b and d, and a scalar c, such that 
ai (mod m) = 215c + d, and c, dj -C 216. 
Note that these bounds yield a requirement of at least 47 bits of precision. 
Whether Method 2 is used directly, or is combined with Method 3 or 6 (or even Method 4 or 
5), depends on whether the operations involved (INT, MOD, IF, etc.) vectorize. 
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With the vectors c and d stored as columns in the arrays C and D, and after other appropriate 
initializations, the code for Method 3 may be as shown below. The inner loops would be 
performed as vector operations. Because this code is for a computer with at least 47 bits of 
precision in single precision, we can use single precision for the computations, and we use 
m’=l/m (A2P311=1_0/12P31M). 
4.3. Cray X-MP random number generators 
Cray provides a standard library vectorized function, RANF for generation of uniform random 
numbers, using the multiplicative congruential method with a modulus of 248. Because of the 
Cray architecture, the modular reduction is performed by retaining the low-order bits after an 
integer operation overflow. RANF uses a circular buffer of length 128 to implement the recur- 
rences (9). 
With k = 128, timings for generation of 10000 random deviates using different codings were 
obtained. The decomposition of Method 2 was used in all cases. 




The penalty for the division in Method 3 compared to the multiplication in Method 4 is not so 
great as was expected based on a reported 8 to 1 ratio of the divide time to the multiply time. 
The question about the accuracy of the reciprocal used in Method 4 was resolved by running the 
generator through its full period. 
The test running through the entire period required approximately 227 seconds of CPU-time. 
The ratios of timings for a simple self-shuffling versus no shuffling are about 4 to 1 on the 
Cray. (The ratios of timings for shuffling versus no shuffling are between 1.2 and 1.5 to 1 on 
scalar machines.) 
5. Conclusions and additional comments 
Given the complexity of the computer implementation of even the simple random number 
generators, it is generally not a good idea for someone who is not an expert programmer to 
attempt to write a random number generator program. Moreover, it is wise to be suspicious of 
random number generators developed by others. Unfortunately, it is well known that the simple 
empirical tests for randomness do a poor job of detecting bad generators. 
The user interface for random number generation programs should allow setting or retrieving 
seed, selection of seeds yielding separate streams, and limited selection of algorithm (generator). 
Often the user interface is cleaner if the seed is passed as a global variable, rather than a local 
variable on each invocation of the generator. Several of the available library generators have this 
design. Problems with this scheme arise in parallel computations, however, and in that case it 
may be necessary to require the user to control the seed explicitly. 
Many of the applications of requiring random number generation are “embarassingly parallel”. 
The problem of random number generation using a recurrence relation in a parallel processing 
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environment involves essentially the same considerations as in blocking or regeneration in 
simulation. The important point is control of separate streams of random numbers. Percus and 
Kalos [5] have discussed some of the issues in control of the separate streams. 
With the advent of ever faster computers, and especially with the use of parallel processing, 
the periods of generators in common use now may not be long enough. There are, of course, 
many generators with longer periods and there are ways of extending the period of any given 
generator by some form of shuffling. It seems likely that a reasonable way of obtaining adequate 
periods is by use of a GFSR method. These generators are subject to similar distributional 
problems as the linear congruential generators, so the algorithm must be selected with care. In 
addition, there are many problems in implementing these generators that must be taken into 
consideration. One of the important problems with these generators involves the bit operations 
that must be performed. In addition, many of the same implementation issues discussed in this 
paper must be addressed. Fushimi [2] has described a GFSR generator, reported on empirical tests 
of it, and given a FORTRAN implementation appropriate for IBM computers. 
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