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We study the macroscopic realism (macrorealism) through the two- and three-time Leggett-Garg inequali-
ties (LGIs) in a two interacting qubits system. The two qubits are coupled either with two bosonic (thermal
or photonic) baths or fermionic (electronic) baths. We study both how the equilibrium and nonequilibrium en-
vironments influence the LGIs. One way to characterize the nonequilibrium condition is by the temperature
difference (for the bosonic bath) or the chemical potential difference (for the fermionic bath). We also study the
heat or particle current and the entropy production rate generated by the nonequilibrium environments. Analyt-
ical forms of LGIs and the maximal value of LGIs based on the quantum master equation beyond the secular
approximation are derived. The LGI functions and the corresponding maximal value have separated contribu-
tions, the part describing the coherent evolution and the part describing the coupling between the system and
environments. The environment-coupling part can be from the equilibrium environment or the nonequilibrium
environment. The nonequilibrium dynamics is quantified by the Bloch-Redfield equation which is beyond the
Lindblad form. We found that the nonequilibriumness quantified by the temperature difference or the chemical
potential difference can lead to the LGIs violations or the increase of the maximal value of LGIs, restoring the
quantum nature from certain equilibrium cases where LGIs are preserved. The corresponding nonequilibrium
thermodynamic cost is quantified by the nonzero entropy production rate. The violation enhancement increases
with the increase of the entropy production rate under certain nonequilibrium conditions. Therefore, the LGIs
violation enhancement can be realized by the thermodynamic nonequilibrium cost. Our results shed light on
the nature of the macrorealism and the relationship between the nonequilibriumness and the quantum temporal
correlation. Our finding of the nonequilibrium promoted LGIs violations suggests a new strategy for the design
of quantum information processing and quantum computational devices to maintain the quantum nature and
quantum correlations for long.
I. INTRODUCTION
Quantum correlations, which distinguish the quantum
world from the classical world, not only are rooted in the
fundamental nature of quantum mechanics, but also become
valuable resources for quantum information processing tasks
[1]. The spatial quantum correlations, known as the entan-
glement [2] or the discord [3], show perhaps the most spooky
phenomenon in the nature. The well-known Bell inequalities
[4] were proposed in 1964 to distinguish the classical corre-
lations with the quantum ones, and the violation is inconsis-
tent with the local hidden variable theory (the classical cor-
relation). The genuine nonlocality, also called Bell nonlocal-
ity (violation of Bell inequalities), has been demonstrated in
many experiments since 1972 [5–7].
The temporal quantum correlations, generated by sequen-
tial non-commuting measurements on a single system at dif-
ferent times, is also different from the classical probabilistic
descriptions. Such a discrepancy (between the classical and
the quantum) on temporal correlations can be distinguished
by the correlation inequalities called Leggett-Garg inequali-
ties (LGIs) [8, 9]. LGIs are temporal analog version of Bell
inequalities. Bell inequalities and LGIs have the same spirit:
the joint probability distribution can not be assigned to all
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measurement results, regardless if the measurements are per-
formed on the separated space or time [10]. LGIs were firstly
motivated to demonstrate the macroscopic coherence, namely
how to justify the existence of the macroscopic superposition
state. LGIs test the realism of physical states: the system is
in definite states with distinct observable values, which is also
the essence of the hidden variable theory. Violation of LGIs
implies that the system is undergoing the quantum mechani-
cal time evolution which is beyond the classical probabilistic
description.
Although Bell inequalities and LGIs share the same spirit,
Fine’s theorem [11] can not be applied to the original LGIs,
since LGIs require measuring the noncommuting observables
at different times and the no-signaling condition fails. LGIs
are only the sufficient condition (not the necessary condition)
for testing the macrorealism [12]. There are different propos-
als to bring the no-signaling condition in testing the macro-
realism for suggesting the sufficient and necessary condition.
For examples, the no-signaling in time condition [13] has a
direct analogy to the no-signaling condition in Bell inequali-
ties. Variants of LGIs, such as the Wigner’s form of LGIs [14]
and the augmented set of LGIs [15], can also remedy the suf-
ficient condition issue. Halliwell recently showed that these
necessary and sufficient conditions are not equivalent, instead
they are testing different degrees (notions) of the macroreal-
ism [16, 17].
Although the LGIs are devoted to demonstrate the macro-
scopic coherence, the violation of LGIs can be attributed from
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2the violation of the macrorealism description or/and the vio-
lation of the noninvasive measurability (NIM) [9]. There have
been intensive theoretical and experimental studies on how to
achieve the NIM to demonstrate the violation of the macrore-
alism assumption. There are four major strategies to exclude
the invasive measurement issue. First, the NIM assumption,
in some circumstances, can be replaced by the stationary as-
sumption [18, 19] (see the experiments based on the stationary
assumption [20–22]). Second, experiments can be performed
by the weak measurement to diminish the effects of measure-
ments on the system [23–25]. Third, the original LGIs ar-
gued that the ideal negative measurement (INM) in principle
can detect the system without disturbing it [8]. The quantum
version of the INM has been realized in many experiments
[26–29]. Wilde and Mizel almost closed the loophole by de-
signing the control experiments to show that the violation of
LGIs does not come from the invasive measurements [30] (see
the experiments [31]).
Quantum coherence is the reason why the macrorealism no-
tion has to be rejected. However, quantum coherence is no-
toriously fragile due to the coupling with the environments.
This leads to the decoherence [32–34]. Decoherence has to
be included when studying the violation of LGIs in the real
world. When the system is coupled with the environments
(also called reservoirs or baths in this paper), the dynam-
ics between the system and the environments can be classi-
fied as Markovian (memoryless) [33, 35] or non-Markovian
(with the memory effect) [36]. Both Markovian [37–42] and
non-Markovian [43, 44] effects on violations of LGIs have
been studied before. The non-Markovian case requires spe-
cial care since the quantum coherent evolution can be rewrit-
ten as a non-Markovian rate equation which can violate the
LGIs [9, 45].
The effects of the environments to the system can be clas-
sified as equilibrium and nonequilibrium, where the nonequi-
librium condition is quantified as the temperature difference
or the chemical potential difference of the environments or
baths. The nonequilibrium condition represents the degree of
the energy or matter exchange between the system and the
reservoirs, respectively. Coherence [46–48] or entanglement
[49–57] generated and controlled from the equilibrium envi-
ronment has been intensely studied in last 20 years, due to
their potential applications in the quantum information pro-
cessing. Nonequilibrium environments [58] draw more atten-
tions in recent years. Nonequilibrium environments have their
own significance for maintaining and enhancing the long time
coherence [59–61] or entanglement [62–73]. At the equilib-
rium scenario, coupling with the environment has only nega-
tive influence on the violations of LGIs [38–40]. However,
the steady-state coherence generated under the nonequilib-
rium condition [59–61] seems to suggest that the nonequilib-
riumness may contribute to or enhance the violations of LGIs.
Only very limited numbers of studies have been devoted to the
issue of how the nonequilibriumness (the energy or particle
exchange with the system) influences the quantum dynamical
nature of the system [42, 74].
To address the question on how equilibrium and nonequi-
librium environments influence the LGIs, we study the follow-
ing setup: the two-coupled-qubit system (may have different
frequencies) immersed into two individual reservoirs respec-
tively. The two reservoirs can have the same or different tem-
peratures (bosonic baths) or chemical potentials (fermionic
baths). The weak coupling between the system and the en-
vironments and the Markovian dynamics are assumed in the
model. The dynamics of the system is described by the Bloch-
Redfield equation [75, 76], without the secular approxima-
tion made in the Lindblad equation. The Lindblad equation
is not used here because the nonequilibrium steady state co-
herence is neglected by the secular approximation in the Lind-
blad equation [48, 59–61, 70]. Specifically, if the secular ap-
proximation has been applied, the population space and the
coherent space will be decoupled. Moreover, the LGIs are
dependent on the local observables (local measurements per-
formed on one qubit). Furthermore, if the secular approxi-
mation is applied, LGIs will have the symmetric response to
the nonequilibrium environments [42]. However, the Bloch-
Redfield equation is criticized by non-positivity of the density
matrix evolution in certain parameter regimes. The positiv-
ity of Bloch-Redfield equation may be recovered by the initial
conditions [77] or further approximations [78, 79]. The va-
lidity of Bloch-Redfield equation is beyond the scope of the
study in this paper. Instead, we circumvent the positivity is-
sue by concentrating on the parameter regimes which give the
positive density matrix.
In our study, we consider the equilibrium and nonequilib-
rium steady state as the initial state for the LGIs. Therefore,
only the time interval of sequential measurements matters.
We adopt the augmented LGIs (a set of two- and three-time
LGIs) as the necessary and sufficient condition for the macro-
realism. We give analytical results about the steady state at
both equilibrium and nonequilibrium scenarios. In nonequi-
librium case, the two reservoirs are sustained with a constant
temperature difference or chemical potential difference if the
two baths are bosonic or fermionic, respectively. Sequentially
measuring one local qubit gives the temporal correlations of
the local observable. We analytically find the augmented set
of LGIs based on the weak-coupling assumption. We approx-
imate the augmented set of LGIs up to the first order coupling
strength between the system and the environments. The ze-
roth order (in terms of the coupling strength) can be viewed
as the coherent evolution part and the first-order part describes
the effects on LGIs from the dynamical coupling between the
system and the environments. The steady-state coherence in
the energy basis, which is only nonzero in the nonequilibrium
setups, has the contribution to the two-time LGI functions.
However, such contribution is not significant enough for the
violation of two-time LGIs. Therefore, we concentrate on
the three-time LGIs (the original proposed LGIs) in our study.
The maximum of LGI (MLGI) functions can be used to quan-
tify the degree of the LGIs violations.
In the equilibrium cases, the MLGI function has the non-
monotonic relation with the common temperature or the
chemical potential. In the low temperature regime, increas-
ing the temperature can increase the population of the excited
states, which are superposition of local states. In the high tem-
perature regime, increasing the temperature leads to a stronger
3thermal effect (decoherence). In the nonequilibrium scenario,
the MLGI function can be enhanced by the nonequilibrium
conditions: the temperature difference or the entropy produc-
tion rate in the bosonic environments; the chemical potential
difference or the entropy production rate in the fermionic en-
vironments. The LGIs violation enhancement has a thermody-
namic cost quantified by the nonzero entropy production rate.
The bosonic enhancement is only realized at the low mean
temperature regime. If we choose to measure the qubit 1, then
the MLGI function has greater enhancement if the qubit 1 is
coupled with the lower temperature bath. Note that the Lind-
blad gives symmetric results: the qubit 1 coupled with the bath
with a lower temperature T1 and the qubit 2 coupled with the
bath with a higher temperature T2 gives the same result when
the qubit 1 is coupled with the bath with a higher tempera-
ture T2 and the qubit 2 is coupled with the bath with a lower
temperature T1. In other words, the Lindblad does not char-
acterize well the nonequilibrium dynamics. We obtained the
MLGI function enhancement from the chemical potential dif-
ference (fermionic baths) when the mean chemical potential
is away from the resonant point. The resonance occurs when
the mean chemical potential equals to the mean energy of the
two-qubit system. We have also studied the LGIs violations
when the two-qubit system has detuned energy splitting. We
got a larger MLGI function (than the equilibrium case) when
the low-frequency qubit is coupled with the high-temperature
bath or high chemical potential bath and the high-frequency
qubit is coupled with the low-temperature bath or high chem-
ical potential. Although the model in our study is far from
macroscopic, the results suggest that the nonequilibrium en-
vironments may be beneficial to the real macroscopic coher-
ence.
The rest of the paper is organized as follows. Section II
reviews the time correlation functions and the two- and three-
time LGIs. We also briefly review how the ideal negative mea-
surement (as the noninvasive measurement) can be realized
on the qubit system. Section III presents the dynamic quan-
tum master equation of the system and the analytical form
of the steady state. We study the LGI functions and MLGI
function given by the system coupled with the equilibrium
and nonequilibrium environments in Secs. IV and V respec-
tively. The results are based on analytical expressions and are
demonstrated numerically. The last section gives the conclu-
sion. The detailed expressions for the Bloch-Redfield equa-
tion and the heat or particle current are presented in the Ap-
pendix.
II. THE TWO- AND THREE-TIME LEGGETT-GARG
INEQUALITIES
A. The correlation function
In classical probabilistic theory, the results of measure-
ments performed at different times tj and tl can be described
by the joint probability P (Qj , tj ;Ql, tl). Here Qj is the mea-
surement value at tj . The correlation function characterizing
the measurement results at tj and tl is defined as
Ccl(tj , tl) =
∑
Qj ,Ql
QjQlP (Qj , tj ;Ql, tl) (1)
The subscript “cl” distinguishes the correlation functions from
the quantum case.
In the quantum mechanical description, there is no unique
analog of classical correlation function defined in (1), because
of the operator ordering. We can define the quantum correla-
tion function in the perspective of the measurement results.
Suppose we have dichotomic observables
Qˆ =
∑
m
amΠˆm (2)
with am = ±1. Operators Πˆm are the corresponding projec-
tions. Since we only consider the quantum cases, we omit the
hat notation on the operator for simplicity. Suppose that the
system has the time evolution
dρ
dt
=Wρ (3)
whereW is the superoperator generating the dynamics. Note
that we do not restrict ourselves in the unitary evolution only.
Based on the perspective of the classical measurement values,
the correlation function in the quantum case has the form
Cq(tj , tl) =
∑
m,n
amanTr
(
Πme
W(tj−tl) (Πnρ(tl)Πn)
)
=Tr
(
Q(tj)
(∑
n
anΠnρ(tl)Πn
))
(4)
The subscript q means quantum. Here, the operator Q(tj) is
defined in the Heisenberg picture. The correlation function
Cq(tj , tl) has the same interpretation as the classical correla-
tion Ccl(tj , tl) in Eq. (1).
Studies regarding the LGIs usually take the other form of
the quantum correlation function [9]:
C ′q(tj , tl) =
1
2
Tr ({Q(tj), Q(tl)} ρ(tl))
=Tr
(
Q(tj)
1
2
{Q(tl), ρ(tl)}
)
(5)
which is also the real part of the “naive” quantum correlation
function
C ′′q (tj , tl) = Tr(Q(tj)Q(tl)ρ(tl)) (6)
The quantum correlation function C ′′q (tj , tl) is in general a
complex function. The imaginary part of it is a measure of
noncommutativity for observables Q(tj) and Q(tl) (without
classical analog).
Note that the anticommutator in Eq. (5) has the explicit
form
1
2
{Q(tl), ρ(tl)}
=
∑
n
anΠnρ(tl)Πn +
1
2
∑
n 6=n′
(an + an′)Πnρ(tl)Πn′ (7)
4Since we set that an = ±1, the second term in the above equa-
tion is zero. If we substitute the above expression into Eq.
(5) (with the setting an = ±1), then the correlation function
Cq(tj , tl) in Eq. (4) has the same form of C ′q(tj , tl) in Eq. (5).
Based on the setting an = ±1, we reach the conclusion that
the commonly used quantum correlation function C ′q(tj , tl) in
Eq. (5) has the same interpretation with the classical correla-
tion Ccl(tj , tl) in Eq. (1). Note that such interpretation is only
valid with the dichotomic observables with eigenvalues ±1.
Some literatures using the measurement values 0, 1 [19, 20]
do not have such interpretation.
B. The three-time Leggett-Garg inequalities
Originated from the macrorealism test, the original LGIs
are based on the following assumptions:
(a) Macrorealism per se: the physical object is in one of the
distinct states at any time.
(b) NIM: it is in principle possible to reveal the state of the
object without disturbing the following dynamics.
(c) Induction: the present state can not be affected by the fu-
ture measurements.
The induction assumption is also assumed. The NIM assump-
tion is based on the macrorealism per se assumption. Quan-
tum systems do not admit either macrorealism per se assump-
tion or the NIM assumption. However, a macrorealist can al-
ways claim that the violation of LGIs is from the failure to
perform the NIM. This is the “clumsiness loophole” in testing
the macrorealism. Although the loophole free test is not pro-
posed yet, multiple different strategies have been suggested to
exclude the violation of the NIM assumption (see the review
[9] for more comments). Nevertheless, the aim of this paper is
not to address the NIM assumption in the macrorealism tests.
Instead, we assume that the INM protocol can always be per-
fectly realized. How to realize the INM in the quantum system
is briefly reviewed in Sec. II D. Then, we focus on the influ-
ence of the equilibrium and nonequilibrium environments on
the violations of LGIs.
The essence of deriving the LGIs is to assign the
probability distribution over the three-time measurements
P (Q3, t3;Q2, t2;Q1, t1). Then, the two-time probability
P (Qj , tj ;Ql, tl) can be obtained from the marginal of the
three-time probability. Then, the two-time correlations are
bounded by the following inequalities [8]
Ccl(t1, t2) + Ccl(t2, t3)− Ccl(t1, t3) ≤ 1 (8a)
Ccl(t1, t2)− Ccl(t2, t3) + Ccl(t1, t3) ≤ 1 (8b)
−Ccl(t1, t2)− Ccl(t2, t3)− Ccl(t1, t3) ≤ 1 (8c)
−Ccl(t1, t2) + Ccl(t2, t3) + Ccl(t1, t3) ≤ 1 (8d)
The above inequalities only concern the constraints on the
two-time probability distribution given by the three-time prob-
ability distribution. The three-time LGIs can be generalized to
the multi-time cases [9]. If the initial time is irrelevant, then
the correlation function only depends on the time interval. In
practice, we can keep the two-time intervals in the three-time
measurements to be the same, i.e., t2 − t1 = t3 − t2 = t.
Then, the four LGIs in Eqs. (8a)-(8d) can be reduced into two
inequalities
± 2Ccl(t)− Ccl(2t) ≤ 1 (9)
where Ccl(t) = Ccl(t1, t2) = Ccl(t2, t3) and Ccl(2t) =
Ccl(t1, t3).
Since quantum mechanics rejects either the microrealism
or the macrorealism, the quantum correlation functions do not
satisfy the inequalities (9). We define the corresponding three-
time LGI functions
I±(t, ρss) = ±2Cq(t)− Cq(2t) (10)
where the quantum correlation function Cq(t) is given by Eq.
(4) or Eq. (5). Note that the functions I±(t, ρss) depend on
the initial density matrix ρss and the equal interval time t once
the dichotomic observable Q is fixed. Here, the superscript
“ss” in ρss represents the steady state of the system (therefore,
the initial time is irrelevant). The LGI functions I±(t, ρss) can
break the classical bound but are limited with the value [9]:
I±(t, ρss) ≤ 3
2
(11)
Only the evolution defined in Eq. (3) is unitary, the LGI func-
tions Ia,b(t, ρss) can be saturated.
C. The two-time Leggett-Garg inequalities
The original three-time LGIs are only the sufficient con-
dition for testing the macrorealism [12]. There are several
different proposals for the necessary and sufficient condi-
tions [13–15]. Different proposals are not exactly equivalent
[16, 17]. Here we follow a approach which remains closely
with the original three-time LGIs. A new set of two-time LGIs
combined with the three-time LGIs in Eqs. (8a)-(8d) form the
necessary and sufficient condition [15–17].
Since both the single-time probability and the two-time
probability distributions can be obtained from the marginals
of the three-time probability, the averages and the two-time
correlation functions also satisfy the inequalities
− aj〈Q(tj)〉 − al〈Q(tl)〉 − ajalCcl(tj , tl) ≤ 1 (12)
where aj , al = ±1. Here, the time pair (j, l) takes the val-
ues (1, 2), (2, 3), (1, 3). Therefore, there are 12 inequalities in
total. The averages and the correlation functions can be mea-
sured in three different experiments. The averages do not have
the invasive measurement issue since only one measurement is
performed. Similar with the three-time LGIs, we assume that
the correlation function Ccl(tj , tl) satisfies the NIM assump-
tion. Note that the inequalities in Eq. (12) are the necessary
and sufficient conditions for the macrorealism in the two-time
level. In other words, if the two-time inequalities are satis-
fied, there are no contradictions between the joint probability
5ρss • eWt
|0〉〈0|
ρss eWt
|0〉〈0|
FIG. 1. The quantum INM based on the classical INM protocol. The
CNOT and anti-CNOT gates are defined in Eqs. (16a) and (16b),
respectively. The measurement results are discarded of the ancilla
qubit |0〉〈0| is flipped. The evolution of the density matrix is de-
scribed by the superoperatorW defined in (3).
P (Qj , tj ;Ql, tl) and the single-time probability P (Qj , tj).
Based on a simpler proof of Fine’s theorem [80], Halliwell
showed that if the three-time LGIs in Eqs. (8a)-(8d) combined
with the two-time LGIs in Eq. (12) are satisfied, the three-time
joint probability can always be constructed, therefore giving
the necessary condition for the macrorealism.
If the system reaches the steady state, the initial time is not
concerned and the correlation function only depends on the
time interval between the two measurements. Surprisingly,
only 2 of the 12 inequalities are nontrivial and the two re-
maining inequalities have the unified form
2〈Q〉ss − Ccl(t) ≤ 1 (13)
We define the corresponding two-time LGI function with the
steady state condition:
I2(t, ρss) = 2〈Q〉ss − Cq(t) (14)
where the quantum correlation function Cq(t) is given by Eq.
(4) or Eq. (5). Instead of the classical bound shown in Eq.
(13), the two-time LGI function is bounded by
I2(t, ρss) ≤ 3 (15)
See examples in Sec. IV. Recent experiments on nuclear spins
showed that different initial states can separately violate either
the three-time LGIs or the two-time LGIs [29].
D. The ideal negative measurements
To demonstrate the violation of the macrorealism assump-
tion via the two-time and three-time LGIs, the experiments
performed need to rule out the possibility that the violations
of LGIs do not come from the invasive measurements. Leggett
and Garg originally argued that the noninvasive measurement
can always be applied via the INM [8]. Suppose that the mea-
surement apparatus only clicks (interacting with the system)
when the system is at the state assigned with the value 1.
Therefore, if the measurement device remains unclicked, we
can learn that the system stays at the state with the assigned
value −1. And we discarded the measurement results when
the measurement device is triggered.
In quantum mechanics, the NIM is rejected. However, we
can design the “INM” with the same spirit of the classical
INM described above [26]. The interaction between the sys-
tem and the measurement apparatus (an ancilla qubit) can be
described by the controlled NOT (CNOT) gate or anti-CNOT
gate, which are defined as
CNOT =|0〉〈0| ⊗ 112 + |1〉〈1| ⊗ σx, (16a)
anti-CNOT =|1〉〈1| ⊗ 112 + |0〉〈0| ⊗ σx (16b)
where 112 is the identity operator and σx is the Pauli-X gate.
Clearly, the CNOT gate (anti-CNOT gate) only flips the an-
cilla qubit if the control state is |1〉 (|0〉). Then we can design
the quantum circuits to measure the correlation functionCq(t)
according to the classical noninvasive way (see FIG. 1).
The classical INM suggests that we discard the measure-
ment results when the ancilla qubit is flipped. To understand
why the quantum circuits in FIG. 1 work, we can have the in-
tuitive understanding in the following way. Suppose that we
know the probability for the measurement results |00〉 (with
the CNOT gate). The measurement results |00〉 imply that
the system is always in the state |0〉 during the time t, since
the ancilla qubit is not flipped. If the measurement result is
|10〉, we know that the initial state of the system is |0〉 and the
system becomes |1〉 after the time evolution. In fact, the diag-
onal terms in the final state of the quantum circuits represent
the two-time probability of the system (see the detail calcula-
tions in Ref. [29]). Note that we can apply a single-qubit gate
conjugated at the CNOT gate to perform the INM on other
observables of the system.
The INM protocol does not exclude all interactions between
the system and the measurement device, therefore, the loop-
hole is not completely closed. One way to circumvent the
NIM issue is to replace the NIM assumption by the stationary
assumption [18, 19]. We assume the steady state of the sys-
tem which seems to satisfy the stationary assumption. How-
ever, the essence of the stationary assumption is to prepare
the initial state in some definite states, where the first-time
measurement is not necessary (see more comments in Ref.
[9]). The steady-state condition is proposed in this study due
to the long-time limit reached from the interactions between
the system and the environments. The steady state of the sys-
tem can be conveniently measured in the experiments. Since
we do not assume the specific form of the steady state, the
initial measurement can not be omitted. The stationary con-
dition proposed in our paper does not aim to replace the NIM
assumption.
III. QUANTUM MASTER EQUATION AND STEADY
STATE
A. Model
We study a two-coupled two-level (qubit) system (with
different transition frequencies) individually coupled to two
bosonic or fermionic baths, respectively, with different tem-
peratures or chemical potentials (see FIG. 2). The free Hamil-
6FIG. 2. Two qubits with different frequencies weakly coupled with
two environments. The two environments have different tempera-
tures or chemical potentials. The inter-qubit coupling is character-
ized by λ.
tonian of the system (coupled two qubits) and the environ-
ments are given by
HS = ω1|e1〉〈e1|+ ω2|e2〉〈e2|+ λ
2
(
σ+1 σ
−
2 + σ
−
1 σ
+
2
)
,
(17)
HR =
∑
k
ωbkb
†
kbk +
∑
k
ωckc
†
kck (18)
where ω1 and ω2 represent the energy splittings (transition fre-
quencies) of the first and second qubit respectively; state |e1〉
or |e2〉 is the excitation in the first or second qubit; the ground
state has energy 0; the third term in HS describes the cou-
pling between the two qubits and λ is the coupling strength
between qubit 1 and qubit 2; operators σ+1 = |e1〉〈g1| and
σ+2 = |e2〉〈g2| are the raising (creation) operators for the
qubit one and the qubit two respectively; The bosonic bath
gives the commutative relation [bk, b
†
k′ ] = δkk′ , [bk, bk′ ] = 0
and the fermionic bath gives the anti-commutative relation
{bk, b†k′} = δkk′ , {bk, bk′} = 0; the two baths have the en-
ergy spectral ωbk and ωck for the k-th mode (b denotes the
first bath coupled with qubit number 1 and c denotes the sec-
ond bath coupled with qubit number 2). The constant ~ = 1
is set to 1 for convenience.
The model having the Hamiltonian HS in (17) can be un-
derstood as two spatial separated atoms coupled through the
dipole-dipole interaction [81]. Note that the effective Hamil-
tonian of the dipole-dipole interaction characterizes the res-
onant coupling of two identical atoms which have ω1 = ω2
[82]. In the language of spin chain, Hamiltonian HS in (17)
describes the Heisenberg XY model (σxσx and σyσy interac-
tions) and the two spins are subjected to inhomogeneous mag-
netic field (different transition frequencies) [51, 52, 63, 83].
If the two-level system is understood as a (spin-degenerate)
quantum dot: |g〉 as the empty site and |e〉 as the occupied
site, the coupling between the two qubits is essentially the
non-interaction tunneling [62, 73]. The onsite energies char-
acterized by ωi can be controlled by the electrochemical po-
tentials [84]. Note that the Hamiltonian HS in (17) does not
include the interdot Coulomb interaction of the two sites (as a
toy model for double quantum dots).
Because of the dipole-dipole interaction, atomic basis is not
the eigenstate. The system forms the dimer eigenstates (with
the new eigenenergies) defined by:
ωgg = 0, |1〉 =|gg〉,
ω′1 = ω¯ −
1
2
√
∆ω2 + λ2, |2〉 = cos θ
2
|eg〉+ sin θ
2
|ge〉,
ω′2 = ω¯ +
1
2
√
∆ω2 + λ2, |3〉 =− sin θ
2
|eg〉+ cos θ
2
|ge〉,
ωee = ω1 + ω2, |4〉 =|ee〉 (19)
We use short notations: |eg〉 = |e1〉 ⊗ |g2〉. Here, ω¯ = (ω1 +
ω2)/2 is the mean energy splitting and ∆ω = ω1 − ω2 is
the degree of energy detuning. The interqubit interaction is
relatively weak. We limit the coupling strength in the regime
λ <
√
ω1ω2. The angle θ is defined by
θ =
{
arctan(λ/∆ω), if ∆ω < 0
arctan(λ/∆ω)− pi, if ∆ω > 0 (20)
The identical two qubits (ω1 = ω2 = ω) gives θ = −pi/2.
And the eigenstates |2〉 and |3〉 are Bell-type states (maximal
entangled two-qubit states). The weak interqubit coupling
λ <
√
ω1ω2 gives the ground state |gg〉. We have quantum
phase transition [85] at λ =
√
ω1ω2: state |2〉 will be ground
state if λ >
√
ω1ω2.
We can expand the lowering (annihilation) operators σ−l
(with l = 1, 2) and raising (creation) operators σ+l into the
basis of eigenstates |j〉 (with j = 1, 2, 3, 4):
σ−1 = η1 + ξ1, σ
−
2 = η2 + ξ2 (21)
with the operators η and ξ defined in the energy basis
η1 = cos
θ
2
(|1〉〈2|+ |3〉〈4|) , (22a)
η2 = cos
θ
2
(|1〉〈2| − |3〉〈4|) , (22b)
ξ1 = sin
θ
2
(|2〉〈4| − |1〉〈3|) , (22c)
ξ2 = sin
θ
2
(|2〉〈4|+ |1〉〈3|) (22d)
Similarly, the raising operators σ+l can be reformulated with
the operators η†l and ξ
†
l (with l = 1, 2).
We adopt the rotation wave approximation (neglecting os-
cillations with high frequency) to describe the interaction be-
tween the system and the environments:
HSR =
∑
k
gk
(
σ−1 b
†
k + σ
+
1 bk
)
+
∑
k
hk
(
σ−2 c
†
k + σ
+
2 ck
)
(23)
where gk and hk are the coupling strengths between the sys-
tem and the environments. We can assume that gk and hk are
both real numbers without losing generality. When the envi-
ronments are bosonic (operators bk and ck follow the commu-
tative relations), the model describes two atoms or two 1/2-
spin system interacting with photonic or thermal baths. When
the environments are fermionic (operators bk and ck follow
the anti-commutative relations), the model describes double
quantum dots coupled with two metal leads.
7In the interaction picture, the Hamiltonian HSR (23) takes
the form
HSR(t) =
∑
k
gk
(
η1e
−iω′1t + ξ1e−iω
′
2t
)
b†ke
iωbkt + H.c.
+
∑
k
hk
(
η2e
−iω′1t + ξ2e−iω
′
2t
)
c†ke
iωckt + H.c.
(24)
where H.c. is short for Hermitian conjugate. The physical
meaning of operators ηl and ξl (22a)-(22d) is clear: operators
ηl are lowering the energy ω′1 and operators ξl are lowering
the energy ω′2.
B. Quantum Master Equation
Based on the weak-coupling (between the system and envi-
ronment) and Born-Markov approximations, the dynamics of
system (in the interaction picture) is governed by the quantum
master equation for the reduced density matrix (after tracing
over the baths): [33]
dρI(t)
dt
= −
∫ ∞
0
dsTrR [HSR(t), [HSR(t− s), ρI(t)⊗ ρR]]
(25)
where ρI(t) = exp (−iHSt) ρS exp (iHSt) and ρR is the
density matrix of the two baths in their thermal equilibrium
states. Here i is the imaginary unit i =
√−1. The above
equation is called Bloch-Redfield equation [33, 75, 76]. For
our model described by the interaction Hamiltonian HSR de-
fined in (23), we have the Bloch-Redfield equation (back to
Schrdinger’s picture):
dρS
dt
= i [ρS , HS ] +
2∑
l=1
Dl[ρ] (26)
with the dissipators expressed as (l = 1, 2)
Dl[ρ] =αl(ω′1)
(
η†l ρηl + η
†
l ρξl − ηlη†l ρ− ξlη†l ρ+ H.c.
)
+αl(ω
′
2)
(
ξ†l ρξl + η
†
l ρξl − ξlξ†l ρ− ηlξ†l ρ+ H.c.
)
+βl(ω
′
1)
(
ηlρη
†
l + ηlρξ
†
l − η†l ηlρ− ξ†l ηlρ+ H.c.
)
+βl(ω
′
2)
(
ξlρξ
†
l + ηlρξ
†
l − ξ†l ξlρ− η†l ξlρ+ H.c.
)
(27)
Here, the coefficients are
αl(ω) = Jl(ω)nl(ω), βl(ω) = Jl(ω)(1± nl(ω)) (28)
with the coupling spectrum of the two baths defined as:
J1(ω) = pi
∑
k
g2kδ(ω−ωbk), J2(ω) = pi
∑
k
h2kδ(ω−ωck)
(29)
Here the plus sign in βl(ω) is for the case of the bosonic bath
and the minus sign is for the fermionic bath. Variable nl(ω)
is the mean occupation number of particles with the energy ω
at temperature Tl and chemical potential µl for the l-th bath,
namely
nl(ω) =
1
exp ((ω − µl)/Tl)∓ 1 (30)
The minus sign is for bosonic bath (Bose-Einstein distribu-
tion) and plus sign is for fermionic bath (Fermi-Dirac distribu-
tion). Boltzmann constant is set to be 1. Photons or phonons
have negligible self-interactions. We set µ1 = µ2 = 0 both
for the equilibrium (T1 = T2 = T ) and nonequilibrium
(T1 6= T2) bosonic baths. And we consider the temperature
equilibrium (T1 = T2 = T ) for fermionic baths both for equi-
librium chemical potential (µ1 = µ2 = µ) and nonequilib-
rium chemical potential (µ1 6= µ2) cases, especially in the
low-temperature regime.
Operators ηl defined in (22a) and (22b) and ξl defined in
(22c) and (22d) characterize the transitions with different fre-
quencies (ηl is for ω′1 and ξl is for ω
′
2). In the interaction pic-
ture, cross terms in the dissipators in (27), such as η†l ρξl, are
usually considered as oscillating processes and therefore of-
ten neglected under fast oscillations (secular approximation).
After secular approximation, the Bloch-Redfield equation be-
comes the Lindblad form. Since the cross terms couple the
population and coherent space of the density matrix, drop-
ping the crossing terms gives zero steady state coherence (in
the eigenstate representation) (see [60, 61, 70]). Coherence
is crucial for the violations of LGIs. Therefore, we keep the
cross terms in our study and apply the master equation with-
out the secular approximation, or the Bloch-Redfield equation
for time evolution of the system.
C. Steady State Solutions
The steady-state solution of the Bloch-Redfield equation in
a similar setting (for the study of a different problem) had
been obtained in [70]. Here, we follow the similar proce-
dure. We can reformulate the Bloch-Redfield equation with
the form (26) in the Liouville space, where the system density
matrix takes the vector form
|ρS〉 = (ρ11, ρ22, ρ33, ρ44, ρ23, ρ32)T (31)
with T as the matrix transpose. Other coherence terms (such
as ρ14 and ρ41) are decoupled with the population terms and
therefore can be dropped in the steady-state solution. The
Bloch-Redfield equation (26) has the matrix form:
d
dt
|ρS〉 =M|ρS〉 (32)
The expressions of the matrix elements M are given in Ap-
pendix A.
The reduced density matrix of system can be grouped into
two parts: |ρS〉 = (ρp, ρc)T with population terms ρp (diago-
nal terms) and coherence terms ρc (off-diagonal terms). Un-
der the same arguments, the dynamic matrixM has the block
8forms:
M =
(Mpp Mpc
Mcp Mcc
)
(33)
The steady state is given by
M|ρssS〉 = 0 (34)
The coherence terms can be substituted by
ρc = −M−1ccMcpρp (35)
with invertible block matrixMcc. Then, we define the steady-
state population matrix A as
A =Mpp −MpcM−1ccMcp (36)
which satisfies
A|ρssp 〉 = 0 (37)
Note that the overall constant inA gives the same steady state
solution. The matrix elements of the steady-state population
matrix A, both for the bosonic and fermionic baths, are pre-
sented in Appendix B.
In the following, we consider the symmetric constant cou-
pling spectrum:
J1(ω) = J2(ω) = J (38)
To simplify the steady-state expressions ρssS , we introduce the
following notations:
n˜1(θ, ω
′
1) = cos
2 θ
2
n1(ω
′
1) + sin
2 θ
2
n2(ω
′
1), (39a)
n˜2(θ, ω
′
2) = sin
2 θ
2
n1(ω
′
2) + cos
2 θ
2
n2(ω
′
2), (39b)
∆n1(θ, ω
′
1) =
1
2
sin θ (n2(ω
′
1)− n1(ω′1)) , (39c)
∆n2(θ, ω
′
2) =
1
2
sin θ (n2(ω
′
2)− n1(ω′2)) (39d)
To avoid tedious notations, we set
n˜l ≡ n˜l(θ, ω′l), ∆nl ≡ ∆nl(θ, ω′l) (40)
with l = 1, 2. Here n˜l can be viewed as the mean particle
occupation number weighted by the mixing angle θ in the two
baths with the same energy ω′l. And ∆nl describes the differ-
ence in occupation number and therefore the degree of the
nonequilibriumness which vanishes at the equilibrium case
T1 = T2 and µ1 = µ2.
1. Steady state solution for bosonic bath
Directly solving the steady-state equation (37) for bosonic
baths (the matrix Ab for bosonic baths has the elements in
(B2)-(B17)) gives the steady solution [70]:
ρb11 =
1
N b
(
(1 + n˜1)(1 + n˜2)− κ
bs1s2
4(1 + n˜1 + n˜2)
)
, (41a)
ρb22 =
1
N b
(
n˜1(1 + n˜2) +
κbs2s3
4(1 + n˜1 + n˜2)
)
, (41b)
ρb33 =
1
N b
(
n˜2(1 + n˜1) +
κbs1s4
4(1 + n˜1 + n˜2)
)
, (41c)
ρb44 =
1
N b
(
n˜1n˜2 − κ
bs3s4
4(1 + n˜1 + n˜2)
)
(41d)
Here, κb is defined as
κb =
n˜1 + n˜2 + 1
(n˜1 + n˜2 + 1)2 + (Ω/2J)2
(42)
with the transition frequency given as
Ω = ω′2 − ω′1 =
√
∆ω2 + λ2 (43)
Note that κb is also defined in the population matrix Ab [see
(B1]. The other parameters are
s1 = ∆n2 −∆n1(3 + 2n˜1 + 2n˜2), (44a)
s2 = ∆n1 −∆n2(3 + 2n˜1 + 2n˜2), (44b)
s3 = ∆n2 + ∆n1(1 + 2n˜1 + 2n˜2), (44c)
s4 = ∆n1 + ∆n2(1 + 2n˜1 + 2n˜2), (44d)
The normalization N b is
N b = (1+2n˜1)(1+2n˜2)−4κb∆n1∆n2(1+ n˜1 + n˜2) (45)
The superscript “b” stands for the bosonic reservoir setup. We
omit the superscript “ss” for the steady-state notation.
The steady state coherence is given by (35). We have
ρb23 = ρ
b
32
∗
=
1
Nb
(
∆n1(1 + 2n˜2) + ∆n2(1 + 2n˜1)
2(1 + n˜1 + n˜2)− iΩ/J
)
(46)
which vanishes if ∆n1 = ∆n2 = 0, namely at the equilib-
rium case, off-diagonal terms of the reduced density matrix at
steady state in the energy basis are always zero. The asterisk
represents the complex conjugate.
Parameters sj with j = 1, 2, 3, 4 defined in (44a)-(44d)
solely characterize the nonequilibrium effects, since they all
vanish at equilibrium cases. We can view the second terms in
(41a)-(41d) as the nonequilibrium corrections which are pro-
portional to the square of coupling strength J2 (since κb (42)
is proportional to J2). Although J2 is negligible (weak cou-
pling assumption), the nonequilibrium correction terms such
as J2∆n˜2l are not bounded (only in the case of bosonic baths).
The first term of the steady-state population in (41a)-(41d) can
only reveal part of the nonequilibrium effects (the mean prop-
erties of the two baths) if we have intermediate temperature
difference. In other words, the Lindblad can be used to charac-
terize some nonequilibrium results [42, 64, 65, 73]. However,
we will see later that the LGI function and MLGI function
obtained by the Bloch-Redfield equation can have significant
9deviations from those characterized by the Lindblad, due to
the dynamic differences.
Equilibrium case (T1 = T2 = T ) gives vanishing ∆ni with
i = 1, 2 (defined in (39c) and (39d)). Therefore, we do not
have coherence ρb23 in the energy basis. We have the equilib-
rium steady state:
ρb,e11 =
1
N b,e (1 + n˜1)(1 + n˜2), ρ
b,e
22 =
1
N b,e n˜1(1 + n˜2),
ρb,e33 =
1
N b,e n˜2(1 + n˜1), ρ
b,e
44 =
1
N b,e n˜1n˜2 (47)
with the normalization
N b,e = (1 + 2n˜1)(1 + 2n˜2) (48)
The superscript “e” reminds the equilibrium situation. The
equilibrium steady state satisfies the canonical ensemble dis-
tribution. At low temperatures, the system stays at the ground
state with high probability:
lim
T→0
ρb,e11 = 1 (49)
At high temperatures, we have the equally mixed state:
lim
T→∞
ρb,ejj =
1
4
(50)
with j = 1, 2, 3, 4.
2. Steady state solution for fermionic bath
When the system is coupled with two fermionic baths (dou-
ble quantum dots as the system), we have the steady-state pop-
ulation matrix Af with matrix elements given in (B18)-(B31).
We can solve the reduced steady-state density matrix [70]:
ρf11 =(1− n˜1)(1− n˜2)−
κf
4
(∆n1 + ∆n2)
2
, (51a)
ρf22 =n˜1(1− n˜2) +
κf
4
(∆n1 + ∆n2)
2
, (51b)
ρf33 =n˜2(1− n˜1) +
κf
4
(∆n1 + ∆n2)
2
, (51c)
ρf44 =n˜1n˜2 −
κf
4
(∆n1 + ∆n2)
2 (51d)
with κf defined as
κf =
1
1 + (Ω/2J)2
(52)
The superscript “f” means the fermionic bath setup. The cor-
responding coherence terms of the reduced density matrix are
ρf23 = ρ
f
32
∗
=
∆n1 + ∆n2
2− iΩ/J (53)
which is zero if ∆n1 = ∆n2 = 0. Nonequilibrium cor-
rections (second terms in (51a)-(51d)) are proportional to
J2∆n2l . Unlike the bosonic environments, the particle oc-
cupation number difference |∆nl| < 1/2 is bounded in the
fermionic case. Therefore, for J  Ω, the Lindblad form can
give reasonable description for effects of the nonequilibrium
fermionic environments.
The equilibrium steady state (T1 = T2 = T and µ1 = µ2 =
µ) is the special case of (51a)-(51d) with ∆n1 = ∆n2 = 0:
ρf,e11 =(1− n˜1)(1− n˜2), ρf,e22 =n˜1(1− n˜2)
ρf,e33 =n˜2(1− n˜1), ρf,e44 =n˜1n˜2 (54)
which satisfies the grand canonical ensemble distribution
(µ 6= 0). At low chemical potentials, we reach
lim
µ→0
ρf,e11 = 1 (55)
The double dots are both empty. When we have high chemical
potentials (with low temperatures), we reach
lim
µ→∞ ρ
f,e
44 = 1 (56)
We have two occupied sites.
IV. LEGGETT-GARG INEQUALITIES VIOLATIONS IN
EQUILIBRIUM CASES
The two- and three-time LGIs defined in (13) and (9) im-
pose constraints on the two-time and one-time probability
distributions if they are obtained from the marginals of the
joint three-time probabilities. In this section, we explore the
LGIs for our two-qubit system with the equilibrium environ-
ments (two bosonic baths have the same temperatures or two
fermionic baths have the same temperatures and chemical po-
tentials). First we numerically show that not all LGIs are
violated. We define the maximum of LGIs (MLGI) func-
tion. Note that the dynamics of the system is described by the
Bloch-Redfield equation (26). It is difficult to give the closed
expression of the time-evolution operator given any time t. In
the following, we calculate the time-evolution operator in a
perturbative way, namely the time-evolution operator in the
zeroth and the first order of the coupling J defined in (29).
Such perturbation is valid if the system and bath are weakly
coupled and the equilibrium temperature is relatively low. The
weakly coupling condition is also the assumption for deriving
the Bloch-Redfield equation (26). We study the MLGI func-
tion both analytically and numerically.
A. Maximum of the Leggett-Garg Inequalities
The time-evolution operator for the reduced density matrix
(the two qubit system) is generated by the superoperator W ,
which is given by the Bloch-Redfield equation in Eq. (26).
The superoperator W has two parts: the coherent evolution
W0 and the dissipatorWd. The coherent evolution is the uni-
tary part defined by the von Neumann equation:
W0ρS = i[ρS , HS ] (57)
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where HS is the system Hamiltonian defined in (17). The dis-
sipator originates from the interaction between the system and
the environments, defined in (27). Then the quantum correla-
tion function Cq(t) in (4) is calculated from
Cq(t) = ReTr
(
QeWtQρss
)
(58)
Note that to exclude the invasiveness on the macrorealism
tests, the correlation function Cq(t) is measured according to
the INM protocol described in Sec. II D.
The states |g〉 and |e〉 represent the local realism of the sys-
tem. Although we can optimize the choice of local observ-
ables in order to maximize the violations of the LGIs [37],
we fix the observables to compare the violation of the LGIs
with different environmental contexts. We choose the stan-
dard single-qubit dichotomic observable
Q = σz,1 = (|g〉〈g| − |e〉〈e|)⊗ 112 (59)
to testify the LGIs. In the energy basis (19), the observable Q
has the matrix form
Q =
 1 0 0 00 − cos θ sin θ 00 sin θ cos θ 0
0 0 0 −1
 (60)
with θ defined in (20).
First, we give an numerical results on the LGI functions
I±(t, ρss) and I2(t, ρss) defined in (10) and (14) respectively,
see FIG. 3. We consider the case that two-qubit system is cou-
pled with the equilibrium environments, where the two baths
have the same temperatures and the same chemical potentials.
Since the bosonic and fermionic baths have different statistics,
they give different steady states (and different dynamics), see
Eq. (47) and (54), we draw the LGI functions for the bosonic
and fermionic environments separately in FIG. 3. Clearly we
can see that all the three LGI functions are damped due to
the non-unitary evolution of the system. However, only the
LGI function I+(t, ρss) exceeds the classical limit either in the
bosonic case or the fermionic case. We will give the analyti-
cal argument that only the LGI function I+(t, ρss) is violated
irrespective to the initial steady state in Sec. IV B.
To characterize the violations of the LGIs, we define the
MLGI function by
Imax(ρss) = max
t≥0
{
I±(t, ρss), 1
2
I2(t, ρss)
}
− 1 (61)
The overall 1/2 constant before the LGI function I2(t, ρss)
is for normalizing to the same maximal value with the LGI
functions I±(t, ρss). The minimal value of Imax(ρss) is 0 since
we have
I+(0, ρss) = 1 (62)
Violations of the LGIs in (10) and (14) give Imax(ρss) > 0,
which suggests that the quantum evolution (of the system) is
beyond the classical descriptions (no joint probability distri-
bution for observables at different times) [9]. Unitary evo-
lution (full quantum description) of quantum states gives the
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FIG. 3. LGI functions I±(t, ρss) in (10) and I2(t, ρss) in (14) for
the two-qubit system coupled with equilibrium environments. The
oscillating frequency Ω is defined in Eq. (43). The parameters are
set as λ = ω¯, θ = −pi/2 and J = 0.005ω¯. (a) The two-qubit
system is coupled with two bosonic baths with the same temperature
T = 1.5ω¯. (b) The two-qubit system is coupled with two fermionic
baths with the same temperature T = 1.5ω¯ and the same chemical
potentials µ = ω¯. The above red line suggests the violations of LGIs
(beyond the classical description).
maximal value of Imax(ρss). We have the range:
0 ≤ Imax(ρss) ≤ 1
2
(63)
MLGI function is a natural quantity characterizing the maxi-
mal degree of LGIs violations. MLGI function is also the wit-
ness of the quantum evolution, which is beyond the classical
probability evolution.
B. Leggett-Garg Inequalities in the Zeroth Order of Coupling
The analytical form of the time-evolution operator eWt
given by the Bloch-Redfield equation in Eq. (26) is com-
plicated. We consider the perturbation method. The time-
evolution operator to the zeroth order of the coupling is the
superoperator with the coherent evolution only. In zeroth or-
der of the coupling J , the correlation function Cq(t) defined
in (4) is obtained from the coherent evolutionW0. We have
C(0)q (t, ρ) = 1− (1− cos(Ωt)) sin2 θ(ρ22 + ρ33) (64)
The frequency Ω is defined in (43). The zeroth order corre-
lation function C(0)q (t) oscillates with the period Ω/2pi. We
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have the perfect oscillation (without decay) because the cou-
pling to the environments is turned off. If we turn off the
interqubit coupling, i.e., λ = 0, which means the two-qubit
systems are decoupled, we have
C(0)q (t, ρ(λ = 0)) = 1 (65)
We have the perfect correlation because the observable Q de-
fined in Eq. (59) commutes with the Hamiltonian HS when
λ = 0.
Let us firstly look up the zeroth order of two-time LGI func-
tion I2(t, ρss) defined in Eq. (14), which has the form
I(0)2 (t, ρss) = 2(ρss11 − ρss44) + 2 cos θ(ρss33 − ρss22)
+ 4 sin θReρss23 + (1− cos(Ωt)) sin2 θ(ρss22 + ρss33)− 1
(66)
Obviously, the maximum of I(0)2 (t, ρss) is at t = (2k+1)pi/Ω
with k = 0, 1, · · · . If we have the equilibrium environments,
the steady state coherence in the energy basis vanishes, i.e.,
ρss23 = 0. One can verify that the steady state ρ
ss either
in the bosonic case or in the fermionic case has the relation
ρss33 < ρ
ss
22. Therefore, the detuning angle θ = −pi/2 gives the
maximum of I(0)2 (t, ρss) when t = (2k + 1)pi/Ω. Based on
the above optimal choices of the parameters, we have
I(0)2 (t = pi/Ω, ρss(θ = −pi/2))
= 2(ρss11 − ρss44) + 2(ρss22 + ρss33)− 1 (67)
It is easy to see that the two-time LGI function in the zeroth
order I(0)2 (t, ρss) does not violate the classical bound:
I(0)2 (t, ρss) ≤ 1 (68)
Single qubit with Rabi oscillation can violate the two-time
LGIs dependent on the initial state [15, 29]. Here the two-
time LGIs are not violated (two qubits coupled with the equi-
librium environments) because of the nature of the steady state
and the specific dynamics of the system.
Given by the zeroth order correlation function C(0)q (t, ρ) in
Eq. (64), the three-time LGI functions I±(t, ρss) defined in
Eq. (10) have the forms
I(0)+ (t, ρss)
= 1 + (2 cos(Ωt)− cos(2Ωt)− 1) sin2 θ(ρss22 + ρss33) (69)
I(0)− (t, ρss)
= −3 + (3− 2 cos(Ωt)− cos(2Ωt)) sin2 θ(ρss22 + ρss33)
(70)
It is easy to find that the zeroth order of three time LGI func-
tions I(0)+ (t, ρss) and I(0)− (t, ρss) have the first maximums at
t = pi/(3Ω) and t = 2pi/(3Ω) respectively. And we have
I(0)+ (pi/(3Ω), ρss) =
1
2
sin2 θ(ρss22 + ρ
ss
33) + 1 (71)
I(0)− (2pi/(3Ω), ρss) =
9
2
sin2 θ(ρss22 + ρ
ss
33)− 4 (72)
Obviously we have
I(0)+ (pi/(3Ω), ρss) ≥ I(0)− (2pi/(3Ω), ρss) (73)
Only at θ = −pi/2 and ρss22 + ρss33 = 1 we have the equal sign.
The classical description of the LGI functions defined in (9)
is bounded by 1. We have I(0)+ (t, ρss) > 1 during the time
0 < t < pi/(2Ω) and (3/2 + 2k)pi/Ω < t < (5/2 + 2k)pi/Ω
with k = 0, 1, · · · , as long as we have (nonzero) steady state
population (ρ22 + ρ33) and nonzero inter-qubit coupling λ 6=
0.
According to the maximum of the three-time LGI functions
I(0)± (t, ρss) in Eqs. (71) and (72), we have the zeroth order of
the MLGI function defined in (61):
I(0)max(ρss) =
1
2
sin2 θ(ρss22 + ρ
ss
33) (74)
Note that only the populations ρ22 and ρ33 contribute to the
violation of LGIs, because states |1〉 and |4〉 defined in (19)
are product states and their evolution admits classical descrip-
tions (no off-diagonal terms). Also when λ = 0 (the two-qubit
systems are decoupled), eigenstates are all product states and
the time-evolution operator for the local states is diagonalized
(classical probabilistic descriptions). When we have two iden-
tical qubits (ω1 = ω2), if the population for states |2〉 and |3〉
is maximal, i.e., ρss22 + ρ
ss
33 = 1, the violation of LGI is sat-
urated [9]. Notice that the symmetric qubits have eigenstates
|2〉 and |3〉 as maximal entangled two qubit states (Bell-type
states). We can see that the coherent evolution of the spatial
maximal entangled states also has the maximal violation of
LGIs. Then it is reasonable to view the maximum of the LGI
functions defined in Eq. (61) as a quantitative measure for
quantum evolution.
The zeroth order of LGI functions I(0)± (t, ρss) in Eqs. (71)
and (72) oscillate without decay, which implies the informa-
tion of the system is preserved (the LGI violations can occur
at any long time interval between the two measurements). See
FIG. 4 for the comparison between the zeroth order, the first
order and the numerical LGI function I+(t, ρss). The physical
meaning of the zeroth order of LGI functions I(0)2 (t, ρss) and
I(0)± (t, ρss) is that the steady state (coupled with the environ-
ments) evolves coherently (decoupled from the environments)
after the first measurement. The zeroth order LGI functions
have the same form both in equilibrium and nonequilibrium
cases (and the same for bosonic and fermionic baths), being
different only in the steady state ρss.
C. Leggett-Garg Inequalities in the First Order Coupling
The superoperator W characterizing the time evolution of
the system has the matrix formM (Liouville space), see (32).
Then we have the time evolution:
|ρS(t)〉 = eMt|ρS〉 (75)
Note that the evolution operator eMt is defined in the energy
basis. The analytical form of eMt is complicated, even when
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FIG. 4. LGI function I+(t, ρss) defined in (10) for the two-qubit
system coupled with two (a) bosonic or (b) fermionic baths. The os-
cillating frequency Ω is defined in Eq. (43). Parameters are set as
λ = ω¯, θ = −pi/2 and J = 0.005ω¯. The solid line is the numer-
ical results based on the Bloch-Redfield equation (26); the dashed
line is the zeroth order J of the LGI function I(0)+ (t, ρss) in (69);
the dotted-dashed line is up to the first order J of the LGI function:
I(0)+ (t, ρss) + I(1)+ (t, ρss); analytical expression of I(1)+ (t, ρb,e) and
I(1)+ (t, ρf,e) can be found in (83) and (89) respectively. Above the
red line suggests the violation of LGIs (beyond the classical descrip-
tion). (a) Two bosonic baths have the same temperature T = 1.5ω¯.
(b). Two fermionic baths have the same chemical potentials µ = ω¯
and temperatures T = 1.5ω¯.
the matrix M can be diagonalized. Note that the real part
of M is related to the overall coupling constant J and the
imaginary part ofM is related to the coherent oscillation only,
namely we have
M =M0 +MJ (76)
with
MJ = ReM, M0 = iImM, (77)
see the matrix elements ofM in (A1)-(A14).
We can apply the Zassenhaus formula [86] in the first order
of the coupling constant J :
eMt =
(
11 +
∞∑
n=1
tn
n!
Ln−1M0MJ +O(M2J)
)
eM0t (78)
where L is the commutator operator
LM0MJ = [M0,MJ ] (79)
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FIG. 5. MLGI function Imax(ρb,e) defined in (61) in terms of system-
bath coupling J and (a) equilibrium temperature T = T1 = T2 for
bosonic bath and (b) equilibrium chemical potential µ = µ1 = µ2
for fermionic bath with temperature T = 0.5ω¯. Parameters are set
as λ = ω¯ and θ = −pi/2.
Evolution exp(M0t) is the coherent part discussed before.
The above expansion is based on the small coupling J . More
specifically, the matrix elements ofMJ t should be much less
than 1, formally
tJnl(ω
′
1,2) 1 (80)
It suggests that we have good agreements for the first-order
LGI functions when t is small, for example see FIG. 4. The
approximation condition in Eq. (80) requires the low tem-
perature: T < ω′1,2 for bosonic reservoirs. Since the mean
particle occupation number nl(ω′1,2) is bounded in fermionic
baths due to the exclusion principle, we have the approxima-
tion condition t  1/J . The bounded mean particle occupa-
tion number in fermionic cases also suggests we have better
approximation in the first order LGI function, see FIG. 4. The
systems are supposed to be “classical” and all LGIs are pre-
served when the environments are at high temperatures. We
will numerically check that the LGIs are not violated in the
high temperature regime.
1. Equilibrium bosonic Bath
The equilibrium steady state does not have the coherence
terms in the energy basis, i.e., the population space and co-
herence space are decoupled in the Bloch-Redfield equation,
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see (26). However, the coherence in the localized state repre-
sentation always survives if we have non-vanishing inter-qubit
coupling λ. Matrix elements ofM in (32) is block diagonal-
ized in the energy basis. Moreover, we can check that the real
(dissipation) and imaginary (coherent evolution) parts in ma-
trixM commute, i.e.,
[M0,MJ ] = 0, if T1 = T2, µ1 = µ2 (81)
The expansion of the exponential (78) is then greatly simpli-
fied as:
eMt = (1 +MJ t+O(MJ)) eM0t, if T1 = T2 (82)
The above relation also holds for the equilibrium fermionic
bath (µ1 = µ2 = µ).
We know that the zeroth order of the LGI functions oscil-
lates without decay. Numerical results in FIG. 3 show that the
LGI functions are damped when the nonunitary evolution is
included. Therefore, it is expected that the MLGI function in
Eq. (61) is equivalent to the maximum of the LGI function
I+(t, ρ
ss). Recall that the two-time LGIs are not violated with
the unitary evolution. In the following, we concentrate on the
first order LGI function I+(t, ρss) which gives the first order
of the MLGI function. It is straightforward to find that
I(1)+ (t, ρb,e) = 4tJ sin2 θ(ρb,e22+ρb,e33) (n(ω′1) + n(ω′2) + 1))
× (cos(2Ωt)− cos(Ωt)) (83)
with notation n(ω′1,2) = n1(ω
′
1,2) = n2(ω
′
1,2) (because we
have T1 = T2 = T ). We omit the superscript “ss” for simplic-
ity.
The first-order correction I(1)+ (t, ρb,e) is proportional to
tJn(ω′1,2) and oscillates in period 2pi/Ω. We know that the
zeroth-order LGI function I(0)+ (t, ρb,e) in (69) has the maxi-
mums at (1/(3Ω)+2k)pi and (5/(3Ω)+2k)pi with the integer
number k ≥ 0. We can check that those extreme points always
give negative I(1)+ (t, ρb,e) in (83). Also note that I(1)+ (t, ρb,e)
linearly increases with time t. Therefore, the LGI function
I+(t, ρb,e) is decaying due to the incoherent evolution (sys-
tem coupled with the environments). After a threshold time
(the interval time between two measurements), the inequality
will not be violated. The first order correction is proportional
to sin2 θ and the population sum ρb,e22 + ρ
b,e
33 . It is interesting
to see that when λ = 0 or ρb,e22 + ρ
b,e
33 = 0, the first order cor-
rection is also zero. Although the two qubits are decoupled
λ = 0, the LGI functions are still expected to decay due to
coupling with the environments (information leaked into envi-
ronments). However such effects are beyond the first order J ,
which means that coupled two-qubit system is more easily af-
fected by the environments (more fragile than the local states).
See FIG. 4 for the comparison among numerical calculations,
its zeroth order and first order of LGI function I+(t, ρe,b).
The zeroth order of LGI function I(0)+ (t, ρb,e) in (69) has
the maximum at t = pi/(3Ω). And the zeroth order MLGI
function is equivalent to the maximum of the zeroth order of
LGI function I+(t, ρb,e). We can safely approximate the first
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FIG. 6. MLGI function Imax(ρb,e) defined in (61) in terms of the
mean energy splitting ω¯ and the detuning angle (with fixed λ = 1)
characterizing the asymmetry of the two-qubit system. The coupling
is set as J = 0.005. The two bosonic bath have the same (a) temper-
atures T = 0.1 or (b) temperatures T = 10.
order of MLGI function Imax(ρb,e) defined in (61) by the first
order of the LGI function I+(t, ρb,e) at t = pi/(3Ω):
I(1)max(ρb,e) ≈ I(1)+ (t = pi/(3Ω), ρb,e), (84)
which gives
I(1)max(ρb,e)
= −4piJ
3Ω
sin2 θ(ρb,e22 + ρ
b,e
33) (n(ω
′
1) + n(ω
′
2) + 1)) (85)
The first order I(1)max(ρb,e) is always negative irrespective to the
bath parameters. Increasing the coupling J will always de-
crease the MLGI function, namely moving the system towards
the classical description.
To better see how the temperature T affects I(1)max(ρb,e), we
can approximate the mean particle occupation number as
n(ω′1,2) ≈ e−ω
′
1,2/T (86)
if T  ω′1,2. Then we have
I(0)max(ρb,e) + I(1)max(ρb,e) ≈ α sin2 θ
(
1
2
− 4piJ
3Ω
)
(87)
with
α = 2e−ω¯/T cosh
(
Ω
2T
)
(88)
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Here, the parameter α has the physical meaning: proportional
to the population term, i.e., α ∝ (ρb,e22 + ρb,e33). Increasing
the temperature T (when T  ω′1,2) gives the LGI violation
enhancement. Approximately zero temperature does not have
LGI violation because the system will always be in the ground
state |1〉, and the time evolution of the ground state is trivial.
The population of excited states is the key for the LGIs viola-
tions. If we do not have the non-local ground state, but have
non-local excited state, then the bath temperature, which gives
the excitation, is beneficial for enhancing the LGIs violations.
High temperature environment deteriorates the quantum-
ness of the system and the LGIs are expected to be preserved.
For example, if the temperature is around T ∼ 10ω′1,2 (ap-
proximation condition in (80) can still be valid), this gives
almost even distribution of the populations, see (50). Further
increasing the temperature does not increase the population
sum ρb,e22 + ρ
b,e
33 . However, increasing the temperature (when
T ∼ 10ω′1,2) will dramatically increase n(ω′1) + n(ω′2) and
therefore the first order correction I(1)max(ρb,e) in (85) will de-
crease. At intermediate temperature T ∼ ω′1,2, the MLGI
function Imax(ρb,e) is compromised between the non-local
state population and the decoherence. We can numerically ex-
plore the non-monotonic relation between Imax(ρb,e) and tem-
perature T , see FIG. 5. We can also check the monotonic
relation between Imax(ρb,e) and the coupling J , see FIG. 5.
Stronger coupling J leads to that the environment destroys the
coherence (in energy basis) faster. Increasing the temperature
can lead to both the excited nonlocal states and the decoher-
ence effect, giving rise to a non-monotonic behavior.
When the two qubits have different transition frequencies
∆ω 6= 0, the eigenstates |2〉 and |3〉 (defined in Eq. (19))
will become less entangled. The detuning angle θ in (20) is
θ = −pi/2 when ∆ω = 0. Turning off the coupling of the
two qubit systems (λ = 0) leads to the classical descriptions
(probabilistic equation) of the time evolution of the system.
The inter-qubit coupling strength λ has the monotonic relation
with the MLGI function Imax(ρb,e) (smaller λ gives smaller
Imax(ρb,e)). However, Imax(ρb,e) does not have a monotonic
relation with ∆ω (changing θ with fixed λ), see FIG. 6.
Recall that in the low temperature regime (T  ω′1,2), the
MLGI function up to the first order of J has the form (87),
where α is proportional to the population term. If we increase
the transition frequency difference ∆ω (with fixed average ω¯),
the oscillation frequency Ω in (43) will increase. Then α is
larger with larger Ω. In other words, we can increase the pop-
ulation sum ρb,e22 + ρ
b,e
33 by increasing the frequency difference
∆ω. In a more intuitive understanding, if the ground state is
dominated, population ρb,e22 will increase if we lower the en-
ergy level of state |2〉. Note that the eigenstate |2〉 has the
energy ω′1 = ω¯ −
√
∆ω2 + λ2/2. Besides, we can enhance
the MLGI function in the low temperature regime by lower-
ing the average frequency ω¯ (which is physically equivalent
to increase the equilibrium temperature of the two baths). See
the numerical results in FIG. 6 which are consistent with the
analytical arguments.
If the equilibrium temperature T is high (T  ω′1,2), the
population sum ρb,e22 + ρ
b,e
33 is saturated around 1/2. The over-
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FIG. 7. The MLGI function Imax(ρb,e) defined in (61) in terms of the
mean energy splitting ω¯ and the detuning angle (with fixed λ = 1)
characterizing the asymmetry of the two-qubit system. The coupling
is set as J = 0.005. And the temperature is T = 0.1. The two
fermionic baths have the same (a) chemical potential µ = 0.1 or (b)
µ = 2.5.
all factor sin2 θ is dominated in I(1)max(ρb,e) with the expression
in (85). Decreasing ∆ω with fixed λ or increasing λwith fixed
∆ω will both enhance Imax(ρb,e). The more physical intuitive
explanation is that the maximal entangled nonlocal states vio-
late the local realism maximally (because the local states have
the classical time evolution). Therefore, we want both qubits
to have the same frequencies in order to form the Bell-type
eigenstates. Also in high temperature case, lowering temper-
ature is beneficial to test LGI violation, see FIG. 5. Then we
can enhance Imax(ρb,e) by increasing the mean energy split-
ting ω¯. We numerically checked the above arguments, see
FIG. 6.
2. Equilibrium fermionic Bath
We study the LGIs violations in two-qubit system (toy
model of double quantum dots) coupled with equilibrium
fermionic environments. We limit in the low-temperature
regimes in following parts (for the fermionic environments).
Similar to the equilibrium bosonic case, population space and
coherent space in energy basis are decoupled in the Bloch-
Redfield equation (26), which implies the commutative rela-
tion (81). Note that the time-evolution matrix M defined in
(32) has different matrix elements for bosonic and fermionic
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setups, because of difference in Bose-Einstein distribution and
Fermi-Dirac distribution.
In the first order coupling constant J , the LGI function
I+(t, ρf,e) (10) has the form
I(1)+ (t, ρf,e) = 4tJ sin2 θ(ρf,e22 + ρf,e33)(cos(2Ωt)− cos(Ωt))
(89)
The steady state ρf,e has the form in (54). We can safely ap-
proximate the first order MLGI function Imax(ρf,e) defined in
(61) by
I(1)max(ρf,e) ≈ I(1)+ (t = pi/(3Ω), ρf,e)
= −4piJ
3Ω
sin2 θ(ρf,e22 + ρ
f,e
33) (90)
Note that the zeroth order of LGI function I(0)+ (t, ρf,e) has
a maximum at t = pi/(3Ω) and the zeroth order of MLGI
function is equivalent to the maximum of the zeroth order of
LGI function I+(t, ρf,e).
The first order correction I(1)max(ρf,e) is always negative.
Both the zeroth and the first order of MLGI function are even
functions of ω¯− µ, indicating local minimum or maximum at
µ = ω¯. If T  ω¯ (the low temperature regime), we have the
population sum
ρf,e22 + ρ
f,e
33 ≈
1
exp
(
2|ω¯−µ|−Ω
2T
)
+ 1
(91)
The resonant point ω¯ = µ gives the maximal population of the
nonlocal states (eigenstates |2〉 and |3〉 are entangled states).
The ground state has the particle occupation number 0; the
first and the second excited states have the particle occupation
number 1 and the highest excited state has the particle occu-
pation number 2. At the resonant point ω¯ = µ, the system
is driven into the first and the second excited states. There-
fore the zeroth order of the MLGI function (74) has the global
maximum at ω¯ = µ. Low chemical potential reservoir can
not pump electrons into dots (described by the state |1〉); but
high chemical potential reservoir makes all dots occupied (de-
scribed by the state |4〉). Both the evolutions of states |1〉 and
|4〉 admit local realism descriptions. See FIG. 5 for the nu-
merical results of Imax(ρf,e) in terms of the coupling constant
and the chemical potential µ.
When the ground state is dominated (two empty sites), we
can increase the population sum of the first and the second
excited states by lowering the mean energy splitting ω¯ or in-
creasing the local energy level difference ∆ω. We can re-
versely argue the high chemical potential case. The above
arguments are similar to the bosonic case. Consider the inter-
mediate chemical potential regime µ ∼ ω¯: population sum of
the first and the second excited state is almost saturated. Then
changing the energy difference ∆ω does not affect the popula-
tion sum of states |2〉 and |3〉. However, states |2〉 and |3〉 will
become less entangled (more local). Then we always have
larger MLGI function Imax(ρb,e) in (61) when θ = −pi/2, see
the numerical results in FIG. 7. On the contrary, away from
the resonant point µ ∼ ω¯, we always have MLGI Imax(ρb,e)
enhancement by increasing the local energy level difference
∆ω, although we have less entangled excited states.
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FIG. 8. (a) Heat current Ib2 defined in (93) and (b) entropy produc-
tion rate σb defined in (95) at steady state in terms of the nonequilib-
rium condition ∆T = T2 − T1 with fixed T1 = 0.1ω¯. Parameters
are set as θ = −pi/2 and J = 0.1ω¯.
V. LEGGET-GARG INEQUALITIES VIOLATIONS IN THE
NONEQUILIBRIUM CASES
In this section, we explore how the nonequilibrium con-
dition, characterized by the temperature difference ∆T =
T2 − T1 for the bosonic bath or chemical potential differ-
ence ∆µ = µ2 − µ1 for the fermionic bath, contributes to
the violation of LGIs. The nonequilibrium environment sug-
gests the heat or particle current flowing through the system
[42, 59, 61, 63, 65, 67, 69, 70, 73]. Consequently, there will
be nonzero thermodynamic dissipation characterized by the
entropy production rate [59, 69]. Violations of the LGIs given
by the nonequilibrium steady state also imply the quantum
transport phenomenon [45]. Firstly, we show that the heat or
particle current and entropy production rate through the sys-
tem increases monotonically in terms of the environment bias
(temperature difference ∆T or chemical potential difference
∆µ). Then analytically, we derive the LGI function I+(t, ρss)
defined in (10) in the first order of coupling constant J (ap-
proximation valid by the condition (80)). Based on that, we
give analytical analysis on the first order of the MLGI function
Imax(ρss) in (61) in the nonequilibrium cases. We numerically
check the analytical results and numerically explore the rela-
tive high-temperature cases.
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A. Heat/Particle Current and Entropy Production Rate
When the system reaches the steady state (under nonequi-
librium environments), there is a constant heat or particle cur-
rent flowing through the system (from the high temperature
or chemical potential bath to the low temperature or chemi-
cal potential bath). The heat current is characterized by the
energy change with the two environments. We have
Tr
(
dρ
dt
HS
)
=
2∑
l=1
Ibl (92)
where Ibl with l = 1, 2 are the heat currents through the bath
1 or 2. Superscript b reminds that we have bosonic environ-
ments. Positive Ibl means that the heat current is flowing into
the system. According to the Bloch-Redfield equation (26),
the heat currents are related with dissipators:
Ibl = Tr(Dl[ρ]HS) (93)
Steady state means that the energy of the system does not
change. Therefore the two currents have the same magnitude
but different directions:
Ib1 + I
b
2 = 0 (94)
If T2 > T1, we have Ib2 > 0 and I
b
1 < 0.
Given by the analytical results of the nonequilibrium steady
state ρb, see (41a)-(41d) and (46), we can find the steady state
heat current. We give the analytical steady state heat current
in Appendix C. We plot the heat current Ib2 in terms of the
nonequilibrium condition ∆T = T2 − T1 (with fixed T1) in
FIG. 8. The current magnitude increases monotonically with
the temperature bias ∆T . The inter-qubit coupling (charac-
terized by strength λ) plays an important role in heat trans-
port [61, 70, 73]. As λ = 0, the two-qubit system is decou-
pled and the two environments are separated. No heat current
flows through the system. Increasing the inter-qubit coupling
strength λ can enhance the heat flow, see FIG. 8.
Since the two reservoirs are assumed to be infinitely large
compared with system, the steady state can be maintained for
a very long time. We assume that the equilibrium tempera-
tures of the two baths are always constant. The nonzero con-
stant heat transfer at steady state implies that we have constant
entropy production rate defined as
σb = − I
b
1
T1
− I
b
2
T2
= Ib2
(
1
T1
− 1
T2
)
(95)
The same magnitude |∆T | gives the same entropy produc-
tion rate σb > 0. The entropy production rate also mono-
tonically increases with nonequilibrium condition, see FIG. 8.
The stronger inter-qubit coupling gives larger entropy produc-
tion rate, since we have larger steady-state heat current. At far
from equilibrium case, for example T1 → 0 and T2 →∞, the
entropy production rate is proportional to the heat current:
σb ≈ I
b
2
T1
(96)
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FIG. 9. (a) Particle current I f2 defined in (97) and (b) entropy produc-
tion rate σf defined in (100) at steady state in terms of the nonequi-
librium condition ∆µ = µ2 − µ1 with fixed µ1 = 0. The two baths
have the same temperatures T1 = T2 = 0.2ω¯. Parameters are set as
θ = −pi/2 and J = 0.1ω¯.
Nonequilibrium fermionic environments suggest particle
current flowing through the system. We can keep track of
the particle number change in the system to reveal the parti-
cle current. Similarly with heat current, we define the particle
current with respect to the two baths as
I fl = Tr(Dl[ρ]NS) (97)
with the particle operator NS in energy basis NS = |2〉〈2| +
|3〉〈3|+ 2|4〉〈4|. The steady state gives
I f1 + I
f
2 = 0 (98)
The positive current means that the electron flows into the sys-
tem. The analytical expression of the particle current is given
in Appendix C. We plot the particle current in terms of the
chemical potential difference ∆µ = µ2 − µ1 with fixed µ1 in
FIG. 9. Due to the Pauli exclusion principle (particle occupa-
tion number n(ω) (30) is less than 1), the particle current be-
comes saturated when we have large chemical potential bias.
For example, at relative low temperature regime T  ω¯, if
µ1 → 0 and µ2 →∞, we have the particle current
I f2 ≈ J(1 + ρf23 + ρf32) = J
(
1− 1
1 + (λ/2J)
2
)
(99)
assuming ω1 = ω2 and constant symmetric coupling spec-
tral J (38). The current is proportional to the coherence in
the energy basis. The particle current is bounded by J . In-
creasing the inter-qubit coupling gives larger particle current
as expected, see FIG. 9.
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The two fermionic environments are characterized by the
(different) equilibrium chemical potentials and the tempera-
tures respectively at the steady state. The entropy production
rate of the environments is
σf =
µ1I
f
1
T
+
µ2I
f
2
T
=
µ2 − µ1
T
I f2 (100)
Here for simplicity, we assume the same temperatures T =
T1 = T2 of the two baths to explore how chemical potential
difference influences the dynamics and thermodynamic dissi-
pation. At far from equilibrium case, the particle current is
saturated. Therefore the entropy production rate increases lin-
early with the nonequilibrium condition ∆µ = µ2 − µ1, see
FIG. 9.
B. MLGI Enhanced by the Nonequilibrium bosonic
Environments
In Liouville space, the time-evolution operator is given
by eMt with the matrix elements in (A1)-(A14), see (75).
When we have nonzero nonequilibrium condition ∆T , the
density matrix in population space and coherence space is
not decoupled, unlike the equilibrium case. Therefore, the
steady state coherence in the eigenstate representation can sur-
vive in nonequilibrium environments [60, 61, 70]. The time-
evolution matrixM can be decomposed into coherent evolu-
tion part M0 and the dissipation part MJ , see (76). These
two parts do not commute in the nonequilibrium cases. As a
result, the Zassenhaus formula in the first order MJ in (78)
will have summation for infinite series. Fortunately, the sum
has the closed form due to the simple structure of M0. For
simplicity, we consider the symmetric qubit ω1 = ω2 in the
following analytical study.
The zeroth order of the LGI function I2(t, ρss) has the con-
tribution from the steady state coherence. Thus the nonzero
steady state coherence may suggest that the two-time LGIs
are violated. In the symmetric qubit setting, the inequality
I(0)2 (t, ρss) > 1 can be rewritten into
ρ44 < Reρ23, (101)
which is possible in some nonequilibrium cases. Note that the
nonequilibrium steady state coherence is proportional to the
coupling constant J , see Eq. (46) and Eq. (53). Therefore, the
inequality in Eq.(101) also implies that the possible violation
of two-time LGIs is in the order J . We numerically check
to see that the possible violation from the coherent evolution
is wiped out when the nonunitary evolution is included. In
the following, we concentrate on the LGI function I+(t, ρss)
defined in (10). Note that the violation by the LGI function
I+(t, ρss) is always smaller than the LGI function I−(t, ρss)
in the coherent evolution, see Eq.(71)-(72).
We obtain the first order LGI function I+(t, ρb) with the
nonequilibrium corrections:
I(1)+ (t, ρb) = 4tJ(ρb22 + ρb33) (n˜1 + n˜2 + 1)) (cos(2λt)− cos(λt)) +
2J
λ
(∆n1 + ∆n2) (sin(2λt)− 2 sin(λt)) (102)
The steady state ρb has the analytical solution in (41a)-(41d).
The first term is the equilibrium correction (with sin2 θ = 1),
see (83). To better see how the nonequilibrium condition af-
fects the LGIs violations, we approximate the MLGI function
Imax(ρb) as (same as the equilibrium case):
I(1)max(ρb) ≈ I(1)+ (t = pi/(3λ), ρb)
= −4piJ
3λ
(ρb22 + ρ
b
33)−
√
3J
λ
(∆n1 + ∆n2)
(103)
with λ 6= 0. Note that λ = 0 (decoupled two qubit system) is
trivial for the LGIs violations. The first order I(1)max(ρb) is al-
ways negative irrespective to either T2 > T1 or T1 < T2. The
second term in I(1)max(ρb) is the corresponding nonequilibrium
correction. Note that we also have nonequilibrium corrections
in steady state solution (41a)-(41d), which is proportional to
J2 order.
The nonequilibrium correction in I(1)max(ρb) is not a sym-
metric function of temperatures T1 and T2. Simple argument
shows that ∆n1,2 < 0 with T2 > T1. Therefore we can ex-
pect MLGI function I(1)max(ρb) enhancement with T2 > T1.
The two-qubit system is symmetric with T1 and T2 if the two
qubits are identical (ω1 = ω2). In other words, the identical
two qubit system has the spatial asymmetry which comes from
the nonequilibrium environments. In the LGIs tests, we as-
sume that the one-qubit system is measured locally, which in-
troduces another asymmetry. Therefore, we expect that mea-
suring qubit 1 will have different results with measuring qubit
2, if the two qubits are surrounded by the nonequilibrium en-
vironments ∆T 6= 0. If we tune the two-qubit coupling λ to
be small, the qubit 2 coupled bath with temperature T2 be-
comes another environment in terms of qubit 1. If bath 1 has
high temperature, then qubit 1 becomes classical.
In the equilibrium scenario, the MLGI function Imax(ρb,e)
has a nonmonotonic relationship with the temperatures T =
T1 = T2, see FIG. 5, resulting from the competition between
the nonlocal state population and the decoherence effects on
the system. In the following, we fix the mean temperature and
study the relationship between the MLGI function Imax(ρb)
and nonequilibrium condition ∆T = T2 − T1. If we have
relative low mean temperature (Tm  ω¯ with Tm = 1/2(T1 +
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FIG. 10. The contour plot diagram of MLGI function Imax(ρss)
defined in (61) in terms of (a) the mean temperature Tm and the tem-
perature difference ∆T = T2 − T1 for the bosonic bath and (b) the
mean chemical potential µm and the chemical potential difference
∆µ = µ2 − µ1 for the fermionic bath with T = 0.4ω¯. Other pa-
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fermionic environment.
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FIG. 11. Comparison between the MLGI functions given by the
Lindblad and the Bloch-Redfield equation. The parameters are set as
λ = ω¯, θ = −pi/2 and J = 0.005ω¯. (a) The mean temperature is
relatively low Tm = 0.5ω¯. (b) The mean temperature is relatively
high Tm = ω¯.
T2)), we get the approximation:
I(0)max(ρb) + I(1)max(ρb) ≈ α′
(
1
2
+
J
λ
(
±
√
3− 4pi
3
))
(104)
The plus sign is for T2 > T1 and minus sign is for T2 < T1.
Parameter α′ is defined as
α′ = e−ω
′
1/Teff + e−ω
′
2/Teff (105)
with the effective temperature
Teff = 2T
2
m/(2Tm − |∆T |) (106)
With ∆T = 0, the effective temperature is the equilibrium
temperature Teff = T1 = T2 = T , and α′ is back to the equi-
librium parameter α defined in (88). The parameter α′ is ap-
proximated from the nonlocal state population sum ρb22 +ρ
b
33.
We can increase α′ by increasing the mean temperature T¯
or the temperature difference ∆T . Therefore the increased
MLGI function Imax(ρb,e) via the nonequilibrium condition
can be understood as the increasing nonlocal state population.
Besides, the temperature difference at T2 > T1 is more fa-
vorable for LGI violations than the temperature difference at
T2 < T1 (magnitude in the order of J). The asymmetric
roles of T1 and T2 can only be characterized by the Bloch-
Redfield equation. We compare the difference of the MLGI
functions given by the Bloch-Redfield equation and the Lind-
blad respectively, see FIG. 11. Note that the Lindblad form
always treats the (strongly coupled) two-qubit system collec-
tively and therefore misses the genuine nonequilibrium effects
[73].
When the mean temperature is relatively large, say Tm ∼
10ω¯, we know that the states are almost evenly distributed
i.e., ρb22 + ρ
b
33 ≈ 1/2. Up to the first order J , we have
I(0)max(ρb) + I(1)max(ρb) ≈
1
4
+
J
λ
((
1
ω′1
+
1
ω′2
)(√
3
2
∆T − 2pi
3
Tm
)
− 2pi
3
)
(107)
We can see that ∆T > 0 can give LGIs violations however
∆T < 0 can not, see FIG. 10. Such asymmetric contribu-
tion is beyond the Lindblad description [42]. See FIG. 11 for
the comparison between the Lindblad and the Bloch-Redfield
equation. Note that we have the same MLGI functions given
by the Lindblad or the Bloch-Redfield equation if ∆T = 0.
The nonequilibrium bosonic environments have the ther-
modynamic cost characterized by the entropy production rate
σb defined in (95). We know that the steady state gives
the constant entropy production rate which monotonically in-
creases with the temperature difference of the two baths, see
FIG. 8. The entropy production rate σb can be viewed as an-
other thermodynamic nonequilibrium measure, aside from the
temperature difference ∆T . Suppose that we fix the tempera-
ture T1 at relatively low regime T1  ω¯. The system will stay
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FIG. 12. The MLGI function Imax(ρb) defined in (61) in terms
of the entropy production rate σb defined in (95) with the different
inter-qubit coupling strength λ. (a) The temperature T1 is fixed with
T1 = 0.1ω¯ or (b) the temperature T2 is fixed with T2 = 0.1ω. Other
parameters are set as θ = −pi/2 and J = 0.05ω¯.
at the ground state at the equilibrium case T1 = T2. Increas-
ing the temperature T2 will induce the heat current (at steady
state) flowing from the bath 2 to the bath 1. We will have non-
zero entropy production rate σb generated from the nonequi-
librium environments. The consumption in the environments
characterized by the entropy production rate σb can enhance
the LGI violation if the temperature T1 is relatively low, see
FIG. 12. If we fix the temperature T2, increasing the temper-
ature T1 will induce the heat current (at steady state) flow-
ing from the bath 1 to the bath 2. The same magnitude |∆T |
gives the same entropy production rate. However, we have the
stronger enhancement for the MLGI function Imax(ρb) con-
sumed by the thermodynamic cost (the nonzero entropy pro-
duction rate) if T1 < T2, see FIG. 12. With the same entropy
production rate σb, larger inter-qubit coupling λ gives larger
MLGI function Imax(ρb) either T1 > T2 or T1 < T2. In
other words, we have more efficient thermodynamic cost (to
enhance the LGI violations) if we have stronger inter-qubit
coupling λ. Intuitively, stronger inter-qubit coupling λ gives
more population on the first excited state |2〉, which is nonlo-
cal.
Detuning the qubit frequency ∆ω can increase the MLGI
function Imax(ρb,e) (with equilibrium environments) if the
temperature T = T1 = T2 is relatively low, see FIG. 6.
The relationship between the frequency difference ∆ω and
MLGI function Imax(ρb) is more complicated in nonequilib-
rium cases. We know that the LGI function Imax(t, ρb) is
asymmetric in terms of temperature difference ∆T . We plot
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FIG. 13. The MLGI function Imax(ρss) defined in (61) in terms
of the nonequilibrium condition ∆T = T2 − T1 and the detuning
angle θ defined in (20) with fixed λ = ω¯. (a) Mean temperature
is relatively low Tm = 0.2ω¯ or (b) high Tm = 2ω¯. The coupling
constant is set as J = 0.005ω¯.
the MLGI function Imax(ρb) with respect to detuning angle θ
defined in (20) (with fixed λ) and nonequilibrium condition
∆T in FIG. 13. When the mean temperature is relatively low
Tm < ω¯, detuning ∆ω > 0 or ∆ω < 0 can increase MLGI
function Imax(ρb) with ∆T < 0 or ∆T > 0 respectively, see
FIG. 13 (a). In other words, the qubit with smaller frequency
should couple with higher temperature bath and vice versa.
Recall that in the low mean temperature regime, the MLGI
function Imax(ρb) is enhanced from increasing the nonlocal
state population. One can check that the nonlocal state popu-
lation sum is also increased by detuning ∆ω > 0 or ∆ω < 0
if ∆T < 0 or ∆T > 0. Intuitively we can understand that
the low frequency qubit coupled with the high temperature
bath can help the excitation, since the mean temperature is
relatively low and the system is at the ground state with high
probability. When the mean temperature is relatively large,
i.e., Tm ≈ ω¯, from FIG. 13 (b), we see that detuning ∆ω
will not enhance the violations of LGIs significantly anymore
for either ∆T > 0 or ∆T < 0. The asymmetric tempera-
ture contribution is obvious: ∆T > 0 always gives stronger
enhancement of MLGI function Imax(ρb). In equilibrium en-
vironments, around Tm ≈ ω¯, the MLGI function Imax(ρb,e)
has the maximal value, see FIG. 5. Such maximal point is
the result of the competition between the excitation of nonlo-
cal states and the decoherence effect. In nonequilibrium case
around Tm ≈ ω¯, detuning the two qubits will not help the ex-
citation. In fact, detuning the two qubits leads to the nonlocal
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FIG. 14. The MLGI function Imax(ρf) defined in (61) in term of the
entropy production rate σf defined in (100) with the different inter-
qubit coupling strength λ. (a) The chemical potential µ1 is fixed
with µ1 = 0 or (b) fixed with µ1 = ω¯. Other parameters are set as
θ = −pi/2, T1 = T2 = 0.2ω¯ and J = 0.05ω¯.
state to be less entangled and therefore does not boost the LGI
violation.
C. MLGI Enhanced by Nonequilibrium fermionic
Environments
When the two-qubit system is coupled with the two
fermionic baths, we consider how the nonequilibrium condi-
tion given by ∆µ = µ2 − µ1 contributes to the violations of
LGIs. Same as bosonic nonequilibrium setup, the coherent
evolutionM0 and dissipatorMJ do not commute with non-
vanishing ∆µ 6= 0. However, we still can have closed form of
Zassenhaus formula (78) in the first order of the coupling con-
stant J . We have the first order LGI function I+(t, ρf) with
the nonequilibrium corrections:
I(1)+ (t, ρf) = 4tJ(ρf22 + ρf33)(cos(2λt)− cos(λt)) +
2J
λ
(∆n1 + ∆n2)
(
ρf11 − ρf44
)
(sin(2λt)− 2 sin(λt)) (108)
with ω1 = ω2 and λ 6= 0. The nonequilibrium correction term
is proportional to (∆n1 +∆n2). We can approximate the first
order MLGI function Imax(ρb) by
I(1)max(ρf) ≈ I(1)(t = pi/(3λ), ρf), (109)
which gives
I(0)max(ρf) + I(1)max(ρf) =
(
1
2
− 4piJ
3λ
)
(ρf22 + ρ
f
33)
+
√
3J
λ
(∆n1 + ∆n2)(ρ
f
44 − ρf11) (110)
The nonequilibrium term ∆nl (39c)-(39d) with l = 1, 2 is
bounded |∆nl| < 1/2 in fermionic case. Nonequilibrium
conditions ∆µ > 0 and ∆µ < 0 only have difference in
I(1)max(ρf) with magnitude in order J . In other words, the
asymmetric nonequilibrium condition ∆µ does not give sig-
nificantly asymmetric MLGI function Imax(ρf), unlike the
bosonic nonequilibrium case.
In the equilibrium setup, we know that the resonant point
µ¯ = ω¯ gives the maximal MLGI. Analytically, with µ¯ = ω¯,
the population sum ρf22 +ρ
f
33 (up to first order coupling J) has
the expression:
ρf22 + ρ
f
33 =
cosh
(
λ
2T
)
cosh
(
∆u
2T
)
+ cosh
(
λ
2T
)
+
sinh2
(
∆µ
2T
)
2
(
cosh
(
∆µ+λ
2T
)
+ 1
)(
cosh
(
∆µ−λ
2T
)
+ 1
) (111)
It is easy to see that the equilibrium setup ∆µ = 0 gives the
maximal of population sum ρf22 + ρ
f
33. Therefore nonequilib-
rium condition does not give enhancement of MLGI Imax(ρf)
when µ¯ = ω¯. See FIG. 10 for numerical results.
The major contribution up to the first order MLGI func-
tion in (110) is from ρf22 + ρ
f
33, which is the population sum
of the non-local eigenstates. Away from the resonant point
µ¯ = ω¯, we can find that the population sum increases with the
nonequilibrium condition ∆µ. Therefore, MLGI Imax(ρf) can
be enhanced by the nonequilibrium condition away from the
resonant point. See FIG. 10 for numerical results that MLGI
Imax(ρf) can be enhanced by ∆µ away from µ¯ = ω¯.
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FIG. 15. The MLGI function Imax(ρss) defined in (61) in terms of
nonequilibrium condition ∆µ = µ2−µ1 (nonequilibrium fermionic
bath with T = 0.2ω¯) and detuning angle θ defined in (20) with fixed
λ = ω¯. (a) Small mean chemical potential µm = 0.2ω¯ and (b) large
mean chemical potential µm = 0.8ω¯. The coupling constant is set as
J = 0.005ω¯.
The fermionic environments with the different chemical po-
tentials lead to the particle current flowing through the system.
The nonequilibrium environments have the dissipation char-
acterized by the entropy production rate σf defined in (97),
see FIG. 9. The MLGI function Imax(ρf) can be enhanced by
consuming the nonequilibrium environments (with nonzero
entropy production rate σf if the chemical potentials µ1 and
µ2 are away from the resonant point ω¯. For example, if we
fix the chemical potential µ1 at µ1 = 0, increasing the en-
tropy production rate σf gives the enhancement of LGI viola-
tion, see FIG. 14. However, if we fix the µ1 around the value
ω¯, the nonequilibrium thermodynamic cost gives the smaller
or zero MLGI function Imax(ρf), see FIG. 14. The equilib-
rium case µ1 = µ2 ≈ ω¯ with zero entropy production rate σf
already gives almost saturated populations ρf22 + ρ
f
33, there-
fore the nonequilibrium cost σf does not enhance the LGI vi-
olation. Similarly with bosonic environments, stronger inter-
qubit coupling λ always increases the LGI violation either µ1
and µ2 away from or around the value ω¯.
We also studied how the detuning frequency ∆ω combined
with nonequilibrium condition ∆µ contributes to the viola-
tions of LGIs. Numerically, we separately contour plot the
two-dimensional diagram of the MLGI function Imax(ρf) in
terms of the nonequilibrium condition ∆µ and the detun-
ing angle θ (defined in (20)) with fixed tunneling strength λ,
when the system is away from the resonant point or around
the resonant point µ¯ = ω¯, see FIG. (15). When the sys-
tem is away µ¯ = ω¯, the lower frequency qubit should couple
the higher chemical potential reservoir and higher frequency
qubit should couple the lower chemical potential reservoir,
in order to reach the larger violations of LGIs. However,
around the resonant point, detuning the system ω1 6= ω2
with nonequilibrium condition ∆µ does not give larger vio-
lations of LGIs. The explanations are still based on the popu-
lation sum ρf22 + ρ
f
33 in terms of the detuning angle θ and the
nonequilibrium condition ∆µ. Away from the resonant point,
the system (with high probability) stays at ground states or
highest excited states which has classical description. Then
detuning the two qubits by ∆ω or by nonequilibrium condi-
tion ∆µ > 0 (or ∆µ < 0), we can increase the nonlocal state
(the first and the second excited states) population. On the
contrary, around the resonant point, the nonequilibrium con-
dition always gives less population of nonlocal states.
VI. CONCLUSION
We have studied the LGIs violations in a quantum sys-
tem (two interacting qubits) coupled with equilibrium or
nonequilibrium environments. Each qubit is coupled with one
(bosonic or fermionic) bath. We have derived the evolution
equation of the reduced density matrix beyond the secular
approximation (Bloch-Redfield equation). There are analyt-
ical solutions of the reduced density matrix of steady states.
We calculate the heat current (the system coupled with the
nonequilibrium bosonic environments) or the particle current
(the system coupled with the nonequilibrium fermionic envi-
ronments) in the steady state regime. Correspondingly, we
study the entropy production rate as the nonequilibrium ther-
modynamic cost. We use the maximum to LGI functions,
which is called MLGI function Imax(ρss) defined in (61), to
quantify the degree of the LGIs violations. We have obtained
the analytical form of the two- and three-time LGI functions
I2(t, ρss) and I±(t, ρss). Based on that, we analyze the MLGI
function Imax(ρss) in the zeroth order and the first order of
coupling J . The zeroth order represents the coherent evolu-
tion and the first order describes the non-unitary part (due to
coupled with the environments). We also analytically separate
the equilibrium and nonequilibrium effects in the first order
LGI function I+(t, ρss) and MLGI function Imax(ρss).
In the equilibrium set up, LGIs violations are caused by the
unitary evolution of the first and the second excited states (en-
tangled states in two qubit system). In the bosonic case, the
MLGI function Imax(ρb,e) has a non-monotonic relationship
with the equilibrium temperature. The analytical results reveal
that the environment can give excitation and therefore the non-
local eigenstates (enhance the LGIs violations) but can also
have decoherence effect (reduce the LGIs violations). The
fermionic bath has similar results.
The nonequilibrium condition can be quantified by the tem-
perature difference or chemical potential difference for the
bosonic or fermionic reservoir respectively. The entropy pro-
duction rate also characterizes the thermodynamic nonequi-
librium cost. In the bosonic case, the nonequilibrium envi-
22
ronment can magnify the violations of LGIs (increasing the
MLGI function Imax(ρb) by the temperature difference), if
the mean temperature is relatively low. Correspondingly, the
LGIs violations enhancement monotonically increases with
the entropy production rate. In particular, the MLGI func-
tion Imax(ρb) can be enhanced more if T2 > T1 (we measure
the local observable of qubit 1). Such asymmetric result is
beyond the Lindblad description (wiped out by the secular ap-
proximation). In the fermionic bath setups, we have the MLGI
function Imax(ρb) enhancement by the nonequilibrium condi-
tion ∆µ (chemical potential difference) if the system is away
from the resonant point µ¯ = ω¯. Such enhancement is real-
ized by the thermodynamic nonequilibrium cost (nonzero en-
tropy production rate). When we have the detuned two qubits
(different frequencies), the low (high) frequency qubit should
couple to high (low) temperature or chemical potential (with
low temperature) bath in order to enhance the LGIs violations.
Whether we can realize the macroscopic coherence or
Shro¨dinger’s cat in the experiments is a very important funda-
mental question in quantum mechanics. The inevitable cou-
pling with environments leads to the decoherence (classical
macrorealism description). Our study suggests new ways to
test the macrorealism via the LGIs. We can take the advan-
tage from coupling with the environments by designing nonlo-
cal excited states of the system. Furthermore, with the detun-
ing of the two-qubit system, the nonequilibrium environments
(with different temperatures or chemical potentials) can sig-
nificantly enhance the degree of the violations of LGIs. In
our study, we describe quite general environments. Our re-
sults are not based on the sophisticated designed interaction
between the system and the environments. It is much easier
to create a system coupled with the nonequilibrium environ-
ments than a completely decoupled system. It is expected that
our results can be generalized into multi-qubit system coupled
with multi-nonequilibrium environments.
ACKNOWLEDGMENTS
K.Z. and J.W. appreciate the supports from Grant No. NSF-
PHY 76066. W.W. is supported by the National Natural Sci-
ence Foundation of China under Grant No. 11905222. We
thank Professor J. Kestner, Professor V. Korepin, and X. Wang
for helpful discussions.
Appendix A: Transition Matrix Elements for Time-Evolution
Equation
MatrixM defined in (32) describing the time evolution of
the system based on Bloch-Redfield equation (26) has the ma-
trix elements Mab,cd (with row index ab and column index
cd):
M11,11 =− 2
(
cos2
θ
2
(α1(ω
′
1) + α2(ω
′
2))
+ sin2
θ
2
(α1(ω
′
2) + α2(ω
′
1))
)
; (A1)
M11,22 =M33,44 = 2
(
cos2
θ
2
β1(ω
′
1) + sin
2 θ
2
β2(ω
′
1)
)
;
(A2)
M11,33 =M22,44 = 2
(
sin2
θ
2
β1(ω
′
2) + cos
2 θ
2
β2(ω
′
2)
)
;
(A3)
M22,11 =M44,33 = 2
(
cos2
θ
2
α1(ω
′
1) + sin
2 θ
2
α2(ω
′
1)
)
;
(A4)
M22,22 =− 2
(
cos2
θ
2
(β1(ω
′
1) + α2(ω
′
2))
+ sin2
θ
2
(α1(ω
′
2) + β2(ω
′
1))
)
; (A5)
M33,11 =M44,22 = 2
(
sin2
θ
2
α1(ω
′
2) + cos
2 θ
2
α2(ω
′
2)
)
;
(A6)
M33,33 =− 2
(
cos2
θ
2
(α1(ω
′
1) + β2(ω
′
2))
+ sin2
θ
2
(α2(ω
′
1) + β1(ω
′
2))
)
; (A7)
M44,44 =− 2
(
cos2
θ
2
(β1(ω
′
1) + β2(ω
′
2))
+ sin2
θ
2
(β1(ω
′
2) + β2(ω
′
1))
)
; (A8)
M11,23 =M11,32 = −M23,44 = −M32,44
=
1
2
sin θ (β2(ω
′
1) + β2(ω
′
2)− β1(ω′1)− β1(ω′2)) ;
(A9)
M22,23 =M22,32 =M23,33 =M32,33
=
1
2
sin θ (α2(ω
′
1) + β1(ω
′
2)− α1(ω′1)− β2(ω′2)) ;
(A10)
M33,23 =M33,32 =M23,22 =M32,22
=
1
2
sin θ (β1(ω
′
1) + α2(ω
′
2)− α1(ω′2)− β2(ω′1)) ;
(A11)
M44,23 =M44,32 = −M23,11 = −M32,11
=
1
2
sin θ (α1(ω
′
1) + α1(ω
′
2)− α2(ω′1)− α2(ω′2)) ;
(A12)
M23,23 =M∗23,23 = iΩ
− (cos2 θ
2
(α1(ω
′
1) + α2(ω
′
2) + β1(ω
′
1) + β2(ω
′
2))
+ sin2
θ
2
(α2(ω
′
1) + α1(ω
′
2) + β2(ω
′
1) + β1(ω
′
2)))
(A13)
M11,44 =M44,11 =M22,33
=M33,22 =M23,32 =M32,23 = 0 (A14)
Parameters αl(ω) and βl(ω) with l = 1, 2 are defined in (28).
Angle θ defined in (20) tells the detuning frequency ∆ω of the
23
two qubits.
Appendix B: Elements of Steady State Population Matrix
Steady state population matrix defined in (36) has the ma-
trix elements when the two baths are bosonic or fermionic
(with symmetric constant coupling J1(ω) = J2(ω) = J)
Aaa,bb =Maa,bb + κ
b,f
J
Maa,23M23,bb (B1)
with coefficient κb for bosonic bath defined in (42) and coef-
ficient κf for fermionic bath defined in (52).
1. Elements of Steady State Population Matrix for bosonic
Bath
The explicit expressions for the matrix elements A, when
the two baths are bosonic, are:
Ab11,11 = −2 (n˜1 + n˜2) + κb (∆n1 + ∆n2)2 (B2)
Ab11,22 = 2 (n˜1 + 1) + κb
(
∆n22 −∆n21
)
(B3)
Ab11,33 = 2 (n˜2 + 1) + κb
(
∆n21 −∆n22
)
(B4)
Ab11,44 = −κb (∆n1 + ∆n2)2 (B5)
Ab22,11 = 2n˜1 + κb
(
∆n21 −∆n22
)
(B6)
Ab22,22 = −2 (n˜1 + n˜2 + 1)− κb (∆n1 −∆n2)2 (B7)
Ab22,33 = κb (∆n1 −∆n2)2 (B8)
Ab22,44 = 2 (n˜2 + 1)− κb
(
∆n21 −∆n22
)
(B9)
Ab33,11 = 2n˜2 − κb
(
∆n21 −∆n22
)
(B10)
Ab33,22 = κb (∆n2 −∆n1)2 (B11)
Ab33,33 = −2 (n˜1 + n˜2 + 1)− κb (∆n1 −∆n2)2 (B12)
Ab33,44 = 2 (n˜1 + 1) + κb
(
∆n21 −∆n22
)
(B13)
Ab44,11 = −κb (∆n1 + ∆n2)2 (B14)
Ab44,22 = 2n˜2 + κb
(
∆n21 −∆n22
)
(B15)
Ab44,33 = 2n˜1 − κb
(
∆n21 −∆n22
)
(B16)
Ab44,44 = −2 (n˜1 + n˜2 + 2) + κb (∆n1 + ∆n2)2 (B17)
Notations n˜l and ∆ with l = 1, 2 are defined in (39a)-(39c).
Note that the overall constant J in matrix A has omitted here.
2. Matrix Elements of Steady State Population Matrix for
fermionic Bath
The explicit expressions for the matrix elements A, when
the two bath are fermionic, are:
Af11,11 = −2 (n˜1 + n˜2) + κf (∆n1 + ∆n2)2 (B18)
Af11,22 = 2 (1− n˜1)− κf (∆n1 + ∆n2)2 (B19)
Af11,33 = 2 (1− n˜2)− κf (∆n1 + ∆n2)2 (B20)
Af11,44 = −κf (∆n1 + ∆n2)2
Af22,11 = 2n˜1 + κf (∆n1 + ∆n2)2 (B21)
Af22,22 = 2 (n˜1 − n˜2 − 1) + κf (∆n1 + ∆n2)2 (B22)
Af22,33 = +κf (∆n1 + ∆n2)2 (B23)
Af22,44 = 2 (1− n˜2) + κf (∆n1 + ∆n2)2 (B24)
Af33,11 = 2n˜2 + κf (∆n1 + ∆n2)2 (B25)
Af33,22 = κf (∆n1 + ∆n2)2
Af33,33 = 2 (n˜2 − n˜1 − 1) + κf (∆n1 + ∆n2)2 (B26)
Af33,44 = 2 (1− n˜1) + κf (∆n1 + ∆n2)2 (B27)
Af44,11 = −κf (∆n1 + ∆n2)2 (B28)
Af44,22 = 2n˜2 − κf (∆n1 + ∆n2)2 (B29)
Af44,33 = 2n˜1 − κf (∆n1 + ∆n2)2 (B30)
Af44,44 = 2 (n˜1 + n˜2 − 2)− κf (∆n1 + ∆n2)2 (B31)
Notations n˜l and ∆ with l = 1, 2 are defined in (39a)-(39c).
Appendix C: Steady State Heat/Particle Current
Given the steady state of nonequilibrium bosonic baths in
(41a)-(41d), the heat current Ib2 defined in (93) has the form
Ib2 =− 2(cos2
θ
2
α1(ω
′
1)ω
′
1 + sin
2 θ
2
α1(ω
′
2)ω
′
2)ρ
b
11
+ 2(cos2
θ
2
β1(ω
′
1)ω
′
1 − sin2
θ
2
α1(ω
′
2)ω
′
2)ρ
b
22
+ 2(sin2
θ
2
β1(ω
′
2)ω
′
2 − cos2
θ
2
α1(ω
′
1)ω
′
1)ρ
b
33
+ 2(cos2
θ
2
β1(ω
′
1)ω
′
1 + sin
2 θ
2
β1(ω
′
2)ω
′
2)ρ
b
44
− 1
2
sin θ(β1(ω
′
2) + α1(ω
′
2))ω
′
1(ρ
b
23 + ρ
b
32)
− 1
2
sin θ(β1(ω
′
1) + α1(ω
′
1))ω
′
2(ρ
b
23 + ρ
b
32) (C1)
where the parameters α1(ω) and β1(ω) are defined in (28).
Note that the occupation particle number obeys the Bose-
Einstein distribution.
Given the steady state of nonequilibrium fermionic baths
in (51a)-(51d), the particle current I f2 defined in (97) has the
form
I f2 =− 2(cos2
θ
2
α1(ω
′
1) + sin
2 θ
2
α1(ω
′
2))ρ
f
11
+ 2(cos2
θ
2
β1(ω
′
1)− sin2
θ
2
α1(ω
′
2))ρ
f
22
+ 2(sin2
θ
2
β1(ω
′
2)− cos2
θ
2
α1(ω
′
1))ρ
f
33
+ 2(cos2
θ
2
β1(ω
′
1) + sin
2 θ
2
β1(ω
′
2))ρ
f
44
− 1
2
sin θ(β1(ω
′
2) + α1(ω
′
2))(ρ
f
23 + ρ
f
32)
24
− 1
2
sin θ(β1(ω
′
1) + α1(ω
′
1))(ρ
f
23 + ρ
f
32) (C2)
where the parameters α1(ω) and β1(ω) are defined in (28).
Note that the occupation particle number obeys the Fermi-
Dirac distribution.
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