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表  1-1 会議の機能と適した参加人数の関係  






伝達会議	 情報伝達とその確認	 	 ○	 ○	 
調整会議	 組織間の情報調整	 	 ○	 	 
創造会議	 問題点の分析，解決策の立案	 ○	 	 	 






























































































































































































































































































図  2-2 システム構成  
2.4.2 テレプレゼンスロボット 




KRS-2552HV である．KRS-2552HV の仕様をに表 2-1 示す．また，サーボモータの追加を行
った後のテレプレゼンスロボットの機構を図 2-4 に示す．身ぶりの表現度を高めるため頭部











くなるよう大きさを考慮し，株式会社磁気研究所の 4.3インチ小型 USBディスプレイ Mimo 
um-430を用いた． 
	 
図  2-3 テレプレゼンスロボット外観  
 


















































図  2-6 Kinect の骨格認識で取得可能な関節点  
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実際に会話タスクに用いる道具のリストを表 2-2に示す．この会話タスクは 1 回あたり 4 分
間で行う．この会話 1回を 1セッションと呼ぶ．また，遠隔参与者となる被験者と操作条件
をそれぞれ変更し，会話タスクに用いる道具の組み合わせも別のものに変更して各セッショ
ンを行う．1 グループにつき 3 人の被験者がいるため，被験者と比較条件の組合せは，被験
者 A，B，C のうち 1 人が遠隔参与者となり提案手法で会話に参与する場合が 3 通り，被験
者 A，B，Cのうち１人が既存手法で会話に参与する場合が 3通り，被験者 A，B，C全員が





表  2-2 砂漠生き残り問題の道具リスト  
 道具 
セッション１ ○	 １人につき１リットルの水 
○	 チョコレート 
○	 食塩の錠剤 
セッション２ ○	 防水シート 
○	 毛布 
○	 軽装のコート 
セッション３ ○	 拳銃 
○	 ナイフ 
○	 フライパン 
セッション４ ○	 マッチ 
○	 懐中電灯 
○	 赤と白模様のパラシュート 
セッション５ ○	 「食用に適する砂漠の動植物」という本 
○	 その地域の航空地図 
○	 携帯電話 
セッション６ ○	 ガーゼと包帯 
○	 人数分のサングラス 
○	 ウォッカ 


































図  2-9 実験環境
 21 
 
図  2-10 会議室側の様子  
 
図  2-11 遠隔地側の様子  
 22 
2.5.5 実験の流れ 
















































7 組(合計 21 人)の被験者に対して実験を行い，ビデオカメラを用いて実験時の会話の様子


















てはそれぞれ合計 21セッション，対面会話条件は 1グループあたり 1セッションを行ったた
め合計 7セッションのデータから発話ターン数のカウントを行った．また，条件別の平均総
ターン数は表 2-3のようになり，検定の結果，各条件の間に有意な差は見うけられなかった．
ターン取得率の 3 条件間において反復測定 1 元配置分散分析を行った結果，有意水準 1%の
有意差がみられた．3 条件間の組合せのどこに差があるのかをより詳細に明らかにするため





	 各条件における 1 セッション中の発話衝突回数の平均を図	 2-16 に示す．発話衝突回数の









表  2-3 セッション中の総ターン数の平均  
 Average of total 
turns per session 
Standard Deviation 
Proposed method 40.3 10 
Existing method 46.5 9.48 
Face-to-face 43.6 9.12 
 
 




図  2-14 ロボットにより表出された無意識的身ぶりの回数  
 
 












































































































































































































表  3-1 頭部方向の誇張  
 遠隔参与者 ロボット 
頭部のパン方向 ○ ○ 
体幹のパン方向 ☓ ○ 
 
表  3-2 うなずき動作の誇張  
 遠隔参与者 ロボット 
頭部のチルト方向 ○ ○ 
体幹のチルト方向 ☓ ○ 
 
 
表  3-3 相槌の誇張  
 遠隔参与者 ロボット 
相槌の音声 ○ ○ 















図  3-2 システム構成  
3.4.2 モーションキャプチャデバイス 
遠隔参与者の動作を取得するためのモーションキャプチャデバイスとしては第 2 章と同様
にMicrosoft社製の Kinectを用いた．また，Kinectは同社のソフトウェア開発キット Kinect 
for Windows SDKを用いることにより，人物の骨格を認識の他に顔認識を行い顔の位置と方






































































	 この会話タスクは 1回あたり 5分間で行う．この会話 1回を 1セッションと呼ぶ．遠隔参
与者となる被験者と実験条件をそれぞれ変更して実験を行う．1 グループにつき被験者が 3
人いるため，「誇張あり条件」で 3 通り，「誇張なし条件」で 3 通り，「ディスプレイ条件」
で 3通りの合計 9セッションを行う．  
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表  3-4 砂漠生き残り問題の道具リスト  
セッション１ ○	 防水シート 
○	 毛布 
○	 薄手のコート 
セッション２ ○	 拳銃 
○	 ナイフ 
○	 フライパン 
セッション３ ○	 ハサミ 
○	 ガムテープ 
○	 ハンマー 
セッション４ ○	 「食用に適する砂漠の動植物」という本 
○	 その地域の航空地図 
○	 携帯電話 
セッション５ ○	 ガーゼと包帯 
○	 人数分のサングラス 
○	 ウォッカ 
セッション６ ○	 方位磁石 
○	 消毒薬 
○	 化粧用の鏡 
セッション７ ○	 １人につき１リットルの水 
○	 チョコレート 
○	 食塩 
セッション 8 ○	 ロープ 
○	 リュックサック 
○	 雨傘 





























図  3-4 会議室の様子 (誇張あり条件，誇張なし条件 ) 
 
 




図  3-6 会議室の様子 (ビデオチャット条件 ) 
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質問項目は表 3-6に示す 6項目を用意した．各質問項目について 7段階リッカート尺度を用
いた回答欄にて回答を行わせる． 
 







































































	 3 組（合計 9 人）の被験者に対して実験を行い，ビデオカメラを用いて実験時の会話の様





	 次に，各条件におけるセッションごとの総ターン数の平均を図 3-10 に示す．総ターン数






	 各条件における遠隔参与者のターン取得数を図 3-11 に示す．遠隔参与者のターン取得数













図  3-10 総ターン数の平均  
 
 





各質問項目での 3 条件間で Friedman 検定を行った結果，「遠隔参与者があなたや話をして
いる人を見ていると感じた」「遠隔参与者が話に対する反応を返してくれていると感じた」「遠
隔参与者が話したそうにしている様子に気付いた」「遠隔参与者の動きに気づきやすかった」




















図  3-12 「遠隔参与者があなたや話をしている人を見ていると感じた」の質問項目の結果  
 
 




図  3-14 「遠隔参与者が話したそうにしている様子に気付いた」の質問項目の結果  
 
 





























































	 主観評価アンケート結果をみると，図 3-15 に示す「遠隔参与者の動きに気づきやすかっ
た」の質問項目については，誇張あり条件と誇張なし条件のテレプレゼンスロボットを用い
た両方の条件では，ビデオチャット条件とくらべて有意に平均値が高くなっていた．この要
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