Abstract-During neurosurgery, nonrigid brain deformation may affect the reliability of tissue localization based on preoperative images. To provide accurate surgical guidance in these cases, preoperative images must be updated to reflect the intraoperative brain. This can be accomplished by warping these preoperative images using a biomechanical model. Due to the possible complexity of this deformation, intraoperative information is often required to guide the model solution. In this paper, a linear elastic model of the brain is developed to infer volumetric brain deformation associated with measured intraoperative cortical surface displacement. The developed model relies on known material properties of brain tissue, and does not require further knowledge about intraoperative conditions. To provide an initial estimation of volumetric model accuracy, as well as determine the model's sensitivity to the specified material parameters and surface displacements, a realistic brain phantom was developed. Phantom results indicate that the linear elastic model significantly reduced localization error due to brain shift, from > 16 mm to under 5 mm, on average. In addition, though in vivo quantitative validation is necessary, preliminary application of this approach to images acquired during neocortical epilepsy cases confirms the feasibility of applying the developed model to in vivo data.
I. INTRODUCTION

S
URGICAL navigation systems (SNS) can provide real-time visualization of surgical tool positions relative to a patient's preoperative brain images. These systems provide neurosurgeons with visual verification of pathologic tissue located beneath exposed brain tissue. As long as the preoperative images accurately reflect the intraoperative brain, neurosurgeons can rely on SNS for guidance. However, during surgery, gravity, loss of blood and cerebrospinal fluid (CSF), or the action of certain medications may cause soft tissue deformation. This deformation, referred to as brain shift, can cause significant misalignment between preoperative brain images and the intraoperative brain ( [2] , [18] , [39] , [40] ). Accounting for this brain shift is therefore necessary to realize the effectiveness of SNS and to allow surgeons to confidently excise tissue, especially near functionally eloquent areas. Because multiple factors can affect the type and extent of brain shift, it may not be possible to predict the magnitude of the deformation before surgery. For this reason, most techniques aimed at improving neurosurgical navigation are limited to compensating for the shift after it has occurred. These brain shift compensation methods can be broadly divided into two categories. The first category involves acquiring full volumetric images during surgery, and the second involves acquiring sparse intraoperative information and using this data in conjunction with a biomechanical brain model.
The first category of brain shift compensation requires modalities such as intraoperative computed tomography (iCT), magnetic resonance imaging (iMRI), or ultrasound (iUS) ( [4] , [5] , [18] , [19] , [21] , [28] , [32] , [39] , [52] ). While these techniques can provide visualization of the entire brain during surgery, their disadvantages include radiation exposure (iCT), poor imaging contrast (iUS), necessity of intermodality registration (iUS/iCT), cost (iMRI), and the need to suspend surgery to acquire images (iUS/iCT/iMRI).
Sparse information for the second class of methods can be acquired by imaging the exposed cortical surface using stereo cameras or laser range scanners ( [2] , [11] , [12] , [25] , [36] , [42] , [43] , [45] , [47] ). These techniques only acquire information at the surface and therefore must rely on biomechanical models for volumetric deformation estimates. However, the intraoperative acquisitions are often markedly shorter and have the potential to be performed without disrupting surgery. Also, due to their quick acquisition times, this second class of methods can be used in conjunction with full volumetric imaging. For example, when surface-based deformation estimates reach a certain threshold, a full volumetric image can be acquired. In this way, deformation estimates would be available between volumetric acquisitions, and help inform decisions about the need for these longer acquisitions.
Due to its time and cost advantages, surface imaging and a brain biomechanical model were used to track intraoperative brain shift in this work. To this end, a biomechanical model was developed for determination of volumetric brain deformation.
0278-0062/$31.00 © 2012 IEEE This model only requires the cortical displacement (as found with any cortical surface tracking technique) and the material properties of brain as inputs. It has been developed such that effects of any external (e.g., gravity) or internal (e.g., loss of CSF) forces are relayed through the surface deformation and do not need to be explicitly estimated. Difficult estimations of patient head orientation (to determine gravity effects) or the amount of blood or CSF loss, as required by other, more complex models ( [12] , [43] ) are therefore unnecessary. In addition, there is no constraint on the timing of the intraoperative acquisitions, unlike similar models that require data acquisition immediately after dura opening in order to perform a closest point matching between the initial brain surface (assumed to have little or no deformation) and the preoperative brain ( [10] - [13] , [42] , [44] , [47] ). This is a great advantage since significant brain shift can occur with the opening of the dura [18] , and acquisition time constraints may be difficult to meet in a busy operating room (OR).
In order to validate the model-predicted volumetric deformation estimates, a novel, realistic phantom, including both brain and the surrounding skull, was developed. Use of such a phantom can be extremely valuable for development, testing, and initial validation of biomechanical models, and allows measurement of volumetric deformation in a controlled environment. Since the most important aspect of this phantom is its mechanical behavior, it was constructed using a silicone gel with linear elastic properties matching the brain. The silicone gel was cured inside a skull mold, constructed based on an actual neurosurgical patient's magnetic resonance imaging (MRI). This phantom is easy to use, can be subjected to measured deformations (for repeatable testing conditions), and is reusable.
Using this realistic phantom, analysis was performed to investigate the sensitivity of the developed linear elastic model to both material parameter choice and the initial conditions imposed by the surface displacement estimation. The results of this analysis shed light on the effect of these parameters on the model solution. Following the phantom analysis, the developed biomechanical model was applied to four neocortical epilepsy surgical cases to determine the feasibility of applying this technique to in vivo data.
II. METHOD
The method for intraoperative brain shift compensation can be divided into two main steps (see Fig. 1 ). 1) Surface Deformation Estimation: The displacement of the exposed cortical surface is determined in this step. A game theoretic algorithm has previously been developed by our group for this calculation [14] ; however, any method for determining cortical surface displacement can be used, including laser range scanning or direct estimation from stereo images ( [2] , [11] , [25] , [36] , [42] , [43] , [47] ). 2) Volumetric Determination: At this stage, the surface deformation estimation is extended through the brain volume using a biomechanical model. The development of this step is the main contribution of this work.
A. Intraoperative Deformation Estimation
In this work, a stereo imaging system was used to track the deforming cortical surface, as described in DeLorenzo et al. [14] . Since these stereo systems are often plagued with calibration In this work, a game theoretic algorithm is used for this estimation (see Section II-A). The second step (bottom row) consists of the volumetric deformation estimation (see Section II-B). To accomplish this, the brain and skull are first extracted from the preoperative MRI. These volumes serve as inputs, along with the deformed cortical surface (output of the surface deformation estimation), to the volume calculation. The result of the volumetric calculation is the deformed position of every brain mesh node. This mesh is then resampled into the original image space to yield a simulated intraoperative MRI. The red arrow in this image indicates the region of greatest deformation. This intraoperative MRI can then be used to revise the preoperative surgical path.
error, image-derived estimates of deformation can be difficult. Because of this, game theory was used to disentangle the measured surface displacement from the effects of an inaccurate camera calibration. The inputs to the game theoretic algorithm are 1) an initial stereo camera calibration and 2) the preoperative cortical surface, as extracted from the preoperative MRI. The game theoretic formulation is then used to iteratively estimate the cortical surface deformation from the brain's preoperative position, by displacing the preoperative surface until projections of sulci on the deforming surface match their corresponding locations in the intraoperative stereo images, while incorporating surface intensity and smoothness information. The predicted deformed sulci and their corresponding image locations are then used, along with locations of sparse fiducial markers (used to calculate the initial camera calibration parameters), to update the camera calibration estimates at each iteration. The result of this algorithm is the 3-D displacement field of the exposed cortical surface and a refined camera calibration.
The final model is divided into two objective functions, one that is used to update the cortical displacement field estimation ( ) and one that is used to update the camera calibration parameters ( ) (1) where and are constants, determined from the rules governing game theory [14] , is the dense displacement field applied to the cortical surface in the region of the craniotomy, and , the camera calibration parameters (rotation, translation, focal length, principal point, lens distortion and skew coefficient) for the two camera positions (0 and 1). These objective functions are iteratively minimized ( with respect to and with respect to ) using gradient descent optimization. The algorithm functions are briefly defined below.
1) Displacement Field Determination: Three terms define the displacement field objective function. The first is a prior term, , which ensures that the surface deformation is smooth.
, where is the second derivative of the dense displacement field, is the deformed surface over which the integral is taken, and is a normalizing constant. This, and subsequent normalization constants, ensure that all terms have similar orders of magnitude.
A feature term, , determines the distance between the 3-D sulci from the exposed cortical surface, , which are projected onto the stereo images using a standard camera projection function ( [49] ), and the intraoperative sulci outlined in those images,
. (Sulci are currently manually outlined by an expert user, although automation can be added to this procedure [14] .) where is the dense displacement field restricted to the sulci, is a function that calculates the mean Euclidean distance between two curves.
The last term, , matches the image intensities from each camera position, which are backprojected onto the exposed brain surface (see Fig. 6 (C) and (D) for examples). Here, a backprojected image is defined as , where is an intraoperative stereo image from camera position ,1 [44] . , where NCC is the normalized cross correlation [14] and is a normalizing constant.
2) Camera Calibration Optimization: The initial camera calibration is performed by acquiring the 3-D locations of fiducial points on the cortical surface and their 2D stereo image locations, and then finding the best fit transformation between those two point sets [49] . Therefore, a prior on the camera calibration, , ensures that, as the camera parameters are updated, the projection of the fiducial points, , onto the stereo images are close to imaged fiducial points from camera positions 0 and 1, and , respectively. This can be expressed as . The second term in the camera calibration optimization, , takes advantage of the cortical surface features. Using standard stereo camera geometry, a function, , that reconstructs a point in 3-D space using the calibration parameters and the point's location in each stereo image, can be written [49] . With this function, the sulci from the images can be reconstructed in 3-D space and compared to their positions on the deformed cortical surface. (The distance between the preoperative sulci on the MRI surface and the stereo imaged sulci reconstructed using provides the initialization for the dense displacement field.) The can be written as .
3) Comparison to Other Surface Tracking Methods:
The game theoretic method described above shares many features with other deformation compensation techniques that rely on cortical surface features such as sulci or blood vessels. For example, some surface based algorithms warp preoperative image features to their intraoperative positions using robust point matching [10] , an iterative closest point technique [48] , or a deformable model [44] . As another example of these techniques, interesting work was performed by Ding et al., in which cortical vessels were semiautomatically delineated using a minimum cost path algorithm, and then tracked in images pre and post tumor resection [15] , or in subsequent video frames (with and without occlusion by surgical instruments) [16] .
Similar to these feature-based methods, two of the terms in the game theoretic model rely on matching imaged sulci. Since vessels often parallel sulcal and gyral patterns, there are great similarities between these methods [31] . In addition, any method relying on surface imaging with visible light requires both a camera calibration [essentially a minimization of in (1)] and the use of a similarity metric for matching intensities [as in
, (1)]. Although many surface-based techniques do share common features with the game theoretic algorithm, any method yielding the deformation of the cortical surface, regardless of how it is developed, can be used to generate the displacement initial conditions for the volumetric deformation algorithm described below. This provides the flexibility of tailoring the surface tracking choice to the surgery type, minimizing requirements for the exposed intraoperative surface. For example, stereo-camera-based deformation compensation can be applied in many neurosurgical procedures (since dural openings cm in diameter will allow for adequate intensity/feature detection). In surgeries in which the craniotomies are smaller, or the surgical field is occluded by tools or equipment, it may be difficult or impossible to track the cortical surface using stereo cameras (or laser range sensors). However, in these surgeries, surface deformation estimates may still be acquired using techniques such as intraoperative ultrasound ( [5] , [19] , [28] ) or manually tracked anatomical surface locations [45] . These deformed surface estimates, or any sparse set of known displacements, can be used as inputs to the volumetric algorithm.
B. Volumetric Determination
Previous work has shown that linear elastic models (LEMs) can accurately estimate brain deformation during surgery ( [1] , [13] , [29] , [45] , [46] , [55] predict the displacement of brain tissue when subject to a body force. In interesting extensions of that work, the poroelastic model achieved accurate results when guided by surface data or fiducial marker displacement and solved inversely ( [17] , [29] ). Škrinjar et al. also showed that volumetric results could be obtained by relying solely on direct measurements of the cortical surface as displacement boundary conditions for an LEM [45] .
Nonlinear [53] or anisotropic [26] brain models have the potential to incrementally improve LEM deformation calculations in some areas of the brain; however, they require more computation, brain parameter estimation or additional imaging, such as diffusion tensor imaging (DTI). Additionally, the comparison between these and homogeneous linear models has been limited and generally based on small deformations. For these reasons, as well as ease of implementation, an LEM was developed in this work to extend cortical surface deformations to the brain volume.
The developed LEM was applied using finite element analysis throughout the brain volume, which was discretized into tetrahedral mesh elements. Mesh generation was performed with inhouse software, which uses geometric constraints to discretize a binary image (in which brain voxels were set to an intensity of one and nonbrain voxels, i.e., ventricles, CSF, dura, skull, and background, were set to zero). As part of the mesh generation, the software automatically labeled each node as belonging to the either the brain volume or surface . These surface nodes were further manually classified as belonging to the exposed craniotomy region , fixed region , or other (unconstrained nodes) . The fixed surface region was defined at the base of the brain in the inferior occipital lobes. (Due to the tough tentorium cerebelli, as well as their distance from the craniotomy site, these nodes should not move during surgery.) A rigid mesh representing the skull (with craniotomy nodes removed) was also included at a fixed distance from the brain surface to realistically constrain the deformation (see Fig. 2 ).
In LEMs, the stress on a material is related to the material strain by , where is the material stiffness matrix. Using this relationship, deformation throughout the whole brain can be calculated by an energy minimization framework [34] in conjunction with constraints from known displacements and brain anatomy. This yields the strain energy density for- [33] , the location and orientation of the pointer can be displayed (red) and saved. mulation, which relates the work done per unit volume to the deformation ( ) [6] ( 2) where is the entire brain volume, consisting of all nodes , and is a positive semi-definite functional defining the approximation strategy which, in this case, is internal energy. It is defined as , where is a function of spatial position ( ), Young's modulus ( ), and Poisson's ratio ( ) [34] .
In order to produce physiologically correct deformations, (2) was subject to the following constraints:
Equation (3) imposes the known displacements from the surface displacement algorithm ( ), by forcing the displacements of the intraoperatively exposed cortical nodes, , to equal the surface displacement results at those nodes, . Equation (4) ensures that all nodes on the brain surface remain some small distance away from the skull. Here, are the nodes on the brain surface in the noncraniotomy region , are nodes of the rigid skull surface , and is an arbitrarily small constant. Due to the surface connectivity, (4) Fig. 8 . The left side shows the same (axial, on top, and sagittal, on bottom) slices of the uncompensated, predicted, and deformed (for validation) phantom MR images. The inner balloon (dark arrow) collapses in the deformed image and this is captured by the predicted image. Qualitatively, the predicted image appears similar to the image taken for validation. For quantitative validation, the locations of 22 fiducial markers were located in the uncompensated and deformed images. The distance between these sets of markers represents the uncompensated residual error. The distance between the markers in the predicted and deformed images represents the predicted residual error. The mean errors ( mm for uncompensated and mm for predicted) are shown with thick and thin lines, respectively, in the graph on the right. In this graph, residual errors at each fiducial marker are plotted versus the distance of the marker to the phantom surface in the uncompensated image. also prevents any nodes from crossing the skull boundary, as this would force other surface nodes to violate this condition. Rather than forcing surface nodes outside the craniotomy region to be fixed, this model constrains the anatomy more realistically. Finally, (5) states that the model deformation of the fixed nodes, , within the fixed region, , must be zero.
The constrained minimization defined by (2)-(5) was performed using the finite element analysis software package ABAQUS (ABAQUS, Inc., Providence, RI). The model inputs were the tetrahedral brain mesh, a surface representing the surrounding skull (with craniotomy, see Fig. 10 ), Poisson's ratio (0.48), and Young's modulus (66.7 kPa) of brain [27] . (The material properties were obtained from the Wayne State University Brain Injury Model, based on 10 years of research from brain impact studies [27] .) The cortex and skull surfaces were defined as contact surfaces to enforce the constraints of (4). The output of the finite element analysis was the displacement The surfaces depicted in this image act as constraints on the volume deformation. In the craniotomy region, the nodes (bright spheres) are able to move in any direction. However, the non-exposed nodes cannot penetrate the constraining surfaces.
of every node in the brain mesh. Since the goal was to produce a displacement field defined at every point of the original MRI image from which the mesh was obtained, it was necessary to resample the resulting displacements in image space. This was performed using trilinear interpolation.
Mesh elements were uniform with 10 mm side lengths. Mesh generation required less than a minute on a 3 GHz Pentium 4 computer. The volumetric deformation calculations averaged 27 s for this mesh size. The most time consuming step of this process was the trilinear interpolation, which required almost 17 min. Although the deformation calculation using the 10 mm mesh was fast, additional calculations were performed using meshes with shorter side lengths to ensure that the 10 mm mesh did not sacrifice accuracy for speed.
C. Realistic Brain and Skull Phantom
Realistic brain phantoms are commonly used for deformation model validation purposes. The materials used for these physical models are based on the needs of the simulation. Sun et al. have shown that translucent agar with visible embedded wires, representing cortical vessels, can be used to simulate deformation in cortical tracking experiments [48] . Audette et al. developed a phantom using Polyvinyl Alcohol Cryogel, which can change elasticity based on the number of freeze-thaw cycles used while curing [3] . As an alternative to these materials, several groups have used Dow Corning Sylgard 527 Silicone Dielectric Gel (Dow Corning, Midland, MI) for physical brain modeling in applications including tracking intraoperative brain deformation [38] , assessing head trauma sustained from automobile accidents or other brain injuries ( [7] - [9] , [24] , [30] , [56] , [57] ), or development of a training system for transcranial doppler examinations [20] . In previous investigations, this silicone gel has been show to be similar to brain in oscillatory shear and stress relaxation properties, sensitivity to projectile velocity, and ductile response ( [23] , [56] , [57] ). These material properties did not vary significantly over large temperature differences or, similar to brain, under large strains [7] . And, in a previous work in which the gel was prepared in a similar manner to this work [56] , although the bulk modulus was estimated to be lower than that of brain (1.1 GPa, as opposed to brain's 2.1-2.5 GPa [56] ), the gel density (0.98 cm ) was close to that of brain (1.04 cm ). An additional benefit of using this silicone gel is that it cures at room temperature, making it easy to use. It was therefore chosen to create the realistic phantom in this work.
Sylgard 527 Silicone Gel comes in two liquid parts which are mixed to initiate curing. Approximately 550 g of each part were manually combined and poured into a plastic skull mold obtained from the Yale Neurosurgery Department. These molds are created for 3-D visualization of postoperative neurosurgical patients' skulls and are based on patients' MRIs. They are therefore anatomically correct and contain a removable section corresponding to the patients' craniotomies. In this work, the craniotomy was an approximately oval shape centered over the right parietal lobe, with an cm long axis and cm short axis (see Fig. 3 , top.) Although a CSF layer was not included in this model, if necessary, CSF could be simulated by placing an additional gel between the silicone gel and skull mold. However, in this work, due to the small size of the CSF layer relative to the deformations induced and the type of deformation tested (i.e., sinking toward the center, rather than bulging outward through the CSF layer and skull opening), the effect of adding a CSF layer would most likely be negligible.
In order to facilitate imaging of the phantom, the surface of the skull mold was coated with a silicone sealant (Silicone II Sealant, GE Sealants and Adhesives, Huntersville, NC) to produce an MR signal. (The uncoated skull mold is visible in CT.) Immediately after the gel was poured into the skull mold, a latex balloon was placed in its center. The balloon was fully expanded using a calibrated syringe, connected via a three way stopcock to a plastic tube inserted into the balloon. In addition, MR opaque plastic beads were uniformly-distributed throughout the gel. These beads, visible by MRI, were used to validate the volumetric deformation estimation.
After the gel cured (approximately 24 h), another set of radiopaque plastic beads (also visible to the stereo cameras) were attached to the exposed phantom surface in the craniotomy region to simulate cortical features. In addition, the translucent gel surface was painted white (Wite-Out, BIC, Clichy, France) in order to be visible by the stereo cameras, and allow the deformation to be tracked (see Figs. 3-5) .
Once cured and painted, deformation could be induced in the phantom by changing the amount of air in the balloon, using the calibrated syringe. With the balloon fully expanded, the phantom surface was rounded and flush against the bottom of the skull mold. Removing air from the balloon causes the surface to sink inward and flatten, as can occur during neurosurgery when gravity or loss of CSF or blood causes the brain surface to sink. Although this design restricts the deformation to a single direction, it allows maximum displacement of the surface inward. With a slightly different design, the phantom may be able to mimic both inward sinking and outward bulging. If the inner balloon is not fully expanded when the phantom cures, the phantom surface can be pushed up through the simulated craniotomy region by expanding the balloon to a larger volume than used during curing.
In the current design, when refilled with air, the phantom surface returns to its position flush against the skull mold. Removal of the same amount of air, as measured by the calibrated syringe, results in repeatable deformation. In this way, the phantom can be used for multiple repeatable experiments.
1) Volumetric Model Validation: As mentioned above, radiopaque plastic beads were placed throughout the volume of the phantom to validate volumetric deformation estimates. These beads appear as dark areas within the phantom, which allow them to be located using a semiautomated strategy. In this strategy, the MR images were automatically searched for fiducial locations using image intensities and known bead volume. Potential fiducial locations were flagged and manually inspected. In order to determine the fiducial marker displacement, the same marker must be located in the initial and deformed images. Matching of markers between images was performed by starting with a fiducial marker located in the initial image and manually searching the space between that location and the balloon center in the deformed image (or the opposite direction when searching for a matching marker in the initial image from a located fiducial marker in the deformed image). The measured displacements were then used to validate the predicted displacements, which were interpolated at the fiducial marker locations using a thin plate spline technique [51] from the displacement of nearby (within three side lengths) brain mesh vertices (deformed using the method explained in Section II-B). The sensitivity of these validation displacement measurements was 1 mm (since the resolution of the MR images acquired for validation was 1 1 1 mm).
In this work, the initial (uncompensated) error was defined as the distance between the location of a fiducial marker in the initial phantom image and the fiducial's corresponding location in the deflated phantom image. The volumetric algorithm residual error was thus defined as the distance between the interpolated position of the marker and its actual location in the deflated phantom image.
D. Sensitivity Analysis
The finite element model solution is dependent on specified brain material properties, which in this work were based on brain injury models [27] . However, since material stiffness increases with loading rate, brain injury-based parameters may overestimate intraoperative brain stiffness. Therefore, it is essential to determine the sensitivity of the volumetric model to these material parameters. To accomplish this, the model described in (2)- (5) was applied to the brain phantom using Poisson's Ratios ranging from 0 to 0.48. (The maximum value of Poisson's Ratio is 0.5, representing an incompressible material.) Since the homogeneous linear elastic model is driven by displacement conditions only, with no stress on free surfaces, changes in Young's modulus will not affect the model solution; therefore Poisson's ratio, the degree of incompressibility, is the key material property to examine.
In addition to varying Poisson's Ratio, model sensitivity to error in the surface calculation [the in (3)] was evaluated. For this analysis, noise was added to the surface displacement estimates, ranging from 1% to 25% of the actual displacement (as measured by the stereo vision technique). The volumetric displacement was then calculated based on the noisy displacements.
To reduce computational complexity, only half of the phantom was used for the sensitivity analysis, along with 17 of the 22 markers that were present within that half of the phantom. (The phantom was divided in half by using all the vertices to one side of a dividing plane down the center of the phantom oriented sagittally.)
E. Experiment Protocol
A similar protocol was followed for both the in vivo and phantom deformation experiments.
1) Phantom Protocol:
MRIs of the phantom were acquired using the same MR scanner as the in vivo cases (Siemens 1.5T Sonata). The initial or "preoperative" MR image was taken while the inner balloon was filled with 130 cc of air. Deformation was then simulated by removing all of the air from the inner balloon, causing it to collapse (see Fig. 3 ). This deformation was induced while the phantom was inside the MR scanner, using the plastic tube and syringe described in Section II-C, thus preventing the need for an additional registration between MR images of the "preoperative" phantom with the balloon inflated and the "intraoperative" phantom with the balloon deflated (used for validation). After acquisition of the "intraoperative" MR image, the phantom was carefully removed from the scanner. The phantom "preoperative" image was then loaded into a BrainLAB SNS (BrainLAB AG, Munich, Germany). This allowed the full use of BrainLAB's VectorVision (VV) navigation software, including registration and navigation software [35] .
A rigid registration, to correctly orient the SNS to the location of the phantom, was performed using the BrainLAB z-touch tool to sweep an infrared beam across the phantom skull mold, outlining the position of the phantom for the BrainLAB infrared cameras. (Normally, the patient's face is used for this registration.) The BrainLAB system then compares the phantom's physical position with its position in the MR image and performs a rigid registration. Once registered, any point on the phantom can be touched with the BrainLAB pointer tool, and its coordinates returned in MRI space (Fig. 5) . These points can be downloaded by connecting to the BrainLAB SNS through the VV Link interface [35] using the Yale BioImage Suite software package [33] .
Although the phantom was deformed, the "preoperative" images were loaded into the BrainLAB system. This simulates the way in which preoperative images displayed in the OR do not accurately reflect the intraoperative brain, due to brain shift. To apply the volumetric deformation algorithm, the surface deformation of the phantom was first calculated using the game theoretic algorithm as follows. First, stereo images (images from two camera positions) of the phantom surface were acquired, as in the in vivo case (Fig. 3, top) . As mentioned in Section II-A2, the initial camera calibration was performed by locating fiducial points on the surface and the stereo images. For this, the positions of five plastic beads on the silicone gel surface (not used in the feature calculation) were used. A standard camera calibration method [49] was then performed using the locations of these beads on the surface, as found by the BrainLAB pointer, and in the stereo images. The result of this calibration is a transformation matrix between physical space and each stereo image, which is used to initialize the calibration parameters [ in (1) ]. The located beads also serve as validation of the surface deformation estimation.
The result of the game theoretic algorithm is the displacement of the phantom surface (and updated calibration parameters). This displacement is then used as an input to the volumetric biomechanical model. Since the phantom contains a balloon that deflates, an additional boundary condition was set on the balloon surface nodes within the phantom mesh to pull the shrinking balloon to its center. This constraint was necessary because the balloon, which is large relative to the phantom brain volume, does not collapse physiologically in the direction of gravity, but rather inward, toward the balloon center. This was the only difference in the volumetric model used for the phantom and in vivo cases.
2) In Vivo Protocol: Preoperative MRIs of each patient were acquired on a Siemens 1.5T Sonata system. The acquired MR images were loaded into the BrainLAB SNS, as in the phantom experiment, prior to surgery. Once the patient was moved to the operating room, a rigid registration was performed by sweeping the infrared beam from BrainLAB z-touch tool across the patient's face, allowing the SNS to match its physical location with the location of the patient's face in the MR image. In this work, the volumetric calculation was performed twice on two subjects (Table I) .
During surgery, at the time indicated in Table I , stereo images of the patient's exposed cortical surface were acquired. Be- fore each surface image, a calibration image was acquired. For calibration, a sterile grid of electrodes was placed on the brain surface. Since the electrodes are numbered, they were easily located (and touched with the BrainLAB pointer) by the neurosurgeon and distinguished in the stereo images. A standard camera calibration method [49] was then performed using the locations of these electrodes on the surface and in the stereo images. As with the phantom, these located markers also served as validation of the game theoretic algorithm result. After the surface deformation was calculated using the game theoretic algorithm outlined above, the deformed surface was used as an input to the volumetric biomechanical model, and the volumetric displacements were calculated.
III. RESULTS
A. Phantom Surface and Volumetric Results
Removing 130 cc of air from the phantom's inner balloon created an average surface deformation of approximately 15 mm (Table II) , consistent with the magnitude of cortical shift often observed during neurosurgery ( [2] , [18] , [39] , [40] ). Fig. 6(A) and (B) shows stereo images of the deflated phantom. Features from the deflated (red), inflated (green), and predicted (by the game theoretic formulation, yellow) phantom surface were projected onto these images (using the projection function , Section II-A1). Fig. 6(A) shows that the projected features from the inflated surface (green) are not aligned with the imaged features (red), due to the extent of the surface deformation and possible calibration error. However, the game theoretic algorithm was able to predict this surface deformation to within 1 mm on average (Table II) , the maximum achievable accuracy due to the resolution of the MRI. The features from the predicted surface, projected with the updated calibration parameters (yellow), are therefore aligned with the imaged features (red). Fig. 6(C) and (D) shows the image intensities from each camera position backprojected onto the phantom surface. Fig. 6(C) shows the initial (inflated) surface, extracted from the phantom MRI, with intensities backprojected from the stereo images of the deflated surface. The intensities of the left and right backprojected images are not aligned due to the incorrect surface position and possible calibration errors. In addition, the features on the inflated surface (plastic beads, indicated in green) are not aligned with the backprojected image features (imaged beads). Applying the surface displacement calculated by the game theoretic algorithm yields the surface shown in Fig. 6(D) . The backprojected features on this predicted surface (using the updated calibration parameters) are aligned with the deformed feature locations (indicated in yellow), suggesting an accurate surface displacement calculation. As can be seen by the significant difference between the phantom surface in Fig. 6(C) and (D) , the induced deformation caused the surface to change position as well as shape, from parabolic to flat. The calculated surface displacements were then used as the in (3), and the volume deformation was calculated throughout the phantom brain mesh, which consisted of 2210 vertices connected by 9078 elements. The resulting volumetric displacements are shown on the left side of Fig. 7 (for one slice of the brain phantom). As the figure indicates, the largest deformations occur close to the phantom surface and near the collapsing inner balloon.
Twenty-two fiducial markers placed throughout the brain phantom allow determination of the accuracy of the volumetric result in the vicinity of the markers (see Section II-C1). To visualize the spatial distribution of the volumetric algorithm's accuracy, the residual deformation error at each of these marker locations is shown on the right side of Figs. 7 and 8.
As Fig. 8 indicates, although the mean displacement of the markers was quite high ( mm), the volumetric model predicted most of the deformation. The mean error was reduced to under 5 mm, accounting for 64.4% of the total deformation. In addition, the predicted volumetric image (Fig. 8  left) is similar to the MRI of the deformed phantom, which was performed for validation.
Residual errors in Fig. 8 were plotted versus their distance to the surface. (This distance was manually assessed.) The correlation between the initial distance of the marker from the surface and the residual error was 0.36 and was not significant ( ). For completeness, the correlation between the initial distance of the marker to inner balloon was also calculated. A nonsignificant ( ) negative correlation ( ) between these values was found.
Meshes with shorter side lengths did not improve overall model accuracy. Meshes with side length of 5, 7, 8, and 9 mm produced average residual errors of , , , and mm, respectively. Since solving the LEM for the phantom required both surface (from the game theoretic algorithm) and subsurface (from the collapse of the balloon) boundary conditions, an additional check was performed to determine whether the volumetric deformation could be estimated with less computational expense. For this test, the deformation of the 22 fiducial markers was estimated without the LEM, simply by using a thin plate spline technique [51] to interpolate the marker deformation from the known surface and balloon displacements. Using this technique the estimated error was, on average 91% higher than when the LEM was used (mean error mm). This drastic increase in residual error is most likely due to the fact that some fiducial markers were not close to nodes with known displacements, making the interpolation in these regions less reliable. This is suggested by the negative correlation ( , ) between the number of nodes with known displacements within 3 cm of the given fiducial marker and the residual error at that marker.
B. Sensitivity Analysis
The lowest mean error occurred when Poisson's Ratio was set to 0.10 ( Fig. 9, left) . However, as indicated by the graph, there was little difference in this error over the range of Poisson's Ratios tested. And, there was no significant difference, using a two-tailed paired -test, between the residual errors at the 17 markers using Poisson's Ratio of 0.10 versus 0.48 ( , ). Although there were no statistically significant differences in model error, as Poisson's Ratio increases, the defined material becomes less stiff and expands further in response to the same applied compressive displacement. This effect is demonstrated in Fig. 9 (middle) in which the displacement field is calculated in the phantom volume using five different values of Poisson's Ratio. In this figure, the deformation is shown in the plane perpendicular to the applied surface displacement (sagittal plane). Despite the large range of Poisson's Ratios tested, the finite element model successfully converged in all cases tested.
The result of adding increasing values of noise to the surface displacement estimation [the in (3) ] is shown on the right side of Fig. 9 . The result, as expected, was that residual volumetric error was lowest when there was no added surface displacement noise. As the percent added noise increased, both the mean and standard deviation of the residual volumetric error increased. In red, are the -values from two-tailed paired -tests performed between the residual errors found without added noise and the errors calculated with increasing added noise. As the noise increased, the -values decreased. At 18% noise added, the error differences became statistically significant ( ).
C. In Vivo Data
Volume deformation recovery was then applied to in vivo cases as outlined in Section II-E2. The first test case of feasibility was a bilateral craniotomy (Patient 1, Table I ). Since the bilateral surgeries were performed simultaneously, the patient had to be oriented so that both hemispheres were accessible (see the skull surfaces used to constrain the deformation, Fig. 10) . Because of this, the direction of gravity was parallel to the plane of the dural openings rather than perpendicular to them, as is normally the case.
The mean (and maximum) cortical surface displacement was 6.37 mm (12.09 mm) and 4.13 mm (7.78 mm) for the left and right craniotomy respectively. However, using the game theoretic surface tracking algorithm, this displacement error was reduced to 1.26 mm (3.02 mm) and 0.88 mm (1.37 mm), respectively (data presented previously [14] ). The cortical displacement, as determined by the using game theoretic algorithm, was extended to the volume using the linear elastic model developed in this work. The mesh created for the volumetric calculation contained 2469 vertices, connected by 10 645 elements, with 736 surface nodes. As mentioned above, orientation of the patient's head in the OR is not an input to the LEM; however, as the results in Fig. 11(A) indicate, the deformation estimate did not require this information.
Volumetric model deformation calculations were also performed on two sets of data acquired at two separate times during surgery (Patient 2, Table I ). In this way, the temporal course of deformation can be examined. The mean (and maximum) cortical surface displacement was 4.48 mm (5.83 mm) and 6.59 mm (12.32 mm) at 2 and 3.25 h into surgery, respectively. Using the game theoretic surface tracking algorithm, this displacement error was reduced to 0.60 mm (1.52 mm) and 0.39 mm (0.63 mm), respectively (data presented previously [14] ). As in the bilateral craniotomy cases, the cortical displacement, as found using the game theoretic formulation, was extended to the volume using the LEM. The brain mesh for this subject consisted of 1503 vertices, connected by 5907 elements, with 568 surface nodes. Fig. 11(B) shows the surface deformation over time relative to the fiducial electrode locations on the brain surface acquired 2 h into surgery (red) and 3.25 h into surgery (yellow). From this view, a gradual shift downward can be seen on the surface. Fig. 11(C) shows the same deformation in one slice of the MR image. The results at 2 and 3.25 h, though calculated independently, are consistent with each other in that they portray a gradually increasing deformation.
IV. CONCLUSION AND FUTURE WORK
A. Summary
Several important contributions are described in this work. A linear elastic model to quantify volumetric brain deformation was developed that only requires the cortical displacement (as found by any cortical surface tracking technique) and the material properties of brain as inputs. A silicone phantom was designed and built. This realistic phantom allowed: 1) evaluation of the sensitivity to model inputs (Poisson's Ratio and noise in the cortical surface estimation), 2) testing, for the first time, of the surface tracking and volumetric model applied together and, as such, 3) estimates of both surface tracking and volumetric LEM residual error. In addition to the model development and testing in the phantom, the LEM in this work was applied to in vivo cases in the context of neocortical epilepsy surgery. The differences in these cases allowed further confirmation the feasibility of applying this deformation compensation technique in vivo. Each of these contributions are further described below.
1) Linear Elastic Model:
The LEM developed in this work extends cortical surface deformation results to the brain volume. This model requires minimal inputs, is easy to implement (can be applied to any brain mesh, using any surface deformation estimate), and is not computational expensive (the whole brain deformation can be calculated in under a minute). Despite this, the linear elastic model was able to account for most of the large deformation induced in a brain phantom experiment. In this validation experiment, without volumetric compensation, the localization error at the 22 markers was almost 17 mm, on average. That magnitude of deformation could result in localization difficulties during surgery. Using the volumetric compensation, however, the mean error was decreased to under 5 mm. Although most neurosurgical applications will require greater sensitivity than this, the significant reduction in error from the uncompensated state provides an important step forward for neurosurgical navigation and suggests the benefits of this type of solution. In addition, the comparison of the LEM model results to those obtained using only a thin plate spline show the advantages of using a biomechanical model defined throughout the brain volume. Qualitative assessment of the deformation estimated in the in vivo cases also suggests the effectiveness of this developed LEM.
2) Brain Phantom: Due to its shape and material properties, the realistic phantom developed in this work allowed evaluation of both the surface tracking and volumtric models. Despite the large deformation induced, which caused drastic changes in the shape of the phantom surface, both the deformed surface position and shape were predicted by the game theoretic algorithm. This was an important test of the game theoretic algorithm's robustness because cortical shift is often not constant over the exposed surface in in vivo cases. The phantom was able to simulate this well, as indicated in Fig. 8 (right) by the range of induced deformations. And, although this game-theoretic surface tracking algorithm was previously successfully applied to several in vivo cases [14] , the validation performed in this work provides greater confidence in the ability of this algorithm to produce accurate results in cases of extreme deformation.
Estimation of LEM error using the phantom was also an important step in model development, as quantitative volumetric in vivo validation is often not feasible. The phantom allowed both quantification of model error and visualization of error distribution. The latter analysis is informative since intraoperative information is usually available only at the brain surface, and therefore localization accuracy may decrease with depth. In this work, however, there appeared to be little correlation between residual model error and depth, as indicated in Fig. 7 (right) and Fig. 8 (right) . This may potentially be due to the additional constraint on the balloon deformation within the phantom, however, the correlation between residual error and distance to the inner balloon was also small.
3) Sensitivity Analysis: The brain phantom allowed analysis of the sensitivity of the predicted model displacements to Poisson's Ratio and the applied surface displacements. Although greater values of Poisson's Ratio appeared to increase the material displacement in the plane perpendicular to the brain deformation (Fig. 9, middle) , this did not result in significant differences in residual model error. This is most likely because the majority of the deformation (which occurred in the direction of gravity) was imposed by the surface displacement, and therefore the resulting volumetric displacement was not greatly affected by the chosen material properties. However, although the differences in model error were not significant, the fact that the errors increased as Poisson's Ratio increased may signal that the silicone gel used in this experiment was stiffer than expected.
As opposed to changes in Poisson's Ratio, Fig. 9 (right) indicates that errors in the surface displacement estimation can significantly affect LEM displacement results. After a certain threshold of noise (18%), the surface displacement errors significantly increased. This underscores the need for accurate surface detection. Although the game theoretic algorithm substantially reduced the uncompensated surface localization error (Table II) , any residual surface displacement error was propagated throughout the volume, contributing to the residual volumetric error.
B. Future Work
In order to use this technique in a range of surgeries, the following must be addressed:
1) Quantitative In Vivo Volumetric Validation: Phantom validation experiments are extremely useful because they provide control over the type and extent of deformation induced, and allow algorithm validation in extreme conditions. However, it is also important to validate the algorithm quantitatively in vivo. Although the silicone phantom deformed in a manner consistent with brain, the large inflatable balloon induced a nonphysiological component to the deformation. To account for the balloon collapse, an extra constraint (pulling balloon surface to its center) had to be added to the model. This term provided additional information within the phantom volume that may not be available in vivo and therefore, may have provided additional model accuracy in regions close to the balloon. However, for many in vivo applications (except for large resections, see below), the largest deformation would occur at the brain surface where it could be monitored by the stereo cameras, so removal of this term may not affect model accuracy. Although the qualitative in vivo results in this work suggest this, further testing is necessary for verification. This could be accomplished, for example, by using an intraoperative volumetric imaging modality to locate various deep brain structures and comparing their predicted positions to their imaged locations.
2) Properties:
One of the difficulties in estimating brain biomechanical properties is the complexity of the deformation response. In addition, even brain model boundary conditions, such as inclusion of rigid brain sections, brain stem and skull base can affect the analysis outcome [50] . However, it is precisely because of this complexity that simplifying assumptions are required to model the system. In this work, the brain is treated as a homogenous material. This may not be appropriate for all in vivo cases. For example, in the work of Hu et al. [22] , a finite element model consisting of different material properties for grey matter, white matter, brainstem, and cerebellum was used, in addition to including effects of CSF drainage. This more complex model may yield finer results in certain areas of the brain; however, the issue of how to set these parameters remains. Since the in vivo material properties of human brain are usually not available, the selection of these parameters will be subjective [22] . Also, the additional parameter added for model refinement in that work, the amount of CSF drainage, had to be assumed and therefore led to an over estimation of brain deformation. This suggests that a more detailed model may only improve accuracy when those detailed parameters are known.
In addition, evidence suggests that material properties may change with aging, or due to disease [41] . This complicates the modeling even further. For example, there is no literature on the mechanical properties of brain tumors [54] . Therefore, to create a universally-applicable brain model, it may be necessary to estimate patient-specific brain material properties. This could be accomplished, for example, using magnetic resonance elastography [41] . The necessary level of detail for brain material properties remains an open problem.
3) Mesh Size: In this work, a uniform tetrahedral mesh with 10 mm elements was used. This mesh size was appropriate for the phantom, as indicated by the consistent results across mesh side lengths from 5-10 mm. This is most likely because the phantom did not contain fine structures. It is possible, however, that in vivo surgical applications may require meshes of different sizes. To obtain finer resolution around structures of interest, smaller mesh elements could be used in these regions, which may result in longer required computation time. This can be avoided by using larger mesh elements in regions farther away from the surgical target. By using a nonuniform mesh in this way, fine resolution can be obtained in critical areas, without sacrificing computational time. Development of these types of meshes will depend on the type of surgery and the visualization needs.
4) Workflow:
It is helpful to outline a potential workflow for applying this type of system for deformation recovery in vivo. As indicated in Fig. 1 , before surgery, a preoperative MRI is acquired and the brain and skull mesh are created ( 1 min). During surgery, the neurosurgeon can use commercial surgical guidance (which does not account for soft tissue deformation). However, as soon as there is a noted deviation between the intraoperative brain and the preoperative images, the stereo-guided volumetric algorithm can be run. This deviation can be discovered, for example, by using the pointer tool to touch a point on the cortical surface. When the pointer tool is displayed on the surgical navigation system, relative to the preoperative brain, it may appear that the pointer is touching a region under, or above, the brain surface (because the brain surface has shifted). At that time, or any time the surgical path is near a functionally eloquent region, the surgeon can choose to update the preoperative images.
The update would proceed as follows. A digital camera (ORs normally have a ceiling mounted camera to document surgeries) would take a series of four images: 1) a calibration image (image of an object of known dimensions), 2) an image of the brain surface (without changing camera position from image 1), 3) a calibration image in a new camera position, and 4) an image of the brain surface (without changing camera position from image 3). This entire procedure can be performed in under five minutes. After that, all acquisitions are complete, and the surgery can proceed while feature and fiducial localization is performed and the updated images are computed. This computation consists of updating the initial calibration parameters (calculated from the calibration images) and determination of the cortical surface movement using the game theoretic algorithm. The deformed surface is then used as a boundary condition for the biomechanical model, the volumetric results calculated, and the interpolated image created. This type of update can be repeated as often as needed, or in conjunction with introperative volumetric imaging (see below).
This description of the workflow assumes that the image update can be performed in real time (i.e., on the order of minutes). Currently, the computations described above require 30 min for completion. However, this system was designed for development purposes only. The computation currently does not take advantage of parallel computing or more powerful computational processors. When the process is updated in this way, the computation will be able to provide updated images for surgical guidance in minutes.
5) Use With Intraoperative Volumetric Imaging:
The most challenging cases for volumetric deformation recovery are large resections, i.e., temporal lobectomies or tumor resections. In these cases, a biomechanical model based on the preoperative brain would no longer be valid and some type of volumetric intraoperative imaging would be necessary. However, during these surgeries, the LEM-based deformation technique can be used to update the preoperative images and guide the surgery until the resection, or until a threshold deformation magnitude is reached. At that point, an image from a volumetric imaging modality could be acquired to quantify the amount of tissue removed, and an updated mesh of the brain could be created based on that volumetric image. The LEM-based deformation estimation can then resume with the updated mesh. The current study lays the foundation for this type of process. Similar to the inner balloon of a phantom, once the size and location of the resected region is quantified, the removal or collapsing of the associated mesh nodes can be reflected in the volumetric model, for continued surgical guidance. This combined volumetric imaging/model estimation method would decrease the number of intraoperative volume scans required and therefore greatly reduce image acquisition (and total surgical) time. Even if a biomechanical model-based technique could not be used postresection (for example, if the solution accuracy were compromised by the magnitude of the resection), using the LEM-based technique from dural opening until the point of resection would still provide the considerable advantages of improved guidance and reduced acquisition time until resection.
C. Conclusion
SNS have already proven to be a beneficial addition to neurosurgery. The aid that SNS provide in localizing pathologic tissue is invaluable. However, due to brain deformation, their use is limited to guidance before the brain has shifted or providing only limited information after the shift. In this work and our previous work [14] , a comprehensive 3-D brain deformation compensation model has been developed which can track this cortical shift and use the estimated cortical displacement to determine volumetric deformation. Incorporating this system into current SNS guidance systems would result in more accurate surgical guidance, leading to better detection of pathologic tissue and decreased surgical complications.
