Abstract-The calculation of antenna has been an interesting and a controversial topic for years. In this paper, we first give a rigorous study of antenna by introducing a complete description of the complex power balance relation for an antenna system. Using the complex Poynting theorem, we have shown that the antenna is essentially equivalent to a one port lossy network. The Foster reactance theorem is usually stated for a lossless network. The main purpose of this paper is to determine whether the Foster reactance theorem holds for antennas. By making use of a complex frequency domain version of the Poynting theorem, we have shown that the Foster reactance theorem is valid for an antenna. Finally, the Foster reactance theorem for the antenna has been applied to demonstrate the widely held assumption 1 , provided 1, where stands for the fractional bandwidth of an arbitrary antenna.
I. INTRODUCTION
T HE quality factor or is used to describe the high-input reactance and narrow bandwidth of small antennas. The of a system is usually defined as [1] (1) where is the time average energy stored in the system and is the average dissipated power. In most applications of this definition, the is evaluated at the resonant frequency. In this case the can be expressed as (2) where is either the average stored electric or magnetic energy. For a nonresonant antenna, it is tacitly assumed that the antenna system should be tuned to resonance. Resonance is achieved by adding a capacitive or inductive energy storage element depending on whether the stored energy is predominantly magnetic or electric. In this case, is chosen as average stored magnetic energy or the average stored electric energy in the near-field zone around the antenna, whichever is larger, and is the total radiated power. The parameter defined by (2) has been referred to as antenna .
The evaluation of antenna can be traced back to the classical work of Chu [2] who derived the theoretical value of for an ideal antenna enclosed in an imaginary sphere. Chu's analysis is based on the spherical TE and TM mode expansions pro- duced by sources distributed on the surface of the imaginary sphere. The major shortcomings of the Chu method are that it is restricted to spherical modes and requires several approximations. Collin and Rothschild also presented a method for evaluating antenna . Their method is based on recognizing that the total stored reactive energy can be calculated by subtracting the radiated field energy away from the total energy in the field. Such method has been successfully used by Fante and reexamined by McLean to study antenna [5] , [6] .
Although the concept of antenna was proposed many years ago, its definition, calculation, and relation to system bandwidth have long been controversial topics [7] - [14] . Some authors even questioned the applicability of the complex Poynting theorem in the calculation of antenna [12] - [14] .
In this paper, we try to give a more rigorous discussion of antenna . In Section II, we present a complete description of the complex power balance relation for electromagnetic fields, hopefully removing the misunderstanding associated with the complex Poynting theorem. To complete this paper we give a derivation of the equivalent circuit of an antenna directly from the complex Poynting theorem. It is well known that the Foster reactance theorem holds only for a lossless network. From the point of view of circuit theory, an antenna is a one-port network with loss. The loss represents the radiated power from the antenna and this loss prohibits the direct use of the Foster reactance theorem. A formula for the frequency derivative of the input reactance of any linear, passive, time-invariant electromagnetic system has been derived by Rhodes [8] , [9] . The formula consists of five terms and has several frequency derivatives of field quantities. So it is very difficult to figure out how the frequency derivative of the input reactance changes with the frequency. In Section IV, we make use of a complex frequency domain approach to demonstrate that the Foster reactance theorem (i.e., the frequency derivative of the input reactance of the antenna is always greater than zero) still holds for an arbitrary antenna system. Antenna engineers have used the fact that the antenna fractional bandwidth is approximately equal to the reciprocal of antenna for a high system, but no explicit demonstration has been given. Wheeler has pointed out that the common expression for bandwidth in terms of is neither logical nor helpful in clear exposition [15] . It is believed that such a relationship must exist for any complete radiating system, just as surely as it does for a nonradiating system. Another common belief is that the relation cannot be proven. 1 Rhodes has shown that the reciprocal relationship between and does hold for a planar dipole [7] . Fante has tried to give a study of antenna of general ideal antenna based on the frequency derivatives of Maxwell's equations, which has been the standard way of deriving the Foster reactance theorem. However, such a study, if applied to an antenna system, may yield a surface integral of the product between field and its frequency derivative and require an assumption that either the terminal voltage or the current is a constant [5] . An exact analysis for such an integral is essentially difficult. In Section V, we apply the Foster theorem for antenna system to give a simple demonstration of the widely held assumption .
II. POYNTING THEOREM AND EVALUATION OF USING FIELD EQUATIONS
The differential form of the complex Poynting theorem for time harmonic field in an isotropic medium is given by (3) where is the complex Poynting vector and are the magnetic and electric field energy densities.
Let be the volume occupied by the electric current source and be the surface surrounding , take the integration of the imaginary part of (3) over a volume containing , as shown in Fig. 1 , we obtain (4) where is the boundary of . Choosing , we have
and if we choose , where is the region enclosed by a sphere with radius , where is sufficiently large so that it lies in the far field region of the antenna system, we get (6) Since is a real vector in the far-field region, we have (7) From (4), (5) , and (7), we obtain (8) (9) Take the integration of the real part of (3) over the volume containing the source region , we obtain the radiated power (10) As mentioned by McLean [6] and Grimes [13] , some authors implicitly define reactive power to be the imaginary part of the surface integral of the complex Poynting vector. This is a misleading definition. Actually (10) shows that the surface integral of the real part of the Poynting vector is independent of the surface as long as it encloses the source region . Equations (8) and (9) show that the surface integral of the imaginary part of the Poynting vector depends on the integration surface in the near field region (in the far field region it becomes zero).
Using (4), (10), and (7) we get
The above relation indicates that the complex power flowing out of is equal to the radiation power plus the reactive power outside . This expression seems to be the most general form for the Poynting theorem. Most of the writers directly explain the third term on the second line of (11) as the reactive energy stored around the antenna. In Collin's and Rhode's work [3] , [7] , the second term of the right-hand side of (11) was missed. Collin and Fante's work [4] , which is based on Collin's method, have been questioned by other authors [12] - [14] . These authors even proposed that the complex Poynting theorem is intrinsically an insufficient basis for a full description of power in a radiated field and resorted to the time dependent Poynting theorem. Such a misunderstanding is actually caused by an improper explanation of the power balance relation (11) .
To clarify this point, let ( ) and ( ) denote the stored (radiated) electric field and magnetic field energy densities, respectively, we can then define (12) These calculations are physically appropriate since density is a summable quantity. It is readily seen from (9) that in the far field zone since the complex Poynting vector becomes real as approaches . This observation indicates that the electromagnetic field energy and the magnetic field energy for the radiated field are identical everywhere. To be explicit, we cite the far-field expression generated by an arbitrary current distribution as follows: (13) where is an observation point in the far-field region and is a unit vector along . From the above expression, we easily obtain (14) Hence, we have (15) and the total energy of the radiated fields is simply twice the electric or magnetic energy density of the radiated fields. Mathematically, (15) holds everywhere. Therefore we obtain (16) from (8), (9) , and (12). Here, and stand for the total stored magnetic and electric energy in the volume surrounding the radiator. From (12) the total stored reactive energy can be expressed as (17) where is the radius of the sphere , and is the wave velocity. Both terms in the curved bracket are divergent as , but it can be shown that the net term in the curved bracket is convergent [5] . The following has been used in deriving (17)
So the stored electric and magnetic field energy will be given by The above calculation has been used by McLean to calculate directly from the fields of the TM spherical mode. This approach is actually equivalent to Collin's method.
III. THE ANTENNA AS A ONE-PORT DEVICE
In the following, we choose in such a way that is coincident with the antenna surface (except for a portion where crosses the antenna feed plane), as shown in Fig. 2 . Taking the integration of (3) and using the divergence theorem over the region we get (20) where is the conductivity of the medium in . If we assume the antenna surface is perfectly conducting, vanishes everywhere on except over the input terminal . For a single-mode transmission line we have (21) where and are equivalent voltage and current at the feeding plane respectively. Introducing (21) into (20) and using the fact that , we find (22) where (23) is the power loss. The antenna impedance is defined by (24) and by using (16), we can rewrite (22) as (25) where (26) Hence, the equivalent circuit for the antenna is shown in Fig. 3 .
IV. FOSTER REACTANCE THEOREM FOR ANTENNAS AND EVALUATION OF ANTENNA USING EQUIVALENT CIRCUITS
The Foster reactance theorem is a very important tool for the synthesis of networks. In standard textbooks, the Foster reactance theorem is usually stated for a loss-free network. It has been shown that an antenna system is equivalent to a one port lossy network (
). So the question may be raised whether the Foster reactance theorem could apply for an antenna system. In the following section, we will attempt to answer this question. First, we introduce a complex frequency and all calculations will be confined to the complex frequency plane. For clarity, all quantities in the complex frequency plane will be embellished using this symbol to distinguish them from the corresponding quantities in the frequency domain. Taking the Laplace transform of the time-domain Maxwell's equations in a lossless medium we have If is sufficiently small so that we can make a first order approximation and derive directly from the Maxwell equations, defined in the complex plane as shown in (33) at the bottom of the page. So we have (34) where , previously defined in (10) , is radiated power in the frequency domain which is independent of . Substituting (34) into (32) we obtain (35) The impedance in the complex frequency plane can then be expressed as (36) If is sufficiently small, we can make the first order approximation which is independent of . So (36) can be rewritten as (37) Now we decompose the complex impedance into the sum of its real and imaginary parts, i.e., (42) where use of (17) has been made. From (41a) and (42) we obtain (43) which is the Foster reactance theorem for an antenna system.
A formula for the frequency derivative the of input reactance of any linear, passive, time-invariant electromagnetic system has been derived by Rhodes [8] , [9] . This formula contains four integrals of frequency derivatives of field quantities, making it difficult to obtain any useful information from it.
The above discussion can be easily generalized to an antenna array system with input ports. In this case (35) should be changed to Instead of (42) we have (48) for a lossless system. So the Foster reactance theorem for the antenna array will take the form
The above derivation is also applicable to a bounded one port lossless microwave system where [17] . The advantage of such an approach is that we do not need to assume that either the terminal voltage or the current is a constant, as most of the textbooks do to get the same result as (43) or (49). Now the antenna can be calculated from the corresponding equivalent circuit using the Foster reactance theorem. For simplicity, we assume that the antenna system is lossless ( ). The impedance of the antenna array for this case will be (50)
From (47) and (49) we obtain the stored magnetic and electric field energy as follows (51) The radiated power of the antenna array is
So the antenna will be given by
where or whichever is larger. Substituting (51) and (52) into (53) we have (54) where either the or value is chosen to give the higher . For a single antenna system (54) is simplified to (55) The term obtained from is usually larger than that obtained from for a high system [19] . If is large, it is assumed that it is related to the frequency bandwidth of the antenna as follows. Consider the antenna to be resonated with a suitable reactive network at the frequency of interest . The frequency at which the normalized input is equal to times its value at resonance, is the half-power point. At this point the average power delivered from the antenna is one-half that delivered at resonance. Let be defined as the frequency increment, is the distance in frequency between the half-power points (3-dB points) of the antenna. The fractional bandwidth is then defined as
If the is high the following relationship, which holds for a nonradiating system, is assumed (57) This widely held assumption has never been explicitly proven for distributed systems. As pointed by Wheeler [15], the common expression for the bandwidth in terms of is neither logical nor helpful in clear exposition. Most writers state that if is large compared with unity, it is equal to . Rhodes demonstrated that this relation does hold for the planar dipole by computing and bandwidth independently [7] and he firmly believed that such a relation must exist for any complete radiating system, just as surely as it does for nonradiating systems.
A discussion of the relation between and was given by Fante. His approach was based on the frequency derivatives of Maxwell's equations, which has been the standard way of deriving the Foster reactance theorem. For an antenna system, however, a surface integral between the product between field and its frequency derivative must appear in the derivation and an assumption that either the terminal voltage and the current is a constant must be made. An exact analysis for such an integral is essentially difficult [4] . In the next section, we will give a simple demonstration of this observation using the Foster reactance theorem for an antenna system. As a result, he obtained an integral defined on an infinitely large surface for which an asymptotic analysis is very difficult. In addition, he had to assume that either the terminal voltage or the current is a constant. In fact, this can be easily done using the Foster reactance theorem. From (51) we get (64)
VI. CONCLUSION
Although the concept of antenna was proposed many years ago, its definition, calculation and relationship to system bandwidth have long been controversial topics. A recent discussion focuses on the applicability of the well-known complex Poynting theorem to the calculation of antenna [1] , [12] - [14] . In this paper, we have shown that the complex Poynting theorem can be used in the calculation of antenna and one does not need to revert to the time domain Poynting theorem as suggested by references [12] - [14] .
The central theme of this paper has been to show that the traditional Foster reactance theorem holds for an arbitrary antenna system using the Poynting theorem in the complex frequency domain. The Foster reactance theorem has then been used to demonstrate the widely held assumption is valid for an arbitrary antenna system, provided . [14] , "Radiation Q of dipole-generated fields," Radio Sci., vol. 34, no. 
Comments and Replies

Comments on 'The Foster Reactance Theorem for Antennas and Radiation '
J. Bach Andersen and S. Berntsen
In [1] , the authors present a proof that Foster's theorem [2] is valid in general for antennas, which is a surprising result. Foster's theorem, as it is generally understood, expresses that the gradient of reactance and susceptance with frequency is always positive for a lossless network. That this should be valid for any antenna with radiation losses is intuitively wrong and goes against numerous experimental and numerical results, as well as other theoretical derivations [3] , [4] . The purpose of this comment is to show that the proof in [1] is erroneous. First a brief look at Foster's theorem [5] , [6] , for which it is often forgotten that it must be valid for both reactance and susceptance. In the original Foster's theorem [2] there is no mentioning of reactance gradients, except that this part was proven and published earlier by Zobel [7] , so "Zobel's reactance theorem" would be a more appropriate name. Foster [2] showed that for a lossless circuit there is an alternating series of poles and zeros on the real frequency axis, and a zero for reactance corresponds to a pole for susceptance. Foster's theorem says that the gradient of both quantities versus frequency always is positive. This is illustrated in Fig. 1 which shows the case of a pole at zero frequency and a zero at ! = 1 for the reactance, and vice versa for the susceptance, a series connection of a unit capacitor, a unit inductor, and a resistor Z = r + j! + 1 j! :
(1)
For the resistance equal to zero there are positive gradients everywhere for both reactance and susceptance. For a series resistance of r = 0:2, the reactance is of course unaffected, but a dramatic shift in susceptance which is now zero at the resonance and a negative gradient. It is easy to show that at resonance the slopes of reactance and susceptance have different signs. Thus, it is already clear at this stage that Foster's theorem in general cannot be valid for a circuit with loss, which is what an antenna is. Adler et al. [8] and apply Cauchy-Riemann to show that the reactance gradient is positive, but this is too simple a model to cover all antenna cases. Note that Z is a function of s only and that r must be a real constant. Y (s) = 1=Z(s) is of course also analytic, but as indicated above with a negative gradient at resonance. 
which is Foster's theorem for a lossless network, in [1] assumed valid for antennas as well. The problem with the proof is that Z A , as given in (3) is not an analytic function of s and, therefore, Cauchy-Riemann equations may not be applied. All the powers and energies involve complex conjugations, so they are not analytic functions of complex frequency, except if assumed to be real constants, which may not be true. Even if the powers and energies were assumed constants, a problem remains, since and j! in (3) are not analytic functions of s.
For further illustration of the gradients of reactance the impedance of a thick dipole has been computed by the well-established finite-difference time-domain (FDTD) method, and the result is shown in Fig. 2 . Both the positive and negative gradients are clearly seen. 
Reply to "Comments on 'The Foster Reactance Theorem for Antennas and Radiation '"
Wen Geyi
The comments proposed by the authors of [1] will be shown to be superfluous.
The Basic Facts About the Foster Reactance (Susceptance) Theorem: The first question of [1] is essentially related to how the Foster's theorem should be presented. The Foster theorem is usually summarized in two different parts, one is Foster reactance theorem and another is Foster susceptance theorem. For a lossless network, both Foster reactance theorem and Foster susceptance theorem hold, i.e., the slope of reactance and susceptance are positive simultaneously. Note that the lossless condition is just a sufficient condition for Foster reactance (susceptance) theorem to hold but not a necessary condition. The Foster reactance (susceptance) theorem can be generalized to a lossy network in numerous situations. For example the Foster reactance theorem does hold for a simple series RLC circuit or any lossy network that consists of a resistor serially connected to any lossless network. A lossy network that satisfies the Foster reactance theorem may not satisfy the Foster susceptance theorem and vice versa. The reactance curves and susceptance curves shown in [1, Fig. 1 ] are just a demonstration of the above facts. The present author fails to see any points of this demonstration. Since the element values of the equivalent RLC circuit of an antenna depend on frequency [2] - [4] , the above demonstration, which is based on a RLC circuit with constant element values, does not apply to the antenna at all. For example both the reactance curve and susceptance curve of a rectangular aperture antenna have a positive slope [5] , [6] and the above demonstration cannot not explain this phenomena. It must also be mentioned that Adler et al. [2] have never used a simple RLC circuit with constant element values to study a lossy electromagnetic network as [1] has claimed. Instead all the element values of the equivalent RLC circuit have been assumed to be functions of frequency [2, Eq. 6.88] .
It has been shown in [4] that the slope of the reactance of an ideal antenna (without ohmic loss) excited by a narrow-band signal (so that only the dominant mode is propagating in the feeding line) is given by
Since the electromagnetic stored energy is always positive, the above equation indicates that the slope of the reactance of an ideal antenna is always greater than zero if the terminal current is not zero. Whenever the terminal current approaches to zero, the slope of the reactance @X=@! approaches to infinity, which usually happens at the frequency points where the reactance curve abruptly changes from positive infinity to negative infinity. Note that an ideal antenna is still equivalent to a lossy network, where the loss stands for the radiated energy into free space. This equivalent loss is physically different from the usual ohmic loss where the energy is dissipated into heat, which is why the Foster reactance theorem still holds for an ideal antenna.
On the Analyticity of the Antenna Input Impedance: The second question of [1] is that the input impedance of antenna is not analytic since all the stored energies involve complex conjugations. It is a common knowledge that the input impedance of an arbitrary lossy electromagnetic network is analytic on the open right half of complex 
Note that (2) and (3) Comments on the Latest Work About the Foster Reactance Theorem for Antennas: The third question of [1] is that some recent publications have shown that a dispersive term involving the gradients of far-fields should be added in (1) as shown in [8] and [9] . To make things clear let us cite a well-known formula from Fante's paper [10 [11, and E = akIJ1(ka sin )=2 [11, , respectively, and all these patterns only have a single component, and, thus, (5) holds. When the above expressions are substituted into (5) and the relationship R = (2= jIj 2 ) S S 1 nds is used, one finds that the last two terms in (5) cancel each other. Therefore, [8] provides another independent proof that Foster reactance theorem holds for an arbitrary ideal antenna. A number of numerical calculations have shown that the Foster reactance theorem also holds for those antennas whose far field patterns have more than one component [6] . It should be mentioned that all field quantities in (4) and (5) must be understood as the Fourier transform of the corresponding field quantities in the time domain since the frequency derivatives must be defined in a frequency continuum. Especially, the terminal voltage V and current I are the Fourier transform of its time-domain counterpart, and they depend on frequency [12] . This fact has been ignored in [9] .
Why are Some Numerical and Experimental Results Inconsistent With Foster Reactance Theorem?:
The fourth question of [1] is that the Foster reactance theorem for antenna is against some experiments and numerical results, and the FDTD simulation for a thick dipole shows both positive and negative slope [1, Fig. 2 ]. To answer this question, one must understand that some antenna impedance may have singularities depending on the position of the reference plane, where the reactance curve abruptly changes from positive infinity to negative infinity so that the Foster reactance theorem holds. It should be noted that all numerical methods cannot accurately model these singularities due to numerical errors, and thus a negative (but very steep) slope may occur. The FDTD results given in [1] are from an inaccurate simulation. In fact the same thick dipole has been recalculated using the moment method and it turns out that the Foster reactance theorem holds very well, as shown in Fig. 1 . In this example, the reference plane must be far away enough to guarantee a single mode assumption at the reference plane since the parallel feeding lines are exposed to the dipole in this situation. Fig. 2 shows another example which is based on an analytical solution [13] . In this case the position of reference plane is not critical (i.e., the Foster reactance theorem holds even if the reference plane is right at the antenna aperture) since the influence of the flange on the field distribution inside the coaxial cable is negligible. For the same reason all antenna measurements cannot accurately handle singularities and in addition the ohmic loss will be introduced in the measurements. Therefore, the negative slope may appear in the measured reactance curves, and the Foster reactance theorem only holds approximately.
It must be emphasized that the Foster reactance theorem only holds for an ideal antenna with the feeding line connected. The modeling of wire antennas is usually based on a number of approximations. The most dramatic approximation is that the feeding line has been replaced by a delta gap. This kind of approximation is questionable and cannot be checked experimentally as discussed in [6] since all practical antennas involves a feeding line, and the feeding line itself contributes significantly to the value of antenna impedance. When the delta gap is used for calculating the impedance of thick wires, one should limit the calculation to the low frequency range since the delta gap is only valid for thin wire.
It should also be mentioned that the Foster reactance theorem holds only in the frequency range between the cutoff frequency of the dominant mode and the cutoff frequency of the first higher order mode of the feeding line as a single-mode assumption has been used at the antenna terminal in our proof [4, Eq. 21] . When the operating frequency is higher than the cutoff frequency of the first higher order mode, the feeding line is equivalent to a multiple-transmission line system and the antenna becomes a multi-port device. In this case, the Foster reactance theorem fails. Some discussions about the single-mode excitation can be found in [14] .
In summary, the comments by authors of [1] are based on several misunderstandings about the antenna input impedance. Especially they fail to note that all circuit parameters for a microwave network depend on frequency [13] . The Foster reactance theorem for ideal antennas has been extensively checked by numerical simulations, and so far no counter example has been found.
