Traveling waves in confined enclosures, such as porous channels and rocket motors, develop boundary layers that evolve over varying spatial scales. The present analysis employs a technique that circumvents guessing of the inner coordinate transformations at the forefront of a multiple-scales expansion. The work extends a former study in which a two-dimensional, planar solution was derived for the rotational, traveling wave in a porous channel. This asymptotic solution was based on a free coordinate transformation that could be evaluated using Prandtl's Principle of Matching with Supplementary Expansions. Its derivation required matching the dominant term in the multiple-scales expansion to an available WKB solution. Presently, the Principle of Least Singular Behavior is used. This approach leads to a multiple-scales approximation that can be obtained independently of supplementary expansions. At leading order, the previous transformations are recoverable from the present formulation. Furthermore, a procedure that yields distinct types of WKB solutions is described and extended to arbitrary order in the viscous perturbation parameter. Among those, the WKB expansion of type I is shown to exhibit an alternating singularity at odd orders in the perturbation parameter. This singularity is identified and suppressed using matched-asymptotic tools. For those studies that have retained oddpowered corrections at the highest order, criteria that define their physical limitations are provided. In this context, we find the WKB expansion of type II to be uniformly valid at any order. Additionally, matched-asymptotic, WKB, and multiple-scales expansions are developed for several test cases. These enable us to characterize the essential vorticoacoustic features of the axially traveling waves in a porous channel. In closing, all solutions are numerically verified, compared, and discussed.
inevitable fluctuations in the injection rate give rise to a well-defined acoustic environment that is accompanied by rich traveling wave structures. These are further discussed in a unifying study by Griffond. 9 For a porous channel driven by sidewall mass injection, the traveling wave motion, excluding hydrodynamic instability waves, is treated by Majdalani. 10 For small-amplitude pressure oscillations, asymptotic formulations for the flow variables are obtained using three perturbation schemes. The undisturbed state is represented by an arbitrary mean flow satisfying Berman's classic equation ), while symmetric time-dependent solutions are derived from the linearized vorticity and momentum transport equations. In short, a time-dependent, laminar-flow approximation is extracted from the vorticity transport equation, and two other solutions are retrieved from the momentum equation using zeroth-order WKB and multiple-scales expansions. 10 Despite their dissimilar expressions, the three asymptotic solutions are found to agree with one another, with experiments, and with numerical simulations of the nonlinear Navier-Stokes equations. One of the resulting formulations is later employed by Griffond 9 in his study of hydrodynamic instability and wave propagation in an injecting channel. The aforementioned multiple-scales expansion relies on a space-reductive analysis founded on an undetermined scaling transformation (UST). This method of analysis necessitates the introduction of an undetermined scaling variable s that may be left unspecified during the derivation process. At the conclusion of the asymptotic analysis, physical arguments are applied toward the determination of s. The idea is anchored on Prandtl's Principle of Matching with Supplementary Expansions (Van Dyke, 13 p. 53). Accordingly, the dominant term in the multiplescales solution is matched to its counterpart from a WKB expansion. The outcome is helpful in disclosing the inherently nonlinear scaling structure of the problem. It also produces a uniformly valid UST solution that outperforms the basic WKB approximation over a range of physical parameters.
Despite the useful feature of retaining an undetermined scale during the derivation process, the UST scheme bears practical limitations. Its feasibility is contingent on the existence of an alternative approximation. To overcome this deficiency, the present study will extend the UST analysis by presenting a simpler approach which leads to the independent specification of the scaling transformation. This will be obtained by imposing the problem's solvability condition to the extent of suppressing singularity in successive asymptotic orders. We refer to the resulting expansion as GST (generalized-scaling technique). This approach is also applied by Majdalani and Rienstra 14 to problems that involve overlapping dissipative and dispersive mechanisms. In comparison to the UST expansion, the paradigm to be implemented precludes matching and guesswork.
In connection with the WKB expansions of this problem, our study will discuss the recurrence of an endpoint singularity that only appears at higher orders. To better understand the spurious nature of this anomaly, a WKB approximation is presented to an arbitrary order. In the process, two types of physical solutions are realized. From the expression of type I, a singularity that appears at alternating orders of the perturbation parameter is identified. This singularity will be shown to affect a thin region near the core of the porous channel where the WKB approximation deteriorates, thus warranting the quest for a small-amplitude inner solution. The endpoint singularity eludes detection because the corresponding solution remains well-behaved and accurate outside the thin region of nonuniformity. By recognizing the source of singularity, the limitations of previous studies will be clearly established. In revisiting this problem, a new solution of type II will be identified and shown to be unconditionally valid to any order.
The paper is subdivided into seven sections. In Sec. II, the problem is briefly defined using the momentum transport formulation. This is followed in Sec. III by the formal procedural steps leading to a multi-order WKB expansion. In the course of this effort, the presence of singularities at alternating orders is identified and discussed. In Sec. IV, illustrative examples are provided and the existence of an end-zone boundary layer is ascertained. Section V describes the construction of a multiple-scales solution based on a generalized coordinate. Imposition of the problem's solvability condition is then used to deduce the scale. In this manner, a multiple-scales solution is obtained for an arbitrary mean-flow function. In Sec. VI, the traveling wave is completed and numerically verified. Its main characteristics are explored and discussed. Finally, our main ideas are recapitulated in Sec. VII.
II. Mathematical Model
Our main focus is placed on the velocity of a damped traveling wave inside a long porous channel. Based on two previous studies; 10, 15 the longitudinal component of the wave can be written as 
For the reader interested in the steps leading to Eq. (2), a brief overview is provided in Appendix A. Note that S is the Strouhal number while e represents the reciprocal of the kinetic Reynolds number. For consistency, we adopt the same notation as before. 10 We use t to denote dimensionless time and x and y to represent the streamwise and transverse coordinates (normalized by the channel's half-spacing h ). With w v as the injection speed at the wall and n as the kinematic viscosity, we denote the speed of sound by s a and use asterisks to designate dimensional variables. Our normalization is based on
In the foregoing expressions, w is the frequency of oscillations and m * Î  is the acoustic oscillation mode number of a pressure wave of amplitude A inside a channel of length L and mean pressure s p (see Fig. 1 ). The dimensionless wave parameter in (4) is given by 
At this juncture, it may be helpful to introduce the injection (or cross-flow) Reynolds number as
Then, depending on the value of R , two mean-flow solutions have been made available by Berman 11 and Yuan. 16 These correspond to
At this point, it is expedient to define the small perturbation parameter R S
In lieu of e , 0.1 d < is the principal perturbation parameter used in mean flow studies of porous channels (Berman [11] [12] ); d is proportional to the viscosity independently of the oscillation frequency. This viscous parameter is present implicitly in Eq. (2) . It can be displayed by multiplying Eq. (2) by the Strouhal number to obtain 
III. WKB Analysis

A. Exponential Corrections
A regular WKB expansion begins with ( ) 2 2  1  2  0  0  01  1  1  02  2  03  12 (
In order to distinguish terms of the same order, it is convenient to multiply through by S b so one can write
A simple rearrangement yields the progressively diminishing series 
By substituting (14) - (16) 
where
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The corresponding corrections (i.e., ) involve higher-order integrals; nonetheless, they may be added to the real and imaginary arguments in (17) to arrive at a solution of
. Using the solution order as a superscript, it can be seen from Eq. (8) that
Higher-order corrections may be derived from
Based on z 0 and z 1 , recurring trends may be carefully examined to deduce
When substituted back into Eq. (8), Eq. (25) leads to
Finally, after some effort, we obtain the jth order WKB solution of type I, specifically
From the WKB solution of type I, it can be shown that for odd values of j , a singularity arises as y 1 - , n " . The nonuniformity near the core can be attributed to the appearance of a shear layer that arises when small exponential corrections in even powers of d are retained. The presence of a boundary layer near the core is consistent with the classic theory of laminar, injection-driven flows (see Terrill [17] [18] ). 
D. WKB Solution of Type II
In turn, the transport equation,
and leads to the dual solutions
Using n K to denote the WKB solution of type II, the linearity of Eq. (2) enables us to put, at ( )
At this juncture, the two constants C 1 1 = and C 2 0 = are determined such that the two boundary conditions,
Recalling from (6) that F 0 1 = and F(1) 0 = , Eq. (32) may be evaluated at the core. One finds
Further corrections can be systematically unraveled. From z z z z Fz
Similarly, the
This expression enables us to write, for j 2 ³ ,
E. Other Possible Limits For
, a type III expansion may also be conceived. As usual, terms of equal powers in d may be combined and the leading-order terms that emerge in Eq. (10), namely, z S F
In like fashion, one extracts,
0 = = , and so on. These first order ODEs yield
Starting at z 3 , the type III formulation is seen reproduce the type I solution obtained at a previous order. As before, a recursive formula may be identified for k 0 ³ , specifically,
Thus, for j 2 ³ , one is left with 

These appear to represent slower converging series of type I that share similar physical attributes. For this reason, only the Type I expansion will be considered in the remainder of this study.
F. Total Velocity Field
To express the time-dependent axial velocity, one substitutes the eigenfunctions into Eq. (1). Based on the WKB solution of type I, one obtains
The real part may be readily retrieved and written as
As for the arguments in (43), they can be determined from the known functions
Attempts to express Eq. (43) at orders higher than S 
and then insert Eq. (32). One finds
At this juncture, the MacLaurin series expansion of the sine function can be identified in Eq. (46). This enables us to simplify Eq. (46) into
A closed form type II solution depends on the tacit integration of the exponential argument in Eq. (47). Despite its accuracy and well-behaved character, the radical in the integrand of K u 1 makes it less susceptible to integration. Hence, in cases for which numerical evaluation is unavoidable, the type I W u 1 becomes more practical.
IV. Illustrative Examples
Two applications to porous channels may be considered for which F y y
will be investigated as it represents a generic function that can effectively mimic the asymptotic behavior of the solution near the core.
A. Asymptotic Solutions for Small and Large R
For small and large R , the type I solution n Y (0) may be determined directly from 
where r y 1 º -and 
is the elliptic integral of the second kind. At the core, one regains the complete elliptic integral
Higher-order approximations may be sequentially generated. For small R , however, only a quasi-analytical solution is possible due to the inability to integrate the eikonal equation except by computer. This issue is not present in the WKB solution of type I. For large R , a comparison between numerics and asymptotics is provided in Table 1 . As usual, the agreement between asymptotics and numerics improves at higher orders. For the type II approximations (second set of columns), it is clear that
This result is consistent with (52). In contrast, the type I solution is shown to exhibit a region of nonuniformity in the vicinity of y 1 = . Whereas both n Y (0) and n Y (2) vanish at the endpoint, n Y (1) becomes suddenly unbounded as y 1 - . This behavior signals the presence of a boundary layer that is not accounted for in the WKB representation of type I. A solution that incorporates small changes inside this layer is therefore necessary.
B. Exact and Asymptotic Solutions Near the Core
Consider F r a = where
can mimic the small or large injection flow behavior near the core. As shown in Appendix B, Eq. (7) can be solved exactly and put in the form
Using the WKB expansion of type I, one can obtain an approximation to any desired order such as ( 
The WKB approximation of type II can also be evaluated for the problem at hand. One obtains the leading-order solution from Eq. (32).
In like fashion, one arrives at
Higher-order terms are preferably derived from Eq. (36) using symbolic programming. 
C. Comparing Exact and Asymptotic Solutions
The two WKB formulations of increasing orders are compared to the exact solution in Table 2 for a typical set of physical parameters. The agreement between exact and asymptotics, often manifested in several decimal places, helps to confirm the accuracy of the foregoing analysis. As alluded to earlier, it can be seen that the WKB solution of type I yields, in an alternating fashion, either zero or infinity at the core. Being inconsistent with the finite value of (1 ) p = -at n 0 = and n 10 = . In Fig. 2a 
Absolute error 
D. Endpoint Singularity at Even Orders of
At order j , one finds the key expression
where a a
= , a 3 5 = , a 4 14 = , a 5 42 = , etc. These positive constants form a progressive sequence that can be recovered from
Equation (60) 
Then, using the large x identity (Abramowitz and Stegun, 19 p. 504),
one can expand the Kummer function in Eq. (62) and write
Thus, the wave amplitude at the core is seen to be
The same can be extrapolated from the WKB solution of type II. In fact, Eq. (57) gives
Since the discrepancy between
is generally smaller than the truncation error in the leading-order approximation. It can be safely absorbed by the truncation error. We conclude that n Y (0) is uniformly valid, n 0 " ³ . This behavior is illustrated in Fig. 3 where both Y By fixing x , a constant depth of penetration is realized irrespective of the operating parameters. This convincing observation is consistent with the findings of Majdalani. 10 Since the remaining oscillations in the inner region are of ( ) d  , their contribution is negligible at leading order. Nonetheless, the discrepancy at the core can become larger than the truncation error in higher-order representations. For example, at
can become nonuniformly valid for n 0,1 = . In general, the discrepancy at the core cannot be ignored in the assessment of
. Under these auspices, one must insist on an inner correction for k n Y (2 ) . The removal of the small endpoint discrepancy can be especially useful in applications that demand high precision in the core region. In the oscillatory channel flow problem, the physically meaningful mechanisms occur near the wall where vorticity is generated. Near the core, the rotational coupling with the solid boundary is inconsequential. Although a small exponential correction can be found in the core region, its inclusion is unwarranted at leading order. Beyond the leading order, the type I expansion cannot be continued without displaying a core singularity. When this occurs, an inner correction becomes a necessity.
E. Near-core Solution
The inner equation that dominates near the core can be realized following the linear transformation 
According to Prandtl's Matching Principle, the remaining constant may be evaluated by reconciliation with the inner limit of j n Y ( ) . First, however, the outer expansion of i n Y must be made available. This can be realized by writing, for large c ,
At this point, Eq. (69) can be matched with the inner limit of the outer solution,
Substituting back into Eq. (68) and reverting to the unstretched variable, one finds
A composite solution can thus be formed by adding to j n Y ( ) the inner solution minus the common limit. This combination yields 
where the net inner correction j n Y ( ) is seen to be very small, being of
. It may be shown that Eq. (72) mimics the exact solution in the neighborhood of r 0 = . However, j n Y ( ) is more elaborate due to the presence of special functions; it also reduces the accuracy of the solution in the outer domain, especially near the wall. Because C 0 is found by matching, it leads to an approximation that becomes increasingly more accurate as d is decreased. 
The composite solution can be constructed from Eqs. (72) and (23) . One finally obtains i 1 2l nt a n s e c 1 1 s i n 3s i n3 2 ( s e c 1 )
The small correction gained by retaining the inner solution is illustrated in Table 3 (1 ) 
V. Multiple Scales
A. Strategy
Having presented two WKB approximations and one matched-asymptotic expansion for the problem at hand, attention is now turned to the method of multiple scales. In previous work by Majdalani, 10 the modified variable was left unspecified while carrying out the two-scale expansion. At the conclusion of the asymptotic analysis, physical arguments were called upon in evaluating the conceptual coordinate. These physical arguments were based on comparisons with an available WKB solution. The strategy here is different in that it precludes provisional comparisons with supplementary expansions. At present, the undetermined scaling transformation will be connected to the problem's solvability condition. The latter will be based on the Principle of Least Singular Behavior.
13
B. Generalized Two-scale Expansion
To begin, we let our two fictitious coordinates be y y 0 = , and y s y
The difference here is that s y ( ) will remain unspecified until the solvability condition is applied. Forthwith, functions and derivatives are expanded into 
When inserted into Eq. (7), these expressions give rise to a sequence of PDEs at different orders in d . For the leading and first orders, one identifies
Then, integration of Eq. (78) gives
where K 1 awaits evaluation from the first-order equation. This multiplier can be determined in a manner to promote the least singular behavior in n Y . To that end, we find it unnecessary to determine Y (1) fully. Rather, it is sufficient to introduce a solvability condition for which an asymptotic series expansion of the form Y Y 
Noting that the left-hand-side is the partial derivative of L with respect to y 0 , Eq. (82) can be integrated into
At this point, Eq. (80) can be differentiated and substituted into Eq. (83); one finds
At this stage, an additional constraint is needed to achieve closure.
C. Solvability Condition
In order to promote a uniformly valid series, the ratio of Y (1) and Y (0) must be bounded y 1 " . This can be accomplished by posing
For arbitrary F , L will be bounded if and only if K y y K y y
On the one hand, K 0 emerges as a constant that can be determined from Y (0) (0) 1 = . On the other hand, k appears as an auxiliary function that is self-cancelling. Moreover, when Eq. (86) 
so that, by virtue of Eq. (77),
This can be substituted into Eq. (86) to get
From Eq. (87), it becomes clear that the problem exhibits an underlying multiple-scales structure that cannot be captured by linear transformations. As such, it justifies the analyses in which the use of nonlinear coordinates is suggested. 10, 20 In fact, the use of a nonlinear scaling transformation is first reported by Van Dyke 13 in his account of Munson's treatment of the vortical layer over an inclined cone. 21 Common to these problems is the coexistence of several mechanisms involving dispersive and dissipative mechanisms. Under such circumstances, it is possible for the transitional variables to be nonlinear functions of space. In problems such as those described here, the freedom of a general transformation allows us to capture the nonlinear behavior.
D. Generalized Coordinate
Recalling that the type I distinguished limit is S
, a solution may be arrived at by substituting Eq. (90) back into Eq. (80). Using the superscript G to denote a multiple-scales solution based on a generalized coordinate, the multiple-scales result reduces to
This expression reproduces the dominant parts in W n Y . Despite being of the same order as Eq. (21), it is simpler to evaluate because it does not contain the higher-order integral seen in Eq. (50). Furthermore, it displays the coordinate transformation required in a standard multiple-scales analysis. From Eq. (87), one realizes that
Having determined G n Y , the velocity of the traveling wave may be deduced from Eq. (1). One obtains
E. Former UST Analysis
In former work by the author, 10 the undetermined scaling technique (UST) is developed and explored. Accordingly, an undetermined scaling transformation is applied in concert with a two-variable expansion to solve Eq. (2) . Using the two virtual coordinates y y 0 = and y s 1 e = , the UST result consists of
Note that the original UST solution is presented at order
The undetermined scaling functional y ( ) h is obtained by matching leading-order terms with the corresponding WKB solution of type I. This requires setting y y s y s y F y F z z
Consequently, Eq. (1) collapses into
The advantage of the UST solution stands in its explicit formulation as a function of F and its derivatives. The outcome requires minimal integration to determine h and the leading-order term in F . For small and large R , these quantities may be readily retrieved from Eqs. (48) and (49).
F. Limitation of Former Solution
Then given large R , the exponential damping function becomes
As y 
It is clear from Eq. (101) that singularity is delayed to n  ¥ as S  ¥ or 0 d  . This confirms that the former solution is not only legitimate, but also exhibits a non-singular asymptotic behavior. In practice, however, the smallest value of n for which the solution becomes unbounded corresponds to the lowest value of the Strouhal number. Thus, for S 10 = , the solution becomes suddenly unbounded at the core starting with n 3 ³ . By holding S 10 > as a requirement for non-trivial oscillations, no endpoint singularity can arise in the n 0 = correction used in constructing the total velocity U u 1 . The latter remains valid over the stated range of concern. Conversely, for a fixed n , the approximation will remain uniformly valid provided that
Since the construction of U u 1 necessitates the use of the n 0 = correction, the former solution will stay non-singular as long as S (2.1213, 2.2214) ³ for small and large R , respectively. Another remedy lies in trading accuracy for broader validity. By expressing U n Y at the order of d in lieu of e , the result becomes unconditionally valid, n S , " . Furthermore, U u 1 becomes unrestricted. This extension is realized by writing
G. Former CST solution
In another study concerned with small d and large S , a hybrid, composite-scaling technique (CST) is introduced and discussed. 20 This approach follows the conventional asymptotic paradigm of identifying the scales before seeking to expand. As given by Eq. (5.22) of Majdalani, 20 the amplitude of the CST solution is prescribed by
Here too, since C (1) 0 h = , the coefficient of the dominant term C 3 sec h q becomes positive for sufficiently small S . To prevent singularity, the upper cap that must be imposed on n is identical to that given by Eq. (101). Here too, a modified CST solution that is unconditionally bounded can be arrived at, n S , "
, by expressing the previous solution at ( ) d  , which is the reciprocal of the crossflow Reynolds number. The broader applicability of resulting representations will be illustrated next.
VI. Discussion
A. Error Verification
In order to verify the truncation order associated with each approximation, the maximum error evolving from
Y , and
where N n Y is the numerical solution of Eq. (2) and
Following the formal test proposed by Bosley, 22 one may generate a log-log plot of
A n E versus d at fixed S and . n Assuming that
d , the order of the error k is deducible from the graph. For the first two eigenvalues, this procedure is illustrated in Figs. 4a-e where the error in each approximation is displayed versus S / d at constant S . This is done in the interest of clarity because error curves become too closely spaced when plotted versus d . In all five cases, the error is seen to exhibit a clear asymptotic character. Specifically, one notes that Y . In fact,
K n E in Fig. 4a constitutes the only case for which the error increases with n , S " . Nonetheless, the corresponding solution remains considerably accurate, as showcased in Fig. 4f . Therein, all solutions are compared to one another, for n 1 = , in descending order of precision. It is interesting to note that all errors diminish as the Strouhal number is reduced. Furthermore, all errors converge to the same value for S 10 < . For this reason, the five error curves in Fig. 4f overlap at S 0.1 = .
B. Characteristic Length Scales
In previous work, a hybrid multiple-scale procedure was followed in the treatment of the large injection case. 20 The corresponding composite-scaling technique (CST) was consistent with the traditional multiple-scale practice of identifying the transitional variables before expanding the derivatives. Subsequently, the space-reductive character was achieved by constructing a composite scale ' s e ' that could reproduce the problem's dissimilar scales in their respective regions. In the process, reducing the number of scales to two was determined to be essential lest an intractable problem is obtained. The ensuing formulation was found to depend on a scaling functional, 
( , ) ( , 2) for small , ( , ) for large =
In hindsight, this characteristic length scale reminds us of the characteristic time constant s s  / t = -that is frequently used to measure the amount of dissipation in first-order dynamic systems. These are typically described by s s  1 0 t -+ = , thereby evolving according to s t t  ( ) exp( / ) t -. In a subsequent generalization of the oscillatory porous channel flow, 10 the UST approximation was used. Its analysis followed the CST scheme by reducing the scales before expanding. In the UST application, however, the space-reductive variable was left unspecified. At the conclusion of the effort, the undetermined variable was deduced by matching the leading UST term with its WKB counterpart. This rationalization was based on the physical argument that exponential damping of the oscillatory wave ought to occur at the same rate regardless of the technique used. In essence, it conformed to Prandtl's Principle of Matching by Supplementary Expansions. 13 As a 
This result could be directly used to explain and guide the selection of inner variables in similar studies of oscillatory flows in porous channels. Despite their entirely different expressions, Eqs. (107) and (106) were shown to possess a similar spatial content. 10 This confirmed the validity of the effort undertaken by Majdalani 20 where the CST approximation was obtained without help from the WKB expansion. By comparison, the UST approach led to a more accurate two-variable solution. Its main shortcoming, however, could be attributed to its fundamental need for matching with an available solution. 
C. Simple Test Case
The usefulness of Eq. (92) may be illustrated by considering F y
Apart from the benefit of obtaining a multiple-scales solution directly from Eq. (91) or (93), the use of Eq. (92) enables us to identify the type of transformation needed in a standard two-variable expansion. As shown by Majdalani, 23 the corresponding Eq. (109) cannot be solved asymptotically using linear transformations. One may verify the futility of using y y 0 = and any linear distortion of the form y y
Instead, one must resort to Eq. (92) and determine that the second coordinate transformation must follow
Considering that constants do not affect the scaling order, the nonlinear coordinate Before leaving this subject, it may be instructive to note that an extended form of the GST approach may be employed in which the strained coordinate, y 1 , is granted more freedom through the WKB-like expansion The resulting work will reproduce, after considerable effort, the WKB approximations obtained in Sec. III. The detail of such analysis will be the topic of a future investigation with J. W. Batterson.
D. Behavior and Confirmation
We have seen in Fig. 4 , 
E. Axially Traveling Wave Motion
The behavior of The relatively large value of the Strouhal number may be attributed to our reference velocity being based on the wall injection speed w v , which is a small quantity when compared to the mainstream velocity used in classical acoustics. The precision at this Reynolds number causes the numerical and asymptotic solutions to become indiscernible for the given graphical resolution. As the oscillation mode number is increased, the modulus of = ; this local deficit in the parallel flow component eliminates the local coupling between acoustic and rotational waves. Nonetheless, the rotational wave amplitude remains nonzero above the wall due to the downstream convection of unsteady vorticity.
F. Unsteady Vorticity
The spatial evolution of the unsteady vorticity is captured in Fig. 8 for the first three harmonic oscillation modes, maximum absolute values that originate at the channel wall. Using 100  percent to denote the vorticity extrema that occur at the acoustic velocity antinodes, where x l n m n m n / (2 1)/2 ;0 ; = -< £ Î , contours of constant vorticity are shown in decrements of 20 percent. Their thumbprints illustrate the downstream convection and depreciation of unsteady vorticity due to the combined effects of mean-flow motion, acoustic driving at the wall, and viscous damping. They are shown in Fig. 8 for typical values of the control parameters. Given the alternating directions of particle rotation at different oscillation modes, some interesting features may be observed including the emergence of m ( 1) -lines of zero unsteady vorticity. These 'irrotational' streaklines originate at the acoustic velocity nodes where surface coupling is absent. Thus, starting at x l n m n m / / ; = < , these demarcation lines partition the channel into m regions of counter-rotating vorticity. In the interest of clarity, we switch from full lines to broken lines as unsteady vorticity switches direction.
The effect of decreasing the wall injection velocity is examined in Fig. 9 where the wave modulus is displayed for the first oscillation mode shape. By fixing the wave frequency and fluid viscosity, reducing the injection velocity by one order of magnitude is seen to shorten the spatial wavelength in the wall-normal direction. The penetration depth is also reduced. These trends are typical of those reported in the literature.
In Fig. 10 , the axially traveling wave u 1 is compared to the numerical solution for the first fundamental oscillation mode, F y 1 2 cos( ), p = and x l 1 2 = (midway along the channel). Interestingly, by holding 5, x = the Strouhal number may be varied over a wide range of frequencies without affecting the thickness of the rotational region. It is clear that the agreement between numerics and asymptotics improves with successive increases in the Strouhal number despite the highly oscillatory nature of the solution and the marked reduction in spatial wavelength. The observed agreement reflects the precision entailed in the perturbative approximations and their usefulness in disclosing keystone parameters such as .
x This parameter plays a significant role in controlling the wave's depth of penetration and could not have been identified except through the proper use of asymptotics.
VII. Conclusions
The search for a multiple-scales solution of the oscillatory channel flow problem was initiated in 1998 due to its relevance to instability analysis. The failure of linear coordinate transformations prompted the quest for a nonlinear composite scale. By devising a space-reductive transformation in the form of a composite variable, one could reproduce the modified scales in their regions of validity. This required conjecture and careful identification of the transitional variables before constructing a composite scale. By implementing a two-variable expansion that made use of this composite scale, a uniformly valid approximation was obtained. Later, Majdalani ( 10 ) attempted a reverse methodology. This time, the coordinate transformation was kept unspecified during the expansion. In the process, the leading-order term based on the undetermined functional was compared to a WKB solution of type I. Then, matching leading-order terms yielded the undetermined transformation. The resulting UST approximation served four objectives: (a) it confirmed the nonlinearity of the scales; (b) it provided a more formal alternative that is separately arrived at; (c) it reduced the amount of guesswork and subjectivity involved in the selection of inner scales; and (d) it illustrated Prandtl's principle that proposes matching with supplementary expansions. However, by relying on the existence of a supplementary approximation, the UST expansion became limited to problems for which a procedural substitution could be entertained. This issue is circumvented in the present study where the transformation is obtained directly from the problem's solvability condition and the Principle of Minimum Singularity. By ensuring boundedness between successive perturbation orders, an improved expression is derived from which the UST form is restored at leading order.
Apart from being independently formulated, the GST approximation exhibits four interesting features: (1) it is compact and straightforward to express in closed form; (2) it clearly displays the physical characteristics that control the solution; (3) it unravels the necessary coordinate transformation without resorting to guesswork or supplementary functions; and (4) it stems from the problem's mathematical stipulation for least singular behavior. Furthermore, the GST approximation follows the fundamental procedural step of multiple-scales theory, namely, that of transforming the governing ODE into pairs of PDEs. Its uniqueness stands in (i) retaining a nonspecific scale until the basic solution is obtained; (ii) applying a fundamental principle to ensure boundedness between successive expansion terms; and (iii) disclosing the key transformation at the conclusion of the analysis. It may be useful to add the GST's ability to provide the unique scales that, when used in a standard multiple-scales expansion, produce a result similar to that of the WKB of type I. Particular to this investigation, two essential forms of the WKB solution are derived and presented to arbitrary order. The new type II solution is especially useful in being unconditionally valid at all orders. However, the increased algebraic complexity that accompanies type II can, in some applications, require numerical evaluation. The type I solution is simpler but requires a small-amplitude correction in higher-order representations. Incidentally, the appearance of a near-core boundary layer is consistent with conventional theory of laminar, injection-driven flows. Yet having a size that is smaller than the leading-order truncation error, its inclusion is not entirely necessary unless higher order expansions are sought.
By exploring the behavior of the type I WKB solution near the core, we have identified a spurious singularity that appears at alternating powers of the perturbation parameter. We have also realized the parametric limitations of previously reported solutions, specifically, those expressed in terms of , uniformly valid representations of the CST, UST, and GST solutions are shown to be possible, irrespective of the size of the Strouhal number.
By way of verification, several examples are offered through which the newly developed asymptotic expansions are extensively tested. Having established the accuracy of the individual eigensolutions in the wall-normal direction, the complete expression for the axially traveling wave is deduced, characterized, and compared to its numerical solution. This crucial extension advances our asymptotic analysis of the vorticoacoustic field in a uniformly porous channel, a problem that has often been used to simulate the internal gas dynamics of a slab rocket motor. In forthcoming work, we plan on exploring the multiple solutions that arise in the context of an axisymmetric porous chamber.
