The power to detect a quantitative trait locus (QTL) in sib-pair data is investigated. We assume that we have at our disposal 3 or 4 related phenotypic measures in a sample of sib-pairs. Individual differences in these phenotypes are due to a common QTL and specific (i.e., unique to each phenotype) nonshared environmental and specific polygenic additive effects. In addition, models are considered that include common nonshared environmental effects and/or common polygenic additive effects. We calculate the power to detect the QTL in a genetic covariance structure analysis of the multivariate data, of the mean phenotypic data, and of factor scores. The use of factor scores is shown to be universally more powerful than the use of multivariate or mean phenotypic data. We also investigate the effect of using a single sample of sib-pairs to both calculate the factor score regression matrix and to carry out the QTL analysis. The use of a single sample to both these ends results in a loss of power compared to the theoretical, expected power. The gain in power attributable to the use of factor scores, however, outweighs this observed loss in power. The advantages of using factor scores in selecting sib-pairs are discussed.
INTRODUCTION
In linkage analysis of non-Mendelian, complex, traits the detection of loci that explain a small to medium amount of the genetic variance remains problematic. Nonparametric linkage methods such as identity-by-descent (IBD) mapping in sibling pairs were developed to analyze complex traits without having to specify a mode of inheritance at a single locus. The application of nonparametric methods, however, comes at the cost of a loss of power to localize genes that influence complex qualitative and quantitative traits (e.g., Blackwelder and Elston, 1982) . increase the power to detect a quantitative trait locus (QTL) that influences a complex trait, using IBD mapping in sibling pairs. Specifically, we explore power to detect a QTL as a function of QTL effect (i.e., amount of variance explained by the locus), allele frequencies at the marker locus and number of measured phenotypes. We also explore how the causes of covariance between multiple phenotypes affect the power to detect the QTL effect. The covariance among the multivariate phenotypes, that we consider, is due to a QTL common to all phenotypes, and to common additive polygenie and/or nonshared environmental influences. The environmental influences are common to the phenotypes, but not shared by the sibs. They are sometimes designated specific environmental influences, or El, for short.
Analyses were carried out with MX (Neale, 1997) , using a structural equation modeling approach. The application of structural equation modeling (SEM) in the genetic analysis of complex traits involves the specification of the phenotype as a function of unobserved, or latent, variables. The phenotype may be univariate or multivariate. The latent variables are genetic and environmental factors. It is possible to test whether correlated multiple variables, measured in the same group of genetically related subjects, are indicators of the same underlying latent genetic factor, and/or the same environmental factors (Martin and Eaves, 1977) . Measured environmental variables or DNA marker data can be incorporated into the structural equation model. The incorporation of marker data allows one to test whether the phenotypic covariance is due to a QTL influencing all measures (Eaves, Neale and Maes, 1996) . A common QTL, influencing multiple phenotypic measures, generally is easier to detect in multivariate than in univariate analyses. It is well established that in SEM power can be influenced by manipulating the number of indicator variables of the latent trait of interest. Although discussions of power usually address the influence of sample size, adding another measured indicator of the latent trait to the model can in some circumstances have the same effect as doubling the sample size (Matsueda and Bielby, 1986) .
To investigate the power to detect a common QTL in multivariate data, we considered four series of multivariate phenotypes. The covariances between variables were due to different combinations of a common QTL, common polygenic background, and environmental influences. Several different approaches were used to analyze the multivariate data: fitting the complete multivariate model to the data (Eaves, Neale and Maes, 1996) , analyzing the mean phenotype in a standard univariate QTL analysis, and analyzing individual genetic factor scores (Boomsma, Molenaar and Orlebeke, 1990) .
METHOD
Four sets of analyses were carried out on p related phenotypes, where p = 3, or p = 4, to determine the increase in power that can be achieved by analyzing multivariate, rather than univariate, phenotypes. The model that was used to simulate the multivariate data sets in sibling pairs is depicted in Fig. 1 . We considered multivariate phenotypes whose variation may be caused by: a) a QTL that is common to all phenotypes, b) additive polygenic influences (Gc) common to all phenotypes, c) nonshared environmental influences (Ec) common to all phenotypes, d) specific additive genetic influences, that is, genetic influences specific to a given phenotype (Gs), and e) specific, nonshared environmental influences (Es). The covariance between phenotypes is a function of the loadings of the phenotypes on the common factors Q, Gc and Ec. We considered 4 models that vary with respect to these influences: 1) the QTL is the only source of covariation between measures; 2) the covariation among the measures is due to Q and G c ; 3) the covariation is due to Q and E c ; and 4) the covariation is due to Q, G c , and E c .
The parameter values that were used to simulate the data according to these 4 models are summarized in Table I . The total heritability for each variable was 57%, but the heritability due to the QTL varied from phenotype to phenotype. In the 3-and 4-variate data sets the QTL accounted for 28.5, 14.2 and 7.1% of the total phenotypic variance of the first three variables, respectively. In the 4-variate data set, 21.4% of the variance in the fourth variable was accounted for by the QTL. Environmental factors (common plus specific) accounted for 43% of the total variance in all variables. The phenotypic correlations between the measures, implied by the parameter values in Table I , are given in Table II .
Multi-group structural equation models were fitted to covariance matrices of the sib-pairs to estimate the common and specific genetic and environmental effects. As we are working with data of sib-pairs, or DZ twins, the input covariance matrices are of the order 2p. For each model that we consider, we compute the total number of sib-pairs required to detect the QTL with a power of 80% and an a of .001. The distribution of the total number of subjects over the IBD groups and the number of IBD groups specified in the analyses both depend on the informativeness of the marker. The expected proportion of alleles shared IBD, p, determines the correlation between the QTL effects in sibling 1 and sibling 2 (Fulker and Cherny, 1996; Eaves, Neale, and Maes, 1996) . IBD status at the QTL is established on the basis of parental and offspring genotypic data relating to a single marker at 0 centimorgans (cM) distance from the QTL. The number of equi-frequent alleles at the marker locus was set to 8, 12, 16, or I. In the first 3 cases, a five group analysis was carried out, with values of P within each group equaling 0, .25, .5, .75, and 1.0 (Haseman and Elston, 1972, Table 2 ). The proportion of sibling pairs in each of these groups depends on the number of alleles at the marker locus, as is shown in Table III . The derivation of Table 3 is given in Appendix I. As the number of marker alleles increases, the proportion of sibling pairs in the intermediate groups, where P= .25 and P = .75, approaches zero. In the infinite allele case, a three-group analysis is carried out. In each group, the correlation between common polygenic influences (Gc) and between specific polygenic influences (Gs) in sib 1 and sib 2 are 0.5.
Power calculations were carried out by fitting the known model to the 2p X 2p (exact, or population) covariance matrices. Model fitting was carried out with and without the QTL effect. Power calculations were based on the noncentral chisquare distribution (e.g., Hewitt and Heath, 1988 ; see Neale and Cardon, 1992, p. 190 , for an outline of the procedure). Model fitting and power calculations were carried out using the MX program (Neale, 1997) . Throughout models were fitted by minimizing the multi-group log-likelihood ratio function. We report the number of subjects required to reject the alternative model excluding the QTL with an a of 0.001 and a power (1 -B) of .80. We also report the noncentrality parameters so that the reader may calculate their own estimates of power for different a levels and sample sizes (see Hewitt and Heath, 1988) . Calculations were carried out for the following cases: The complete multivariate model, a univariate analysis in which the phenotype is the mean (unweighted linear combination) of the p phenotypes, and univariate analyses in which the phenotype is a weighed linear combination of the p phenotypes. The weights used were obtained from the factor score regression matrix (Boomsma, Molenaar and Orlebeke, 1990) . Two approaches to obtain the factor scores were explored: one employing the phenotypic data from the subject and his or her sibling and one in which only the data from the single subject were used (see below).
Let Si denote the multivariate (2p X 2p) population covariance matrix in group i (i = 1,. . ., 3, or i = 1,. . ., 5) and let w denote a (2 X 2p) matrix of weights. Covariance (2 X 2) matrices of siblings' mean phenotypic scores or of siblings' genetic factor scores are calculated as wSiwt. The univariate mean phenotypic covariance matrix is calculated by specifying:
The factor score regression matrix (w) is obtained after a standard genetic covariance structure analysis of the pooled phenotypic covariance matrices (i.e., pooled over the different IBD groups). The absence of environmental influences shared by sibs must be assumed in the absence of MZ data, or can be tested when MZ data are available. In the genetic covariance structure analysis of the pooled phenotypic covariance matrix, we include a single common genetic factor that accounts for both the effects of the common QTL and the common polygenic effects, if present. The phenotypic covariance matrix (2p X 2p) is modeled as: E = AVAt. The matrix V is the covariance matrix of the latent genetic and environmental factor scores. The matrix A contains the factor loadings of the phenotypic variables on the latent variables. The dimensions of V and A depend on the number of observed (p) and latent (k) factors in the analysis. If we consider one common genetic and one common nonshared environmental factor for each sibling and genetic and environmental factors specific to each phenotype, then k = 2 + 2p. The A matrix thus is of the order 2p X 2k and V is 2k X 2k. As we are considering sib-pairs, S can be partitioned as follows: where S11(S22) is the (p X p) sib 1 (sib 2) phenotypic covariance matrix, A11 (p X k) = A22, and V11 (k X k) = V22 and 0 is a (p X k) matrix of zeros. The factors in the model are standardized and uncorrelated within the individual members of the sib-pair, so that V11 = V22 = I. The sib1-sib2 cross-correlation matrix, V21, contains the expected correlations among the factors. These equal zero in the case of environmental factors (which are all nonshared here), or .5 in the case of additive genetic factors. The factor score regression matrix (2k X 2p) is calculated as VAtS-1. The regression matrix contains the weights that are used to obtain linear combinations of the observed variables that approximate the latent variables. The rows in VAtS-1 that yield weights for the common genetic factor scores for sib 1 and sib 2 are inserted into w (2 X 2p) and the expected (population) covariance matrix of genetic factor scores is calculated as wSiWt for each group defined by its P value. Again using the sibl-sib2 partitioning we may write w (2 X 2p) as follows:
where w11 (1 X p) = w22. When w21 (1 X p) = w12 does not equal zero, the phenotypic scores of sibl are involved in the calculation of the factor scores of sib2, and vice versa. To obtain an indication of the information that this procedure provides, we also analyze the covariance matrices calculated using factor score weights after setting sub-matrices w21 and w12 to equal zero. We call these factor scores individual factor scores, or factor scores 2 in Table IV .
RESULTS
If a univariate QTL analysis of the phenotypes were carried out, the number of sib-pairs required to detect a QTL accounting for 28.5%, 21.4%, 14.2% and 7.1% of the phenotypic variance would equal 1288, 2307, 5218 and 20938, respectively (a = 0.001, 1 -P = 0.80, and PIC = 1). Table IV contains the number of sibling pairs required to detect the common QTL in multivariate data. The number of sib pairs is given for each of the four models considered (covariance due to Q, to Q and Gc, to Q and Ec, and to Q, Gc and Ec). Either the a Model 1: covariance due to Q; model 2: covariance due to Q and G; model 3: covariance due to Q and E; model 4: covariance due to Q, G and E. Factor scores 1 refers to genetic factor scores based on familial phenotypic information; factor scores 2 refers to factor scores based on individual phenotypic information.
full multivariate model or a univariate model was fitted. In the univariate models, either the mean (unweighted) phenotypes, or (weighted) genetic factor scores were analyzed. Results are given for p = 3 and p = 4 phenotypes and for different PIC values at the marker locus (associated with 8, 12, 16, or I marker alleles). It is clear from Table IV that the power to detect the common QTL is greatest when the QTL is the only source of covariation between phenotypes. For example, the full multivariate analysis for the case of p = 4 and PIC = .86 requires 604 sib-pairs when the QTL is the only factor common to all four phenotypes. If, in addition to a common QTL, there is also covariance among the phenotypes that can be ascribed to Gc or Ec, the required number of pairs equals 886 and 1081, respectively. When the additional covariance is due to both G and E, the required number of sib pairs is 1365. The noncentrality parameters that correspond to the entries in Table  IV are given in Appendix II. Table IV shows that the presence of an extra phenotype is clearly beneficial, as it results in a considerable increase in power in all cases. A further systematic result is the gain in power that is achieved by analyzing factor scores instead of the full multivariate data. The explanation for this finding is provided by the difference in the degrees of freedom for the full multivariate tests (df = 3 or df = 4) versus the univariate tests (df = 1) in the case of factor scores. A surprising finding is the difference in power observed when analyzing the mean phenotype and the multivariate phenotypes. In all models, except model 1, the analysis of the mean phenotype is characterized by greater power, although in models 2 and 3 the differences are quite small. The analysis of genetic factor scores, calculated at the familial level (factor scores 1) and at the individual level (factor scores 2), perform better than either the multivariate analysis or the analysis of the mean phenotype. The first method, which uses all available phenotypic information in the construction of the genetic factor scores (both from the subject and the sib) is optimal and performs better in a linkage analysis than the second method which only uses the phenotypic data from the subject himself. However, as we discuss below, in selection of subjects for genotyping the question arises whether we want to construct factor scores that include information from sibs. 
Results Relating to Factor Scores Based on Simulated Data
The results of the power calculations clearly indicate that it is beneficial to use genetic factor scores when analyzing QTL effects in multivariate sibling data. A complication in calculating factor scores is that the weight matrix w is calculated in the same sample as the actual factor scores, i.e., the information that is used to calculate w and the information used to test the presence of a QTL are not independent. One way around this problem would be to split the sample into two halves and to calculate w in each subsample. One could then use the w matrix calculated in sample 1 to calculate factor scores in sample 2 and vice versa. This procedure has the drawback that the weights will be subject to greater sampling fluctuation than the weights calculated in the whole sample.
We investigated the effect of calculating both w and the genetic factor scores in one and the same sample. To this end, two models were considered: model 4 (covariance between phenotypes due to Q, Gc and Ec) with 4 phenotypes and a second 4-phenotype model with less variable and smaller QTL effects. For the first model, we simulated phenotypic data for 4000 samples consisting of 1000 sib pairs and genotypic marker data for these sib pairs and their parents. The marker, which is 0 cM from the QTL, has 12 equi-frequent alleles. The bi-allelic QTL is codominant with equi-frequent alleles.
Data simulations and analyses were carried out using our own programs. The power calculations presented above are based on 5-group or 3-group covariance structure analyses, but in the present simulations, we maximize the raw-data loglikelihood (see Fulker and Cherny, 1996 ; Eq. 12). These two approaches produce the same results in the present situation. In addition to the genetic factor scores based on the exact weight matrix w, henceforth wx, and the calculated matrix w, hence- Fig. 2 . Number of subjects required, as a function of PIC, to achieve a power of .80 given an a of .001 for the models described in Table IV . Plots are shown for the analysis of multivariate data (mv), mean phenotypic data (mean), factor scores based on familial phenotypic information (fsl) and factor scores based on individual phenotypic information (fs2).
forth wc, we also analyze the mean phenotypic scores for reasons of comparison. Table V contains the results of the 4000 replications. Both the analysis of the mean phenotype and the analysis of factor scores using wx produced results that are in good agreement with the expected results. The effects of using wc, instead of wx, are limited to the power to detect the QTL. We expect a power of .82, but observe a value of .76. That is, given an a = 0.001, in 76%, instead of the expected 82%, of the analyses the QTL is detected. With respect to the parameter estimates, we observe a negligible overestimation of the variance due to polygenic effects (.704 vs. .689), and negligible underestimation of the QTL effect (.296 vs. 310). The analysis of the mean phenotype produced results that are in line with expectation. The observed and expected power are the same, but considerably lower than the power observed when analyzing factor scores.
The probability of failure to detect the presence of the QTL is clearly affected by the use of wc, instead of wx, in calculating the factor scores. In the present case, the QTL effect on the 4 phenotypes is variable, ranging from 28.5% to 7.1%. In order to further assess the effect of using wc, we carried out a second simulation. The model used in this second simulation is characterized by a QTL effect accounting for 10% of the variance of each of the four phenotypes and a background genetic variance of 40% (20% due to a common genetic factor and 20% due to genetic factors specific to each phenotype). The environmental effect of 50% was equally divided over common and specific factors. The correlation among the 4 phenotypes thus is 0.55. We carried out 1500 replications, each involving 4629 sib-pairs. Results are given in Table  VI . In the present simulation, involving a larger sample size and a smaller and much more uniform QTL effect, we observed no bias in parameter estimates and a very slight difference in power. The expected power given 4629 sib pairs equals .80. The observed power using wc equals .78.
An additional complication in using the same data to calculate the factor score regression matrix and to fit the QTL effect is that the false positive error rate may be affected. To investigate this possibility, we simulated data without a QTL effect. Parameter values were created by distributing the QTL variance in model 4 (4 phenotypes) evenly among the other sources of individual differences (specific and common genetic and environmental effects). One thousand datasets each consisting of 1000 sibling pairs were simulated and analyzed. Factor scores were calculated using the exact and the estimated factor score regression matrix. Likelihood ratio tests were obtained by fitting the model with and without the QTL effect to the factor scores. As pointed out by Sham (1998) , minus twice the difference in loglikelihoods is distributed as a .5:.5 mixture of 0 and a x2 (1) variate. We therefore expect the average of the likelihood ratio to equal .5 instead of 1 (expected standard devia- Abramowitz and Stegun, 1970) . Number of replications is 4000, 1000 subjects per replication. 12 allele marker. Degrees of freedom for the x2 test equal 1 .
tion is sqrt (1.25) = 1.118). The mean loglikelihood ratio, based on the 1000 replications, is found to equal .538 (sd = 1.19) using the exact weights, and .539 (sd = 1.229), using the estimated weights. We also counted the number of times the loglikelihood ratio exceeded 3.84. In regular chi-square testing, this is the value associated with an alpha of .05. In view of the unusual null distribution, we expect .025 (25/1000; instead of 50/1000) false positives. We observe .031 using exact factor scores weights and .029 using the estimated factor scores regression weights. Neither of these values differs significantly from the expected value of .025 (p. = .10 and .18, respectively). In conclusion, we find that the false positive error rate does not seem to be affected by the use of the same data to both obtain factor scores regression weights and to model the QTL effects.
DISCUSSION
The analyses presented in this paper illustrate the increase in power that may be accomplished when multivariate indicators of the QTL are used instead of a single phenotypic measure. This general result holds across different PIC values for the marker locus and across different models for the sources of covariance between the multivariate measures.
Recent work (Cardon and Fulker, 1994; Eaves and Meyer, 1994; Carey and Williamson, 1991; Zhang, 1995, 1996; Gu, Todorov and Rao, 1996; Dolan and Boomsma, 1998) has established the value of selecting extreme scoring sibling pairs, both concordant and discordant extreme pairs, for linkage analysis of complex traits. Selection with multivariate data can be difficult, especially when the phenotypic correlations between variables are not high, as was the case for some of the simulated data sets we presented. If the multivariate data show a genetic factor structure with at least one genetic factor common to all measures (e.g., depression and anxiety [Kendler et al., 1987] ) genetic factor scores may be constructed and selection carried out on these scores. In following this procedure one does assume that the QTL effect is embedded in the common genetic factor. The plausibility of this assumption depends in part on the nature of the phenotypes in the analysis. Once the marker data are available, however, this assumption may be tested.
In QTL studies involving sib-pair selection the use of factor scores confers several advantages. First, factor scores are one-dimensional and therefore easy to use in selection procedures. Second, genetic factor scores are less affected by systematic and unsystematic environmental effects than phenotypic scores. Extremely scoring subjects selected on the basis of genetic factor scores are more likely to be extreme because of their genetic constitution, rather than irrelevant (i.e., from the perspective of QTL detection) environmental influences. Third, as linear combinations of several phenotypic scores, factor scores tend to approximate the normal distribution more closely and tend not to be as susceptible to floor and ceiling effects. For instance, floor effects may be a considerable problem in the identification of individuals with low scores on paper and pencil tests of depression. Fourth, the availability of genetic factor scores of the parents of the siblings is useful in selection of sib pairs. As pointed out by Zhang and Risch (1996) , it is desirable to select extremely concordant sib pairs whose parents have intermediate scores and are therefore more likely to be heterozygous. It is reasonable to expect that intermediate genetic factor scores will provide a better indication of parental heterozygosity than phenotypic scores.
An interesting problem is whether factor scores for selection and linkage analysis should be computed using only the data of the individual subject, or whether phenotypic data of family members (siblings or parents, for example) should be used in addition. The use of phenotypic data of other family members (weighted according to their genetic and environmental relatedness) provides more accurate estimates of genetic factor scores. The greater accuracy results in more power to detect a QTL, as is clear in Table IV (factor scores 1 vs. factor scores 2). However, inclusion of information from other family members in the construction of genetic factor scores may lead to practical problems. When working with unbalanced pedigrees, the reliability of factor scores based on all available phenotypic data may be expected to vary with the number of subjects in the pedigree. In addition, a separate weight matrix has to be calculated for each unique pedigree. The results shown in Table 4 indicate that the loss of power incurred when working with individual genetic factor scores is not very large. For practical purposes, therefore, we believe that using factor scores, based on the phenotypic information of only the individual, is a feasible option.
It has sometimes been argued that in the construction of factor scores, unit weighting should be used instead of sample-based weights, although this seems mainly an issue in small samples (e.g., Cohen, 1990 ). The results presented in Tables IV and  V include results of the analysis of the mean phenotypic scores (i.e., unit weighting of observations). It is clear that in this particular situation the genetic factor scores perform substantially better than the unweighted mean scores, especially when covariances between measures are due to more than only a pleiotropic QTL effect. This difference between mean scores and factor scores is amplified when one of the variables does not load on the QTL factor (Martin, Boomsma, and Machin, 1997) .
Finally, our simulations have indicated that the use of the same sample to calculate the factor score regression matrix and to test the presence of a QTL does have a slightly adverse effect on the power. In both simulations the observed probability to detect a QTL was somewhat lower that the theoretical probability. Still the gain in power attributable to the use of factor scores outweighs this observed loss in power. The linkage analysis of the data that were simulated without a QTL effect indicated that the false positive error rate does not seem to be affected by the use of the same data to obtain factor score regression weights and to model the QTL effect.
APPENDIX I: DERIVATION OF EXPECTED P FREQUENCIES
Let M denote the number of alleles of the marker. We assume equi-frequent alleles so that the allele frequencies each equal q = 1/M. Given this assumption, we reproduce Table 2 of Haseman and Elston (1972) . Haseman and Elston (1972) derive their Table  2 on the basis of possible mating types and sib-pair types which are defined independently of the actual genotype. For example, mating type ii-ii and jj-jj are identical (type I), as are ii-ij and kk-k1 (type III), etc. The fifth column of Table AI a A given mating type can give rise to several sib-pairs of the same type. For instance, mating type IV gives rise to two sibpair types V, i.e., ij-ij and ik-ik.
there are 4 possible type I matings (ii-ii, jj-jj, kkkk, 11-11). The sum of the products of the elements in the third column and the corresponding element in the fifth column equals 1.0. To obtain the probability of a sib pair having P = 0, we calculate the sum of the products of the elements in column 3 and those in column 5, where TT = 0: This can be simplified to M* q4* (M -1) * (M2 -M-1)/2, which in turn is written as (M -1) (M2 -M -1)/(4M3), because q = 1/M. Calculating the probabilities associated with the other values of P in the same manner, we arrive at Model 1: covariance due to Q; Model 2: covariance due to Q and G; Model 3: covariance due to Q and E; Model 4: covariance due to Q, E and G Factor scores 1 refer to genetic factor scores based on familial phenotypic information and factor scores 2 on individual phenotypic information.
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