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Abstract
We investigate spherical functions on Sp2 as a spherical homogeneous G=Sp2×(Sp1)2-space
over a p-adic ﬁeld k, which form a 4-dimensional vector space for each eigenvalue given by
Satake parameter. Explicit expressions of spherical functions and Cartan decomposition of Sp2
are given. Using spherical transform, we determine Hecke module structure of the Schwartz–
Bruhat space S(K\Sp2), which is free of rank 4.
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0. Introduction
Throughout this paper, let k be a p-adic ﬁeld. Let G be an algebraic group deﬁned
over k, G = G(k), K a special good maximal bounded subgroup of G, X a G-
homogeneous afﬁne algebraic variety deﬁned over k, and X = X(k). We write the
 Partly supported by Grant-in-Aid for Scientiﬁc Research, The Ministry of Education, Culture, Sports,
Science and Technology, Japan.
E-mail address: hironaka@edu.waseda.ac.jp.
0022-314X/$ - see front matter © 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jnt.2004.08.012
Y. Hironaka / Journal of Number Theory 112 (2005) 238–286 239
action of G on X by (g, x) −→ g  x. Denote by C∞(K\X) the set of left K-
invariant C-valued functions on X. The Hecke algebra H(G,K) acts on C∞(K\X)
from the left by the convolution product, which we write (f,) −→ f ∗. A nonzero
function  ∈ C∞(K\X) is called a spherical function on X if it is an H(G,K)-
common eigenfunction, which means, there exists a C-algebra map  : H(G,K) −→ C
satisfying
f ∗ = (f ) for f ∈ H(G,K).
In the present paper, the author investigate spherical functions on the following space:
G = Sp2 × (Sp1)2, X = Sp2,
where (Sp1)2 is imbedded into Sp2 and the action is given by
g˜  x = g1xtg2 for g˜ = (g1, g2) ∈ Sp2 × (Sp1)2, x ∈ Sp2
(for the precise deﬁnition, see the beginning of Section 1). This X is a spherical
homogeneous G-space, which means X has a Zariski open orbit for a Borel subgroup
B of G, and X is not a G-symmetric space.
Set K = G(O), where O is the ring of integers of k. Taking a set {di | 1 i4}
of basic relative B-invariants (cf. (1.5)) and a character  of k×/(k×)2, we construct a
typical spherical function
(x; ; s) =
∫
K

( 4∏
i=1
di(k  x)
) 4∏
i=1
|di(k  x)|si dk (x ∈ X, s ∈ C4),
where | | is the absolute value on k and dk is the Haar measure on K, and the integral
of the right-hand side is absolutely convergent if Re(si)0 (1 i4) and analytically
continued to a rational function in qs1 , . . . , qs4 , where q is the residual number of k.
We introduce a new variable z related to s by
z1 = s1 + s2 + s3 + s4 + 2, z2 = s3 + s4 + 1,
z3 = s1 + s3 + 1, z4 = s2 + s3 + 1
and write (x; ; z) in stead of (x; ; s).
These (x; ; z) are H(G,K)-common eigenfunctions correspond to the same (i.e.
independent of the choice of ) C-algebra homomorphism z : H(G,K) −→ C, which
gives the Satake transform
z : H(G,K) ∼−→ C[q±z1 , q±z2 , q±z3 , q±z4 ]W (Proposition 1.1),
where W is the Weyl group of G.
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Under the assumption that k has odd residual characteristic, our main results are the
following.
[1] To give a complete set of representatives of K-orbits in X (Theorem 1 in Section
2).
[2] For each , to give a rational function F(z) for which F(z) · (x; ; z) belongs
to C[q± z12 , q± z22 , q± z32 , q± z42 ] and W-invariant (Theorem 2 in Section 3).
[3] To give an explicit formula for (x; ; z) for each  (Theorem 3 in Section 4).
The formula is quite different according to the property whether  is trivial on the
unit group O× or not.
[4] Employing spherical functions as kernel function, we give an H(G,K)-module
isomorphism (spherical transform)
S(K\X) ∼−→
(
C[q±z1, q±z2, q±z3, q±z4 ]W⊕
4∏
i=1
(q
zi
2 + q− zi2 )·C[q±z1 , q±z2 , q±z3 , q±z4 ]W
)2
.
Especially, S(K\X) is a free H(G,K)-module of rank 4, and we give a free basis
(Theorem 4 in Section 5).
[5] Eigenvalues for spherical functions are parametrized by z ∈
(
C/ 2
√−1
log q Z
)4
/W .
The space of spherical functions on X corresponding to z ∈ C4 has dimension 4,
and a basis is given explicitly (Theorem 5 in Section 5).
Spherical functions are very interesting objects to investigate. The explicit expressions
of spherical functions on p-adic groups have been given by I.G. Macdonald [Mac]. Later
on, W. Casselman has reformulated them by representation theoretical method [Cas],
for which there is an interpretative article written by P. Cartier [Car]. W. Casselman
and J. Shalika carried forward this method to obtain explicit expressions of Whittaker
functions associated to p-adic reductive group [CasS].
F. Sato and the author have investigated spherical functions on certain symmetric
spaces; the space of alternating forms [HS1] and the spaces of hermitian and sym-
metric forms [H1–H4,H6]. In these cases, spherical functions can be regarded as gen-
erating functions of local densities of representations of forms by forms of the same
kind. Hence, as an application, explicit formulas of local densities have been given
[HS1,HS2,H5,H6].
In a similar method to [CasS], S. Kato has announced explicit expressions for
spherical functions on certain spherical homogeneous spaces obtained by general lin-
ear groups [K2], which has given an inﬂuence on [H6], and S. Kato, A. Murase and
T. Sugano have obtained explicit expressions for Whittaker–Shintani functions (spheri-
cal functions) of certain spherical homogeneous spaces obtained by special orthogonal
groups [KMS]. For the spaces which they investigated, the space of spherical functions
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attached to each Satake parameter, in other words, corresponding to each eigenvalue,
is of dimension 1.
In a similar method to [Cas], the author has given an expression of spherical functions
of certain spherical homogeneous spaces for which the dimension of the space of
spherical functions is not necessarily one [H6, Proposition 1.9], and applied it to the
space of unramiﬁed hermitian forms and given the explicit expression of spherical
functions (the dimension is 2n according to the size n of forms). This result is also
used by T. Takano and S. Kato to give an explicit expression of spherical functions
for the space GL(n, k′)/GL(n, k), where k′ is an unramiﬁed quadratic extension of k,
where the space of spherical functions has dimension one (cf. [Tak]).
For the present case, we will use the same result of [H6] in order to obtain an
explicit formula of spherical functions on Sp2. Our space is isogeneous to SO(5)
as SO(5) × SO(4)-space, which is a special case considered in [KMS]. It would be
interesting that those space are isogeneous but Sp2 has 4-dimensional space of spherical
functions for each eigenvalue, and SO(5) has only 1-dimensional space (cf. Remark at
the end of Section 4). The difﬁculty of the explicit determination of spherical functions
comes from this phenomenon “more than 1-dimensional’’. Finally, Sp2n× (Spn)2-space
Sp2n is no longer spherical for n2.
Main results of this paper were announced at the meeting “Moduleformen’’ (Septem-
ber 2002, Oberwolfach) and also at the meeting “Automorphic forms and representations
of algebraic groups over local ﬁelds’’ (January 2003, RIMS Kyoto) (cf. [H7]).
Professor S. Böcherer has suggested to the author the signiﬁcance of the investigation
of this space Sp2 from the view point of its relation to the global Gross–Prasad
conjecture for SO(5) (cf. [GR]). The explicit Hecke module structure of the Schwartz
space of it would be helpful for the question whether the vanishing of the period
integral on spherical vectors implies the vanishing of the period integral on the full
modular representation space. The author would like to express her gratitude to him
for these useful discussion.
Notation: Throughout this paper, we denote by k a nonarchimedian local ﬁeld of
characteristic 0. Denote by O the ring of integers in k, p the maximal ideal in O,  a
ﬁxed prime element of k, q the cardinality of O/p and | | the normalized absolute value
on k. For convenience of notation, we understand |0|s = 0 for s ∈ C with Re(s) > 0.
For an algebraic set Y deﬁned over k, we use the corresponding letter Y for the set of
k-rational points Y(k).
As usual, we denote by C, R, Q, Z and N, respectively, the complex number ﬁeld,
the real number ﬁeld, the rational number ﬁeld, the ring of rational integers, and the
set of natural numbers.
1. The spherical homogeneous space Sp2
Set
Spn =
{
x ∈ GL2n
∣∣ t xJnx = Jn} , Jn = ( 1n−1n
)
(1.1)
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and let G = Sp2 × (Sp1)2 and we embed (Sp1)2 = (SL2)2 into Sp2 by
((
a b
c d
)
,
(
e f
g h
))
−→

a b
e f
c d
g h
 .
Hereafter, we understand empty places in matrices mean 0-entries.
Take X = Sp2, and consider the action of G on X deﬁned by
g˜  x = g1xtg2, g˜ = (g1, g2) ∈ G, x ∈ X.
We set the Borel subgroup B = B1 × B2 of G by
B1 =

∗ ∗
0 ∗ ∗
0
∗ 0
∗
 ⊂ Sp2, B2 =

∗ 0
∗ 0
∗ ∗
∗ ∗
 ⊂ (Sp1)2. (1.2)
Let us write an element b ∈ B as
b =


∗ ∗
∗
b1 0
c b2


1
1
x1 x2
x2 x3
0 1 1
 ,

1
1
y1
y2
1
1


b3
b4
∗
∗

 ,
where the entries at marked ∗ are automatically determined. Then the left invariant
Haar measure on B(k) is given by
db = |b3| |b4||b1| |b2|2
· |db1| |db2| |dc| |dx1| |dx2| |dx3| |db3| |db4| |dy1| |dy2| (1.3)
and the modulus character  ( d(bb′) = −1(b′)db) is (b) = |b1|−4 |b2|−2 |b3|−2 |b4|−2.
Let W = W1 × W2 be the Weyl group of G with respect to the maximal torus
consisting of diagonal matrices in G, which is isomorphic to (C2(C2)2)× (C2)2, and
we ﬁx generators {wi | 1 i4} of W by their action on the maximal torus
wi : (b1, b2, b3, b4) −→

(b2, b1, b3, b4) if i = 1,
(b1, b
−1
2 , b3, b4) if i = 2,
(b1, b2, b
−1
3 , b4) if i = 3,
(b1, b2, b3, b
−1
4 ) if i = 4.
(1.4)
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A set of basic relative B-invariants and corresponding characters of B is given as
follows. Let x =
(
A
C
B
D
)
∈ X with 2 × 2 matrices A,B,C and D and we write
A =
(
A1
A3
A2
A4
)
∈ M2 for simplicity. Set
d1(x) = C1, 1(b) = b1b3,
d2(x) = C2, 2(b) = b1b4,
d3(x) = det C = C1C4 − C2C3, 3(b) = b1b2b3b4,
d4(x) = (det C(C−1D))3 = C1D3 − C3D1, 4(b) = b1b2,
(1.5)
then {di | 1 i4} forms a basis for relative B-invariants and X(B) =< i | 1 i4 >
becomes the group of rational characters of B which corresponds to relative B-
invariants.
Let K = G(O) and H(G,K) be the Hecke algebra of G = G(k) with respect to K.
We consider the following integral. For x ∈ X, s ∈ C4 and a character  of k×/(k×)2,
(x; ; s) =
∫
K

( 4∏
i=1
di(k  x)
) 4∏
i=1
|di(k  x)|si dk, (1.6)
where dk is the normalized Haar measure on K. The right-hand side of (1.6) is ab-
solutely convergent for Re(si)0 (1 i4) and analytically continued to a rational
function in qs1 , . . . , qs4 , which is an H(G,K)-common eigenfunction with respect to
the convolution product (cf. [H6, Remark 1.1, Proposition 1.1]).
It is convenient to introduce a new variable z which is related to s as follows:
z1 = s1 + s2 + s3 + s4 + 2,
z2 = s3 + s4 + 1,
z3 = s1 + s3 + 1,
z4 = s2 + s3 + 1,

s1 = 12 (z1 − z2 + z3 − z4 − 1),
s2 = 12 (z1 − z2 − z3 + z4 − 1),
s3 = 12 (−z1 + z2 + z3 + z4 − 1),
s4 = 12 (z1 + z2 − z3 − z4 − 1)
(1.7)
and we write also
(x; ; s) = (x; ; z)
if there is no danger of confusion. It is easy to see
4∏
i=1
|di(bg  x)|si = ( 12 )(b) ·
4∏
i=1
|di(g  x)|si (b ∈ B, g ∈ G, x ∈ X),
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where
(b) = |b1|s1+s2+s3+s4+2 |b2|s3+s4+1 |b3|s1+s3+1 |b4|s2+s3+1 = |b1|z1 |b2|z2 |b3|z3 |b4|z4
for
b =
 ∗ ∗
0 b1
b2
 ,
 b3 b4 0
∗ ∗
 ∈ B.
The Weyl group W acts on the set {z1, z2, z3, z4} through its action on the character 
of B, and we have
wi(z1, z2, z3, z4) =

(z2, z1, z3, z4) for i = 1,
(z1,−z2, z3, z4) for i = 2,
(z1, z2,−z3, z4) for i = 3,
(z1, z2, z3,−z4) for i = 4.
(1.8)
The following statements can be calculated directly, though they are a special case
of Satake transform of algebraic groups [Si] and spherical functions on homogeneous
spaces [H6, Proposition 1.1].
Proposition 1.1. For every f ∈ H(G,K), let
f˜ (z) =
∫
G
f (g)−1
1
2 (p(g)) dg,
where dg is the Haar measure on G normalized by
∫
K
dg = 1 and g = p(g)k ∈
G = BK . Then, by the map f −→ f˜ (z), we have
H(G,K)  C[qz1 + q−z1 + qz2 + q−z2 , (qz1 + q−z1)(qz2 + q−z2),
qz3 + q−z3 , qz4 + q−z4 ]
and for every f ∈ H(G,K)
(f ∗ ( ; ; z))(x) = f˜ (z) · (x; ; z) (x ∈ X).
We recall the Bruhat decomposition of X = Sp2
X =
⊔
w∈W1
B1wB1, (1.9)
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where W1 is the Weyl group of Sp2 and the symbol unionsq means disjoint union. It is easy
to see that
B1 =
⊔
s,t
Es,tBS with BS = tB2, Es,t =

1 s
1
st t
t
1
−s 1
 ,
where s, t runs over the algebraic closure k of k, so we get for each w ∈ W1 that
B1wB1 =
⋃
s,t
B1wEs,tBS =
⋃
s,t
B  wEs,t . (1.10)
Further we see that
B1wEs,tBS = B1wEs′,t ′BS
⇐⇒ Bw1 Es,tBS = Bw1 Es′,t ′BS with Bw1 = B1 ∩ w−1B1w. (1.11)
Lemma 1.2. We have Table 1, where w runs over the Weyl group W1 of Sp2,
(
wEs,t
)
∗
means the lower left 2×2 submatrix of wEs,t and rep. means the set of representatives
(s, t) for decomposition (1.10) of B1wB1. In the entries in Bw1 of the last column, one
can take any element at +, nonzero element at ∗, and 0 at an empty place.
Table 1
i w = 	i
(
wEs,t
)
∗ rep. B
w
1
1 1
(
0 0
0 0
)
(0, 0) B1
2
 1
1
−1
1
 ( −1 −s0 0
)
(0, 0), (0, 1),
(1, 0)

∗
∗ +
∗
∗

3

1
1
−1
1
 ( 0 00 1
)
(0, 0)

∗ +
∗
+ +
+
∗
+ ∗

4

1
1
−1
−1
 ( −1 −s0 −1
)
(0, 0), (0, 1),
(1, 0), (1, 1)

∗
∗
∗
∗

5

1
1
1
1
 ( 0 00 0
)
(0, 0), (1, 0)

∗
∗
+ +
+ +
∗
∗

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Table 1 (Continued)
6
1
1
−1
1
 ( 0 −10 0
)
(0, 0), (0, 1)

∗ +
∗
+
∗
+ ∗

7

1
1
−1
1
 ( 0 0−1 −s
)
(0, 0), (1, 0)

∗
∗
+
+ +
∗
∗

8

1
1
−1
−1
 ( 0 −1−1 −s
)
(0, 0), (0, 1)

∗ +
∗
∗
+ ∗

Proof. It is easy to calculate the entries in the second and the fourth columns. To
obtain a set of representatives, we consider when xEs,t y (x ∈ Bw1 , y ∈ BS) becomes
Es′,t ′ for some s′, t ′. For ﬁxed w ∈ W1, we write Es,t ∼ Es′,t ′ if both give the same
B-orbit in B1wB1.
The case w = 1 is clear, since B1wB1 = B1  1 and E0,0 = 1. Let w = 	2. Since
a
b c
a−1
b−1


1 s
1
st t
t
1
−s 1


a−1
b−1
f
g
a
b

=

1 ab−1s
1
a(f + ast) a(bt + gs)
a(bt − cs) b(g + c)
1
−s 1
 ,
we see that
Es,t ∼ Eab−1s,a(bt−cs) ∀a, b, c with ab = 0.
Hence we get
B1	2B1 = B  	2 unionsq B  	2E0,1 unionsq B  	2E1,0.
Let w = 	3. Since the group Bw1 contains Es,t , we get B1	3B1 = B 	3. Let w = 	4.
Since 
a
b
a−1
b−1


1 s
1
st t
t
1
−s 1


a−1
b−1
f
g
a
b

=

1 ab−1s
1
a(f + ast) abt
abt bg
1
−S 1
 ,
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we see that
Es,t ∼ Eab−1s,abt ∀a, b with ab = 0 (1.12)
Hence we get
B1	4B1 = B  	4 unionsq B  	4E0,1 unionsq B  	4E1,0 unionsq B  	4E1,1.
We can obtain similarly for the other cases. 
Hereafter we set
w0 =

1
1
−1
−1
 (= 	4 in Lemma 1.2 = w2w1w2w1 ∈ W).
The following proposition tells us that our space is spherical homogeneous.
Proposition 1.3. The set
Y =
{
x ∈ X
∣∣∣∣∣
4∏
i=1
di(x) = 0
}
is an open B-orbit over the algebraic closure of k
Y = B  x0 with x0 =

1 0
1 1
−1 1
0 −1
−1 1
1 0
 (= w0E−1,−1).
Further, the B-orbit decomposition of the set of k-rational points in Y is given by
Y(k) =
⊔
u∈k×/(k×)2
Yu,
where
Yu =
{
x ∈ X
∣∣∣∣∣
4∏
i=1
di(x) ≡ umod (k×)2
}
 w0E−1,−u =

1 0
1 1
−1 1
0 −1
−u u
u 0
 .
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Proof. By the data of
(
wEs,t
)
∗ in Lemma 1.2, we see that
d1(x)d3(x) = 0 ∀x ∈
⋃
w∈W1
w =w0
B1wB1.
On the other hand, since the lower 2 rows of w0Es,t is given by
(−1 −s −st −t
0 −1 −t 0
)
and all Es,t give the same B-orbit if st = 0 by (1.12), we see that Y = B w0E−1,−1.
Further by (1.12), we see that
Y(k) =
⊔
u∈k×/(k×)2
B  w0E−1,−u
and
B  w0E−1,−u =
{
x ∈ X
∣∣∣∣∣
4∏
i=1
di(x) ≡ u mod (k×)2
}
. 
Remark. By Proposition 1.3 and the injectivity of Poisson integral (cf. [K1]), we
see that (x; ; z) is not identically zero for generic z and linearly independent for
characters . Indeed, we will see that the space of spherical functions has dimen-
sion 4 and we give a basis by modifying (x; ; z) for various  (cf. Theorem 5 in
Section 5).
Before closing this section, we conﬁrm the assumption (A2) of [H6]. Denote by H
the stabilizer Gx0 of x0 in G and consider the action of B×H on G by
(b, h) ∗ g = bgh−1 (b, h) ∈ B×H, g ∈ G,
then XG/H as G-sets. Further by Lemma 1.2 and Proposition 1.3, we see that
BH = (B×H) ∗ 1 is an open orbit in G and G is decomposed into a ﬁnite number
of B×H-orbits.
For g ∈ G, denote by B(g) the image of the stabilizer (B ×H)g by the projection
B×H −→ B.
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Lemma 1.4. For each g ∈ G, g /∈ BH, there exists a rational character in X(B)
which is nontrivial on B(g).
Proof. During the proof, we write ε = E−1,−1, c′ =tε−1ct ε for c ∈ (Sp1)2 and
D(a, b) =

a
b
a−1
b−1
 ∈ (Sp1)2 for a, b ∈ k×.
Since w0g = t g−1w0 for every g ∈ Sp2, we get
H =
{
(g, c) ∈ Sp2 × (Sp1)2
∣∣∣ gw0εt c = w0ε}
=
{
(c′, c)
∣∣∣ c ∈ (Sp1)2}
and, for g˜ = (g, a) ∈ G
(B×H)(g,a) =
{
((b1, b2), (c
′, c))
∣∣∣ b1gtε−1c−1 = gtε−1, b2 = aca−1}
=
{
((b1, b2), (c
′, c))
∣∣∣ b1gw0εtc = gw0ε, b2 = aca−1}
=
{
((b1, b2), (c
′, c))
∣∣∣ (b1, c)  gx0 = gx0, b2 = aca−1} ,
so we see that B(g˜) is conjugate to the stabilizer Bgx0 of gx0 in B.
Hence it sufﬁces to show, for each y ∈ X such that y /∈ B  x0, the existence of
a character 
 ∈ X(B) which is nontrivial on By . Further we have only to consider
at representatives of B-orbit. We refer to Table 1 in Lemma 1.2 and recall X(B) =<
i |1 i4 > (cf. (1.5)).
When y ∈ B = B1	1B1, it sufﬁces to take y = 1. The stabilizer B1 contains the
group
{
(D(a, b),D(a−1, b−1))
∣∣∣ a, b ∈ k×} ,
on which 1 is nontrivial.
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When y ∈ B1	2B1, it sufﬁces to take y = 	2Es,t , where (s, t) = (0, 0), (0, 1) and
(1, 0). When st = 0, we have
D(a, b)	2Es,tD(a, b−1) = D(a, b)
 1
1
t
−1 −s −t
−s 1
D(a, b−1)
=
 1
1
a−1bt
−1 −a−1b−1s −a−1bt
−a−1b−1s 1
 ,
so 3 is nontrivial on By .
When y ∈ B1	3B1, it sufﬁces to take y = 	3. It is easy to see that B	3 contains
the subgroup {
(D(a, b),D(a−1, b))
∣∣∣ a, b ∈ k×} ,
on which 1 is nontrivial.
When y ∈ B1	4B1, it sufﬁces to take y = 	4Es,t , where (s, t) = (0, 0), (0, 1) and
(1, 0). When st = 0, we have
D(a, b)	4Es,tD(a, b) = D(a, b)

1
−s 1
1 −s −t
t
D(a, b)
=

1
a−1bs 1
−1 −a−1b−1s −a−1b−1t
−a−1b−1t
 ,
so 2 (resp. 4) is nontrivial on B	4Es,t when s = 0 (resp. t = 0).
When y ∈ B1	5B1, it sufﬁces to take y = 	5 and 	5E1,0. We have
D(a, b)	5Es,0D(b−1, a−1) = D(a, b)

1
1 s
−s 1
1
D(b−1, a−1)
=

1
1
−a−1bs 1
1
 ,
so 1 is nontrivial on By .
Similarly we see that 1 is nontrivial on By when y ∈ B1	jB1, for j = 6, 7, 8. 
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2. Cartan decomposition
Hereafter we assume that k has odd residual characteristic. In this section, we consider
“Cartan decomposition” of X, that is we give a complete set of representatives of K-
orbits in X.
To state the result, we introduce some notation: Let
 =
{
(1, 2, 3, 4) ∈ Z4 ∪ ( 12 + Z)4
∣∣∣ 120, 30, 40} ,
∗ =
{
 ∈  ∣∣ 1 > 2 > 0, 3 > 0, 4 > 0} (2.1)
and, for  ∈  and  ∈ O×, set
(;)
=
 
1
2
−1
−2

 −1 −11 
1
 1
1


−3
−4
3
4

=

−1+3
2+3 −2+4
−1−3 −1−4
−2−4
−1+3 −1+4
−2+3
 . (2.2)
Then our main result is the following.
Theorem 1. Let
R˜ =
{
(;)
∣∣∣∣  ∈ ,  ∈ O×/(O×)2 = 1 unless  ∈ ∗
}
,
then R˜ makes a complete set of representatives of K-orbits in X.
In order to prove Theorem 1, we ﬁrst construct another complete set of represen-
tatives. We introduce some more notation. Set K1 = Sp2(O) and K2 = (Sp1(O))2(⊂
K1), then it sufﬁces to consider the representatives of double cosets in the space
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K1\X/K2. Set
T(x,y,z,w) =

x−1 −x−1y−1z
y−1
x
z y

 12 ww
12

=

x−1 −x−1y−1z
y−1
−x−1y−1zw x−1w
y−1w
x
z y

and, for a, b, c, d ∈ Z and ε ∈ O×, set
A(a,b) = T(a,b,0,0), B(a,b,c) = T(a,b,c,0),
C(a,b,d) = T(a,b,0,d ), D(a,b,c,d;ε) = T(a,b,εc,d ).
Proposition 2.1. The set R =
4⊔
i=1
Ri is a complete set of representatives of K\X,
where
R1 =
{
A(a,b)
∣∣ a0, b0} , R2 = {B(a,b,c) ∣∣ a > c0, b0} ,
R3 =
{
C(a,b,d)
∣∣∣∣ a > 0, b > 0, a + b > d0ab if d = 0
}
,
R4 =
{
D(a,b,c,d;ε)
∣∣∣∣ a > c, b + c > d, b + d > c, c + d > bε ∈ O×/(O×)2
}
.
Remark 2.1. (1) In this section, we prove that every K-orbit has a representative in
the set R by Lemmas 2.2 and 2.3. It is possible but tedious to show directly that there
occurs no K-equivalence within R, so we take another way.
We will see (in Corollary 5.5) that spherical functions (x, , z) take different values
at each element of R, by using their explicit formulas. Since spherical functions are
K-invariant function, it means that each element in R belongs to the different K-orbit
in X, and we see that R is a complete set of representatives of K-orbit of X. Thus we
establish Proposition 2.1.
(2) In the proof of Theorem 1, we see that R4 corresponds bijectively to the set
R˜∗ =
{
(;)
∣∣∣  ∈ ∗,  ∈ O×/(O×)2} . (2.3)
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(3) In a direct calculation, the assumption on the residual characteristic is needed
only for the proof that there occurs no K-equivalence within R4. For the even residual
characteristic case, we have to choose a suitable subset within R4 (or within R˜∗).
Lemma 2.2. Set R′ = R1 ∪R2 ∪R′3 ∪R′4 with
R′3 =
{
C(a,b,d)
∣∣ a0, b0, d0} ,
R′4 =
{
D(a,b,c,d;ε)
∣∣∣ a > c0, b0, d0, ε ∈ O×/(O×)2} .
Then every K-orbit in X has a representative in R′.
Proof. It is known that any double coset K1gK1 in K1\X/K1 has a diagonal matrix
of type Diag(−a,−b,a,b) with ab0. By a result of Garrett [Gar], we have
K1 =
⊔
w=0,or
d , d0
K∞
 12 ww
12
K2, K∞ = K1 ∩ ( ∗ 0∗ ∗
)
.
Any element of K∞ can be written as
(
12
S 12
)(
tU−1
U
)
, S = t S ∈ M2(O), U ∈ GL2(O)
and, together with D =
(
x 0
0 y
)
, x, y ∈ O, xy = 0, we have
(
D−1
D
)(
12
S 12
)(
tU−1
U
) 12 ww
12

=
(
12
DSD 12
)(
D−1tU−1
DU
) 12 ww
12
 .
By the left action of GL2(O) on DU, we can take representatives of K1\X/K2 of the
form
T(a,b,z,w); a, b0, z ∈ O
/
pa, w = 0, or d , d0.
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Further, since 
u
v
u−1
v−1
 T(a,b,z,w)

u−1
v−1
u
v

=

−a z′uv−1
−b
a
zuv−1 b

 12 wuvwuv
12
 ,
we can take
z = 0 or z = cε (0c < a, ε ∈ O×/(O×)2, ε = 1 if w = 0),
which completes the proof. 
Lemma 2.3. Because of the following relations, one can replace R′3 and R′4 by R3
and R4, respectively.
C(a,b,d) ∼K A(a,b) if da + b. (2.4)
C(a,0,d) ∼K B(a,0,d). (2.5)
C(0,b,d) ∼K B(b−d,d,0) if bd. (2.6)
C(a,b,0) ∼K C(b,a,0). (2.7)
D(a,b,c,d;ε) ∼K B(a,b,c) if db + c. (2.8)
D(a,b,c,d;ε) ∼K C(c,a+b−c,d) if bc + d. (2.9)
D(a,b,c,d;ε) ∼K C(a,b,d) if cb + d. (2.10)
Proof. It is easy to see that we can take representatives of type C(a,b,d)(resp. D(a,b,c,d;ε))
within R3 (resp. R4) if the above relations are hold.
We note here that T1 and T2 in X are K-equivalent if T1ST −12 belongs to K2 with
some S ∈ K1.
First, we consider the relations for C(a,b,d)’s. Let T(x,y,0,t) ∈ R′3. If v(t)v(xy), we
have 
1 0 0 −(xy)−1t
0 1 −(xy)−1t 0
0 0 1 0
0 0 0 1
 T(x,y,0,t) = T(x,y,0,0)
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and we get (2.4). If y = 1, we have
T(x,1,0,t)

1 0 0 0
0 0 0 1
0 0 1 0
0 −1 0 0
 T(x,1,t,0)−1 =

1 0 0 0
0 0 0 1
0 0 1 0
0 −1 0 0

and we get (2.5). If x = 1, we may assume that v(y) > v(t) by (2.4), then we have
T(1,y,0,t)

0 0 1 0
0 1 0 yt
−1 0 yt−1 0
0 0 0 1
 T(yt−1,t,1,0)−1 =

0 0 0 1
−1 0 0 1
−x −1 1 0
0 0 −1 x

and we get (2.6). If t = 1, we have
T(x,y,0,1)

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0
 T(y,x,0,1)−1 =

0 −1 0 0
1 0 0 0
xy 0 0 −1
0 −xy 1 0

and we get (2.7), thus we can take representatives of type C(a,b,d) within R3.
Next, we consider the relations for D(a,b,c,d;ε)’s. Let T(x,y,z,t) ∈ R′4. If v(t)v(yz),
we have

1 0 0 0
0 1 0 −(yz)−1t
0 0 1 0
0 0 0 1
 T(x,y,z,t)

1 0 y−1zt 0
0 1 0 yz−1t
0 0 1 0
0 0 0 1
 = T(x,y,z,0)
and we get (2.8), since T(x,y,z,0) ∼K B(v(x),v(y),v(z)). If v(y)v(zt), we have
T(x,y,z,t)

1 0 0 0
0 1 0 yz−1t
y(zt)−1 0 1 0
0 0 0 1
 T(z,xyz−1,0,t)−1 =

0 −1 0 0
1 xz−1 0 0
xyt−1 0 xz−1 −1
yzt−1 0 1 0

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we get (2.9), since T(z,xyz−1,0,t) ∼K C(v(z),v(xyz−1),v(t)). If v(z)v(yt), we have
T(x,y,z,t)

1+ zt 0 y−1zt 0
0 1 0 yt2
y 0 1 0
0 (yt)−1z 0 1+ zt
 T(x,y,0,t)−1 =

1 0 0 0
xt 1 0 0
x2y 0 1 −xt
xyz yt−1z 0 1

and we get (2.10), thus we can take representatives of type D(a,b,c,d;ε) within R4. 
By Lemmas 2.2 and 2.3 we see that every K-orbit has a representative in the set R.
Next, we make R˜ systematically from R. In Corollary 5.5 we will see there occurs
no K-equivalence within R˜ by the fact that spherical functions take different values at
each element in R˜.
Construction of the set R˜: We make each element of R correspond systematically
to an element in R˜. Set
D˜(a,b,c,d;x)=
(
0 −12
12 0
)
·D(a,b,c,d;ε)=
 0
−a 0
−εc −b
−a −ε−a−b+c
0 −b
−ε−a−b+c+d −a+d
−b+d 0
,
then
(;) = D˜(a,b,c,d;ε)
for
a = 1 + 3, b = 2 + 4, c = 2 + 3, d = 3 + 4,
1 = 2a + b − c − d2 , 2 =
b + c − d
2
, 3 = −b + c + d2 , 4 =
b − c + d
2
,
ε = −.
Then it is easy to see that R4 corresponds bijectively to R˜∗. By (2.8) and (2.9), we
see
R1  A(a,b) ∼K D(a,b,a,a+b;ε),
R2  B(a,b,c) ∼K D(a,b,c,b+c;ε)
and if we rewrite by using the right-hand sides, we see that R1 ∪ R2 corresponds
bijectively to the set
R˜12 =
{
(;1)
∣∣  ∈ , 2 = 0} .
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By (2.9) and (2.10) we see
R3  C(a,b,d) ∼K D(a,b,a,d;ε) ∼K D(a,b,b+d,d;ε),
R3  C(a,b,d) ∼K D(b−d,a+d,a,d;ε) if ba + d
and we can change the set R3 by the disjoint union R˜31 unionsq R˜32 unionsq R˜33 where
R˜31 =
{
D˜(a,b,b+d,d;−1)
∣∣ a > 0, b > 0, a + b > d0, ab + d}
= {(;1) ∣∣  ∈ , 2 > 0, 4 = 0} ,
R˜32 =
{
D˜(b−d,a+d,a,d;−1)
∣∣ a > 0, a + b > d > 0, b + d > a, ba + d}
= {(;1) ∣∣  ∈ , 2 > 0, 3 = 0, 4 > 0} ,
R˜33 =
{
D˜(a,b,a,d;−1)
∣∣ a + b > d, b + d > a, a + d > b}
= {(;1) ∣∣  ∈ , 1 = 2 > 0, 3 > 0, 4 > 0} .
Thus we obtain the set R˜ = unionsq3i=1R˜3i unionsq R˜12 unionsq R˜∗, which forms a complete set of
representatives of K\X. 
The relation between (;) and D(a,b,c,d;ε) gives us an another set of representatives.
Corollary 2.4. The following set forms a complete set of representatives of K-orbits
in X: D(a,b,c,d;ε)
∣∣∣∣∣∣
(a, b, c, d) ∈ Z4
ac, b + cd, b + dc, c + db, ε ∈ O×/(O×)2
ε = 1 unless a > c, b + c > d, b + d > c, c + d > b
 .
3. Functional equations and rationality of spherical functions
Before giving functional equations for (x; ; z) with respect to z under the action
of Weyl group W of G, we prepare some lemmas in Section 3.1.
3.1. Let G be an algebraic group deﬁned over k, P0 a parabolic subgroup over k,
and K = G(O). Let X be an afﬁne algebraic variety deﬁned over k which is a G-
homogeneous space and P0 has an open orbit. Let d1, . . . , dl be a set of P0-relative
invariants on X, taken as regular functions on X, and i be the corresponding characters
of P0.
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Assume that P is a parabolic subgroup of G deﬁned over k containing P0 and having
a Levi subgroup L(P) = L × GL2 or L × SL2 which satisﬁes L(P) ∩ P0 = L × B0,
where B0 is the standard (upper triangular) Borel subgroup of GL2 (or SL2, resp.).
For each element p ∈ P we take out the GL2 (or SL2) part of its Levi decomposition
and denote it by (p), which gives a canonical map  : P −→ GL2.
We consider the following prehomogeneous spaces with 2-dimensional vector space
V = M21.
(1) (GL1 × P, ◦ ,X×V), (, p) ◦ (x, v) = (p · x, (p)v),
(2) (GL1 × P, ∗ ,X×V), (, p) ∗ (x, v) = (p · x, −1 t(p)−1v),
where p · x is the original action of G on X. Set v0 =
(
1
0
)
and v∗0 =
(
0
1
)
in V.
By the choice of , we see that the stabilizer (GL1 ×P)(x,v0)(P0)x in case (1) and
(GL1 × P)(x,v∗0 )(P0)x in case (2).
Let {fi(x, v) | 1 i l} (resp. {f ∗i (x, v) | 1 i l}) be relative invariants, taken as
regular functions on X×V, for (1) (resp. (2)) satisfying fi(x, v0) = f ∗i (x, v∗0) = di(x)
for every i. Denote by 
i (resp. 
∗i ) the corresponding character of GL1 × P to the
relative invariant fi (resp. f ∗i ). All fj and f ∗j are homogeneous in v, and we set
ei = degv(fi) and e∗i = degv(f ∗i ).
We consider the following integrals for x ∈ X = X(k) and  = (i ), where
i = | |si i with si ∈ C and a character i on k×
(x;) =
∫
K
l∏
i=1
i (di(k · x)) dk,
˜(P |x;) =
∫
K×O2
l∏
i=1
i (fi(k · x, v)) dk dv,
˜∗(P |x;) =
∫
K×O2
l∏
i=1
i (f ∗i (k · x, v)) dk dv,
where dk (resp. dv) is the normalized Haar measure on K (resp. on O2). They are
absolutely convergent if Re(si) > 0, (1 i l), and analytically continued to rational
functions in qs1 , . . . , qsl (cf. [H6, Remark 1.1]).
Lemma 3.1. We have
˜(P |x;) = c
1− q−2∏li=1i (ei ) · (x;),
Y. Hironaka / Journal of Number Theory 112 (2005) 238–286 259
˜∗(P |x;) = c
1− q−2∏li=1i (e∗i ) · (x;),
where the constant c depends only on the normalization of measures.
Proof. Since
O2 = {0} unionsq unionsq∞r=0
{
rhv0
∣∣ h ∈ SL2(O)}
and fi(k · x,rhv0) = rei fi(k · x, hv0), we get
˜(P |x;)
=
∞∑
r=0
∫
K×SL2(O)v0
l∏
i=1
i (rei fi(k · x, hv0)) dk d(rhv0)
= c ·
∞∑
r=0
{
q−2
∏
i
i (ei )
}r
·
∫
K×SL2(O)
l∏
i=1
i (fi(k · x, hv0)) dk dh,
where c is the constant depending only on the normalization of measures.
By the choice of , there exists an inclusion  : SL2 −→ P satisfying ◦ = id . Then
we get fi(k · x, hv0) = fi((1, h˜) ◦ (˜h−1k · x, v0)) = fi (˜h−1k · x, v0), where h ∈ SL2(O)
and h˜ = (h) ∈ K , hence
˜(P |x;)
= c
1− q−2∏li=1i (ei ) ·
∫
SL2(O)
dh
∫
K
l∏
i=1
i (fi (˜h−1k · x, v0)) dk dh
= c
1− q−2∏li=1i (ei ) · (x;).
Similarly, since f ∗i (k · x, hv∗0) = f ∗i ((1, h˜) ∗ (˜h−1k · x, v∗0)) = fi (˜h−1k · x, v∗0) for
h ∈ SL2(O) and h˜ = (th−1), we obtain the second identity. 
We recall Tate’s gamma factor () for a quasi-character  on k (cf. [Tat, Section
2]). For f ∈ S(k), a Schwartz–Bruhat function on k, let f̂ be the Fourier transform
f̂ (x) =
∫
k
f (y)
(xy) dy,
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where 
(x) = exp(2√−1 < T rk/Qp (x) >) with the fractional part < a > of a ∈ Qp,
and dx is the Haar measure on k normalized by
∫
O
dx = N(k)− 12 (= q− r2 ) with the
different k = pr of k/Qp. Then for every f ∈ S(k), the following identity holds:
∫
k
f̂ (x)(x) dx = ( | |)
∫
k
f (x)−1(x) |x|−1 dx. (3.1)
Under the assumption that k has odd residual characteristic, it is known that, for a
character  of k×/(k×)2
(| |s ) = qr(s− 12 ) ×

1− ()qs−1
1− ()q−s if (O
×) = 1,
qs · G if (O×) = 1,
where
G = q−1
∑
u∈O×/p
(u)

( u
r+1
)
and G2 =
(−1
p
)
q−1.
Lemma 3.2. For A ∈ GL2(k), s1, s2 ∈ C and  a character of k×/(k×)2, we have
∫
O2
∏
i=1,2
|(Av)i |si ((Av)i) dv
= q−r(s1+s2+1) |det A|s1+s2+1
∏
i=1,2
(| |si+1 ) ·
∫
O2
∏
i=1,2
∣∣(A∗v)i∣∣−si−1 ((A∗v)i) dv,
where dv is the Haar measure on k2 with
∫
O2
dv = N(k)−1 and A∗ = det A · tA−1.
Proof. Let i be a quasi-character on k, ̂i = −1i | |−1 and
f̂ (v) =
∫
k2
f (w)
(t vw) dw
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for f ∈ S(k2). Then we see
∫
k2
f̂ (v)
∏
i=1,2
i ((Av)i) dv =
∫
k2
f̂ (A−1v)
∏
i=1,2
i (vi) |detA|−1 dv
=
∫
k2
f̂ ∗(v)
∏
i
i (vi) dv (where f ∗(v) = f (tAv))
=
∏
i
(i | |)×
∫
k2
f (tAv)
∏
i
̂i (vi) dv (by (3.1))
=
∏
i
(i | |) · |det A|−1 ×
∫
k2
f (w)
∏
i
̂i ((tA−1w)i) dw
=
∏
i
(i | |) · |det A| ·
∏
i
i (det A)×
∫
k2
f (v)
∏
i
̂i ((A∗v)i) dv.
Now, taking f to be the characteristic function of O2 and i = | |si , we have
qr(s1+s2+1)
∫
O2
∏
i
|(Av)i |si ((Av)i) dv
= |det A|s1+s2+1
∏
i
(| |si+1 ) ·
∫
O2
∏
i
∣∣(A∗v)i∣∣−si−1 ((A∗v)i) dv,
which completes a proof. 
3.2. Now we return to our case given in Section 1, and consider functional equations
of spherical functions (x; ; z).
We consider the following parabolic subgroups Pi , 1 ≤ i ≤ 4 which contain B. We
will say that Pi is of Type i, and use P to denote the generic element of the family.
For each type we give the map  and the prehomogeneous spaces deﬁned in Section
3.1 for GL1 × P.
Type 1:
P1 =
 (b1,b2) ∈ G
∣∣∣∣∣∣∣∣ b1 =
(
t S−1 ∗
0 S
)
∈ Sp2, b2 =

b3
b4
∗
∗
∗
∗
 ∈ B2
 ,
 : P1 −→ GL2, (b1,b2) −→ t S−1.
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Type 2:
P2=
(b1,b2)∈G
∣∣∣∣∣∣∣∣ b1 =

b−11 ∗
m
∗ ∗
∗ h
v
b1
∗ t
∈Sp2, b2 =

b3
b4
∗
∗
∗
∗
∈B2
,
 : P2 −→ SL2, (b1,b2) −→
(
m h
v t
)
.
Type 3:
P3 =
 (b1,b2) ∈ G
∣∣∣∣∣∣∣∣ b1 =
 ∗ ∗
0 b1∗ b2
 ∈ B1, b2 =

a b
b4
c d
∗ ∗
 ∈ (Sp1)2
 ,
 : P3 −→ SL2, (b1,b2) −→
(
d −c
−b a
)
.
Type 4:
P4 =
 (b1,b2) ∈ G
∣∣∣∣∣∣∣∣ b1 =
 ∗ ∗
0 b1∗ b2
 ∈ B1, b2 =

b3
e f
∗ ∗
g h
 ∈ (Sp1)2
 ,
 : P4 −→ SL2, (b1,b2) −→
(
h −g
−f e
)
.
The following lemma can be conﬁrmed by a straightforward calculation.
Lemma 3.3. For each parabolic subgroup P of the above type, set
(i1, i2) =

(1, 2) for Type 1,
(3, 4) for Type 2,
(1, 3) for Type 3,
(2, 3) for Type 4
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and I0(P) = {i1, i2}. For x =
(
A B
C D
)
∈ X and P, set
A(x) =

(
C1 C3
C2 C4
)
for Type 1,(
C1C4 − C2C3 −C1A4 + C2A3
C1D3 − C3D1 −C1B3 +D1A3
)
for Type 2,(
C1 D1
C1C4 − C2C3 C4D1 − C2D3
)
for Type 3,(
C2 D2
C1C4 − C2C3 C1D4 − C3D2
)
for Type 4
and
A∗(x) = det A(x) · tA(x)−1.
(1) The relative invariants {fi(x, v) | 1 i4} for (GL1 × P, ◦ ,X × V) and{
f ∗i (x, v)
∣∣ 1 i4} for (GL1 × P, ∗ ,X ×V) deﬁned in Section 3.1 are given in
the following. For x ∈ X and v =
(
v1
v2
)
∈ V ,
fj (x, v) = f ∗j (x, v) = dj (x) if j /∈ I0(P),(
fi1(x, v)
fi2(x, v)
)
= A(x)
(
v1
v2
)
,
(−f ∗i2(x, v)
f ∗i1(x, v)
)
= A∗(x)
(
v1
v2
)
.
Further, we get
det A(x) =

d3(x) for Type 1,
−d1(x)d2(x) for Type 2,
−d2(x)d4(x) for Type 3,
−d1(x)d4(x) for Type 4.
(2) Let (, p) ∈ GL1 × P and p = (b1,b2) ∈ P be expressed as in the above list
according to the type of P. Then the characters are given in Table 2.
In the rest of Section 3, we take  = (| |s1 , . . . , | |s4 ) with  a character of
k×/(k×)2. Then we have
(x; s; ) = (x;). (3.2)
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Table 2
P Type 1 Type 2 Type 3 Type 4
I0(P) 1, 2 3, 4 1, 3 2, 3

1(, p) b3 b1b3 b1 b1b3

2(, p) b4 b1b4 b1b4 b1

3(, p) b3b4 det S b1b3b4 b1b2b4 b1b2b3

4(, p) det S b1 b1b2 b1b2

∗1(, p) −1b3 b1b3 −1b1 b1b3

∗2(, p) −1b4 b1b4 b1b4 −1b1

∗3(, p) b3b4 det S −1b1b3b4 −1b1b2b4 −1b1b2b3

∗4(, p) det S −1b1 b1b2 b1b2
Changing the variable from s into z by (1.7), we write for each P = Pi
˜(P |x; z; ) = ˜(P |x;) and ˜∗(P |x; z; ) = ˜∗(P |x;).
Lemma 3.4. For each parabolic subgroup P, set I0 = I0(P) and
(P ; ) =

∏
i∈I0
1− ()qsi
1− ()q−si−1 if (O
×) = 1,
qsi1+si2+1 if (O×) = 1
and recall wi ∈ W and its action on z (cf. (1.4) and (1.8)). Then, the following identity
holds for each i, 1 i4
˜(Pi |x; z; ) = (Pi; ) · ˜∗(Pi |x;wi(z); ).
Proof. By Lemmas 3.2 and 3.3, we get for P = Pi
˜(Pi |x; z; ) =
∫
K
∏
j /∈I0
j (dj (k · x)) dk
∫
O2
∏
i∈I0
i ((A(k · x)v)i) dv
= q−r(si1+si2+1)
∏
i∈I0
(| |si+1 ) ·
∫
K
∏
j /∈I0
j (dj (k · x)) |detA(k · x)|si1+si2+1 dk
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×
∫
O2
∣∣f ∗i1(k · x, v)∣∣−si2−1 ∣∣f ∗i2(k · x, v)∣∣−si1−1 (−f ∗i1(k · x, v)f ∗i2(k · x, v)) dv
= (Pi; ) ·
∫
K
∏
j /∈I0
j (dj (k · x)) |detA(k · x)|si1+si2+1 dk
×
∫
O2
∣∣f ∗i1(k · x, v)∣∣−si2−1 ∣∣f ∗i2(k · x, v)∣∣−si1−1 (∏
i∈I0
f ∗i (k · x, v)
)
dv
= (Pi; ) · ˜∗(Pi |x;′)
with suitably changed ′ according to i. We see that ′i = | |s
′
i  with
s′ =

(−s2 − 1,−s1 − 1, s1 + s2 + s3 + 1, s4) if i = 1
(s1 + s3 + s4 + 1, s2 + s3 + s4 + 1,−s4 − 1,−s3 − 1) if i = 2
(−s3 − 1, s1 + s2 + s3 + 1,−s1 − 1, s1 + s3 + s4 + 1) if i = 3
(s1 + s2 + s3 + 1,−s3 − 1,−s2 − 1, s2 + s3 + s4 + 1) if i = 4,
which corresponds to wi(z) in z-variable. 
Proposition 3.5. Let wi, 1 i4, be elements in W deﬁned in (1.4) with the action
on z given in (1.8), and set
(, z, i) =

{(−++−)(−+−+)}ε
1− q−z1+z2−1 if i = 1, (O
×) = 1, () = ε,
{(+−−−)(−−++)}ε
1− q−z2−1 if i = 2, (O
×) = 1, () = ε,
{(+−−−)(−+−+)}ε
1− q−z3−1 if i = 3, (O
×) = 1, () = ε,
{(+−−−)(−++−)}ε
1− q−z4−1 if i = 4, (O
×) = 1, () = ε,(
qz1(1− q−z1+z2−1))−1 if i = 1, (O×) = 1,(
qzi/2(1− q−zi−1))−1 if 2 i4, (O×) = 1,
where
(ε1ε2ε3ε4)ε = 1− εq 12 (ε1z1+ε2z2+ε3z3+ε4z4−1) (εi = +,−, ε = 1,−1).
Then (; z; i) · (x; ; z) is wi-invariant for 1 i4.
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Proof. By (3.2) and Lemma 3.4, we obtain for each i
(x; ; z) = (Pi; ) · 1− q
−sj−sj ′−2
1− qsj+sj ′ · (x; ;wi(z)),
where I0 = {j, j ′}. Rewriting in z-variable, we have, when (O×) = 1 and () = ε,
(Pi; ) =

{
(+−+−)(+−−+)
(−++−)(−+−+)
}
ε
if i = 1,{
(−+++)(++−−)
(+−−−)(−−++)
}
ε
if i = 2,{
(−+++)(+−+−)
(+−−−)(−+−+)
}
ε
if i = 3,{
(−+++)(+−−+)
(+−−−)(−++−)
}
ε
if i = 4;
while (O×) = 1,
(Pi; ) =
{
qz1−z2 if i = 1,
qzi if 2 i4,
and
1− q−sj−sj ′−2
1− qsj+sj ′ =

1− q−z1+z2−1
1− qz1−z2−1 if i = 1,
1− q−zi−1
1− qzi−1 if 2 i4.
Hence, by deﬁnition of (; z; i), we complete the proof. 
Now we will state the functional equations and rationality of (x; ; z), the latter
gives us some information on the location of their poles and zeros.
Theorem 2. For each character  of k×/(k×)2, set
F(z) = G(z)/G(z),
where
G(z) = (1− q−z1+z2−1)(1− q−z1−z2−1)
4∏
i=1
(1− q−zi−1),
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G(z)=

{(+−−−)(−++−)(−+−+)(−+−−)
× (−−++)(−−+−)(−−−+)(−−−−)}ε
if (O×)=1 and () = ε,
q−
3z1+z2+z3+z4
2 if (O×)=1
and
(ε1ε2ε3ε4)ε = 1− εq 12 (ε1z1+ε2z2+ε3z3+ε4z4−1) (εi = +,−, ε = 1,−1).
Then F(z) · (x; ; z) belongs to C[q±
z1
2 , q±
z2
2 , q±
z3
2 , q±
z4
2 ] and is invariant under
the action of the Weyl group W of G.
Proof. First, we consider the case that (O×) = 1 and () = ε. For simplicity of
notation, we omit the sufﬁx ε in (ε1ε2ε3ε4)ε. Set
D0 =
{
s ∈ C4
∣∣∣ Re(si)0 (1 i4)} .
Since the integral expression (1.6) of (x; ; z) is absolutely convergent on D0, it is
clear that F(z) · (x; ; z) is holomorphic on D0. By the expression
F(z) · (x; ; z)
= (+−−−)(−+−−)(−−+−)(−−−+)(−−++)(−−−−)
(1− q−z1−z2−1)∏4i=1(1− q−zi−1)
× (−+−+)(−++−)
1− q−z1+z2−1 · (x; ; z)
and Proposition 3.5, we see that F(z) · (x; ; z) is w1-invariant. Hence it is holo-
morphic on
w1(D0) =
{
s ∈ C4
∣∣∣ Re(si) − 1 (i = 1, 2),Re(s4)0,Re(s1 + s2 + s3) − 1}
and also on the w1-invariant set
F1 =
{
s ∈ C4
∣∣∣ − 1 < Re(si) < 0, Re(si + s3)0 (i = 1, 2),Re(s4)0} ,
where the integrand of the integral expression of (x; ; z) is bounded on F1. Thus
F(z) · (x; ; z) is holomorphic on the convex hull D1 of D0 ∪ w1(D0) ∪ F1
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(cf. [Hö, Theorem 2.5.10]), where
D1 =
{
s ∈ C4
∣∣∣ Re(s3)0, Re(s4)0, Re(s1 + s2 + s3) − 1} .
By the expression
F(z) · (x; ; z)
= (−+−−)(−−+−)(−−−+)(−+−+)(−++−)(−−−−)
(1− q−z1+z2−1)(1− q−z1−z2−1)∏i =2(1− q−zi−1)
× (+−−−)(−−++)
1− q−z2−1 · (x; ; z),
and Proposition 3.5, we see that F(z) · (x; ; z) is w2-invariant. Hence it is holo-
morphic on
w2(D0) =
{
s ∈ C4
∣∣∣ Re(si) − 1 (i = 3, 4),Re(sj + s3 + s4) − 1 (j = 1, 2)}
and on the w2-invariant set
F2 =
{
s ∈ C4
∣∣∣ − 1 < Re(si) < 0 (i = 3, 4),Re(sj + s3)0 (j = 1, 2)} .
Thus F(z) · (x; ; z) is holomorphic on the convex hull D2 of D0 ∪ w2(D0) ∪ F2,
where
D2 =
{
s ∈ C4
∣∣∣ Re(si)0, Re(si + s3 + s4) − 1 (i = 1, 2)} .
Similarly, we see that F(z) ·(x; ; z) is invariant under the action of w3 and w4 and
holomorphic on D3 ∪D4, where
D3 =
{
s ∈ C4
∣∣∣ Re(si)0, Re(si + s1 + s3) − 1 (i = 2, 4)} ,
D4 =
{
s ∈ C4
∣∣∣ Re(si)0, Re(si + s2 + s3) − 1 (i = 1, 4)} .
Since wi(1 i4) generate the Weyl group W, we see that F(z) · (x; ; z) is
W-invariant and holomorphic on the convex hull D of D1 ∪D2 ∪D3 ∪D4. Since
wi(D)∩D = ∅, the W-stable set ⋃w∈W w(D) is connected and its convex hull is C4,
on where F(z) · (x; ; z) is holomorphic. Since (x; ; z) is a rational function in
qs1 , . . . , qs4 , it is a rational function in q
z1
2 , . . . , q
z4
2
. Thus, we see that F(z)·(x; ; z)
belongs to C[q± z12 , . . . , q± z42 ].
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When  is nontrivial on O×, we can prove in the similar manner to the case that 
is trivial on O×, by using the following expression (cf. Proposition 3.5).
F(z) · (x; z; )
=
{
(1− q−z1−z2−1)
4∏
i=1
q
zi
2 (1− q−zi−1)
}−1
· (x; ; z)
qz1(1− qz1+z2−1)
=
qz1(1−q−z1+z2−1)(1−q−z1−z2−1)∏
i =j
q
zi
2 (1−q−zi−1)

−1
· (x; ; z)
q
zj
2 (1−q−zj−1)
,
where 2j4. 
4. Explicit expressions of spherical functions
In this section, we give explicit expressions of spherical functions (x; ; z) for
each element in R˜ following the method of [H6, Section 1]. Since spherical functions
are K-invariant, it is enough to give such formulas for the representatives of K\X. In
Section 2, we have given a set R˜ of representatives of K\X and left the proof that
there is no K-equivalence within R˜, which will be proved through the explicit formula
(x; ; z) in Corollary 5.5.
First, we apply [H6, Proposition 1.9] to our case, which satisﬁes all the necessary
assumptions as we have seen in Section 1.
Set
P(x; ; z) =
∫
U

( 4∏
i=1
di(u  x)
) 4∏
i=1
|di(u  x)|si du, (4.1)
where the variable z ∈ C4 is related to s ∈ C4 by (1.7), U is the Iwahori subgroup
of G compatible with B and du is the Haar measure on U normalized by
∫
U
du = 1.
The right-hand side of (4.1) is absolutely convergent for Re(si)0 (1 i4) and
analytically continued to a rational function in qs1 , . . . , qs4 .
Proposition 4.1. Let G(z) and G(z) be as in Theorem 2, and set
H(z) = (1− q−z1+z2)(1− q−z1−z2) ·
4∏
i=1
(1− q−zi ),
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where the variable z ∈ C4 is related to s ∈ C4 by (1.7). Then we have
(x; ; z) = 1
(1+ q−1)4(1+ q−2) ·
G(z)
G(z)
·
∑
	∈W
	
(
G(z)
H(z)
· P(x; ; z)
)
.
Proof. In the following the variable z ∈ C4 is assumed to be related to s ∈ C4
by (1.7). We recall that the set
{
x ∈ X
∣∣∣∣∣
4∏
i=1
di(x) = 0
}
is decomposed into B-orbits
Yu, u ∈ k×/(k×)2 by Proposition 1.3, and deﬁne for each u ∈ k×/(k×)2
zu(x) =
∫
K
chYu(k  x)
4∏
i=1
|di(k  x)|si dk.
Set
Q =
∑
	∈W
[B	B : B]−1 = (1+ q−1)4(1+ q−2),
(z) =
∏

1− −1(a)q−1
1− −1(a)
,
where  runs over all the positive roots of G with respect to B,  is the character deﬁned
in Section 1, and a is the image of  in G by coroot ∗; (z) is the “c-function” of
G, and in our case we have
(z) = (1− q
−z1+z2−1)(1− q−z1−z2−1)
(1− q−z1+z2)(1− q−z1−z2) ·
4∏
i=1
1− q−zi−1
1− q−zi =
G(z)
H(z)
.
Further we set
Pu(x; z) =
∫
U
chYu(v  x)
4∏
i=1
|di(v  x)|si dv
and determine the matrix B	(z) by the functional equation(
zu(x)
)
u
= B	(z) ·
(
	(z)u (x)
)
u
.
Then, by [H6, Proposition 1.9] we obtain(
zu(x)
)
u
= 1
Q
∑
	∈W
(	(z))B	(z)
(
Pu(x;	(z))
)
u
.
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Since (x; ; z) =
∑
u
(u)zu(x), we have, by Theorem 2
A ·
(
zu(x)
)
u
= F	(z) · A ·
(
	zu (x)
)
u
,
where
A =
(
(u)
)
,u
, F	(z) = Diag
(
F(	(z))
F(z)
)

,
which gives us
B	(z) = A−1 · F	(z) · A = 14 ·
tA · F	(z) · A.
Hence we get
(
zu(x)
)
u
= 1
4Q
∑
	∈W
(	(z)) · tA · F	(z) · A ·
(
Pu(x;	(z))
)
u
= 1
4Q
∑
	∈W
(	(z)) · tA · F	(z) ·
(
P(x; ;	(z))
)

= 1
4Q
∑
	∈W
(	(z)) · tA ·
(
F(	(z))P(x; ;	(z))
F(z)
)

,
thus we obtain
(x; ; z) =
∑
u
(u)zu(x)
= 1
4Q
∑
	∈W
(	(z))
∑
u
(u)
∑



(u)
F
(	(z))P(x;
;	(z))
F
(z)
= 1
Q · F(z)
∑
	∈W
(	(z))F(	(z))P(x; ;	(z))
= 1
Q
· G(z)
G(z)
∑
	∈W
	
(
G(z)
H(z)
· P(x; ; z)
)
. 
Now, we introduce a slightly bigger set R˜+ than the set R˜ of Theorem 1 (cf. (2.1)
and (2.2)):
R˜+ =
{
(;)
∣∣∣  ∈ ,  ∈ O×/(O×)2}
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and calculate P(x; ; z) for x ∈ R˜+. Let N be the intersection of the unipotent radical
of the opposite of B = B1 × B2 and K, then N = N1 ×N2 with
N1 =
{(
tA−1 0
AS A
)
∈ Sp2(k)
∣∣∣∣ A = ( 1 r0 1
)
with r ∈ p, S =
(
x y
y z
)
∈ M2(p)
}
,
N2 =


1 f
1 g
0 1
0 1
 ∈ (Sp1(k))2
∣∣∣∣∣∣∣∣ f, g ∈ p
 .
Since we have
U = (B ∩ U)N = (B ∩K)N,
we get, with suitably normalized measures db on B ∩ U and dn on N
P(x; ; z) =
∫
B∩U
db
∫
N

( 4∏
i=1
di(bn  x)
) 4∏
i=1
|di(bn  x)|si dn.
Since we have

( 4∏
i=1

i (b)
)
·
4∏
i=1
∣∣
i (b)∣∣si = 1 for b ∈ B ∩ U,
we obtain
P(x; ; z) =
∫
N

( 4∏
i=1
di(n  x)
) 4∏
i=1
|di(n  x)|si dn. (4.2)
Proposition 4.2. For (;) ∈ R˜+, we have
P((;); ; z) = ()()21q−‖‖−1 · q<,z>,
where
∥∥∥∥ =∑4i=1 i and < , z >=∑4i=1 izi .
Proof. To simplify the notation, let us denote  = (,, , ) and
x = (,,,;) =
(
0 −C
tC−1 D
)
.
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For
n = n(x, y, z, r, f, g) =
((
tA−1 0
AS A
)
,
(
12 F
0 12
))
∈ N
with
A =
(
1 r
0 1
)
, S =
(
x y
y z
)
, F =
(
f 0
0 g
)
,
we have
n  x =
(
tA−1 0
AS A
)(
0 −C
tC−1 D
)(
12 0
F 12
)
=
( ∗ ∗
A(tC−1 + (D − SC)F) A(D − SC)
)
and the (2,1)-block is equal to(
1 r
0 1
)[(
−− −−
0 −−
)
+
{(
−+ −+
−+ 0
)
+
(
+x + +y −+y
−+y + +z −+z
)}(
f 0
0 g
)]
.
So we have
d1(n  x) = −− + (−+ − +x + +y)f + (−+ − +y + +z)rf
= ε1−−,
with a unit ε1 ∈ 1+ p;
d2(n  x) = −−
(
+ 2g − ++2yg + −r − ++2zgr
)
= ε2−−,
with a unit ε2 ∈ 1+ p;
d3(n  x) =
(
−− + (−+ − +x − +y)f
)
(−− − +zg)
−
{
−− + (−+ − +y)g
}
(−+ − +y + +z)f
= ε3−−−−,
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with a unit ε3 ∈ 1+ p;
d4(n  x) = −(−+ − +y + +z)f (−+ − +x + +y)
+
{
−− + (−+ − +x + +y)f
}
(−+ − +y + +z)
= −−(1− +y + 2z)
= ε4−−,
with a unit ε4 ∈ 1 + p. Since (1 + p) = ()2 = 1 and (,, , ) ∈ Z4 ∪ ( 12 + Z)4,
we get by (4.2) together with the above data,
P(x; ; z)
= ()()++ · q(+)s1+(+)s2+(+++)s3+(+)s4
= ()() · q−(2+++) · qz1+z2+z3+z4 . 
Proposition 4.3. Let  be nontrivial on O× and x ∈ X be K-equivalent to some
element in R˜ \R˜∗. Then (x; ; z) = 0.
Proof. If  ∈ 0, then (;1) is an element of R˜ \R˜∗, and it is K-equivalent to (;)
for any  ∈ O×. Hence
((;1); ; z) = ((;); ; z).
On the other hand, by Propositions 4.1 and 4.2, we have
((;); ; z) = ()((;1); ; z)
hence it must vanish if (O×) = 1. 
Remark 4.1. We note here another proof of the above proposition without using Propo-
sitions 4.1 or 4.2.
For  ∈ O×, set
u =

1


1
 , v =

−1
1
1
−1
 .
Then for x ∈ X, since u (resp. v) normalizes Sp2(O) (resp. Sp1(O)2) and
4∏
i=1
di(uxv) = 
4∏
i=1
di(x),
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we get by Deﬁnition (1.6) of the spherical function
(uxv; ; z) =
∫
K

( 4∏
i=1
di(u(k  x)v)
) 4∏
i=1
∣∣di(u(k  x)v)∣∣si dk
= ()(x; ; z).
Hence if x and uxv belong the same K-orbit,
(x; ; z) = 0 unless (O×) = 1.
We complete the proof of Proposition 4.3, since u(;1)v = (;).
For an element 	 of the Weyl group W, we set ε(	) = 1 (resp. −1) if 	 is expressed
by a product of even (resp. odd) numbers of {w1, w2, w3, w4}. Now we state our main
results on explicit expressions of spherical functions.
Theorem 3. For each  ∈ ,  ∈ O× and character  of k×/(k×)2, set
c,,(z) = ()()
21q−‖‖−1
(1+ q−1)4(1+ q−2) ·
G(z)
G(z)
· 1
H0(z)
,
where G(z)/G(z) = F(z)−1 is given in Theorem 2 and
H0(z) = (qz1 − qz2)(1− q−z1−z2) ·
4∏
i=1
(q
zi
2 − q −zi2 )
(
= q 3z1+z2+z3+z42 ·H(z)
)
;
so if  is nontrivial on O×, G(z)/G(z)H0(z) coincides with the c-function G(z)/H(z)
of G. Then the explicit formulas of spherical functions are given in the following.
(i) If  is trivial on O×, we have
((,); ; z) = c,1,(z) ·
∑
	∈W
ε(	) · 	
(
G(z) · q<˜,z>
)
,
where ˜ = (1 + 32 , 2 + 12 , 3 + 12 , 4 + 12 )(∈ ∗).
(ii) Let  be nontrivial on O×. Then ((;); ; z) = 0 unless  ∈ ∗, and if
 ∈ ∗, we have
((;); ; z) = c,,(z) ·
{(
q1z1 − q−1z1
) (
q2z2 − q−2z2
)
−
(
q2z1 − q−2z1
) (
q1z2 − q−1z2
)} ∏
i=3,4
(
qi zi − q−i zi
)
.
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Proof. Let (O×) = 1 and x = (;) ∈ R˜+. By Propositions 4.1 and 4.2, we have
(x; ; z)
= ()
21q−‖‖−1
(1+ q−1)4(1+ q−2) ·
G(z)
G(z)
·
∑
	∈W
	
(
G(z) · q<˜,z>
H0(z)
)
.
Since 	(H0(z)) = ε(	)H0(z), we obtain the required expression.
Let (O×) = 1. Because of Proposition 4.3, we have only to consider the case
 ∈ ∗. Then, by Propositions 4.1 and 4.2 we get
((;); ; z) = ()()
21q−‖‖−1
(1+ q−1)4(1+ q−2) · q
3z1+z2+z3+z4
2 ·G(z) ·
∑
	∈W
	
(
q<,z>
H0(z)
)
= ()()
21q−‖‖−1
(1+ q−1)4(1+ q−2) ·
G(z)
H(z)
×
{(
q1z1 − q−1z1
) (
q2z2 − q−2z2
)
−
(
q2z1 − q−2z1
)
×
(
q1z2 − q−1z2
)} (
q3z3 − q−3z3
) (
q4z4 − q−4z4
)
,
which completes the proof. 
Remark. In [KMS], SO(n) × S(n − 1)-space SO(n) is considered for every n. This
space is spherical homogeneous and has an open Borel orbit over k, which indicates of
dimension 1 for the space of spherical functions on SO(n) (cf. Remark after Proposi-
tion 1.3). Our case is isogeneous to the case n = 5, and when  is the trivial character
1 the expression of (x; 1; z) of Theorem 3 is essentially the same with their re-
sult. Setting 1 = q−
z1+z2
2 , 2 = q−
z1−z2
2 , 1 = q−
z3+z4
2 , 2 = q−
z3−z4
2 , one gets
cWS(, ) = G1(z)/H(z) (cf. [KMS, p. 3]).
5. Spherical Fourier transform
Let S(K\X) be the set of K-invariant Schwartz–Bruhat functions on X:
S(K\X) = { ∈ C∞(K\X) ∣∣ compactly supported}
and we introduce the spherical transform on S(K\X) in the following. Set
1(x; z) = F1(z) · (x; 1; z), 2(x; z) = F∗(z) · (x; ∗; z),
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where 1 is the trivial character and ∗ is the character for which ∗() = 1 and
∗(ε) =
(
ε
p
)
for ε ∈ O×, and F(z) is the function deﬁned in Theorem 2 (Section 3).
Then, by Theorem 2 we know that 1(x; z) and 2(x; z) belong to the W-invariant
Laurent polynomial ring C[q± z12 , q± z22 , q± z32 , q± z42 ]W . We deﬁne the spherical Fourier
transform on S(K\X) for i = 1, 2
Fi : S(K\X) −→ C[q±
z1
2 , q±
z2
2 , q±
z3
2 , q±
z4
2 ]W
 −→ Fi ()(z)
by
Fi ()(z) =
∫
X
(x) ·i (x; z) dx
and dx is the normalized G-invariant measure on X.
As we saw in Proposition 1.1, by Satake transform (f −→ f˜ (z)) the Hecke algebra
H(G,K) is isomorphic to
C[q±z1 , q±z2 , q±z3 , q±z4 ]W = C[qz1 + q−z1 + qz2 + q−z2 , (qz1 + q−z1)(qz2 + q−z2),
qz3 + q−z3 , qz4 + q−z4 ],
further we see for every f ∈ H(G,K)
Fi (f ∗ )(z) = ˜ˇf (z) · Fi ()(z),
where fˇ (g) = f (g−1). Hence Fi , i = 1, 2 are H(G,K)-module homomorphisms.
Let us recall the sets  and ∗ deﬁned in the beginning of Section 2. Set 0 =
 \∗. For  ∈ , denote by  the characteristic function of the K-orbit containing
(;1) and by ∗ the characteristic function of the K-orbit containing (;) for  ∈
O×,  /∈ (O×)2. Then S(K\X) is generated by { ∣∣  ∈ 0}∪{, ∗ ∣∣  ∈ ∗}.
Our main theorem is the following.
Theorem 4. Set
S1 = <  |  ∈ 0 >C + <  + ∗ |  ∈ ∗ >C,
S2 = <  − ∗ |  ∈ ∗ >C .
Then S(K\X) = S1⊕S2 as an H(G,K)-module, and Fj induces the H(G,K)-module
isomorphism (j = 1, 2)
SjC[q±z1 , q±z2 , q±z3 , q±z4 ]W ⊕
4∏
i=1
(
q
zi
2 + q− zi2
)
· C[q±z1 , q±z2 , q±z3 , q±z4 ]W .
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In particular, S(K\X) is a free H(G,K)-module of rank 4 with basis
{

∣∣∣∣ =(0, 0, 0, 0), (12 , 12 , 12 , 12
)}
∪
{
−∗
∣∣∣∣  = (32 , 12 , 12 , 12
)
,(2, 1, 1, 1)
}
.
It is clear that S(K\X) = S1 ⊕ S2 as a C-module. The assertion of Theorem 4
follows from Propositions 5.1 and 5.4 below. For simplicity, we set
C0 = C[q±z1 , q±z2 , q±z3 , q±z4 ]W, (z) =
4∏
i=1
(
q
zi
2 + q− zi2
)
and
C = C0 ⊕ (z) · C0,
here we regard C0 and C as free H(G,K)-modules through the Satake transform.
First, we consider the spherical transform F2. For  ∈ , set
m(z) =
∑
	∈W
ε(	)	
(
q<,z>
)
, m˜(z) = m(z)
H0(z)
=
∑
	∈W
	
(
q<,z>
H0(z)
)
,
where ε(	) and H0(z) are the same as in Theorem 3. It is clear that m˜(z) = 0 unless
 ∈ ∗. Using this notation, we get by Theorem 3
2((;); z) = F∗(z) · ((;); ∗; z) = 
∗() · q−‖‖−1
(1+ q−1)4(1+ q−2) · m˜(z). (5.1)
Proposition 5.1. By F2 we have S2C as H(G,K)-modules and KerF2 = S1. In
particular, S2 is a free H(G,K)-module of rank 2 with basis{
 − ∗
∣∣∣∣  = (32 , 12 , 12 , 12
)
, (2, 1, 1, 1)
}
.
Proof. By the explicit formula for (x; ; z) given in Theorem 3, it is clear that
KerF2 = S1 and F2 is injective on S2. For  ∈ ∗, by (5.1), we have
F2( − ∗)(z) ≡ m˜(z) (modC×)
=
{
(q1z1 − q−1z1 )(q2z2 − q−2z2 )− (q2z1 − q−2z1 )(q1z2 − q−1z2 )} ∏
i=3,4
(qi zi − q−i zi )
(qz1 − qz2 )(1− q−z1−z2 )
4∏
i=1
(q
zi
2 − q−
zi
2 )
(5.2)
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and it is easy to see that F2( − ∗)(z) ∈ C0 if 1 ∈ 12 + Z, equivalently any
i ∈ 12 + Z. If 1 ∈ Z, we see that
m˜(z) · (z)−1
=
{
(q1z1 − q−1z1 )(q2z2 − q−2z2 )− (q2z1 − q−2z1 )(q1z2 − q−1z2 )} ∏
i=3,4
(qi zi − q−i zi )
(qz1 − qz2 )(1− q−z1−z2 )
4∏
i=1
(qzi − q−zi )
belongs to C[q±z1 , . . . , q±z4 ] and W-invariant, hence it belongs to C0. In particular, we
get
m˜(z) =
{
1 if  = ( 32 , 12 , 12 , 12 )
(z) if  = (2, 1, 1, 1) (5.3)
Then we obtain F2(S2) = C, since F2 is H(G,K)-module homomorphism. Hence S2
is a free H(G,K)-module of rank 2 with basis
{
 − ∗
∣∣∣∣  = (32 , 12 , 12 , 12
)
, (2, 1, 1, 1)
}
. 
By (5.2), we get an immediate corollary of Proposition 5.1.
Corollary 5.2. The set
{
m˜(z)
∣∣  ∈ ∗} forms a C-basis for C.
Next, we consider the spherical transform F1. For  ∈ , set
h(z) = G1(z) · q<,z>, k(z) =
∑
	∈W
ε(	) · 	 (h(z)) ,
K(z) = k(z)
H0(z)
=
∑
	∈W
	
(
h(z)
H0(z)
)
,
where G1(z) and H0(z) are the same as in Theorem 3. Using this notation, we get by
Theorem 3
1((;); z) = F1(z) · ((;); 1; z) = q
−‖‖−1
(1+ q−1)4(1+ q−2) ·K˜(z), (5.4)
where ˜ = (1 + 32 , 2 + 12 , 3 + 12 , 4 + 12 ). We notice that ˜ ∈ ∗ for every  ∈ .
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We introduce an order in ∗ : for , ∈ ∗,
 '  ⇐⇒ ∥∥∥∥ > ‖‖ or ∥∥∥∥ = ‖‖ , 1 > 1.
Then 0 = ( 32 , 12 , 12 , 12 ) is the minimum element in ∗ and
∥∥∥∥ 4 for any  = 0.
Lemma 5.3. For every  ∈ ∗, K(z) belongs to C and is expressed like as
K(z) = cm˜(z)+
∑
∈∗
'
c m˜(z) (c ∈ C×, c ∈ C).
Proof. By a direct calculation, we have
K0(z) = (1− q−2)2 = (1− q−2)2m˜0(z)
so we may assume that  ∈ ∗,  = 0, thus
∥∥∥∥ 4.
We recall that
G1(z) = (+−−−)(−++−)(−+−+)(−−++)
×(−+−−)(−−+−)(−−−+)(−−−−),
(ε1ε2ε3ε4) = 1− q 12 (ε1z1+e2z2+e3z3+e4z4−1).
It is easy to see that h(z) is a C-linear combination of terms q<,z>,  ∈ Z4∪( 12+Z)4.
For  ∈ Z4 ∪ ( 12 + Z)4, set  = (|1| , |2| , |3| , |4|) and ′ = (|2| , |1| , |3| , |4|).
If the term c ·q<,z> appears in k(z), so does c ·
∑
	∈W
ε(	)	
(
q<,z>
)
, which coincides
with ±cm(z) for  ∈ ∗, where  must be in ∗, since m(z) = 0 for  ∈ 0, and
in fact  =  or ′. Hence we can express
K(z) =
∑
∈∗
cm˜(z), (c ∈ C) (5.5)
which belongs to C, by Corollary 5.2. What we have to show is c = 0 and  '  if
c = 0,  = .
(1) The possible maximal coefﬁcient of z1 in the power exponent over q of terms
which may appear in h(z) is 1 + 12 , which is given from < , z > with  =  +
( 12 ,− 12 ,− 12 ,− 12 ), so  =  and
∥∥∥∥ = ∥∥∥∥− 1. The possible minimal coefﬁcient z1
in the power exponent over q of terms which may appear in h(z) is 1− 72 , which is
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given from  = + (− 72 ,− 12 ,− 12 ,− 12 ), so  =  or ( 72 − 1, 2 − 12 , 3 − 12 , 4 − 12 ),
and
∥∥∥∥  ∥∥∥∥− 1.
(2) The possible maximal coefﬁcient of z2 in h(z) is 2 + 32 , which is given from
 =  + (− 32 , 32 ,− 12 ,− 12 ), so  =  and
∥∥∥∥ = ∥∥∥∥ − 1. The possible minimal
coefﬁcient of z2 in h(z) is 2 − 52 , which is given from  = + (− 32 ,− 52 ,− 12 ,− 12 ).
Then  =  or (1 − 32 , 52 − 2, 3 − 12 , 4 − 12 ), and
∥∥∥∥  ∥∥∥∥− 1.
(3) The possible secondly maximal coefﬁcient of z1 in h(z) is 1, which is given
from
(i) q<,z>, or
(ii) q−1q<,z>, where  =  + (0,−a,−b,−c) with a, b, c = 0 or 1 and not all can
be 0.
In both types, we have
∥∥∥∥  ∥∥∥∥. In type (ii), ∥∥∥∥ = ∥∥∥∥ only when {2, 3, 4}
 12 , then  =  and the contribution in k(z) by these terms is
−q−1m(z).
The possible secondly minimal coefﬁcient of z1 in h(z) is 1−3, which is given from
(iii) q−4q<,z> with  = + (−3,−1,−1,−1), or
(iv) q−3q<,z>, where  = + (−3,−a,−b,−c), with a, b, c = 0 or 1.
In both types, it is clear that
∥∥∥∥  ∥∥∥∥, and the equality may happen only when
 =  and 1 = 32 . For type (iii), it implies  = 0, the excluded case. As for type(iv), we have several possibility of ’s, but the contribution in k(z) by these terms
vanishes, since we exclude 0.
(4) The possible secondly maximal coefﬁcient of z2 in h(z) is 2 + 1, which is
given from
(i) q−1q<,z> where  = + (−1, 1,−a,−b) with (a, b) = (0, 0), (1, 0), (0, 1), or
(ii) q−2q<,z>, where  =  + (−a, 1,−b,−c) with (a, b, c) = (1, 1, 1) or a =
2, b, c = 0, 1.
In both types, we see that
∥∥∥∥  ∥∥∥∥ and ()1 < 1. Only when 1 = 2 + 1,
 ' ′ may happen and then ′ = .
In type (i), the contribution in k(z) of these terms is
q−1m˜(z) if 1 = 2 + 1, 3 = 4 = 12 ,−q−1m˜(z) if 1 = 2 + 1, 3, 4 > 12 ,
0 otherwise
and in type (ii), it is
−q−2m˜(z) if 1 = 2 + 1, 3 = 4 = 12 ,
q−2m˜(z) if 1 = 32 , 2 = 12 , 3, 4 > 12 ,
0 otherwise,
where we still exclude the case  = 0.
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The secondly minimal coefﬁcient of z2 in h(z) is 2 − 2, which is given from
(iii) q−2q<,z>, where  = + (−a,−2,−b,−c) with a = 1, 2 and b, c = 0, 1; or
(iv) q−4q<,z>, where  = + (−2,−2,−a,−b) with a, b = 0, 1.
In both types, we see
∥∥∥∥ < ∥∥∥∥.
The similar results to (2) and (4) hold also for z3 and z4, since the signs of factors
in G1(z) are symmetric in z2, z3, z4, but we do not get the power exponent < , z >
from (4i) or (4ii). Then, for the rest possible power exponent < , z > over q in h(z),
we may assume that
1 − 5211 −
1
2
, i − 32ii +
1
2
(2 i4).
Since we cannot take i = i+ 12 , 2 i4 at the same time, we see that
∥∥∥∥  ∥∥∥∥,
()1 < 1 and ()2 < 1.
Thus we have shown that every  which may appear in Eq. (5.5) is  or  ' . By
(3i), (3ii) and (4i), (4ii), we see that the coefﬁcient of m(z) in (5.5) does not vanish,
indeed the coefﬁcient c is given by
1 if 1 > 2 + 1, 2, 3, 41,
1− q−2 if 1 = 2 + 1, 3 = 4 = 12 ,
(1− q−1)2 if 1 = 32 , 2 = 12 , 3, 41,
1− q−1 otherwise,
which completes the proof. 
Proposition 5.4. By F1 we have S1C as H(G,K)-modules and KerF1 = S2. In
particular, S1 is a free H(G,K)-module of rank 2 with basis{

∣∣∣∣  = (0, 0, 0, 0), (12 , 12 , 12 , 12
)}
.
Proof. By (5.4), it is easy to see that KerF1 contains S2. By (5.4), for every  ∈ ,
we have F1() ≡ K˜(z) (modC×), where ˜ = (1 + 32 , 2 + 12 , 3 + 12 , 4 + 12 ) ∈
∗. Then by Lemma 5.3 and Corollary 5.2, we see that F1 is injective on S1 and
F1(S1) is contained in C. Since F1 is an H(G,K)-module homomorphism and
( 32 ,
1
2 ,
1
2 ,
1
2 ) and (2, 1, 1, 1) belong to the set
{
˜
∣∣∣  ∈ }, we get F1(S2) = C by (5.3).
Hence S1 is a free H(G,K)-module of rank 2 with basis
{

∣∣  = (0, 0, 0, 0)} ,
( 12 ,
1
2 ,
1
2 ,
1
2 ). 
As is noted above, Theorem 4 follows from Propositions 5.1 and 5.4. Now we give
the conclusion of Cartan decomposition given in Section 2.
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Corollary 5.5 (Conclusion of Theorem 1 and Proposition 2.1). The set R˜, as well as
R, is a complete set of representatives of K-orbit in X.
Proof. Set R˜0 = R˜\R˜∗. By Theorem 3 (ii), we see that (x; ∗; z) vanishes on R˜0
and takes a different value at each element in R˜∗. Hence there occurs no K-equivalence
within R˜∗ nor between R˜∗ and R˜0. By Corollary 5.2, Lemma 5.3 and (5.4), we see
that (x; 1; z) takes a different value at each element in R˜0. Thus there occurs no
K-equivalence within R˜0. Hence R˜ forms a complete set of representatives of K\X,
and R does the same by the relation between R and R˜. 
Finally, we show a parametrization of spherical functions. The characters on k×/(k×)2
are given by {1, ∗, , ∗}, where () = −1, (O×) = 1 and ∗ = ∗. We set
for each 
(x; z) = F(z) · (x; ; z),
so ∗(x; z) = 2(x; z) in the previous notation.
Theorem 5. Eigenvalues for spherical functions are parametrized by
z ∈
(
C/ 2
√−1
log q Z
)4
/W through the Satake transform H(G,K) −→ C, f −→ f˜ (z)
(cf. Proposition 1.1). The set
{
1(x; z)+(x; z), ∗(x; z)−∗(x; z),
1(x; z)−(x; z)
(z)
,
∗(x; z)+∗(x; z)
(z)
}
forms a basis of the space of spherical functions on X corresponding to z ∈ C4.
Proof. By Proposition 1,3, we see that
{
(x; ; z) ∣∣  = 1, ∗, , ∗} are linearly
independent for generic z, and so are
{
(x; z)
∣∣ }. We note here that
(x; z) = 1(x; z˜), ∗(x; z) = −∗(x; z˜),
where
z˜ = (z1 + 4
√−1
log q
, z2 + 2
√−1
log q
, z3 + 2
√−1
log q
, z4 + 2
√−1
log q
),
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since
(x; ; z) = (x; ; s) = (x; ; z˜)
and
F(z) = F1( z˜ ), F∗(z) = F∗(z).
We consider the bilinear form
< , >: S(K\X)× C∞(K\X) −→ C
(,) −→ < , >=
∫
X
(x)(x) dx,
which is nondegenerate and satisﬁes
< f ∗ , >=< , fˇ ∗ > for any f ∈ H(G,K), where fˇ (g) = f (g−1).
By Theorem 4, we take a basis
{

i
∣∣ 1 i4} as follows:

1,
2 ∈ S1, < 
i ,1( ; z) >= F1(
i ) =
{ 1
2 for i = 1,
1
2(z) for i = 2,

3,
4 ∈ S2, < 
i ,∗( ; z) >= F2(
i ) =
{ 1
2 for i = 3,
1
2(z) for i = 4
and set
(1)(x; z) = 1(x; z)+(x; z), (2)(x; z) =
1(x;z)− (x;z)
(z) ,
(3)(x; z) = ∗(x; z)−∗(x; z), (4)(x; z) =
∗ (x;z)+∗ (x;z)
(z) .
Then it is easy to see that
< 
i ,(j)( ; z) >= ij ,
where ij is the Kronecker’s delta, hence
{
(i)(x; z)
∣∣ 1 i4} is linearly indepen-
dent.
On the other hand, let  be a spherical function for which f ∗  = f˜ (z) for
every f ∈ H(G,K). Every  ∈ S(K\X) can be written as ∑4i=1 fi ∗ 
i for some
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fi ∈ H(G,K), and we get
< , > =
4∑
i=1
< 
i , fˇi ∗ >=
4∑
i=1
˜ˇ
fi(z) < 
i , >
=
∑
i
< ,(i)( ; z) >< 
i , >
= < ,
∑
i
< 
i , > (i)( ; z) > .
Thus  =
∑
i
< 
i , > (i)(x; z), which completes the proof. 
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