Orbits of invariant subspaces of algebraic linear operators  by Benabdallah, Khalid & Charles, Bernard
NORTH- HOLLAND 
Orbits of Invariant Subspaces of Algebraic Linear Operators 
Khalid Benabdallah 
Département de Mathématiqves et de Statistique 
Université de Montréal 
C.P. 6128, Succ. A 
Montréal, Québec H3C 3J7, Canada 
and 
Bernard Charles 
Institut de Mathématiques 
Faculté des Sciences 
Place Eugene Bataillon 
34095 Montpellier, France 
Submitted by Richard A. Brualdi 
ABSTRACT 
Let E be a vector space over a field K, and A an algebraic K-linear operator 
on E. We describe the orbits under the action of the commutant of A and of 
the group of the invertible elements of the commutant of A on the lattice of 
A-invariant subspaces. 
INTRODUCTION 
Let E be a vector space over a field K, and A a K-linear operator on 
E [A E L(E)]. Let End(E, A) be the commutant of A, and Aut(E, A) the 
group of invertible operators in End(E, A). The problem of describing the 
actions of End(E, A) and Aut(E, A) on the lattice Lat A of A-invariant 
subspaces is both interesting and difficult even in the finite dimensional 
case. A noteworthy result of P. Halmos [4] states that for a complex finite 
dimensional vector space E every A-invariant subspace is the image of E 
by a commutant of A. In other words the orbit of E under the action of 
End(E, A) is Lat A. 
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In the sequel we assume that the operator A is algebraic, that is to 
say, A has a nonzero minimal polynomial. Primary decomposition enables 
US to restrict to the case where the minima1 polynomial of A is a power 
of an irreducible polynomial cp E K[X]. We denote by L,(E) the set of 
cp-primary operators in L(E), and by KV the field K[X]/((p). 
We characterize the orbits under the action of End(E, A) and Aut(E, A) 
on Lat A in terms of the height valuation and the relative Ulm-Kaplansky 
invariants. We study also the action of End(E, A) and Aut(E, A) on Latc A, 
the lattice of finite dimensional A-invariant subspaces. We show that there 
exists a natura1 bijection between the set of orbits under the action of 
End(E, A) on Lats A and the set of orbits under the action of Aut(E, A) 
on Latc A. 
PRELIMINARY NOTIONS 
In the sequel we let A E LP(E). A s is wel1 known, E bas a K[X]-module 
structure defined by setting fx = f(A)(x) for every z E E and f E K[X]. 
We denote this module by (E, A). 
Our methods are derived from abelian group theory [3], which must be 
translated to modules over principal ideal domains and then specialized to 
the case of K[X]-modules before it can be applied to linear algebra. 
If M is a subset of E, we denote by (M) or VectA(M) the smallest 
A-invariant subspace of E containing M, and by Vect(M) the smallest 
subspace of E containing M. A cyclic subspace is an A-invariant subspace 
of the form (x) = VectA(z) = Vect(Aiz : i E N) where 2 E E. Finally, 
when F E Lat A, we denote by F[cp] the A-invariant subspace F n Ker p(A). 
The preceding notation is commonly used in abelian group theory. 
DEFINITION [Exponent and height (with respect to cp). ] We define 
the exponent of z E E or of (z) [d enoted e(z) or e((z))] to be the least 
positive integer such that cp”x = 0. 
We define the height of x E E [denoted h(x)] to be the number k if 
xEcpkEbutx$cp k+lE, and oo if x E cp”E for al1 n E W. If qP(A) = 0, the 
height of x belongs to (0, 1, . . . , n-1, oo} with h(x) = ca if and only if x = 0. 
The height has the following easily verified properties (actually they 
mean that h is a cp-valuation): 
h(x + Y) 2 Wh(x), h(y)) [with equality if h(x) # h(y)], 
h(Xx) = h(x) for al1 X # 0, X E K, 
h(cpx) 2 h(x) + 1, 
h(0) = 03. (1) 
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We denote the module (E, A) equipped with the height valuation by 
the triple (E, A, h). Let F be a subspace of E in Lat A. Then besides the 
height valuation on F induced by cp and A restricted to F we consider the 
valuation on F obtained by restricting the height valuation of E to the 
elements of F. These two valuations are in genera1 different. The latter 
wil1 be denoted by the triple (F, A 1 F, h 1 F). 
Let US recall that a morphism of valuated modules (El, Al, hl) + 
(Ez, A2, hz) is a morphism of modules B : (El, Al) -+ (Ez, A2) such that 
hz(B(x)) 2 hl(x) for al1 2 E EI. 
DEFINITION (Pure subspaces). Let F be a subspace of the K[X]- 
module (E, A). We say that F is pure in E if 
v\k E K[X], QF=FnQE. (2) 
A pure subspace is necessarily A-invariant, since AF = F n AE c F. It is 
clear that reducing subspaces are pure subspaces. Purity of subspaces is a 
transitive property. 
If A E C,(E), then a subspace F is pure if and only if 
Vk E N, cpkF = F n cpkE. (3) 
Thus if F is a pure subspace of E, the two valuations of F mentioned 
previously coincide. 
DEFINITION (Proper elements with respect to A-invariant subspaces). 
Let F be a subspace of E in Lat A. We say that x E E\F is F-proper if it 
satisfies the following equivalent conditions: 
Va E F, h(x) 2 h(x + a), (4) 
Va E F, h(x + a) = inf(h(z), h(a)). (5) 
DEFINITION [Decompositions of operators in L,(E)]. We need the fol- 
lowing two lemmas, which are classica1 in abelian group theory. We give 
simple proofs for them in the language of linear algebra. Lemma 2 is a 
consequente of Proposition 27.1 in [3]. One can also find a proof of this 
lemma in [5] ( w h ere A-pure subspaces are called “A-admissible”). 
LEMMA 1. Let A E L(E), whose minima1 polynomial is cpn. Let 
F = @((xi) : i E 1) where xi E E and e(xi) = n. Then E = F @ H for 
every A-invariant subspace H of E, maxima1 with respect to H fl F = 0. 
Proof. Let H be maxima1 with respect to H n F = 0, H E Lat A. If 
E # F @ H, there would exist x E E\(F @ H) such that ‘pz E F @ H. 
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W, is an additive functor from the category of pairs (E, F) to the category 
of K,-vector spaces, where Wm(B) is the map induced by B : (E,F)-+ 
(E’, F’). 
The relative Ulm-Kaplansky functors U,(E, F) are defined by 
&z(E, F) = (cp”WMl~m(E, F), 
and the cardinal numbers fm(E, F) = dimKVU,(E, F) are the relative 
Ulm-Kaplansky invariants of E relative to F. 
DEFINITION [The subspaces V&(E, F)]. We fix n, and we suppose 
that the minima1 polynomial of A is cpn. For 0 5 k < n we let 
Vnk(E, F) = {‘pn-ly : y E E and cpnmky E F} 
The following lemma is closely related to Lemma 77.1 in [3], which 
corresponds to the case where A is locally cp-primary and F is finite dimen- 
sional. Here we suppose that the minima1 polynomial of A is cpn, which 
allows F to be any subspace and allows US to introduce restrictions only 
when necessary. 
LEMMA 3. Let A E C(E) with minima1 polynomial cp”(n > 0), FE 
Lat A, k E {O,l,. . ,n} such that V,, = 0 for k < s 5 n and G = @((yi): 
i E 1) where e(yi) = n, @-“yi E F, and G[cp] = Vnk. Then every x E G\F 
is F-proper. Furthermore, if k > 0, (E, F+G) has the same Ulm-Kaplansky 
invariants as (E, F), and if k = 0, there exists a decomposition E = E’ @G 
such that E’ is A-invariant and G[cp] = cp”-‘E, F 2 E’, and @-‘Et = 0. 
Proof. If k = n, then G C F and the result is trivially true. Suppose 
k < n. Let x E G\F. From Lemma 1, G is a reducing subspace; therefore, 
it is a pure subspace, and there exists y E G such that x = @c5)y. Since 
‘p +ICy E F, we have h(x) < n - k, and thus e(x) = n - h(x) > k. If x 
were not F-proper, there would exist a E F such that h(x) < h(x + a) and 
h(u) = h(x + a - x) = inf(h(x + a), h(x)) = h(x). 
We have h(@“)-’ (x + a)) 2 h(x + a) + e(x) - 1 > h(x) + e(x) - l= 
n - 1, which implies that @(“)-l (x + a) E F fl cp”E = 0, so that &“)a= 
e(z), = 0 and @(“)-l 
,E E such that @“) - 
a = -qe(“)-‘x # 0; therefore e(x) = e(a). Let 
.z a; since n = h(x) + e(x) = h(a) + e(a), we have 
e(z) = n and (pn-k-l.z = q”-h(“)-(“+l)a E F. This contradicts the fact 
that V++i (E, F) = 0. Therefore al1 x in G\F are F-proper. 
Now, suppose that k > 0. We show that W,(E, F + G) c W,(E, F). 
Let b E Wm(E, F + G); then b = x + a + cp”‘+‘z, where x E G, a E F, 
h(z + u) 2 m, h(cp(x + a)) > m + 1. We show that b = a’ + cpm+‘.z’ with 
a’ = FncpmE. It is sufficient to consider the case where x E G\F, that is to 
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say z = @“)y, e(y) = n, qPwk y E F, and h(x) < n-k. Again there are two 
possibilities: h(x) > m, or h(x) 2 m. (A) h(x) > m. Since h(x + u) > m, 
we must have h(u) 2 m, and we may let o’ = a and z’ = z + @(“)-“-‘y. 
(B) h(x) < m. We show that this is incompatible with the definition of 
k. Since J: is F-proper, we have h(x) 2 h(x+u) 2 m; therefore h(x) = h(x 
+ u) = m. Since k > 0 and h(x) < n - k, it follows that m = h(x) < n - 1, 
and 0 = ‘pnz = c,Y-~-~~P+~z and cpn-m-2~(u+z) = ‘pn-m-l(u+s) = 0. 
But cpM-ia: = Pn-’ y # 0, and we have cpn-‘+‘u # 0, so that h(u) 
=m = h(x), in contradiction with the definition of k. Suppose now k = 0. 
Then F n pnPIE = 0, and the conclusion follows from Lemma 1 and 
Vno = qn-‘E. w 
Construction of Minima1 Reducing Svbspaces Containing F E Lat A 
Let A E L(E) whose minima1 polynomial is ‘pn, and let F E Lat A. 
Lemma 3 allows US to construct step by step a minima1 reducing subspace 
containing F. Let G be as in Lemma 3. We distinguish two cases. 
1st case: k > 0. Lemma 1 gives a decomposition E = E’ @ G where 
E’ is A-invariant. Thus F + G = F’ @G where F’ = F n E’, and 
U,(E, F) = U,(E, F + G) = U,(E’, F’) @ U,(G, G) = U,(E’, F’). 
2nd case: k = 0. In this case G n F = 0, which by Lemma 3 allows US 
to write E = E’ @G with G[cp] = cpnPIE, F c E’, and @-lE’ = 0. We 
have the pair decomposition (E, F) = (E’, F) @ (G,O), and 
U,n(E, F) = U,n(E’, F) @ U,(G, 0). 
We have U,_i(G,O) = G[cp] = U,-l(E, F), un-l(E’,F) = 0, and Um(G,O) 
=Oform<n-1. Thus 
Now we denote by G(n, k) the subspace G of Lemma 3, and we let (m, k) 
take successively the values 
(n, n), (n,n - l), . . . ) (n, O), (n - l,n - l), . . > (n - l,O), . ) (1,O). 
Let G(m, k) be the subspace obtained at the (m, k) step, and set E= 
E’ 63 G, where E’ = @(G( m,k):k#O),G=@(G(m,O):l~m~n). 
We have F c E’, U,(E’, F) = 0, U,(E, F) = Um(G,O). The dimen- 
sions of U,(G, 0) are the Ulm-Kaplansky invariants of G, which determine 
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the Jordan form of A 1 G. Furthermore, E’ is a minima1 reducing subspace 
containing F, as follows from the next lemma. 
LEMMA 4. Let A E L(E) with minima1 polynomial (p”, and let F E 
Lat A. Then E is the unique minima1 reducing subspace containing F if 
and only if U,(E, F) = 0 for m = 0, . . . , n - 1. 
Proof. From the construction above, E = E’ @ G with F & E’ and 
U,(E’, F) = 0 and U,(G,O) = U,(E, F). If the U,(E,F) are not al1 0, 
then G # 0. Thus if E is unique, U,(E, F) = 0 for every m. 
Conversely, if U,(E, F) = 0 for every m and E = E’ @ G with F c E’, 
then U,(E’, F) @ U,(G, 0) = 0 = U,(E’, F); thus U,(G, 0) = 0 for every 
m; therefore G = 0 and E = E’. ??
THEOREM 5 (Extension theorem). Let Al E CC with cp” as minima1 
polynomial(n>O),F~~LatA~,k~{O,1,...,n}suchthatV,,(E~,F~)# 
0 for k < s 5 n, G1 = @((yi) : i E 1) as in Lemma 3, hl be the height in 
El, Az E C(E2) with cp”’ as minima1 polynomial, F2 E Lat Aa, and ha be 
the height in Ea. The following properties held: 
(i) We suppose that there exists an isomorphism of valuated modules C 
between (Fl,Al 1 Fl,hl I Fl) and (Fz, Aa 1 Fz, ha 1 Fz). Then if k > 0, 
C can be extended to a valuated module isomorphism from (Fl + G1, Al 1 
(1 + G), hl / (FI + G)) onto (Fz + G,-h I (F2 + G), hz I (Et + GT)) 
for a suitably chosen G2 E Lat A2. The same conclusion holds for k = 0 
provided fn(E1, Fl) 5 fn(Ez, Fa). 
(ii) We suppose that there exists a morphism of valuated modules C 
between (Fl,Al 1 Fi, hl 1 Fl) and (Fz,A2 1 F2, ha 1 Fa). Then C can be 
extended to a valuated module morphism B from (Fl + G1, Al 1 (F1 + G1), 
h4sFG2EEamAo (F2 + (32, A2 I (F2 +G2), h2 I (Fz + Gz)) for a suitably 
2. 
Proof. (i): Since C preserves heights, we have C(Fl)ncpnE2 = 0. Now 
by applying Lemma 1 repeatedly to E2, we obtain a decomposition Es = 
Ek @ E[ with Eá E Lat Aa, Ei E Lat Aa, Eá > C(Fl), and cpn-lE2 = 0. 
Thus we may assume m < n. 
Suppose k > 0. For i E 1, we have hi(cp+“yi) = h2(‘pnPkCyi) = n - IC 
and e(cpnPk yi) = e(@-“Cyi) = k. Thus there exists .zi E E2 such that 
n-kZ, = c/-k yi. 
G2 = @((zz) : i E 1). 
It is easy to check that the (zi)‘s are independent. Let 
N ow, under the constraint that e(z) = n, e( (z) n F2) 
is maximum when it has value k. (Otherwise, using C-’ we obtain a 
contradiction to the definition of k.) Therefore al1 elements in Ga\Fa are 
Fs-proper, and this leads to an extension of C. Define B(CXiyi) = C&z,, 
where (Ai : i E 1) is a system of polynomials in K[X], almost al1 zero. 
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This is wel1 defined, and B 1 Fl fa G1 = C 1 Fl n G1. This allows US to 
extend B by linearity to Fl + G1, and we can verify that B is bijective and 
BA1 = AaB. Finally, B preserves heights, since for a E FI and z E Gl\Fl 
ha(B(a +x)) = ha(Ca + Bx) = inf(hz(Ca), ha(Bx)) 
= inf(hi(a), hl(z)) = hi(a + z). 
Suppose now that IC = 0. Then Gi n (Fl fa #‘-lEl) = 0, and in order 
to extend C we need to construct Gz isomorphic to Gi and such that 
Gz n Fa = 0. This is possible when fn(E1, FI) 5 fn(Ea, Fa). 
(ii): When C is just a morphism the construction is simpler. For k > 0 
we chose zi such that vnwkZi = Cyi, which is possible because ha(Cyi) > 
hl(yi). We let Byi = zi, and we extend B to Fl + G1 by linearity. For 
IC = 0 we let B 1 G1 = 0. For a E Fl and z E Gl\Fl, we have in al1 cases 
ha(B(u + x)) = ha(Cu + Bx) 2 inf (ha(Cu), ha(Bx)) 
2 inf (hl(a), hl(x)) = hi(u + x). 
Characterization of the Orbits O(F) and O(F) 
THEOREM 6. Let A E L(E) with minima1 polynomiul <pn, und let 
Fl, F2 E Lat A. The following properties held: 
(i) O(Fl) = O(Fa) if und only if (E, Fl), (E, Fa) have the sume relutive 
Urn-Kuplunsky invariants and there exists u valuated module isomorphism 
C between (Fl,A LFl,h 1 FI) and (Fa,A 1 Fz,h 1 Fz). 
(ii) O(Fl) = O(Fa) if and only if there exists un epimorphism C of 
vuluated modules from ( FI, A 1 FI , h 1 FI) onto (Fa, A 1 Fa, h 1 Fa) 
and an epimorphism D of valuated modules from (Fa, A 1 Fa, h 1 Fa) onto 
(Fl,A I Fl,h I Fl). 
Proof. (i) and (ii) are easy when we use the given construction of 
minima1 reducing subspaces containing a given A-invariant subspace and 
the other established results. ??
Characteriration of the Orbits Contained in Lata A. 
Let Fl, Fa E Lat0 A. The fact that Fl and Fa are finite dimensional 
makes the assumption that the relative Ulm-Kaplansky invariants of Fl 
and Fa in E are equal superfluous in part (i) of Theorem 6. This is a 
consequente of the fact that for a minima1 reducing subspace F{ containing 
Fl we have dim F{ < 00 and fm(E) = fnz(Fi) + fm(E, Fl). 
Part (ii) of Theorem 6 also becomes simpler. It follows from Fa = C(Fl) 
and Fl = D(Fa) that Fl and Fa have the same dimension; thus C and D 
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are both invertible. We show that C and D are height preserving. We 
already know that h(Cz) 2 h(z) and h(Dy) 2 h(y); thus it is sufficient to 
show that B = DC preserves heights. Let Fim = {Z E FI : h(z) > m}. We 
have B(Fy) c Fr and B invertible; thus BFY = Fr. 
We may then state: 
THEOREM 7. Let A E L(E), cp” be the minima1 polynomial of A, and 
FI, Fz E LatcA. The following properties are equivalent: 
(i) q = Q(Fz), 
(ii) q = O(Fz), 
(iii) there exists a valuated module isomorphism between (FI, A 1 Fl, h 1 
FI) and (Et, A I Fz, h I Ed. 
APPLICATION. Theorem 7 shows that there exists a natura1 bijection 
between the orbits of End(E,A) on LatcA and the orbits of Aut(E, A) on 
Latc A. 
REMARKS 
In the following we consider A E L(E) with minima1 polynomial cpn. 
The Case Where K is Algebraically Closed 
In this case ‘p = X - X, which reduces to the case where A is nilpotent. 
The field KV = K[X]/(X) is K itself. But this allows no appreciable 
simplification. 
Some properties can be extended to the case where E is a Hilbert or 
Banach space. For instance, [l] and [2] contain a generalization of the result 
of Halmos mentioned at the beginning. 
Systems of hvariants for the @-bits 
NO complete system of invariants for the orbits is known, even in finite 
dimension. It is not known in particular if there are finitely many orbits. 
The construction given for minima1 reducing subspaces containing F E 
Lat A leads to a family of invariants aY,k(E, F) = dimG(m, IC) where m 
goes from 1 to n and k from 0 to m. For k = 0 these are simply the relative 
Ulm-Kaplansky invariants of (E, F). 
Valuated Modules 
Theorem 6 reduces the description of orbits to that of valuated K[X]- 
modules. This is efficient in many interesting special cases-for example, 
if (F, A 1 F) is cyclic or contained in the kernel of p(A). 
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A cp-valuation v is defined on F by the decreasing sequence of A- 
invariant subspaces (submodules) F, = {x E F : u(x) 2 m}. We must 
have (p(A)J’, C F,+i and F,, = 0; this restricts the possibilities consider- 
ably. But the isomorphism problem for cp-valuations is not solved. 
Valuated abelian groups have been studied in quite a genera1 context; 
see for instance [7]. The closest paper to our work is [6], where the reader 
wil1 find interesting examples which may be transposed to linear algebra. 
Theorems 6 and 7 bring more information than can be extracted from the 
theory of abelian groups. 
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