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Regulation of off-network pricing in a
nonneutral network
Eitan Altman, Manjesh Kumar Hanawal, and Rajesh Sundaresan
Abstract
Representatives of several Internet service providers (ISPs) have expressed their wish to see a substantial
change in the pricing policies of the Internet. In particular, they would like to see content providers (CPs) pay
for use of the network, given the large amount of resources thy use. This would be in clear violation of the
“network neutrality” principle that had characterized thed velopment of the wireline Internet. Our first goal in
this paper is to propose and study possible ways of implementing such payments and of regulating their amount.
We introduce a model that includes the users’ behavior, the uilities of the ISP and of the CPs, and the monetary
flow that involves the content users, the ISP and CP, and in particular, the CP’s revenues from advertisements. We
consider various game models and study the resulting equilibria; they are all combinations of a noncooperative
game (in which the ISPs and CPs determine how much they will charge the users) with a “cooperative” one on
how the CP and the ISP share the payments. We include in our model a possible asymmetric weighting parameter
(that varies between zero to one). We also study equilibria that arise when one of the CPs colludes with the ISP.
We also study two dynamic game models and study the convergence of prices to the equilibrium values.
Index Terms
Games, network neutrality, off-network pricing, proportinal sharing, telecommunications policy, two-sided
market
I. I NTRODUCTION
The initial growth of the Internet and e-commerce businesses was in the backdrop of the following “neutrality”
principles of providing end-to-end connectivity: (1) conte providers (CPs) and end users paid only the Internet
service providers (ISPs) that connected them to the Internet a d not any other intermediate operator, and (2)
they need not know how their packets are transported in the network, but are guaranteed best effort delivery
without discrimination. Indeed, [1] wrote:
“Net neutrality has no widely accepted precise definition, but usually means that broadband service
providers charge consumers only once for Internet access, do not favor one content provider over
another, and do not charge content providers for sending information over broadband lines to end
users.”
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Fig. 1. Users-ISP-CP connections in the Internet
Arguably, these principles encouraged rapid innovation atthe edge of the network without any interference
from the network operators and made the content accessible in a nondiscriminatory fashion.
Many last mile ISPs have opposed neutrality arguing that some CPs (deriving advertising revenue from
connections to customers) and applications (such as peer-to-peer or P2P streaming) used their resources without
adequate compensation and that under the neutral policy theISPs would not have an incentive to invest in
network infrastructure upgrades or expansion. With a view to ards encouraging investment and innovation in
broadband services, the Federal Communications Commission (FCC) ruled in 2002 in favor of anunregulated,
or a nonneutral, regime [2]. This decision was upheld by the courts in 20051. This sparked a huge debate on
whether the Internet should be neutral or not2.
In this paper, we shall study a nonneutral regime where a CP may have to pay the last-mile ISP, aside
payment in addition to the ISP that connects the CP to the internet. This is because the CPs often derive
advertising revenues from their connection to the end users, a connection that is enabled by the ISP. This form
of nonneutrality has been variously called the opposite of “zero-fee” in [6], “user discrimination” in [7], and
“off-network pricing” in [8]. We shall use the terminology “off-network pricing” borrowed from [8], and shall
study mechanisms for regulating this pricing.
Figure 1 shows the connection between ISPs, CPs, and end users who are consumers of content. In this
paper, we shall call such end users asinternauts. The internauts are connected to the Internet backbone by the
last-mile ISPs. Usually, internauts do not have much choicef the ISPs – there is either a monopolistic ISP or
some times two ISPs (say ISP 1 and ISP 2). The CPs at the other end ar connected to the Internet backbone
1The background leading to this ruling and the subsequent court decision is somewhat nuanced and concerns the regulated digital
subscriber line services, regulated due to historical reasons, and the unregulated cable services. The ruling in 2002 allowed unregulated
cable modem services. The 2005 court decision paved the way for unregulated digital subscriber services as well. See [3]for more details.
2Since 2005 however the FCC has been pursuing policies towards preserving a free and open Internet. The FCC enforced this neutrality
principle in the matter of a network operator’s interferencwith P2P traffic. This was overturned in a judgement [4], butthe courts did
not disagree to FCC’s support for a free and open Internet; sea subsequent statement by the FCC [5]. Several countries have already
adopted legislation that guarantees neutrality, including Chile (the first country that adopted neutrality), the Netherlands, and Slovenia.








Fig. 2. Monetary flow in a nonneutral network.
via transit ISPs3, denoted as t-ISPs in Figure 1. The CPs usually have agreements with the t-ISPs and make
payments in proportion to the bandwidth used. In the neutralregime, CP 1 only pays t-ISP 1 for connectivity
to the internauts, and not to any other intermediate ISPs (ISP 1 or ISP 2). In the nonneutral off-network pricing
regime a last-mile ISP (ISP 1 or ISP 2) can ask the CPs to pay forenabling connection to its internauts.
In order to focus on off-network pricing, we consider the abstracted architecture in Figure 2, where there
is a last-mile ISP monopoly (without ISP 2 in Figure 1), and the combination of CP, t-ISP, and the internet
backbone are combined into a single entity that is marked as CP (if there is only one CP as in Figure 2). If there
are several CPs, then the combination of CPi, t-ISP i, and the associated portion of the internet backbone are
combined into CPi (as in Section III), with CPi having a dedicated clientele4 (internauts of classi). As our
aim is limited to the study of regulations on off-network pricing, and because these effects are best understood
when off-network pricing is studied in isolation, we do not include in our models other important considerations
such as graded QoS, prioritization, investments, recurrent expenses, technology aspects, other pricing schemes
such as flat-rate pricing, etc. Let us first set the stage by discussing the related and most relevant works5.
A. Related works on off-network pricing
[6] model a nonneutral network as a two-sided market6, with the CPs and a continuum of internauts connected
to each other by a monopoly ISP. They show that if the ISP charges the CPs (side payments), then the ISP’s
profit increases, whereas the CPs’ profits reduce, and there ar fewer CPs that remain active at equilibrium.
However, social welfare can be higher or lower than the zero-f e case depending on model parameters. Further,
if a social planner is to decide the payment from the CPs to theISP, the payment will be lower than that set by
the monopoly ISP. In a similar setting, [15] studies investment incentives for ISPs and CPs, and concludes in
favor of the neutral network arguing that there is higher incentive for more CPs and internauts to be active in
this regime with greater investment and higher social welfar . [8] consider a duopoly ISP market and bring in
several aspects such as investments by ISPs, pricing of CPs,CPs’ connection decisions, consumer pricing, etc.
Analyzing the resulting hierarchial 6-stage game, they conclude that in the nonneutral regime the investments
3These are ISPs that connect the smaller ISPs to the Internet backbone. The last-mile ISPs connect to Internet backbone throug
transit-ISPs. To keep the diagram simple, these are not shown in Figure 1.
4In this context, one could view internauts as applications oreal end users’ machines.
5Analysis of nonneutral networks with QoS differentiation can be found in [9], [10], [11], [12]. Discussions of legal andpolicy implications
of network neutrality regulation can be found in[1], [13], [14].
6This is a market where the CPs pay the last-mile ISPs with whomthey do not have a direct connection. The market is two-sided
because the payment is in addition to payments made to their respective t-ISPs.
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will be higher with increased participation of consumer andCPs. [7] consider a finite number of CPs and ISPs.
They conclude that social welfare is higher in a nonneutral regime if the ratio of the advertisement revenues to
user price sensitivity is either high or low, and for intermediate values, a neutral regime is preferable. Closest
in spirit to our work, [16] consider two ISPs competing for internauts interested in the content of a common
CP. If a regulator sets the off-networking price to maximizesocial utility, then everybody benefits.
The literature on the economics of off-network pricing is therefore inconclusive. There are arguments in favor
of off-network pricing, or against it, or there are mixed opinions that swing one way or another depending on the
model parameters. This is perhaps as one might expect in a system a large and complex as the Internet. However,
if a nonneutral regime is to be considered, questions of how mnetary interactions between ISPs and CPs should
take place, and their influence on the internaut behavior, are worth consideration. [17] study revenue sharing
mechanisms between interconnected network operators based on a weighted proportional fairness criteria. [18],
[19] propose the use of the Shapley value (which is known to have some fairness properties [20]) for deciding
how revenues from internauts should be shared among the ISP and the CPs. However, these works do not
consider the sizable revenues to CPs’ from advertisements.
B. Objective, Organization, and Contributions
Our objective in this paper is to consider off-network pricing, propose two ISP-CP revenue sharing mecha-
nisms, and characterize the ensuing equilibria.
We begin with a two player game (Section II) where one agent isthe CP and another agent is the ISP.
Both players can charge the internauts for content access ona per unit demand basis7. We study the single-CP
single-ISP game in two settings – regulation of the side payment (i) before the above players set access prices
(ex ante regulation), and (ii) after the players set access prices (ex post regulation). We then extend the results to
the case when there are multiple CPs in Section III. The demand fu ction we consider in Section II (single-CP
case) is a simple, linear, decreasing function of the net price. In the multiple-CP case, demand for content from
a CP is linear and decreasing in the price of that CP’s content, but linear and increasing in the price of other
CPs’ contents, reminiscent of the Bertrand oligopoly [22].We study the equilibria forex ante regulation and
ex post regulation in Sections III-D and III-E. In Section IV, we study the impact of a CP having an exclusive
contract with the ISP. The paper concludes with a discussionin Section V. The paper comes with a fairly large
appendix. It includes (a) a discussion of an appropriate model for the demand function in multiple-CP settings
when some flows may drop out thereby freeing ISP capacity for the remaining flows (Appendices A, B, and
C), (b) proofs of main results for the multiple-CP case all ofwhich are quite elementary but at times tedious,
and (c) two dynamic models of the game studied in Section III and their convergence analysis (Section G).
Our main contributions may be summarized as the following:
(1) We propose and analyze the equilibria in the two regulation mechanisms for revenue sharing that differ
in their timing. Our mechanisms are therefore different from ther proposed revenue sharing schemes in [7],
[17], [19]. Following [23], our regulation schemes attemptto share revenue according to a proportional sharing
paradigm.
7Some consider networks with a per unit demand pricing by the ISPs as being nonneutral. But then, many big ISPs already use per unit
demand pricing schemes, for example, $10 per gigabyte scheme [21].
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(2) We find a model for the demand function in multiple-CP settings. Our literature survey did not yield any
models for the demand function in multiple-CP settings whensome flows may drop out. The freeing up of ISP
capacity for the remaining flows requires careful consideration.
(3) We highlight some take-away messages that may be useful to a policy maker. Though simple and stylized,
our models are tractable and capable of providing some interesting insights to policy makers. This is our biggest
motivation to publish this work. Some interesting policy implications are listed in Section II in pages 6-7.
II. T HE CASE OF A SINGLE CP AND A SINGLE ISP
We first begin with the simple case of a single CP and a single ISP. All the internauts are connected to the
ISP, and can access the content of the CP only through the ISP.See Figure 2 for a payment flow diagram. The
various parameters of the off-network pricing game are as follows.
Parameter Description
ps Price per unit demand paid by the internauts to the ISP. This can be positive
or negative, and when negative, ISP pays the internauts.
pc Price per unit demand paid by the users to the CP. This too can be positive
or negative.
d(ps, pc) Demand as a function of prices. We shall take this to bed(ps, pc) = [D0 −
α(ps + pc)]+, where[x]+ = max{x, 0} is the positive part ofx.
pa Advertising revenue per unit demand, earned by the CP. This sati fiespa ≥ 0.
pd Price per unit demand paid by the CP to the ISP. This can be eithr positive
or negative.
UISP The revenue or utility of the ISP, given byd(ps, pc)(ps + pd).
UCP The revenue or utility of the CP, given byd(ps, pc)(pc + pa − pd).
γ Relative weight of the ISP with respect to the CP;0 < γ < 1.
[24] noted that ifpd is controlled by either of the players and is set jointly withthat player’s access price, then
the price competition between the ISP and the CP results in zero demand at equilibrium, which is not favorable
to any of the agents8. This motivates us to study the case whenpd is set by a neutral third party whom we
refer to as ‘regulator’. The regulator can be a law enforcingagency which decides the side payment taking into
account the market powers of the players as described below.We consider two interesting games.
The timing for the first game, underx ante regulation, is as follows.
(i) The regulator sets the paymentpd from the CP to the ISP.
(ii) The CP sets the pricepc. Simultaneoulsy, the ISP sets the priceps.
(iii) The internauts react to the prices and set the demand9 d(ps, pc) = [D0 − α(ps + pc)]+.
8On October 5, 2005, an ISP named Level 3 unilaterally terminated its “settlement free” peering agreement with another entity called
Cogent. They restored peering several days later based on then on-going negotiations, but not before making 15% of the internet inaccessible
to their internauts. (See [18]). Perhaps Level 3 believed ithad more control overpd and did not agree to apd = 0. The “settlement free”
agreement was not binding, and the configuration was not an equilibrium.
9The ISP and the CP set prices for their roles in the service render d to the internauts. The resulting demand for content depends on
the joint prices only through the sum, which is the total price per unit demand seen by the internauts.
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In the second game, underx post regulation, the timing is as follows.
(i) The CP and the ISP set their respective access pricespc andps simultaneously.
(ii) The internauts react to the prices and set the demand.
(iii) The regulator sets the paymentpd from the CP to the ISP.
The first game arises when the charges per unit demand can change over a comparatively faster time-scale
while the CP-ISP pricepd changes over a slower time-scale. The second one is an interesting case when the
prices per unit demand charged to the internauts varies overa slower time-scale, but the CP-ISP price changes
over a faster time-scale. We analyze both models via backward induction and identify the equilibria.







The parameterγ relates the market power of the ISP to that of the CP11. Note that in both the games only
pd is set according to the above regulation mechanisms, while te o her prices are set simultaneously and are
strategic actions.
In the ex ante regulation game, the regulator setspd knowing thatps and pc will be chosen subsequently
by the players;UISP andUCP are then taken to be theequilibrium utilities at side payment levelpd (with an
appropriate selection if there are many equilibria). In theex post regulation game, the players chooseps andpc
knowing how the regulator will setpd subsequently. The following is a motivating list of policy implications
stemming from the results for the single-CP single-ISP games.
1) In both cases, there exists a pure strategy Nash equilibrim, in a sense that will be made precise, with
strictly positive demand and strictly positive utilities for the agents. While it is possible that demand
can be zero in theex ante regulation game, it is always positive in theex post regulation game with
unique equilibrium prices. For a policy maker, such a conclusion is very useful –ex post regulation never
produces a stalemate zero-demand outcome where no player has a positive revenue;ex ante regulation
may12.
2) In all cases with strictly positive demand, the internauts pay the ISP. But the internauts pay the CP only
if the advertising revenue is small. Otherwise the CP subsidizes the internauts. This is natural, of course,
yet pleasing to see that the model bears this out.
3) If either of the agents has control overpd and sets it jointly with its access price, the equilibrium demand
is zero [24]. None of the parties benefit from this situation.O the contrary, ifpd is under the control of
10Even though we say the regulator setspd, this value could arise out of a negotiation between the CP and the ISP, resulting in a
binding agreement. The regulator could merely facilitate th agreement and then enforce it.γ may indicate the relative strength of the ISP
with respect to the CP during the negotiation. Ifγ = 1/2, then the maximization is equivalent to that of the product of he utilities of
the ISP and the CP. This is then standard Nash bargaining outcome [25] for resource allocation, known in networking as theproportional
fair allocation [26]. Ultimately, underex post regulation, we shall see that ISP getsγ fraction of the total revenue, thereby justifying its
interpretation as market power. The quantityγ can also be interpreted as measuring the “degree of cooperation”; see [27].
11The Spanish ISP “Telefonica” announced on 8 February 2010 that i considered charging Google. This is an indication thatt e
bargaining power of Google was weaker than that of Telefonica in the Spanish telecommunications market in 2010.
12However, see the multiple-CP case where the outcome is different from the single-CP case.
November 26, 2014 DRAFT
7
a disinterested regulator, with timing as in either theex ante or theex post regulation game, there is an
equilibrium where every one benefits. This is the key insightgained from our analysis, that some sort of
regulation can bring benefits to all.
4) Interestingly, if the regulator appliesx ante regulation and the strictly positive demand equilibrium ensues,
the payments by the internauts and resulting utilities of all agents are independent of the actual value
of pd andγ. Any pd paid by the CP is collected from the internauts and is furtherreturned back to the
internauts by the ISP. This lack of sensitivity of the outcome to the value ofpd is a robustness property
that can be quite reassuring to a policy maker who may worry about market distortions arising from
the regulation. It only matters that there is some regulation, the actual value of the regulated pricepd is
irrelevant.
5) For theex ante regulation game, the demand settles at a lower value and the internauts pay a higher price
per unit demand, when compared with theex post regulation game which results in greater welfare (if
welfare is determined by the price that the internauts pay).Again, this is an observation of value to the
policy maker that is interested in maximizing internauts’ welfare.
6) For the ex ante regulation game, both the players end up with equal revenues. Thi attributes equal
importance to both players. For theex post regulation game, they share the net revenue in the proportion
of their relative weights.







, then both agents preferex post regulation. Forγ > 5/9, only the ISP prefersex post
regulation, and forγ < 4/9, only the CP prefersex post regulation.
8) Finally, in view of the fourth point above, one recovers the neutral regime in ourex ante regulation game
by settingpd = 0. The internauts are thus indifferent to the neutral regime and the nonneutral off-network
regime underex ante regulation.
The choice ofex ante regulation game orex post regulation game in this single-CP single-ISP depends
on societal priorities.Ex ante regulation is robust, makes internauts insensitive to nonneutral versus neutral
regimes, but has the possibility of a stalemate zero-demandequilibrium or an equilibrium with lower welfare
for internauts13. Our goal in this paper is not to discuss societal priorities, but merely to provide conclusions
as above that will aid a policy maker in his decision making.
With these motivating remarks, we shall now proceed to statethese claims in a precise fashion and to prove
them. In subsequent sections we shall study the extension ofthe above results to the case of multiple CPs and
to the case of an exclusive contract between one of the CPs andthe ISP.
A. Ex ante regulation
We first consider the case where the regulator setspd, knowing that the players will subsequently play a
simultaneous action game where the ISP and CP will chooseps andpc, respectively. Our main result here is
summarized as follows.
Theorem 1: In the ex ante regulation game, we have the following complete characterization of all pure
strategy Nash equilibria.
13We will later see in Section III that for multiple CPs, theex post regulation game may have no pure strategy Nash equilibria fosome
parameter ranges.
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(a) Among profiles with strictly positive demand, there is a uniq e pure strategy Nash equilibrium with the
following properties:
• The uniqueness is up to a free choice ofpd.











• The net internaut payment per demandps + pc is unique and is given by





Any pd paid by the CP is collected from the internauts and further return d back to the internauts by the
ISP.
• The demand is unique and is given by(D0 + αpa)/3 > 0.
• The utilities of the ISP and CP are equal and given by





(b) For each choice ofpd, a strategy profile(ps, pc) constitutes a Nash equilibrium with zero demand if and
only if the following two inequalities hold:
ps ≥ D0/α+ p
a − pd, (3)
pc ≥ D0/α+ p
d. (4)
Proof: We first observe that at equilibrium,UISP andUCP are both nonnegative. If not, the ISP (resp. CP)
has strictly negative utility. He can raise the priceps (resp.pc) to a sufficiently high value so that demand
becomes zero, and thereforeUISP = 0 (resp.UCP = 0). Thus a deviation yields a strict increase in utility and
therefore cannot be an equilibrium. It follows that at equilibrium, we may take the revenues per demand for
the ISP and CP to be nonnegative, i.e.,ps + pd ≥ 0, andpc + pa − pd ≥ 0.
We next deduce (b), which is a characterization of all the pure st ategy NE with zero demand. Consider a





s, pc)× (ps + pd) = 0.
Moreover, the ISP should not be able to make his utility positive, i.e., anyps that makes demand strictly
positive,ps < D0/α − pc, must also render price per unit demand zero or negative,ps + pd ≤ 0. This can
happen only if(D0/α− pc) + pd ≤ 0 which is the same as (4). Similarly, the CP should not be able to make
his utility positive, i.e., anypc that makes demand strictly positive,pc < D0/α− ps, must render CP price per
unit demand nonpositive,pc + pa − pd ≤ 0. This can happen only if(D0/α− ps) + pa − pd ≤ 0 which is the
November 26, 2014 DRAFT
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same as (3). This proves the necessity of (3) and (4). We now shufficiency. Let (3) and (4) hold. Then
addition ofpc to both sides of (3) and some rearrangement yields
pc + pa − pd ≤ ps + pc −D0/α. (5)
Since the left side is the revenue per unit demand for the CP, it must be nonnegative, and henceps+pc−D0/α ≥
0, which upon rearrangement yieldsD0 −α(ps + pc) ≤ 0. The demandd(ps, pc) is therefore zero. Let us now
consider a deviation by the CP for a fixed ISP priceps that satisfies (3). We will show that the least deviation
(decrease in price) that sets the demand at the threshold of positivity results in a negative revenue per demand
for the CP. Indeed, this critical priceqc that sets the demand at the threshold of positivity satisfiesth equation
D0 − α(q
c + ps) = 0.
Again, addition ofqc to both sides of (3) yields, by the same steps above that led to(5),
qc + pa − pd ≤ ps + qc −D0/α = 0.
Further reduction in price to make demand strictly positiveonly results in negative revenue and negative utility.
Consequently, the CP does not have a deviation that yields a higher revenue. A similar argument shows that,
under (4), the ISP can make demand strictly positive only if its revenue is negative. It too does not have a
deviation with a strictly greater utility. Thus (3)-(4) constitute zero demand equilibrium prices.
Let us now search for an equilibrium with a strictly positived mand. Such a(ps, pc) must lie in the interior
of the set of all pairs satisfyingD0 ≥ α(ps + pc). As UISP is concave inps for a fixed pc and pd, andUCP















s + pc))(pc + pa − pd) = 0.
Solving these two simultaneous equations in the variablesps and pc, we see thatps andpc are given by (1)
and (2), respectively. Note thatpd is free parameter. Once this is chosen, the choice fixes bothps andpc. This
proves the second item. We shall return to prove the first itemafter proving the others.
Adding (1) and (2), we see thatps + pc is a constant for any such equilibrium. Choice ofpd fixes bothps
andpc. This is true for any Nash equilibrium with a strictly positive demand. Furthermore, anypd that is paid
reducesps by that amount and increasespc by the same amount. This proves the third item.
The last two items follow by direct substitutions intod(ps, pc), UISP, andUCP.
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is independent ofpd at any equilibrium, for any fixed relative weightγ ∈ (0, 1). The regulator may thus pick
any pd. This proves the first item. (This observation holds even forzero-demand equilibria). The proof is now
complete.
Remarks 1) Every choice ofpd can also result in the undesirable zero-demand equilibria,and not just the
desirable equilibrium with strictly positive demand.
2) For this strictly positive demand equilibrium, the naturl choices ofpd are those that makepd = 0, i.e.,
there is no payment from CP to ISP, orpc = 0, there is no payment from the internauts to the CP, orps = 0,
there is no payment from the user to the ISP.
3) If one places the additional restriction thatps ≥ 0, the only effect of this constraint is that the choice of
pd is restricted topd ≤ (D0 + αpa)/(3α), and the above theorem continues to hold.
B. Ex post regulation
We next consider the case when the CP and ISP decide on their respective prices first, knowing that the
regulator will set the side payment subsequently.
Theorem 2: In theex post regulation game, there is a unique pure strategy Nash equilibri m with the following
properties:
• The uniqueness is up to a free choice of eitherps or pc. Without loss of generality, we may assume a free
ps.
• At equilibrium, the net user payment per demand is uniquely given by





• The demand is unique and is given by(D0 + αpa)/2 > 0.
• The regulator will setpd so that the net revenue per demandps + pc + pa = D0+αp
a
2α is shared in the
proportionγ and1− γ by the ISP and the CP, respectively.
Proof: As in the previous section, it is clear that the revenues per demand and the utilities for both agents
are nonnegative. If this is not the case, the aggrieved CP or the ISP guarantees himself a strictly larger zero
utility by raising the price under his control so that demandre uces to 0.
Let us now perform a search for equilibria with strictly positive demand. Such a(ps, pc) is an interior point









γ log(ps + pd) + (1− γ) log(pc + pa − pd)
]
,
where the equality follows because the demand can be pulled out of the optimization. The optimization is over
the set ofpd that ensure that the arguments inside the logarithm remain strictly positive. It is easy to see that





pc + pa − pd
= 0,
which yieldspd = γ(pc + pa)− (1− γ)ps.
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Substitution of thispd yields
ps + pd = γ(ps + pc + pa)
pc + pa − pd = (1− γ)(ps + pc + pa).
Clearly,ps + pc + pa is the net revenue per demand for both ISP and CP put together,and the ISP and the CP
share this booty in the fraction of their relative weights.
Knowing this action of the regulator, the ISP responds to theCP’s pc by maximizing
UISP = d(p
s, pc)(ps + pd) = (D0 − α(p
s + pc)× γ(ps + pc + pa).












which is the same equation as (6).
At equilibrium, we thus haveps + pc uniquely determined and given by the second item. A substitution
yields that the demand is given by
d(ps, pc) = D0 − α(p





which proves the third item.
The revenue per demand is easily seen to be(D0 + αpa)/(2α). Further substitution yields that net revenue
is d(ps, pc)(ps+pc+pa) = (D0+αpa)2/(4α), a strictly positive quantity shared in proportion of their relative
weights by the ISP and CP. This proves the last item.
Finally, for anyps, the regulator will setpd to ensure this proportion, and thusps may be taken as a free
variable. Eachps andpc satisfying the above conditions is a Nash equilibrium. Thisproves the first item.
Finally, it still remains to prove that there is no zero-demand equilibrium. Suppose that(ps, pc) is such that
we get a zero-demand, i.e.,D0 ≤ α(ps + pc). With ε = (D0 + αpa)/2 > 0, the ISP can set his new price to
qs = D0/α− p
c − ε/α
yielding a demandD0 − α(qs + pc) = ε > 0 and a revenue
γ(qs + pc + pa) = γ(D0/α− ε/α+ p
a) = γε/α > 0,
and therefore a strictly positive utility. A unilateral deviation yields the ISP a strict increase in his utility. Thus
a (ps, pc) with zero demand cannot be a pure-strategy equilibrium. This concludes the proof.
Remarks: 1) The equilibrium utility for the ISP underex post regulation is easily seen to be9γ/4 fraction
of that underex ante regulation. Clearly then, the ISP prefersex post regulation ifγ ≥ 4/9.
2) Similarly, the equilibrium utility for the CP underex post regulation is9(1− γ)/4 fraction of that under
ex ante regulation. The CP prefersex post regulation if1− γ ≥ 4/9 or γ ≤ 5/9.







, both preferex post regulation. Forγ > 5/9, ISP prefersex post regulation while CP
prefersex ante regulation. Opposite is the case whenγ < 4/9.
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III. T HE CASE OF MULTIPLE CONTENT PROVIDERS
We now consider the case when there are several CPs. Internaus connect to each of the CPs through the
single ISP. See Figure 3. The parameters of this game are given in the following table.
Parameter Description
n Number of CPs.
psi Price per unit demand paid by the users to the ISP for connection to CPi.
This can be positive or negative.
pci Price per unit demand paid by the users to CPi. This too can be positive or
negative.
pai Advertising revenue per unit demand, earned by the CP. This sati fiesp
a
i ≥ 0.
pdi Price per unit demand paid by the CP to the ISP. This can be eithr positive
or negative.
px Vectors of aforementioned prices, wherex is one ofs, c, a, d.
di(p
s, pc) Demand for CPi as a function of the prices. See (7) below and the following
discussion.





rISP,i The revenue per unit demand of ISP coming from content provided by CPi,
given bypsi + p
d
i .
UISP The revenue or utility of the ISP, given by
∑
i di(p
s, pc)(psi + p
d
i ).





γi Relative weight of the ISP with respect to the CP.
A. Demand function: Strictly positive demands
The demand function for content from CPi is such that it depends onps and pc only through the sum
ps + pc, the vector of net payment per unit demand from the internauts. An interesting feature we wish to
model is apositive correlation in demand with respect to others’ prices. Assume that the ISP has a fixed
capacity/bandwidth ofW . If CP i and ISP increase their prices for content from CPi, demand for this content
naturally goes down. On the other hand, when the price for CPj content increases, wherej 6= i, the decrease
in demand for content from CPj frees up some capacity. This provides a marginally better delay experience for
the internauts of other CPs, and particularly internauts ofCP i. This positive effect creates a marginal increase
in the demand for content from the other CPs, and in particular, an increase in the demand for content from
CP i. We model this correlation effect by setting the demand functio s to be
di(p










provided each of the demands are strictly positive. Hereβ is the sensitivity parameter for the increase in demand
for CP i content per unit increase in price of CPj content, whenj 6= i.
While (7) is justifiable when all demands are positive, furthe thought suggests that it must be refined a little
to account for the following. When the pricepsi +p
c
i charged to CPi internauts is such that it forces demanddi

























Fig. 3. Monetary flow in a nonneutral network with multiple CPs.
to be zero, then any additional increase inpsi +p
c
i simply continues to hold this demanddi at zero. The capacity
freeing and the consequent phenomenon of increase in demandfor other CPs’ contents no longer occurs, and
additional price rise for CPi content will have no further tangible effect on other internauts’ behavior. We shall
return to this refinement in the next subsection after addressing some points on the positive demand case.
Let the evaluations in (7) be strictly positive for eachi. If this is placed as a requirement, one could view
it as a joint constraint on the actions of the ISP and CPs: given th other prices, CPi will not set too high a










j) > 0, i = 1, . . . , n, (8)
which is compactly summarized as follows. Define the matrixAn = (α+ β)In − βJn whereIn is the identity
matrix of sizen×n, andJn is the square matrix with all-one entries of sizen×n. The matrixAn has diagonal
entriesα and all off-diagonal entries−β. Also defineEn to be the all-one vector of sizen × 1. Then the
constraint (8) in matrix notation is
D0En −An(p
s + pc) > 0. (9)






i), and we see that the total
demand is
nD0 − (α − (n− 1)β)P
under the assumption that eachdi is strictly positive. For this total demand to be negativelycorrelated with the
average price per unit demandP/n, we must have that
(n− 1)β ≤ α, (10)
an assumption that we make from now on14. As before we assume thatpsi andp
c
i can be negative, i.e., the ISP
and CP can pay the internauts for their usage, with a consequent increase in demand.






s, pc)(psi + p
d
i )
14This condition also arises from assumption (D) in [28].
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is a concave quadratic function15 of the vector of ISP pricesps.
B. General demand function
As alluded to above, the demands in (7) have to be refined to accunt for the lack of further positive
correlation after a demand reaches zero. See the discussionin the paragraph following the one containing (7).
We present the detailed derivation of the general demand function in Appendix A. For a given price vector
p = (p1, p2, . . . , pn), wherepi = psi + p
c










+ (n− k∗)βT (k∗ + 1), i = 1, . . . , k∗








, k = 1, 2, . . . , n,
andk∗ is the smallest index amongk = 0, 1, . . . , n for which
pi < T (i), i = 1, . . . , k
pk+1 ≥ T (k + 1).
In the study of problems with linear demand functions of the form (7), the analysis is usually restricted to
the price vectors that results in positive demand from each player. To the best of our knowledge, the above
demand function that completely characterizes the demandsfor any price vector is new. The considerations that
lead to this demand function are given in Appendix A. This generalization is an another modest contribution
of this paper.
To get more insight into the general demand function we summarize the demands for the case of two CPs.
In Figure 4 we plot all the possible demands as a function of internaut prices (p = (p1, p2)). As shown, we
can divide the set of prices into four regions. A descriptionof the regions is given below.
(i) Denote the vector of net prices byp = (p1, p2). If it lies in the interior of the region bounded by lines
AO andBO, denoted as Region1, demands for contents from both the CPs are strictly positive.
(ii) In the rectangular region enclosed between linesOC and OD, denoted as Region2, the demands for
contents from both CPs are zero.
(iii) In the region enclosed between the linesAO andOC, denoted as Region3, demand of CP 1 content is zero
and that of CP2 content is positive. Any pointp that lies on the lineAO is such thatp1 = (D0+βp2)/α
with p2 < D0/(α− β).
(iv) In the region enclosed between the linesBO andOD, denoted as Region4, demand of CP2 content is
zero and that of CP1 is positive. Any pointp that lies on lineBO is such thatp2 = (D0 + βp1)/α with
p1 < D0/(α− β).
15Simple calculations show that the Hessian matrix is−2An. To see that it is negative semidefinite, observe that−2An = −2α× [(1−
ρ)In + ρJn] whereρ = −β/α. The matrix(1− ρ)In + ρJn has1− ρ as an eigenvalue repeatedn− 1 times and1 + ρ(n− 1) once,
and is therefore positive semidefinite by our assumption (10). (It is positive definite if there is strict inequality in (10)). Consequently, the
Hessian−2An is negative semidefinite, andUISP is a concave function ofps.






























Fig. 4. Characterization of the demand region. (Scales of abscissa and ordinate are different).
C. Timing of actions
The timing of actions for the games are as follows. For theex ante regulation game:
(i) The regulator sets the side payment from each CP to the ISP, separately and simultaneously. This can be
positive or negative. In deciding the amount paid by CPi, the regulator shall bring only that revenue into
consideration which is generated by internauts connected to CP i.
(ii) All the CPs choose their pricepci . The ISP chooses the vectorp
s. All these actions are taken simultaneously.
(iii) The internauts react to the prices and set their demands as per the discussion in the previous subsection.
For theex post regulation game:
(i) The CPs and the ISP set their respective access pricespci andp
s simultaneously.
(ii) The internauts react to the prices and set their demands.
(iii) The regulator sets the paymentpdi from the CPi to the ISP. This can be positive or negative. Yet again,
the regulator shall be able to bring only that revenue into consideration which is generated by internauts
connected to CPi.
The case whenβ = 0 is easily handled in either scenario. The actions of the various CPs (prices) do not
influence each other. Though the ISP’s utility is the sum overall evenues accrued from access to each CP, in
setting thepdi the regulator takes into account only the revenue generatedby accesses to content of CPi. The
ISP’s utility is thus separable, and the problem separates into n single-CP single-ISP problems. The results of
Theorems 1 and 2 then apply. We shall henceforth assume thatβ > 0.
D. Ex ante regulation
Here, we characterize only those equilibrium prices that result in strictly positive demands for content from
all the CPs. It is however possible that there are equilibriawith some demands being zero. Using the general
demand function (11), we characterize all such equilibria in Sections A-A and A-B of Appendix A.
Recall the definition of the matrixAn and the vectorEn, given after (8). The matrixAn has diagonal entries
α and off-diagonal entries−β. En is then× 1 vector of all 1s.
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Theorem 3: Assumeα > (n − 1)β > 0 and consider theex ante regulation game. Among profiles with
strictly positive demand, a strictly positive pure strategy Nash equilibrium exists if and only if the matrix
(An+2αIn)
−1[D0En+Anp
a] is made of strictly positive entries. When this condition holds, the pure strategy
Nash equilibria have the following properties.
• The uniqueness is up to a free choice of the vectorpd.
• At equilibrium, for eachi, there exist constantsgi andhi that depend only onpa, D0, α, β such that
psi = gi − p
d
i
pci = hi + p
d
i .
• For each CPi, the net internaut payment per unit demand is unique and is given by psi + p
c
i = gi + hi.
Any paymentpdi paid by CPi is collected from the internauts, and this in turn is returned to the internauts
by the ISP.
• The demand vector is unique and does not depend onpd.
• The revenues per unit demand, and therefore the total revenus collected by the CPs and the ISP, does not
depend onpd.
The recipe for the proof is identical to that of Theorem 2, only with some matrix algebra. See Appendix D.
Remarks: 1) Yet again, as in point (4) in page 6, we notice that the actual choice ofpd does not affect the
net cost per unit demand to the internauts; neither does it affect the equilibrium demand. It merely affects the
way in which the payment by the internauts is split between CPi and the ISP. The mere fact that the regulator
fixed somepd (underex ante regulation) suffices to get an equilibrium more favorable than the case whenpd
is under the control of one of the players and is jointly set with that player’s access price (as in point (3) of
implications in page 6).
2) For concreteness, we give specific results for the case when n = 2; see (60) in Appendix D. Letτ = β/α.
The negative definiteness condition is thenτ < 1, and thusτ ∈ (0, 1). The equilibrium prices turn out to be










3α(1− τ)(1 − τ/3)
E2, (12)












An interesting observation from (12) is that whenτ . 1, any increase in CP 2 price causes a reduction in
demand for that content, but results in nearly similar in magnitude increase in demand for content 1, and vice-
versa. The ISP resources thus remain nearly fully utilized which encourages the ISP to charge a high price, as
evidenced by the appearance of1− τ in one of the denominators forps. The price charged by the CP in (13)
remains bounded.
E. Ex post regulation
As done previously, the ISP and the CPs will choose their respective prices knowing that the revenue they
earn will depend on the side payment set by the regulator. We shall present our results forn = 2, due to
combinatorial complexity reasons.
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i , the revenue coming from internauts accessing
content from CPi, in the proportionγi and 1 − γi. One immediate observation is that at equilibrium, this
revenue should be nonnegative if demand is strictly positive because otherwise CPi can raise price and force
demand to be zero, change his loss to zero, and strictly improve. Another observation is that all utilities and the
constraints depend onpsi andp
c




i . While this sum is bounded if the demand vector
is to be strictly positive, neitherpsi nor p
c
i need be bounded, and so the action sets for each of the agents is
unbounded. We shall present our main result for theex post regulation game forn = 2 and under a condition





γi i = j,
−(β/(2α)) (γi + γj) i 6= j,
(14)
is positive definite. This condition arises to keep the utility of the ISP a concave function ofps in Region 1 of
Figure 4.
Proposition 1: Let τ = β/α andn = 2. ThenH is positive definite if and only if
√
max {γ1/γ2, γ2/γ1} ≤ (1 +
√
1− τ2)/τ. (15)
Under this condition, the Hessian ofUISP in Region 1, given by−2αH , is negative definite, and soUISP is a
concave function of(ps1, p
s
2) in Region 1.
Proof: H is a2×2 matrix and the statement is straightforward to verify by direct evaluation of eigenvalues
and requiring that they be positive. The expression forUISP immediately yields that the Hessian is−2αH . We
omit the details.
This condition (15) holds, for example, when theγi’s are equal andα > β.
Our main result of this section is the following mixed bag. Recall that the caseβ = 0 was already considered
and disposed; so we shall consider onlyβ > 0.
Theorem 4: Considern = 2. Let the matrixH given by (14) be positive definite. Also letα > β > 0.
Without loss of generality, assumepa1 ≥ p
a
2 . For theex post regulation game, the following hold.
• If pa1 is large enough so that
pa1 ≥ (2α/β)p
a
2 + (2α/β − 1)D0, (16)
then there exists a pure strategy Nash equilibrium16 with d1 > 0 andd2 = 0. Such an equilibrium satisfies
all the properties of a single-CP and single-ISP equilibrium given in Theorem 2 withD0 andα replaced
by D′0 = D0(α+ β)/α andα
′ = (α2 − β2)/α. There is no other pure strategy Nash equilibrium.
• If (16) does not hold, there exists no pure strategy Nash equilibri m.
See Appendix E for a proof.
Remarks: 1) Thus even thoughex post regulation in the single-CP single-ISP case always gave a unique
Nash equilibrium with the desirable strictly positive demand, the desirable feature disappears when there are
multiple CPs,α > β > 0, andpa1 is not high enough to satisfy (16). In particular, whenp
a
i are equal, there is
no equilibrium in theex post regulation game.Ex ante regulation continues to yield a unique Nash equilibrium
among those profiles with strictly positive demand vectors.
16This result corrects an error in [29, Th. 4] where the equilibrium under (16) was missed.
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2) When there is indeed anex post regulation equilibrium, under (16), CP 2 is shut out by CP 1. Apowerful
CP with a high advertising rate could exclude smaller CPs from the market.
3) Based on the above remarks and point (4) in page 6,x ante regulation may be preferred overx post
regulation in multiple-CP settings.
IV. EXCLUSIVE CONTRACT
In this section we study thex ante regulation game in a setting where one of the CPs (say CP 1) enters i to
an exclusive contract with the ISP17. We do not consider thex post regulation game in this section because
ex ante regulation seems preferable toex post regulation, as remarked in the previous section.
We refer to the pair of ISP and the colluding CP 1 as thecolluding pair and denote itISP. They make a joint
decision on the pricesp1 = ps1 + p
c
1 charged to the internauts of class 1. We denote the sum of their utilities
as UISP. The objective of the colluding pair is to maximize their joint revenue. How they share it between
themselves shall not concern us here.





















































































2, . . . , p
s
n) for a givenp
a := (pa1 , p
a
2 , . . . , p
a
n)
andpd := (pd2, p
d
3, . . . , p
d
n), and for eachi = 2, 3, . . . , n, UCP,i is a concave function ofp
c
i . Indeed, the Hessian
of UISP is −2An which is negative semidefinite (negative definite whenα > (n− 1)β).
We now establish the existence of equilibrium prices and stuy its properties.
Theorem 5: Let α > (n − 1)β. In the ex ante regulation game with collusion, there is a unique Nash
equilibrium with the following properties.
• The equilibrium is unique up to a free choice ofpd,










and for i = 2, 3, . . . , n, the equilibrium prices are




i = hi + p
d
i , (18)
where the constantsgi andhi depend only onpa, D0, α, andβ.
• The demand vector, the revenue per unit demand, and thereforthe total revenues collected byISP and
the other CPs do not depend onpd.
See Appendix F for a proof.
17The same situation also arises when the ISP itself is also a provider of content.
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Remarks: 1) From (17), the equilibrium price charged by the colluding pair depends on only its advertisement
revenues and is independent of other price quantities. The mor the number of CPs, the higher the price charged
by the colluding pair on internauts of class 1.
2) As before,pd has no influence on the price rates seen by the internauts.
A. Price of Collusion
Is collusion beneficial to the colluding pair? How does it affect the noncolluding CPs? We specialize Theorem
5 to case of two CPs, exploit the tractability of our model, and provide some explicit answers.




























































































independent ofpd2 as we had observed earlier.


























3α(1− τ)(1 − τ/3)
E2. (21)
[30] proposed two performance measures: the individual single collusion price (ISCP) and single collusion
externality price (SCEP). When there is only one coalition,the ISCP is defined as the ratio of the total utilities
of the colluding players before and after collusion. The SCEP is defined as the ratio of the total utilities of the
noncolluding players before and after collusion. Let(ps, pc) and (ps, pc) denote the equilibrium prices under
no collusion and under collusion, respectively. Then
ISCP = [UISP(p
s, pc) + UCP,1(p
s, pc)] /UISP(p
s, pc), (22)
SCEP = UCP,2(ps, pc)/UCP,2(ps, pc). (23)
Substitution of (20) and (21) in (22) and (23) provides a wealth of information:








When (24) holds, collusion between the ISP and CP 1 results ina loss in revenue for CP 2.
2) Under (24), both classes of internauts pay lower prices. But the demand for CP 2 content is lower.
3) For a specific choice of parameters, see Figure 5 for a plot of ISCP and SCEP versus the advertisement
revenue parameter for CP 2. The colluding pair benefits exactly when the noncolluding CP has lower
revenue.
4) The colluding pair does not always benefit, for e.g., when (24) is violated. For the same phenomenon in
a load balancing problem, see [30].
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Fig. 5. Individual Single collusion price for ISP
V. D ISCUSSION
In this paper, we studied a model of a nonneutral network withoff-network pricing and investigated mech-
anisms for regulating the payments between the ISP and the CPs. Our main observation is that a mild form of
regulation can bring benefits to all players. We proposed twomechanisms based on a weighted proportional
sharing criterion to regulate the side payments between theISP and the CPs. In thex ante regulation game,
where the regulator decides the side payment before the access prices are set competitively, the internauts do
not get affected by the actual regulated prices between the ISP and the CPs. In particular, when the access
prices result in positive demand, the equilibrium demand anthe access prices are the same as in the case of
the no off-network pricing (whenpd = 0). From the internauts’ perspective, the mere presence of a regulator
who regulates side payments in theex ante regulation game makes the internauts indifferent to the neutral and
the nonneutral regimes. In theex post regulation game, where the regulator sets the side paymentsafter the
prices are set competitively, price competition can resultin zero demand equilibria when there are multiple
CPs. All these observations appear to tilt the balance in favor of ex ante regulation, though in the single-CP
single-ISP setting it leads to higher prices.
In the nonneutral regime vertical monopolies can be formed.We considered a simple case of vertical monopoly
where CP 1 colludes with the ISP. Such a collusion is beneficial to the CP only if its advertising revenues are
higher than a certain threshold.
To keep our analysis tractable, we have used linear demand functions that are popular in the inventory
management literature. The biggest benefit of using linear dmand function is that it is tractable, as evidenced
by the obtained expressions in this paper. It is naturally ofinterest to see the extent to which more nuanced
demand functions may change the qualitative conclusions obtained in our paper.
REFERENCES
[1] R. Hahn and S. Wallsten, “The economics of net neutrality,” Economists’ Voice, The Berkeley Electronic Press, vol. 3, no. 6, pp. 1–7,
Jun. 2006.
[2] U. S. Federal Communications Commission, “In the matterof inquiry concerning high-speed access to the Internet over cable and
other facilities,” NRPM, 2002.
[3] J. M. Peha, W. H. Lehir, and S. Wilkie, “The state of the debat of network neutrality,”International Journal of Communication,
vol. 1, pp. 709–716, 2007.
[4] C. J. Tatel, “Comcast corp. v. fcc,” 600 F.3d 642, Apr. 2010, united States Court of Appeals, District of Columbia Circuit.
November 26, 2014 DRAFT
21
[5] “FCC statement on Comcast v. FCC decision,” FCC Advisory, Apr. 2010.
[6] N. Economides and J. Tag, “Network neutrality on the Inter et: A two-sided market analysis,”Information Economics and Policy
(Elsevier Journal), vol. 24, pp. 91–104, 2012.
[7] J. Musacchio, G. Schwartz, and J. Walrand, “A two-sided market analysis of provider investment incentives with an application to
the net-neutrality issue,”Review of Network Economics, vol. 8, no. 1, pp. 22–39, Mar. 2009.
[8] P. Njoroge, A. Ozdagler, N. Stier-Moses, and G. Weintraub, “Investment in two-sided markets and the net-neutralitydebate,” Columbia
Business School, Decision, Risk, and Operations Working Papers Series DRO-2010-05, Jul. 2010.
[9] H. E. Hermalin and M. L. Katz, “The economics of product-line restrictions with an application to the network neutrality debate,”
Information Economics and Policy, vol. 19, no. 2, Jun. 2007.
[10] H. K. Cheng, S. Bandyopadhyay, and H. Guo, “The debate onnet neutrality: A policy perspective,”Information Systems Research,
Jun. 2008.
[11] J. Kramer and L. Wiewiorra, “Network neutrality and congestion sensitive content providers: Implications for servic innovation,
broadband investment and regulation,”MPRA Paper No. 27003, 2009.
[12] J. P. Choi and B. C. Kim, “Net neutrality and investment icentives,”RAND Journal of Economics, vol. 41, no. 3, Mar. 2010.
[13] T. Wu, “Network neutrality, broadband discrimination,” Journal of Telecommunications and High-Technology Law, vol. 3, no. 1, pp.
141–176, 2003.
[14] ——, “The broadband debate, a user’s guide,”Journal of Telecommunications and High-Technology Law, vol. 3, pp. 69–96, 2004.
[15] C. Canon, “Regulation effects on investment decisionsin two-sided market industries: The net neutrality debate,” Working Paper,
2009.
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APPENDIX A
DERIVATION OF GENERAL DEMAND FUNCTION
With a suitable reindexing, we may assume that the vectorp = ps + pc has components in the increasing
order, i.e.,p1 ≤ p2 ≤ . . . ≤ pn, wherepi = psi + p
c
i . For brevity, we shall abuse notation and refer todi(p
s, pc)
as di(p). Common sense suggests that if demand for CPi content is zero, then demand for CPj content
for a j ≥ i must also be zero since its price is higher. It will be illuminati g to study the evolution of the
demand function as the price vector increases from the all-zero vector top via min{xEn, p}, wherex is a
scalar parameter that increases from 0 to+∞ and themin operation is taken component-wise.
For x ∈ [0, p1], we havemin{xEn, p} = xEn; all internauts are charged the same (net) price ofx per unit










=: T (1). (25)
If (25) does not hold, the demand for the cheapest content is zero, and our common sense conclusion suggests
that all other demands are also zero. If (25) holds, then atx = p1, demand for CP 1 is strictly positive. For
x ∈ [0, p1), the demandd1 for content from CP 1 decreased withx. But further increase inx leaves the price
for CP 1 content unchanged atp1, and our observations about positive correlation with respect to others’ prices
indicates thatd1 must now begin to linearly increase withx for x > p1. This is illustrated in Figure 6. Thus
for x ∈ [p1, p2], we see
d1 = D0 − αp1 + (n− 1)βx, for CP 1
di = D0 − (α− (n− 2)β)x + βp1, for CP i ≥ 2. (26)




=: T (2). (27)
When (27) holds,d1 is linear inx with positive slope(n− 1)β for x up to p2, and all otherdi are linear and
decreasing inx with negative slope−(α − (n − 2)β). Again see Figure 6. If (27) does not hold,i = 0 for
i ≥ 2, but d1 is set up to the valueD0 −αp1 +(n− 1)βx∗ wherex∗ = T (2). All demands are thus set in this
latter case. If (27) holds, the former case, then one proceeds further in a similar fashion untilx∗ = pn and all
demands are set, or untilx∗ ∈ (pk∗ , pk∗+1] for somek∗, when demandsdj = 0 for all j ≥ k∗, and demands






, k = 1, 2, . . . , n. (28)
Let k∗ be the smallest index amongk = 0, 1, . . . , n for which
pi < T (i), i = 1, . . . , k
pk+1 ≥ T (k + 1). (29)
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Fig. 6. Demand functions. Abscissa is the parameterx.
To further clarify (29), ifp1 ≥ T (1) then k∗ = 0; if pi < T (i) for i = 1, . . . , n, thenk∗ = n. In all other
cases, the definition in (29) is unambiguous. Straightforward manipulations show that
T (k) > T (k + 1) if and only if pk < T (k), k = 1, . . . , n− 1.
It follows from the definition ofk∗ that
T (1) > T (2) > . . . > T (k∗) > T (k∗ + 1) ≤ T (k∗ + 2), (30)
where the last two inequalities hold if the corresponding indices are between 1 andn. Let us now get back to





pj + β(n− k
∗ − 1)x∗ = 0;





D0 − αpi + β
∑
j<k∗+1,j 6=i pj + (n− k
∗)βT (k∗ + 1), i = 1, . . . , k∗
0, i > k∗.
(31)
This describes the behavior of the internauts for any given price vectorp = ps + pc and models the positive
correlation of demand with other internauts’ prices. Figure 6 depicts the procedure outlined above to evaluate
the demands when there aren = 3 CPs. The other parameters areD0 = 100, α = 10, β = 2, and the price
vectorp = (5, 10, 20). The slope of demand functions in different intervals are also marked. Herek∗ = 2. The
demand of each CP is obtained by noting the respective value of their demand curve atx∗ = T (3).
A. Equilibria with all demands being zero
We now study the case of equilibria with all demands being zero. Obviously (25) must not hold; additional
conditions are also needed.
Theorem 6: A price vector(ps, pc) is an equilibrium with all demands being zero if and only if the following










+ pdi . (33)
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Proof: See Appendix B.
Remarks: 1) Equations (33) and (32) are the same as saying that revenus per unit demand due to CPi
content, to CPi and to the ISP, are at least
D0
α− (n− 1)β
+ pai = T (1) + p
a
i ,
and this holds for eachi. In such a case, all the CPs and the ISP are charging too high a price resulting in a
deadlock equilibrium with all demands zero.
2) Whenn = 1, (32) and (33) reduce to (3) and (4), as they should.
B. Equilibria with mixed demands with n = 2
In order to avoid combinatorial complexities, and for ease of xposition, we focus on the case whenn = 2
and now characterize all equilibria where demand for one content is strictly positive and demand for the other
is zero.



































whereD′0 = D0(α+ β)/α andα
′ = (α2 − β2)/α.






2) is an equilibrium withd2 > 0 and d1 = 0 if and only if the same
conditions as above hold with indices 1 and 2 interchanged.
Proof: See Appendix C.
Remarks: 1) Region 1 equilibria are characterized in Theorem 3. Region 2 equilibria are characterized in
Theorem 6. Equilibria in Regions 3 and 4 are characterized inTheorem 7. We have therefore characterized all
equilibria in then = 2 case.
2) Conditions (34) and (35) together constitute an equilibrium in case of a single CP withD0 andα replaced
by D′0 andα
′, respectively.
3) Conditions (36) and (37) may be interpreted as
rISP,2 ≥ T (2) + p
a
2 andp2 ≥ T (2)
whererISP,2 = ps2 + p
d
2 is the revenue to the ISP from CP 2 content.
APPENDIX B
PROOF OFTHEOREM 6
We first prove the necessity of these conditions. Let(ps, pc) be an equilibrium with all demands being zero;
it must be the case that (25) is violated, and so
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CP i should not be able to reduce his price, increase demanddi to a strictly positive value, and derive a strictly
positive utility. It must therefore be the case that even theleast reduced priceqci that keeps the demanddi on












i ≤ 0, (39)
a negative revenue per unit demand for CPi. Substitution of (38) in (39) yields necessity of (32).





















i = ε > 0, i.e., the ISP revenue from CPi content isε > 0. Also set all otherp
s
j for
j 6= i to high values so that demand for these other contents is zero. D manddi for CP i content is however
strictly positive because, by usingε = qsi + p
d






























Thus (25) holds, and sodi > 0. (All other demands are zero). The ISP now has a strictly positive utility, and
the profile cannot be a Nash equilibrium. By contraposition,necessity of (33) is established.
We now argue sufficiency of (32) and (33). Take a profile that satisfies these conditions. A glance at the
proof of necessity of (32) indicates that there is no deviation for CPi to derive a positive utility. To see that
there is no deviation for the ISP that will yield a positive revenue, letqs be any vector of ISP prices. Without
loss of generality, reorder the pricesqi = qsi + p
c
i , i = 1, 2, . . . , n, so thatq1 ≤ q2 ≤ . . . ≤ qn. If ISP revenue
for contentj were strictly positive, then

















= T (1) (42)
for any suchj with strictly positive ISP revenue for contentj. (T (1) is defined in (25)). However, from (30)
and (29), any index with strictly positive demand satisfiesqi < T (i) ≤ T (1). Comparing this with (42), we
deduce that indices with strictly positive demand have nonpositive revenue per unit demand. The ISP revenue
is therefore nonpositive, and there is no deviation that will yield a better revenue. This proves sufficiency of
the stated conditions, and the characterization of all Nashequilibria with all demands being zero is complete.




We shall prove only (a). Proof of (b) is similar and is omitted.






2) be an equilibrium withd1 > 0 and
















Necessity of (37) is immediate from (43).
We next prove the necessity of (36). Sinced2 = 0, the current utility for CP 2 is zero. No unilateral deviation
of CP 2 should yield him a strictly positive utility. For a stric ly positive utility, he must reduce his price to
make the demand for his content strictly positive. But even the least reduction in his price that puts the demand




2 = (D0+βp1)/α should already yield




2 ≤ 0. Substitution of the former equality in the latter inequality
yields (36) as a necessary condition.
We now consider deviations of the ISP. We first observe that ISP’s utility must be nonnegative. Next, given











without affecting the demand1 and keeping the demandd2 = 0. His revenue does not change, and the price
profile (p1, q2) is now on the line BO in Figure 4. The ISP’s utility is thus
UISP(p1, p2) = UISP(p1, q2)


















Let us now consider infinitesimal deviations either into Region 1 or along the line BO, and prove necessity of
(34) and (35). The ISP can clearly changeps1 andq
s
2 simultaneously to place the price vector in a neighborhood
of (p1, q2) inside Region 1 or on the line BO. Such deviations are given byincrementsu = (u1, u2) that satisfy
u2 ≤ (β/α)u1. SinceUISP(p1, q2) given by (45) is differentiable in this region, and there must be no direction
pointing into Region 1 in whichUISP increases, we must have the dot-product
∇UISP(p1, q2)
T u ≤ 0 ∀u with u2 ≤ (β/α)u1.
It follows that the direction of steepest ascent forUISP at (p1, q2) which is ∇UISP(p1, q2) must be normal to









From (45), and after noting thatrISP,1 := (p1 − pc1 + p
d




2) are the ISP revenues per
unit demand arising from contents of CP 1 and CP 2, respectively, w get
∂UISP
∂q2
= βrISP,1 + d2 − αrISP,2 = βrISP,1 − αrISP,2





= βrISP,2 + d1 − αrISP,1.
Substitution of these in (46) yields that the condition
d1 = α
′rISP,1 (47)
is a necessary condition for direction of increase for the ISP’s utility. We now used1 = D0 − αp1 + βq2, the


















Furthermore, if we can establish the necessity of (35) whichfixes pc1, then (48) implies the necessity of (35)
as well, as can be verified by direct substitution.
We now establish the necessity of (35). Consider first an interior point of Region 4. Small deviation by CP
1 move the point along the abscissa, and if small enough the deviation keeps the resulting point inside the
interior of Region 4. Thend2 continues to be 0 and1 > 0. As a consequence, it follows thatd1 = D′0−α
′p1,
wherep1 = ps1 + p
c
1 and the variation here is inp
c



















It is thus necessary that the first order optimality condition hold, and so
∂UCP,1
∂pc1



















Solving the simultaneous equations (48) and (51), we get thenec ssity of (34) and (35) among interior points
of Region 4.














If pc1 ≥ p
c
1,opt, consider an infinitesimal decrease inp
c
1 which puts the point in the interior of Region 4. The
left partial derivative is
∂−UCP,1
∂pc1
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the right-hand side of (50). We then have the following chainof equalities:
∂−UCP,1
∂pc1






























= (3/2)α′(pc1,opt − p
c
1), (57)










Equation (56) follows because (51) and (48) hold for the pair(pc1,opt, p
s








From (57),pc1 > p
c
1,opt implies that an infinitesimal decrease results in a strict inrease for CP 1. It must
therefore be thatpc1 ≤ p
c
1,opt for the profile under consideration to be an equilibrium.
Whenpc1 ≤ p
c
1,opt, consider an infinitesimal increase inp
c
1 which puts the point in the interior of Region 1,
i.e., bothd1 andd2 become positive. As a consequence, the right-derivative isnow
∂+UCP,1
∂pc1










observe that the difference with (54) is that the second termis ultiplied only byα instead ofα′ as now both
CPs have positive demand upon deviation in Region 1. Following the same steps leading to (57), we now get
∂+UCP,1
∂pc1
= 0− (1/2)α′(pc1,opt − p
c
1) + (α
′ + α)(pc1,opt − p
c
1)
= (α+ α′/2)(pc1,opt − p
c
1)






> 0 yielding a strict increase in CP 1 utility. It follows that wemust havepc1 = p
c
1,opt. This establishes
the necessity of (35), and the proof of necessity is complete.
Next, to address sufficiency of the stated conditions, consider a profile satisfying them. Our necessity argument
for (36) also shows that CP 2 has no deviation yielding him a strictly positive utility. For the ISP, the necessity
argument considered an equivalent point on the line BO, and showed that there are no infinitesimal deviations
around this point that will yield a better utility. But on account of concavity of the utility functions, no other
point in Region 1 (including the boundary AO) will yield a stric ly better utility. Since the boundary AO has
also been considered, and the any point in Region 3 yields himt e same utility as the point on the line AO
with the same ordinate, no point in Region 3 will yield a better utility. Similarly, on account of concavity, CP
1 too as no deviation (infinitesimal or otherwise) that will yeld him a strictly better utility. This concludes the
proof of sufficiency.




Consider a fixedpd. We shall only focus on strategies jointly constrained so that di > 0 for all i. The joint
constraint onps andpc is given by (8), and the demands are given by (7). Let us look atUISP as a function
of ps andUCP,i as a functionpci . We already saw that the former is concave sinceα > (n − 1)β. Inspection
of the expression forUCP,i shows that it is also quadratic and strictly concave inpci . Since we seek equilibria
with strictly positive demand, such equilibria are interior points of, for example in case ofn = 2, Region 1 in
Figure 4. It is therefore necessary that first order optimality conditions hold for such equilibria. So, setting the







































for each k. We next write these2n equations in matrix notation. For this purpose recall that the matrix
An = (α + β)In − βJn, where all diagonal elements areα and all off-diagonal elements are−β, and define
Bn = (α + β/2)In − (β/2)Jn, where all diagonal elements areα and all off-diagonal elements are−β/2.

























where© denotes a block of zeros of appropriate dimensions. The matricesAn andBn commute because both




n) = det(An(An + 2αIn))
= det(An) det(An + 2αIn)
= (α+ β)n−1(α− (n− 1)β)(3α+ β)n−1(3α− (n− 1)β)
> 0.
This follows because the eigenvalues of the matrix
M(ρ) = (1 − ρ)In + ρJn
are1− ρ repeatedn− 1 times and1 + (n− 1)ρ occurring once. The matricesAn andAn + 2αIn are scaled
versions ofM(ρ) with appropriate choices forρ. Thus the matrix on the left side of (59) is invertible. From the
fact thatAn andBn commute, the fact that4AnBn −A2n = An(An + 2αIn), and the formula for the inverse
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where the symbol “◦” implies that the matrix before it left-multiplies all the elements of the bigger matrix









−In α(An + 2αIn)
−1


















Let us now verify that the revenues to each of CPs and the ISP are nonnegative. First we handle the ISP.
Observe that the components ofps + pd constitute revenues from each family of internauts. From (60) we
gather that
ps + pd = α(An + 2αIn)
−1pa + αD0(An + 2αIn)
−1A−1n En
= αA−1n (An + 2αIn)
−1(Anp
a +D0En). (61)
Next, consider the CPs. Again from (60) we gather that
pc − pd + pa = (In − 2α(An + 2αIn)
−1)pa +D0(An + 2αIn)
−1En
= (An + 2αIn)
−1(Anp
a +D0En). (62)
From (60), it also follows that
ps + pc = (An + 2αIn)
−1(−αpa +D0(In + αA
−1
n )En)
so that the demand vectord = D0En −An(ps + pc) can be written (after observing that all involved matrices
commute) as
d = α(An + 2αIn)
−1(Anp
a +D0En). (63)






a +D0En) > 0 (65)
is then clear from (62) and (63). Indeed, if any component on the left-hand side of (65) is nonpositive, the
corresponding CP derives a nonpositive revenue per unit demand, and the demand for this CP’s content truncates
to 0. Such a point is either not an equilibrium, or if so, not all demands are strictly positive.
Sufficiency of (65) is obtained as follows. If (65) holds, then (62), (63), and (64) yield a point with strictly
positive revenue for all agents and strictly positive demand. I deed, from (62), revenue per unit demand is
strictly positive for all CPs; from (63), all demands are strictly positive and consequently, all CPs’ utilities
are strictly positive; from (64) and the fact thatA−1n has strictly positive eigenvalues, the ISP revenue is also
positive. Furthermore, this point satisfies first-order optimality conditions. Given the concavity of the utility
functions, it is a Nash equilibrium.
We have thus established that (65) is necessary and sufficient for a pure strategy Nash equilibrium to exist.
When this holds, the pure strategy Nash equilibria are such that (61)-(64) hold, for a givenpd.
Let us now bring the relative weights into the picture. Sinceth choice ofpd does not affect the demands
di(p
s + pd) as in (63), and the collections per unit demand by each of the CPs and the ISP are as in (62) and
(61), respectively, the optimal solutionpd to the sharing problem can be taken as any vector.
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It then follows that the unique demand is given by (63) which establishes the fourth item. The form of the




i = hi + p
d
i which verifies the second and the
third items. Notice thatpd can be any vector, and so the solution is unique up to a free choice of pd, and the
statement of the first item is verified. The last item follows from the observation that the demand vector, the




The system has two CPs,n = 2. Whenβ = 0, the problem separates into two smaller problems each with
one CP and one ISP, and Theorem 2 applies. We now assumeα > β > 0. It will be useful to recall Figure 4
which has four regions.
1. We now argue there are no pure strategy equilibria in Region 2. This is the region with both demands
zero. Let the ISP pricesps1, p
s














2 ≥ D0/(α− β).
Consider the point O in Figure 4 given by(D0/(α − β), D0/(α − β)). ISP can bring down both his prices
to move the price point to O, and demand and revenue collectedremain zero. Now consider further deviation
along the line BO. To realise this, ISP reduces both prices sothat the net price denoted(q1, q2) satisfies the
equationq2 = (D0 + βq1)/α. Along this lined1 = D′0 − α
′q1 > 0 andd2 = 0, whereD′0 andα
′ are given in
the statement of the theorem. But this puts us in a single-CP single-ISP case. By the last part of the proof of
Theorem 2, we see that the ISP has a deviation that yields a strictly positive revenue for itself. So no point in
Region 2 can be a pure strategy equilibrium.
2. We now argue that no point in the interior of Region 1 can be an quilibrium. Let the prices be such that
the total prices on the internauts is(p1, p2), a point in Region 1. In this case
d1(p1, p2) = D0 − αp1 + βp2 > 0
d2(p1, p2) = D0 − αp2 + βp1 > 0. (66)
Clearly, the net revenue coming from internautsi i pi + pai , and so
UISP = d1(p1, p2)γ1(p1 + p
a
1) + d2(p1, p2)γ2(p2 + p
a
2)
UCP,i = di(p1, p2)(1 − γi)(pi + p
a
i ), i = 1, 2.
Since the utilities depend onpsi andp
c
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may be obtained by considering partial derivatives with respect topi. These are (in Region 1)
∂UCP,i
∂pi
= (1− γi)(di(p1, p2)− α(pi + p
a
i )), i = 1, 2
∂UISP
∂p1
= γ1(d1(p1, p2)− α(p1 + p
a













= γ2(d2(p1, p2)− α(p2 + p
a








+ γ1β(p1 + p
a
1).
(In passing, we note that from here, it is but a short step to verify that the Hessian forUISP with respect to
(ps1, p
s
2) is −2αH). The first order necessary conditions imply that the above partial derivatives are zero, and
we immediately deduce thatpi + pai = 0 for both i = 1, 2, i.e., the revenue for each CP’s content is zero.
Substitution of these in
∂UCPi
∂pi
= 0 above yieldsdi = 0 for both i = 1, 2. But this is contrary to the assumption
that the point is on the interior of Region 1. So no point in theint rior of Region 1 can be an equilibrium.
3. Let us now consider a candidate equilibrium in Region 4, with p1 < D0/(α−β) andp2 ≥ (D0+βp1)/α.
Let us consider deviations by the ISP. First, he may reduceps2 to q
s
2 so thatp2 reduces toq2 = (D0+βp1)/α
so that the resulting point(p1, q2) is on the line BO, andd2 is on the threshold of positivity, but revenue of
CP 1, revenue of CP 2 (which is zero), and revenue of the ISP still remain unaffected. ISP can now consider
deviations from(p1, q2) along the line BO or into Region 1, i.e., along the vector(u1, u2) whereu2 ≤ (β/α)u1.
For such deviations to be fruitless,∇UISP(p1, q2) must point into Region 4, and must in particular be normal
to the line BO, and so (46) should hold, which in the present case yields
γ2d2(p1, q2)− αγ2(p2 + p
a
2) + γ1β(p1 + p
a
1)
= − (α/β)(γ1d1(p1, q2)− αγ1(p1 + p
a
1) + γ2β(p2 + p
a
2)).
After cancelations and after using the fact thatd2(p1, q2) = 0, the above equality simplifies to
p1 + p
a




= (D′0 − α
′p1)/α
′,






the solution for the single-CP and single-ISP case. It is easily verified that the net revenue isp1 + pa1 =
(D′0 + α
′pa1)/(2α
′) > 0 and further, from (67),







as in the single-CP and single-ISP case.
Let us next consider local deviations by CP 1 who can increaseor decreasepc1 and therefore perturbp1.
From the above argument,p1 must satisfy (68). If(p1, p2) is an interior point of Region 4, any deviation by
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CP 1 effectively moves the point(p1, q2), a point that is effectively equivalent to the original(p1, p2), along





















where the last equality comes from (67). Thus, when(p1, p2) is an interior point of Region 4, CP 1 does not
benefit from a local deviation. When(p1, p2) is on the line BO, it is just(p1, q2). A decrease inp1 moves the
point to the interior of Region 4, and the equivalent point moves lower and left along the line BO. Then the
argument leading to (69) holds for the left partial derivatie ∂
−
∂p1
UCP,1, and decrease inpc1 does not yield a gain.













((D0 − αp1 + βq2)(p1 + p
a
1)(1 − γ1))
= (d1(p1, q2)− α(p1 + p
a
1))(1 − γ1)
= (d1(p1, q2)− α
′(p1 + p
a
1))(1− γ1) + (α
′ − α)(p1 + p
a
1)(1 − γ1)




where the penultimate equality follows because of (67), andthe last inequality follows becauseα′ < α, but the
other two factors are strictly positive. But this implies aninfinitesimal increase inpc1 yields a strict decrease in
his utility. There are thus no utility increasing infinitesimal deviations for CP 1.
Lastly, we consider infinitesimal deviations by CP 2. Ifp2 > q2, then CP 2 can bring down his price so that
p2 reduces toq2 without a change in his revenue or without a change in demand for his content. Any further
decrease moves the operating point into the interior of Region 1, and rendersd2 strictly positive. For such a
deviation to be fruitless, the revenue for CP 2 at the operating point(p1, q2) should be nonpositive, i.e.,






Substitution of (68) and rearrangement yields (16) as a necessary condition for equilibrium. If (16) does not
hold, there is no pure strategy Nash equilibrium in Region 4.
4. Consider points in Region 3. An argument analogous to above yields that an analogue of (16), with indices
1 and 2 interchanged, is a necessary condition. But aspa1 ≥ p
a
2, such a condition cannot hold, and there is no
pure strategy Nash equilibrium in Region 3
It is thus clear that if (16) does not hold, there exists no pure st ategy Nash equilibrium. This proves the
second statement. If (16) does hold, we saw above that the only possible equilibria, if any, are in Region 4
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with p1 as in (68), andp2 ≥ (D0 + βp1)/α. From the first order conditions, no infinitesimal deviationyields
a better revenue for any of the agents. From the facts that
• UISP is concave in Region 1 by the assumption thatH is positive definite,
• UCP,1 andUCP,2 are strictly concave in Region 1,
• they extend continuously to the boundaries AO and BO from Region 1,
• for each point in Region 4, the utilities are determined by the utilities on an equivalent point on the line
BO, and similarly,
• for each point in Region 3, the utilities are determined by the utilities on an equivalent point on the line
AO, and finally,
• the utilities earned in Region 2 are zero,
it follows that no deviation, infinitesimal or otherwise, will yield a better revenue for any of the agents. So
p1 given in (68) andp2 ≥ (D0 + βp1)/α characterize the pure strategy Nash equilibrium. This concludes the
proof of the theorem.
APPENDIX F
PROOF OFTHEOREM 5
Recall our argument thatUISP is a concave function inp
s = (p1, p
s
2, . . . , p
s
n), and for eachk = 2, . . . , n, UCP,k
is concave inpck. Then, the equilibrium prices must satisfy the following first order optimality conditions:
∂UISP
∂p1












and fork = 2, 3, . . . , n,
∂UISP
∂psk


































Let pc = (pc2, p
c
3, . . . , p
c
n) denote the CP price vector. The above set of2n − 1 equations can be compactly

























where bT and cT are row vectors of size1 × (2n − 2) given by bT = [2βETn−1 βE
T
n−1] and c
T = [0 ·
ETn−1 βE
T
n−1]. a denotes a column vector of size(2n− 2)× 1 given bya
T = [β · ETn−1 0 · E
T
n−1]. C andD
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C−1b µC−1 + C−1bbTC−1

 , (71)
whereµ = (2α − bTC−1b) and C−1 denotes the inverse of matrixC. For the above inverse to exist the
following must hold.
(i) C is invertible and
(ii) bTC−1b 6= 2α.
We next verify these conditions. Invertibility ofC is guaranteed by its definition. Indeed,
det(C) = det(An−1(An−1 + 2αIn−1))
= (α+ β)(n−2)(α− β(n− 2))(3α+ β)(n−2)(3α− β(n− 2)) > 0,
and it can be computed as











































The above relation follows by noting that the sum of elementsi each row of the adjacent matrix ofAn−1
and its determinant are given by(α+ β)n−2 and (α+ β)n−2(α− (n− 2)β), respectively. The left hand side
in (73) is equal to2α only whenα = β andn = 2. But, this contradicts our assumptionα > (n− 1)β. This
completes the proof of existence of equilibrium.
We next compute the equilibrium prices and the corresponding emand. Rearranging (70), equilibrium prices



































whereY = µC−1 + C−1bbTC−1.
November 26, 2014 DRAFT
36
To further simplify the expression for equilibrium prices,we use the relations2bTC−1a = bTC−1b and

























































































whereX = (An−1 + 2αIn−1)−1, and we used notationA := An−1 andE := En−1 for ease of presentation.








Substituting this relation in (74), it is easy to see that equilibrium prices psi and p
c
i depend only onp
d
i all
i = 2, 3, . . . , n. This verifies the claims in second item. Further, using (74), it follows that at equilibrium prices
















−1/2β + (β + α)/βµ
X−1E/2 + (β + α)/µA−1E

 ,





























Note that both equilibrium prices and the corresponding demand do not depend onpd, verifying the claim in
the last item. Also, notice thatpd can be any vector, and so the solution is unique up to a free choice of pd,
and the statement of the first item is verified.
APPENDIX G
DYNAMICS
In this section we constrain prices to remain in Region1 of Figure 4. This yields a coupled constraint which
is a significant difference with respect to the unconstrained model in Section III. For this new setting, we discuss
two dynamic models with multiple content providers. Again,for ease of exposition, we restrict to the case of
two CPs.
A. Continuous dynamics
Let us assume that the players set their prices such that the demand from each CP is nonnegative, i.e., (7) is
greater than or equal to zero for both CPs. This imposes coupled constraints on the set of prices(ps, pc) ∈ R4




s, pc) ≥ 0, d2(p
s, pc) ≥ 0,
ps1 + p
d
















Let R denote the set of prices that satisfy these constraints. It ieasy to verify that the above constraints also























and thus the setR is compact. Furthermore, due to the linearity of the constraints in the prices,R is convex. As
argued in Section III, for any price vectorp = (ps, pc) ∈ R, the mappingsUISP(·, pc), UCP,1(ps, ·, ps2) andUCP,1(p
s, pc1, ·)
are concave functions in the “·” variables.
Given the concave utility functions defined on the coupled constraint setR, we are in the setting ofn-person
concave games studied by Rosen [31]. We can then directly usethe dynamic model proposed by Rosen [31,



























































In the above dynamics it is assumed that a central agent computes u(p) = (u1(p), . . . , u6(p)) as in [31,
eqn. (4.5)] and communicates the values to the players. The above dynamics tend to an equilibrium as is
established next.
Theorem 8: Let α > β. Starting from any pointp ∈ R, the continuous solutionp(t) to the above system of
differential equations remains inR for all t and converges to the unique equilibrium point.
Proof: The first claim follows directly from Rosen’s [31, Th. 7]. To prove the second part, we verify the
so-calleddiagonal strict concavity property of
σ(p) = UISP(p) + UCP,1(p) + UCP,2(p), p ∈ R.
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2 −2τ 1 −τ
−2τ 2 −τ 1
1 −τ 2 −τ










It is easy to see that the eigenvalues of−G(p)/α are
((3τ + 4)±
√
(3τ + 4)2 − 4(τ2 + 4τ + 3))/2
((4 − 3τ)±
√
(4− 3τ)2 − 4(τ2 − 4τ + 3))/2,
and that these eigenvalues are strictly positive forτ ∈ [0, 1). G(p) is therefore negative definite. By [31, Th. 6],
σ(p) is diagonally strictly concave, and by [31, Th. 9], the equilibr um point is globally asymptotically stable
for the system of differential equations; this establishesconvergence.
B. Discrete dynamics
In this subsection we study discrete dynamics motivated by the best response dynamics. We assume the
providers set their price, say, at the beginning of each day,as the best response to prices set by the other
players on the previous day.






2t) denote the price set by the players on dayt. Recalling the concavity properties












































2 = 0. (79)
The ISP controls the price(ps1m, p
s
2m) and sets them so that both (76) and (77) are simultaneously satisfied.
The above conditions straightforwardly result in the following equations:
2αps1m − 2βp
s










































This is a linear mapping that can be compactly written in the matrix form as
pTt+1 = Xp
T
t + Y (80)












0 0 −1 0
0 0 0 −1
−1 τ 0 τ
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An easy guess of the fixed point to the iteration in (80) is
pTopt = (I −X)
−1Y. (81)
Under the assumptions of Theorem 3 for two CPs (n = 2), it can be verified thatpTopt is the solution of that
theorem given in (60). Under the same assumptions, the dynamics converge to that solution, as guaranteed next.
Theorem 9: For τ ∈ [0, 1), the dynamics given in (80) converges to the fixed pointpTopt = (I −X)
−1Y .











2 − 1− τ
2
.
For τ ∈ [0, 1), these eigenvalues are nonzero, of magnitudes strictly smaller than 1, distinct, and henceX is
diagonalizable in the formX = UDU−1, whereD is the diagonal matrix of eigenvalues andU is an invertible












= ||Xt+1(pT0 − p
T
opt)||
= ||(UDU−1)t+1(pT0 − p
T
opt)||
= ||UDt+1U−1(pT0 − p
T
opt)||.
Since the magnitudes of the eigenvalues are strictly less than 1, the error vector converges to 0 exponentially
quickly in the number of iterations.
Remarks: 1) The iterates converge ifτ = β/α < 1. However, to guarantee that the solution is inR, we need
the other necessary and sufficient condition(A+2αIn)−1[D0En+Apa] to be made of strictly positive entries.
2) Even if these hold, the iterates may not remain inR due to the coupled nature of the constraints. Strictly
speaking then, the dynamics is not the best response dynamics. Indeed, withD0 = 200, α = 6, β = 3, pd1 =
10, pd2 = 25, p
a
1 = 45, p
a
2 = 10, it can be see that withp0 = (19, 2, 25, 28) when demand for both contents is
positive, we getp1 = (15.8333, 6.8333,−2.8333, 34.1667) where demand for CP 1 content alone is positive.
Nevertheless, the iterates converge to the unique equilibri m with strictly positive demands.
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