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Introduction
In a tourist town in Italy, a professor of economics, his Belgian wife and their two children are walking. A motorbike with two local boys slowly approaches them; suddenly the guy sitting behind the driver tries to snatch the bag from the wife. The professor shouts -in Italian -to leave the wife's bag. The two boys surprised by his perfect pronunciation ask the professor where he comes from, the professor replies that he is Italian and lives in the town. The two thieves then return the bag to the professor apologising to him and his wife, saying that they mistook them for tourists. 1 In the last decades, tourism-led development has become one of the main goals in the agenda of several countries, mostly small regions, islands and developing countries with high level of tourism-based resources. The reason for this success is that tourism is one of the most dynamic industries in the world: in 1950 international tourist arrivals were about 25 million, in 1980 the number rises to 277 million, to 438 million in 1990, to 684 million in 2000, and to 922 million in 2008 (UNWTO, 2009) . In 2008, tourism represented 6% of the world's overall export of goods and services (about 30% of commercial services), and as "export" it ranks fourth after fuels, chemicals and automotive products (UNWTO, 2009, p.2) . The academic literature finds exogenous and endogenous connections between tourism and GDP growth. Scholars following the export-led growth approach find empirical confirmation of the long term relationship between the two variables (Balaguer and Cantavella-Jordà, 2002 for Spain; Gunduz and Hatemi-J., 2005 for Turkey; Dritsakis, 2004 and Katircioglu, 2009 for Greece; Ivanov and Webster, 2007 for Spain and Greece; Eugenio-Martin, 2004 for Latin American countries; Lee and Chang, 2008 for OECD e NON-OECD countries, de MelloSampayo and de Sousa-Vale, 2010 for European countries). The linkage between tourism and GDP growth is found also by the application of endogenous models (Lanza and Pigliaru 2000; Brau, Lanza and Pigliaru, 2007 , both studies applied to a panel of countries; Soukiazis and Proença, 2008 for Portugal) . While on one side tourism literature finds evidences on the positive role of tourism for economic growth, on the other side, it stresses the potential negative effects of a possible overproduction: in attractive locations, tourists and residents compete for the use of natural amenities along with a long list of public and private services, as a result, an unbalanced number of visitors may generate a switch of the virtuous economic cycle into a vicious one via the generation of many types of negative externalities. Shubert (2009, pp.3-4) (Budowski, 1976; Liu, Sheldon and Var, 1987; Dwyer and Forsyth, 1993; Chao, Hazari and Sgro, 2004; Cushman et al. 2004; Aguilò et al., 2005; Cerina, 2007) or at the change in the residents attitude towards tourism (Akis et al., 1996; Faulkner and Tideswell, 1997; Johnson, 1997, 1999; Haralambopoulos and Pizam, 1996; Figini et al., 2007) . Little attention is given to the possible negative externalities arising from the increase of crime in tourist destinations. Ryan (1990) classifies five types of relationship between tourism and crime in destinations: type one, tourists are incidental victims and tourist presence is not the specific factor attracting crime; type two, crime activity is attracted by the nature of tourist location but the victims are both tourists and residents; type three, crime activity is attracted by the presence of tourists because they are easier victims than residents (the example quoted at the beginning of the section); type four, crime becomes organised to meet certain types of tourist demand, such as, for instance, the demand for illegal goods and services (drugs, prostitution, etc.) ; and finally, type five, tourists and tourist facilities are the specific targets of local terrorist action for political or religious reasons.
Rather than investigating what type of relationship exists between tourism and crime, the present paper aims to determine the presence of any sort of connection between the two activities. Furthermore, it is essential to know which type of crime is mainly encouraged by the presence of tourists and also the social cost attached to this type of negative externality. Moreover, we analyse whether the incentive to criminal activity changes according to the geography of destinations (coastal location, mountain, or city art). The presence of local spillovers is controlled by using spatial econometric tools. The empirical model is applied to a cross-section of Italian provinces (NUTS-III) for the year 2005. This paper is structured as follows. Section 2 presents the literature review; section 3 provides the data description; section 4 illustrates the empirical models; section 5 shows: the overall results (5.1), the results related to the geography of places and the calculation of the social costs associated to a marginal increase of tourists (5.2), and a sub-section dedicated to the robustness check of the models (5.3). Finally, section 6 gives some concluding remarks.
Literature review
The relationship between tourism and crime has been studied from two opposite perspectives: 1. the negative impact of crime on tourist demand and on the economy of destinations; 2. the impact of tourism on crime. The former is included in the literature on the determinants of tourism demand (see Crouch, 1994) . In this context, Bloom (1996) studies the impact of local crime on tourism in South Africa; Levantis and Gani (2000) test the role played by crime on tourism demand of eight developing countries; Crotts (2003) analyses the trend of crime against tourists in Florida and explains how communities may contribute to the exposure of tourists to criminal activities. The attention on the role of crime as determinant of tourist demand has increased even more with the emergent phenomenon of political and religious instability that, in some extreme cases, has produced assaults against tourists and against tourist industries (Sonmez and Gaefe; 1998) . The latter, on the contrary, is more related to the empirical literature on crime that, in turn, has as theoretical reference point the rational choice of crime à la Becker (1968) . Few studies investigate how the tourist presence interferes with the incentive to committing criminal activity. For the case of Miami, McPheters and Stronge (1974) conclude that certain short term trends of crime are strictly connected to the cycle of the tourism industry. Jud (1975) investigating 32 Mexican States, finds that tourism affects many types of crime, such as, for instance: assaults, murders, frauds, rapes, larcenies, robberies, abductions, kidnappings. Using data on the State of Hawaii, Fujii and Mak (1980) observe a positive relation between tourism and the rise of crimes against persons and properties. The case of the Caribbean Islands has been investigated by De Albuquerque and McElroy (1999) ; their findings suggest that tourists rather than residents are more likely to be the victims of property crimes and robberies. On a similar line, Van Tran and Bridges (2009) using data from 46 European nations find that stronger tourism is linked to lower levels of crime against persons and higher rates of crimes against property. Studying the effects of tourist expenditure on crime activity in 50 US states, Pizam (1982) arrives to the opposite conclusion: tourism cannot be considered a significant determinant of crime when data are aggregated at a National level (p.10). This finding is consistent with the characteristic of tourism, more related to regional and sub-regional rather than national contexts.
Data
From an administrative point of view, Italy is divided into regions, provinces and municipalities. The Italian provinces correspond to the EU classification of NUTS 3. The number of provinces and municipalities has changed overtime; this work focuses on the classification used from 1992 until 2006 2 for which Italy is divided into 103 provinces. As response variable, we test a number of crime offences: street crimes (pick-pocketing, bag-snatching and car thefts), extortion, fraud, murder, organized crime, prostitution, robbery, and theft in dwellings and shops. Data refer to the year 2005 and come from the Italian Ministry of the Interior. These figures have been further elaborated by adding to the recorded offences an estimation of the number of unreported crimes. In order to do so, we use the estimates of unreported crime rate elaborated for the year 2002 by the National Institute of Statistics (from now on ISTAT) for each macro-area (North; Centre; South). The information has been used to calculate the propensity "not to report" (α) and "to report" (β) crime for each macroarea:
As a consequence:
Where α is propensity not to report and β is the propensity to report.
[ Table 2 provides detailed information of the variables, while Table 3A and 3B illustrate some main descriptive statistics of dependent and explanatory variables, respectively.
[ 
Empirical models

The basic model
Following the recent literature on empirical crime models, the paper proposes a cross-section analysis based on the Italian provinces. The purpose is to explore the determinants of crime including tourism and spatial spillovers of crime rates; hence, the first step starts with a crosssectional model (5) without spatial effect: 
where C i indicates the number of crime offences per 100 thousand inhabitants in the i-th province. Model (5) comprises a set of explanatory variables that are likely to be correlated with crime rates. Value added per capita is considered as an indicator of illegal income opportunities, we expect a positive link between the economic performance and the illegal activity. In the economic literature, the existence of a positive relationship between unemployment and crime is well known by now (Marselli and Vannini, 2000; Detotto and Pulina, 2009 ). As Savona and Di Nicola (1996) highlight, the probability of illegal foreigners committing crime is much higher than that of the natives and regular migrants. Using a crosssectional analysis on Italian provinces, Cracolici and Uberti (2009) find that the presence of foreigners is positively correlated with murder, theft and fraud. The number of legal foreigners is used here as a proxy of the number of illegal migration. In this sense, we expect that the higher the presence of regulars foreigners in the province, the higher the presence of illegal migrants. Density refers to the population per square kilometre; it is used as an indicator of urbanisation. As Jud (1975) , the variable controls for the effect of density on crime (Jud uses the number of persons living in cities with a population of more than 2,500). We expect that the higher the level of population density, the higher the crime opportunities and, accordingly, crime rates. The level of human capital (Diploma) affects crime rates in several ways, for example, a higher level of education could indicate a higher level of social cohesion that leads to lower crime rates (Buonanno et al. 2009 ).
The variable Unknown (as explained before, this is the ratio of the number of recorded offences committed by unknown offenders over the total crime recorded) is a proxy of the deterrence effect "stemming from the efficiency of criminal investigation of the local police and from their knowledge of the local environment" (Marselli and Vannini, 1997; p.96) ; the expected sign is positive, therefore, an increase in the share of unknown offenders, due to a lack of deterrence, leads to a crime rise.
Tourists represents the novelty of the model (5); the variable is total tourist arrivals (nationals and foreigners) in the year 2005 per square kilometre. There are several reasons why a higher level of tourism might be related to a higher crime incidence; tourists generally take large amount of cash and personal valuables that could be easily sold off. Besides, they tend to be more careless and less suspicious when are on vacation. Finally, they tend not to report to the police. All these elements contribute to tourists being easier victims (Fujii and Mak, 1980) . There are two different measurements of tourism flows in the literature: tourist arrivals and nights of stay. The former measures the number of persons arriving in a destination at a given time; the latter is the total number of tourists staying overnights at a given time. Tourist arrivals are an indicator of attractiveness of a given destination, while the nights of stays measure the economic relevance of the local tourist industry. The use of tourist arrivals, in spite of nights of stay, is not a novelty in the tourism-oncrime literature (Jud, 1975; Van Tran and Bridges, 2009) . The hypothesis here is the higher the level of tourist arrivals per kilometre, the higher the crime rates. In order to explore whether different types of tourism destinations such as art cities, mountain and coastal, produce different impacts on crime rates, a set of interaction variables are included in the basic model. Such variables are obtained by multiplying the explanatory variable Tourists with a set of geographic dummies (coast, mount and city art). In this way, three new variables are obtained, namely Tourists_coast, Tourists_mount and Tourists_cityart. Somehow, the presence of big municipalities can drive the effects of these interaction variables giving spurious estimates; to avoid this problem, Tourists_coast, Tourists_mount and Tourists_cityart equal zero when a province contains a big municipality. In order to further control for agglomeration and urbanisation we add also a mulitiplicative dummy for tourists in big municipalities (Tourist_bigmun).
With the dummy variable South we control for the structural differences between the South and the rest of Italy. With BigMun (i.e. municipality with population exceeding 250,000 inhabitants) we expect big size towns to exhibit higher level of crime rate. Except for the binary variables South and BigMun, all variables are expressed in log-level terms, so that the coefficients can be interpreted as elasticities.
The spatial model
Model (5) does not take into account spatial spillovers among the observations. In last decades this issue has become very relevant in regional economics, and many empirical works have shown the existence of this type of dependence among observations. Moreover, the presence of spatial dependence leads to unbiased but inefficient OLS coefficients (Anselin, 1988) due to the non diagonal structure of the disturbance term. To take into account spatial autocorrelation, a new model has to be implemented. The general spatial process is the following:
with µ ~ N(0, Ω). W i are the spatial weighted matrices. For ρ = λ = 0, the model (6) represents the classical linear regression model with no spatial effects. For ρ = 0 and λ ≠ 0, we obtain the spatial error model. Imposing ρ ≠ 0 and λ = 0, the model (6) reduces to the spatial lag model. Finally, for ρ ≠ 0 and λ ≠ 0, we have the spatial lag model with a spatial autoregressive disturbance. The OLS estimator is biased and inconsistent for the parameters of the spatial model (6), hence the econometric literature suggests the maximum likelihood approach.
In general, the spatial models have many similarities to the time-series ones. The main difference between the two approaches is due to the nature (two-dimensional and multidirectional) of the dependence in spatial models. However, as in time series analysis, it is possible to express the spatial error model in terms of the spatial lag model using the Spatial Common Factor Approach:
After pre-multiplying both sides of the equation (7) by (I -λW), this can be expressed as in the Spatial Durbin approach:
To be equivalent, the two specifications need to have γ = -λβ. The Common Factor Hypothesis (CFH) is based on the equivalence between the model with a spatially autoregressive error term and the spatial Durbin approach, and it corresponds to the test on the coefficient constraints of γ in the specification (8). The rejection of CFH is evidence in favour of the unrestricted model; conversely, its acceptance is evidence in favour of the spatial error model. In general, the test checks the robustness of the spatial error model (Anselin, 2003) . Before the estimation of the spatial model, a spatial weighted matrix has to be designed. Unfortunately, there are a variety of approaches in spatial econometrics and it is not clear which of them should be used according to the different contexts. Moreover, the spatial weighted matrix not only has to reflect the scheme of the spatial effects between the units but also the magnitude of these effects according to Tobler's (1970) 4 first law of geography.
In this study, a row-standardized contiguity matrix is used, where each element takes value w ij =c ij /∑c ij if the provinces i and j share a border and zero otherwise. In the following section, the results of the basic model and the spatial models are presented.
Results
Overall results
The analysis is performed in three steps. Firstly, the OLS model (5) is estimated and tested also for spatial autocorrelation and heteroskedasticity. In a second stage, the spatial lag model and the spatial error model are run and tested for goodness of fit. Finally, new controls are added to models (5) and (6) to check whether different crime incidence is observed in different types of destinations (such as coastal, mountain, and city art). This procedure is implemented for each crime type.
[TABLE 4 HERE] Table 4 compares the results of tourism coefficients among the crime offences under study. The first column displays the OLS coefficients. All coefficients are positive, but only one is statistically significant, although at 10% level. For all models with a significant Moran I test, both the spatial lag and spatial error model are estimated. As indicated in columns 3 and 4, pick-pocketing is the only type of crime that exhibits an evident tourism effect. As a consequence, from now on we focus only on this type of crime (see Figure 1 for a map of pick-pocketing in Italy).
[FIGURE 1 HERE]
The first column of Table 5 shows the results of the OLS estimation of model (5). All parameters have the expected signs, although Unemployment, Diploma and Unknown are not statistically significant. Value added, Tourists and Density are significant and positive. Therefore, a 1% increase in tourist arrivals leads to an increase of 0.2% in pick-pocketing.
[TABLE 5 HERE]
The adjusted R 2 indicates a good overall fit (adj. R 2 = 0.755). The diagnostic tests detect spatial autocorrelation (the Moran I test is high significant with a p-value of 5.895*10 -4 ) and no heteroskedasticity (the Breusch-Pagan test is 0.09 with a p-value of 0.735). The performance of the heteroskedasticity test can be seriously affected by the presence of serial autocorrelation. As Anselin points out (1988), the serial autocorrelation in the residuals determines the upward bias of the test of heteroskedasticity, causing an over-rejection of the null hypothesis of homoskedasticity. In our case, the Breusch-Pagan statistic test is sufficiently low and we do not need to implement a specific test for heteroskedasticity corrected for the presence of spatial autocorrelation. When the Moran I test is significant, the spatial econometric literature proposes the Langrage Multiplier (LM) test in order to find out which spatial model best fits the data. There are two variants of the LM test: the LM-lag and the LM-error test. The former tests the null hypothesis of no spatial autocorrelation in the dependent variable. The latter tests the null hypothesis of no significant spatial error autocorrelation. In our case, both tests can be rejected with extremely low probability of having incurred in type I error. Then, the Robust Langrage Multiplier (RLM) tests are performed. The RLM-error test corrects for the presence of local spatial lag dependence, assuming the absence of this kind of autocorrelation, i.e. the null hypothesis is λ = 0. Similarly, the RLM-lag statistic tests the null hypothesis that ρ is zero, correcting for the presence of local spatial error dependence. Both RLM statistic are distributed as χ 2 (1). The RLM lag and the RLM error statistics are respectively 0.15 (i.e. p-value = 0.697) and 2.74 (i.e. p-value = 0.097). In order to test the robustness of the spatial error model, the Common Factor Hypothesis test is performed (CFH). The CFH statistic yields 2.984; the corresponding p-value is 0.965. All results are coherent and show that the spatial error model performs better than the spatial lag model. The results of the spatial error model are presented in column (3) of Table 5 . The λ coefficient is highly significant (value equal to 0.35). The Breusch-Pagan tests reported in the Table show that the problem of heteroskedasticity is not present either in the spatial lag model (p-value = 0.17) or the spatial error model (p-value = 0.19). As before, Value added, Tourists, South and Density are significant (spatial error model, column 3). The values of the spatial model coefficients are similar in magnitude to the ones of the OLS coefficients. Foreigners is weakly significant; a one percent increase in the share of foreigners would induce an increase in pick-pocketing of about 0.29%. Again, Tourists is positive and, on average, a 1% increase in tourist arrivals raises the level of pick-pocketing by 0.2% approximately. An increase in Density and Value added brings higher levels of street crime. The dummy variable South is negative: it catches the structural difference between the South and the rest of Italy. The descriptive analysis of pick-pocketing highlights how crime is a matter for which, on average, Central-Northern provinces suffer the most (see again Figure 1 ). As expected, the dummy variable BigMun is positive as the big size cities experience a higher level of crime. Unemployment and Diploma variables are not significant, even if they have the expected signs. Those results are not a novelty in the economic literature on the determinants of crime in Italy (see, for an instance, Buonanno et al., 2009) . From column 4 to column 9 two reduced form models are run in order to check the robustness of the estimates. In particular, in columns 7-8-9 the model is limited only to the significant variable of solutions (1) -(3). The tourism variable is still highly significant, along with the other variables and controls, and positive in both spatial models.
The geography of destinations and the social cost of tourism
In order to control whether the geography of tourist destinations alters the impact of tourism on crime, we add three multiplicative dummies to the base model: Tourists_coast, Tourists_mount, and Tourists_cityart, the findings are presented in the first column of Table 6 . The heteroskedasticity test is not significant and the p-value of the Moran I test is less than the one percent level. The two LM tests for spatial model are significant; in this case, RLM tests indicate that the spatial error model is the best, while the CFH test suggests the spatial lag model. However, the outputs of the two models are quite similar (see columns 2 and 3). Tourists_mount and Tourists_cityart are significant (although the former only at 10% level), while Tourists_coast is not. Notably, Tourists_mount and Tourists_cityart have an opposite impact on crime: the former is negative, while the latter is positive.
[TABLE 6 HERE]
In columns 4-6, a new interaction variable (Tourists_bigmun) is included to capture the tourism effect in big size towns. The diagnostic tests suggest considering the spatial error model as the most robust. Surprisingly, Tourists_bigmun is significant (at the 10% level) and negative. However, by summing the coefficients of Tourists_bigmun and Tourists, we find that the effect of tourism in provinces with big size cities is insignificant. Hence, the marginal effect of tourism on crime rate seems to decrease with the size of destinations: in overcrowded large cities the negative effect of tourism is almost negligible. In general, the results suggest that tourist presence generates a relatively lower impact on crime in mountain destinations and a higher impact in art cities: a 1% increase in mountain tourism causes pick-pocketing offences to increase by 0.152% with respect to the other locations [= 0.213% + (-0.061%)]; the same variation in the arrivals determines an increase of offences by 0.276% in art city [= 0.213 + 0.063] . A possible explanation of these results might depend on the geographical characteristics of different destinations. Mountain locations tend to be set in isolated clusters and, except for few "hot" spots, tourists are scattered along the territory, but even in the "hot" spots, the specific type of clothes worn in the mountains may reduce the likelihood to be victims of pick-pocketing. Furthermore, the physical conformation of mountain locations makes the escape harder for offenders. On the contrary, art city destinations are characterised by high density of tourists and residents, and for several periods of the year they are overcrowded. As a consequence, the high concentration of tourists fosters opportunities for crime and, accordingly, higher crime rates. Surprisingly, we observe that the marginal effect of tourism on crime rate is decreasing with respect to the size of the cities; hence, in big cities no tourism effect is found on the pick-pocketing rate. We now turn to calculating the social costs of pick-pocketing linked to an increase of the presence of tourists. The starting point is a recent study of Detotto and Vannini (2010) in which the authors measure the social costs of crime offences for a sub-set of crime types in Italy for 2006. They find that the social costs exceed the Italian GDP by 2.6%. In the quoted work the social burden of pick-pocketing is calculated to be equal to € 124 million. Using the same estimates, we can calculate the marginal cost associated with an increase of pick-pocketing as a result of the rise of tourism arrivals: on average, at a national level, an increase in tourism arrivals by 1% should produce an increase in pick-pocketing in all provinces of 0.213% 5 per year, which is equal to a social cost of 264,120 euros (4.47 euros per 1,000 inhabitants). In art city destinations the effect is higher by 0.063%, (an average marginal cost of € 5.80 per 1,000 inhabitants); while in mountain destination it is lower by 0.151% (an average marginal cost by € 3.17 per 1,000 inhabitants).
A robustness check
Finally, in order to check the robustness of the previous results, we re-estimate the model (5) adding an interaction variable at a time. The results are presented in Table 7 . Given the LRM tests and CFH tests, in all specifications the spatial error model is to be preferred. The λ coefficients are still positive and extremely significant. As before, Tourists_cityart is positive and highly significant at the 1% level (see column 3). Tourists_mount and Tourists_bigmun show a negative crime effect (in column 9 and 12, respectively), while Tourists_coast is not statistically different from zero (see column 6).
[TABLE 7 HERE]
An important issue to check is the exogeneity between tourism and crime rate. If tourism is not exogenous, we might expect that a shock in crime rate would impact tourism arrivals. In this case, our findings and the Langrage Multiplier tests for spatial error and lag dependence would be biased (Anselin, Varga and Acs, 2000; p. 506) . In order to test the potential exogeneity of the tourism variable, the Durbin-Wu-Hausman test is used (Davidson and MacKinnon, 1993; pp. 237-242) . In practice two OLS regressions are run. In the first regression, the variable suspected to be endogenous, namely tourism arrivals, is regressed on all exogenous variables and the instrument, and the residuals are retrieved; then in the second regression, the original (linear) model is re-estimated including the residuals from the first regression as additional regressors. Our goal is to identify an instrumental variable that is correlated with tourism variable but not with crime rate. Then, the following set of instrumental variables for tourism arrivals is considered: number of museums per province, proportion of the total sea area per province, and maximum altitude per province. Hence, the Durbin-Wu-Hausman test is implemented. In the first stage, the identifying instrumental variables perform reasonably well, while in the second step, the coefficient on the first stage residuals is not significantly different from zero 6 . This result indicates that we could not reject the null hypothesis of exogeneity of tourism variable.
Conclusions
The presence of tourists fosters criminal activities, but not all types of crimes are affected in the same way. Like previous research on this topic, our findings suggest the existence of tourism effects on street crime, particularly, on pick-pocketing offences. More precise estimations have been obtained using spatial econometric tools. When we discriminate for the types of destination, we find that the impact of tourist arrivals on criminal activity is lower in mountain locations than in art cities. These results can be explained by geography: the different conformation of the territory may act as incentive or disincentive to commit crime, for instance, in mountain destinations the probability to escape is likely to be low while in cities is expected to be relatively higher. Further explanations are, for instance, the different "technology" of crime in different type of destinations, in art cities the concentration of "easier" locations for pick-pocketing is higher (buses, metro, etc) so that the "accumulated technology" of pick-pocketing industry might be higher as well. Probably, also the different types of clothing in mountain and in city may affect the likelihood to be the victim of pick-pocketing. In the final part of the work we calculate the social cost of tourism in terms of pick-pocketing. Of course, this measure is indicative of one type of negative externalities, in order to target proper policy interventions it is essential to measure also the cost of other negative externalities, along with the sources of positive externalities. Such costbenefit analysis is a necessary step to implement sustainable regional policies. However, this was beyond the scope of this paper, where the novelty was rather to investigate whether and how the positive impact of tourism can be reduced by the cost of additional crimes that it generates. 
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