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Abstract
Computational techniques provide invaluable tools for developing a quantitative
understanding the complexity of biological systems. The knowledge of the bi-
ological system under study is formalized in a precise form by a model. A sim-
ulation algorithm will realize the dynamic interactions encoded in the model.
The simulation can uncover biological implications and derive further predic-
tive experiments. Several successful approaches with different levels of detail
have been introduced to deal with various biological pathways including regu-
latory networks, metabolic pathways and signaling pathways. The Stochastic
simulation algorithm (SSA), in particular, is an exact method to realize the time
evolution of a well-mixed biochemical reaction network. It takes the inherent
randomness in biological reactions and the discrete nature of involved molec-
ular species as the main source in sampling a reaction event. SSA is useful
for reaction networks with low populations of molecular species, especially key
species. The macroscopic response can be significantly affected when these
species involved in the reactions both quantitatively and qualitatively. Even
though the underlying assumptions of SSA are obviously simplified for real bi-
ological networks, it has been proved having the capability of reproducing the
stochastic effects in biological behaviour.
Essentially, SSA uses a Monte Carlo simulation technique to realize tempo-
ral behaviour of biochemical network. A reaction is randomly selected to fire at
a time according to its propensity by conducting a search procedure. The fired
reaction leads the system to a new configuration. At this new configuration,
reactions have to update their propensities to reflect the changes.
In this thesis we investigate new algorithms for improving performance of
SSA. First, we study the application of tree-based search for improving the
search of a reaction firing, and devise a solution to optimize the average search
length. We prove that by a tree-based search the performance of SSA can be sen-
sibly improved, moving the search from linear time complexity to logarithmic
complexity. We combine this idea with others from the literature, and compare
the performance of our algorithm with previous ones. Our experiments show
that our algorithm is faster, especially on large models.
Second, we focus on reducing the cost of propensity updates. Although the
computational cost for evaluating one reaction propensity is small, the cumula-
tive cost for a large number of reactions contributes a significant portion to the
simulation performance. Typical experiments show that the propensity updates
contribute 65% to 85%, and in some special cases up to 99%, of the total simu-
lation time even though a dependency graph was applied. Moreover, sometimes
one models the kinetics using a complex propensity formula, further increasing
the cost of propensity updates. We study and propose a new exact simulation
algorithm, called RSSA named after Rejection-based SSA, to reduce the cost of
propensity updates. The principle of RSSA is using an over-approximation of
propensities to select a reaction firing. The exact propensity value is evaluated
only as needed. Thus, the propensity updates are postponed and collapsed as
much as possible. We show through experiments that the propensity updates by
our algorithm is significantly reduced, and hence substantially improving the
simulation time.
Third, we extend our study for reaction-diffusion processes. The simulation
should explicitly account the diffusion of species in space. The compartment-
based reaction-diffusion simulation is based on dividing the space into subvol-
umes so that the subvolumes are well-mixed. The diffusion of a species between
subvolumes is modelled as an additional unimolecular reaction. We propose a
new algorithm, called Rejection-based Reaction Diffusion (RRD), to efficiently
simulate such reaction-diffusion systems. RRD combines the tree-based search
and the idea of RSSA to select the next reaction firing in a subvolume. The high-
light of RRD comparing with previous algorithms is the selection of both the
subvolume and the reaction uses only the over-approximation of propensities.
We prove the correctness and experimentally show performance improvement
of RRD over other compartment-based approaches in literature.
Finally, we focus on performing a statistical analysis of the targeted event
by stochastic simulation. A direct application of SSA is generating trajectories
and then counting the number of the successful ones. Rare events, which occur
only with a very small probability, however, make this approach infeasible since
a prohibitively large number of trajectories would need to be generated before
the estimation becomes reasonably accurate. We propose a new method, called
splitting SSA (sSSA), to improve the accuracy and efficiency of stochastic sim-
ulation while applying to this problem. Essentially, sSSA is a kind of biased
simulation in which it encourages the evolution of the system making the target
event more likely, yet in such a way that allows one to recover an unbiased es-
timated probability. We compare both performance and accuracy for sSSA and
SSA by experimenting in some concrete scenarios. Experimental results prevail
that sSSA is more efficient than the naive SSA approach.
Keywords
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SSA, Rejection-based SSA, RSSA, Rejection-based reaction-diffusion, RRD,
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1.1 Biological modelling and simulation
Recent advances in molecular biology have been doubtlessly continuing and
increasing our knowledge of biological systems. The detailed quantitative data
produced allow to characterize, for example, the entire human genome sequence
and its products [144]. However, genes, proteins and their interconnections
alone are not sufficient to explain all the complexities of living organisms. A
cellular system, in essence, is a dynamic system in which its functions are not
controlled only by the network structure but also the dynamics of involving
elements. Explaining how the molecular interactions and, at its best, the combi-
nation principles emerging to a specific cellular behaviour needs a system-wide
perspective. The cell differentiation during the cell cycle is just an example.
By changing the experiment conditions, e.g., initial conditions, stimulus, the
resulted cells can be very different, even counter-intuitive patterns. This is due
to the dynamic characteristics and non-linearity of this process. A system level
analysis of biological systems is thus a promising approach to provide an insight
explaining of biological phenomena.
Systems biology is an emergent research area as a combination of system the-
ory and molecular biology. It takes into account the structure and dynamic inter-
actions within the biological network with the aim to understand how these give
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rise to a specific behaviour at the system level, and ultimately, to develop new
biological systems for useful purposes e.g., effective prevention and/or treat-
ment of diseases (see e.g. [87–89, 173] and references therein).
The computational modelling and simulation plays an important role in the
development of systems biology in twofold. First, it abstracts out a biological
network in term of a model. The model encodes the temporal evolution of its
state in a formal form. Second, it allows to visualize and to predict the causal-
effect of the biological system in time through a computer simulation.
Essentially, a model is an effort to explicitly encode the knowledge of bio-
logical system in a precise form. Depending on features of the biological sys-
tem under study, the model should include sufficient information for analyzing
the system dynamics. For example, at a detail molecular modelling, the model
should manage all the detailed information, e.g., velocity and/or position, of all
molecular species. A whole-cell model, in contrast, should include only a de-
scription of all key cellular processes. A biological model, to some extent, is
therefore just an abstraction of the real system; however, it is useful to formalize
the understanding of the biological system. So, modelling provides an effective
way to highlight gaps in knowledge of biological systems.
The temporal behaviour of a given biological model is then realized by con-
ducting in silico experiments. The simulation results are compared against with
real experimental data. The inconsistency will show a lack of knowledge in
the model of considered biological system. Models which are validated can
be used to discover indirect and hidden implications in the biological system,
which sometimes are hard to perform in wet lab. For example, one can isolate
some vital genes and observe in detail their behaviour in individual as well as in
together by in silico experiments. This, however, is obviously impossible in wet
lab since the cell in such condition may not survive or even not exist. The results
produced by in silico experiments are used for hypotheses forming, and suggest
new experiments. Thus, the predictive feature of computer simulation makes it
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extremely useful for doing quantitative analysis of biochemical systems.
The biological modelling and simulation further contribute to the design
and implement. A component-based approach is more effective than build-
ing the entire system from scratch, which is often more error-prone. The well-
understood models with detailed interacting behaviour are reused as basic build-
ing blocks in a large model. The substitutable feature of this approach provides
an opportunity to reprogram cellular functions to serve for special purposes of
biological research [160].
Summing up, biological modelling and simulation in the post-genomic era
are becoming increasingly important. The knowledge of biological system is
able to integrate into a model, and make testable predictions through simulation.
In silico experiments, in this sense, are highly preferred in term of speed, ease
and cost; however, it is also important to emphasize that in silico experiments
cannot be considered as a substitution of real biological experiments. In silico
experiments thus are used in complement to biological research.
1.2 The need and challenges for stochastic simulation
Different levels of modelling and simulation detail have been adopted to in-
vestigate the dynamics of biological systems. At higher coarse-grained level
the deterministic approach, where the concentration of molecular species are
considered, has the capability of predicting dynamic behaviour of biochemical
systems. The application of deterministic approach often lies on the law of mass
action which states the rate of a reaction is directly proportional to the concen-
tration of reactant molecules [14, 102, 168]. The time evolution of a biochemi-
cal network is completely described by a set of ordinary differential equations
(ODEs), which is generally referred to as Reaction Rate Equations (RREs).
Hence, the complete dynamic picture of the system, given an initial condi-
tion, can be constructed by an analytic and/or numerical method [10, 125, 155].
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Furthermore, a lot of well-developed tools, e.g., stability and bifurcation anal-
ysis [150], metabolic control analysis (MCA) [53], have been introduced for
analyzing the behaviour of ODE.
The law of mass action has been successful to model chemical reactions at
equilibrium (see [42, 73] for examples); however, its underlying assumption is
obviously oversimplified for biological systems. The changes in population of
molecular species due to reaction firings are assumed to be less significant so
that population of molecular species are considered as continuous. The fluctu-
ations of involved species, in this sense, have a negligible effect to the macro-
scopic trend of the molecular concentrations. Thus, the law of mass action
describes only average behaviour. The molecules involved in biochemical reac-
tions, however, are obviously discrete. Furthermore, it is common to find in a
model few specific species, e.g., genes, mRNAs, which play a key role, yet have
a very small population. Small changes in these species can lead to a significant
quantitative and qualitative fluctuation in the behaviour of the overall biological
system. Second, a collision between molecular species to form a reaction is
inherently random. The occurrence of a random reaction can give rise to un-
expected responses, e.g., bistability response pattern. Such random fluctuations
at molecular level are inevitable and referred to as biological noise. The im-
portant of the fluctuations and noise in biological systems have been repeatedly
pronounced in recent research (see e.g., [9,46,108,109,127,158,166]). The ran-
dom effects in such systems can help to explain many biological phenomena,
e.g., phenotypic variants [131]. Finally, biological noise itself has an important
role in enhancing inter- and intra-cellular functions. The noise is propagated
from cell to cell to modulate and improve the cellular signaling [122, 130]. A
quantitative understanding of biological responses taking account of stochastic
effects is preferred.
At molecular level, the molecular dynamics (MD) [3, 143], where the mo-
tions and interactions between molecules are governed by physical forces, is
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the most detailed and accurate method. It has to keep tracking all the positions,
velocities as well as possible collisions of every molecules in the biological sys-
tem. Although this approach yields an accurate result, it requires a very detailed
knowledge of the molecules both in time and space, and computationally inten-
sive in performing simulation. Hence, MD is limited to simulate the system
only at the nanoscale of time and/or space. The stochastic kinetics is a more
practical approach that still could capture the stochastic noise. In stochastic ki-
netics, the system state is denoted by a vector of population of species. Species
can interact through coupled biochemical reactions. A reaction firing will cause
the system state to move to a new state.
The stochastic kinetics is underpinned on that the probability a reaction firing
in the next infinitesimal time can be expressed by a propensity function. In [60]
a derivation for the existence of such propensity function for the so-called ele-
mentary reaction, which involves at most two molecular species as reactants, is
provided. The dynamic time evolution of the reaction network thus can be de-
scribed as a (continuous) jump Markov process. A complete mathematical form
for expressing the time evolution of the system state is generally referred to as
Chemical Master Equation (CME) [64]. A directly analytic solution of CME,
however, is hard to obtain unless the system is very small. Fortunately, we
can construct an exact realization of CME through a simulation method called
stochastic simulation algorithm (SSA) [60,61,65]. SSA realizes a possible state
transition by randomly selecting a reaction to fire according to its propensity.
At the new state, affected reactions have to update their propensities to reflect
the changes.
SSA, however, is often very computational demand for simulating large bi-
ological systems. In practice, large models are needed to investigate the noise
effects to the whole regulatory system [150]. For example, one can observe
the propagation of noise in a pathway and its impacts on the cell fate. The un-
derstanding of these effects is necessary for developing an automatic system
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design and control. The simulation time of a SSA run is mainly dominated
by two sources: search for the next reaction firing and update the propensities
after a reaction fired. First, an inefficient search for the next reaction firing
such as the linear search is asymptotically increasing with the number of re-
actions in the model. The linear characteristic thus limits the application of
SSA to large models. Second, a large model is typically encompassed with
a large number of interconnections and (feedback) loops. The propensity up-
dates required anytime the population of involved species is changed are also a
computational bottleneck. Moreover, sometimes one models the kinetics using
a complex propensity formula, e.g., the Michaelis-Menten equation, the Hill
equation, further increasing the cost of propensity updates. The computation
cost of SSA is further increased when relaxing the underlying assumptions of
SSA. For example, to handle the movement of species in space, the extension
of SSA is introduced by dividing space into subvolumes. A species can locally
interact with other species inside a subvolume or jump to its neighbors. The
search and update of reactions obviously take more computational demand be-
cause the number of species and reactions grow with the number of subvolumes.
Due to the stochastic behaviour in a single realization, a lot of simulation tra-
jectories are required to ensure correct statistical information of the final reach-
able states. For example, to estimate the reaching probability of a given set of
targeted states, one needs to generate an ensemble of independent SSA simu-
lations (say 106 runs) and count which hits the target to collect a reasonable
statistics. SSA will soon become inefficient to estimate the rare event proba-
bility since a prohibitively large number of trajectories, and of course very high
computational effort, would need to be generated before the estimation becomes
reasonably accurate.
In addition to these general characters, a biological model can exhibit mul-
tiscale behaviour. The reactions are often separated by different time scales
in which some fast reactions will occur at a rate greater than other reactions.
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In particular, in stiff system, the fast reactions occurs frequently and drive the
system into stable state very fast. After this short fluctuation time, the slow
reactions will determine the system dynamics. However, most of the time the
simulation samples the fast reactions which is not the expected behaviour of
the system. Furthermore, the population of some species involved in reactions
may also many orders of magnitude larger than others. The fluctuations of these
species, when reactions fire, are less significant. Keep tracking single reaction
firings for large population species by SSA is obviously less efficient since a
coarse-grained simulation method can be applied without loss of total simula-
tion accuracy. Because of the inherent dynamics in biochemical reactions, a
model can combine and mix all of these aspects in a very complicated man-
ner. For example, the system exhibit stiffness at beginning, but then requires
to consider a single reaction firings. It also can start with large population of
some species then their population become small because of many reactions fir-
ings. These issues raise a great challenge for developing and implementing of
an efficient stochastic simulation method [142, 154].
1.3 The objective of the thesis
In this thesis we aim to improve the existing methods and investigate new algo-
rithms for efficiently performing exact stochastic simulation. We contribute to
the improvement of SSA in following aspects:
• We study the effect of the search for the next reaction firing to the perfor-
mance of SSA. We contribute to the improvement of SSA by proposing a
tree-based search approach. We show, both in theory and in practice, that
by using an underlying tree data structure to store reaction propensities the
simulation time can be sensibly improved. Second, we predict the shape
of the tree leading to optimal average search time. This turns out to be the
Huffman tree, a well-known device used for data compression. Then, we
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study efficient approaches to rebuild the tree when it becomes non-optimal.
• We study the effect of the propensity updates to the overall performance
of stochastic simulation. Even though a dependency graph can reduce
the propensity updates to be model-dependent, in which only locally af-
fected reactions have to recompute their propensities, still there are mod-
els, e.g., highly coupled reactions, where costly updates are required. The
update cost is further increased if a complex propensity function is ex-
ploited to model complex effects, e.g., the allosteric effect in modelling
protein binding mechanism. The simulation time is significantly affected
by propensity updates. We propose a new algorithm, called RSSA, to avoid
fully recomputing propensities of affected reactions as much as possible.
RSSA uses an over-approximation of propensities to select a candidate re-
action. The candidate reaction is then subjected to a rejection-based proce-
dure to decide either accept this selected reaction to fire or (with low prob-
ability) reject it. We experimentally study different search procedures for
finding a candidate reaction and discuss which leads to better performance,
for different network sizes. We subsequently study several strategies for
controlling the amount of over-approximation (hence, indirectly the accep-
tance probability), and analyze their impact to the simulation performance.
We also discuss how to systematically optimize the tunable parameters of
RSSA so to maximize its performance.
• We study the spatial effects in biological reactions. Although diffusion of
species in space is inevitable, it is less significant when the diffusion time
is many orders faster than the reaction time. The biological system, how-
ever, will exhibit spatial heterogeneity if this condition is violated. SSA
has been extended to incorporate diffusion by dividing the space into well-
stirred subvolumes. Species can locally interact in a subvolume or diffuse
between subvolumes. The diffusion of species is modelled as first-order
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reactions. As a result, the number of species and reactions in a reaction-
diffusion model are increased linearly with the number of subvolumes.
The simulation thus requires a prohibitive computational cost for both of
the search of a reaction firing in a subvolume and the update of affected
reactions and subvolumes after a reaction fired. We contribute to this topic
by proposing a new method called RRD. RRD combines the tree-based
search and the principle of RSSA to improve performance of the stochas-
tic reaction-diffusion simulation. First, a candidate subvolume is selected
through a binary search on an over-approximation of subvolume propen-
sities. Then, a candidate reaction in this subvolume is retrieved by using
a fast lookup search on an over-approximation of reaction propensities. A
rejection-based procedure is finally applied to either accept the reaction to
fire or reject it. These features of RRD make it scale well with both large
numbers of subvolumes and reactions.
• We study the problem of performing a statistical analysis of a targeted
event of interest on a biological model. A large number of SSA runs may
be required to achieve reasonable statistical accuracy of the event under
study. The task becomes increasingly harder when considering rare events,
which occur only with a very small probability. The estimated rare event
probability produced by SSA may even be inaccurate. We contribute to
this study by proposing a new method, called sSSA, to efficiently estimate
the probability of a rare event. sSSA estimates the probability of a rare
event through a kind of biased simulation. The state space is split into sub-
sets defined so that the event becomes more likely to reach when moving
from one subset to another. Hence, the simulated trajectories are gradually
“pushed” towards the rare event following such subsets. The (unbiased)
probability for the rare event is then estimated by counting the successful
(biased) trajectories, and then applying a correction factor so to account
for the bias.
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1.4 Structure of the thesis
The outline of the thesis is the following.
In chapter 2 we briefly review modelling techniques to represent a biochem-
ical reaction network. Then, we give a detailed review of stochastic simulation
techniques, including exact, approximate and hybrid methods to improve the
performance of SSA. The extensions of SSA obtained by relaxing its underlying
assumptions i.e., reactions with delayed time and spatiality, are also reviewed.
In chapter 3 we describe in detail the application of tree-based search to
improve the search of next reaction firing. The underlying data structure and
algorithm for performing binary search are detailed. Then, we study which
tree structures leading to an optimal search length and tree rebuilding strategies
when the tree becomes non-optimal. A part of this chapter has been published
in [156], of which an extended version is submitted for publication.
In chapter 4 we present key steps of RSSA for finding a reaction firing with
its firing time based on the over-approximation propensities. We provide a for-
mal proof for the correctness of RSSA. Then, we discuss different search pro-
cedures for finding a candidate reaction supported by RSSA as well as several
mechanisms to control the amount of approximation, hence controlling the ac-
ceptance probability. A part of this chapter has been submitted for publication.
In chapter 5 we will describe in detail the RRD algorithm. The key steps for
selecting a subvolume and a reaction firing in that subvolume are presented. A
proof for correctness of RRD is also presented.
In chapter 6 we formulate the problem of rare event probability estimation in
the stochastic simulation setting. Then, we present the sSSA algorithm and its
features for improving the efficiency and accuracy of estimating the probability
of rare events. A part of this chapter has been published in [157].
The conclusions and further research are in chapter 7.
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Chapter 2
Stochastic Simulation: A Literature
Review
2.1 Introduction
Molecular species, e.g., genes, mRNAs, proteins, are constantly moving inside
a cell. Following a species trajectory, it can collide with other species. A colli-
sion between molecular species will form a reaction if it satisfies some specific
conditions, e.g., activation energy, which are known as the reaction kinetics.
The rate of a reaction, in essence, depends on a rate constant and reactants.
The result of a reaction is new molecular species produced to help performing
necessary activities of the cell. The reaction pathway is an organized reaction
network to perform special cellular purposes. A biological system exploits dif-
ferent pathways by many mechanisms, e.g., feedback and feedforward loops at
different levels, e.g., time and/or space to control, regulate and coordinate op-
erations between cells. The understanding of these mechanisms becomes more
difficult when random noise, yet important, is taken part in these processes.
The stochastic framework provides promising tools for performing an insight
analysis of the system behaviour at system-wide level.
Two important factors have to be established for the success of a stochastic
approach. First, a modelling formalism should allow to encode the knowledge
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of the reaction network as well as its parameters in a more formal, precise and
testable form. It must be simple, flexible and scalable enough for modelling
different types of reaction networks ranging from very small, e.g., simple gene
expression, to very large, e.g., complex signaling pathways, metabolism or even
living organisms. Further, the model should be standardized so that it is able to
share information, data and knowledge between communities. Second, a sim-
ulation algorithm is built to visualize the time evolution of the system. The
simulation should be able to capture important features in the dynamics of bi-
ological processes. It also takes into account biological noise as an important
factor affecting the system evolution. Thus, the grand challenge in computa-
tional biology is to model and simulate a full cellular organism [142, 154].
A lot of successful work has been established in literature to lay down the
foundation for modelling biochemical reaction networks. A direct way to de-
scribe a reaction network is to write down the network as a list of coupled
reactions. Modelling a reaction network by coupled reactions is simple and
flexible. The network is easy to communicate between biologists and computer
scientists. However, this modelling technique also has its own disadvantage.
The number of reactions and their complex coupling in large models make
it difficult to control. A graphical representation is an alternative modelling
for reaction networks. For instance, a graph, e.g species-reaction graph, Petri
net [171], can visualize the reaction network in a visual form. It thus unravels
the hiearchical organization and causalities between components of the reaction
network. Further, mathematical analysis on graph can be carried out to obtain
a qualitative information about the dynamics of the network. Recent modelling
formalisms, adapted from the computational area, have tried to improve the
expressiveness of the model, e.g., π-calculus, state chart, discrete-event mod-
elling (DEV) [37, 49]. They allow to explicitly represent the biological entities
such as molecular species, reactions, as concurrent processes. Each process is
an independent entity. It interacts and shares information with other processes
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concurrently through channels. A logical process could be implemented as an
instance of a runnable process in a computer, so it is easy to turn an entire model
into an executable simulation. Furthermore, these formalisms have strong and
well-studied mathematical background. A lot of well-developed mathematical
tools have been developed to support for useful analysis, e.g., checking equiv-
alence behaviour, model checking [1, 113]. New modelling techniques such
as rule-based modelling [50, 107, 146], also get more attention recently. They
are introduced to overcome the explosion problem in modelling reaction path-
ways, e.g., signaling pathway. For example, in rule-based modelling, reactions
are modelled as rules. A rule also encompasses with extra information for the
reaction firing, i.e., reaction kinetics. If a rule is matched, the corresponding
reactions is introduced to the system at runtime. Thus, all the possible reactions
in the model do not need to be specified at the beginning of simulation.
Once the model developed, we can perform in silico experiments through
a computer-based simulation. The dynamic interaction between species in the
model can reveal indirect implications, unexpected behaviour which are com-
plicated, unpredictable and even unknown at the modelling phase. The stochas-
tic framework is often the choice to analyze random phenomena in biological
responses. A reaction between molecular species is expressed as a stochastic
process. The time associated with reactions is treated continuous, while the
state is discrete, e.g., species population. The dynamics of the biological net-
work thus can be expressed as a collection of stochastic equations. An analytic
solution to these stochastic equations, however, is limited to small models only.
Mathematical analysis is often intractable for large models. Stochastic simu-
lation is an alternative approach to realize the dynamic behaviour of the given
reaction network. A sample trajectory of the system is generated by sampling a
possible reaction event. Thus, usually many trajectories should be generated in
order to have a sufficient information about the system behaviour. Throughout
the time, many simulation algorithms and software tools have been developed
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for performing biochemical simulation. These algorithms can count for the
stochasticity in time and/or space.
For a well-mixed biochemical reaction system, the stochastic simulation al-
gorithm (SSA) [60,61] is a de facto standard for numerically sampling the time
evolution of a biochemical reaction network. The development of SSA has the
mathematical background on the chemical master equation (CME) [64], which
completely describes the probability distribution of all possible state transitions.
SSA takes into account the inherently random fluctuation of the involved molec-
ular species as a main source in selecting a reaction firing. It is an exact method
in the sense it does not introduce any source of approximation in selecting the
reaction. In other words, it gives the same result as the analytic solution of
CME, while the later is intractable for many cases. Essentially, SSA searches
for a reaction to fire at a time based on a probability function. The reaction
probability distribution depends on the (current) system state and the chemical
kinetics. Anytime a reaction fires, the system configuration, i.e., the system
state, as well as the reaction probability distribution have to be updated.
SSA often requires very computational demand for large models. In prac-
tice, a large model is needed to address and understand the regulatory affects to
the cell behaviour. Several improvements to SSA has been introduced during
the time course to make it applicable for large models. For example, to speed
up the search of the next reaction firing, reactions is rearranged so that a reac-
tion having higher probability is placed near the search position. For updating
reactions, a dependency graph [59] is often exploited so that only locally de-
pendent reactions should have to be updated. The update is thus reduced to be
model-dependent. Therefore, for loosely coupled reaction networks, e.g., a lin-
ear chain, the update is only a constant factor. Some algorithms even sacrifice
its exactness to achieve a higher performance. The main idea of approximate
algorithms is trying to fire as many as possible the number of reactions, but still
constrained the approximation by an error constraint. The most notable approxi-
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mate method is the τ -leaping [63] algorithm. Although approximate algorithms
indeed run faster, they expose serious problems especially to models having just
some species at very low copy numbers. Firing many reactions in one time step
yields the negative population for these species which is obviously infeasible in
real experiments. A promising approach to solve this problem is the hybrid sim-
ulation [121]. It treats the system by two complementary parts. The part with
low population species is simulated by an exact stochastic simulation, while the
part with the high population species is treated by a fast simulation algorithm
e.g., ODE integration, τ -leaping. Hence, it still achieves a better performance
and also captures the important stochastic effects.
The assumptions of SSA, e.g. instantaneous reaction firing, well-mixed so-
lution, is restricted for living cells. The effects of these factors when consider-
ing can alter the behaviour of the biological network significantly. Hence, SSA
should be adapted to account for these factors. For example, the highly localiza-
tion of species which is generally referred to as the molecular crowding [33,82]
enhances the availability of species, and thus speeding up the operations of
cellular processes. It also helps to explain important effects in biological sys-
tems, e.g., the excluded volume effect. Thus, taking spatial information into the
stochastic simulation is a crucial task [153]. A possible extension of SSA for
spatially heterogeneous environment is dividing space into well-mixed subvol-
umes. The diffusion of a molecular species between subvolumes is explicitly
modelled by an additional unimolecular reaction. The extension of SSA in this
manner is known as the compartment-based simulation.
In the following, we review the model representation techniques used to
represent of biochemical reaction networks. Although the modelling of bio-
chemical systems is attractive and has been continuously increasing, a thor-
ough review is out of scope of this thesis (see e.g., [37, 49, 50, 107, 146, 171]
and references therein for more discussion). In the review, we focus only on
the modelling formalisms that we directly apply for developing of our simula-
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tion algorithm. Then, we are going to details of the algorithms for conducting
stochastic simulation of biochemical reaction networks. We cover fundamental
ideas of SSA as well as efficient formulations proposed during the time course.
We also present a brief review of approximate and hybrid methods to improve
the performance by the cost of its exactness. The extensions of SSA by relax-
ing the underlying assumptions of the biochemical reaction networks are also
reviewed. Two possible extensions are reviewed namely: reactions with delays
and reactions with spatiality.
2.2 Reaction network representation
2.2.1 Coupled reaction list
Listing all the reactions in the network is a direct way to specify reactions of
the model. The network thus will be expressed in form of coupled reactions.
Let consider a biochemical reaction system consisting n species denoted as
S1, ...Sn. These species interact through m reactions R1, ...Rm. Each reaction
has the following general form:
Rj : v1jS1 + ...+ vnjSn
kj→ v′1jS1 + ...+ v′njSn (2.1)
where vij and v′ij are referred to as stoichiometric coefficients. In fact vij is
the number of species Si are consumed and, in contrast, v′ij is the number of
species are produced by reaction Rj. In this general reaction form, we allow
some species to appear in the both side of a reaction. The appearance of such
species is only to increase the rate of the reaction and this species is generally
called a catalyst. kj is the (stochastic) rate constant of reaction Rj . A reversible
reaction in this representation should be expressed explicitly. The reversible
reaction is thus considered as two separated irreversible reactions, and they are
treated independently.
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A coupled reaction list intuitively shows the coupling of the species in the
model. It itself can give a qualitative structure of the system. Because of the
simplicity and flexibility of the representation one can easily add, modify and
remove reactions to extend the model. This modelling has been widely ac-
cepted to represent a reaction network. The systems biology markup language
(SBML) [54, 77, 78, 152] is an attempt to standardize the modelling process
with the help of a computer software. SBML encodes the reaction list in an
independent format (the XML format). Thus, the model is easy to store, trans-
fer and parse by a software component. There are also similar approaches to
ease the modelling of reaction list with the help of computer e.g., CellML,
BioPAX [44, 92, 104].
The coupled reaction list, however, also has its own disadvantages. First, a
practical model often contains a lot of reactions. the model becomes extremely
complex and even uncontrollable when modelling large networks. Second, it
does not support for structural analysis. This preliminary analysis can give a
substantial information for guiding the simulation development. This informa-
tion is also useful in understanding the system dynamics at runtime. Further-
more, because the reaction model is not associated with necessary information,
i.e., reaction kinetics and initial condition, it has to be tailored with this infor-
mation before it can be simulated.
2.2.2 Graphical network diagram
A graphical representation is a visual approach to model a biochemical reaction
network. It contains the same information as a coupled reaction list, but presents
the reactions in a diagrammatic format. Thus, it is easy to understand the hi-
erarchical organization of the reaction network. Because a graphical model
is backed on a rigorous mathematical structure, i.e., a discrete graph, several
well-developed tools in this area can be applied to support for analyzing the
organizing structure of the reaction network. The structure information briefly
17
characterizes the dynamic behaviour of the corresponding biological system.
The development of a graphical model with the help of computer, e.g., JDe-
signer, JigCell, make it become more easier. Recently, an effort to make the
standard notations for network diagrams using the system biology graphical
notation (SBGN) is proposed [81, 119], hence enhancing the quality and the
usability of models.
The species-reaction (SR) graph is a natural representation of a biochemical
reaction network. It is a type of bipartite graphs where nodes are completely
divided into two types: the species nodes and the reaction nodes. A species node
represents for a molecular species involved in the model, while a reaction node
denotes for a reaction between species. A directed edge from a species node to a
reaction node indicates that the species is a reactant of the reaction. In contrast,
an edge from a reaction to a species indicates that the corresponding species is
a product of the reaction. The edge between a species node and a reaction node
is further attributed with a weight. This value denotes the stoichiometry of the
species in the reaction.
A Petri net [69, 124, 133] is an another graphical modelling of the biochem-
ical reaction network, but is augmented with rigorous mathematical semantic
rules. Thus, it takes advantage over the SR graph. The Petri net is grounded
also on a directed bipartite graph in which a species node is called a place, and
a reaction node is called a transition. The place is associated with a number
of tokens, which are the population of the corresponding species. A configu-
ration of the tokens in places at a time is referred to as a marking. When a
transition fires, corresponding with a reaction fires, the tokens in the paces are
redistributed. The system then moves to another marking. A transition firing is
able to be modified to account for the random noise. Furthermore, properties of
the model encoding in the Petri net such as network invariants e.g., P- and T-
invariants, reachability, can be derived to support the simulation analysis. Thus,
the Petri net is very well-suited for stochastic modelling and simulation.
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Figure 2.1: The gene expression model is represented by a) a coupled reaction list, b) a Petri-net
and c) the corresponding stoichiometric matrix
To store the underlying bipartite graph of a graphical model in a computer,
we make use of a matrix. An element in the matrix is corresponding with an di-
rected edge between two nodes. The corresponding element is set with a value
is the weight (stoichiometry) of such edge. Such matrix is generally referred
to as the stoichiometric matrix. Since the matrix is often sparse (with many
zero elements), we can apply the sparse matrix computation techniques to re-
duce its size and processing time. The figure 2.1 gives an example of different
representations for the gene expression model.
2.3 Simulation algorithm
2.3.1 Exact stochastic simulation
Let consider a well-mixed biochemical reaction system. The cell is assumed to
be fixed to a constant volume, and is in a thermal equilibrium. The position and
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Table 2.1: Propensity function for elementary reactions
R1: ∅ k1→products a1 = k1
R2: Si
k2→products a2 = k2 ·Xi
R3: Si + Sj
k3→products a3 = k3 ·Xi ·Xj
R4: Si + Si
k4→products a4 = k4Xi(Xi−1)2
speed of molecular species in the cell volume, by these assumptions, become
randomized. In fact, they are randomly distributed following the thermodynam-
ics law. We therefore only need to consider the population of molecular species,
while ignoring all the positions, velocities of species. Let Xi(t) denote the pop-
ulation of species Si at time t. Thus, the state vector X(t) of the system at time
t is represented by a n-vector X(t) = (X1(t), ..., Xn(t)).
The change of the system state at time t + dt which is the consequence of
the next reaction Rj firing is denoted by a state change vector vj . Note that vj is
corresponding to a row of the stoichiometric matrix. Thus, the state transition
of the system is formulated as:
X(t+ dt) = X(t) + vj (2.2)
The quantity characterizing the probability reaction Rj firing is termed a
propensity function aj . It is defined so that aj(x)dt is the probability reaction
Rj will fire in the next infinitesimal time t+dt given the current state X(t) = x
at time t. This is referred to as the fundamental hypothesis [60] of the stochastic
kinetics simulation. A physical derivation for the existence of such propensity
function for the elementary reactions is provided in [60, 111]. We summarize
the form of these formulas in the following table 2.1.
By the fundamental hypothesis, the biochemical reaction system can be mod-
elled as a (continuous-time) jump Markov process. Let P (x, t) be the prob-
ability of system being in state X(t) = x at time t. The differential equa-
tion expresses the complete time evolution of P (x, t|x0, t0) with initial state
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X(t0) = x0 at time t0 given in Equ. 2.3.






aj(x− vj)P (x− vj, t|x0, t0)− aj(x)P (x, t|x0, t0)
]
(2.3)
Equ. 2.3 is generally called the chemical master equation (CME). It com-
pletely determines the time evolution of the system at any particular time t.
CME is indeed a collection of differential equations describing all the state tran-
sitions by biochemical reactions. The number of equations in CME is thus in-
creasing exponentially with all possible state transitions. For example, let con-
sider a system where each species has only two states: 0 and 1. For n species
we will have total 2n equations. A full analytic solution of CME is obviously
intractable for most of practical problems where n is large enough. Some recent
computational approaches [116,172] have tried to solve CME directly but at the
cost of an approximation error. In this thesis, we exploit the simulation tech-
nique to sample the possible solutions of CME instead. The simulation realizes
a trajectory of the system evolution by sampling the next reaction probability
density function p(τ, j|x, t), in which p(τ, j|x, t)dτ is the probability a reaction
will be fired in the next time t+τ+dτ and it is the reaction Rj, provided that we
are in state X(t) = x. The next reaction probability is indeed a joint probability
of the firing time τ and the selected probability of reaction Rj . We have:






while τ and j are the time of the reaction firing and its index, respectively.
The Equ. 2.4-2.5 is the basis for the stochastic simulation algorithm (SSA).
It imposes two important things. First, the firing time is exponential distributed
with mean 1/a0. Second, the probability reaction Rj is selected to fire at that
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time is a discrete probability mass function aj/a0. There are two implementa-
tions of SSA which have the same stochastic behaviour were introduced. They
are known as the Direct Method (DM) and the First Reaction Method (FRM).
DM directly computes the reaction firing time τ by inverse the exponential
distribution a0exp(−a0(x)τ), and then searches for reactionRj to fire according
to its probability aj/a0. DM requires two random number for doing a simulation
step. Let r1 and r2 be random numbers generated from a uniform distribution
U(0, 1). The first number is used to compute the firing time τ , while the second










j = the smallest j s.t.
j∑
k=1
ak(x) > r2a0(x) (2.7)
The search for a reaction firing Rj in DM is directly implemented by con-
tinuously accumulating the sum of propensities on-the-fly until it satisfies the
condition
∑j
k=1 ak(x) > r2a0(x). It is equivalent with a linear search.
Having the time τ and the fired reaction Rj, DM jumps current system state
to the new state x + vj , and updates current time to the new time t + τ . The
propensities of reactions are updated to reflect the change in the system state as
well. The simulation will loop until the current time is passed over a predeter-
mined simulation time Tmax. We briefly outline the DM algorithm in Alg. 1 for
the ease of reference.
The key point of the DM algorithm is the propensities aj(x)s are computed
once at the start of the simulation, and then updated as soon as the state x
changes. In Alg. 1 all the reactions have to update their propensities after a
reaction firing. The update step is obviously inefficient with a large model. To
speed up the propensity updates, it is common to exploit a dependency graph be-
tween reactions, which describes which propensities actually need to be recom-
puted after every reaction firings. In other words, only locally affected reactions
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Algorithm 1 Direct Method (DM)
1: initialize system time t = 0 and system state x = x0
2: while t < tmax do




7: generate two random numbers r1, r2 ∼ U(0, 1)





9: search for the next reaction Rj by continuously accumulating propensities aj until∑j
k=1 ak(x) > r2a0(x)
10: update the time t = t+ τ and system state x = x+ vj
11: end while
have to be recalculated their propensities. The dependency graph DG(V,E) is a
directed graph (see Fig. 2.2 for an example) which contains the reactions as ver-
tices V , while an directed edge e(Ri, Rj) ∈ E if and only if Rj ∈ affects(Ri),
the set of reactions affected by Ri. Formally
affects(Ri) = {Rj |(reactants(Ri)∪products(Ri))∩ reactants(Rj) 6= ∅} (2.8)
where reactants(Ri) and products(Ri) are the set of species taking part in reac-
tion Ri as reactants and products, respectively. Because a directed catalyst is
not consumed by the reaction itself, it is excluded from the reactants and prod-
ucts of the reaction. Hence, by the dependency graph update mechanism, the
propensity updates are now reduced to be model-dependent.
FRM is mathematically equivalent with DM but proceeds in a different man-
ner. It is a type of racing algorithm. The reaction with smallest putative time
is selected to fire next. Thus, in each simulation loop, m random numbers
r1 . . . rm ∼ U(0, 1) are used to generate the putative times of reactions. The









, j = 1 . . .m (2.9)
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Figure 2.2: Dependency graph (removing self affected edges)
The reaction Rj having the smallest putative time τj = min(τ1, . . . , τm) is se-
lected to fire. The propensity update in FRM is done similar to DM. The mathe-
matical equivalence between FRM and DM is derived directly from the property
of the exponential distribution [60].
FRM takes m random numbers in each simulation step to compute the puta-
tive times of reactions. But, only one is actually consumed by the simulation,
while m − 1 random numbers are discarded. A lot of random numbers waste
while applying to large models. FRM is thus less efficient and often runs slower
than DM. However, treating each reaction as a separated process, FRM allows
to consider in detail the effects of each reaction to the overall system dynam-
ics. For example, we can easily modify the propensity of a reaction taking into
account the effect of e.g., cell size changing during the simulation time. This
is known as the random-time change representation [97]. The firing time of a
reaction can even be modelled by different distributions, e.g., the Erlang, the
Hyperexponential distribution [117]. Second, FRM allows to see the simula-
tion as a discrete-event simulation algorithm. And, there are many efficient
event-queue data structures [20, 68, 83, 135] developed in computer science so
that they can be directly applied to improve the performance of FRM. The most
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notable improvement of FRM as a discrete-event simulation is the Next Reac-
tion Method (NRM) [59]. NRM uses a special priority queue, called the binary
heap, to store the putative reaction times. Retrieving the smallest putative time
is constant since it is always on the top of the heap. After a reaction is selected
to fire, NRM has to maintain the priority queue to reflect the change in the sys-
tem; however, it does this in a clever way. NRM exploits the scaling properties
of the exponential distribution and dependency graph to improve the propen-
sity updates. By this way, the absolute putative time has to be used, instead
of relative putative time in original FRM. There are two cases the computing
of new putative times and maintaining the heap are required. In the first case,
the reaction that has to update its propensity is itself the reaction firing. The
new reaction propensity is evaluated. Then, the new putative time is generated
following Eq. 2.9. In the second situation, the reactions are dependent reac-
tions (the affected reactions in the dependency graph). The scaling property of
exponential distribution will be exploited to scale up their putative times. As-
suming that the system moves from the state x to the new state xnew with the
firing time t. Let τnewj be the new putative time of reaction Rj at this new state.
It is scaled as τnewj = (aj(xnew)/aj(x))(τj − t) + t. So, we do not need to
generate additional random numbers for updating the putative times of affected
reactions. There only one random number is required for each simulation step.
This would save a lot of computational resource as the number of reactions m
is large. In fact, the complexity of a call to binary heap consolidation takes
logarithmic time i.e., O(log(m)). Thus, NRM, in worst case, takes logarithmic
time for a simulation loop assuming a constant number of affected reactions in
the model.
A software package called Moleculizer [105] exploits these two characters
of FRM to design an efficient simulation for the intra-cellular biochemical sys-
tems, i.e., the pheromone signal transduction pathway in Yeast. Due to the
complexities of receptor-binding mechanism the number reactions in the model
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is exponentially increasing. The reactions in entire network is possibly not able
to introduce to the simulation at beginning. Moleculizer takes over this problem
by introducing the species and reactions to the simulation only as needed. The
propensity of new introduced reactions will be modified in consistency with
physical properties of this reaction. The new introduced reaction event is then
efficiently controlled by a simplified version of queue-event data structure in
NRM.
Although NRM is often faster than FRM, DM, it also exposes challenges
for implementing the complex data structure used. In some special classes of
problems, the complex data structure even negates the performance of NRM.
For example, in [29], it showed that the runtime of NRM is actually slower than
DM when applied for highly coupled and multiscale reactions models e.g., the
heat shock response model of E. Coli. In [29], it also introduces an formu-
lation to improve the performance of DM. This new formulation is called the
Optimized Direct Method (ODM). ODM improves the search of DM based on
a careful observation that the searching of the next reaction firing will faster if
propensities are sorted in descending order. Indeed, the constraint in Eq. 2.7
is faster to satisfy if we rearrange the propensities in a descending order. This
new formulation will achieve a great speed up gain if the system contains dis-
parate ranges of propensity values. In ODM, the order of propensity values is
predicted by pre-run simulations. The average values of propensities are used
as criteria for ordering the reactions. The Sorting Direct Method (SDM) [110]
shares the same idea with ODM, but it uses a different technique to order the
reactions. SDM dynamically bubbles the reactions instead. Anytime a reaction
fires, its new propensity is computed. Its index is then exchanged with the next
lowest propensity (if exists). The bubble step is also applied to all affected re-
actions. At the end, an order for reactions propensities is established without a
pre-run simulation.
Sorting of reaction propensities does make the linear search of DM run faster.
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It, however, potentially makes the search less accurate [65]. A truncation error
can happen when the sum of the biggest propensities is represented by a fixed-
size floating number. For example, consider a floating point number with k
precision in a computer representation. If the propensity of a reaction is k or-
ders of magnitude smaller than the sum of biggest propensities placed before it
in the decreasing sorted order. This reaction is thus never selected to fire if a
decreasing order of propensity values is used. The implementation of sorting of
reaction should require an infinite precision number representation. However,
the most restriction of linear search, even reactions are ordered, is its time com-
plexity, in the worst case, is increasing linearly with the number of reactions m,
i.e., O(m). The search thus becomes very slow to as applied to large models.
There are several formulations have been proposed during time to reduce the
complexity of the linear search used in DM. One possible approach is divid-
ing the reactions into groups. The search is now composing of two consecu-
tive steps. First, the group containing the next reaction is discovered. Second,
the next reaction firing in the corresponding group is retrieved out. In [106],
these two steps are done through two linear searches. The first search discov-
ers the group based on the total propensity of each group. And, the second
search retrieves the next reaction firing in corresponding group by its propen-
sity. In [145, 147], the grouping of reactions is also exploited, but the search
of the next reaction in group is implemented by an acceptance-rejection pro-
cedure. A group is associated with a constraint. More precisely, reaction Rj
belonging to group k must satisfy the group constraint: bk−1 ≤ aj ≤ bk where
b is a selected base (e.g., b = 2 in [147]). Then, the search of reaction firing
is done as follows. A standard linear search is conducted to find out a group
k containing the next reaction. The next reaction within the group k is dis-
covered by applying the rejection mechanism with the chosen hat function bk.
This formulation is referred to as the composition rejection SSA (CR-SSA). The
complexity for the long run of CR-SSA in searching the next reaction firing is
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constant time. The assumptions for the constant time of CR-SSA are: 1) the
number of dependent reactions of a firing reaction should be restricted to a con-
stant factor, and 2) the reaction propensities which are varied by reaction firings
are less significant. Once these assumptions are violated, CR-SSA will spend a
lot of time adding and removing reactions to appropriate groups. The CR-SSA
performance therefore can be very slow. This has been shown by experiments
in [106].
If reactions are divided into groups so that each group contains only two
reactions, the search of the next reaction thus needs only one comparison to
discover the next branch in the search path. In this sense we have a binary
search [18, 103, 156]. The binary search obviously achieves better performance
than linear search, but it requires to pre-compute the partial sums of propen-
sities. These values have to be stored in a tree structure so that we can apply
the dependency-graph update mechanism. The time complexity of a tree-based
search SSA is logarithmic both in search and update. We are going to the detail
of the tree-based search on the next chapter. There we also predict and discuss
the tree leading to the optimal search length.
Instead of grouping reactions, the partial propensity SSA (PSSA) [128] fac-
torizes and groups the reactants. The reactions sharing the same reactants
are grouped. Only the partial propensities related to a reactant are computed.
PSSA then exploits a complex data structure to store reactants as well as partial
propensities. An equivalent procedure with SSA to find the next reaction firing
is proposed. The complexity of PSSA, in the worst case, is proportional with
number of molecular species. PSSA therefore outperforms when applying to
highly coupled reaction models. The current restriction of PSSA is that: 1) it
only supports for reactions having at most two reactants, and 2) the reaction
propensity is based mainly on the mass-action kinetics [128]. The key idea of
reactant grouping and binary search to improve the performance of SSA also
proposed in [80].
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A different approach to improve SSA is discussed in [141]. It exploits the
uniformization technique to improve the simulation performance. The idea of
uniformization technique is using the upper-bound of total propensity to dis-
cretize the time. By the application of the upper-bound of total propensity, this
approach introduces a dummy reaction, without changing the system state, to
the current set of reactions. The rate of the dummy reaction is equal to the dif-
ferent between the upper-bound value and the current total propensity. Because
the firing time of all reactions, including the dummy reaction, is all exponential
distributed with the same mean corresponding to the inverse of the total propen-
sity upper-bound, we do not need to generate the reaction firing time. Only the
search of reactions and propensity updates are required. in order to approxi-
mate the upper-bound of total propensity it has to know a global upper-bound
for the population of all species. This is hard to pre-compute. Indeed, even
in the case such upper-bound is known, it may be several orders of magnitude
larger than the actual total propensity e.g. if the system is stiff. In this case, sim-
ulation would spend a lot of time firing the dummy reaction, hence frequently
following self-loops.
2.3.2 Approximate stochastic simulation
Essentially, an approximate method speeds up the simulation by sacrificing its
accuracy. It tries to execute as many as possible the number of reaction events
in one simulation step. This is the main different with SSA where only one
reaction event occurs at time. There are many approximate methods introduced,
see for example [62, 115, 134], in which the most notable algorithm is the τ -
leaping method. The time axis in τ -leaping is divided into (small) time intervals.
The changes of all reaction propensities in a time interval are considered less
significant and assumed to be constant. This condition is known as the leap
condition.
Let [t, t + τ) be a time interval in which the propensity of any particular
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reaction Rj satisfies the leap condition. In other words, the propensity aj(x) is
remained essentially constant during that time interval. The number of times
reaction Rj occurring is so a Poisson process Poisson(aj(x)τ). Let kj be the
number of times reaction Rj fires during the time interval [t, t + τ). Thus, we
have that kj ∼ Poisson(aj(x)τ). Each occurrence of Rj causes the system
state to change an amount x + vj. So, the net change of the system state by
firing kj times reaction Rj in the time interval [t, t+ τ) is x+ kj · vj. Based on
this observation the τ -leaping is proceeding as follows.
The simulation time Tmax is divided into time intervals [t, t+ τ) so that the
leap condition is satisfied on each interval. In each simulation step, m Poisson
random numbers kj ∼ Poisson(aj(x)τ) for all j = 1 . . .m are generated. The
system state changing by m reactions firing in an interval are updated by:




The accuracy of the τ -leaping thus is strongly depending on the choosing of
an appropriate τ value. In principle, a post-leap check can be applied. That
is we start with an predefined arbitrary (small) τ value. Then, we check the
difference in the reaction propensity after that leaf. If all the differences are
acceptable (i.e., satisfying the leap condition) then the leaf is accepted. Oth-
erwise, τ should be reduced. More precisely, let x and xτ be the state before
and after the leap τ . The absolute change in propensity of reaction Rj is com-
puted and ensured to be sufficiently small comparing with an error parameter ǫ,
i.e., ‖aj(xτ)− aj(x)‖ < ǫ for all j = 1 . . .m. If the change in propensity of
any reaction violates this condition, τ is reduced e.g., to a half, and the checking
procedure repeats. The post-leap working in this manner, however, potentially
biases the system away from large yet reasonable changes in the state.
The pre-leap is thus often more promising than the post-leap. It instead
computes the leap τ by postulating the expected change in propensities at the
new expected state. The expected change is calculated and checked against
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whether it is acceptably small. Several strategies have been introduced for doing
the pre-leap check. In [62] the expected change in propensities is suggested to
be bound by a0(x), i.e., ‖aj(xτ)− aj(x)‖ ≤ ǫa0(x) for all j = 1 . . .m where
0 < ǫ≪ 1 is the error control parameter. This original idea of the leap selection
is extended and improved by [26, 66]. In [27], a new leap selection procedure
is proposed in which the relative change in propensity of a reaction is bound by
its current propensity instead of total sum of propensities.
A subtle problem occurring in the τ -leaping is the negative population of
species. The Poison random variable kj ∼ P (aj(x)τ), in general, is unbound.
The population of a species after the leap thus can get negative. It is obviously
unrealistic and should be prevented during the simulation. Several solutions
have been introduced to solve the negative population. In [32, 159] a Binomial
distribution with the same mean with the Poison process P (aj(x)τ) is used
instead to sample the number of reactions events in a leap. The negative pop-
ulation is avoided because the Binomial random number is bound. In [123],
it constraints the changes in species population by solving an integer linear
programming problem. The number of reaction events is then sampled by a
Multinomial distribution. An another solution to this problem is dividing the
system in two parts [25]. The species which have the large population is put in
safe part which can directly apply the τ -leaping method, while the low popula-
tion species are put in the critical region. The reactions involving with critical
species are treated in individual by e.g., SSA. For stiff systems, the leaf τ of an
(explicit) τ -leaping selection is very small which is in the order of the inverse
of the total propensity a0. The implicit τ -leaping [132] handles this obstacle
to allow to choose an arbitrary large τ value by applying an implicit approxi-
mation form. However, the state change vector now is not an integer vector. It
has to be round off to the nearest integer. This introduces an additional source
of approximation to simulation. A combination of explicit-implicit τ -leaping is
proposed recently in [28].
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In [11] the K-leap method and in [22] the R-leap method, respectively, are
alternatives for the τ -leaping method. The advantage of these methods is the
number of reaction firings during a leap is controllable. The negative popula-
tion never happens, and thus improving the simulation accuracy. These meth-
ods are variants of kα-leaping method proposed in [62]. The principle of these
methods is the total number of reaction firings during a leap is predefined and
constrained. The leap τ is proved to be following a Gamma distribution, while
the number of times a reaction firings during a leap is following a Multinomial
distribution. Then, several sampling techniques have introduced for both of
these methods to generate a suitable τ value.
The τ -leaping is not only used for improving the performance of SSA, it but
also bridges a connection to the deterministic simulation [65]. Let suppose the
leap condition is relaxed so that τ is still small enough to satisfy the leap condi-
tion, but the expected number of reaction firings in a leap is also large enough,
i.e., aj(x)τ ≫ 1 for all j = 1 . . .m. By this new condition, the Poisson dis-
tribution is approximated by a Normal distribution with the mean and variance
are aj(x)τ . Thus, Eq. 2.10 is rewritten by:















where Nj(µ, σ2) denotes a Normal distribution with mean µ and variance σ2.
To derivation of Eq 2.11 makes use a special property in conversion of a Nor-
mal distribution to standard Normal distribution N(0, 1) i.e., Nj(µ, σ2) = µ +
σN(0, 1).
The Eq. 2.11 is referred to as the chemical Langevin equation (CLE). The













where Γj(t) is an independent Gaussian white-noise process.
In the thermodynamic limit, where the volume size and the species popu-
lation is increasing to infinity, but the species concentration (the ratio between





ajΓj(t) in Eq. 2.12 grows slowly (in square root) compar-
ing with other terms (in linearity). This term is thus negligible small contribute
to the macroscopic change of the system and can be ignored. In other words,








in which [X] denotes the species concentration vector, and a function f presents
the changes of the species concentration by reactions. The Equation 2.13 is the
general form of RREs used in deterministic simulation. Hence, the stochastic
approach in the thermodynamic limit converges to the deterministic one.
2.3.3 Hybrid stochastic simulation
Hybrid methods are proposed to efficiently simulate the system with a great dis-
parity in the species population. The high population species are simulated with
a less computational technique since the fluctuations in these species are less
significant. The low population species will be simulated by an exact method
so that it is still able to captures the significant fluctuations [16, 118]. The hy-
brid approach thus still achieves a better performance, but also reproduces the
stochastic effects by the low population species.
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The principle of the hybrid approach is dividing the system into two sub-
systems. These parts will be simulated by different simulation methods, but
they are complementary to each others. An intuitive partitioning strategy is to
partition reactions into subsets of fast and slow reactions. Mathematically, it is
equivalent to partition CME. The fast reactions often, but not always, involves
high population species. The rest will be called slow reactions. Two subsys-
tems are assumed to evolve independently. The fast reactions is integrated by,
e.g., an ODE solver. The slow reactions is simulated by an SSA variant to retain
the important fluctuations. Because the slow reactions, in general, is dependent
to the fast species, their propensities can change if a fast reaction fires. For this
reason, the propensity of slow reaction have to modify to use the random time
varying propensity.
For the success of a hybrid method, several aspects have to be considered.
First, the criteria as well as their reliability are applied for partitioning of the
system. Second, how the partition is done in static or in dynamic. Third, how
the synchronization between simulation techniques i.e., between the determin-
istic vs. stochastic as well as the data conversion i.e., between the species con-
centration vs. population, continuous vs. discrete. Lastly, how to treat the fast
reactions involving also the low population species.
There are several hybrid methods has been proposed in literature. We review
three main approaches in the following.
• The ODE/SSA hybrid. In [2, 84] it proposed a combination of SSA and
ODE solver to simulate the system. An ODE solver is used to integrate
the high population species part, while an SSA variant simulates for low
population species. The algorithm works by partitioning the species and
reactions as well as choosing a fixed integration time step ∆t for the ODE
integration. Although, note that, ∆t could be adaptively decided in modern
ODE solver. The ODE/SSA hybrid is proceeding as follows. First, an ODE
integration with the time step ∆t is computed with assumption that there
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is no slow reaction event occurring. The time-varying propensities of the
slow reactions in this time step are evaluated. Then, the firing time δt for a
slow reaction event is derived. In particular case, the time step ∆t is chosen
small enough so that the changes in slow reaction propensities are assumed
to be constant. The computing of the slow reaction event thus does not
require to use the random time change technique and is greatly simplified.
Finally, the simulation decides which event will update the system. If the
slow reaction event is occurring before the ODE integration, i.e., δt < ∆t,
a slow reaction is fired. The fast species involved in this slow reaction is
updated as well. In the other case, only the ODE integration takes place.
A new simulation iteration is executed after that.
• The CLE/SSA hybrid. This hybrid simulation is a combination of a dis-
crete simulation for slow reactions and a CLE solver for fast reactions [72,
140]. The partitioning of reactions is treated dynamically. A reaction is
considered to be fast if it satisfies the conditions 1) aj∆t ≥ λ and 2)
x ≥ ǫ |vj| in which ∆t is the time step for updating the fast reactions, λ
and ǫ are parameters to control the partitioning. For example, in [140], λ
and ǫ are assigned to be 10 and 100, respectively. During the time course
if a fast reaction violates the partitioning condition, it is automatically
moved to slow reaction subset. The CLE/SSA achieves higher accuracy
than ODE/SSA because it still could capture for the fluctuations in the fast
reactions.
• The τ -leaping/SSA hybrid. The τ -leaping/SSA hybrid places in the middle
between deterministic and stochastic hybrid. It is named as the maximal
timestep algorithm in [126]. The key idea of τ -leaping/SSA hybrid is that
the τ -leaping is applied to simulate the fast reactions while the slow reac-
tions is simulated by an SSA variant. This hybrid technique bridges the
gaps in the ODE/CLE integration and discrete event simulation described
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above. However, by applying a variant of τ -leaping for the fast subset
makes this hybrid approach become more difficult to analyze the time-
varying nature of slow reaction propensities. Thus, this technique puts an
assumption that the changes in slow reaction propensities during a leap is
less significant, and is ignored. This, of course, introduces an additional
source of error to the simulation.
2.3.4 Stiff system simulation
The stiffness arises in systems consisting both fast and slow reactions where
the fast reactions approach the stable state very fast. After rapidly transient
time with a very short fluctuation due to fast reactions, the system becomes
stable. The slow reactions then determine the system dynamics. The presence
of multiple time scales in such system slows down the stochastic simulation
significantly. In fact, SSA spends most of its simulation time for simulating fast
reaction events; however, this is not corresponding to the system dynamics.
Many methods have been proposed for efficiently simulating the stiff sys-
tems. They are often based on two main techniques: the quasi-steady state as-
sumption (QSSA) and the partial equilibrium assumption (PEA), which are used
in the deterministic context and adapted to the stochastic simulation. The QSSA
improves the simulation performance by removing intermediate and highly re-
active species from the model, while PEA enhances the simulation by assuming
fast reactions reaching equilibrium will remain always in that equilibrium state.
The difference between QSSA and PEA is the object they focus on. The for-
mer focuses on the state, while the latter concentrates on the reactions. In the
following we briefly review these techniques.
The QSSA-based stochastic simulation. In [129, 161], the QSSA stochas-
tic kinetics is introduced to deal with stiffness. The system state x is divided
into the set of primary species y and intermediate species z so that x = (y, z).
The intermediate species are assumed to be transitory and highly reactive. In
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other words, two following assumptions are made. First, the probability distri-
bution of intermediate species z conditional on y approximatively satisfies the
definition of the CME. That is P (z|y, t) follows the form of chemical master
equation in eq. 2.3. Second, the net rate of change for the conditional probabil-
ity distribution of these intermediate species is approximatively equal to zero. It
is equivalent that dP (z|y, t)/dt ≈ 0. By these two assumptions, the stationary
probability distribution of intermediate species P (z|y) is more easier to derive.
An analytic solution or a numerical computation can be conducted to sample
the population of intermediate species. Having the knowledge of intermediate
species, reaction propensities involving the primary species y for doing stochas-
tic simulation become easier to derive. In fact, these propensities have the form
bk(y) =
∑
z ak(y, z)P (z|y).
Summing up, in each QSSA-based simulation loop two consecutive steps
are done. First, the intermediate species z is sampled from the stationary distri-
bution P (z|y). They are substituted into the computation of propensities bk(y)
involving primary species. And second, a SSA step is applied to find the next
reaction firing based on propensities bk(y). Note that when a reaction firing only
the population of primary species y is updated.
The PEA-based stochastic simulation. The slow-scale SSA (ssSSA) [23,
24] is an example of PEA. ssSSA proceeds as follows. It provisionally divides
reactions into fast reactions, denoted Rf , and slow reactions, denoted Rs. The
provisionally partitioning of reactions is decided only by their rate constants.
The fast reactions are further assumed to remain always in equilibrium state
upon reaching the equilibrium. Species whose population gets changed by a
fast reaction are labeled as fast species Sf , the rest species is called slow species
Ss. By this definition, a fast species clearly can change by a slow reaction,
but the reverse direction is not true. The corresponding process X(t) is thus
divided into a fast process Xf(t) and Xs(t). Although the full state vector
X(t) = (Xf(t), Xs(t)) obeys CME, each individual component is not. ssSSA
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overcomes this difficulty by introducing the definition of virtual fast process.
More precisely, the virtual fast process X˜f contains the same species as the fast
species Xf(t) where all slow reactions turned off. Thus, the virtual fast process
X˜f only depends on fast species, while the slow species are assumed constant.
The P˜ (Xf , t) in this definition is completely described by CME.
The virtual process X˜f , under the stiffness property, is assumed to be a sta-
ble process. It thus imposes two assumptions. First, the stationary distribution
P˜ (xf ,∞) exists. Second, the relaxation time of X˜(t) to stationary asymptotic
form, X˜(t) → X˜(∞) happens very quickly (typically, smaller than the time to
the next slow reaction event). With these two assumptions, the stationary distri-
bution P˜ (xf ,∞) is analytically solvable by e.g. a numerical method. Thus, the
population of fast species involved in the virtual fast process can be computed
without doing simulation. The simulation now only applies for slow reactions
where the propensity of a slow reaction is adapted as follows. Let ∆s be the time
which is very large compared to relaxation time of X˜f(t), but also very small
compared to the expected time to the next slow reaction. The probability one
slow reaction Rsj occurs in interval [t, t+∆s) is approximated by asj(xf , xs)∆s
where asj(xf , xs) is referred to as slow scaled propensity function of reaction
Rsj . It is given by:
asj(x






,∞|xf , xs) (2.14)
In conclusion, a ssSSA execution for sampling a trajectory is first numer-
ically calculating the population of fast species. The fast species are indeed
generated by randomly sampling the limited virtual fast process X˜f(∞). Then,
a SSA step is applied to select a next slow reaction to fire based on the slow
scale propensities Eq. 2.14. Thus, in the manner, the simulation moves the sys-




Several extensions also have been introduced to cover different aspects of bio-
chemical reactions systems by relaxing SSA underlying hypothesis. In this sec-
tion we briefly review two such relaxations that are: the reaction with delays,
and reaction with spatiality.
Reaction with delays. In SSA, the next reaction assumes to happen instan-
taneously. Biochemical reactions, in fact, will take a certain time to finish after
they are initiated. The delayed time in biochemical reactions is thus inevitable,
but it is often many orders smaller than the waiting time to the next reaction.
The delayed time is therefore often ignored. The delayed time, however, will
introduce a another source of noise and plays a crucial role in the development
of the biochemical processes if it is in the order of the reaction time. For exam-
ple, in [13], the effect of delayed time to the development of the gene expression
has been observed. The system exhibits the stochasticity even the counterpart
is deterministic. The delayed-time reactions could further use to reduce the
deleterious effects of propagation noise.
Because of delays the Markovian property of SSA is invalidated. The in-
stantly update of the system state caused by the reaction firing would end with
an incorrect result. SSA thus should be modified to take into account the de-
layed time in reactions. In [19] an exact generalization of DM with delayed
time reactions is introduced. The key steps of the algorithm are as follows. In
each simulation step, the next reaction and its firing time is generated by DM.
If the selected reaction is a delayed time reaction, the actual completed time of
this reaction is stored in a stack. In the other case, the reaction is a non-delayed
reaction. Its firing time is compared against with the time stored on the top
of the stack. There are two cases. In the first case, the reaction time is less
than the completed time of a delayed reaction, the system state will be normally
updated by firing this non-delayed reaction. On the other hand, the selected
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reaction is discarded and the update of the delayed reaction is performed. An
exact generalization of SSA covering all possible delays in reactions, called the
delay stochastic simulation algorithm (DSSA), is introduced in [21]. An effi-
cient modified of NRM for the delayed time reactions is also introduced recently
in [6].
Reaction with spatiality. This extension considers relaxing the well-mixed
assumption. The spatial homogeneous is easy to validate by in vitro experi-
ments where the diffusion of molecular species is much faster than the reaction.
However, it is in general not true for living cells. The species in cell environ-
ment is indeed very highly localized to improve cellular functions. The cell
division, metabolic and signaling pathways, for example, strongly depend on
the spatial information. The temporal evolution of SSA by reactions alone is
not enough to reproduce important effects such as the molecular crowding, the
excluded volume effect. It therefore should be extended to take into account the
diffusion of species in space.
Several approaches adapted SSA to make it applicable for simulating the
diffusion of species in space. The key idea of these extensions is diving the
space into smaller subvolumes. The subvolume size length is chosen to be small
enough so that the well-mixed assumption inside that subvolume is satisfied.
SSA therefore can be applied to simulate reactions inside a subvolume. The
diffusion of a species between subvolume is treated directly as a unimolecular
reaction. The rate of diffusion is translated from the bulk diffusion by the Fick’s
law. The rate of the diffusion reaction, in general, should depend on the shape
of subvolume. The modelling of the spatial information in such the way is often
referred to as reaction-diffusion master equation (RDME). RDME is indeed a
natural extension of CME for spatial heterogeneous.
The SSA-based stochastic simulation algorithms for a RDME are also intro-
duced. A direct extension of DM to simulate RDME is proposed in [17, 151].
It uses a DM variant to select a reaction firing. If the selection is an biochem-
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ical reaction, the population of reactants involved in that reaction is updated.
Then, only affected reactions in the current subvolume have to update propen-
sities. In case the selection is a diffusion reaction, the diffusive species selects
a random neighbor to move to and the population of this species in these sub-
volumes is updated. For anisotropy diffusion, the destination subvolume of
a diffusive species should be explicitly defined instead of random selecting a
neighbor. The affected reactions due to the diffusive species in both of these
subvolumes update their propensities after that. The direct application of SSA
for doing reaction-diffusion simulation, however, is often computation and/or
memory inefficient. A possible improvement is dividing the selection of the
reaction firing into two consecutive search steps. The first search discovers the
subvolume containing the next reaction firing, then the second one retrieves out
the next reaction firing within that subvolume. There are many possible combi-
nations for doing these steps, e.g., two consecutive DMs. The next subvolume
method (NSM) [45] is a notable formulation of spatial SSA extension in this
way for sampling RDME. NSM is indeed a clever combination of NRM and
DM. In NSM, the selection of the next subvolume using the idea of NRM. The
putative times of subvolumes is precomputed and stored in an indexed priority
queue. Since the smallest putative time is always on the top of the queue, the
selection of the subvolume is in constant time. The next reaction firing in this
subvolume will be found out by DM. After the next reaction firing is defined,
the population of species and affected reaction propensities in subvolume(s)
are updated depending on the type of the selected reaction. Then, the putative
times of subvolume(s) are recalculated to reflect the changes. The priority heap
of subvolume putative times is consolidated as well. By using the priority queue
to select a subvolume, the time complexity of NSM is scaled logarithmic with
the number of subvolumes.
The Gillespie Multi-particle Method (GMP) [137] is a different simulation
approach to simulate the reaction-diffusion processes. It is different in sense that
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the reactions and diffusions are treated separately. The theory behinds GMP
is known as the operator splitting technique [35, 36]. In essential, GMP pre-
computes the diffusion time of a molecular species based on its diffusion con-
stant and the subvolume size length. The time-axis is thus divided into small
chunks of the diffusion times. During the simulation, if a diffusion event occurs,
the corresponding species in a subvolume is distributed all over its neighbors.
Between two diffusion events, reactions between species are simulated by DM.
In [138] a hybrid τ -leaping (Hτ -leaping) algorithm is presented. It is working
similar to GMP, but the diffusion time of all species is fixed instead. The Multi-
nomial simulation algorithm (MSA) [100] also treats the reactions and diffusion
separately but allows a molecule diffusing from a subvolume to any neighbors
within a prescribed distance. It thus improves the spatial simulation if the num-
ber of diffusive events many orders larger than the reaction events. MSA uses a
conditioned Multinomial distribution to approximate the number of molecules
diffusing.
In literature, the particle-based spatial simulation algorithms have also been
proposed. In these algorithms, the spatial information of each species is tracking
directly. The diffusion of a species in space is explicitly model by a Brownian
dynamic (BD). A reaction between molecules occurs if they are close enough.
More specifically, if the distance between two molecules is less than the so-
called reaction radius, the reaction could happen. The Smoldyn [7] is a direct
application of the BD to simulate the reaction-diffusion at the particle level.
However, the time step for moving a molecular species in space by a random
walk has to choose small enough so that it does not miss reactions with other
molecules. Green’s Function Reaction Dynamics (GFRD) [163] solves this
problem by a discrete event simulation. Thus the time step for doing a random
work does not need to be fixed arbitrarily small. Recently, the combination of





An insight understanding the mechanisms of regulatory effects in large cellular
models gives many benefits, but also raises a great challenge for the implemen-
tation of the simulation algorithm. Both the search of the next reaction firing
and the update affected reactions suffer the simulation performance. In this
chapter, we focus our study to the impact of the search on the overall simula-
tion performance, and contribute to its improvement by applying variants of a
tree-based search. The update will be considered in the next chapter.
A linear search to determine the next reaction firing in DM, in principle,
works with any biochemical reaction model. The accumulating sum of propen-
sities aj repeats until a reaction found. The time complexity of linear search,
however, is increasing linearly with the number of reactions in the network,
i.e., O(m). Thus, except for some small models, the performance of linear
search is often very slow.
A binary search is, of course, a more efficient method than a linear search
(logarithmic vs. linear complexity). In order to exploit binary search the par-
tial sums of propensities have to be precomputed and store in a tree structure.
Hence, we will start by discussing the underlying data structures and algorithms
used to apply binary search on complete trees with a dependency graph based
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update mechanism. Then, we study which tree structure will minimize the num-
ber of comparisons needed to find the next reaction firing.
We show, both in theory and in practice, that by using an underlying tree
data structure to store reaction propensities the simulation time can be sensibly
improved. Theory shows that our approach reduces search time from linear to
logarithmic, although propensity updates now require logarithmic time instead
of constant time. Theory also predicts the shape of the tree leading to optimal
average search time. This turns out to be the Huffman tree [79], a device used
in computer science for data compression. Experiments confirm that this tree
indeed leads to faster simulation. We also study further the impact of tree-
rebuilding approaches, by which the propensity Huffman tree is rebuilt when
it becomes non-optimal caused of many reaction firings. Two strategies are
proposed: the fixed time tree rebuilding and adaptive time tree rebuilding. The
former strategy periodically rebuilds the tree after a fixed time, while the latter
allows to rebuild the tree during the simulation depending on how the system
evolves.
3.2 Complete Tree Search
A (binary) complete tree, is a binary tree completely filled at every level, except
possibly the last; each node has exactly two children (internal node), or zero
(leaf). For our purposes, leaves hold the reaction propensity aj for j = 1 · · ·m,
while internal nodes store the sums of values of their child nodes. Thus, at the
top, the root holds the total sum a0. Proposition 1 and the following discussion
allow to store a complete tree on a contiguous array, hence improving cache-
friendliness.
Proposition 1. A complete binary tree with m leaves has exactly 2m−1 nodes.
We therefore use an array with 2m− 1 elements to represent a complete tree
with m reaction propensities filled at the lowest level. In the array representa-
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tion, a node at position i will have its two children at position 2i and 2i+1. We
then recursively from leaves to root construct the tree with the internal sums as
in Algo. 2. Here, each element of the array TREE stores only the partial sums
of the reaction propensities, so we simply need each cell to store a single value
(a floating point double). In order to build up the tree, the number of reactions
m must be an even number. In the case m is not one can add a dummy node
(with propensity 0) as the last element of the array.
Algorithm 2 Building the complete tree
procedure: build tree(position)
require: array TREE with 2m− 1 elements where elements from m to 2m− 1 are filled with
reaction propensities
1: if position is not leaf then
2: build tree(2position)
3: build tree(2position + 1)
4: TREE[position] = TREE[2position] + TREE[2position + 1]
5: end if
Once having built the tree, to search for the next reaction firing we proceed
as follows. Let r be a random number in U(0, 1), and ra0 be the value we are
looking for. Starting from the root, we travel down the tree, following the left
or right branches according to whether the propensity sum stored in the left one
is smaller than the search value. Whenever we take a right branch, we adjust
the search value by subtracting it from the value stored in the parent. The whole
procedure is outlined in Algo. 3. The procedure is correct, in the sense it finds
the same leaf Rj as in Equ. (2.7), so each reaction indeed is chosen with the
correctly desired probability aj/a0.
The reaction firing causes the system state change; therefore, we also have
to update the propensity tree as well. For that, we use the dependency graph to
keep the local affection between reactions and exploit the fact that the parent of
node i is located at position ⌊i/2⌋. Hence, we only update the reactions affected
and their ancestor nodes in the tree following the path from leaf to root. Since
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Algorithm 3 Finding the next reaction firing
procedure: search(position, s)
require: properly set up array TREE, search value s
1: if position is leaf then
2: return position
3: else if TREE[2position] ≥ s then
4: search(2position, s)
5: else
6: v = TREE[position] - s
7: search(2position + 1, v)
8: end if
the average path length is log(m), the total cost for the simulation is stable
O(log(m)).
A particular order of reactions in the leaves of a tree in an implementation
has impact on the update of the affected reactions. To illustrate the idea, we
imagine a binary tree with two reactions which affect each other. The number of
computation could reduce to a half if they are staying near each other, i.e., when
they share the same parent comparing with the case they are put in different
branches, i.e., they have different ancestors. In general reactions should be
placed together so that they form a clique.
3.3 Huffman Tree Search
While storing reactions in a complete tree minimizes the height of the tree,
corresponding to the average computation to search the next reaction firing,
this does not lead to an optimal average-case performance. Indeed, consider
the average number of comparisons performed during the search of the next






where m is the total number of reactions, Dj and wj, respectively, are the depth
of the leaf Rj in the tree and the weight corresponding to the probability the
reaction Rj is being selected to fire. The reaction depth Dj is indeed the search
length of firing reaction Rj . The SSA, by our formulation, therefore now has
changed to find a representation to optimize Tm(C).
In complete tree setting, the depths Dj are roughly equal, since all the leaves
are in the last level or in the next-to-last one. So, we are performing the same
number of computations in every cases i.e., the likely event of picking a fast
reaction requires the same computational effort of the unlikely event of picking
a slow reaction. It is simple to check that this choice leads to a non optimal
Tm(C). Consider the extreme case in which reaction 1 has 91% probability,
while reactions 2, 3, 4 have 3% probability each. In a complete tree, we would
have Dj = 2, hence T4(C) = 2. With a non-complete tree it would however
be possible to move reaction 1 up in the tree (D1 = 1), while moving the other
reactions down (Dj = 3, j > 1). This leads to T4(C) = 1.18 comparisons,
which is better. Intuitively, we can improve the performance of the complete
tree search, especially for multi-scale biochemical systems, which can be sep-
arated into fast and slow reactions. The main idea would then be to place fast
reactions close to the root, while slow ones farther from it.
These facts are very closely related to well-known results in data compres-
sion. Indeed, the minimization of Tm(C), which leads to optimal performance
in our setting, is the purpose of the Huffman encoding for data compression.
Huffman tree, in [79, 91], provides a possible construction to minimize Tm(C).
The fundamental idea there is to build the tree by repeatedly merging trees in a
forest, which initially contains only trees with one node. At each step, the two
trees whose roots (p and q) have the smallest weights (wp and wq) are merged.
A new root pq is created and the two previous trees become the subtrees of pq.
The pq node is assigned weight wpq = wp + wq. This is repeated until the for-
est contains only one tree. From this, it is clear that in the final tree we have
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Dpq+1 = Dq = Dp, where p, q, pq are the nodes involved in any merge. Hence,













= Tm−1(C) + wpq (3.2)
which relates Tm(C) with Tm−1(C). The above allows us to recall the main
result for Huffman trees.
Proposition 2. The Huffman tree gives the minimum value of Tm(C)
Proof. Proof By induction on m. Base case: easy to check for m = 2. In-
ductive case: by the inductive hypothesis, the Huffman tree for m − 1 gives
the optimum value for Tm−1(C). By contradiction, suppose the Huffman tree
for m is not optimal. So there is some tree having total number of comparisons
T ′m(C) such that T ′m(C) < Tm(C). W.l.o.g. the smallest weights must be placed
at lowest level. Hence, let p and q are nodes with smallest weight and their par-
ent labeled pq. Using (3.2), we have T ′m−1(C) + wpq < Tm−1(C) + wpq then
T ′m−1(C) < Tm−1(C), contradicting the inductive hypothesis.
Since each node in Huffman tree has two children, Proposition 1 still holds.
We therefore still use an array with size 2m − 1 for representing the Huffman
tree. Note that, however, we do not need m to be even in this setting. The
elements at position from m−1 to 2m−1 are filled by reactions as leaves. But,
unlike for complete trees, each element in the array must point to its left and
right child. Building a Huffman tree is done by employing a heap to extract the
nodes p, q with minimum weight at each step.
48
Algorithm 4 Building Huffman tree
procedure: build huffman tree
require: An array TREE with 2m − 1 elements, where the elements from m to 2m − 1 are
filled
1: build heap H with elements (m,w1),... (2m− 1, wm), ordered according to wj
2: for position = m− 1 down to 1 do
3: extract top element (p, wp) from H
4: extract top element (q, wq) from H
5: TREE[position].VALUE = TREE[p].VALUE + TREE[q].VALUE
6: TREE[position].LEFT = p
7: TREE[position].RIGHT = q
8: insert(position, wp + wq) into H
9: end for
The Huffman tree we built in the Algo. 4 is stored in an array in which each
element contains the fields: VALUE, LEFT, RIGHT. The partial sum is now
stored in the VALUE field. The index of left and right subtree is indicated by
LEFT and RIGHT, respectively. The same binary search procedure in Algo. 3 is
applied to search the Huffman tree for the next reaction, except that now LEFT
and RIGHT fields are used to travel the tree, instead of the previous formulas
which work only for complete trees.
The update stage in the simulation is to reflect the changes to the propensity
of reactions affected. Each element of array TREE stores the location of its
parent node by an additional field, called PARENT, which is set in the Huffman
tree building procedure. The path from a leaf to its root is thus easily to restored.
Accompanying with dependency graph, we traverse upward this path to update
reactions affected. In the following, we discuss about the weight function in the
implementation of Huffman tree and the tree rebuilding when the tree becomes
non-optimal.
By applying the Huffman tree to find the next reaction firing, we want to
reduce the number of comparisons of SSA. A native candidate for the weight
function is the propensity function aj since this choice leads to less time spent
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for finding the next reaction. However, during the execution of the simulation,
reaction firings affect their dependent propensities, which also could change
rapidly. This happens, for example, whenever a reaction has a very large rate
constant but a small number of reactant molecules. Its propensity will signif-
icantly change by a very large amount. Updating the values stored in the tree
therefore could make the tree no longer optimal i.e., no longer an Huffman tree.
In this case, we face the choice of either proceeding with a non-optimal tree
(which could still be near the optimum, though), or rebuilding the Huffman
tree. Rebuilding the tree is rather expensive, so we need a trade-off.
Our idea is postponing the reconstruction of the tree while the change of the
weight is less significant. We thus keep on using a non-optimal tree for some
predefined (and tunable) number of SSA steps. The choice of this parameter,
however, only affects the performance, while the results are still exact.
3.3.1 Fixed time tree rebuilding
An intuitive and easy implementation for the tree rebuilding discussed above is
to use a fixed number k, and consolidate the tree structure only once every k
steps. This amounts to assuming that the weights do not change significantly
during k simulation steps, so we can postpone the rebuilding without a large
impact on performance. To compensate, we slightly modify weights wj to cope
with propensities changing rapidly. More precisely, we assign a higher weight
to those reactions which are more likely to change.
For reaction Rj , we consider two sets: conflicts(Rj) as the collection of
reactions that affect and compete with Rj
conflicts(Rj) = {Ri|Rj ∈ affects(Ri), reactants(Ri) ∩ reactants(Rj) 6= ∅}
(3.3)
and favors(Rj) is the collection of reactions that affect and favor Rj
favors(Rj) = {Ri|Rj ∈ affects(Ri), products(Ri) ∩ reactants(Rj) 6= ∅} (3.4)
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Table 3.1: Models with number of reactions and species
Model Species Reactions
Oregonator 8 5
Circadian Cycle 9 11
HSR of E. Coli 28 61
MAP Kinase Cascade 106 296
respectively, where reactants(Rj) and products(Rj) are the set of species taking
part in reaction Rj as reactants and products. In terms of the dependency graph
DG(V,E), we have the following relation: |conflicts(Rj)| + | favors(Rj)| =
in-degree(Rj).
Then, we will estimate the probability a particular reaction occurring will
increase (resp. decrease) the propensity of reaction Rj as |conflicts(Rj)|/m
(resp. |favors(Rj)|/m). For k simulation steps, the estimated weight of reaction
Rj is:







where α1, α2 are parameters denoting the average change amount. For sim-
plicity, we assign these to the stochastic rate constant for the reaction at hand
i.e, α1 = −α2 = kj.
We evaluate and compare the performance of four algorithms: DM, NRM,
Complete Tree Search and Huffman Tree Search. The simulation is performed
on different models varying in size. Table 3.1 provides a summary of the num-
ber of reactions and species in each simulated systems. Before going to the
details of the results, we give a brief description of these models.
The first two models we studied are the Oregonator and Circadian Cycle
model. The underlying mechanism of the Oregonator dynamics contains both
an autocatalytic step and a delayed negative feedback loop. It is a kind of chem-
ical reaction that shows a periodic change in the concentrations of the products
and reactants [5] where reactions and species involved are shown in Fig. 2.2.
The second model is the simplified circadian cycle model in [166]. The circa-
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dian rhythm is a daily cycle in the biochemical processes of many living beings.
The key mechanism of the circadian rhythm is the intracellular transcription
regulation of two genes that is an activator and a repressor. Activator acts as the
positive element in transcription in binding to promoter, while repressor acts as
the negative element by repressing the activator.
The third model that we simulated is the heat shock response (HSR) process
which occurs when cells are shifted to high temperature. The synthesis of a
small number of proteins, called the heat shock proteins (HSPs), is rapidly in-
duced. In E. coli, the response is controlled by the so-called σ-factor which is
capable of binding to various regions of the DNA that stimulate the transcrip-
tion of the particular gene under their control. When E. coli senses the raised
temperature the special heat shock σ-factor called σ32 will replace σ70, which
is the bound σ unit of RNA Polymerase (RNAP), to accelerate HSPs synthesis
(see more details in [96]).
The last model is the mitogen-activated protein (MAP) kinase (MAPK) cas-
cade. The MAP kinase signaling pathway is a chain of proteins in the cell that
cascade a signal from a receptor on the surface of the cell to its nucleus. The
signal begins when mitogens or growth factors bind to the receptor on the cell
surface and ends when the cell responds a response pattern e.g., growth, dif-
ferentiation, inflammation and apoptosis. The cascade is well-conserved which
means this process can be found in a large number of cell types. The basic
mechanism of this pathway is driven by three protein kinases: MAPKKK (such
as RAS/Raf), MAPKK (such as MEK) and MAPK. The external stimuli acti-
vate the first element of the pathway, the MAPKKK. The activated MAPKKK
phosphorylates MAPKK at two sites. The phosphorylated MAPKK then acti-
vates the MAPK through the phosphorylation on its threonine or tyrosine of the
protein structure. MAPK can then act as a kinase for transcription factors, but
may also have a feedback effect on the activity of kinases like the MAPKKK
further upstream [93].
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Figure 3.1: Number of comparisons performed by each algorithm. For Huffman Tree, we
rebuild the tree every k = 100, 000 steps.
The performance of four algorithms is reported in Fig. 3.1-3.2. The results
have been computed for 500, 000 simulation steps on an Intel Core i5-540M
processor. For the Huffman Tree Search, we had to pick a number k of steps
after which we reconstruct the Huffman tree. In this experiment we chose k =
100, 000, hence causing the tree to be rebuilt 5 times in the whole simulation.
In Fig. 3.1, we show the number of comparisons performed for finding the
next reaction firing in each case. The NRM algorithm is not shown because the
smallest putative time is always on the top of the priority queue used in NRM.
In all the cases, the Huffman tree search performed the least number of com-
parisons. In simulating small models, the difference between linear search and
binary search is not very significant. However, with the larger models binary
search is nearly 50% faster than linear search, and Huffman Tree Search further
improves on that by performing ∼ 20% fewer comparisons than Complete Tree
Search.
As shown in Fig. 3.2, simulating small models is not significantly affected
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Figure 3.2: Overall performance in terms of reactions fired per second.
by the choice of the algorithm. This is intuitive, since in these models there is
little room to improve both in search time and in update time, which contribute
roughly in the same way to the overall performance. However, when the system
is large, then search time dominates update time. In this case, search time sig-
nificantly benefits from using an algorithm such as Huffman tree search, as our
results for the MAP Kinase model show.
Picking an appropriate k to gain the best performance strongly depends on
the problems at hand. More specifically, it depends on the changes of propensity
function. In general, we could pick a large value k for systems which evolve
near a stable state, so that changes in propensity are small. For unstable systems
where the propensities sharply change frequently, by contrast, the value of k
should be chosen small enough to capture such fluctuation. In practice, one
can roughly estimate the value of k from a pilot simulation run, or move to an
adaptive approach for tree rebuilding.
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3.3.2 Adaptive time tree rebuilding
The tree rebuilding time k is model-dependent. Indeed, a periodic rebuilding
tree with a fixed value k seems to be appropriate in simulating systems which
are almost stable, so that propensity changes are small. In applying to arbitrary
models, the performance is so very sensitive. We therefore improve the above
approach by avoiding the use of a fixed number of steps, and instead use an
adaptive approach in which we rebuild the tree only when there is a large change
occurred i.e., when rebuilding seems to lead to a higher gain in performance.
Large changes of reaction propensity occur if the reaction rate constant is
very large, hence even a small fluctuation in reactant population can lead to a
very different reaction propensity. Large changes to propensity may also hap-
pen for reactions having a medium rate constant, but the population of reactants
suddenly is increased by other fast reactions. These types of biochemical re-
actions are typically found in, e.g., biochemical switches. There, the system
spends a bulk of time fluctuating near the stable state; however, when a random
noise triggers the switch and this results in a dramatic change in the propensities
of reactions (shown in Fig. 3.3). In that case, the tree should be rebuilt, or the
search performance will suffer.
A straightforward procedure predicting such events is based on trial simula-
tions, in which sample trajectories are collected. An analysis on the ensemble
of trajectories is then performed to obtain roughly average times for the fluc-
tuations in the system. These values therefore are used as the times to rebuild
the Huffman tree. However, since the behavior of biochemical systems is inher-
ently random, there will always be some difference between the predicted times
and real simulation.
An intuitively less expensive approach is to dynamically check for changes
in propensities caused by each simulation step. The advantage of this approach
is that we detect the abrupt changes on the fly. To do so, we define an acceptance
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Figure 3.3: Random noise activates the trigger causing the system to abruptly exit of its stable
state.
threshold δ, which is the largest change which does not trigger an immediately
tree rebuilding. Let τ be the sojourn time until the next reaction fires. Then, the
difference in propensity of an reaction Rj is computed as:
cj(τ) = aj(x(t+ τ))− aj(x(t)) (3.6)
where t is the current simulation time. When the above difference is high
enough, i.e., cj(τ) ≥ δ, we then immediately restructure the Huffman tree.
In above we only consider abrupt single changes to propensities. We should
also account for the fact that small updates, when applied many times, can also
cause a significant change in propensities. To handle this case as well, we cu-





Thus, we rebuild the entire tree when the cumulative sum is over the acceptance
threshold i.e., when sj ≥ δ.
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Table 3.2: Gene expression model
DNA k1=5−−−→ DNA + mRNA
mRNA k2=5−−−→ mRNA + Protein
mRNA k3=1−−−→ ∅
Protein k4=1−−−→ ∅
DNA + IND Protein k5=0.0001−−−−−−→ DNA INDProtein
DNA INDProtein k6=100−−−−→ DNA INDProtein + mRNA
To compare the performance of the Huffman tree search with fixed and adap-
tive time rebuilding, we considered a gene regulation given in Table 3.2. There,
a single gene is being translated into mRNA, which is then being transcribed
into proteins. While there is no transcription factor binding to DNA, the tran-
scription occurs at a medium rate. The system then slowly fluctuates for a long
time. However, as soon as the transcription factor IND Protein binds to DNA,
it acts as an inducer, causing the transcription to happen at a larger rate by
quickly producing a large amount of mRNA. In Fig. 3.4 we report the simula-
tion runtime of these approaches. We measured the average time required to
run a simulation for 500, 000 steps (disregarding the initial setup time for the
algorithms).
In our gene expression model, the inducer protein IND Protein has an im-
portant role while binding to DNA, since it accelerates the rate of mRNA pro-
duction, which results in a large amount of proteins. This is because the last
reaction in the model has very large rate k6 ≫ k1, while its reactant population
is small. The Huffman tree structure for applying binary search clearly should
be consolidated when this reaction occurs.
The adaptive approach performs the reconfiguration at the correct time, by
dynamically checking for propensity changes. Even if this requires a small
overhead, still this leads to a better performance than those we obtained through
the fixed approach, as Fig. 3.4 shows. By contrast, in the fixed approach, a
small value of parameter k causes the tree to be rebuilt too many times. Here,
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Figure 3.4: Simulation time of fixed time and adaptive time effort
although the tree is kept near the optimum, and less time is spent for searching,
the rebuilding cost negates this advantage. On the other side, a higher value of
k leaves the tree far from the optimum, causing search to be rather expensive
and impacting one the overall performance.
3.4 Conclusion
In this chapter we apply binary search in trees to the SSA. We have shown the
complexity of the search and update by a tree structure is reduced to logarith-
mic in the number of reactions. This feature makes it become more appealing to
simulate large models. Further, we exploit the Huffman tree to reduce the num-
ber of comparisons needed for finding the next reaction firing. We proposed
two strategies, the fixed time and adaptive time tree rebuilding, for keeping the
tree close to the Huffman optimum during simulation, and studied their perfor-
mance. The fixed time tree rebuilding is suitable for system near stable, while
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the adaptive tree rebuilding is more flexible.
Several improvements for the future are possible. For instance, in the stud-
ied approaches we either leave the Huffman tree as it is, or perform a complete
rebuilding. One could then imagine to interleave full rebuilding, which is ex-
pensive, with a cheaper partial optimization. The latter would not restore the
tree to an optimal case, but just improve it slightly. For instance, if a deep
node in the tree is found to have higher propensity than a shallow node, we can
quickly swap them and improve the tree. This optimization mechanism would
be then similar to those used in garbage collection in computing systems, which
is often split in frequent minor collections and rare major ones. As another






Even though there are many efficient improvements of SSA introduced, most of
them only focus on improving the search for the next reaction firing. For loosely
coupled reactions in which the affected reactions have to update propensities
roughly a small constant factor, the search largely affects to performance of the
simulation. An efficient search procedure combined with a dependency graph
update mechanism yields a great speedup gain; however, this is not always be
the case for large cellular models. They are typically encompassed with a large
number of interconnections and feedback loops. The dependency graph be-
comes very dense due to the highly coupled degree of reactions. Anytime the
population of a species is changed, a large number of affected reactions have
to recompute propensities. The costly propensity update is thus inevitable and
contributes a significant portion to the simulation time. Hence, reducing the up-
date time will substantially improve performance of the stochastic simulation.
Furthermore, in order to apply SSA, the reaction network has to be explicitly
described in form of elementary reactions. In other words, the reaction network
should not contain any abstraction. That is all intermediate products of all bio-
chemical reactions have to be explicitly described. However, this emerges two
difficult problems. First, if all possible combinations of molecular species are
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taken into account, the problem of state explosion can occur [120]. A signaling
pathway, which enables the cell to sense the changes in its environment, is just
an example. The signaling pathway is activated when a receptor is bound. The
receptor often has many binding sites e.g., the phosphorylation site, the methy-
lation site. A binding site changes the internal state of the receptor, and further
controls and regulates the operations of the pathway. Due to the large number of
possible binding combinations and their corresponding biological responses, a
model with a quite limited number of species can derive a huge number of reac-
tions (see e.g., [34] for details). Second, because of the incomplete knowledge
in the full set of reactions, only the macroscopic behaviour of the biological
system is observable. A typical example is the allosteric effect. This effect oc-
curs when an effector molecule binds to the allosteric site of a targeted species
e.g. a protein, an enzyme. The targeted species is then modulated and operated
independently with the reactions in the system. This type of biological noise is
referred to as the extrinsic noise [150]. These issues have augmented for the ap-
plication of complex propensity functions in modelling biochemical reactions.
The power law [39], for example, has been successfully applied to model such
the cooperativity behaviour of biochemical reactions. However, evaluating a
complex propensity function is indeed very time-consuming, and hence firmly
increasing the computational burden in update the reaction propensities.
In this chapter, we are going to study the effect of propensity updates to
performance of the stochastic simulation. We contribute to the improvement
of SSA by introducing a new efficient algorithm, called Rejection-based SSA
(RSSA). RSSA is an exact simulation algorithm, and is specifically tailored
for the case in which propensity updates are time-consuming. It reduces the
cost of propensities updates by avoiding and collapsing as much as possible
the number of propensity updates. The propensity of a reaction is evaluated
only as needed. In RSSA, the selection of a reaction firing is done through two
steps. First, a candidate reaction is selected according to an over-approximation
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of its propensity. A rejection-based mechanism is then applied to recover the
exactness of the algorithm. In the following, we are going to describe these steps
in detail and devise improvements to this core of RSSA algorithm. Further, we
discuss how to systematically optimize the tunable parameters of RSSA so to
maximize its performance.
4.2 RSSA
RSSA improves over SSA by reducing the average number of propensity up-
dates which have to be performed. Its key idea is to pre-compute an over-
approximation of reaction propensities, and use that to select candidate reac-
tions to be fired. Selected candidates are then inspected, and are either fired or
(with low probability) rejected. The rejection mechanism is used to ensure that
reactions are fired following exactly the distribution provided by SSA. RSSA
takes advantage because it evaluates propensities infrequently (only as needed)
by postponing and collapsing as much as possible their updates. When firing a
reaction, with high probability, we do not need to recompute the propensity of
all the dependent reactions. Hence, we avoid costly updates.
In the following, we first detail how RSSA samples a reaction firing with its
firing time. We examine several possible choices with their implementations,
and discuss the effects of such choices for different network sizes. Second, we
provide a formal proof for correctness of RSSA. RSSA is exact in the sense
it produces the same stochastic behaviour as SSA. Then, we focus on control-
ling the acceptance probability of a candidate reaction by varying the amount of
over-approximation, hence indirectly controlling simulation performance. Sev-
eral mechanisms are proposed which can be run at different levels, in a static or
dynamic way. This allows RSSA to automatically adjust the acceptance proba-
bility depending on the current system state, so to adaptively optimize itself.
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4.2.1 Selection of reaction firing
The over-approximation of reaction propensities is derived by giving a bound
on the population of molecular species involved in the reaction. So, let X i
and X i, respectively, be an arbitrary lower bound and upper bound for each
species Si around the current population Xi. The interval [X,X] is called the
fluctuation interval. The current state vector X satisfies X ≤ X ≤ X on
each species. Then, we compute a lower bound aj and an upper bound aj for
the reaction propensities aj . Since aj is a function f of the state vector X ,
the lower/upper bounds are computed by minimizing/maximizing such function
over the whole fluctuation interval. Often, this function is monotonic, in that it
increases whenever the species population increases. This is the case, e.g., for
the mass action kinetics. If the monotonicity holds, one can simply let aj =
f(X) and aj = f(X). In the case a complex propensity function f is used, one
can e.g., apply numerical optimization techniques, or interval analysis [114] to
recover the bounds. Note that we do not actually need the exact minimum and
maximum: any (possibly tight) lower/upper bounds suffice.
Given propensity upper bounds and lower bounds, the selection of a reaction
firing is composed of two steps as following. First, a candidate reaction Rj
will be chosen with the probability aj/a0 in which a0 is the total sum of the
upper-bound propensities i.e., a0 =
∑m
j=1 aj . After the selection Rj is subject
to a rejection test for validation. If Rj is accepted, it is fired and X is updated.
Otherwise, Rj is discarded and we randomly select a new candidate.
The selection of the candidate is made randomly, assigning to each Rj the
probability aj/a0. For this we need to apply a search algorithm for general
discrete distributions. The general interface of the search is it takes a random
number r1 ∼ U(0, 1) as a parameter and returns a candidate reactionRj with the
corresponding probability aj/a0. Here, we can choose among several different
algorithms. These algorithms are different in the speed and simplicity. A search
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with very fast marginal speed, however, requires to build complex underlying
data structures, e.g., trees, hash tables before it could run. We discuss here three
options for implementing of the search algorithm. We briefly discuss their time
complexities as they are running. An experimental study is presented in the next
section.
Linear search. The simplest search is the linear search. In linear search, the
partial sum of upper-bound propensities is continuously accumulated, and the
candidate reaction Rj is selected which is the smallest reaction index j satis-
fying the inequality
∑j
k=1 ak > r1 · a0. The advantage of linear search is that
it does not require any complex data structures. In implementation we need an
array size m to store m upper-bound propensities aj for all j = 1 . . .m. How-
ever, the time complexity of the search is linearly with the number of reactions
i.e., O(m). Hence, it often runs very slow with large models. Although the
search can be improved if upper-bound propensities are sorted in the decreasing
order, the complexity does not change in the worst case.
Binary search. A binary search can apply to find the next candidate reac-
tion. The details of binary search is discussed in chapter 3. Essentially, a tree
structure, e.g., a complete tree is needed to build before the search can be con-
ducted. At the lowest level of the tree the upper-bound of reaction propensities
are stored. The partial sums of propensity upper-bounds are stored in middle
levels. The total sum a0 therefore will be stored at the tree root. When search-
ing, only one root-to-leaf path of the tree is visited to find the candidate reaction
Rj. The next branch is selected depending on the search value i.e., r1 · a0, with
the partial sum stored in current internal node. The left branch is selected if the
search value is less than the value stored in the internal node. The right branch is
chosen otherwise. In case the right branch selected, the search value is adjusted
by subtracting it with the value stored in this internal node. The search trav-
els down with a new branch selection until a leaf is reached. Since the search
complexity is linked to the length of the tree path, we could use a special tree
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structure i.e., the Huffman tree, to optimize the average search performance. In
an implementation we can still use an array to represent the tree structure; how-
ever, compared with linear search the array has more elements. This is because
we have to store also partial sums of propensity upper-bounds for the internal
nodes, as well as the pointers to the children nodes. The time complexity for
the (complete) binary tree search is logarithmic both in search and update the
tree. This property makes it suitable for large models.
Lookup table search. A lookup table search is a very fast procedure to find
a candidate reaction as comparing with a comparison-based search, e.g., lin-
ear search, binary search. The downside for using this search procedure is the
pre-processing time which is needed to build the lookup tables. We have im-
plemented and experimented with a well-known lookup search called the Alias
method [43,76,169]. The theoretical foundation underlying the Alias method is
a theorem stating that any discrete probability distribution over m values can be
expressed as an equi-probable mixture of m two-point distribution. The proba-
bility vector is used in RSSA is the m-vector of probability aj/a0s. The set-up
of the Alias method requires two tables each size m: a table, called cut-off ta-
ble F , storing the probability of the first two-point distribution, and a second
table, called alias table L, contains the alias of the second of the two-point dis-
tribution [94]. The pre-processing time to build these tables is linear with the
number of values m [167]. The Alias method proceeds to search for a candidate
reaction as follows. A random number r1 ∼ U(0, 1) is first used to lookup the
position of the equi-probable mixture. It is then rescaled to select which part in
the two-point distribution. More specifically, the position p = ⌊m · r1⌋ of the
two-point mixture is located. The first value in this two-point distribution stored
in cut-off table F is loaded. It is compared against with (m ·r1−p) to select the
candidate reaction. If ((m · r1 − p) < F [p]) the candidate reaction index j = p
will be returned. Otherwise, the candidate reaction index is the alias j = L[p].
The Alias method therefore requires only one comparison and at most two table
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accesses to select a candidate reaction.
When the candidate reaction Rj is defined, an acceptance-rejection proce-
dure is applied to verify whether accept it to fire. The decision is made by
its exact propensity aj . For this validation step, we toss a (biased) coin with
success probability aj/aj . If the toss succeeds, we accept the candidate Rj , oth-
erwise we reject it. The efficient simulation of this coin toss, however, is tricky
since we do not know the exact value of aj in advance, and we want to avoid
computing it if possible. To achieve that, we extract a uniform random number
r2 ← U(0, 1). We then check whether r2 ≤ aj/aj, which does not require us
to compute aj . If the check succeeds, then we know that r2 ≤ aj/aj ≤ aj/aj ,
hence we can accept Rj. Only when this test fails we indeed compute aj , and
then test r2 against aj/aj . Note that the computation of aj is infrequently per-
formed when aj/aj is close to 1.
The clarification in reaction firing selection between SSA and RSSA is de-
picted in Fig. 4.1. The selection of a reaction firing in SSA is done in one step
only by the exact reaction propensities, while RSSA instead uses the propensity
upper bounds with two steps. Showing in the figure, reaction R3 selected by
SSA will be fired immediately after selected. In RSSA, candidate reaction R3
has to be verified before it can be fired. This candidate reaction can even be
rejected if the random value (the black dot in the figure) is larger than its exact
propensity.
The Fig. 4.2 graphically demonstrates the improvement of RSSA over SSA
in which reaction rate is modelled by the Michaelis-Menten expression. The fig-
ure shows the behaviour of RSSA on different regions of the Michaelis-Menten
curve. From Fig. 4.2 we see that the fluctuation interval of the species can
be widened without too much approximation of reaction propensity, and thus
achieve a huge advantage in performance. More specifically, when the species
population increases, it can be bound by a larger fluctuation interval, while the
propensity range still gets narrower, allowing RSSA to rarely discard the picked
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Figure 4.1: Select a reaction firing by SSA and RSSA
reaction.
4.2.2 Reaction firing time
By introducing propensity upper-bound aj to select a reaction firing, rather than
exact aj , we add a probability the system will do a self-jump to its current state.
We imagine that we have built a new transition rule for the candidate reaction
Rj given the current state X at time t (see Fig. 4.3). There are two options for
this candidate reaction: 1) moving to new state X(t + τ) = X(t) + vj with
rate aj (w.r.t. the candidate reaction is accepted), or 2) still remaining in its
current state X(t + τ) = X(t) with rate (aj − aj) (w.r.t. candidate reaction is
rejected) in which τ is the waiting time. The total rate for m candidate reactions
is
∑m
j=1 [aj + (aj − aj)] = a0. Therefore, the waiting time for all these m
transitions is exponential distributed with mean 1/a0. The firing time of an
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Figure 4.2: The behaviour of RSSA on different regions of the Michaelis-Menten curve
accepted reaction is the accumulated times of the consecutive rejected candidate
reactions. In probability theory, the firing time of the accepted reaction is an
Erlang(k, λ) distribution with rate parameter λ = a0 and shape parameter k is
the number of trials until that reaction is accepted.
We use the convolution method to sample the Erlang distribution. Hence,
we count the number of trials k until a new state transition occurring due to a
reaction accepted. Then, k uniform random numbers, denoted by ui ∼ U(0, 1)
for i = 1 . . . k, are generated. The firing time is computed by:




In practice, we can approximate the reaction firing time τ by the mean of
the corresponding Erlang distribution i.e., k/a0. If the number of trials k is
large, a lot of random numbers used in generating the Erlang distribution will
be saved.
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Figure 4.3: Transition rule for a candidate reaction
4.2.3 The RSSA algorithm
Following the discussions in previous section, we now present the overall of the
RSSA algorithm. The outline is given in the Algo. 5. The simulation repeats
(by the while loop at line 1) until the current time t passes over a predetermined
simulation time Tmax. The code inside the simulation loop is logically divided
into three parts: 1) preparing data structures for selecting the next reaction firing
(line 2 - 4), 2) deciding which reaction fires next and its firing time (line 8- 21),
and 3) updating and maintaining the system state due to a reaction firing (line 22
- 25).
The preparation starts at line 2. First, the fluctuation interval [X,X] of the
current system state X is defined. Given the fluctuation interval, we will com-
pute the upper-bound propensity aj and lower-bound propensity aj of a par-
ticular reaction Rj. The usage of lower-bound propensity will speed up the
acceptance process when the evaluation of the propensity is time-consuming.
The corresponding total upper-bound propensity a0 sums up all aj .
The selection of the next reaction firing is done through a loop from line 8 -
20. The loop repeats until the flag accepted is set to true. In each iteration three
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Algorithm 5 RSSA procedure
1: while t < Tmax do
2: define the fluctuation interval [X,X] of current state X
3: compute the upper-bound propensity aj and lower-bound propensity aj for each reaction
Rj
4: compute the total upper-bound sum a0
5: repeat
6: set u = 1
7: set accepted = false
8: repeat
9: generate three random numbers r1, r2, r3 from uniform distribution U(0, 1)
10: search for a candidate reaction Rj with probability aj/a0 by r1
11: if r2 ≤ (aj/aj) then
12: accepted = true
13: else
14: evaluate aj with current state X
15: if r2 ≤ (aj/aj) then
16: accepted = true
17: end if
18: end if
19: set u = u · r3
20: until accepted
21: set transition time τ = (−1/a0) ln(u)
22: update time t = t+ τ
23: update state X = X + vj
24: store/handle data
25: until X(t) /∈ [X,X]
26: end while
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random numbers r1, r2, and r3 ∼ U(0, 1) are generated, respectively. The first
two numbers is used to decide which reaction occurring, while the last random
number r3 is accumulated up to calculate the reaction firing time (by line 21).
At line 10, we use r1 to randomly retrieve a candidate reaction Rj with the
probability aj/a0. A particular search discussed in the previous section can
be applied; however, it may require to set-up underlying data structures at the
preparation step. Then, we decide whether to accept this candidate reaction fir-
ing or to reject it. At line 11, we compare r2 < aj/aj . If this inequality is satis-
fied, we immediately accept the candidate reaction Rj firing without evaluating
its exact propensity. We only compute the actual propensity in case this con-
dition fails. For this situation, we evaluate the reaction propensity aj (line 14).
Then, if r2 < aj/aj reaction Rj is accepted. We then move to calculate its firing
time.
The reaction firing time τ is computed by line 21 i.e., τ = (−1/a0) ln(u),
in which variable u is defined at line 6. It is, in fact, a implementation of the
convolution method for the Erlang distribution by Eq. 4.1 discussed in the pre-
vious section. RSSA multiplies variable u in every validation step by a uniform
random quantity r3 at line 19.
Consequently, from line 22 - 24, we finish a simulation step. The system
moves to new state x + vj caused by reaction Rj firing. We advance the simu-
lation clock to new time t + τ . The current simulation data could be stored to
external storage for further processing.
When we update the state (line 23) we do not have to update propensities for
dependent reactions as in SSA. This is especially beneficial when the reaction
network comprises reactions having a large number of dependencies. In that
case, SSA has to recompute the propensities for each of them, while RSSA
simply skips this step. On the other hand, RSSA has to check whether the new
state X still belongs to the fluctuation interval by line 25. This requires only a
few comparisons, since only a few species were affected by the fired reaction.
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If the system state is still confined in its fluctuation interval, the new reaction
firing selection is executed. In the uncommon case in which the system state
leaves the interval, i.e. X /∈ [X,X], we exit the loop in line 25 so that a new
fluctuation interval is defined. At that time, new upper-bounds and the lower-
bounds of reaction propensities as well as the supported data structures for the
search have to be recomputed.
4.2.4 Proof of correctness
We now show the correctness of the RSSA algorithm. The correctness, in this
sense, means RSSA selects the next reaction firing Rj with the same probabil-
ity as SSA i.e., a reaction Rj is selected with corresponding probability aj/a0.
This result is stated in Proposition 3. In other words, RSSA produces the same
stochastic behavior as SSA.
Proposition 3. RSSA is exactly choosing a reaction Rj to fire with probability
aj/a0. In addition, its firing time is exponential distribution with rate a0.
Proof. At a specific time t with current system state X ∈ (X,X), let Pr(Rj) be
the probability a candidate reaction Rj is selected and accepted to fire. Pr(Rj),
by the chain rule, is the multiplication of two probabilities: the probability of
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Thus, using the conditional probability, we can derive the probability re-
action Rj is selected and accepted given an arbitrary candidate reaction R is













For the second statement, let fτ be the PDF of the firing time of the accepted
reaction Rj. We will prove that it has the exponential distribution with rate a0
i.e., fτ(x) = a0 · e−a0x. In following let suppose the number of trials before
reaction Rj accepted is denoted by k. The following derivation makes use the
fact that a reaction is accepted at trial k (i.e., k − 1 trials previous are rejected)
















































k0 · xk0−1 · e−a0x
(k0 − 1)! ·
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a0
· (a0 − a0
a0
)k0−1
= a0 · e−a0x ·
∑∞
k0=1
(a0 − a0)k0−1 · xk0−1
(k0 − 1)!
= a0 · e−a0x · ex·(a0−a0)
= a0 · e−a0x = fExp(a0)(x)
From the proof, we derive that the acceptance probability of the acceptance-
rejection step in selecting a reaction firing of RSSA is bound. In fact, let
Pr(acceptance) be the acceptance probability. We have that
a0/a0 ≤ Pr(acceptance) = a0/a0 ≤ 1 (4.5)
Because the lower-bound and upper-bound propensity are functions of the given
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fluctuation interval, we could adjust the acceptance probability to achieve a de-
sired probability through tuning this interval.
4.2.5 Fluctuation interval control
Once a candidate reaction is selected, RSSA decides whether to accept or reject
the candidate reaction. We can adjust the acceptance probability of a candi-
date reaction through controlling the fluctuation interval [X,X]. In general,
the smaller the interval we use, the higher acceptance probability a candidate
has, however propensity updates become more frequent. In the special case
where the fluctuation interval [X,X] degenerates into state X the acceptance
probability is 100%. In other words, RSSA reduces to the original SSA. On
the other side, if we increase the fluctuation interval, we reduce the number of
propensity updates. We can even widen the flucutation interval so that no update
occurs during the simulation; however, the candidate reaction will be rejected
frequently. In that case, the acceptance probability is decreased significantly.
The selection of the next reaction firing therefore has to be repeated frequently.
Summing up, it is important in RSSA to control the fluctuation interval so that
we can control the acceptance probability, and thus the simulation performance.
The simulation performance is then optimized when the search and update costs
are balanced.
Three mechanisms are discussed below. The simplest one is the uniform
fluctuation rate in which all species use the same rate. It has both advantages
and disadvantages. On the positive side, the calculation of fluctuation interval
is fast, requiring only vector computation. However, it is quite not suitable for
the models having species fluctuating in different scales. For example, consider
the case in which some species are involved in fast reactions, and are modified
frequently while other species fluctuate slower. The application of uniform rate
in this case is clearly inefficient. Using a non-uniform rate or an adaptive rate
appears to be better since they would allow to control the fluctuation interval of
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each single species. The latter approach is the most flexible. It allows to adjust
the fluctuation rate at runtime to improve the acceptance probability depend-
ing on the phase of the system. The most advantageous application of adaptive
rate control is on those models where the population of some species fluctuates
from very high to very low and vice versa. It is clear that we should dynam-
ically change the fluctuation rates of these species to optimize the acceptance
probability. Also, an absolute interval size (instead of a %) can be preferred
in case the population of a species is very low (say e.g., less than 25) than the
relative rate.
Uniform fluctuation rate. This is the simplest procedure to control the
fluctuation interval. All molecular species are assigned with the same rate δ.
Then, the population of a molecular species Si is assigned to an fluctuation
interval [Xi(1− δ), Xi(1 + δ)].
When a reaction is selected to fire, the populations of the molecular species
involved in this reaction is updated. The new system state is checked to satisfy
its fluctuation interval constraint i.e., X ∈ [X,X]. There are two possible
outcomes. If the constraint is satisfied, that is the system state is still confined
in the fluctuation interval, the simulation continues without doing any update to
the underlying data structures. Otherwise, the system state X has moved out
of its assigned interval. The new fluctuation interval has to be computed. It
is given by (using vector notation) as [X(1 − δ), X(1 + δ)]. The new upper-
bound of reaction propensities as well as the underlying data structures have to
be re-computed. Then, the new simulation iteration is executed.
Non-uniform fluctuation rate. The main idea of non-uniform fluctuation
rate is to assign different rates to molecular species. It provides flexibility to
control in detail the fluctuation interval of each species. On the other hand, it
also requires more computational effort. This approach is indeed a generaliza-
tion of the uniform fluctuation rate. It is intuitively useful to apply to the systems
where some molecular species fluctuate more frequently in a larger interval than
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other species.
Let us consider a multiscaled system, in which reactions can be separated
into fast and slow reactions. A fast reaction is selected to fire most of the
time during the simulation. Fast species involved in the fast reactions there-
fore change more frequently. It seems useful then to use larger fluctuation rates
for fast species, and smaller ones for slow species.
Thus, the application of uniform fluctuation rate for these systems seems to
be less efficient. We should assign a larger rate for fast species, hence decreas-
ing the number of updates, and a smaller rate for slow species, hence improving
their acceptance probability. In order to implement the non-uniform rate ap-
proach to multiscaled models, we first divide the reactions into fast reactions
and slow reactions. It is possible to do that because the system satisfies the
multiscaled condition. The classification of reactions depends on the reaction
rate. The reactions having large reaction rate will be assigned to fast reaction
group. The species which are involved in fast reactions are labeled fast species,
while the rests are called slow species. A fluctuation rate δfs will be applied
for the fast species while slow species are assigned a smaller rate δss. Using the
assigned rate, we can calculate the fluctuation interval of each species type.
Indeed, we can generalize the non-uniform rate approach used in multiscaled
models so that each species is assigned a unique rate. That is done by letting δi
be the fluctuation rate of species Si. We then assign to that species the fluctua-
tion interval [Xi(1− δi), Xi(1 + δi)]. In implementation, a lookup table can be
used to store the fluctuation rate of each species to speed up the retrieving.
Adaptive fluctuation control. The mechanisms discussed above are static
fluctuation control systems in the sense they apply fixed fluctuation rates during
the simulation. In some models, the population of some species can change
significantly during the simulation, e.g., moving from very highly abundant to
very low and vice versa. The rate for such molecular species should therefore
be changed to adapt the fluctuation interval of the involving reactions. Indeed,
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RSSA allows to adjust the fluctuation interval adaptively during the simulation
depending on the availability of species in the system (for instance, using a
threshold). If the population of the species is high we assign it a larger rate.
During the simulation, when it gets down to low abundance, we apply a smaller
rate instead to improve the acceptance probability. In this way, simulation can
achieve a better performance.
Let us consider the application of adaptive interval control, and demonstrate
its efficiency to tackle the case in which the species population is at very low
copy number. We combine the relative fluctuation rate and fixed interval size
to overcome this problem. In order to exploit the adaptive interval control we
first need to set a threshold value λ. Second, for each species Si, we apply a
fluctuation rate δi hence using the interval [Xi(1−δi), Xi(1+δi)] wheneverXi ≥
λ. Instead, if the population of Si gets lower than threshold value i.e., Xi < λ,
we will apply a fixed (absolute) fluctuation interval ∆. The population Xi of
species Si now fluctuates in the interval [Xi −∆, Xi +∆].
Following this example, we can extend the idea of adaptive fluctuation con-
trol to models having many phases. The population of species in each phase
will be assigned a specific rate. To do that we set a threshold λki correspond-
ing to species Si at phase k. During the simulation if the molecular species Si
is bound to this threshold, a specific fluctuation rate δki will be applied. This
advantage allows an automatic adjustment of the fluctuation interval of species
during the simulation depending on the phase of the system state.
4.3 Experimental results
In this section we experiment with the performance of RSSA using three bio-
chemical reaction models: 1) Fully connected reaction model, 2) Multiscaled
reaction model, and 3) Gene expression model. Table 4.1 summarizes the prop-
erties of simulated models. The first two models are artificial ones, crafted so
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Table 4.1: Summary of models
Model Species Reactions
Fully connected reaction model N N(N-1)
Multiscaled reaction model N + M N(N-1) + M
Gene expression model 5 8
to study the performance of the RSSA in different settings. These are highly
coupled reaction networks where one reaction firing causes a large number of
affected reactions to update their propensities. Thus, most of the simulation
time would be spent for propensity updates in standard SSA. The last model is
a real-world model that we use to demonstrate the improvement of RSSA. We
consider different types of chemical reaction kinetics (i.e., mass-action kinetics
and Hill kinetics) applied to this last model. Even if this model is quite small
(having just 8 reactions), the employed chemical kinetics are non-trivial, hence
the propensity updates require a significant computational cost. By optimizing
such updates, we aimed to observe a large effect on the performance of the sim-
ulation. In this way, we assess the RSSA efficiency over conventional stochastic
simulation methods.
Three algorithms are tested including: Gillespie’s Direct Method (DM), Next
Reaction Method (NRM), and RSSA. In RSSA, we further consider three im-
plementations for searching the candidate reaction: 1) Linear search (RSSA-
Linear), 2) Binary search (RSSA-Binary) and 3) Alias lookup search (RSSA-
Lookup). All these simulation algorithms are implemented in Java and run on
Intel i5-540M processor. In each case, the simulation ran for 2 · 106 reaction
steps. The simulation data are recorded for 105 steps. The experimental mea-
sures exclude the initialization time, hence focusing only on the main simulation
loop of each method.
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4.3.1 Fully connected reaction model
The fully connected reaction network is a highly coupled reaction model we
used to benchmark the performance of the simulation algorithms. It consists of
N chemical species denoted Si which reversibly convert into each other species
Sj at a reaction rate ki. A general form of reaction in this model is:
Ri : Si
ki−→ Sj, i 6= j = 1 . . . N
In our experiment the initial population of each species is set to 100. The
propensity function is derived following the usual mass-action kinetics.
In Table 4.2, we measure the performance of the algorithms when increas-
ing the number of species N . In this table, the execution time is the total time
(including both the search and update time) spent to run the simulation. The up-
date time counts the time spent for recomputing the propensities upper-bounds
and rebuilding the needed data structures when the system state leaves the given
fluctuation interval. The uniform fluctuation rate mechanism was used to con-
trol the fluctuation interval in RSSA. Three different values of δ are considered:
10%, 20% and 30%, respectively.
In this fully connected model the number of affected reactions is linearly
increasing with the number of species N . In fact, there are N − 1 affected
reactions having to update their propensities each time a reaction fires. For
this high coupled degree, the update time is shown to largely contribute to the
simulation runtime as N is increased. For example, the update time of DM
and NRM in case N = 100 contributes up to 93% and 99%, respectively, to
the total simulation runtime. This results in a rather low performance of these
algorithms. In contrast, RSSA efficiently controlled the update of propensity.
Therefore, it has significantly reduced the simulation time. For example, with
δ = 20% RSSA-Linear is roughly 10 times faster than DM, NRM with the
same configuration. In this network size N = 100, RSSA-Binary with uniform
fluctuation rate δ = 30% received the best performance (approxiamtely 65 times
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Table 4.2: Performance of algorithms on fully connected reaction model
N Algorithm Execution Update Acceptance





uniform rate (δ = 10%) 1719 100 91.25
uniform rate (δ = 20%) 1727 10 83.59
uniform rate (δ = 30%) 1808 3 77.23
RSSA-Binary
uniform rate (δ = 10%) 1764 120 91.28
uniform rate (δ = 20%) 1790 21 83.65
uniform rate (δ = 30%) 1851 7 77.15
RSSA-Lookup
uniform rate (δ = 10%) 1755 144 91.24
uniform rate (δ = 20%) 1742 29 83.60





uniform rate (δ = 10%) 2182 307 91.29
uniform rate (δ = 20%) 2032 67 83.64
uniform rate (δ = 30%) 2111 21 77.14
RSSA-Binary
uniform rate (δ = 10%) 2177 383 91.32
uniform rate (δ = 20%) 2021 84 83.60
uniform rate (δ = 30%) 1998 29 77.15
RSSA-Lookup
uniform rate (δ = 10%) 2243 535 91.27
uniform rate (δ = 20%) 1941 118 83.60





uniform rate (δ = 10%) 12389 3615 91.28
uniform rate (δ = 20%) 10482 918 83.61
uniform rate (δ = 30%) 10708 368 77.20
RSSA-Binary
uniform rate (δ = 10%) 6490 4094 91.27
uniform rate (δ = 20%) 3503 1002 83.62
uniform rate (δ = 30%) 3169 416 77.18
RSSA-Lookup
uniform rate (δ = 10%) 19222 16999 91.29
uniform rate (δ = 20%) 6625 4242 83.59





uniform rate (δ = 10%) 42230 10242 91.31
uniform rate (δ = 20%) 37425 2555 83.60
uniform rate (δ = 30%) 38597 1044 77.18
RSSA-Binary
uniform rate (δ = 10%) 16334 12207 91.26
uniform rate (δ = 20%) 7198 2961 83.60
uniform rate (δ = 30%) 5846 1311 77.13
RSSA-Lookup
uniform rate (δ = 10%) 138395 134081 91.30
uniform rate (δ = 20%) 37359 33108 83.60
uniform rate (δ = 30%) 17851 13549 77.17
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faster than DM) .
The result in Table 4.2 shows two important facts. First, performance de-
pends on the search procedure. Although a complex search procedure runs fast,
it spends high computational cost for maintaining the underlying data structure.
Thus, in a small network (e.g., N = 5) the linear search (RSSA-Linear), which
does not require any complex data structure, achieved a better performance than
the other search procedures (RSSA-Binary, RSSA-Lookup). Instead, when
the network size increases, linear search is no longer the best choice. But,
on the other hand, a very expensive data structure e.g., building supported ta-
bles in Alias method, does not yield the best performance, either. Consider, as
an example, the case N = 100. Applying RSSA-Binary and RSSA-Lookup
with the same the fluctuation rate δ = 20%, we can see that their acceptance
probability is approximately 83.60%, but RSSA-Binary is nearly 5 times faster
than RSSA-Lookup. This is because the update underlying data structure of
lookup search method requires too much bookkeeping, indeed the update time
of RSSA-Lookup contributes 88% to the total execution time, and is 10 times
larger than the RSSA-Binary.
Second, the choice of fluctuation rate δ yielding the best performance is
highly dependent on the coupled degree of the reactions. A small value of δ
is likely to achieve a better performance when the network size is small (N is
small). For example, when N = 5, a good choice is δ = 10% to 20%. This is
because the search time dominates the overall execution time. However, if we
increase N , updates largely affect the performance. A larger fluctuation interval
would then yield better performance. For example, with N = 100, the perfor-
mance of RSSA-Binary with δ = 30% is approximately 1.5 times faster than
the case δ = 20%. Also, RSSA-Lookup becomes 2 times faster when moving
from δ = 20% to δ = 30%.
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4.3.2 Multiscaled reaction model
The multiscaled reaction model involves a mix of both fast and slow reactions,
having the following form.
Fast reaction Ri : Ai
ki−→ Aj
Slow reaction Rj : Ai +Bj
kj−→ Bk
The chemical species Ai are the only ones to occur in fast reactions, and are
therefore named the “fast species”. By contrast, slow reactions involve also
other species Bj, named the “slow species”. We assume N fast species Ai and
M slow species Bi. The model then is generated in this way. First, we include
all the fast reactions Ai
ki−→ Aj for any value of i, j. Then, we add M slow
reactions Ai + Bj
kj−→ Bk where Ai and Bk are chosen randomly, while Bj
ranges over the M slow species.
In this model, reaction rates of fast reactions are chosen to be much larger
than the slow reactions (ki ≫ kj). The initial population of each fast species is
set to 1000, while slow species are set to 100. The propensity function is simply
the one given by the mass-action kinetics. In our experiment we fix the num-
ber of fast species to N = 5, and vary the number of slow species M (hence
also varying the number of slow reactions) from 50 to 1000. In RSSA, we im-
plemented two fluctuation interval control mechanisms: 1) uniform fluctuation
rate and 2) non-uniform fluctuation rate. The uniform rate δ is adjusted between
10% and 20%. In non-uniform fluctuation rate, the fast species are assigned rate
δfs = 20% and slow species are assigned δss = 10%. Table 4.3 compares the
performance of algorithms applied to multiscaled reaction model.
A slow reaction is formed by combining a slow species and a randomly se-
lected fast species, so we have on average M/N + 1 affected reactions which
must update their propensities each time a fast reaction fires. Update time is
linearly increasing with the number of slow species M . Thus, the update time
dominates the total simulation time as M is increasing. This effect is shown in
84
Table 4.3. From the results we observe that, even with the small network size
M = 50, roughly 92% of the execution time is spent for update in NRM, and
this value is increasing to over 97% with M ≥ 100. The update time of DM
also exposes the same effect in that it contributes roughly 95% to the simulation.
The performance of these algorithms is thus rather low. RSSA achieves better
performance because it effectively controls the time-consuming updates. In the
case M = 1000, RSSA-Linear with uniform rate δ = 20% is more than 45
times faster than DM, while RSSA-Lookup with non-uniform rate δfs = 20%,
δss = 10% is 185 times faster than DM.
From Table 4.3, the acceptance probability of RSSA with non-uniform fluc-
tuation rate δfs = 20%, δss = 10% is between the one for uniform rates
δ = 20% and δ = 10%, when the same search procedure is applied. This is
because we keep the acceptance probability of fast reactions to the same as the
one in uniform rate δ = 20%, and also increase the acceptance probability of
slow reactions. As a result, the performance of RSSA with non-uniform rate
δfs = 20%, δss = 10% is better than the one with uniform fluctuation rate
δ = 20%. However, it is not always better than the case δ = 10% (for exam-
ple, see RSSA-Linear and RSSA-Binary), even though the difference is quite
small. This is because the search of these algorithms is more expensive than the
update. By contrast, RSSA-Lookup uses a fast search procedure, so it needs a
better mechanism to control the fluctuation interval. Thus, in case M = 1000,
RSSA-Lookup with non-uniform fluctuation rate δfs = 20%, δss = 10% is
nearly 5% faster than the RSSA-Lookup with uniform rate δ = 20%, and 10%
faster than with uniform rate δ = 10%.
4.3.3 Gene expression model
The gene expression model is a type of regulatory pathway which plays a key
role in the understanding of gene regulation mechanisms and functionality. The
result of gene expression is a collection of proteins encoded by the correspond-
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Table 4.3: Performance of algorithms on multiscaled reaction model
M Algorithm Execution Update Acceptance





uniform rate (δ = 10%) 1823 5 90.92
uniform rate (δ = 20%) 1976 0 81.43
non-uniform (δfs = 20%, δss = 10%) 1868 0 83.93
RSSA-Binary
uniform rate (δ = 10%) 1662 3 90.98
uniform rate (δ = 20%) 1778 0 81.36
non-uniform (δfs = 20%, δss = 10%) 1700 0 83.96
RSSA-Lookup
uniform rate (δ = 10%) 1642 9 90.88
uniform rate (δ = 20%) 1799 0 81.33





uniform rate (δ = 10%) 2241 7 90.90
uniform rate (δ = 20%) 2367 0 81.06
non-uniform (δfs = 20%, δss = 10%) 2304 0 82.79
RSSA-Binary
uniform rate (δ = 10%) 1802 11 90.91
uniform rate (δ = 20%) 1883 0 81.19
non-uniform (δfs = 20%, δss = 10%) 1843 0 82.74
RSSA-Lookup
uniform rate (δ = 10%) 1809 18 90.94
uniform rate (δ = 20%) 1892 0 81.18





uniform rate (δ = 10%) 4291 64 90.90
uniform rate (δ = 20%) 4534 0 79.18
non-uniform (δfs = 20%, δss = 10%) 4535 0 81.22
RSSA-Binary
uniform rate (δ = 10%) 1881 55 90.79
uniform rate (δ = 20%) 1971 0 79.07
non-uniform (δfs = 20%, δss = 10%) 1892 0 81.92
RSSA-Lookup
uniform rate (δ = 10%) 1903 67 90.78
uniform rate (δ = 20%) 1918 0 78.94





uniform rate (δ = 10%) 7557 119 90.67
uniform rate (δ = 20%) 8242 4 78.06
non-uniform (δfs = 20%, δss = 10%) 8079 6 79.89
RSSA-Binary
uniform rate (δ = 10%) 2010 110 90.70
uniform rate (δ = 20%) 2071 3 78.10
non-uniform (δfs = 20%, δss = 10%) 2016 4 79.67
RSSA-Lookup
uniform rate (δ = 10%) 2049 156 90.61
uniform rate (δ = 20%) 1998 2 78.09
non-uniform (δfs = 20%, δss = 10%) 1914 6 79.77
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Table 4.4: Gene expression model
R1: G→ G+RNA k1 = 0.09
R2: RNA→ RNA+ P k2 = 0.05
R3: RNA→ k3 = 0.001
R4: P → k4 = 0.0009
R5: P + P → P2 k5 = 0.00001
R6: P2 → P + P k6 = 0.0005
R7: P2 +G→ P2G k7 = 0.005
R8: P2G→ P2 +G k8 = 0.9
ing genes. It composes two main consecutive processes: transcription and trans-
lation. The transcription initiates when an enzyme called RNA polymerase
(RNAP) binds to gene promoter. During the transcription process, the gene
is copied to intermediate form called mRNA. In the translation process mRNA
will then bind to ribosomes to translate into the corresponding protein.
The 8 reactions shown in 4.4 depict a typical gene expression model. In this
table, protein P is encoded by geneG. The intermediate product of transcription
is denoted by RNA. The transcription was modelled by reaction R1 where gene
G transcribes to RNA. RNA, after translating to protein P through reaction
R2, will degrade by reaction R3.
The proteins usually interact to form a dimer P2 rather than existing in the
isolated form. Reactions R5 and R6, respectively, model the association and
dissociation of dimers P2. The dimer could bind to gene G to enhance the
activation of the gene. Thus this is modelled by reaction R7, R8.
In simulating this model, we set the initial population of gene G to 10, 000,
while other species are set to 0. We implement the adaptive fluctuation interval
control to compare with other mechanisms. The threshold is set to λ = 25. We
dynamically choose between the fluctuation rate δ and a fixed interval size ∆.
Table 4.5 compares the performance of the different simulation algorithms.
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Table 4.5: Performance of algorithms for Gene Expression Model using mass-action kinetics
propensity
Algorithm Execution Update Acceptance Prob.




uniform rate (δ = 10%) 2444 144 86.77
uniform rate (δ = 20%) 2513 30 75.89
adaptive rate (δ = 20%,∆ = 5) 2386 120 86.51
RSSA-Binary
uniform rate (δ = 10%) 2724 175 86.79
uniform rate (δ = 20%) 2520 44 75.85
adaptive rate (δ = 20%,∆ = 5) 2479 123 86.58
RSSA-Lookup
uniform rate (δ = 10%) 2538 161 86.78
uniform rate (δ = 20%) 2583 45 75.86
adaptive rate (δ = 20%,∆ = 5) 2523 140 86.56
From the result Table 4.5, the performance of NRM and DM is nearly the
same, although DM is slightly faster than NRM. Although this model is quite
small, it also requires a high cost for updating, which contributes 77% to the
total simulation time in NRM, while in DM this contributes 62%. Even in this
model RSSA-Linear with δ = 10% could reduce the update time to only 6%.
Hence, its performance is approximately 22% faster than DM and NRM. In
this small model, it is easy to see from Table 4.5 that RSSA-Linear is a bit
faster than RSSA-Binary and RSSA-Lookup; however, the difference between
the performance of these implementations of RSSA is quite small. Second, for
this model a narrow fluctuation interval (small value of δ) would yield a high
acceptance probability, and thus better simulation time.
Because the population of species involved in this model is quite low (both
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at beginning and at the stable state), the combination of uniform fluctuation rate
and fixed interval size yields the best performance. For example, RSSA-Linear
with the combination of uniform rate δ = 20% and fixed interval size ∆ = 5 is
nearly 4% better than RSSA-Linear using only the uniform rate δ = 10% which
is the best performance achieved while applying uniform rate.
For second experiment, we consider the effects of evaluating the complex
propensity function to the update and the total simulation performance. Hence,
we modified the propensity function to use the Hill kinetics. This kinetics was
first used to model the nonlinear effects of aggregation of the haemoglobin
molecules with oxygen in the solution [75]. The Hill equation recently has
extensive applications in pharmacology to model the nonlinear relationship in
drug-dose response on the target (see e.g. [70] for details). In biology, Hill
kinetics has been used to model the mechanism of enzymatic reactions. The
Michaelis-Menten law, a well-known model of enzyme kinetics, is a special
type of Hill kinetics. Hill kinetics is commonly used to describe the coopera-
tivity of a ligand binding to an enzyme. In this cooperative binding, the binding
of a ligand to an enzyme is often enhanced the enzyme operativities if there are
already ligands binding to this enzyme. In modelling of gene expression, Hill
kinetics has applied to describe the activation controlled in the gene regulation
process. For example, in [86], it was used to model the switch-like behavior
in the gene expression by protein activation. In our experiment, we use the





where K is threshold constant and n is the steepness parameter (also called Hill
coefficient), which is usually non-integer.
The simulation runtime of the gene expression model with Hill kinetics of
different simulation algorithms is in Table 4.6. Since evaluating the propensity
now requires more computational effort, the performance of DM and NRM is
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Table 4.6: Performance of algorithms for Gene Expression model with Hill kinetics propensity
Algorithm Execution Update Acceptance Prob.




uniform rate (δ = 10%) 3423 615 86.78
uniform rate (δ = 20%) 3655 162 75.87
adaptive rate(δ = 20%,∆ = 5) 3389 568 86.54
RSSA-Binary
uniform rate (δ = 10%) 3432 661 86.77
uniform rate (δ = 20%) 3613 161 75.91
adaptive rate (δ = 20%,∆ = 5) 3404 562 86.59
RSSA-Lookup
uniform rate (δ = 10%) 3537 636 86.79
uniform rate (δ = 20%) 3720 177 76.00
adaptive rate (δ = 20%,∆ = 5) 3508 617 86.57
roughly 3 times slower than the mass-action kinetics propensity. In the simu-
lation involving the Hill kinetics, the propensity computation contributes 87%
of the overall time in DM, and 91% in NRM. By our RSSA simulation method,
the update cost of RSSA-Linear with δ = 10% is kept nearly at 17% of the
total cost, and the overall performance is roughly 2.5 times better than DM. In
this experiment, RSSA with a combination of uniform rate and fixed interval
size also achieves a better performance than by only using uniform rate. This is
because it handles the low population of species better.
4.4 Towards an Optimal Parameter Selection
We have proposed several improvements to RSSA, and shown their efficiency
in applying to concrete models in the previous sections. Still, a systematic ap-
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proach is required to automatically select the optimal parameters e.g., the fluc-
tuation rate vector, in order to optimize performance. The tunable parameters
used in RSSA essentially are related to the fluctuation control mechanism and
the search procedure. Because these factors are correlated, optimizing both can
not be performed by handling them independently. For example, a fluctuation
rate used with a specific fluctuation control mechanism could yield an opti-
mal performance for RSSA with a linear search, but that might not the optimal
choice when applying other strategies e.g. binary search, lookup search. In fact,
the selection of parameters for optimizing RSSA can be regarded as a combina-
torial optimization problem. Several global optimization techniques have been
developed to tackle this task (see e.g. [58, 149] and references therein). In this
section, however, we limit our focus on choosing the parameters for fluctuation
control with a given search procedure. Our approach is based on a gradient-like
method, called stochastic approximation (SA) [136], to estimate the rate param-
eter. SA is essentially an iterative algorithm. In each iteration, the parameter
is estimated by a similar form of the gradient-based optimization; however, the
gradient is approximated by using a simulation instead of using a fixed exact
analytic form. The advantage of this method is that it does not require a de-
tailed knowledge of the relationship of the rate parameter and the performance
measurement being considered.
Let TRSSA(r,m, c, a) be the measurement of the run time of RSSA, where r
is the fluctuation rate vector used by fluctuation control c with a specific search
algorithm a, and m is the given simulated model (i.e., a reaction network).
TRSSA(r,m, c, a) is regarded as a random value, to be determined by simula-
tion. Our purpose is finding:
min
r∈R
E[TRSSA(r,m, c, a)] (4.7)
Hence, the objective is to find the parameter r in the parameter space R mini-
mizing the expected run time E[TRSSA(r,m, c, a)].
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Starting with initial guess r0. SA estimates the parameter rk at iteration k by
the form:
rk+1 = rk + akgk(rk) (4.8)
where gk(rk) is an estimation of the gradient of the performance measurement,
and ak is the (positive) step size. This principle of the estimation is based on
local changes of the rate parameter. There are two main implementations of this
method: namely, the finite difference stochastic approximation (FDSA) and the
simultaneous perturbation stochastic approximation (SPSA) [58, 148]. In the
former only one component in parameter vector rk is perturbed at a time, while
in the latter all components of the rate parameter are randomly perturbed.
Let p be the dimension of the rate vector parameter. FDSA estimates the
approximated gradient gk(rk) is as following. The ith component in the rate
parameter rk is perturbed by a small positive constant ck hence obtaining rk +
ckeki with 1 ≤ i ≤ p where eki is a unit vector having its i-th component set to
1, while all the other are zero. Then, the ith element in the estimated gradient
gk(rk) is approximated by
gki(rk) =
TRSSA(rk + ckeki)− TRSSA(rk − ckeki)
2ck
(4.9)
The number of evaluations of the performance function TRSSA grows linearly
with the parameter dimension. Indeed, we need to perform exactly 2p such
evaluations. Hence, as the number of parameters p becomes large, the cost to
reach convergence increases.
SPSA takes advantage over DFSA in estimating the gradient by evaluating
the performance TRSSA independently of the dimension of the rate parameter.
SPSA approximates the gradient by perturbing all the components by a user
specified random p-vector ∆k = (∆k1, . . . ,∆kp). The i-th component of the
estimated gradient is computing by:
gki(rk) =




The random vector ∆k should be chosen so that the {∆ki} components are inde-
pendent, symmetrically distributed around 0, and having finite inverse moments.
The most common selected distributed satisfied this condition is the Bernoulli
±1 distribution. The selection of (ak, ck) values, and the convergence of the
stochastic approximation (in suitable conditions), have been studied in [149].
We applied the SA method discussed above to optimize, for any given search
algorithm, the fluctuation rate parameter for the fully connected reaction model.
Results are shown in Fig. 4.4. The figure shows that, when increasing the cou-
pled degree of the reaction network, the fluctuation rate should be increased, so
to reduce the update time. This agrees with the experiments discussed in the
previous section. Note that the optimal rate for each search procedure is dif-
ferent, especially when the coupled degree is high. For example, when N = 5
(w.r.t. the coupled degree = 4) the difference in the optimal rates used by search
procedures are small i.e. 11.95%, 19.12% and 12.67% for RSSA-Linear, RSSA-
Binary and RSSA-Lookup, respectively. The optimal rates are quite similar in
the case N = 10 (the optimal rate is around 22%). Then, if we continuously
increase the coupled degree the optimal rate for each variant of RSSA becomes
very different. The optimal fluctuation rate for RSSA-Linear slowly increases
with N . Instead, the one for RSSA-Lookup grows much faster. The rate for
RSSA-Binary lies somewhere in the middle. For example, with N = 100
the optimal rate of RSSA-Linear is 25.27%, while in RSSA-Binary is 37.37%.
RSSA-Lookup achieves the best performance with the rate around 57.75%. This
can be explained as follows. The lookup search in RSSA-Lookup is very effi-
cient, but the rebuilding of the underlying data structures is rather expensive.
Hence, it has to use a large rate to reduce the number of rebuilding steps, at the
price of reducing acceptance probability as well.
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Figure 4.4: Optimal Fluctuation Rate for Fully Connected Reaction Model
4.5 Conclusions
In this chapter we proposed a new generalized algorithm, called RSSA, for do-
ing stochastic simulation. RSSA, in essential, is a rejection-based algorithm.
The selection of a reaction firing composes of two steps. RSSA uses a propen-
sity upper-bound to select a candidate reaction. An acceptance-rejection proce-
dure is then used to verify the candidate reaction. We mathematically proved
RSSA, performing in this way, produces the same stochastic behaviour as SSA.
Then, we investigated how to improve RSSA, by studying how to tune its
performance so to efficiently simulate biochemical reaction systems. First, we
experimentally explored different search procedures for implementing the se-
lection of a candidate reaction. The optimal choice ultimately depends on the
problem size and complexity of the underlying data structures. Some search
procedures e.g., binary search, alias method can obtain a fast search time, but
also require data structure which is expensive to update; instead, a simple search
method e.g., linear search, does not require any complex data structure, while
having a low search performance. According to our experiments, linear search
is best used on small models, while more complex methods should be applied on
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large models. Second, Several search algorithms for implementing the selection
of a candidate reactions are proposed. We experiment with their implementa-
tions using different network sizes, and discuss the results of such experiments.
Second, we proposed different mechanisms to control acceptance probabil-
ity of a candidate reaction. The proposed mechanisms run at different levels, in
a static or dynamic fashion during the simulation. A dynamic control give more
flexibility for controlling the acceptance probability depending on the state of
the system, but it also requires more computational effort. We also discussed an
approach to automatically select the optimal rate for a given search and fluctu-
ation control mechanism.
In RSSA, the acceptance-rejection procedure is applied to reduce the cost
of propensity updates while, in the literature, it has been used for different
purposes. We clarify some applications of acceptance-rejection procedure to
stochastic simulation with RSSA in the following. The composition rejection
SSA (CR-SSA) [147] uses the acceptance-rejection method for improving only
the search of the next reaction firing. The search time of CR-SSA is indeed
a constant time for long run. Thus, if the network is dense and highly cou-
pled, its update time will contribute a significant portion to the simulation. The
uniformization technique is proposed in [141] to discrete the time in which it
uses a global upper-bound of total propensity instead of upper-bound reaction
propensities in RSSA. Hence, the simulation only needs the search and update
of reactions without generating the firing time. The discrete time conversion
approach is different with RSSA in many aspects. First, while it does not need
to generate the reaction firing time, it still requires paying the search and update
costs in each simulation step, using exact propensity values. Second, in order to
approximate the global upper-bound of total propensity it has to know a global
upper-bound for the population of all species. This is hard to pre-compute.
Indeed, even in the case such upper-bound is known, the upper-bound of to-
tal propensity may be several orders of magnitude larger than the actual total
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propensity e.g. if the system is stiff. The result is the simulation would spend
a lot of time to reject the candidate reaction. In the contrast, RSSA controls
the upper-bound of each reaction propensity. Furthermore, we can efficiently
control the upper-bound of each reaction propensity in runtime through a fluc-
tuation control techniques, as discussed in previous section. This provides a
needed flexibility, allowing one to adjust the acceptance probability as desired.
The simulation performance thus can be sensibly improves by tuning these pa-
rameters. A rejection-based simulation algorithm recently proposed in [40] for
simulating the signaling pathways. This simulation algorithm is different with
RSSA in some senses. First, it rather applies the rejection step to skip count-
ing all possible combinations of the receptor-ligand binding which is typically
a huge number. Second, it exploits a very complex timing scheme to match
the exact time. In our RSSA method, the timing scheme is clean and simple,
i.e., the Erlang distribution. Furthermore, it is proved that the time also follows
the exact distribution.
Further studies are possible to improve the performance of RSSA. For in-
stance, when propensities are given by a user-specified complex function, one
needs to devise an efficient way to compute the propensity lower- and upper-
bounds. This may be done automatically, or with some help from the user.
The impact of this choice still needs to be evaluated. Another research line
would focus on using global optimization techniques to fine-tune RSSA per-
formance. This approach would suggest the optimal combination of methods
to use, i.e., which search procedure and which control mechanism. Integrating
such optimization techniques in simulation is a non trivial task since the time






The dynamic behaviour of living cells is indeed dependent on both the reac-
tion and diffusion of molecular species. The significance of diffusion becomes
highly important when the diffusion time of species is slower than the reaction
time. The biological systems will exhibit inhomogeneities. Furthermore, the
cell is highly compartmentalized. Diffusion between sub-compartments formed
by localized species significantly magnifies the noise effects on reaction path-
ways. These thus imply a crucial coupling of reaction and diffusion. Spatial
heterogeneity recently has been successful in explaining many experimental ob-
servations, e.g., localization of the E. coli cell division [52]. In this situation,
the simulation should explicitly take into account the diffusion of the species in
reaction networks.
The spatial extensions of SSA have been introduced to simulate reaction-
diffusion systems [17]. These methods are based on discretizing the space into
subvolumes. The subvolume side length is chosen so that the subvolume is well-
mixed. It further assumes that a species in a subvolume only reacts with species
in the same subvolume. Hence, the same molecular species in different subvol-
umes is treated separately. The diffusion of a diffusive species between neigh-
bor subvolumes is modelled as a unimolecular reaction. The kinetics of this
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enlarged network is mathematically modelled by the reaction-diffusion master
equation (RDME). RDME is in fact a spatial extension of CME. It, therefore, is
possible to simulate by SSA.
Although RDME, in principle, can be exactly simulated by SSA, a direct ap-
plication of SSA to sample RDME is often computationally intensive because
the number of species and reactions in the model is linearly increased by the
number of subvolumes. An efficient implementation for performing stochastic
reaction-diffusion simulation is to select the subvolume which contains the next
reaction firing, and then retrieve out the next reaction firing in that subvolume.
There are many possible combinations for implementing these steps. For exam-
ple, these two steps can be done in two consecutive DMs in which the first DM
searches for which subvolume and the second one is for finding the next reaction
in selected subvolume. The Next Subvolume Method (NSM) [45] is an efficient
formulation for improving the search of the subvolume. In NSM, the selection
of a subvolume is done by exploiting a special priority queue, i.e., the binary
heap. The subvolumes are indexed so that the subvolume having smallest puta-
tive time is always put on the top of the queue. The search for the subvolume
thus is in constant time. Then, the next reaction firing in the selected subvolume
is found out by a DM search. Anytime there is a change in the subvolume due
to a reaction firing or a diffusive transfer from its neighbor, the priority queue
should be maintained to reflect the change. Hence, a significant portion of the
simulation time of NSM now is spent for updating the priority queue.
The computational cost for performing stochastic reaction-diffusion simula-
tion is further increasing to ensure a physical consistence and correctness of the
spatial discretization. First, for the applicability of SSA in a subvolume, the
side length of the subvolume must be chosen much smaller than the so-called
Kuramoto length [95]. However, the subvolume side length also should not be
chosen arbitrarily small. It has been shown that if the subvolume side length
becomes too fine the simulation of RDME yields incorrect and even nonphysi-
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cal results [12]. There the system is entirely controlled by diffusion, and there
is no reaction occurring. In this case, reaction propensities have to be corrected
e.g., by some correction factors, to match the results from a particle-based simu-
lation [51]. These correction factors are often rather expensive to compute [48].
Second, the space is often discretized by regular meshes, e.q., the cubical sub-
volumes, and the rate of the diffusion is often transformed from the Fick’s law.
The space, however, may be discretized by irregular meshes to deal with the
highly complex cell medium, e.g., the cell membrane. In that case the rate
of the diffusion reaction also has to be modified by a complex and, of course,
computational demanding function [15, 47, 74].
In this chapter we propose a new formulation, called RRD, to alleviate the
computational burden of the exact spatial stochastic simulation. RRD improves
both the search of a reaction firing in a subvolume and the propensity updates,
and hence improving the total simulation performance. More specifically, RRD
combines the efficient tree-based search and the methods based on the over-
approximation of propensities developed in chapters 3 and 4 to enhance the
search and the update. Both the search for a subvolume and then a reaction
in the selected subvolume by RRD are using only the over-approximation of
propensities. This feature is the highlighted difference with stochastic reaction-
diffusion simulation approaches in literature. A candidate subvolume is first
found by a tree-based search based on the over approximation of subvolume
propensities. Then, given the subvolume, a fast lookup search is conducted to
retrieve a candidate reaction in that subvolume. The candidate reaction is com-
mitted to fire by a rejection-based mechanism. In case the candidate reaction is
rejected, an entirely new candidate subvolume as well as a new candidate reac-
tion in this subvolume have to be selected again. Since the candidate subvolume
is discovered by the tree-based search, it scales in a logarithmic way with the
number of subvolumes. The update of a tree branch is rarely required unless
the population of species in the subvolume jumps out of the fluctuation interval.
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Anytime this happens, there are at most two tree branches have to update.
5.2 Reaction-diffusion simulation
5.2.1 Spatial SSA
Assuming the cell volume V is divided into nV subvolumes, which are denoted
by V1, . . . , VnV . These subvolumes are further assumed to be spatial homoge-
neous. Thus, only the population of species in subvolumes are required to keep
tracking. Let XVki (t) be population of species Si in subvolume Vk at time t.
The n-vector XVk(t) = (XVk1 (t), . . . , XVkn (t)) denotes the population vector of
subvolume Vk for all k = 1 . . . nV . Hence, the system state is a n by nv vector
X(t) = (XV1, . . . , XVnV ) denoting population of each species in each subvol-
ume at time t.
The diffusion of species Si with diffusion constant Di from subvolume Vk to
its neighbor Vl is explicitly expressed by a unimolecular reaction. That is:
SVki −→ SVli (5.1)
the rate of this diffusion reaction for a cubical subvolume with side length h is
defined to be Di/h2. For an irregular mesh, a correction factor for the diffusion
reaction has to be applied [47]. We assume further that there are md diffusion
reactions in a subvolume.
Let aVkj be the propensity of reaction Rj in subvolume Vk. Let a
Vk
0 be the
propensity of subvolume Vk. It is the sum of propensities of all reactions in















be the total propensity of the system.
The spatial stochastic simulation makes a trajectory of RDME by sampling
the joint next reaction probability distribution function p(τ, j, k|x, t) which de-
notes the probability the reaction Rj inside the subvolume Vk occurring at the
next time t + τ given current state X(t) = x at time t. The reaction firing time
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is distributed following an exponential distribution a0exp(−a0τ). The subvol-
ume Vk is selected given the time τ following a discrete probability function
aVk0 /a0. The conditional probability of the reaction Rj firing in subvolume Vk at
time τ follows a discrete probability function aVkj /a
Vk
0 . The joint next reaction
probability p(τ, j, k|x, t) for the reaction-diffusion process thus has the form:
p(τ, j, k|x, t) = aVkj exp(−a0τ) (5.2)
The sampling of the joint next reaction probability p(τ, j, k|x, t) is done as fol-
lows. First, the firing time τ is generated by sampling the exponential distri-
bution with mean 1/a0. Then, two consecutive searches are conducted to find
which the subvolume Vk and after that the reaction within selected subvolume





NSM improves the subvolume search by an efficient formulation. It uses
the putative times of subvolumes to select the subvolume. The putative time
τVk of subvolume Vk is generated following an exponential distribution with
mean 1/aVk0 for all k = 1 . . . nV . These putative times are indexed in a priority
queue so that the subvolume having smallest putative time is always on the top
of the queue. When searching for the subvolume, the smallest putative time as
well as the corresponding subvolume on the priority queue are extracted. The
firing time τ is assigned to be this smallest time. Only the search for the next
reaction firing is required. In NSM, it is simply found by sampling the discrete
probability function aVkj /a
Vk
0 .
Given the selected reaction Rj in the subvolume Vk firing at time τ , the
system is updated depending on the type of Rj. If it is a biochemical reaction,
the population state of species in subvolume Vk is updated i.e., XVk = XVk +
vj. In case, it is a diffusive species, a subvolume Vl in the neighbors of Vk is
randomly selected. In Vk, one species in the population of Si is removed, while
the population of species Si in Vk is increased by one. After updating the state,
the affected reactions in subvolume(s) recompute their propensities to reflect
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the changes.
5.2.2 Rejection-based reaction-diffusion simulation
The rejection-based reaction-diffusion (RRD) simulation exploits an over ap-
proximation of reaction propensities for selecting a reaction in a subvolume.
The search of a reaction firing in RRD is composed of two steps: 1) searching
for a candidate subvolume by the tree-based search technique (chapter 3) and 2)
finding and committing a candidate reaction in the candidate subvolume by the
rejection-based technique (chapter 4).
The approximation of reaction propensities is derived by confined the pop-
ulation of each species in a subvolume to a fluctuation interval. Thus, let us
assume the population of species Si in subvolume Vk at time t is confined to a
fluctuation interval [XiVk , Xi
Vk
]. The population state XVk of subvolume Vk is
therefore fixed to the interval [XVk, XVk ]. Because the same species in different
subvolumes is, in general, treated differently by reactions it fluctuates in dif-
ferent manners. The fluctuation intervals of the population state of subvolumes
thus can be defined by different fluctuation control mechanisms.
Given a fluctuation interval of species in a subvolume we compute the upper-
bound and lower-bound of propensity of reactions in that subvolume. Let ajVk
and ajVk , respectively, be the propensity upper-bound and lower-bound of re-
action Rj in subvolume Vk. Let a0Vk be the propensity upper-bound of sub-
volume Vk. a0Vk is, in fact, the sum of propensity upper-bounds of m + md
reactions in subvolume Vk. Thus, a0Vk =
∑m+md
j=1 aj
Vk for all k = 1 . . . nV .
These upper-bounds will be used for selecting a candidate subvolume and, after
that, a candidate reaction in that candidate subvolume. Specifically, the sub-
volume is discovered by a tree-based search on the propensity upper-bound of
subvolume. A table lookup search on the propensity upper-bound of reaction is
then applied for searching the candidate reaction.
To do that, a tree for holding these subvolume propensity upper-bounds is
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built. In the tree, the leaves will contain the subvolume propensity upper-bounds
a0
Vk for k = 1 . . . nV , while the internal nodes store the sum of its children.
Following this way, the tree root will store total sum of subvolume propensity




. In a subvolume, reaction propensity upper-
bounds are used to build up tables for a fast lookup search. The lookup search
here is chosen to be the Alias method. The probability vector for the Alias
method is ajVk/a0Vk .
The search of a reaction firing starts by first searching for a candidate sub-
volume placing on the leaves of the tree. The running of the search takes a
random number in [0, a0], which decides which the left or right tree branch will
be discovered. Beginning at the tree root, the search travels down the tree. If the
random value is less than the value stored in the left internal node, the search
expands the left branch. Otherwise, it chooses the right branch to explore. In
case the search chooses the right branch, the random number is adjusted by
subtracting its number by the value stored on the right node. The search repeats
until a leaf (candidate subvolume) reached.
Having the candidate subvolume, a candidate reaction in that subvolume is
taken out by accessing the lookup tables of the Alias method. Essentially, this
method requires a random probability value in [0, 1], and returns a reaction Rj
corresponding to this input probability.
The candidate reaction in the subvolume Vk is accepted to fire by a rejection-
based mechanism. A random value from [0, a0Vk] is generated. If it is less than
the actual reaction propensity aVkj , the reaction is committed. Otherwise, the
selection is rejected. In case the reaction is rejected, new selection step is re-
peated. The lower-bound propensity ajVk will be used for quickly accepting the
candidate reaction, thus without having to always evaluate reaction propensity
aVkj .
The reaction firing time τ is generated by sampling the Erlang distribution
in which the shape parameter is the number of trials k until having a reaction
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accepted, and the rate parameter is the total propensity upper-bound a0. We use
the convolution technique described in chapter 4 for doing this task.
Knowing the reaction Rj firing at time τ in the subvolume Vk, the population
states of the affected subvolumes are updated. If a biochemical reaction fires,
only the population of species involved in the current subvolume Vk is updated
i.e., XVk = XVk + vj. In contrast, if a diffusive transfer is selected, a random
destination subvolume Vl in the neighbours of Vk is taken. The population of
corresponding diffusive species Si in both of these subvolumes is updated. In
the uncommon case in which the population state of a subvolume caused by the
reaction firing jumps out of the assigned fluctuation interval, a new fluctuation
interval should be redefined. The reaction propensity upper-bounds are recom-
puted and the tree is updated as well. However, only at most two tree branches
updates are required because at any time maximum two subvolumes have to
update by a reaction firing.
5.2.3 The RRD algorithm
The detailed steps of RRD is listed in Alg. 6. We first define a fluctuation in-
terval [XVk , XVk] for the population state XVk of each subvolume Vk. Note that
we could use different fluctuation intervals for subvolumes. We then compute
the lower-bound propensity ajVk and upper-bound propensity ajVk for each re-
action Rj for j = 1 . . .m +md. We then compute the upper-bound subvolume
propensity a0Vk for k = 1 . . . nv. These upper-bound subvolume propensity val-
ues will be stored in a tree structure supporting for the tree-based search, while
upper-bound reaction propensity values are used to build tables for the Alias
lookup.
The main simulation loops until the time t passes over a predefined simula-
tion time Tmax. A simulation step consists of three steps: 1) selecting a reaction
firing in a subvolume, 2) generating firing time and 3) updating the system.
The selection of a reaction firing is repeated until flag accepted is set to true.
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Algorithm 6 RRD procedure
1: for all subvolume Vk where k = 1→ nv do
2: define fluctuation interval [XVk , XVk ] for population state XVk
3: compute propensity lower-bound ajVk and upper-bound ajVk for j = 1 . . . m+md
4: compute subvolume propensity upper-bound a0Vk
5: build supporting tables for Alias method for reactions in subvolume Vk
6: end for
7: build a tree for upper-bound subvolume propensity a0Vk for all k = 1 . . . nv
8: while t < Tmax do
9: set u = 1
10: set accepted = false
11: repeat
12: generate four random numbers r1, r2, r3 and r4 from uniform distribution U(0, 1)
13: apply tree-based search for finding candidate subvolume Vk with search value r1a0
14: apply Allias method for lookup a candidate reaction Rj in subvolume Vk with proba-
bility r2
15: if r3 ≤ (ajVk/ajVk) then
16: accepted = true
17: else
18: evaluate aj with current state XVk
19: if r3 ≤ (aVkj /ajVk) then
20: accepted = true
21: end if
22: end if
23: set u = u · r4
24: until accepted
25: set transition time τ = (−1/a0) ln(u)
26: update time t = t+ τ
27: if Rj is a biochemical reaction then
28: update population state of subvolume Vk by XVk = XVk + vj
29: else
30: if Rj is a reaction diffusion of species Si then
31: get a neighbor subvolume Vl
32: remove one from population of species Si in subvolume Vk




36: for all affected subvolume Vk do
37: if XVk /∈ [XVk , XVk ] then
38: define a new fluctuation interval [XVk , XVk ]
39: compute propensity lower-bound ajVk and upper-bound propensity ajVk
40: build supporting tables for Alias method in subvolume Vk




A trial composes of three consecutive steps. First, a candidate subvolume Vk is
found by applying the binary search on the upper-bound subvolume propensity
tree built in preparation with the search value is r1a0 where r1 is a random value
from U(0, 1). Then, a candidate reaction Rj in that subvolume is retrieved
by applying the Alias lookup method. The lookup requires a random value
r2 ∼ U(0, 1). Third, the candidate reaction is subjected for an acceptance-
rejection procedure. The trial is successful if the actual reaction propensity aVkj
is greater than r3ajVk where r3 is a random value from U(0, 1). We quickly
accept the candidate reaction without evaluating the actual reaction propensity
if ajVk ≥ r3ajVk . In the other case, the selection is rejected.
The reaction firing is generated by sampling the Erlang distribution with
rate parameter a0 and shape parameter is the number of trials until that reaction
is accepted. We use the convolution method in sampling the Erlang distribu-
tion. For each trial, the variable u is continuously updated to be u = u ∗ r4
where r4 is a random value generating from U(0, 1). Then, the firing time τ of
the reaction firing is computed as τ = (−1/a0) ln(u).
Knowing the reaction Rj in subvolume Vk and its firing time τ , the system
is updated depending on the type of the reaction. If the reaction Rj is a bio-
chemical reaction, only population state of this subvolume is updated. In case
Rj is a diffusion of species Si, a random neighbor subvolume Vl is taken. The
population of species Si in Vk is removed by one, while its population in Vl is
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added one.
The next simulation loop is executed without updating the affected reaction
propensities in the subvolume if its population state is still confined in the fluc-
tuation interval. In other case, a new fluctuation interval has to be redefined.
The new lower-bound propensity and upper-bound propensity of reactions have
to be computed. Then, the upper-bound subvolume propensity is recomputed
as well as the tree branch from root to that subvolume is updated to reflect the
change. The tables for the Alias lookup used inside the subvolume also have to
construct according to the new upper-bound propensities.
5.2.4 Correctness of the RRD algorithm
We prove that RRD selects a reaction firing with the joint probability function
p(τ, j, k). The statement is stated in the Proposition 4.
Proposition 4. RRD is exactly sampling RDME by selecting a reaction Rj in
subvolume Vk to fire at time τ following the joint probability density function
p(τ, j, k) = aVkj exp(−a0τ).
Proof. Let Pr(Rj, Vk) be the probability a candidate reaction Rj in subvolume
candidate Vk is selected and accepted to fire. We factorize Pr(Rj, Vk) by the
chain rule.


















The derivation in the Equ. 5.3 is using three facts. First, a candidate sub-
volume V k is selected with probability a0Vk/a0. Second, the reaction Rj in
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that subvolume is selected with probability ajVk/a0Vk . And, last the candidate
reaction is accepted to fire with probability aVkj /a0Vk .
Now, let Pr(R, V ) be the probability an arbitrary reaction R in an arbitrary
subvolume V is selected and accepted to fire. We have:












Thus, the probability the reactionRj in subvolume Vk is selected to fire given
an arbitrary reaction R in an arbitrary subvolume V is selected as:











Let τ be the firing time of the accepted reaction Rj in subvolume Vk. It is
indeed exponential distributed with rate a0, i.e., Pr(τ) = a0 ·e−a0τ . It is derived
from a similar proof provided in Proposition 3, so we do not repeat it here.
Hence, RRD selects a reaction Rj in subvolume Vk to fire at time τ following
a joint probability density function:




= aVkj · e−a0τ (5.6)
5.3 Experimental results
We implement and compare three algorithms including: TreeRD, NSM and
RRD. The first implementation is TreeRD which is a variant of spatial SSA in
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Table 5.1: Summary of models for reaction-diffusion simulation
Model Species Diffusive Species Biochemical Reactions
cAMP activation of PKA model 6 1 6
Multiscaled reaction model N + M N N(N-1) + M
which the subvolume is discovered by a tree-based search. The tree is built
using the subvolume propensities. The reaction firing inside a subvolume is se-
lected by a direct linear search. The second algorithm is an implementation of
NSM. We use a binary heap to maintain the priority queue of subvolume pu-
tative times. The last algorithm is an implementation of our formulation RRD.
All these simulation algorithms are implemented in Java and run on Intel i5-
540M processor. The simulation was done after 107 steps. The simulation data
are recorded for 106 steps. The experimental result is averaging over 100 runs.
All initializations, which is not a part of simulation loop, are excluded from the
calculation.
We report the performance of algorithms on two biochemical reaction mod-
els. 1) The cyclic adenosine monophosphate (cAMP) activation of protein ki-
nase A (PKA), and 2) Multiscaled reaction model. The table 5.1 summarizes the
properties of simulated models. The first model is a real world model which is
used to demonstrate the improvement of RRD. In this model, we experimentally
validate the results of the tested algorithms. Then, we show the performance im-
provement of our formulation. The second model is an artificial model we use
to benchmark the simulation performance in different settings. We compare the
performance of algorithms by increasing both the number of reactions and sub-
volumes. The performance of these algorithms now is dependent on two factors:
the search of a reaction firing in a subvolume and update of the affected reac-
tions in subvolumes. According to our experiments, our new formulation the
simulation performance dramatically outperforms over the tested algorithms.
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Table 5.2: cAMP activation of PKA model
R1: PKA+ 2cAMP → PKAcAMP2 k1 = 8.696 · 10−5
R2: PKAcAMP2 → PKA+ 2cAMP k1 = 0.02
R3: PKAcAMP2 + 2cAMP → PKAcAMP4 k1 = 1.154 · 10−4
R4: PKAcAMP4 → PKAcAMP2 + 2cAMP k1 = 0.02
R5: PKAcAMP4 → PKAr + 2PKAc k1 = 0.016
R6: PKAr + 2PKAc→ PKAcAMP4 k1 = 0.0017
5.3.1 cAMP activation of PKA model
The cAMP activation of PKA is a part of highly prevalent mammalian sig-
naling pathways that translates an extracellular message into an intracellular
response [41, 85]. The cAMP is a second messenger forming when the mem-
brane enzyme adenylyl cyclase is activated. It then goes on activating specific
proteins in which an important class is the protein kinase A (PKA). PKA is a
tetrameric holoenzyme, consisting of two regulatory subunits (PKAr) and two
catalytic subunits (PKAc). PKA is normally inactive in which the regulatory
units blocks the catalytic units. The binding of two molecules cAMP to spe-
cific locations on the regulatory units of PKA causes the dissociation between
the regulatory and catalytic subunits. It thus activates the catalytic units and
enables them to phosphorylate substrate proteins. These steps are detailed in
Table 5.2.
For running simulation, the space is divided into nv = 100 cubical subvol-
umes. The diffusion constant of species cAMP is DcAMP = 300. The dif-
fusion of all other species is set to zero. At the beginning, there are 30, 000
cAMP molecules placed at the top-left corner of the space, and 30, 000 PKA
molecules are uniformly distributed across the space. The population of all
other molecules is set to zero.





























































10 15 10 125 250 2 20
#PKA #PKAc#cAMP
Figure 5.1: Average population of species in cAMP activation of PKA model by algorithms
and PKAc, respectively, over the space at the end of the simulation. The figure
shows a strong agreement in the average population of species by simulation
algorithms, and thus experimentally confirms the correctness of RRD.
Table 5.3 presents in detail the computational costs for simulation algo-
rithms. In this table, we record the search time which is the time for finding
a subvolume and a reaction firing in that subvolume, the update time which is
the time required for updating the affected reactions and reflecting the changes
to the underlying data structures, and the total simulation time which composes
of search time, update time and all other tasks (e.g., random number genera-
tion).
From Table 5.3, we see an important fact that the update time contributes a
significant portion to the total simulation time. For example, the update cost
of NSM contributes up to 80% of its simulation time, while the search time is
only 4%. Although the search time for the next reaction firing in the subvolume
by NSM is the best, the expensive update negates its advantage. The result is
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Table 5.3: Simulation time for cAMP activation of PKA model
Algorithm
Search Time Update Time Total Time
(ms) (ms) (ms)
TreeRD 1717 17652 24971
NSM 1091 21028 26345
RRD 4135 8825 18237
the performance of NSM is the worst. TreeRD reduces the update time a bit
to roughly 70% of its total simulation time. The simulation time of TreeRD is
thus slightly better (about 5% faster) than NSM. In this model, RRD yields the
best performance even though the search time of RRD is worst (about 3.8 times
slower than the search time of NSM). By expoiting the over-approximation of
propensities, RRD does not require to update the system at any time after a
reaction firing. The update is rarely taken only as needed, hence substantially
reducing the update time. The update of RRD is about 2.8 times faster than the
update time of NSM. In this experiment, the update time of RRD is reduced to
48% of its total simulation time. As a result, the total simulation time of RRD
is roughly 30% and 27% faster than NSM and TreeRD, respectively.
5.3.2 Multiscaled reaction-diffusion model
The multiscaled reaction-diffusion model consists of N fast species Ai and M
slow species Bi. The reactions are also separated into fast reactions and slow
reactions. A fast reaction is involving fast species Ai only, while a slow reaction
involves both slow species Bj and fast species Ai. To form a slow reaction, a
fast species is randomly selected in the collection ofN fast species. The product
of a slow reaction is a random species from the slow species collection. The
reaction rate of fast reaction is chosen many times faster than the slow reactions
(ki ≫ kj). In this model, The space is further divided into nv subvolumes. The
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fast species are be able to move in space, while the slow species are unmovable.
Thus, in a subvolume we have N more diffusion reactions.
Fast reaction Ri : Ai
ki−→ Aj
Slow reaction Rj : Ai +Bj
kj−→ Bk
Diffusion reaction Rd : AVki
kd−→ AVli
In this experiment, we focus on the effects of search and update cost to sim-
ulation performance of algorithms. The search is examined by increasing the
number of subvolumes Nv in which Nv is adjusted from 100 to 4, 000 sub-
volumes. We investigate the effect of update by changing the number of slow
species M from 10 to 500. In this model, the number of fast species is fixed
N = 5. At beginning of the simulation, in each subvolume the initial popula-
tion of fast species is set to 1, 000 and slow species is 100. Since the aim of this
experiment concentrates on the performance of algorithms we do not present
the data obtained by the simulation algorithms here, although they have shown
a strong agreement. Figure 5.2 shows the detailed simulation performance of
algorithms on this model.
Figure 5.2a) compares the search time of three algorithms. Although the
search time of TreeRD and NSM with small models is slightly better than RRD,
it is not scaled well when increasing the model size. In fact, the search time of
TreeRD and NSM sharply increase while adjusting M and Nv from small to
large. For example, the search time of NSM for M = 500, Nv = 4000 is about
24 times slower than the case M = 10, Nv = 100. The search time of RRD also
increases by increasing the model size but with smaller rate. The search time of
RRD for M = 500, Nv = 4000 is only 1.9 times the case M = 10, Nv = 100.
The result is the search of RRD is 3 times faster than the search of NSM with
the same model configuration M = 500, Nv = 4000.
In Figure 5.2b) the update time exhibits the same behavior as the search when
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Figure 5.2: Simulation time for multiscaled reaction-diffusion model
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increasing the model size. With large model, the update cost becomes extremely
expensive. For example, the update time of NSM forM = 500, Nv = 4000 is 40
times slower than the case M = 10, Nv = 100. RRD handles the update better
than TreeRD and NSM. The update time of RRD for M = 500, Nv = 4000 is
nearly 80 times faster than the NSM and TreeRD.
The total simulation time of three algorithms is shown in Figure 5.2c). From
the figure, the performance of TreeRD and NSM is nearly the same, and the
performance of RRD is the best for all the cases. Even for small model with
M = 10, Nv = 100 the performance of RRD is roughly 3 times faster than
NSM, TreeRD. By exploiting the efficient search and update, the computational
time of RRD is extremely reduced when simulating for large models. In this ex-
periment, the simulation runtime of RRD is around 30 times faster than TreeRD,
NSM.
5.4 Conclusion
In this chapter we proposed a new formulation, called RRD, for stochastic
reaction-diffusion simulation. RRD combines the over-approximation of reac-
tion propensity and the efficient tree-based search for selecting a reaction firing.
The selection of a reaction firing in a subvolume composes of three steps. First,
a subvolume is discovered by an efficient tree-based search. Then, a candidate
reaction in the selected subvolume is selected by a table lookup. The key point
in selecting the subvolume and reaction of RRD is both of these steps are using
the over-approxiamtion of reaction propensity. Finally, the candidate reaction
is verified to fire based on a rejection-based mechanism. The actual reaction
propensity is only required to evaluate at this verification step. These features





Rare event probability estimation
6.1 Introduction
In this chapter we delve into the problem of performing a statistical analysis
of targeted event of interest, such as having a high the population of a specific
protein after a determined simulation time. Depending on the event to be stud-
ied, a large number of simulation runs may be required to achieve reasonable
statistical accuracy. Indeed, the task becomes increasingly harder when consid-
ering rare events, which occur only with a very small probability. Despite these
events being rare, the investigation of such events may be rather important in
the study of e.g. the reliability and robustness of a given biochemical system.
The occurrence of a rare event could lead the system into an abnormal state,
possibly leading to large macroscopic consequences such as the development
of a disease e.g., cancer. For example, the epigenetic changes, in amongst other
factors, which play important roles in the development of cancer, inactivate tu-
mor suppressor genes and then cause normal cells to be transformed into cancer
cells. If the immune system fails to recognize such changes and induce apop-
tosis, the tumor can spread to healthy cells. As a result, the cancer can grow,
possibly causing severe problems to the living organism.
The conventional stochastic simulation, e.g., SSA, for such a task would be
to simulate many trajectories and counting the number of the successful ones.
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Rare events make this approach infeasible since a prohibitively large number of
trajectories would need to be generated before the estimation becomes reason-
ably accurate. Hence, it is important to devise a method for efficiently producing
many evolution samples showing the event of interest. Sufficient information
about the rare event could shed light in understanding the developing patterns
which lead to the formation of the event.
In this chapter we contribute to the study of rare event simulation by propos-
ing a new simulation algorithm, called sSSA, for increasing the frequency of a
rare event without otherwise affecting the system behavior. Essentially, ours is
an algorithm which encourages the evolution of the system so that the target
event becomes more likely, yet in such a way that allows one to recover an esti-
mate for the target event probability in the unbiased system. More in detail, our
algorithm follows a multi-stage strategy where the system state is divided into
nested subsets corresponding to levels that a given trajectory must pass through
to reach the desired event. The algorithm works by progressively generating a
set of trajectories, and filtering out those which do not reach a given level. The
successful trajectories are then used as the basis for a new simulation, gener-
ating a new set of trajectories. Then the process is repeated, filtering the new
generation according to an higher level, and so on. This is the fundamental idea
behind the multilevel splitting(see [57, 67, 71, 99, 101] for detailed reviews and
discussions). An advantage of this approach is that, while the filtering biases the
simulation outcome, the algorithm does not change the reaction rates of their
propensities in any way. In this way, we can account for the bias, and still claim
the results to be relevant to the model which is being studied. The same idea of
multilevel splitting was successfully applied to biochemical networks to calcu-
late the reaction rate constant of the transition between given stable states [4].
However, it requires to fixed the levels before simulating instead of automatic
levels chosen in our approach. In the context of rare event simulation there is a
different approach based on importance sampling [139], where the underlying
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probability measure of the reaction events, for example, the reaction propen-
sities [98, 98], is manipulated and recovered by multiplying with the so-called
likelihood ratio, was introduced to increase the frequency of a rare event. The
system, however, is sampling with a different probability distribution, thus it
should not be regarded as valid representation of the actual system behavior.
6.2 Problem setting
Let Ω ⊆ Nn be the system state space, ranged over by X . Let E0 and E,
respectively, be different subsets of Ω. We want to study the probability of
reaching the state X(t) ∈ E given an initial state X(0) = x0 ∈ E0, for some
time t bounded by a constant stopping time: t ≤ Tmax. In other words, given
an event E, we want to compute its reachability probability P(E). To help
intuition, consider the case where the event E corresponds to species Si having
a large population (greater than some threshold λ). The probability to compute
P(E) can then be explicitly expressed as P(∃t ≤ Tmax. Xi(t) ≥ λ|X(0) = x0).
Denote with TE the first time the system hits the event E, i.e., TE = inf{t ≥
0 : X(t) ∈ E}. Our goal is then to efficiently estimate the probability:
γ = Pr(TE ≤ Tmax) = E[1ITE≤Tmax(X)] (6.1)
where 1ITE≤Tmax(X) is the indicator function. It returns 1 if X(TE) ∈ E s.t.
0 ≤ TE ≤ Tmax, or 0 otherwise.
We could, in principle, compute γ exactly as in Eq. 6.1 by studying the
time evolution of the system. For a well-mixed biochemical system, an exact
definition of its evolution is provided by the chemical master equation (CME).
However, although the CME completely determines the time evolution of the
system, it is hard to solve analytically whenever the state space is not very
small. In most cases, stochastic simulation is usually adopted to estimate the
probability above. SSA can be used for estimating γ, following Eq. 6.1. This
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is done by just sampling N i.i.d. trajectories {X i}Ni=1 by running SSA from the
initial state up to stopping time Tmax. Each trajectory X i visits a finite number
of states, so checking whether X i hits the event E is straightforward. We can






In order to understand how accurate the estimator γˆ is, that is how close it
is to the actual value γ, we need to study its accuracy as well. By the central
limit theorem, γˆ approaches a normal distribution N (γ, σ2/N) as N is large
enough, where σ2 is the variance of process X . In other words, we have the
relation: E[γˆ] = γ, V ar(γˆ) = σ2/N . Although σ2 is unknown in general, it can




N − 1 (6.3)












The estimation of the above is therefore approximated by RE ≈ s/γˆ√N .
Further, a rough analysis of Eq. 6.4 can be obtained whenever the probability
γ is small by noting that we have the approximation γ · (1 − γ) ≈ γ. Thus it
yields V ar(γˆ) = γ · (1 − γ)/N ≈ γ/N , in which γ · (1 − γ) appears as the
variance of the Bernoulli variable 1ITE≤Tmax(X i). The relative error so could be
approximated as RE ≈ √γ/N/γ = 1/√N · γ. From this we can see that in
order to reach a given relative error RE, we need to perform at least 1/γRE2
trajectory simulations. For instance, if γ = 10−6 and we want RE = 1%,
we need to run roughly N = 1010 simulation runs, which seems expensive to
perform. Hence, using a trivial SSA sampling to estimate the probability of rare
events appears inefficient.
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6.3 Splitting for rare event simulation of reaction networks
By the discussion in the previous section, estimating the probability of reaching
a rare event E by generating many trajectories using SSA is inefficient. The
vast majority of such traces will miss E, hence we would need to generate a
very large number of trajectories before we can achieve a reasonable accuracy.
sSSA improves the efficiency of the simulation by retaining only trajectories
which is more likely to reach E, while filtering out the unlikely ones. The
promising trajectories will be split into a number of trajectories. It thus needs
only a modest number of starting trajectories to estimate the wanted probability
with good accuracy. Of course, such estimate is biased. However, we can
remove the bias by correcting the estimate using a suitable factor.
6.3.1 Splitting approach
The fundamental of multilevel splitting approach is dividing the state space Ω
into some nested subsets Ω ⊃ E1 ⊃ · · · ⊃ EL ⊃ EL+1 = E. This is done
so that the probability that a trajectory reaches El given that it reaches El−1 is
significantly higher than the probability of directly reaching rare event E from
the initial state x0 ∈ E0. For our purposes we shall assume that these sets can
be expressed as El = {X : ∃tl ≤ Tmax ∧ h(X(tl)) ≥ hl}, for some levels
h1 < · · · < hL and a level function h : Ω 7→ R. Simulation is then applied
to estimate all these conditional probabilities i.e., to estimate pl = P(El|El−1).
Finally, an estimator for the probability of the rare event P(E) is achieved using
the chain rule, by letting γ˜ =
∏L+1
l=1 pl.
To estimate the probability of reaching event E given the fixed stopping
time Tmax the fixed splitting variant [57] requires to predefine a level sequence
h1, ..., hL. Then, it proceeds as follows. We start with a number of trajectories,
say N , from time t = 0 at a given initial state X(0) = x0 ∈ E0. The trajectories
reaching E1 are kept, while those failing to reach that level are discarded. For
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Figure 6.1: Fixed splitting procedure with level h1 and splitting factor s = 3
each trajectory we keep, we consider its first entrance state, that is (X i(t1), t1),
which falls into E1. Starting from that entrance state (and time), we again apply
simulation to generate s new trajectories. All the trajectories so generated are
used to estimate P(E2|E1), and the process is repeated. The constant s is termed
the splitting factor. The splitting of a trajectory is depicted in Fig. 6.1, which
illustrates just one level h1, and a splitting factor of s = 3.
Although fixed splitting variant is unbiased, its accuracy and efficiency are
very sensitive to the choice of the parameters. The estimator, indeed, strongly
depends on the level sequence and splitting factor. If reaching the next level is
unlikely, all trajectories then will probably be discarded. On the other hand, in
case reaching the next level is highly probable and the splitting factor is large,
the number of trajectories will explode exponentially with the levels.
The adaptive multilevel splitting [30] solves the choosing the parameters
which does not require an a priori choice of levels El and splitting factor s.
Instead, levels will be defined during its execution. More concretely, to avoid
the possibility of trajectories being extinguished, it shall choose intermediate
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Figure 6.2: Adaptive choice of level in multilevel splitting, with an ensemble of N = 3 trajecto-
ries and k = 1 trajectory to be kept. In a) 3 trajectories are generated and in b) the 2nd quantile
is used as the next level.
levels so that there are always k trajectories reaching the next level. In initial,
N trajectories are simulated in which k trajectories with highest value reached
by the level function h(−) are kept. In the next stage N − k new trajectories
are obtained by prolonging the trajectories reaching the level. These trajectories
are merged with the retained trajectories. Then the selecting of k trajectories is
repeated. In this way, it keeps the reaching probability P(El|El−1) close to a
fixed probability k/N . Hence, it guarantees that they will not be extinguished,
and further avoid their exponential explosion as well. We illustrate the above
idea in Fig. 6.2. There, we generate an ensemble of N = 3 trajectories. For
each of them, we compute the maximum level of h which is reached. Then, the
level h1 is picked so to be at the start of the (k + 1)th quantile i.e. such that
exactly k traces go beyond that level (k = 1 in the figure).
Although adaptive multilevel splitting chooses the next level without any a
priori knowledge, it introduces bias to the estimated probability of the event
of interest. Due to the bias, the adaptive approach could underestimate the
probability of the event when it is very small [30].
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sSSA takes advantage over adaptive multilevel splitting by ensuring absence
of bias during the estimation at each stage. sSSA estimates pl by an ensemble of
N trajectories, which are further divided into two disjoint, independent sets of
simulation runs N1 and N2. More in detail, the N1 group is used to choose the
next level hl, while the N2 group is used to estimate the conditional probability
P (El|El−1). Using the same trajectories for both purposes makes it hard to jus-
tify that estimator for the conditional probability is unbiased, since the event El
depends on hl which ultimately depends on the simulated trajectories. Instead,
by using independent trajectories we achieve bias-freedom in a simple way.
sSSA defines the next level so that having about k = N1 ·p trajectories passes
this level, where p is a non-negligible and non-overwhelming fixed probability.
More precisely, we obtain N1 trajectories by prolonging the successful trajec-
tories in last level until the stopping time. These trajectories are then ordered
according to the highest value reached by the level function h(−) in each tra-
jectory. That is, we sort them according to maximum level reaching by a tra-
jectories until the stopping time. Finally, we consider k = N1 · p and take the
(k + 1) topmost trace, and let the next level be hl.
Having defined the next level El, N2 trajectories are then generated to esti-
mate the probability pl. The trajectories reaching level El are kept for the next
stage, while those failing to reach that level are discarded. Let kl be the actual
number of trajectories which hits the level El. So, the reaching probability is
the ratio of the number of successful traces k1 over N2, i.e. pl = kl/N2.
For each retained trajectory, we store the first entrance state falling into El.
The N trajectories in the next stage are simulated starting from these stored
states. More in detail, N initial states are picked randomly from the stored
ones, possibly duplicating them.
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6.3.2 Choosing a level function
The choice of h is a critical issue, a poor selection can lead to a severe ineffi-
ciency, even compared to standard methods e.g, SSA. Also, a wrong h which
invalidates the assumption El ⊇ El−1 can undermine the correctness of our ap-
proach. Therefore, we want to discuss on the choosing of level function before
going to the details of sSSA in the next section.
The basis of the level function h is to map a multi-dimensional state X(t)
into a value representing the importance of that state. It must be consistent
with transition paths to drive the system towards the rare event of interest. In
other words, it measures how close a given state is from the target rare event E.
Function h should return a higher value when the rare event E is more likely
to be reached in the next stages. A choice for h in some problems could be
easy to define. For example, let consider the event E which is expressed by
the number of translocated polymers moves through a narrow pore in the poly-
mer translocation problem in many biological and biotechnological phenomena.
Level function h thus could be defined as the number of involving molecules.
A guidance to minimize the variance of the estimator, in general, is to select
h so that the probability of reaching an onward level does not depend on the
possible entrance states on the trajectory reaching that level (see more details
in [162]). In sense of biochemical reactions, the level function should be chosen
matching the parts of the reaction mechanism which can increase the probability
to reach the event E.
For certain classes of reaction networks which describe a “monotonic” sys-
tem, structural analysis could help in better understanding the dynamics of the
system. The properties of graphical conditions of these reactions will then pro-
vide information to the choice of reaction coordinates [8]. However, the bio-
chemical systems are very complex in general which involve many molecular
species, interacting through a very complex and nonlinear manner to exhibit
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consistent and reliable behavior. The qualitative analysis may not be sufficient
to account inherently stochastic of these systems, a quantitative method in these
cases is preferred. For a complex reaction coordinate, we could exploit the
approach presented in [164]. First, the configuration in the transition path is
partitioning into set of Voronoi polyhedra. Then the interface is defined as the
planes in phase space across the edges of the Voronoi polyhedra.
The committor function, which is the probability a trajectory starting from
an intermediate state x will reach the event E started from the initial state x0,
is a precise concept of reaction coordinate [112, 165]. It is the optimal choice
of reaction coordinate since it correlates to the progress of the transition paths.
Because the committor considers all the the coordinates of the systems, it is
a very complex function. We therefore have to project it onto a small set of
appropriated coordinates. Then, we have to choose the parameters that most
closely matches the committor function which should lead to the interfaces that
are perpendicular to the transition paths.
In the above discussion on the choice of the level function, we only focus
on reducing the variance of the estimator. However, it is important to note this
may not optimize the computation time for the simulation because the cost to
reach event E may depend on the entrance states. Further investigating how to
address that issue as well is for the time being left for future research.
6.3.3 The sSSA algorithm
We now present our sSSA algorithm, assuming we are given a the level function
h as discussed previously. The sSSA procedure is outlined in Alg. 7.
Roughly, in its first main loop iteration sSSA samples an ensemble of N
trajectories, which is composed of two groups of N1 and N2 trajectories, re-
spectively. We first generate only the first group (N1 trajectories) (starting from
the initial state x0), which we use to define the next level h1. We define h1 so
that exactly k trajectories of the generated N1 reach values of h(−) beyond h1.
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Algorithm 7 sSSA procedure
require: N = N1 +N2: total number of trajectories
1: k: expected number of successful trajectories at each level
2: ks: number of successful trajectories to stop
3: set l = 1
4: set X i to be a single-point trajectory starting from state x0 at time 0, for each i = 1..N
main loop:
5: repeat
6: prolong the N1 trajectories X i with i = 1..N1 using SSA from their last state until
stopping time Tmax
7: compute maximum level hi reached by X i by hi = max
0≤t≤Tmax
h(X i(t))
8: set hl = (k + 1)th quantile of {hi}N1i=1
9: prolong the N2 trajectories XN1+j with j = 1..N2 using SSA from their last state until
stopping time Tmax
10: let k′ be the number of trajectories in the N2 group reaching the target rare event
11: within the N2 group, retain the kl trajectories reaching level hl, and truncate them at the
first time they do so
12: compute pl = kl/N2
13: uniformly clone to obtain N trajectories {X i}Ni=1 within the kl retained ones, update the
old values for X i
14: increase l = l + 1
15: until k′ ≥ ks
16: let pl = k′/N2
statistics:




Formally, let hi, be the maximum value obtained by evaluating function h on




The next level h1 is then chosen to be the (k + 1)th quantile in these N1 values.
Hence, h1 is the (k + 1)th quantile of {hi}N1i=1. By doing this, we make the
probability of reaching the next level E1 starting from x0 ∈ E0 close to k/N1.
Parameters k and N1 can be tuned as needed, so to make this probability non
negligible.
Then, we sample other N2 trajectories (from x0), and count how many of
them actually reach the next level E1. We let p1 to be the ratio of the number of
successful traces k1 over N2, which we use as an estimator of P(E1|E0).
We prepare for the next iterations by uniformly sampling N elements from
the set of successful trajectories in theN2 group. (Note that sinceN > N2, some
trajectories will be taken more than once.) Name these trajectories {X i}i=1..N .
Then, we truncate each X i at the time it first succeeds, i.e. at its first crossing of
the next level. The next iterations can then start. The sSSA algorithm will repeat
the tasks done in the first iteration, except for the fact that the new N = N1+N2
generated trajectories are not simulated starting from x0 but rather from the
last states of the retained X i trajectories. In other words, we prolong each X i
until time Tmax. In this way, we start the new simulations from states in El
(the last states of X i), so that the computation of pl = kl/N2 indeed estimates
P(El+1|El).
We stop the main loop when a significant part (at least ks) of the generated
N2 trajectories hit the target rare event. When that happens, we just estimate
the probability of the rare event by the chain rule γˆ =
∏l
i=1 pi, where l is the
number of levels which have been generated.
The estimator γˆ is clearly bias-free, but also does not required a priori in
determining the levels. The asymptotic normality convergent of the estimator
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could be proved using the formulation in [31]. While setting the expected prob-
ability for reaching the next level, we have tried to reduce the variance of the
estimator. In the special case where γ = pq where q ∈ N, with the choice
of the levels such that all pl = p then it is the same as the optimal setting in
fixed multilevel splitting (see [67] for more detailed discussion on the optimal
conditions).
Compared with the standard sampling using SSA, our algorithm requires a
little more computational resources given the same model and parameters. A
rough analysis of sSSA can be done as follows. Assume Tmax to be a constant,
and let C be the expected work to generate a single trajectory. By applying
e.g. tree search, the search and update in m reactions can be done in logarithmic
time in the number of reactions, i.e., C = O(logm). The expected work for
generating N trajectories is thus O(NC) = O(N logm). To select the (k+1)th
quantile in N1 values a direct selection search or a randomized version [38]
which run in expected linear time, i.e., O(N1) could be applied. Overall, the
expected work is therefore O(N logm + N1) for sSSA, which is only slightly
more than SSA. This comparison however does not take accuracy into account,
which is crucial in the problem at hand. To better compare SSA and sSSA we
resort to experiments in the next section.
6.4 Experimental results
In this section we report on the experimental results of our algorithm on two
models: a simple production degradation model and an artificial biological
switch model. With these model we compare the performance and efficiency
of sSSA with standard simulation methods. The code was implemented and run
on the Intel Core i5-540M processor.
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Table 6.1: Production degradation model
R1: DNA→ DNA + mRNA k1 = 1
R2: mRNA→ ∅ k2 = 0.025
6.4.1 Production degradation model
The production degradation model consists of two species DNA, mRNA and
involves two reactions shown in Table 6.1. The system models a simple tran-
scription of DNA to mRNA. In this model, the DNA continuously pro-
duces mRNA via reaction R1 at rate k1, while mRNA is degraded at rate
k2 in reaction R2. The initial state X(0) with each component is given with
#DNA(0) = 1 and #mRNA(0) = 40.
In this example we aim to estimate the probability that the first time the sys-
tem reaches a state in which the population of mRNA is larger than a threshold
value λ, which is taken in the range 55, 60, 65, 70, and 75 respectively. The
event is meant to be reached before the stopping time Tmax = 100 and given
the initial state X(0). First, we briefly derive the complete time evolution of
the system following CME in this simple case, and calculate the probability the
first time the system reaches the event. Then we compare with the simulation
methods, i.e., SSA and sSSA.
To do so, let a1 and a2 be the propensities of reactionR1 andR2, respectively.
We have:
a1(X) = k1#DNA (6.6)
a2(X) = k2#mRNA (6.7)
a0(X) = a1(X) + a2(X) (6.8)
Notice that in our model the population of DNA is conserved, so the a1 is
unchanged overtime, and thus we only focus on the change of species mRNA.
The state vector now is reduced to one dimensional X = #mRNA.
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Let P (λ, t|λ0, 0) be the probability density that t is the first time in which




P (λ, t|λ0, 0) = a1(λ− 1)P (λ− 1, t|λ0, 0)+
a2(λ+ 1)P (λ+ 1, t|λ0, 0)− a0(λ)P (λ, t|λ0, 0) (6.9)
The collection of differential-difference equations in Eq. 6.9 is analytically
tractable, and can be solved given the initial constraints P (λ0, 0|λ0, 0) = 1
and P (−1, t|0, 0)) = P (λ + 1, t|λ0, 0) = 0. The propensities are also confined
to zero at state λ since the system stays in state λ forever upon the first arrival.
Let expand Eq. 6.9 using a matrix representation by defining matrix M hav-
ing size (λ+ 1)× (λ+ 1) where M [i, i] = a0(i− 1), M [i+ 1, i] = −a2(i) and
M [i, i + 1] = −a1(i − 1), while all other elements including the last column
are set to zero. The notation M [m,n] denotes the element at row m and column
n of matrix M . Let Q(t) be the probability vector of all probablely reachable
states at time time t, i.e., Q(t) = (P (0, t|λ0, 0), ..., P (λ, t|λ0, 0))T . The Eq. 6.9
is then rewritten as
δ
δt
Q(t) = −MQ(t) (6.10)
Denote µ1 < µ2 < ... < µλ+1 be the eigenvalues of matrix M in increasing
order. Let e−µt be the diagonal matrix with value eµit in the main diagonal, and
V be the matrix that its ith column is the eigenvector of M corresponding to
eigenvalue µi, respectively. The solution of Eq. 6.10 has the following form
Q(t) = V e−µtV −1Q(0) (6.11)
By expanding it, we receive P (λ, t|λ0, 0) as
P (λ, t|λ0, 0) =
λ+1∑
i=1
V [λ+ 1, i]e−µitV −1[i, λ0 + 1] (6.12)
From these results we can conclude that if the time t = Tmax is fixed, then
the probability #mRNA reaching λ becomes very small as increasing λ. For
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example, with our setting above taking λ = 75, we have γ = 8.4171 ∗ 10−6. In
other words, the probability to reach the event is indeed rare.
To compare the result of SSA and sSSA, we run them, in turn, with different
values of N , in which 20% are use to determine levels, taken from 103, 104 and
105 for each value of λ. For choosing level we expected 50% of the trajectories
will pass to next level. The simulation stop when having at least 30% of trajec-
tories hit the event. To estimate the variance of the estimator by sSSA we run
the simulation 100 times. For the level function h we choose it to be the number
of mRNA. It is clear since the model has been reduced to a one dimensional
system. The results of the experiments to estimate γ are shown in Table 6.2 for
different values of λ. Table 6.2 gives the estimated probabilities, with the esti-
mated relative error for different settings of SSA and sSSA. Note that we write
’-’ meaning that there are no successful trajectories hitting the event E. When
the probability is not rare, say from 10−1 to 10−3, SSA can be used to roughly
estimate the probability the first time the system reaching the event, as in the
cases λ = 55, 60, 65. when the probability instead becomes rarer and we still
use a fixed budget N , SSA is not so accurate. For example, in case λ = 75 there
is no successful trajectory reaching the event. Hence, we could not approximate
γˆ. In this extreme case, sSSA still could be able to estimate γ˜ even with only
N = 103 trajectories.
Furthermore, we can conclude from the Table 6.2 the estimated variance by
sSSA in all cases is always better than SSA with the same parameters setting.
The estimated RE of algorithms while λ takes small values, in corresponding
to not rare event, is not too much, although sSSA is always smaller. An inter-
esting point from results in Table 6.2, even though in the case of not rare, is that
sSSA could produce the same RE by using less simulation time than SSA. For
example, to have RE = 2% in case λ = 60, SSA requires 105 trajectories with
simulation time 16 seconds while sSSA just needs 5 seconds with N = 104.
Similarly, for the case λ = 65, sSSA just requires N = 103 with time less than
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Table 6.2: Estimated probability for Production degradation model of simulation methods with






Prob. RE Time(ms) Prob. RE Time(ms)
55 0.1186
103 0.112 8.41E-02 220 0.1046 5.60E-02 397
104 0.1167 2.71E-02 1644 0.1105 1.51E-02 3375
105 0.1193 8.64E-03 15261 0.1107 3.51E-03 33108
60 0.0207
103 0.018 2.03E-01 262 0.0164 6.76E-02 580
104 0.0177 6.37E-02 1701 0.0173 2.21E-02 5368
105 0.0201 2.14E-02 15844 0.0203 9.47E-03 35018
65 0.0023
103 0.004 8.68E-01 279 0.0023 6.97E-02 884
104 0.0018 1.84E-01 1751 0.0019 2.57E-02 7961
105 0.0021 6.26E-02 16353 0.0021 8.65E-03 52895
70 1.68E-4
103 - - - 2.18E-4 5.23E-02 1540
104 1.00E-4 5.97E-01 1856 1.68E-4 2.72E-02 10458
105 1.30E-4 2.15E-01 17368 1.66E-4 6.31E-03 354895
75 8.42E-6
103 - - - 5.14E-06 5.73E-02 8760
104 - - - 7.29E-06 3.69E-02 33705
105 - - - 8.57E-06 7.69E-03 437547
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second to achieve RE = 6% while SSA needs to run 16 seconds with N = 105
trajectories.
The difference in RE between algorithms becomes very large when the
probability became very small. The number of trajectories used by SSA has
to grow linear with the rarity. This mean the RE of SSA will very poor if we
fix N and increase the rarity. This is exactly what we obtained from the Ta-
ble 6.2. But, sSSA instead scales very well. The RE in estimating the event
is controlled around 5% in case we only use N = 103. In other words, the
convergence of the sSSA estimator is really better than the standard method.
We also study the computational cost of sSSA. Given a fixed N , using the
algorithms discussed above, the runtime of sSSA is always a bit longer than
SSA since it has to resample to obtain more successful trajectories. However,
to measure the efficiency of the estimator in the rare event setting, while also
taking into account the computational cost, we study the efficiency of an estima-
tor, which is given by the inverse of the multiplication of the variance and the
expected runtime to estimate γ, i.e., Eff(γˆ) = 1/[V ar(γˆ)∗T (γˆ)], where V ar(γˆ)
is the estimated variance and T (γˆ) denote the simulation time. Thus, an esti-
mator γˆ is said efficient than γ˜ if it has greater efficiency, i.e., when Eff(γˆ) >
Eff(γ˜). The result is presented in Fig. 6.3 showing the efficiency of SSA and
sSSA.
Although sSSA demands more CPU runtime than SSA, given in Table 6.2,
its efficiency is better than SSA in all cases as shown in Table 6.3 where we
compare with each value of N . Note that, however, when the event is not rare,
for example in case λ = 55, the additional computational expensive will down-
ward the efficiency, resulting in a suboptimal efficiency of sSSA. For example,
the case N = 104 and λ = 55, we have Eff(sSSA) = 0.4470 and Eff(SSA)
= 0.4556, showing that SSA is a little better, nearly one percentage, than sSSA.
By contrast, when λ = 75 and N = 104, sSSA is much more efficient, since
Eff(sSSA) = 813.5235 while there are no successful trajectories in case of SSA
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Table 6.3: Efficiency of simulation methods for estimating probabilities the first time the popu-
lation of #mRNA reaching λ for Production Degradation model with initial state #DNA =
1,#mRNA = 40




















Table 6.4: Biological switch model
No. Reaction Rate constant
R1 2A→ A2 k1 = 5
R2 A2 → 2A k2 = 5
R3 O + A2 → OA2 k3 = 5
R4 OA2 → O + A2 k4 = 1
R5 O→ O + A k5 = 1
R6 OA2 → OA2 + A k6 = 1
R7 A→ ∅ k7 = 0.25
R8 2B → B2 k8 = 5
R9 B2 → 2B k9 = 5
R10 O +B2 → OB2 k10 = 5
R11 OB2 → O + B2 k11 = 1
R12 O→ O + B k12 = 1
R13 OB2 → OB2 + B k13 = 1
R14 B → ∅ k14 = 0.25
(in those cases we set Eff(SSA) = 0).
Suppose we want to use SSA for estimating the probability the first time
the population of #mRNA reaching λ = 75 with RE = 5%. We therefore
have to simulate roughly 1/(RE ∗ γ) ≈ 107 trajectories. The average time
for one trajectory generating is 12ms in our machine. In case we use sSSA
with total N = 103, the computational gain returning by our algorithm is (12 ∗
107)/(8760) ≈ 104.
6.4.2 Biological switch model
In this case study, we applied the sSSA to a generic biochemical switch [170].
It is an artificial model of a minimal presentation of lysis/lysogeny switch in
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the phage λ which consists of two adjacent operons that mutually repress each
other. There is a demonstrated construction of the toggle switch in E. coli pro-
posed in [56]. The reaction model is shown in 6.4. We consider here the ex-
clusive model of toggle switch in which only one dimer can bind to the DNA.
In particular, the generic switch consists of two factors: proteins A and protein
B which is encoding by their corresponding genes A and B. Protein A and B
form the corresponding homodimers A2 and B2, respectively, which can bind to
DNA, named O. When A2 is bound, gene B is not transcribed, and in vice versa
B2 is bound, it suppresses the transcription of gene A. As the DNA is bound
by one protein type, it continuously produce the corresponding protein. Thus
this biological switch model shows the appearance of bistability phenomenon
where there are two steady states corresponding with the high number of protein
A and B, respectively.
Let NA = #A + 2(#A2 + #OA2) and NB = #B + 2(#B2 + #OB2)
be the total number of protein A and B. In this model we focus on estimating
the probability of transition starting from a state in the region with NA = λA
and ending in another region with NB ≥ λB during the simulation time Tmax.
Because of the mutual suppression between protein A and B, the probability to
move from one highly stable region to the opposite stable region will becomes
very rare. Table 6.5 shows the estimated probability for our case study with
different settings for initial values of λA, while the total number of protein B is
0.
From the result, we draw a conclusion that the estimated probability by sSSA
is consistent with the SSA when the event is less rare, the case λA = 20. While
increasing λA, the event becomes indeed rare. In other words the probability to
jump off this region is very small. The number of simulation N of SSA has to
grow proportional with the rarity of the event. For example, λA = 40, the order
of probability is 10−8, we have to generate in average N = 1012 trajectories
to estimate the probability with RE = 1%. The average time to have one
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Table 6.5: Estimated probability for Biological Switch model of simulation methods with fixed




N Prob. RE Time(min) N Prob. RE Time(min)
20
105 5.20E-04 1.35E-01 128 104 4.70E-04 5.21E-02 97
106 4.95E-04 5.16E-02 1299 105 4.54E-04 2.29E-02 964
107 4.63E-04 1.70E-02 11633
30
105 - - - 104 2.42E-6 5.68E-02 218
106 - - - 105 1.34E-6 2.36E-02 2015
107 1.20E-6 2.89E-01 18874
40
105 - - - 104 4.23E-8 6.10E-02 341
106 - - - 105 2.14E-8 2.79E-02 3341
107 - - -
trajectory for this model is 235ms. The simulation is therefore unaceptable
(roughly 7451 years!). While the sSSA could estimate this probablity with total
N = 104 trajectories with controlled 6% relative error.
6.5 Conclusions
Stochastic simulation is an emerging research area for investigating biological
processes, especially whenever fluctuation and noise play important roles. Liv-
ing organisms use different mechanisms, which usually involve the complex and
nonlinear interactions between molecular species, to expose a consistent behav-
ior under such noisy regimes. Hence, rare event simulation becomes a very
important step to understand the robustness and the reliability of biochemical
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systems. In this paper we developed a new algorithm, called sSSA, to improve
the efficiency w.r.t. standard stochastic simulation in a rare event setting.
Although the sSSA algorithm has been shown to be efficient when applied
to a few reference models, further investigation is necessary. A first line of
research would be to find more guidelines helping a modeler to choose the
of level function h. This is important since a bad choice for h can lead to a
lower efficiency, even when comparing with previous methods. Second, from
the practical point of the algorithm, we need to decide the number of levels in
the level sequence to achieve a better performance in applying to simulate a real
biochemical systems. In this work we prolong a trajectory from the first en-
trance state when it reaches the next level. We clearly can extend this to count
all the states falling in the next level. And a pruning technique, e.g., Russian
roulette, could be applied to kill trajectories going down to save the computa-





Stochastic simulation is an invaluable tool for understanding the complexities
of biochemical reactions. In this thesis we studied performance of the exact
stochastic simulation algorithm i.e., SSA, and contribute to the development of
new efficient formulations. We proposed new algorithms for improving both
efficiency and statistical accuracy measurement of the stochastic simulation so
to make it applicable for large and highly coupled reaction networks.
In chapter 3 we study the effect of the search of next reaction firing to the
performance of the stochastic simulation. We proposed a tree-based search ap-
proach to reduce the search time complexity. Through the experiments, we
showed that simulation performance can be sensibly improved if an underlying
tree data structure is used to support the search. We predict the shape of the tree
leading to optimal average search time. This turns out to be the Huffman tree,
a device used in computer science for data compression. Then, we study the
impact of approach to rebuild the tree when it becomes non-optimal by many
reaction firings. Two approaches are presented to handle this problem namely:
the fixed time tree rebuilding and adaptive time tree rebuilding in which the lat-
ter allows to rebuilt the tree during the simulation depending on how the system
evolves.
Then, we study the effect of the propensity update to overall performance of
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stochastic simulation. Indeed, whenever the population of a species is changed
by a reaction firing, the propensities of all the dependent reactions has to be
recomputed. Even though a dependency graph can reduce the update to be
model-dependent, in which only locally affected reactions have to recompute
their propensities, still there are many models, e.g., highly coupled reactions,
where a costly update required. A significant portion of the computation time is
spent on propensity updates. In highly coupled reaction networks, the propen-
sity updates soon become a bottleneck of the whole algorithm. In chapter 4
we proposed an solution to cope this problem with a new simulation algorithm,
called RSSA. RSSA is an exact simulation algorithm improving the simulation
performance by postponing and collapsing as much as possible the propensity
updates, hence reducing their cost. RSSA exploits a rejection-based mechanism
to select a reaction firing. It uses the over approximation reaction propensity,
which is often very fast and more efficient to compute, to select a reaction fir-
ing. The search of a reaction firing is carried out in two steps. A candidate
reaction is selected according to an over-approximation of its propensity. A
rejection step is then applied to recover the exactness of the algorithm. We fur-
ther contribute to the improvement of RSSA in both of these steps. First, we
discuss which search procedures for finding a candidate reaction lead to better
performances, for different network sizes. Second, we study several strategies
for controlling the amount of over-approximation, and analyze their impact to
the simulation performance. We also discuss how to systematically optimize
the tunable parameters of RSSA so to maximize its performance.
In chapter 5 we extend our study to the reaction networks where the dif-
fusion significantly affects the biological behaviour. The spatial extensions of
SSA are introduced to simulate the reaction-diffusion by dividing the space into
subvolumes so that a subvolume is assumed to be well-mixed. The diffusion
in this modelling is explicitly modelled as unimolecular reaction. The search
of a reaction firing now is consisting of two steps: 1) search for a subvolume,
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and then 2) search for a reaction firing in that subvolume. After a selected re-
action fires the system is updated. Although a spatial SSA is able to simulate
the reaction-diffusion processes, its performance is slow due to the inefficient
search and update. In chapter 5 we propose a new formulation, called RRD.
Our new formulation combines an efficient binary search and approximation
of propensity for searching an subvolume and then a reaction firing inside that
subvolume. According to our experiments, the search and update of a reaction
firing in a subvolume by our formulation is substantially reduced and thus its
performance outperforms over previous approaches e.g., NSM.
In chapter 6 we study the statistical analysis of targeted event of interest by
performing stochastic simulation. The random in reaction firing requires a large
number of simulation runs to achieve a reasonable statistical accuracy. The task
becomes increasingly harder when considering rare events, which occur only
with a very small probability. Estimating the probability of rare events in bio-
chemical systems, however, is an important task, since it can help in studying
rare abnormal behavior when they do occur. We contribute to this study by
proposing a new algorithm, called sSSA, to efficiently estimate the probability
of a rare event. It is a kind of biased simulation where the state space is split
into subsets so that the event become more likely when moving from one subset
to another. Thus, simulated trajectories are gradually “pushed” towards the rare
event following such subsets. The (unbiased) probability for the rare event is
then estimated by counting the successful (biased) trajectories, and then apply-
ing a correction factor so to account for the bias.
Concluding, we investigated new algorithms for improving exact stochastic
simulation; however, there still many problems are open for further investiga-
tion. For instance, in exact stochastic simulation a discrete copy number of each
molecular species is keep tracking. This is obviously not efficient because the
population of species in biological systems is often great disparity. The species
having large population should be better simulated by a fast, but less sensitive,
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simulation algorithm without loss of accuracy. A hybrid simulation algorithm is
an ideal approach to handle this problem in which the large population species
is handled by a fast numerical integration, e.g., ODE integration, while the low
population species is simulated by an exact simulation algorithm. RSSA is a
good candidate for the exact simulation algorithm. In hybrid approach, the de-
terministic integration part can affect the stochastic part. However, by RSSA,
we do not need to update the propensity of affected reactions in stochastic part
if the species population is still confined in its fluctuation interval. Thus, a
lot of computation effort would be saved. The parallel stochastic simulation is
also a promising approach to deal with the complexity of biochemical systems.
However, because the stochastic simulation is inherently sequential it requires
special approach to parallelize the algorithm to achieve a better performance.
Finally, extending stochastic simulation for systems that are not well-mixed
also exposes a great many challenges.
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