A hexagonal patch is a plane graph in which inner faces have length 6, inner vertices have degree 3, and boundary vertices have degree 2 or 3. We consider the following counting problem: given a sequence of twos and threes, how many hexagonal patches exist with this degree sequence along the outer face? This problem is motivated by the study of benzenoid hydrocarbons and fullerenes in computational chemistry. We give the first polynomial time algorithm for this problem.
Introduction
The notions used and problems introduced in this section are defined more formally in Section 2. Fullerene molecules can be modelled by 3-regular plane graphs in which every face has length 5 or 6, which will be called fullerene graphs or fullerenes. Motivated by the study of how fullerenes are generated, subgraphs of fullerenes that can be obtained by taking a cycle in the fullerene together with every vertex and edge inside the cycle have also been studied often [2, 3, 5, 6] . These graphs have the following properties: they are 2-connected plane graphs in which every inner face has length 5 or 6, every inner vertex has degree 3, and boundary vertices have degree 2 or 3. Graphs with these properties are called fullerene patches. The special case where inner faces can only have length 6 is interesting by itself because they model benzenoid hydrocarbons [9] . Such graphs are called hexagonal patches.
A sequence x 0 , . . . , x k−1 of twos and threes is a boundary code of a fullerene patch G if there is a way to label the boundary vertices of G with v 0 , . . . , v k−1 such that v 0 , . . . , v k−1 , v 0 is a boundary cycle of G, and d(v i ) = x i for all i. Note that cyclic permutations and/or inversions of the sequence can yield different boundary codes for the same patch, but for the question we study this fact is not important.
It is well-known that the number of 5-faces in a fullerene patch is determined by the boundary code in the following way [2] : the number of 5-faces of a patch is f 5 = 6−d 3 +d 2 ≥ 0, where d i is the number of vertices with degree i on the boundary. We define this number f 5 f 5 also as a parameter of sequences of twos and threes, which thus is equal to the number of 5-faces in corresponding fullerene patches, if such patches exist.
The enumeration of fullerene patches with a given boundary code is an active research topic in mathematical chemistry, see e.g. [5, 7] and references therein. The following counting problem is studied (Fullerene Patch (counting)): given a sequence of twos and threes, how many different fullerene patches exist that have this sequence as boundary sequence? (This problem is defined more precisely in Section 2). One may also wish to generate a list of all fullerene patches for a given boundary code. For the decision version of the problem (Fullerene Patch (decision)), in addition an integer n is given and the question is whether there are at least n different fullerene patches with the given boundary code. When we restrict ourselves to boundary codes with f 5 = 0, the problems are called Hexagonal Patch (counting/decision).
Algorithms are known that solve these problems (see e.g. [4, 7] ). However, the worst case time complexity of these algorithms is either exponential, or the algorithms restrict to special cases such as hexagonal patches that have a planar embedding where all inner faces are regular hexagons (i.e. there is a planar embedding where all edges are represented by straight line segments of the same length).
Our contribution In this paper we show that the problem Hexagonal Patch (counting) can be solved in polynomial time. This is surprising since the number of solutions may be exponential in the length of the given sequence (see Section 3.4) . Therefore, we can only return the number of solutions in polynomial time, and not return a list of all corresponding patches. The algorithm can however be extended to generate all patches in time k O(1) · O(n), where k is the length of the input sequence and n is the number of returned solutions.
This result is interesting by itself, but in addition it is the essential ingredient for the result that we give in a second paper [1] : in [1] we show that Fullerene Patch (decision) can be solved in polynomial time for fixed n for sequences with f 5 ≤ 5, by giving a polynomial reduction to the problem for hexagonal patches.
One essential tool that we use in this paper is mapping hexagonal patches to the infinite hexagonal lattice using locally injective homomorphisms. This useful technique is certainly not new and is actually considered folklore to some extent [7] . However, there are some delicate details to the counting problem, which require us to be rather precise in our definitions and proofs. As a result we study these mappings more precisely than has been done before, develop new concepts related to these mappings, and prove new statements which we feel are of independent interest.
The outline of the paper is as follows. In Section 2 we give definitions, and a precise formulation of the problem. In Section 3 we define locally injective homomorphisms to the hexagonal lattice as a way of representing problem instances and solutions, and develop some related concepts. We also introduce an insightful way of drawing instances for the problem, and use this to present the instance given by Guo, Hansen and Zheng [9] which is the smallest instance with two different solutions. This can be used to construct instances with exponentially many solutions. In Section 4 we introduce the preprocessing which reduces the problem to instances that have some additional useful features. In Section 5 we then give the algorithm which solves the problem for these reduced instances.
Preliminaries 2.1 Walks in graphs
For basic graph theoretic notions not defined here we refer to [8] . A walk of length k in a walk (simple) graph G is a sequence of k + 1 vertices v 0 , . . . , v k such that v i and v i+1 are adjacent in G for all i ∈ {0, . . . , k − 1}. The walk is closed if v 0 = v k . Throughout this paper we closed will in addition assume that v i−1 = v i+1 for all i ∈ {1, . . . , k − 1}, and if the walk is closed, v 1 = v k−1 (i.e. we will assume walks do not turn back). For a closed walk W = v 0 , . . . , v k , the subwalk of W from i to j is the walk v i , v i+1 , . . . , v j of length j − i mod k. If j < i then, more precisely, this is the walk v i , v i+1 , . . . , v k−1 , v 0 , . . . , v j . The subwalk of W from i to j will be denoted by W i,j . The set I(i, j) consists of the indices of vertices in W i,j , that is, W i,j I(i, j) I(i, j) = {i, i + 1, . . . , j − 1, j} if i ≤ j and I(i, j) = {i, i + 1, . . . , k − 1} ∪ {0, 1, . . . , j − 1, j} if j < i.
If v i = v j for all i = j then the walk is a path. If the walk is closed and v i = v j for all path distinct i, j ∈ {0, . . . , k − 1} then it is also called a cycle. A cycle of length k is also called a cycle k-cycle. We will also talk about the vertices and edges of a walk, which are defined as expected. In a slight abuse of terminology, the graph consisting of these vertices and edges will also be called a walk (or path or cycle if applicable).
Planarity
For a thorough introduction to planarity we refer to [8] . Loosely speaking, a planar embedding of a graph G is a drawing of G in the plane where two edges may only overlap in a common end vertex. Such an embedding divides the plane into regions that are called faces. The unbounded region is called the outer face, all other faces are inner faces. An edge is said to be incident with a face f if its removal makes f part of a larger face. Boundary edges are edges that are incident with the outer face. Boundary vertices are vertices incident with the outer face, all other vertices are called internal vertices. A walk W is associated with a face f if the edge set of W is equal to the set of edges incident with f . Such a walk will also be called a facial walk or simply face. Since we will consider 2-connected graphs throughout, any walk corresponding to a face is actually a cycle (recall that we do not allow walks to turn back). A cycle that corresponds to the outer face is called a boundary cycle. A facial cycle of length k is also called a k-face.
A graph is planar if it admits a planar embedding. A plane graph is a graph together with a planar embedding. Note that a plane graph defined this way is not a combinatorial object and can therefore not be studied from a computational complexity viewpoint. However, for the questions we consider it suffices to work with combinatorial embeddings where only the clockwise order of edges around a vertex is stored and the precise embedding details are irrelevant. For our purposes it is also essential to fix the chosen outer face (by storing the corresponding cycle). It can be checked in polynomial time whether such an encoding corresponds to a plane graph. Hence the input size of a plane graph G is O(|V (G)|). In a combinatorial embedding, we thus store for every vertex u and incident edge uv what the unique edge uw is that immediately follows uv when traversing the edges incident with u in clockwise order. We denote this by succ u (uv) = uw.
Fullerene patches
A fullerene patch is a 2-connected plane graph G where all inner faces have length 5 or 6, and fullerene patch for every vertex v ∈ V (G), d(v) = 3 holds if v is an inner vertex, and d(v) ∈ {2, 3} otherwise. In the remainder, we will only consider fullerene patches in which all inner faces have length 6. These are also called hexagonal patches. Let B be a boundary cycle of G of length k. is well-known (see e.g. [2] ).
Lemma 1 Let d i be the number of times the number i occurs in the boundary code of a fullerene patch G (i ∈ {2, 3}). Then the number of 5-faces in G is 6 − d 2 + d 3 .
Hence for hexagonal patches G, d 2 − d 3 = 6. Two hexagonal patches G and G ′ together with selected boundary cycles B and B ′ are considered equivalent if there is an isomorphism ψ equivalent from G to G ′ such that ψ(B i ) = B ′ i for all i. We will also call such pairs (G, B) and (G ′ , B ′ ) the same, and if no such isomorphism exists, different. Formally, when we ask for the number of different pairs (G, B) that satisfy some property, we want to know how many equivalence classes contain a pair (G, B) satisfying this property.
This definition of patches being equivalent is easily motivated using fullerene patches that contain 5-faces. On the left in Figure 1 , part of a plane graph G is shown, which we assume to have only 5-faces and 6-faces and to be 3-regular, except for the 12-face shown in the middle. The question is in how many different ways can G be completed into a fullerene graph (which is a 3-regular planar graph with only 5-faces and 6-faces). On the right two patches H 1 and H 2 are shown, which can be 'inserted' into this 12-face to obtain a fullerene graph. Inserting H 1 this way yields a different graph than inserting H 2 ; if we insert H 1 we have for instance two 5-faces that share an edge. This shows that although H 1 and H 2 are isomorphic they should be considered non-equivalent for our purposes. Secondly, note that our definition of patch equivalence does not consider the embedding. The motivation for this is that it can be checked that when a graph G with cycle B admits a planar embedding such that it is a fullerene patch with boundary cycle B, all such embeddings are topologically equivalent.
We consider the following counting and decision problems.
Hexagonal Patch -Boundary Code (counting) Such pairs (G, B) will also be called solutions for a boundary code X for short.
solutions for a boundary code X 3 Representations for instances and solutions
Locally injective homomorphisms and walks in brickwalls
An (infinite) 3-regular plane graph where every face has length 6 is called a brickwall. It can brickwall be shown that the facial cycles are the only 6-cycles of a brickwall, and that all brickwalls are isomorphic. We will often draw (parts of) brickwalls as shown in Figure 2 (a). When vertex labels are needed, we will use the following labeled copy B of a brickwall:
This labeling is also illustrated in Figure 2 (a). We will sometimes write b ij instead of b i,j for the vertices of B.
The following definitions are illustrated well by the brickwall drawing in Figure 2 (a). Vertices b ij are said to have height j, denoted by h(b ij ) = j. For two vertices u = b i 1 ,j and height j h(b ij ) = j v = b i 2 ,j at the same height, we say that u lies to the left of v if i 1 < i 2 . A (finite) path P in u lies to the left of v B is called a horizontal path if all vertices in V (P ) have height j for some j. An alternative, horizontal path more standard way of drawing brickwalls (drawn as a hexagonal lattice) shown in Figure 2(b) indicates the different rotational symmetries. We will use these symmetries in subsequent proofs to make assumptions without loss of generality.
The reason that we study brickwalls is because the following mapping of hexagonal patches into them is very useful. Let G be a hexagonal patch. A locally injective homomophism (LIH) locally injective homomophism (LIH) of G into B is a mapping of the vertices of G to vertices of B, such that adjacent vertices are mapped to adjacent vertices in B, and such that all neighbors of any vertex in G are mapped to different vertices in B. Since the faces of B are the only 6-cycles in B and a LIH maps 6-cycles to 6-cycles, we see that a LIH of G into B also maps inner faces to faces.
Proposition 2 Let φ be a LIH of a hexagonal patch G into B. Cycles of G that correspond to inner faces are mapped to facial cycles of B by φ.
Loosely speaking, the idea behind these mappings is as follows, see Figure 3 . Let H be a hexagonal patch of which we fix a boundary cycle B. When we map H with a locally injective homomorphism φ into B, then the boundary B is mapped to some walk W in B.
In Figure 3 we have only indicated B 0 , B 1 and their φ-images W 0 and W 1 , all other B i and W i follow from this. But now it can be seen that this walk W is only determined by the choice of the initial vertices and the boundary code of H. Hence instead of asking how many hexagonal patches exist with a certain boundary code, we may ask how many patches exist that can be mapped properly to the brickwall walk that is deduced from the boundary code. This transformation of the problem is quite useful; it is for instance now not too hard to convince oneself that the hexagonal patch in Figure 3(a) is the only hexagonal patch that can be mapped to the brickwall walk in Figure 3 (b), which is not that easy to observe when only looking at the boundary code. We will now develop these ideas in more detail. In Section 3.4 we will however show that reading off solutions is not always as trivial as the example in Figure 3 suggests.
Let W be a walk in a 3-regular plane graph G. We say W makes a right (left) turn at i W makes a
Note that since we assume that walks do not turn back and G is 3-regular, W makes either a left or a right turn at every i. Let W be a closed walk in B of length k, G be a hexagonal patch, φ a LIH from G to B and B a boundary walk of G of length k. Then the tuple (G, φ, B) is said to be a solution for W when φ(B i ) = W i for all i. We show that if some i is locally clockwise, then every index is locally clockwise. Suppose this is not true, so then there is an i that is locally clockwise such that i + 1 is not. Assume first that d(B i ) = 2 and d(B i+1 ) = 2. Then W makes a right turn at i, but a left turn at i + 1. Therefore W i−1 and W i+2 do not lie at a common facial cycle of B. Since B i and B i+1 both have degree 2 in G, all of the vertices B i−1 , . . . , B i+2 lie at a common inner face of G. This is a contradiction (Proposition 2).
Walk construction
In the case where d(B i ) = d(B i+1 ) = 3, we consider the neighbor v i of B i that is not equal to B i−1 or B i+1 , and the neighbor v i+1 of B i+1 that is not equal to B i or B i+2 . These again lie at a common face of G, but if W makes a left turn at i and a right turn at i + 1, are mapped to two vertices that do not lie at a common face, which again yields a contradiction. The two other cases are analogous. We conclude that if a solution contains a locally clockwise vertex, it is clockwise. We remark that this definition is closely related to the known definition of turning number in topology: loosely speaking, if we smoothen the closed curve defined by W , the (topological) turning number of the resulting differentiable curve is the same as the turning number of W as defined above. A statement similar to the following lemma has been proved for triangular grids in [3] , but not for hexagonal grids to our knowledge (although similar statements have been used implicitly in the literature).
Lemma 5 Let (G, B) be a solution to a boundary code X and let W be a walk in B that is constructed using X. Then there exists a unique LIH φ such that (G, φ, B) is a clockwise solution to W .
Proof: Let G ′ be a maximal connected subgraph of G that contains B 0 , B 1 and B 2 such that there exists a unique LIH φ with φ(B i ) = W i for i ∈ {0, 1, 2}. Note that G ′ is well-defined. We will first show that G ′ = G.
First observe that a vertex v of degree 3 in G cannot have degree 2 in G ′ ; in this case we can add the third neighbor u of v to G ′ , and there is a unique choice for φ(u) such that φ remains a LIH. This contradicts the maximality of G ′ . Secondly, observe that if P is a path of length 2 that is part of a inner-facial cycle C of G and P lies entirely in G ′ , then C also lies entirely in G ′ . This is because the φ-image of P also lies on a unique facial cycle C ′ of B, and a LIH needs to map C to C ′ (Proposition 2). Now suppose G ′ = G. Then consider a vertex v ∈ V (G ′ ) that has a neighbor u in G that is not part of G ′ . Since G ′ is connected and contains at least three vertices, v lies on a path P of length 2 in G ′ . If P is not part of an inner-facial cycle of G, the middle vertex of P has degree 3 in G, and thus degree 3 in G ′ , so we can choose P differently such that it does lie on an inner-facial cycle of G. We observed above that the inner-facial cycle C of G that contains P must be part of G ′ . Hence v has degree at least 2 in G ′ . But it also has a neighbor u that is not part of G ′ , a contradiction with the degree observation above. Hence we conclude that
is a solution to W ′ . Because of the way we fixed the first three vertices of W ′ , it cannot be an anticlockwise solution. Hence it must be a clockwise solution (Lemma 3), and W ′ is equal to W .
Theorem 6
The number of different (hexagonal) solutions for a boundary code X is the same as the number of different clockwise solutions for the walk W in B that is constructed using X.
Proof: For any solution (G, B) for X, a unique LIH φ exists such that (G, φ, B) is a clockwise solution to W (Lemma 5). For any clockwise solution (G, φ, B) to W , the characterization of clockwise solutions and the construction of W shows that (G, B) is a solution to X.
It follows that using the walk construction above, for solving the counting problem Hexagonal Patch -Boundary Code in polynomial time, it suffices to solve the following problem in polynomial time. 
Extremal segments and curve representations
Let W be a closed walk in B. A 2-tuple (i, j) with i, j ∈ {0, . . . , k − 1} is called an extremal segment (ES) of W if W i,j is a maximal horizontal subpath of W , and h(
Hence W either makes a right turn at both i and j, or makes a left turn at both i and j. In the first case (i, j) is called a convex ES, in the second case it is called a concave ES.
convex ES concave ES
These definitions are illustrated in Figure 4 (a). The convention in our figures is that we consider walks with turning number 1. From this convention the direction of the walk can be deduced. However for more complex walks that cross themselves many times, it may not immediately be obvious which direction should be chosen such that the turning number is one; in these cases the walk direction will be indicated with arcs. Another problem for representing walks of this kind is that when walks contain many vertices and edges multiple times, drawing them in full detail may quickly become very cluttered. However, for the number of solutions of a walk, only the topology of the curve defined by the walk matters. Therefore, we will often represent walks with the curve representation illustrated in Figure 4 : we will omit the underlying brickwall structure, and subwalks that contain no extremal segments are replaced by smooth curves instead of drawing them in detail, such that the structure of self-crossings is maintained. There are many ways to translate such a representation into real brickwall walks, but as long as this is done without changing this crossing structure, the resulting walks will always have the same number of solutions, and our algorithm below will roughly progress the same way. 1 Similarly, we will sometimes omit internal vertices and edges when drawing solutions for such walks, and draw the boundary in such a way that it is clear to which walk parts they are mapped. For this it may be necessary to stretch ESs in our drawings. See for instance Figure 6 .
Assignments in solutions and possible assignments
Throughout this section, W denotes a closed walk in B with length k with t(W ) = 1. For all i, j with h(W i ) = h(W j ), H i,j denotes the horizontal walk in B from W i to W j . An index H i,j tuple (i, j) with i, j ∈ {0, . . . , k − 1} is a possible assignment (PA) if:
• W i and W j lie at the same height but Figure 6 : Possible assignments in a walk and assignments in a solution.
• H i,j does not contain any of W i−1 , W i+1 , W j−1 , W j+1 , and
• W makes a left turn at both i and j. In Figure 5 the paths H i,j that belong to some PAs are shown using dashed edges. In Figure 6 (a) a curve representation is shown of a different walk, with three PAs (a 1 , a 2 ), (b 1 , b 2 ) and (c 1 , c 2 ).
By W C i,j we denote the concatenation of H j,i and W i,j . Whenever we consider
is a closed walk (it does not turn back). Note that this is always the case when (i, j) is a PA.
Proposition 7 For a walk of length k in B, the number of PAs is O(k 2 ).
The following definitions are illustrated in Figure 5 . Consider a vertex W i . Let u be the neighbor of W i in B not equal to W i−1 or W i+1 . If h(u) = h(W i ) and W makes a left turn at i, then index i is called a PA-index. Note that all indices i for which there is a PA (i, j) PA-index are PA-indices (the converse is not always true). For indices i, let n(i) be the first PA-index n(i) after i (not equal to i). Similarly, p(i) is the last PA-index before i.
Let (H, φ, B) be a solution to a closed walk W in B with t(W ) = 1. A path P H in H from B i to B j is an assignment path of the solution if assignment path
• P H has length at least one,
• internal vertices and edges of P H do not lie on the boundary of H, and
Proposition 8 If a clockwise solution (H, φ, B) to W contains an assignment path from B i to B j , then (i, j) is a PA of W .
Proof: Let P = v 0 , . . . , v l be an assignment path from B i to B j . Since P has length at least one, W i = W j , and since P is mapped to H i,j , W i and W j lie at the same height. Edges of P do not lie on the boundary so v 1 ∈ {B i−1 , B i+1 } and v l−1 ∈ {B j−1 , B j+1 }, and thus v 0 and v l have degree 3. Hence W makes a left turn at both i and j. Finally internal vertices of P do not lie on the boundary, so H i,j does not contain any of
In Figure 6 (b) the unique solution to the walk in Figure 6 (a) is shown schematically. Here we see that only one of the indicated PAs on the left appear as an assignment path in the solution.
Proposition 9
Let (H, φ, B) be a clockwise solution to W . Every internal vertex of H and every vertex B i where i is a PA-index lies on a unique assignment path.
Proof: Let M be the set of non-boundary edges of H that are mapped to horizontal edges of B, and let H ′ = (V (H), M ). Since φ is a LIH, H ′ has maximum degree at most 2. H ′ contains no cycles, because these would have to be mapped to cycles of B but B contains no cycles with only horizontal edges. Hence H ′ is a set of paths (and isolated vertices).
It can be seen that internal vertices of H have degree 2 in H ′ , and that vertices B i where i is a PA-index have degree 1 in H ′ . Hence the path components of H ′ end in boundary vertices of H, and therefore are all assignment paths. Since all assignment paths in H are also part of H ′ , we see that there is a one-to-one correspondence between assignment paths in H and non-trivial components of H ′ . We also see that every internal vertex of H and every vertex B i where i is a PA-index lies on one such path (of length at least 1). The statement follows.
Proposition 10 An assignment path from B i to B j in H is the unique shortest path between B i and B j in H.
Proof: Let P be an assignment path in H from B i to B j of length l, and let Q be a different path in H from B i to B j of length at most l. So the length of H i,j is also l. Q is mapped by φ to a path in B from W i to W j with length at most l, but H i,j is the unique shortest path in B between these two vertices. So Q is also mapped to H i,j and is therefore an assignment path. By Proposition 9 it follows that P = Q.
A clockwise solution (H, φ, B) to a walk W assigns i to j if there is an assignment path assigns i to j from B i to B j . The following proposition follows immediately from Proposition 9.
Proposition 11 In a solution for a closed walk W of length k, every PA-index i ∈ {0, . . . , k− 1} is assigned to a unique PA-index j ∈ {0, . . . , k − 1}, and this j is assigned to i.
Proposition 12
Let (H, φ, B) be a solution for W that assigns x to y, and let (H ′ , φ ′ , B ′ ) be a solution for W that assigns x to y ′ = y. Then (H, φ, B) and (H ′ , φ ′ , B ′ ) are not equivalent. Proof: Suppose these solutions are equivalent, so there exists an isomorphism ψ from H to H ′ that maps B i to B ′ i for every i. Since the first solution assigns x to y, H contains path P from B x to B y of length l, that is mapped to H x,y by φ. Then the distance between W x and W y is also l. The isomorphism ψ maps P to a path P ′ of length l in H ′ from B ′ x to B ′ y . This path P ′ in turn is mapped by φ ′ to a path of length l in B from W x to W y that does not contain boundary edges. However the only path of length l in B between these two vertices is H x,y , and thus P ′ is an assignment path. So in H ′ , x is assigned to y and not to any other vertex (Proposition 11), a contradiction.
Non-trivial instances
When considering the walk examples we have drawn until now, one may get the impression that the problem Hexagonal Patch -Brickwall Walk should be solvable with a simple algorithm. It may seem that the problem can be solved by using some simple rules for simplifying walks without changing the number of solutions, and that there either are no solutions, or exactly one solution. However, Guo, Hansen and Zheng [9] constructed examples that show there is more depth to the problem: these examples show that there may be multiple different solutions to a given walk. In Figure 7 (a) we represent (a variant of) their examples using our curve representation. In Figure 7 (b) and (c), two different solutions are shown. Note that even though these two solutions may very well be isomorphic (depending on the details of how we fill in this schematic representation), they are non-equivalent as shown by Proposition 12: for instance the first solution (H, φ, B) assigns B x to B y , whereas the second solution (H ′ , φ ′ , B ′ ) assigns B ′ x to B ′ z . Note that by taking n copies of the instance in Figure 7 and combining them appropriately, it is easy to construct an instance with 2 n different solutions, which shows that the number of solutions may be exponential in the input size. 
Preprocessing
In our algorithm for Hexagonal Patch -Brickwall Walk presented in Section 5, we will give expressions for deducing the number of solutions for certain subwalks using knowledge about the number of solutions for smaller subwalks. These rules can be defined for arbitrary walks, but with certain configurations of multiple ESs at the same height, these expressions will become very complex (it would not even be obvious that they can be evaluated in polynomial time). Hence the goal of this section is to transform instances into equivalent instances without such problematic configurations, which are defined below. First we introduce a technique for transforming instances.
A line matching M in a brickwall G is an induced matching such that every face of B line matching contains an even number of edges of M . In Figure 8 (a) two line matchings M 1 and M 2 are illustrated. Observe that because line matchings need to be induced, line matchings always contain 'opposite' edges of a face, and that in combination with the even number of edges condition, this shows that line matchings are necessarily infinite edge sets. We now define the k-refinement operation on a line matching M in a brickwall (k ≥ 1). krefinement This operation first subdivides every edge of M 2k times, and adds edges between these new vertices such that again a 3-regular plane graph with only 6-faces is obtained. Hence this yields again a brickwall. Figure 8(b) shows the result of a 2-refinement on the line matching M 1 . Note that for one line matching M there are two different ways to add these edges; both ways are considered k-refinements. To avoid a cluttered presentation, in this section we will indicate the type of k-refinements we use with figures, instead of explicitly listing the new vertex labels and new edge sets. If we have a walk W in a brickwall G, and a k-refinement is applied to G to obtain brickwall G ′ , then we can apply the same subdivision operations to the walk W to obtain a subdivision operations to the walk W new vertex sequence W ′ . This means that if an edge uv of G is subdivided with a new vertex w, then we also insert a w between W i and W i+1 whenever W i = u and W i+1 = v, or W i = v and W i+1 = u.
Lemma 13 Let W be a walk in a brickwall G, and let a new brickwall G ′ be obtained by a k-refinement on G. Then applying the same subdivisions to W gives a walk W ′ in G ′ such that the number of different clockwise solutions to W in G is the same as the number of different clockwise solutions to W ′ in G ′ .
The proof of Lemma 13 is postponed to the end of this section. Proof: Let W be a walk in B of length k. We construct an equivalent instance W ′′ that is restricted. Proposition 14 shows that we can find a set M of m ≤ O(k) diagonal matchings that separates all problematic ESs in W . As a first step in the transformation, we apply an m-refinement to every horizontal matching of B and change W accordingly. (A horizontal matching is a matching of the form {b i,j b i+1,j+1 : i even} for some j.) We do this as shown in Figure 10(b) . By Lemma 13, the resulting walk W ′ in brickwall B ′ is equivalent to W . We can fix an isomorphism from B ′ to B which then defines heights and horizontal edges for B ′ . We do this such that horizontal edges of B ′ coincide with horizontal edges in B. So at this point, we have a walk W ′ that has the same number of solutions as the original walk, but with the property that for all ESs (a, b) Figure 10 (b) where all ES heights are even). Because of the way we have done these m-refinements, every diagonal matching of B is a subset of a diagonal matching in B ′ . Hence we again have a set M ′ of at most m diagonal matchings in B ′ that separate all problematic ES pairs of W ′ . As the second step of the transformation, for every matching in M ′ we do a 1-refinement as shown in Figure 10 (c). This yields a new brickwall B ′′ and walk W ′′ , that is still equivalent to W (Lemma 13). We again fix an isomorphism from B ′′ to B which defines heights and horizontal edges for B ′′ , such that horizontal edges of B ′ that were not part of M ′ are again horizontal in B ′′ , and with the additional property that edges of B ′ that lie to the left of every matching in M ′ will receive the same height in B ′′ . Then we see that the new height of a horizontal edge e of B ′′ is the same as its height in B ′ plus the number of matchings in M ′ that lie to the left of e. In Figure 10 (c) the new heights are indicated; the dashed path is a horizontal path at height 2.
There is a one-to-one correspondence between ESs of W ′ It remains to prove Lemma 13.
Proof of Lemma 13: First note that subdividing W as defined above indeed yields a walk in G ′ . We prove the statement for k = 1, the general statement then follows since a k-refinement can be seen as a series of k 1-refinements. Let (H, φ, B) be a clockwise solution to W . We construct a solution (H ′ , φ ′ , B ′ ) to W ′ as follows (See Figure 11 ). We subdivide edges of H x times whenever their φ-images are also subdivided x times by the k-refinement of G. This yields the graph H ′′ . For vertices v ∈ V (H), set again φ ′ (v) = φ(v), and the new vertices of H ′′ are mapped to the corresponding new vertex of G by φ ′ . If at this point two (new) vertices u and v of H ′′ lie on the same inner face of H ′′ and an edge was added in G ′ between φ ′ (u) and φ ′ (v), then we add an edge between u and v, drawn in the shared inner face. This yields an embedded graph H ′ and mapping φ ′ .
The new boundary cycle B ′ is obtained as expected, by subdividing B appropriately.
We argue that this is a solution to W ′ . First note that we can divide the faces of G into two types: those that are again faces of G ′ , and those of which two edges are subdivided and in which one edge is added. Recall that inner faces of H are mapped to faces of G by φ (Proposition 2). Hence for faces of H it also holds that they either are again faces of H ′ , or they are subdivided with four new vertices and one edge is added between these, within the face. Hence the embedding is planar and faces have length 6. Note that edge subdivisions and edge additions do not destroy 2-connectedness. Vertices of H ′ that are part of H have the same degree in both graphs. New vertices have degree at least 2, and degree at most 3. A new vertex of H ′ that is an internal vertex of H ′′ lies on at least two inner faces of H ′′ , so in exactly one of these faces a new edge is added, hence internal vertices have degree 3 in H ′ . This concludes the proof that H ′ is a hexagonal patch. It is easy to see that φ ′ is again a LIH. The boundary B ′ of H ′ is mapped to W ′ since boundary edges of H are subdivided if and only if W is subdivided at the corresponding position, and no edges are added in the outer face of H. Since degrees of common vertices of H and H ′ are the same and W ′ makes a left turn whenever W makes a left turn at the corresponding position, H ′ , φ ′ is a clockwise solution to W ′ . Now we prove that solutions for W ′ can be modified to yield solutions of W . Let (H ′ , φ ′ , B ′ ) be an arbitrary clockwise solution to W ′ .
After the 1-refinement of G that yields G ′ , for every face
with chord a 1 b 2 (a chord of a cycle is an edge that is not part of the cycle, but has both end vertices in the cycle). The two cycles obtained by combining this chord with parts of the cycle are facial 6-cycles of G ′ . Let G ′ C be the subgraph of G ′ induced by the vertices in C. Note that the edge a 1 b 1 is not part of W ′ .
If some edge a ′ 1 b ′ 2 of H ′ is mapped by φ ′ to a 1 b 2 , then because a 1 b 1 is not part of W , it follows that a ′ 1 b ′ 2 is incident with two inner faces of H ′ . Consider the subgraph H ′ C of H ′ induced by the vertices of these two faces. Since φ ′ is a LIH and the faces of G ′ are the only 6-cycles in
Now we can define how to change H ′ , φ ′ and B ′ to H and φ such that a solution to W in G is obtained. We delete every edge of H ′ that is mapped to a new edge of G ′ by φ ′ (these are the edges that take on the role of a 1 b 2 above). This gives the graph H ′′ . Next we suppress every vertex of H ′′ that is mapped to a new vertex of G ′ (the vertices a 1 , a 2 , b 1 and b 2 above). This yields H. Now φ is simply the restriction of φ ′ to the remaining vertices. We simple remove the vertices in B ′ that are not part of H anymore to obtain boundary cycle B of H.
We first argue that H is a hexagonal patch. Clearly suppressing vertices and deleting edges maintains planarity. We showed that all edges of H ′ that are deleted (those that take on the role of a ′ 1 b ′ 2 above) are chords of some cycle in H ′ , of which no other edges are deleted. Hence H ′′ is again 2-connected, and thus H as well. All vertices of H are also vertices of H ′ . They lie on the boundary of H if and only if they lie on the boundary of H ′ since we did not delete boundary edges. They have the same degree in both graphs since all vertices incident with edges that are deleted are subsequently suppressed. Hence the degree conditions are again satisfied by H. Note that the faces of H ′ can be divided into those that do not contain any vertices that will be suppressed, and those that are part of a graph of the type H ′ C identified above, since all new vertices of G ′ are part of faces of G ′ that contain a new edge. For the faces of the first type, is clear that they correspond to 6-faces in H. For faces that are part of a H ′ C graph, we start with a 10-cycle with one chord, delete the chord and suppress four vertices on the cycle, which yields a 6-cycle that is the new face. Hence all faces of H have length 6. It can be seen that φ is again a LIH. Finally, the boundary B of H is mapped to W , and boundary vertices of H have degree 3 if and only if W makes a left turn at the corresponding position. This concludes the proof that (H, φ, B) is a clockwise solution to W .
We have shown for every clockwise solution for W how to construct a clockwise solution for W ′ , and vice versa. If we take two equivalent solutions for W (hence we have an isomorphism between them that preserves the boundary cycle), considering the construction of corresponding solutions for W ′ it is straightforward to extend the isomorphism between the solutions to show that the resulting solutions for W ′ are again equivalent. In the other direction this also holds, so this concludes the proof that the number of different solutions to W is the same as the number of different solutions to W ′ .
5 Solving the problem for restricted instances
Rules for deducing the number of solutions
For a walk W , let s(W ) denote the number of different clockwise solutions. For a PA (i, j), we s(W ) also use s(i, j) to denote s(W C i,j ). A restricted walk in B is a closed walk W without problematic s(i, j) restricted walk
ESs. The rules presented in this section are meant to calculate s(W ) for a restricted walk W in B with t(W ) = 1. We postpone the proofs of the lemmas in this section to Section 5.4.
Lemma 16 (Rule I) Let W be a closed walk in B. Let (i, j) be a PA of W with n(i) = j (and p(j) = i), such that there is only one ES (x, y) with x, y ∈ I(i, j). Then
Lemma 17 (Rule II) Let W be a closed walk in B. Let (i, j) be a PA of W and let (i, h) be an ES of W . Let E contain all indices x with x ∈ I(i, j) such that (h, x) is a PA. Then
The version of this rule where j instead of i is part of an ES is analog. (Because there are no problematic ESs, we do not need to consider the case that i and j are both part of an ES in this way.) Rule II is illustrated in Figure 12 . In Figure 12 (a) a part of a walk W is shown. Lemma 18 (Rule III) Let W be a restricted walk in B. Let (i, j) be a PA of W such that there is no ES (x, y) with x, y ∈ I(i, n(i)) or x, y ∈ I(p(j), j). Let E contain all ESs (x, y) with x, y ∈ I(i, j) such that (n(i), x) and (y, p(j)) are PAs. Then
Rule III is illustrated in Figure 13 . Note that in this example the indicated ES (x, y) is the only ES in E, and that W C n(i),p(j) admits no solution, hence the solution in Figure 13 (c) is again the unique solution. In Section 5.3 we show two non-trivial examples for Rule II and III.
For every PA, at most one of the above three rules may apply, so we will also associate a type with PAs, corresponding to the applicable rule (the type is I, II or III). The next type lemma shows that PAs where none of the three rules may be applied will be irrelevant in the remainder.
The resulting solution for W For Rule II and III, s(i, j) is expressed using the values s(x, y) for a number of other index pairs (x, y) with x, y ∈ I(i, j). Let Input(i, j) be the set of all such index pairs.
Input(i, j)
Proposition 20 For a PA (i, j) of type II or III and a PA (x, y) ∈ Input(i, j), the length of W C i,j is strictly greater than the length of W C x,y .
Proof: For every (x, y) ∈ Input(i, j), W x,y is a strict subwalk of W i,j , and H y,x is the unique shortest path in B between W x and W y . Since H y,x does not contain W x−1 or W y+1 , the walks are not equal.
An analog proof yields:
Proposition 21 For every PA (i, j), the length of W C i,j is strictly smaller than the length of W .
The purpose of the next rule is not to determine s(i, j) for some PA (i, j), but to determine the total number of solutions for W .
Lemma 22 (Rule IV) Let W be a restricted walk in B with at least one PA-index and at least one convex ES.
Let (j, i) be a convex ES of W with n(i) = a and p(j) = b, such that (j, i) is the only ES with i, j ∈ I(b, a).
Let E contain all ESs (x, y) with x, y ∈ I(a, b) such that (a, x) and (y, b) are PAs. Then
Finally, we have one more rule that handles the remaining trivial case and shows that this is the only remaining case.
Lemma 23 (Rule V) Let W be a closed walk in B with t(W ) = 1. W has at least one convex ES. If there are no PA indices, then s(W ) = 1.
The algorithm
Now we can formulate the algorithm that calculates s(W ) for restricted walks W in B with t(W ) = 1, see Algorithm 1. Below we will show for the variables t(i, j) that t(i, j) = s(i, j) holds when the algorithm terminates. For calculating these values during the algorithm, the expressions in Lemmas 17-22 should be used where s(i, j) is replaced by t(i, j) for all i, j. Repeat For all type II or III PAs (i, j) do Calculate t(i, j) using the appropriate rule (Rule II or III). until no changes have been made to any value t(i, j).
Calculate s(W ) using Rule IV for an arbitrary convex ES (a, b).
RETURN(s(W ))
(Proposition 20). So by induction, t(x, y) = s(x, y) holds after iteration l − 1. Since Rule II and Rule III calculate the correct value when the input values are correct (Lemma 17, 18), it follows that after iteration l, t(i, j) = s(i, j). Now suppose s(i, j) = 0. If (i, j) is not of type II or III, the value of t(i, j) is never changed during the algorithm so the statement holds. If (i, j) is of type II or III, then we prove the statement by induction over the length of W C i,j . Observe that if s(i, j) = 0, every term of the expressions in Rule II and III contains a factor s(x, y) = 0 (or there are no terms at all in which case the statement is trivial). For all (x, y) ∈ Input(i, j), the length of W C x,y is smaller than l (Proposition 20). So we can use induction to deduce that for the factors s(x, y) that are equal to zero, t(x, y) = 0 throughout. It then follows that t(i, j) = 0 throughout.
Theorem 25 Algorithm 1 terminates in polynomial time and returns the correct value of s(W ).
Proof: Let k be the length of W . We first consider the time complexity. Observe that every part of the algorithm not containing a loop can be done in time polynomial in k. Since the number of PAs is polynomially bounded (Proposition 7), the for-loops take polynomial time. Finally we consider the repeat-loop. Since for all PAs (i, j), the length of W C i,j is less than k (Proposition 21), Lemma 24 shows that after iteration k, no changes are made to any value t(i, j), so the repeat-loop terminates in polynomial time.
Now we prove the correctness. If 1 is returned in the first line, this is correct by Lemma 23. If the repeat-loop ends when all variables t(i, j) have the correct value then the correct value is returned since Rule IV is correct (Lemma 22). Lemma 23 shows that a convex ES exists, and at least one PA-index exists, so Rule IV can indeed be applied. Now suppose the algorithm ends before t(i, j) = s(i, j) holds for all (i, j). Let (i, j) be the PA with the smallest length for W C i,j for which t(i, j) = s(i, j) when the repeat-loop terminates. Then (i, j) is of type II or III (Lemma 24, Lemma 19). For all PAs (x, y) in its input set, the length of W C x,y is smaller (Proposition 20) so by our choice of (i, j), t(x, y) has the correct value after the last iteration of the repeat-loop. Since the calculations of Rule II or III are correct (Lemma 17, 18), it follows that the value of at least one PA (x, y) ∈ Input(i, j) has changed after the last time t(i, j) was calculated. But that is a contradiction with the exit condition in the until-statement.
We remark that even in computation models like the Turing machine, Algorithm 1 terminates in polynomial time; considering the three rules it can be shown by induction that for a walk W of length k, s(W ) ≤ 2 k . So to store the numbers used in the calculations, O(k) bits are needed.
Theorem 25 shows that Hexagonal Patch -Restricted Walk can be solved in polynomial time. Theorem 15 then shows that Hexagonal Patch -Brickwall Walk can be solved in polynomial time. Finally, Theorem 6 then yields that Hexagonal Patch -Boundary Code can be solved in polynomial time.
Theorem 26 Hexagonal Patch -Boundary Code can be solved in polynomial time. In Figure 14 a part of an instance is shown using the curve representation introduced in Section 3.2. This example is very similar to the one in Figure 7 , except that between n and m the curve may continue in an arbitrary way. We will ignore this part, which is justified when it is large enough. A selection of PA-indices is indicated together with their heights. The other PA-indices are less important and are ignored in the example. The following table shows the values of t(i, j) for a selection of PAs (i, j) after n iterations for various n. We only show PAs that involve the selected PA-indices, for which t(i, j) will be larger than 0 at some point, and only those iterations in which some of these values change.
Algorithm and rule examples
Iteration: a, e b, f k, g g, i j, l c, a d, e k, j h, i c, b d, f m, 
Before the first iteration, t(x, y) is set to 1 for the three PAs (x, y) of type I, such as (a, e), which lies at height 4. After the first iteration, the fact that t(a, e) = 1 will then be used to deduce t(x, y) = 1 for some (unspecified) PA at height 3, using Rule III. This will continue until after 3 iterations, t(g, i) = 1 is established using Rule III 2 . This is similar for the two other PAs changed during this iteration. In the fourth iteration, t(g, i) = 1 and t(k, g) = 1 are used to deduce that t(k, j) = 1, using Rule II, and the same holds for t(d, e). Three iterations later in which Rule III is applied, t(c, b) = 1 is deduced from t(k, j) = 1 (this is similar for t(h, i)). Applying Rule II using t(c, b) = 1 and t(b, f ) = 1 gives t(d, f ) = 1 after iteration 8. During the same iteration, t(m, n) = 1 is deduced from t(h, i) = 1 and t(j, l) = 1, using Rule III. Setting t(d, f ) = 1 causes t(h, l) = 1 to be set after applying Rule III for three iterations. Then finally, we have the first non-trivial application of a rule, namely Rule III, which shows that t(m, n) = t(h, l) + t(h, i) · t(j, l) = 2. This illustrates how our algorithm can deduce that the example from Guo, Hansen and Zheng [9] (Section 3.4) has two solutions. When the curve is closed between n and m with an ES (n, m) at height 0, then Rule IV for this ES would be the first non-trivial rule applied. This example indicates some ways in which the algorithm may be sped up in practice. Firstly, it seems for instance unnecessary to wait three iterations with concluding t(g, i) = 1, after t(a, e) = 1 is established. Secondly, when during one iteration only few values are changed, then we know that there is only a small selection of PAs for which the values may change in the next iteration, the others do not have to be considered. We will not work out these ideas in detail.
We conclude with two more examples where the rules are applied in a non-trivial way. Figure 15(a) shows part of a walk W and a PA (i, j) of type II where applying Rule II is non-trivial; a solution exists that assigns h to x 1 , and a solution exists that assigns h to x 2 (this can be verified similar to the example above). Rule II shows that the total number of solutions for W C i,j is 1 · 1 + 1 · 1 = 2. Figure 15(b) shows part of a walk W and a PA (i, j) of type III where applying Rule III is non-trivial; a solution exists that assigns n(i) to p(j), and a solution exists that assigns n(i) to x and y to p(j). By Rule III, the total number of solutions for W C i,j is 1 + 1 · 1 = 2. Note that by moving the top ES down to the level of (x, y) appropriately, this walk can be modified such that there are two overlapping ESs relevant for Rule III, but no solution that assigns n(i) to p(j), which gives 0 + 1 · 1 + 1 · 1 = 2 solutions. 
Correctness of the rules
A walk W in B is a brick row if there exist x, y and z such that W is a rotation of the walk brick row
Note that x and z must both be even. See Figure 16 . It has been remarked before that if W is a cycle in B, then there is a unique solution for W [9] , [3] . In particular, for brick rows we get the following statement.
Lemma 27 Let W be a brick row. Then s(W ) = 1.
(Lemma 27 can be proved analogously to the following proof.)
Lemma 28 Let walk W in B contain a subwalk W i,j that is a brick row. Then s(W ) = 0.
Proof: Let k be the length of W . Since we may consider rotations of W without changing the number of solutions, we may assume w.l.o.g. that i = 0. We prove the statement by induction. For the induction base suppose z − x = 2 (so j = 6). Suppose a clockwise solution (H, φ, B) exists for W . W makes right turns at 1, 2, 3, 4 and 5. This means that the five vertices B 1 , . . . , B 5 all have degree 2 in H, and all are incident with the same inner face. This is a 6-face, so B 0 = B 6 . Since B 0,6 is a strict subwalk of B, it follows that B 0 is a cut vertex of H, so H is not a fullerene patch, a contradiction.
For the induction step, suppose z − x ≥ 4. Consider a solution (H, φ, B) . Suppose w.l.o.g.
W makes right turns at these four indices, so the vertices B a , . . . , B a+3 have degree 2 in H, and are incident with the same face. This is a 6-face, so B a−1 and B a+4 are adjacent in H. This means that H − {B a , . . . , B a+3 } is a fullerene patch that is mapped by φ to the walk W 0 , . . . , W a , W a+4 , . . . , W k , which again contains a (shorter) subwalk that is a brick row. But then by induction, such a solution does not exist, a contradiction.
For a closed walk W in B of length k and any l ∈ {0, . . . , k} we define t(W, l) to be the t(W, l) number of indices i with 1 ≤ i ≤ l such that W makes a right turn at i minus the number of those indices where W makes a left turn. So t(W, 0) = 0 and t(W, k) = 6t(W ), and for every l, t(W, l + 1) = t(W, l) ± 1. The following proposition is easily proved by induction over l.
Proposition 29 Let W be a closed walk in B with W 0 = b 0,0 and W 1 = b 1,0 . Then t(W, l) (mod 6) is determined by W l and W l+1 as follows:
Proposition 30 For any closed walk W in B, t(W ) ∈ N.
Proof: t(W ) does not change when we change W 0 and W 1 but keep the same turn sequence, so w.l.o.g. we may assume Proposition 29 holds for W . For a closed walk of length k it holds that W k = W 0 and W k+1 = W 1 , so by Proposition 29, 6t(W ) = t(W, k) = 0 (mod 6).
Proposition 29 also allows us to prove the correctness of Rule V.
Proof: We assume that W 0 = b 0,0 and W 1 = b 1,0 for some y and even x, other cases are similar. We know that t(W, k) = 6t(W ) = 6, and f (0) = 0. Since for every l, t(W, l + 1) = t(W, l) ± 1, we know that the sequence t(W, 0), t(W, 1), . . . , t(W, k) has a subsequence of the form 2, (3, 4) i , 5 for some i > 0 (this notation means that the subsequence 3, 4 occurs i times between 2 and 5). By Proposition 29, this is a convex ES. Proposition 29 also shows that i is a PA-index of W whenever
• t(W, i − 1) = 0 (mod 6) and t(W, i) = 5 (mod 6), or
• t(W, i − 1) = 5 (mod 6) and t(W, i) = 4 (mod 6), or
• t(W, i − 1) = 3 (mod 6) and t(W, i) = 2 (mod 6), or
• t(W, i − 1) = 2 (mod 6) and t(W, i) = 1 (mod 6).
Hence if there are no PA-indices, the sequence t(W, 0), t(W, 1), . . . , t(W, k) must be of the form (0, 1) i , 2, (3, 4) j , 5, 6, (7, 6) m for some i, j > 0 and m ≥ 0. Since W is a closed walk, it is thus a brick row, and s(W ) = 1 (Lemma 27). Lemma 31 Given a closed walk W in B, hexagonal patch H and LIH φ from H to B, it can be checked in polynomial time if a boundary cycle B exists such that (H, φ, B) is a clockwise solution for W , and if so, B is unique.
Proof: For finding a corresponding boundary cycle B, we may simply check for all vertices on the boundary of H if they can take on the role of B 0 ; the first necessary condition is that φ(B 0 ) = W 0 . From this choice of B 0 , the choice of B 1 , . . . , B k−1 follows (φ is a LIH, so at most one of the neighbors of B 0 is mapped to W 1 ), or it follows that no valid cycle B exists. It can then simply be checked if this choice of B yields a clockwise solution. This can all be done in polynomial time.
Next we prove that there is at most one choice of B such that it yields a clockwise solution (H, φ, B). Suppose there are at least two such choices. Let B be one valid boundary walk, and let B ′ be another valid boundary walk that is chosen such that B ′ 0 = B x where x is minimum.
First suppose B ′ 1 = B x−1 , so we have
, a contradiction with with the fact that the walk W does not turn back. If x is odd, then W (x−1)/2 = W (x+1)/2 , a contradiction with the fact that B does not contain loops.
So now we may suppose that B ′ i = B x+i holds for all i. Since we chose x to be minimum, it follows that there is a closed walk W * of length x such that W is a concatenation of n ≥ 2 copies of W * . By Proposition 30, t(W * ) ∈ N. Since t(W ) = n · t(W * ) and n ≥ 2, it follows that t(W ) can have any value except 1 or −1. This is a contradiction with the fact that there is at least one clockwise solution (Lemma 4).
Lemma 32 Let W be a closed walk in B with PA (i, j), with t(W ) = 1. Then the number of different clockwise solutions of W that assign i to j is exactly s(i, j) · s(j, i).
Proof: The proof is illustrated in Figure 17 . Let (H 1 , φ 1 , B 1 ) be a clockwise solution to
Let l 1 be the length of the walk B 1 and l 2 the length of B 2 , and let l H be the length of H i,j .
We now construct a solution for W . First note that the following three sequences give the same horizontal path in B:
These paths have length at least 1 since (i, j) is a PA. Construct H by starting with two copies of H 1 and H 2 , and for all x ∈ {0, . . . , l H }, identify the vertex B 
We argue that H is a hexagonal patch. Since sets of parallel edges are removed by a single edge, all inner faces of H now correspond to inner faces of H 1 or H 2 , and thus all have length 6.
Consider a vertex B 1 x that was identified with B 2 y . First consider the case that B 1 x−1 was also identified with B 2 y+1 , and 
It follows that after identifying these two vertices and deleting one incident edge (between B 1 (l H ) and B 1 (l H − 1)), the resulting degree is 3. By an analogous argument, this also holds for B 1 (0). This proves that all vertices on the boundary of H have degree at most 3. This concludes the proof that H is a hexagonal patch. Next we show that φ is a LIH. For vertices of H of which all neighbors are part of H 1 or all of H 2 (here we consider the identified vertices to be part of both), the local injectivity follows from the local injectivity of φ 1 and φ 2 , respectively. We saw above that the only two vertices of H that have at least one neighbor in V (H 2 )\V (H 1 ) and one neighbor in V (H 1 )\V (H 2 ) are B in H is mapped by φ to H j,i , and no internal vertices of this path lie on the boundary of H. Hence this solution assigns i to j.
This concludes the proof that for every pair of solutions for W C i,j and W C j,i , a solution for W can be constructed that assigns i to j. Next we show that every solution for W can be obtained this way. So we show that for every solution (H, φ, B) to W which assigns i to j, there is a combination of (H 1 , φ 1 , B 1 ) and (H 2 , φ 2 , B 2 ) such that the construction above gives (H, φ, B) .
Let (H, φ, B) be an arbitrary solution to W that assigns i to j. Then H contains a path P H from B j to B i that has no internal vertices on the boundary of H, and which is mapped to H j,i by φ. So B 1 = P H • B i,j is a cycle in H, which is mapped to H j,i • W i,j = W C i,j by φ. Let H 1 be the plane subgraph of H that has B 1 as boundary cycle and contains all vertices and edges inside B 1 .
The LIH φ 1 is simply φ restricted to the domain V (H 1 ). The graph H 1 is again a hexagonal patch; it is 2-connected, all inner faces have length 6, inner vertex degrees are unchanged, and vertices on the boundary have degree 2 or 3. So (H 1 , φ 1 , B 1 ) is a solution to W C i,j . Clearly it is again a clockwise solution.
Similarly, we find a subgraph H 2 of H such that (H 2 , φ 2 , B 2 ) is a solution to W C j,i . By combining these as described above, H is obtained. So this solution H has been considered above. This proves that the construction above can yield every possible solution to W .
Summarizing, we showed that using any combination of solutions for W C i,j and W C j,i , we can construct a solution for W , and vice versa. To prove that the number of different solutions to W (the number of equivalence classes) is exactly s(i, j) · s(j, i), we now need to show that the construction yields solutions to W that are equivalent if and only if we started with solutions to W C i,j and W C j,i that are equivalent. Suppose the combination (H 1 , φ 1 , B 1 ) and (H 2 , φ 2 , B 2 ) of solutions for W C i,j and W C j,i gives (H, φ, B), and that the combination (G 1 , ψ 1 , A 1 ) and G 2 , ψ 2 , A 2 ) gives (G, ψ, A), and that these resulting two solutions are equivalent. Recall that we defined solutions to be equivalent if an isomorphism f from H to G exists such that f (B x ) = A x for all x. We now argue that f is also an isomorphism from
for all x, which shows that (H 1 , φ 1 , B 1 ) and (G 1 , ψ 1 , A 1 ) are equivalent. (Similarly this follows for H 2 and G 2 .) Observe that for this we only need to show that if v ∈ V (H 1 ), then f (v) ∈ V (G 1 ), and a similar statement for H 2 and G 2 .
By Lemma 31, B is the unique choice of boundary cycle such that φ(B x ) = W x for all x. A similar statement holds for the boundary cycle A of G. Since the isomorphism fixes the boundary, it follows that f (B x ) = A x for all x.
Consider v ∈ V (H 1 ). This lies on some assignment path P H of the solution (H 1 , φ 1 , B 1 ) (Proposition 9), say from B x to B y . Also in H, P H is the unique shortest path between B x and B y . We know B x and B y are mapped to A x and A y , which are part of G 1 . There is a unique assignment path P G between A x and A y (Proposition 9), of which all vertices lie in G 1 again. Since P H and P G are the unique shortest paths in H and G respectively between their end vertices (Proposition 10), vertices of P H are mapped to vertices of P G by the isomorphism f . In conclusion, f (v) ∈ V (P G ) ⊆ V (G 1 ). This proves that the solutions (H 1 , φ 1 , B 1 ) and (G 1 , ψ 1 , A 1 ) are equivalent.
Similarly, it can be shown that if (H x , φ x , B x ) is equivalent to (G x , ψ x , A x ) for x = 1, 2, then the resulting solutions to W are equivalent.
In the arguments in this section we will often consider walks that are obtained from other walks by taking subwalks or by concatenations. In particular, we will often argue about
where (i, j) is a PA in the closed walk W . In this case we would like to indicate how vertices of W ′ correspond to vertices of W . However we cannot identify vertices by vertex label since the same vertex may occur many times in both walks. Neither can we identify them by index (position in the sequence), since this may be different between W ′ and W . One solution would be to introduce a function f such that W ′ f (x) = W x holds for all x ∈ I(i, j). For example, if i < j and the length of H j,i is l, this function would be f (x) = x + l − i. This then implies that if (a, b) with a, b ∈ I(i, j) is an ES or PA in W , then (f (a), f (b)) is an ES or PA respectively in W ′ .
Fortunately it will turn out that whenever we need it in this section, we may w.l.o.g. assume that this f is the identity function. This assumption is called the index assumption, index assumption and is very useful for keeping the notations simple. For example, if W ≈ W ′ , then s(W ) = s(W ′ ), so when proving a statement about s(W ) we may consider a different, suitable rotation W ′ of W . Note that in the case of W C i,j , since H j,i is the unique shortest path in B from W j to W i , there always exists a rotation of W such that i = l and i < j, where l is the length of H j,i . This ensures that f is the identity function.
Lemma 19 Let W be a restricted walk in B. If a PA (i, j) is not of type I, II or III, then s(i, j) = 0.
Proof: Consider a PA (i, j). If there is an ES (i, h) or (h, j), then it is of type II. If there is no ES (x, y) with x, y ∈ I(i, n(i)) or with x, y ∈ I(p(j), j), then Rule III applies. So w.l.o.g. there is an ES (x, y) ∈ I(i, n(i)), but x = i.
Suppose w.l.o.g. that W i lies to the left of W j and h(W i ) = 0. Let x be the first index after i with h(W x ) = 0. Suppose x − 1 = i. Then W i+1 lies to the left of W i , since by definition of PAs, H j,i does not contain W i+1 , and W j lies to the right of W i . We also know that W makes a left turn at i since (i, j) is a PA, so h(W i−1 ) = −1. Since W does not turn back, W i,x−1 is a horizontal path from left to right. Therefore we have n(i) ≥ x − 1. (i, x − 1) may not be an ES, and thus h(W x ) = 1. Next we consider the case that x = i + 1. Since W makes a left turn at i and contains no vertices of H j,i , it follows that also in this case, h(W x ) = 1. In both cases, there is no ES in (i, x), so x = n(i) by our assumption, and therefore W x+1 lies to the right of W x . Similarly we can define y to be the last index before j with h(W y ) = h(W j ), and find that h(W y ) = 1.
Let U = W C i,j , and use the index assumption for these walks. So to summarize the above observations, the subwalk of U from y to x starts with a single vertex at height 1, then continues with a horizontal path at height 0 from right to left, and ends with a single vertex at height 1. Let z be the first index after x such that h(U z ) = 1 or u z is equal to a vertex that is also in U y,x . If h(W z ) = 2, then z − 1 is a PA-index, and (x, z − 1) is not an ES, a contradiction. So either h(W z ) = 0 and W z is equal to a vertex on U y+1,x−1 , or W z = W y .
In both cases we have found a brick row. If this is a strict subwalk of U then by Lemma 28 s(U ) = 0. Otherwise we have z = y. In the latter case, n(i) = j and (x, y) is the unique ES between i and j, so (i, j) is of type I.
In the following proofs, we will use observations that are similar to those in the above proof, without going into the same level of detail every time.
Lemma 16 (Rule I) Let W be a closed walk in B. Let (i, j) be a PA of W with n(i) = j (and p(j) = i), such that there is only one ES (x, y) with x, y ∈ I(i, j). Then s(i, j) = 1.
Proof: Assume w.l.o.g. that W i lies to the left of W j , and that h(W i ) = 0. Let x be the first index after i with h(W x ) = 0. Let y be the last index before j with h(W y ) = 0. Similar to the proof of Lemma 19 we find that h(W x ) = h(W y ) = 1. We prove that (x, y) is an ES. Let z + 1 be the first index after x with h(W z+1 ) = 1. If h(W z+1 ) = 2, then at least one of x and z is a PA-index. But x = j and z = j, a contradiction with n(i) = j. So h(W z+1 ) = 0, and (x, z) is an ES. Similarly, it follows that for some index a, (a, y) is an ES. Since we assumed there is only one ES in I(i, j), it follows that z = y (a = x).
Now we see that the closed walk H j,i • W i,j is a brick row, so s(i, j) = 1 (Lemma 27).
Lemma 33 Let W be a closed walk with W j,h = H j,h , where h is a PA-index but j is not. Let E contain all indices x such that (h, x) is a PA. Then
(s(h, x) · s(x, j)).
Proof: W.l.o.g. we assume again that W h lies to the left of W j . Then it follows that every W x with x ∈ E lies to the left of W h . So if x ∈ E, then x ∈ I(h, j).
For every x ∈ E, the number of different clockwise solutions to W that assign x to h is s(x, h) · s(h, x) (Lemma 32). For different choices of x different solutions are obtained (Proposition 12), and every solution assigns h to some x (Proposition 11) such that (h, x) is a PA (Proposition 8), hence the total number of solutions to W is x∈E s(x, h) · s(h, x).
Since H h,x • W x,h = H h,x • W x,j • H j,h ≈ H j,x • W x,j , we see that s(x, h) = s(x, j). So the number of solutions to W can also be written as x∈E s(h, x) · s(x, j).
Lemma 17 (Rule II) Let W be a closed walk in B. Let (i, j) be a PA of W and let (i, h) be an ES of W .
Let E contain all indices x with x ∈ I(i, j) such that (h, x) is a PA. Then
Proof: The correctness of Rule II now follows easily from Lemma 33. Let W be a walk with PA (i, j) and ES (i, h). Let U = W C i,j . We only have to prove the correctness of Rule II for one particular rotation of W , so w.l.o.g. we assume that W x = U x holds for all x ∈ I(i, j) (the index assumption).
Using similar reasoning as in the proof of Lemma 19 we find that U j,h = H j,h , and that h is a PA-index but j is not, so U satisfies the conditions of Lemma 33. In addition we see that for x ∈ I(i, j), (h, x) is a PA in W if and only if it is a PA in U , that W C h,x = U C h,x holds for all x ∈ I(i, j), and that W C x,j = U C x,j holds for all x ∈ I(i, j).
Lemma 22 (Rule IV) Let W be a restricted walk in B with at least one PA-index and at least one convex ES. Let (j, i) be a convex ES of W with n(i) = a and p(j) = b, such that (j, i) is the only ES with i, j ∈ I(b, a) .
Let E contain all ESs (x, y) with x, y ∈ I(a, b) such that (a, Now consider the number of solutions that assign a to some other index x = b. This number is s(a, x) · s(x, a) (Lemma 32). Suppose there is at least one such solution (H, φ, B), so s(x, a) ≥ 1 and s(a, x) ≥ 1. We will find a different expression for s(x, a). Let U = W C x,a , and use the index assumption for the walks U and W . Similar to the proof of Lemma 19, we find that there is an ES (x, y), unless there is a brick row subwalk in U , but this is a contradiction with s(x, a) ≥ 1 (Lemma 28). Let y be assigned to z in the solution (H, φ, B) . If z = b, then using similar reasoning as for x, we find that z is part of an ES. But then we have two disjoint ESs at the same height, which are problematic ESs, contradicting the fact that W is a restricted closed walk. So y is assigned to b in any solution that assigns a to x. . We conclude that the number of solutions to W that assign a to x is s(W C a,x ) · s(W C y,b ). Solutions that assign a to different x are not equivalent (Proposition 12). So now we have constructed s(a, b) + (x,y)∈E s(a, x) · s(y, b) different solutions, and have considered all possibilities for vertices that i can be assigned to (Proposition 8), and hence all solutions (Proposition 11), so this is the total number of solutions for W .
Lemma 18 (Rule III) Let W be a restricted walk in B. Let (i, j) be a PA of W such that there is no ES (x, y) with x, y ∈ I(i, n(i)) or x, y ∈ I(p(j), j).
Let E contain all ESs (x, y) with x, y ∈ I(i, j) such that (n(i), x) and (y, p(j)) are PAs. Then s(i, j) = s(n(i), p(j)) + (x,y)∈E (s(n(i), x) · s(y, p(j))).
Proof: Let U = W C i,j . We use the index assumption for U and W . Let a = n(i) and b = p(j). W.l.o.g. we may assume h(W i ) = 0. If i ′ + 1 is the first index after i with h(W i ′ +1 ) = 0 and j ′ − 1 is the last index before j with h(W j ′ −1 ) = 0 then (j ′ , i ′ ) can be seen to be a convex ES of U , since there is no ES (x, y) with x, y ∈ I(i, a) or x, y ∈ I(b, j). So i ′ and j ′ are not PA-indices, and thus n(i ′ ) = n(i) = a and p(j ′ ) = p(j) = b.
We now argue that the combination of the walk U and the ES (j ′ , i ′ ) satisfies the conditions from Lemma 22. Since there is no ES (x, y) in W with x, y ∈ I(i, a) or x, y ∈ I(b, j), (j ′ , i ′ ) is the only ES of U between b and a. All ESs of U are also ESs of W , except (j ′ , i ′ ), but this is a convex ES. Therefore U is again a restricted walk.
Hence Lemma 22 may be applied to U and (j ′ , i ′ ). The terms in the expression of Lemma 22 correspond to the terms in the expression of Lemma 18.
