We show that the category whose objects are famidclies of Markov processes on Polish spaces, with a given transition kernel, and whose morphisms are transition probability preserving, surjective continuous maps has semi-pullbacks, i.e. for any pair of morphisms fi : Si ! S (i = 1; 2), there exists an object V and morphisms i : V ! Si (i = 1; 2) such that f1 1 = f2 2. This property holds for various full subcategories, including that of families of Markov processes on locally compact second countable spaces and also in the larger category where the objects are families of Markov processes on analytic spaces and morphisms are transition probability preserving surjective Borel maps. It also follows that the category of probability measures on Polish spaces and measure-preserving continuous surjective maps has semi-pullbacks. A main consequence of our result is that probabilistic bisimulation for labelled Markov processes on all these categories, de ned in terms of spans of morphisms, is an equivalence relation.
Consider the following category. An object of the category is given by a tuple (S; S; k), where S is a Polish space (a topologically complete separable space), S is the Borel -algebra on S and the map k : S S ! 0; 1]) is a Markov kernel, i.e. a transition probability function, on S. A morphism f : (S; S; k) ! (S 0 ; S 0 ; k 0 ) is a continuous, surjective map f : S ! S 0 which is transition probability preserving i.e. for all s 2 S and all B 2 S 0 , we have k(s; f ?1 (B)) = k 0 (f(s); B). The question is if this category has semi-pullbacks.
Clearly this can be regarded as a question in pure probability theory. In fact, before stating the main result of the paper and explaining its application in computer science, we give an example of its relevance in probability theory. Consider two stationary Markov processes in R is the projection to the plane of the ith and jth coordinates.
In this paper, we show that the answer to the above question is positive. More specifically, we give a canonical construction for semi-pullbacks in the category whose objects are families of Markov processes, with given transition kernels, on Polish spaces and whose morphisms are transition probability preserving surjective continuous maps. One immediate consequence is that the category of probability measures on Polish spaces with measure-preserving continuous maps has semi-pullbacks.
Our construction gives semi-pullbacks for various full subcategories, including that of Markov processes on locally compact second countable spaces and also in the larger category where the objects are Markov processes on analytic spaces (i.e. continuous images of Polish spaces) and morphisms are transition probability preserving surjective Borel maps. It also applies to the corresponding categories of ultrametric spaces. Finally, our result also holds in the larger categories with Markov processes which are given by subprobability distributions, i.e. the total probability of transition from a state can be strictly less than one.
We now explain the relevance of our result in computer science. The consequences of our mathematical result in the theory of probabilistic bisimulation has been investigated in (Blute et al., 1997; Desharnais et al., 1998) . We will brie y review this here. Following the work of Joyal, Nielsen and Winskel (Joyal et al., 1996) The existence of semi-pullbacks in a category implies that bisimulation is a transitive and hence an equivalence relation. The category of partial, labelled Markov processes on Polish spaces is de ned as follows. Given a xed set of labels L, a partial, labelled Markov process is a tuple (S; S; fk l jl 2 Lg) where S is a Polish space with the -algebra of Borel subsets S and for each l 2 L, k l : S S ! 0; 1] is a transition sub-probability function. A morphism between two partial, labelled Markov processes (S; S; fk l jl 2 Lg) and (S 0 ; S 0 ; fk l jl 2 Lg) is a continuous, surjective map f : S ! S 0 which is transition probability preserving for each l 2 L. This category generalizes that of Larsen and Skou (Larsen and Skou, 1991) for the probabilistic discrete processes. One can similarly de ne the category of partial, labelled Markov processes on analytic spaces with Borel, surjective and transition probability preserving morphisms. An immediate corollary of the existence of semi-pullbacks is that bisimulation in these categories is an equivalence relation; this allows the theory of labelled Markov processes to be generalized to continuous state spaces. Furthermore, the existence of semi-pullbacks in the category of Markov processes on analytic spaces has been used to show that bisimulation in this setting can be characterized by a weak, negation-free logic (Desharnais et al., 1998) . In order to properly state and deduce this result, we go beyond these categories, which are similar to the category considered by Giry (Giry, 1981) , to a more foundational framework in probability theory and stochastic processes. We rst introduce, in Section 2, the notion of a universally measurable regular conditional probability distribution and obtain a necessary and su cient condition for it to be preserved under a surjective measurable map. Then, we note the existence of regular conditional probability distributions on analytic spaces and we verify a general result on the measurability of integrals of regular conditional probability distributions. In Section 3, we properly de ne our category and show that Markov processes are invariant under surjective, measurable and transition probability preserving maps. In Section 4, we start to construct the semi-pullback of f 1 : (S 1 ; S 1 ; k 1 ) ! (S; S; k) and f 2 : (S 2 ; S 2 ; k 2 ) ! (S; S; k) . This semi-pullback will be a Markov kernel on the pullback V = f(s 1 ; s 2 ) 2 S 1 S 2 jf 1 (s 1 ) = f 2 (s 2 )g of f 1 : S 1 ! S and f 2 : S 2 ! S in the category of Polish spaces and continuous maps, i.e. the set V with the subspace topology of S 1 S 2 . We rst construct for each (s 1 ; s 2 ) 2 V a probability measure on the product space S 1 S 2 . Then in Section 5, we show that this indeed gives a probability measure on V from which we obtain the required Markov kernel.
For an element a of a set X, sets , Y , subsets A X, B Y and functions x : ! X, f : X ! Y , we sometimes write fa instead of f(a), fA instead of f(A), f ?1 B instead of f ?1 (B) and fx for the composition f x. The identity map on X is denoted by Id X , the characteristic function of a A by 1 A and the point measure at a by a . The extended real line is denoted by R.
Conditional probability distributions
In order to properly de ne our category and deduce our main theorem, we will need some preliminary work. We rst x our notations by recalling the basic de nitions of random variables and conditional probability distributions we need in this paper. See foundational texts on probability theory (Breiman, 1968; Ho mann-J rgensen, 1970; Arveson, 1976; Dudley, 1989; Ho mann-J rgensen, 1994) . We will use the terminology of the comprehensive text (Ho mann-J rgensen, 1994) which is the most recent treatise on probability theory.
A measurable space (S; S) is given by a set S and a -algebra S of subsets of S. Given two measurable spaces (S; S) and (T; T ), a map f : (S; S) ! (T; T ) is measurable if f ?1 (A) 2 S for all A 2 T ; we also call f a S-measurable map from S to T, in particular when there are other -algebras on S but only a natural -algebra T on T. A probability space (S; S; ) is given by a probability measure on a measurable space (S; S). A measurable map f : (S; S; ) ! (T; T ; ) of probability spaces is called measurepreserving if (A) = (f ?1 (A)) for all A 2 T . Let ( ; F; P) be a probability space. Let ( ; F; P) be a probability space. A random variable on with values on a measurable space (S; S) is a measurable map x : ! S. For A 2 S, the probability that x takes its value in A is given by P(x 2 A) = P(x ?1 (A)) = P(f! 2 jx(!) 2 Ag); we often write P x (A) = P(x 2 A). Hence, P x (:) is a probability measure on S which is called the distribution of x, and (S; S; P x ) is itself a probability space. Since the two random variables x : ! S and the identity map 1 : S ! S have the same distribution, one can in practice forget about and consider 1 : S ! S as the random variable. In this paper, however, we will often de ne a random variable with respect to some probability space ( ; F; P). Whenever there are several random variables we usually assume that they are de ned using the same probability space; this can always be done by taking to be large enough.
of S which makes f measurable, i.e., (f; T ) = ff ?1 AjA 2 T g. If (S i ; S i ) (1 i n) are measurable spaces then Q n i=1 S i with the product -algebra n i=1 S i is a measurable space. For any set of random variables x i : ! S i we have a random variable x = (x 1 ; ; x n ) : ! Q n i=1 S i , also called a random vector, de ned by x(!) = (x 1 (!); ; x n (!)). The distribution of x is called the joint distribution of x i (1 i n).
If G F is a -subalgebra, then the conditional probability of x given G is, for each A 2 S, the P-almost unique random variable P(x 2 AjG) : ! R which is integrable with respect to P and, for each G 2 G, satis es: Z G P(x 2 AjG) dP = P(G \ x ?1 (A)):
Given measurable spaces (S; S) and (T; T ) with random variables x : ! S and y : ! T, the conditional distribution of x given y is, for all A 2 S, the P y -almost surely unique measurable function t 7 ! P(x 2 Ajy = t) : T ! R such that R B P(x 2 Ajy = t)P y (dt) = P(x 2 A; y 2 B). It follows that P(x 2 Ajy = :) y = P(x 2 Aj (y; T )). One often writes P(x 2 Ajy = t) simply as P(Ajt). Let D be a -subalgebra of M(P y ). A D-measurable regular conditional probability distribution of x given y is a map P y x (:j:) : S T ! 0; 1] which satis es:
(i) P y x (:jt) is a probability measure on S for all t 2 T.
(ii) P y x (Aj:) is D measurable for all A 2 S. (iii)P (x 2 A; y 2 B) = R B P y x (Ajt)P y (dt) for all A 2 S and B 2 T . A T -measurable regular conditional probability distribution is simply called a r.c.p.d. and a M(P y )-measurable regular conditional probability distribution an almost surely regular conditional probability distribution (a.s.r.c.p.d.). These notions are consistent with the de nitions in (Ho mann-J rgensen, 1994) . Moreover, we call a U(T )-measurable regular conditional probability distribution a universally measurable regular conditional probability distribution (u.m.r.c.p.d.) . Note that if Q(:j:) : S T ! 0; 1] also satis es the above three conditions, then Q(Ajt) = P y x (Ajt) for P y -almost all t 2 T. Each such function is called a version of P y x (:j:). Regular conditional probability distributions exist for a basic class of metrizable and separable spaces S above which we will now describe. An analytic space (Dudley, 1989, page 388 ) is the continuous image (or, equivalently, the image under a Borel map) of a Polish space (or, equivalently, a Borel subset of a Polish space) into another Polish space and is equipped with the subspace topology of the latter space. When the underlying topological space is clear, one simply refers to an analytic space as an analytic set. There are analytic sets which are not Borel. Analytic spaces have many useful closure properties; see (Ho mann-J rgensen, 1970; Arveson, 1976; Dudley, 1989) for a comprehensive exposition.. Any Borel subset of a Polish space is analytic, and an analytic set whose complement is also analytic is Borel. Analytic sets are closed under taking countable unions or intersections (Dudley, 1989, page 393) . It follows that the Borel subsets of an analytic space A are analytic, since such a subset is of the form A \ B where B is a Borel subset of the underlying Polish space. It follows immediately from the de nition that the image of an analytic space under a Borel map into a Polish space is analytic; see (Arveson, 1976, page 71) . Furthermore, Corollary 2.1. The image of an analytic space by a Borel map into an analytic space is analytic. We need the following version of the existence theorem for cross sections.
Lemma 2.1. Let f : S ! T be a Borel surjective map of analytic spaces. Then, there exists a universally measurable map g : T ! S with f g = Id T such that g(T) 2 U(S).
Proof. By (Arveson, 1976, Theorem 3.4.3) , there exists a universally measurable map g : T ! S with f g = Id T . We will show that g(T) is universally measurable. Consider the map F : x 7 ! (x; g(f(x))) : S ! S S which is easily seen to be universally measurable since the composition of two universally measurable maps is universally measurable.
Note that the set of xed points of the map g f : S ! S is g(T) and that the diagonal D = f(x; x)jx 2 Sg is a closed subset of S S. Hence, the inverse image F ?1 (D) = fx 2
Analytic sets have also important measure-theoretic properties. Recall that a Borel measure on a topological space is a measure de ned on the -algebra of Borel subsets of the space. We then have the following: Theorem 2.1. (Dudley, 1989 , page 391) An analytic subset of a Polish space is measurable with respect to any nite Borel measure on the Polish space. In other words, an analytic subset is universally measurable. It follows that any Borel measure on a Polish space P induces a Borel measure A on any analytic subspace A P. Indeed any Borel subset of A is of the form B \A where A is a Borel subset of P.
Since B\A is analytic, it is -measurable and we can therefore put A (B\A) = (B\A). Finally, we state a main result on the existence of regular conditional probability distributions. The following property of analytic spaces is folklore in the probability theory community; its proof can be deduced from a general result by (Pachl, 1978) . Theorem 2.2. Suppose S is an analytic space, and x : ! S and y : ! T are random variables. Then a regular conditional probability distribution P y x (:j:) of x given y exists.
Proof. See the appendix.
Measurability and regular conditional probability distributions
We need the following general results on the integrals of regular conditional probability distributions and their measurability later in this paper. We rst provide the proofs of the following routine lemmas. In this paper, the unit interval 0; 1] is always equipped with its Borel -algebra. Let (S; S) and (T; T ) denote measurable spaces for the rest of this section.
Lemma 2.2. If f : S ! T is measurable then for each n 0 the map f n : (s 0 ; : : : ; s n ) 7 ! (fs 0 ; : : : ; fs n ) :
is measurable.
Proof. The case n = 0 follows since any S-measurable map is trivially U(S)-measurable. Suppose n > 0. For any rectangle A 0 : : : A n with A i 2 U(T ) (i = 0; : : : ; n) we have f ?1 n (A 0 : : : A n ) = (f ?1 A 0 ) : : : (f ?1 A n ) 2 n i=0 U(S), by the result for n = 0. Since the -algebra n i=0 U(T ) is generated by such rectangles, the result follows. Lemma 2.3. Let g : S ! 0; 1] and f : S ! T be measurable maps with f a surjection. Then, g is (f; T )-measurable i there exists a measurable map h : T ! 0; 1] such that g = h f.
Proof. Suppose g is (f; T )-measurable. If f(s 1 ) = f(s 2 ) for some s 1 ; s 2 2 S, then s 1 2 g ?1 fg(s 1 )g = f ?1 (B) for some measurable subset B T; hence, s 2 2 f ?1 (B) and it follows that g(s 1 ) = g(s 2 ). Therefore, we de ne h : T ! 0; 1] by h(t) = g(s) for any s 2 S with f(s) = t. If A 0; 1] is a Borel subset, then there exists a measurable subset C T such that g ?1 (A) = f ?1 (C). It follows that h ?1 (A) = f(g ?1 (A)) = f(f ?1 (C)) = C and, Theorem 2.3 has a straightforward extension to the case of conditioning on a random vector as follows. Given f : S ! T and n 0, we let f n : S n ! T n be de ned by f n (s 1 ; : : : ; s n ) = (fs 1 ; : : : ; fs n ). By Lemma 2.2, f n : (S n+1 ; n i=0 U(S)) ! (T n+1 ; n i=0 U(T )) is measurable. We rst show the theorem when r is a characteristic function.
Lemma 2.4. The map K(1 C ) is U(S)-measurable for each C 2 U(S) U(T ). Proof. Let A U(S) U(T ) be the collection of all C 2 U(S) U(T ) such that K(1 C ) is U(S)-measurable. We show that A is a monotone class and contains the nite disjoint union of all rectangles A B with A 2 U(S) and B 2 U(T). It then follows (Rudin, 1966, page 3. Markov processes A stochastic process on ( ; F; P) with values on (S; S) is a sequence x n : ! S (n = 0; 1; 2; ) of random variables. One can regard the stochastic process as a single random variable x with values on ( Q i 0 S, i 0 S). The distribution of the stochastic process is de ned to be the distribution of x which is completely determined if, for all n 0, the joint distributions of x i (1 i n) is given. A Markov process is a stochastic process x n (n = 0; 1; 2; ) for which P(x n+1 2 Ajx 0 = s 0 ; ; x n = s n ) = P(x n+1 2 Ajx n = s n ) for all n 0 and A 2 S. The initial distribution, i.e. P x0 , and the conditional probabilities P(x n+1 2 Ajx n = s n ) (n 0) determine the joint distributions of x i (1 i n) for all n 0 and hence the distribution P x of the the Markov process (Breiman, 1968, Proposition 7.3) . Therefore the conditional probabilities determine the dynamics of the process. A Markov process is stationary if P(x n+1 2 Ajx n = s) is independent of n; in this case we can write the transition probabilities P(x n+1 2 Ajx n = s) simply as P(Ajs). Given k(:; :) and any initial distribution x 0 , one can obtain a Markov process whose transition probability functions are given by k(:; :). We can therefore change our viewpoint and take the transition probability functions k(:; :) as the given data, forgetting about the probability space ( ; F; P). This means that we are concerned with a family of Markov processes on (S; S) having the same conditional probabilities k(:; :) but di erent initial distributions; we denote this family by (S; S; k(:; :)). Given two such families (S; S; k(:; :)) and (S 0 ; S 0 ; k 0 (:; :)), a surjective measurable map f : S ! S 0 is called transition probability preserving if for all all A 2 S 0 and all s 2 S we have: k(s; f ?1 A) = k 0 (f(s); A). Theorem 3.2. Suppose f : (S; S; k(:; :)) ! (S 0 ; S 0 ; k 0 (:; :)) is surjective, measurable and transition probability preserving and x n (n = 0; 1; : : :) is a stationary Markov process on (S; S) with universally measurable transition probability function (respectively, transition probability function) k(:; :).
(i) For all A 2 S 0 the map k(:; f ?1 A) : S ! 0; 1] is (f; U(S 0 ))-measurable (respectively, (f; S 0 )-measurable). (ii) fx n (n = 0; 1; : : :) is a stationary Markov process on (S 0 ; S 0 ) with universally measurable transition probability function (respectively, transition probability function) k 0 (:; :). Proof. (i) This is the consequence of the fact that k(:; f ?1 A) = k 0 (f(:); A) and f is U(S)-measurable (respectively, S-measurable).
(ii) Since P xn xn+1 (f ?1 Aj:) = k(:; f ?1 A) is (f; U(S 0 )) measurable (respectively, (f; S 0 ) measurable), f is P xn xn+1 (:j:)-preserving. It follows by Theorem 3.1 that fx n (n = 0; 1; : : :) is a Markov process and P fxn fxn+1 (Ajf(s)) = P xn xn+1 (f ?1 Ajs) = k(s; f ?1 A) = k 0 (f(s); A).
We now consider the following category. An object (S; S; k(:; :)) of our category is given by a family of stationary Markov processes with a given universally measurable transition probability functions k(:; :) : S S ! 0; 1] on a Polish space S with its set S of Borel subsets. A morphism of our category is a continuous transition probability preserving surjective map. The composition of two morphisms is given by the composition of the two continuous maps whenever the latter exists. A diagram of morphisms will commute if and only if the corresponding diagram commutes in the category Set of sets and maps. If in an object (S; S; k(:; :)) the transition probability function k(:; :) is independent of the rst argument, then we have k(:; :) = (:) where is a probability measure on S. Therefore, this object is simply given by a probability measure on S. Given two such objects (S; S; ) and (T; T ; ), a morphism f : (S; S; ) ! (T; T ; ) is simply a measurepreserving map. Therefore, our category contains as a full subcategory the category of probability measures on Polish spaces and measure-preserving continuous surjective maps.
Three objects S 1 = (S 1 ; S 1 ; k 1 : S 1 S 2 ! 0; 1]); S 2 = (S 2 ; S 2 ; k 2 : S 2 S 2 ! 0; 1]); S = (S; S; k : S S ! 0; 1]) and morphisms f 1 : S 1 ! S and f 2 : S 2 ! S are given. We will construct a semi-pullback, i.e an object (V; V; h : V V ! 0; 1]) with morphisms i : V ! S i (i = 1; 2) such that the following diagram commutes. (S; S; k : S S ! 0; 1]) Let V = f(s 1 ; s 2 ) 2 S 1 S 2 j f 1 (s 1 ) = f 2 (s 2 )g equipped with the subspace topology of the product topology on S 1 S 2 . The Borel -algebra V on V is given by fC \ V jC 2 S 1 S 2 g and is generated by the set f(A 1 A 2 )\V j A 1 2 S 1 ; A 2 2 S 2 g. Let 1 : V ! S 1 and 2 : V ! S 2 be the projection maps. We will construct h : V V ! 0; 1] so that (V; V; h(:; :)) is an object and 1 : V ! S 1 and 2 : V ! S 2 are morphisms with f 1 1 = f 2 2 . We x (s 1 ; s 2 ) 2 V , i.e. s 1 2 S 1 and s 2 2 S 2 with f 1 s 1 = f 2 s 2 , and n 2 N in the rest of this paper. The index i always takes the values 1 and 2. The variable s runs through S.
4. Construction of a probability measure on the product space In order to de ne h((s 1 ; s 2 ); ?) : V ! 0; 1] we rst de ne a probability measure g((s 1 ; s 2 ); ?) : S 1 S 2 ! 0; 1] on the product space (S 1 S 2 ; S 1 S 2 ). We will then show in the next section that g((s 1 ; s 2 ); ?) is supported on V , i.e. g((s 1 ; s 2 ); V ) = 1. We will nally de ne h((s 1 ; s 2 ); C \ V ) = g((s 1 ; s 2 ); C) for C 2 S 1 S 2 .
Assume in this and the next section that x n : ! S 1 and y n : ! S 2 are, respectively, stationary Markov processes on S 1 and S 2 with universally measurable transition probability functions k 1 (:; :) and k 2 (:; :). Note that for the measurable space ( ; F) we can take, for example, the product space (( Q i 0 S 1 ) ( Q i 0 S 2 ); ( i 0 S 1 ) ( i 0 S 2 )); the mappings x n and y n would then be just the nth coordinates of the rst and second projections respectively. By Theorem 3.2, we get:
Corollary 4.1. f 1 x n and f 2 y n are Markov processes on S both with universally measurable transition probability functions k(:; :).
By Proposition 2.3, we can and will work with a U(S 1 ) U(S)-measurable r.c.p.d. P xn;f1xn+1 xn+1 (:j:) and a U(S 2 ) U(S)-measurable r.c.p.d. P yn;f2yn+1 yn+1 (:j:) which both satisfy the conditions of Proposition 3.1 and, hence, are almost surely independent of n.
Fix n for the rest of the paper. Let R = S 1 S 2 be the semi-ring of all \rectangles" A 1 A 2 2 S 1 S 2 . For A 1 A 2 2 R and s 2 S, put (A 1 A 2 j((s 1 ; s 2 ); s)) = P Proof. See (Dudley, 1989, Theorem 4.4 Therefore by standard results in measure theory (Dudley, 1989 , Theorems 3.1.4 and 3.1.10), g((s 1 ; s 2 ); ?) has a unique extension to S 1 S 2 , i.e., the -algebra generated by R or A.
Next we need to check the required measurability of g(:; C) for any C 2 S 1 S 2 . Lemma 4.1. Given any two measurable spaces (S; S) and (T; T ), we have U(S) U(T ) U(S T ). Proof. Let A 2 U(S) and B 2 U(T ). We claim that A T 2 U(S T ). Suppose is a probability measure on S T and de ne a measure 1 on S by 1 (R) = (C T) for R 2 S. Proof. Let A S 1 S 2 be the set of all C 2 S 1 S 2 such that g(:; C) : S 1 S 2 ! 0; 1] is measurable. We show that A contains the disjoint nite union of rectangles and is a monotone class; it will then follow that A = S 1 S 2 . Let f : S 1 S 2 ! S with f(a 1 ; a 2 ) = f 1 a 1 . Consider the rectangle A 1 A 2 and g(:; A 1 A 2 ) given by Equation 4. Note that, for our random variables x j and y j (j = 0; 1; 2 : : :), we have f(x j ; y j ) = f 1 x j for all j 0. Since the map (A 2 j(s 2 ; s)); is U(S 1 ) U(S 2 ) U(S)-measurable, by Lemma 4.1, it is U(S 1 S 2 ) U(S)-measurable. By Theorem 2.5 applied to the S-measurable map f : S 1 S 2 ! S and the U(S 1 S 2 ) U(S)-measurable map r : (S 1 S 2 ) S ! 0; 1] with x = (x n+1 ; y n+1 ) and y = (x n ; y n ), it follows that K(r) = g(:; A 1 A 2 ) is U (S 1 S 2 ) Proof. Clearly V is a Polish space as it is a closed subset of the Polish space S 1 S 2 . We have already shown that h((s 1 ; s 2 ); ?) is a probability measure on V for any (s 1 ; s 2 ) 2 V and h(:; C \ V ) is U(V)-measurable. Finally Corollary 5.2. The category of families of stationary Markov processes with given universally measurable transition probability functions on Polish spaces and surjective, continuous, transition probability preserving maps has semi-pullbacks. Corollary 5.3. The category of families of Markov processes with given universally measurable transition probability functions on Polish spaces and surjective, continuous, transition probability preserving maps has semi-pullbacks.
Furthermore, by considering the full subcategory whose objects have state-independent transition probability functions we get:
Corollary 5.4. The category of probability measures on Polish spaces and measurepreserving continuous surjective maps has semi-pullbacks. 
Other categories and concluding remarks
Since regular conditional probability distributions exist on analytic spaces, we can easily check that our results hold in various other categories. Firstly, our construction of semi-pullbacks in the category of families of Markov processes, with given universally measurable transition probability functions, and transition probability preserving surjective maps goes through for various full subcategories including that of families of Markov processes on second countable locally compact Hausdor spaces and for compact separable metric spaces. The only thing to check is that in Theorem 5.1 the space V given by a closed subset of the product space has the right type. But this is clear since, for example, a closed subset of a second countable locally compact space is another such space. The construction also goes through in the larger category of families of Markov processes on analytic spaces with surjective transition probability preserving Borel maps. A Borel subset of an analytic space with the subspace topology is an analytic space. This means that all the results in Section 5 hold in this larger category by replacing the terms Polish space, continuous map, and closed set respectively with analytic space, Borel map and Borel set. Note nally that all the above spaces are metrizable; our construction also goes through for all the corresponding categories of ultrametric spaces. On the other hand pullbacks do not exist in these categories; they do not even exist in categories of Markov processes on nite discrete spaces (Desharnais et al., 1998) . Since from a measure-theoretic viewpoint the construction of the semi-pullback is canonical, the question remains what universal property, if any, it satis es.
