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Teil I
Hintergru¨nde
1

Kapitel 1
Einleitung
Wasser ist nicht nur die auf der Erde am ha¨ufigsten vorkommende Flu¨ssigkeit, Wasser ist
auch von großer Wichtigkeit als Lo¨sungsmittel fu¨r Salze und polare Moleku¨le aufgrund seiner
Polarita¨t und starken Tendenz zur Ausbildung von Wasserstoffbru¨ckenbindungen. So ist das
Wasser von großer Bedeutung in der Biochemie, weil es als Lo¨sungsmittel die Struktur und
Reaktivita¨t der gelo¨sten Biomoleku¨le stark beeinflußt. Es gilt sogar als weitgehend gesicherte
Erkenntnis, daß ohne Wasser kein Leben existieren kann. Doch nicht nur als Lo¨sungsmittel,
sondern auch als reine Substanz weist Wasser vor allem aufgrund seiner Tendenz zur Ausbil-
dung von Wasserstoffbru¨ckenbindungen charakteristische und sogar anormale Eigenschaften
auf, die auch heute noch nicht vollsta¨ndig verstanden werden. Angesichts dieser beschriebe-
nen Umsta¨nde ist es wenig verwunderlich, daß das Wasser Gegenstand regen Interesses ist,
wie auch die Existenz zahlreicher Monographien [1, 2, 3, 4], Reviews [5, 6] und sogar po-
pula¨rwissenschaftlicher Literatur [7] belegt.
Wichtige Aussagen u¨ber die Struktur und die thermodynamischen Eigenschaften des flu¨s-
sigen Wassers lassen sich anhand von Molekulardynamik- und Monte-Carlo-Simulationen ma-
chen [8]. Zahlreiche Simulationen des flu¨ssigen Wassers mit unterschiedlichen Modellpotentia-
len werden in einer Reihe von U¨bersichtsartikeln vorgestellt [9, 10, 11, 12]. Die erste Com-
putersimulation des flu¨ssigen Wassers wurde von Rahman et al. durchgefu¨hrt [13]. In diesem
Fall wurde ein Punktladungsmodell fu¨r die intermolekularen Wechselwirkungen des Wassers
verwendet, wie es fu¨r Computersimulationen sehr beliebt ist. Bei solchen Punktladungsmodel-
len verteilt man bis zu fu¨nf Punktladungen auf unterschiedliche Positionen des Wassermono-
mers. Zusa¨tzlich zu den elektrostatischen Wechselwirkungen la¨ßt man zwischen diesen Punkt-
ladungspositionen Lennard-Jones 6–12-Potentiale wirken [12]. Die Parameter dieser Modell-
potentiale werden nicht durch einen Fit an ab-initio-berechnete Punkte der intermolekularen
Potentialenergiefla¨che bestimmt, sondern so angepasst, daß sie bestimmte thermodynamische
Eigenschaften des Wassers reproduzieren. Diese Potentiale sind somit effektive Potentiale, in
denen Effekte der Quantenmechanik auf die Bewegung der Wassermoleku¨le und Effekte der
Polarisierbarkeit der Monomere enthalten sind, falls letztere nicht explizit in dem Modellpoten-
tial beru¨cksichtigt werden [12]. Die beschriebenen Modelle ko¨nnen, wie bereits angedeutet, um
die Effekte der Polarisierbarkeit der Ladungsverteilungen der Monomere erweitert werden, wo-
bei auch hier die Parameter in der Regel wieder an die thermodynamischen Eigenschaften des
Wassers angepasst werden. Die Beru¨cksichtigung der Polarisierbarkeit der Monomere gilt als
wichtig, wenn große Bereiche der Temperatur bzw. des Druckes simuliert werden sollen oder he-
terogene chemische Systeme vorliegen [12]. Ferner existieren Modelle, in denen die Deformier-
barkeit der Monomere durch von außen auf diese wirkende Kra¨fte beru¨cksichtigt wird. Effektive
Punktladungsmodelle reproduzieren teilweise recht gut die OO-Paarverteilungsfunktion und
3
4die thermischen Eigenschaften des flu¨ssigen Wassers unter Umgebungsbedingungen. Polari-
sierbare Modelle sind zum Teil in der Lage, die Dichte des flu¨ssigen Wassers u¨ber einen weiten
Temperaturbereich zu reproduzieren.
Es gibt jedoch Fa¨lle, in denen diese effektiven Potentiale versagen und bei denen
Quanteneffekte beru¨cksichtigende Pfadintegral-Simulationen mit an ab-initio-Punkten ge-
fitteten Potentialen, wie Pfadintegral-Monte-Carlo-Verfahren [14, 15, 16, 17, 18, 19, 20,
21, 22, 23], Pfadintegral-Molekulardynamik- (PIMD-) Simulationen [24] und Centroid-
Molekulardynamik- (CMD-) Simulationen [25, 26, 27, 28] oder ab-initio-MD-Simulationen,
also Car-Parinello Molekulardynamik- (CPMD-) Simulationen [29] vielversprechender erschei-
nen. So versagen z.B. die effektiven Potentiale bei der Beschreibung der OH- und HH-
Paarverteilungsfunktionen und des Verhaltens des Wassers im superkritischen Bereich [12]. In
diesem Bereich tendieren die nicht polarisierbaren effektiven Potentiale dazu, die thermischen
Eigenschaften wie die Dichte, die isobare Wa¨rmekapazita¨t und die isotherme Komprimierbar-
keit gut zu reproduzieren, wa¨hrend die Paarverteilungsfunktionen eher schlecht beschrieben
werden. Die polarisierbaren effektiven Potentiale zeigen die entgegengesetzten Tendenzen: Die
Paarverteilungsfunktionen werden hier in der Regel gut reproduziert, wa¨hrend die thermischen
Eigenschaften in der Regel schlecht beschrieben werden [12]. Allgemein ist bei den effektiven
Potentialen oft unklar, inwieweit sie auf Druck- bzw. Temperaturbereiche u¨bertragbar sind,
die weit von denen entfernt sind, in denen sie parametrisiert wurden.
An dieser Stelle seien die Vor- und Nachteile der erwa¨hnten Pfadintegral-Simulationsver-
fahren auf der einen Seite und der Car-Parinello Molekulardynamik-Simulationen auf der an-
deren Seite gegeneinander abgewa¨gt. Ein Problem der Pfadintegral-Simulationsverfahren ist,
daß sie hohe Anforderungen an das intermolekulare Wechselwirkungspotentialmodell stellen.
So ist bekannt [30], daß in Wasserclustern Dreiko¨rper-Wechselwirkungsenergien einen An-
teil an der Gesamtwechselwirkungsenergie von etwa 20 % haben und Vier- und Fu¨nfko¨rper-
Wechselwirkungsenergien einen Anteil von etwa 5 %. Dies bedeutet, daß ein intermolekulares
Wechselwirkungspotential fu¨r Pfadintegral-Simulationsverfahren zumindest die Dreiko¨rper-
wechselwirkungen hinreichend genau beschreiben sollte [31], was ein kompliziertes Problem
ist und bislang nur mit einer geringen Genauigkeit gelo¨st werden konnte [32, 33]. Es ist al-
lerdings anzumerken, daß bereits ein großer Teil der Dreiko¨rperwechselwirkungen durch die
Beru¨cksichtigung der molekularen Polarisierbarkeiten beschrieben werden kann. Zudem ist
es wu¨nschenswert, daß das intermolekulare Modellpotential in der Lage ist, die Deformation
der Monomere als Folge der intermolekularen Wechselwirkungen zu beschreiben. Ein weite-
rer Nachteil der Pfadintegral-Simulationsverfahren ist, daß sie nicht das Tunneln der Protonen
zwischen den Wassermoleku¨len beschreiben ko¨nnen. CPMD-Simulationen haben kein Problem
mit der Beschreibung des Tunnelns der Protonen und der Deformation der Monomere. Zudem
hat man hier nicht das Problem, eine intermolekulare Potentialenergiefla¨che konstruieren zu
mu¨ssen. Dies ist allerdings auch ein Nachteil, denn das intermolekulare Wechselwirkungspoten-
tial der CPMD-Verfahren stammt von Dichtefunktional-Rechnungen, die dafu¨r bekannt sind,
daß sie nicht sehr gut intermolekulare Wechselwirkungspotentiale beschreiben. So la¨ßt sich mit
den ga¨ngigen gradientenkorrigierten (Hybrid-) Dichtefunktionalen der langreichweitige Teil der
Dispersionsenergie gar nicht erfassen ([34], Kapitel 12.4). Zudem sind CPMD-Verfahren sehr
rechenaufwendig und beno¨tigen sehr kurze Zeitschritte, so daß nur kleine, wenn auch im Fall
des Wassers hinreichend große [12] Systeme u¨ber verha¨ltnisma¨ßig kurze Zeitra¨ume hinweg
simuliert werden ko¨nnen. Dies bereitet Probleme bei der Untersuchung von Meßgro¨ßen, die
lange Simulationszeiten beno¨tigen, wie z.B. Dielektrizita¨tskonstanten.
An dieser Stelle soll darauf hingewiesen werden, daß bei dem normalen CPMD-Simulati-
onsverfahren Quanteneffekte auf die Bewegung der Kerne nicht beru¨cksichtigt werden. Dieser
5Nachteil wird durch das ab-initio-Pfadintegral-Molekulardynamik-Simulationsverfahren [35,
36] und durch das ab-initio-Centroid-Molekulardynamik-Simulationsverfahren [37] behoben.
Allgemein la¨ßt sich sagen, daß im Falle des Wassers sowohl die Ergebnisse der Pfadintegral-
Simulationsverfahren [38, 39, 40, 41, 42, 43] als auch der CPMD-Simulationen [44, 45, 46, 47,
48, 49, 50, 51] bzw. der ab-initio-Pfadintegral-Molekulardynamik-Simulationen [52] vielver-
sprechend sind. Erwa¨hnenswert sind ferner noch die ab-initio-Pfadintegral-Molekulardynamik-
Simulationen zum Protonentransfer im flu¨ssigen Wasser [53, 54].
Die Simulationen des flu¨ssigen Wassers haben gezeigt, daß dessen Struktur stark durch
Wasserstoffbru¨ckenbindungen gepra¨gt ist (vgl. Abschnitt 2.2) und daß hier starke Tenden-
zen bestehen, Wasserclustern a¨hnelnde Strukturen zu bilden. Da, wie unten beschrieben,
Mo¨glichkeiten vorhanden sind, diese Cluster im U¨berschall-Molekularstrahl bei tiefen Tem-
peraturen spektroskopisch zu charakterisieren, ist großes Interesse an der Struktur und Ener-
getik von Wasserclustern vorhanden. Die bisherigen Untersuchungen zu Wasserclustern wer-
den in einigen U¨bersichtsartikeln umfassend [55, 56, 57] dargestellt. Vor allem das Wasser-
trimer ist von großem Interesse, weil es eingehend spektroskopisch untersucht wurde, wie
ein U¨bersichtsartikel [58] belegt. Dieser Tatsache entsprechend wurden verha¨ltnisma¨ßig viele
ab-initio-Untersuchungen an diesem System durchgefu¨hrt [59, 60, 30, 61, 62, 63]. Das Was-
sertetramer wurde von Schu¨tz et. al. [64, 61], Hodges et al. [30] und Xantheas et al. [63] mit
ab-initio-Verfahren charakterisiert. Ab-initio-Untersuchungen vom Wasserpentamer wurden
von Wales et al. [65], Hodges et al. [30] und Xantheas et al. [63] durchgefu¨hrt. Fu¨r Cluster-
gro¨ßen ab dem Wasserhexamer wurden zur Charakterisierung hauptsa¨chlich Modellpotentiale
verwendet [66], wie z.B. TIP4P von Jorgensen et al. [67] und das ASP-W4-Potential von Mil-
lot et. al. [68]. Außerdem wurden Untersuchungen von Clustern mit den TTM2-R [69] und
TTM2-F [70] Potentialen von Burnham et al. durchgefu¨hrt. Bei Clustergro¨ßen gro¨ßer als dem
Wasserpentamer sind vor allem das Hexamer und das (H2O)20 von Interesse. Inzwischen sind
ab-initio-Untersuchungen vom Wasserhexamer [63], vom Wasseroctamer [71] und sogar vom
(H2O)20 [72] bekannt.
Der mit Abstand am gru¨ndlichsten untersuchte Wassercluster ist das Wasserdimer. An
dieser Stelle soll lediglich auf die neueren und genauen ab-initio-Rechnungen am Wasserdimer
eingegangen werden. Fu¨r einen U¨berblick der a¨lteren Arbeiten sei auf den U¨bersichtsartikel
[73] verwiesen. Im Vorgriff auf die Ero¨rterungen in Kapitel 4 sei an dieser Stelle erwa¨hnt, daß
bei allen supermolekularen Berechnungen von intermolekularen Wechselwirkungsenergien die
entsprechenden Energiedifferenzen nach dem Counterpoise-Verfahren von Boys et al. [74] (4.2)
gebildet werden sollten, um den Basissatz-Superpositionsfehler (BSSE) [75, 76] zu vermeiden.
Wa¨hrend lange Zeit die mit ab-initio-Verfahren berechneten intermolekularen Wechselwir-
kungsenergien der Minimumsgeometrie des Wasserdimers (Kapitel 2.1, Abbildung 2.1, Nr. 1)
Werte lieferten, die weit von dessen vermuteter wirklicher Wechselwirkungsenergie entfernt wa-
ren, haben in letzter Zeit Basissatz-Extrapolationsverfahren [77, 78, 79], Rechnungen mit sehr
großen Basissa¨tzen [80] und Møller-Plesset-Sto¨rungstheorie zweiter Ordnung mit expliziter
Beru¨cksichtigung der Abha¨ngigkeit der Wellenfunktion von den Elektron-Elektron-Absta¨nden
(MP2-R12) [81] eine enorme Verbesserung der Genauigkeit der Wechselwirkungsenergien er-
bracht. So ergab eine sto¨rungstheoretische Møller-Plesset-Rechnung zweiter Ordnung mit
nicht korrelierten core-Elektronen (MP2 frozen core) in der aug-cc-pV5Z-Basis (insgesamt 574
kontrahierte Basisfunktionen) [79] eine Counterpoise-korrigierte Wechselwirkungsenergie von
-20.28 kJ/mol und eine praktisch BSSE-freie MP2-R12-Rechnung mit 444 Basisfunktionen an
der gleichen Geometrie eine Wechselwirkungsenergie von -20.51 kJ/mol.
Von van Duijneveldt-van de Rijdt et al. [82] wurde schließlich ein wechselwirkungsoptimier-
ter Basissatz mit 249 Funktionen fu¨r die Minimumsgeometrie des Wasserdimers entwickelt,
6auch als IO249-Basis bezeichnet, die Wechselwirkungsenergien des Wasserdimers liefert, die
nicht weit vom Basissatzlimit entfernt sind. Dieser Basissatz wurde von Klopper et al. zur
Optimierung einer Minimumsgeometrie des Wasserdimers verwendet [83]. Bei dieser Geo-
metrie ergibt sich nach der Coupled-Cluster-Theorie mit Singles-, Doubles- und nichtiterati-
ver sto¨rungstheoretischer Korrektur fu¨r die Triples-Anregungen (CCSD(T)) eine Wechselwir-
kungsenergie fu¨r das Wasserdimer in dem IO249-Basissatz mit korrelierten Core-Elektronen
von -20.89 kJ/mol. Die wirkliche Tiefe des intermolekularen Wasserdimer-Potentials wurde
von Klopper et al. [83] auf -21.0 ± 0.2 kJ/mol gescha¨tzt.
Der IO249-Basissatz entha¨lt einen Basissatz an dem Wasserstoffbru¨cken-Wasserstoffatom,
der gro¨ßer ist als der der anderen Wasserstoffatome und einen Bondfunktionensatz, der sich in
der Mitte zwischen dem Wasserstoffbru¨cken-Wasserstoff- und -Sauerstoffatom befindet. Des-
halb ist dieser Basissatz eigentlich nur fu¨r die Minimumsgeometrie des Wasserdimers brauch-
bar. Symmetrisiert man den IO249-Basissatz, indem man den kleineren Wasserstoff-Basissatz
fu¨r alle Wasserstoffatome verwendet und die Bondfunktionen in die Mitte zwischen die beiden
Sauerstoffatome schiebt, erha¨lt man einen Basissatz mit 241 Basisfunktionen, in dieser Arbeit
als IO241 bezeichnet, der ebenfalls sehr gute Werte fu¨r die intermolekulare Wechselwirkungs-
energie liefert (vgl. Tabelle 6.1 in Kapitel 6.1).
Spektroskopisch wurde das Wasserdimer zuna¨chst mit Mikrowellen-Spektroskopie [84],
spa¨ter mit Infrarotspektroskopie [85, 86] und mit Spektroskopie im fernen Infrarotbereich cha-
rakterisiert [87, 88, 89, 90]. Im Wasserdimer ko¨nnen die Monomere zwischen acht a¨quivalenten
Minima durch die sie trennenden Barrieren tunneln, was zu Tunnelaufspaltungen bei den Vi-
brationsniveaus fu¨hrt und sich in den Spektren im fernen Infrarotbereich beobachten la¨ßt. Die
niedrigste Barriere und damit die gro¨ßte Tunnelaufspaltung von etwa 10 cm−1 hat das soge-
nannte Akzeptor-Tunneln, welches u¨ber den stationa¨ren Punkt Nr. 2 aus Abbildung 2.1 von
Kapitel 2.1 verla¨uft. Der Donor-Akzeptor-Austausch verla¨uft u¨ber den stationa¨ren Punkt Nr. 4
aus derselben Abbildung und verursacht eine Tunnelaufspaltung in einer Gro¨ßenordnung von 1
cm−1. Das Donor- oder Bifurkationstunneln verla¨uft u¨ber den stationa¨ren Punkt Nr. 9. Dieses
hat die ho¨chste Tunnelbarriere und verursacht keine Tunnelaufspaltungen, sondern nur eine
Verschiebung der Schwingungsenergieniveaus. Oft nennt man die Infrarotspektren in dem Be-
reich, in dem diese Tunnelaufspaltungen auftreten, auch Vibrations-Rotations-Tunnelspektren
oder kurz VRT-Spektren. Eine U¨bersicht u¨ber die Spektren des Wasserdimers und -trimers
findet man in einem Artikel von Wormer et al. [91].
Anhand der bisherigen Ausfu¨hrungen in diesem Kapitel kann man erkennen, wie wichtig
eine genaue intermolekulare Potentialenergiefla¨che des Wasserdimers ist: Sie ist Vorausset-
zung (neben dem intermolekularen Mehrko¨rperwechselwirkungspotential, das zusa¨tzlich er-
forderlich ist) fu¨r die Durchfu¨hrbarkeit von genauen Molekulardynamik-Simulationen. Ferner
beno¨tigt man eine intermolekulare Potentialenergiefla¨che des Wasserdimers fu¨r die Geome-
trieoptimierung von großen Wasserclustern und fu¨r die Berechnung der Vibrations-Rotations-
Tunnelspektren kleiner Wassercluster [92]. Die Anzahl der bereits vorhandenen intermole-
kularen Potentialenergiefla¨chen fu¨r das Wasserdimer ist so groß, daß eine vollsta¨ndige Be-
schreibung oder auch nur Erwa¨hnung aller Potentialenergiefla¨chen den Rahmen dieser Arbeit
sprengen wu¨rde. Stattdessen sei hier hauptsa¨chlich auf die Potentialenergiefla¨chen eingegan-
gen, die fu¨r einen Vergleich mit der in dieser Arbeit entworfenen Potentialenergiefla¨che in-
teressant sind. Dies sind hier insbesondere nicht die bereits erwa¨hnten an thermodynamische
Daten des Wassers gefitteten effektiven Potentiale, sondern die an ab-initio-berechnete Punkte
der intermolekularen Potentialenergiefla¨che des Wasserdimers gefitteten Modellpotentiale. Fu¨r
einen vollsta¨ndigeren U¨berblick sei auf [10, 68, 93] und die dort zitierten Referenzen verwie-
sen. Ein an ab-initio-Punkte gefittetes Potential, das Ausgangspunkt fu¨r viele intermolekulare
7Wasserdimer-Wechselwirkungspotentiale geworden ist, ist das MCY-Potential [94], das neben
den Punktladungswechselwirkungen noch isotrope, exponentiell abfallende Atom-Atom-Terme
entha¨lt. Viele Potentiale [93] sind stark an der Multipolentwicklung orientiert. Bei der Mul-
tipolentwicklung der Induktionsenergien lassen sich entweder ab-initio-berechnete Multipol-
Multipol-Polarisierbarkeiten verwenden oder aus den elektrostatischen Potentialen und In-
duktionsenergien bestimmte Multipol-Multipol-Polarisierbarkeiten. Die multipolentwickelten
Dispersions- und Induktionsenergien lassen sich als Cn/R
n-Entwicklungen schreiben. Hier-
bei werden diese 1/Rn-Entwicklungen oft durch Multiplikation mit R-abha¨ngigen Funktionen
geda¨mpft. In der Literatur sind viele solcher Da¨mpfungsfunktionen, vor allem fu¨r die Disper-
sionsenergie, zu finden, sollen aber an dieser Stelle nicht beschrieben werden. Am ha¨ufigsten
werden die Da¨mpfungsfunktionen von Tang und Toennies verwendet [95].
Ein Beispiel fu¨r ein stark an der Multipolentwicklung orientiertes Potential ist das ASP-
W4-Potential von Millot et al. [68]. Dieses Potential entha¨lt die multipolentwickelten elektro-
statischen- und Induktionswechselwirkungsenergien sowie eine mit Tang-Toennies-Funktionen
geda¨mpfte 1/Rn-Entwicklung fu¨r die Dispersionsenergie. Die Charge-Transfer- und die Aus-
tauschwechselwirkungsenergien wurden durch anisotrope exponentiell abfallende Funktionen
gefittet.
Erwa¨hnenswert unter den neueren Potentialen sind das SAPT-5s-Potential und die hiervon
abgeleiteten Potentiale [96, 97, 98, 32, 33]. Dieses Modellpotential entha¨lt 5 unterschiedliche
Typen von Positionen, an denen Punktladungen positioniert sind, deren Wechselwirkungsener-
gie durch Tang-Toennies-Funktionen geda¨mpft wird. Ferner wirken zwischen diesen Punkten
isotrope, exponentiell abfallende Wechselwirkungsenergiebeitra¨ge. Die Induktions- und Disper-
sionswechselwirkungsenergiebeitra¨ge werden durch Cn/R
n-Terme mit n = 6, 8, 10 modelliert.
Das SAPT-5s-Potential la¨ßt sich mit geringem Rechenaufwand berechnen, entha¨lt etwa 60
Parameter und wurde an 2510 ab-initio-Punkte der intermolekularen Potentialenergiefla¨che
des Wasserdimers gefittet. Um die Vibrations-Rotations-Tunnelaufspaltungen besser zu repro-
duzieren wurden die Fitparameter des SAPT-5s-Potentials rejustiert. Dieses neue Potential,
das die Vibrations-Rotations-Tunnelaufspaltungen gut und den zweiten Virialkoeffizienten des
Wassers nicht so gut wie SAPT-5s, aber immer noch befriedigend wiedergibt, wird als SAPT-
5st bezeichnet. Inzwischen wurde auch der Versuch unternommen, dieses Modell mit flexiblen
Monomeren zu verwenden [98].
Von Burnham et al. wurde eine Reihe von Potentialen entworfen, die auf dem Thole-Modell
fu¨r den elektrostatischen Wechselwirkungstensor fu¨r “verschmierte” Punktladungen [99] be-
ruht: TTM [100], TTM2-R [69] und TTM2-F [70]. Diese Modelle verwenden fu¨r die elektro-
statische und die Induktionswechselwirkungsenergie den nach dem Thole-Modell modifizierten
elektrostatischen Wechselwirkungstensor und fu¨r die Dispersionswechselwirkungsenergie eine
Cn/R
n-Entwicklung mit n = 6, 10, 12. Das TTM2-F-Potential ist das entsprechende Potential
mit flexiblen Wassermonomeren.
Daru¨ber hinaus existieren intermolekulare Potentialenergiefla¨chen fu¨r das Wasserdimer, die
unter Beru¨cksichtigung der Daten der Vibrations-Rotations-Tunnelspektren erstellt wurden
[101, 102].
Keine der bislang bekannten intermolekularen Potentialenergiefla¨chen des Wasserdimers
wurde an die getrennten, physikalisch bedeutsamen Einzelbeitra¨ge zur intermolekularen Wech-
selwirkungsenergie wie den elektrostatischen, den Induktions-, den Dispersions- und den Aus-
tauschenergiebeitrag gefittet. Daher geben die meisten intermolekularen Wechselwirkungspo-
tentiale zwar verha¨ltnisma¨ßig gut die gesamte Wechselwirkungsenergie des Wasserdimers wie-
der, jedoch liefern die Terme, die in diesen Potentialen die genannten Einzelbeitra¨ge zur inter-
molekularen Wechselwirkungsenergie darstellen sollen, Energiewerte fu¨r diese Einzelbeitra¨ge,
8die mit denen der entsprechenden ab-initio-berechneten Beitra¨ge nur schlecht u¨bereinstimmen
[103]. Damit entsprechen diese Potentialenergiefla¨chen nicht den physikalischen Modellvorstel-
lungen, die ihre analytische Form bestimmt haben.
Das Ziel dieser Arbeit ist es, diesem Mangel abzuhelfen und ein Wechselwirkungspoten-
tial zu bestimmen, welches die intermolekular sto¨rungstheoretisch begru¨ndete Aufspaltung
der Gesamt-Wechselwirkungsenergie in Einzelbeitra¨ge vernu¨nftig wiederspiegelt. Damit ver-
knu¨pft sich insbesondere auch die Hoffnung, Mehrko¨rper-Induktionsenergien als den bedeut-
samsten Teil der Mehrko¨rper-Wechselwirkungsenergien zuverla¨ssiger beschreiben zu ko¨nnen.
Die erwa¨hnten Einzelbeitra¨ge zur intermolekularen Wechselwirkungsenergie wurden in dieser
Arbeit mit dem Programmpacket zur symmetrieadaptierten Sto¨rungstheorie (SAPT) von Je-
ziorski et al. [104, 105, 106] berechnet. Zuvor wurden jedoch zuna¨chst die Genauigkeit von
SAPT und unterschiedlicher Basissa¨tze fu¨r das Wasserdimer getestet, wobei die Aufteilung
der Gesamt-Wechselwirkungsenergie in Einzelbeitra¨ge bei SAPT sehr nu¨tzliche Hintergrund-
informationen lieferte.
Diese Arbeit ist wie folgt aufgebaut: Zuna¨chst wird ein U¨berblick u¨ber den theoretischen
Hintergrund der in dieser Arbeit verwendeten Verfahren und Gro¨ßen zum Testen einer intermo-
lekularen Potentialenergiefla¨che und der Anwendung sto¨rungstheoretischer Methoden zur Be-
rechnung intermolekularer Wechselwirkungen gegeben. Hierauf folgen Kapitel, die sich mit der
Genauigkeit von ab-initio-Rechnungen am Wasserdimer bescha¨ftigen. Das SAPT-Verfahren er-
laubt es, die durch das Potential des anderen Monomers gesto¨rten Monomerwellenfunktionen
in unterschiedlichen Basisfunktions-Teilsa¨tzen des vollen Dimer-Basissatzes relaxieren zu las-
sen [107]. In diesen Kapiteln wird untersucht, wie sich die Verwendung von Bondfunktionen,
d.h. eines Satzes von Basisfunktionen, der nicht auf bestimmten Atomen, sondern in der zwi-
schenmolekularen Region positioniert ist [108, 109, 110, 111, 112], und von unterschiedlichen
Basisfunktions-Teilsa¨tzen auf die Genauigkeit der jeweiligen SAPT-Einzelenergiebeitra¨ge aus-
wirkt. Zudem wird das Konvergenzverhalten der SAPT-Einzelenergiebeitra¨ge mit der Gro¨ße
des Basissatzes untersucht. Schließlich wird getestet, wie gut unterschiedliche Basissa¨tze und
Korrelationsverfahren bei all den Dimer-Geometrien u¨bereinstimmen, die fu¨r den Fit der in
dieser Arbeit vorgestellten intermolekularen Potentialenergiefla¨che verwendet wurden. Auf die
Kapitel zur Genauigkeit der ab-initio-Wasserdimer-Rechnungen folgen Kapitel, die die theo-
retischen Modelle zur Beschreibung unterschiedlicher Einzelenergiebeitra¨ge zur intermoleku-
laren Wechselwirkungsenergie kurz vorstellen und die betreffenden Fitmodelle beschreiben.
Anschließend wird die Qualita¨t der Fitmodelle fu¨r die betreffenden Einzelenergiebeitra¨ge ge-
testet, z.B. durch Vergleich mit den entsprechenden SAPT-Werten an den fu¨r den Fit ver-
wendeten Dimer-Geometrien und gegebenenfalls an Punkten der intermolekularen Potentia-
lenergiefla¨che, die nicht in den Fit einbezogen wurden. Auf diese Weise werden in diesen
Kapiteln die Einzelenergiebeitra¨ge in der Reihenfolge der elektrostatischen-, der Austausch-,
der Induktions- und zuletzt der Dispersionswechselwirkungsenergie abgehandelt. Schließlich
folgen Kapitel, in denen sich die Qualita¨tstests fu¨r die intermolekulare Potentialenergiefla¨che
der Gesamt-Wechselwirkungsenergie befinden, welche die Summe der in den vorherigen Ka-
piteln beschriebenen Fits der Einzelenergiebeitra¨ge ist. Hier wird die Abweichung der Poten-
tialenergiefla¨che fu¨r die Gesamt-Wechselwirkungsenergie von den entsprechenden mit SAPT
berechneten Werten an den fu¨r den Fit verwendeten Dimer-Geometrien sowie an den stati-
ona¨ren Punkten der intermolekularen Potentialenergiefla¨che des Wasserdimers nach Smith et
al. [113] getestet (vgl. auch Kapitel 2.1, Abbildung 2.1), welche nicht in die Fits der Einzel-
energiebeitra¨ge einbezogen wurden. Außerdem wurde der zweite Virialkoeffizient des Wassers
mit der Potentialenergiefla¨che fu¨r die Gesamt-Wechselwirkungsenergie bei unterschiedlichen
Temperaturen berechnet und mit den entsprechenden Werten verglichen, die andere Potentiale
9ergaben.
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Kapitel 2
Qualita¨tstests fu¨r intermolekulare
Potentialenergiefla¨chen des
Wasserdimers
2.1 Stationa¨re Punkte der Potentialenergiefla¨che und
Vibrations-Rotations-Tunnel-Spektren (VRT-Spek-
tren).
Durch die Arbeiten von Millot et al. [68] und van Duijneveldt-van de Rijdt et al. [103] ist die Be-
rechnung der zuerst von Smith et al. [113] gegebenen 10 stationa¨ren Punkte der Wasserdimer-
Potentialenergiefla¨che zu einem etablierten Standardtest analytischer Fitpotentiale geworden,
obwohl heute Untersuchungen existieren, die zwar nicht auf Counterpoise-korrigiertem Niveau,
aber mit einem gro¨ßeren Basissatz durchgefu¨hrt wurden [114, 115].
Die Geometrien der stationa¨ren Punkte der intermolekularen Potentialenergiefla¨che des
Wasserdimers nach Smith et al. [113] sind in Abbildung 2.1 gezeigt. Die Geometrien mit
den Nummern 2, 4 und 9 in dieser Abbildung sind stationa¨re Punkte auf den Tunnelpfaden
zwischen unterschiedlichen Anordnungen der Minimumsgeometrie der intermolekularen Po-
tentialenergiefla¨che [115] und damit zusammen mit der Minimumsgeometrie Nummer 1 von
großer Bedeutung fu¨r die mit einer Potentialenergiefla¨che berechneten Vibrations-Rotations-
Tunnel- (VRT)-Spektren. Im Umkehrschluß muß aber nicht notwendigerweise gelten, daß eine
Potentialenergiefla¨che, die die VRT-Spektren gut reproduziert, auch die Sattelpunktsgeometri-
en richtig wiedergibt. So liefert zwar die SAPT-5st-Potentialenergiefla¨che [97] VRT-Spektren,
die gut mit dem Experiment u¨bereinstimmen, doch statt Sattelpunkt Nummer 2 wird hier ein
Sattelpunkt anderer Geometrie gefunden [96].
Die anderen Sattelpunkte der intermolekularen Potentialenergiefla¨che des Wasserdimers
sind nicht mehr oder weniger wichtig als ein beliebiger anderer Punkt der intermolekularen
Potentialenergiefla¨che mit einer a¨hnlichen intermolekularen Wechselwirkungsenergie. Dennoch
ist die U¨bereinstimmung der Geometrien, intermolekularen Wechselwirkungsenergien und der
Anzahl der imagina¨ren Frequenzen der Sattelpunkte einer Potentialenergiefla¨che mit den ent-
sprechenden Werten der auf hohem ab-initio-Niveau berechneten Sattelpunkte ein wichtiger
Test dieser Potentialenergiefla¨che, vor allem wenn nicht schon von Anfang an diese oder
a¨hnliche Punkte bei der Konstruktion der Potentialenergiefla¨che mitgefittet wurden. Unter-
schiede bei der Anzahl der imagina¨ren Frequenzen oder starke Abweichungen von den ab-initio-
Wechselwirkungsenergien oder -Sattelpunktsgeometrien, die entweder bei dem Modellpotential
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oder bei dem ab-initio-Potential nicht oder zusa¨tzlich gefunden werden, sind Hinweise auf un-
physikalische Artefakte in dem Modellpotential (falls die ab-initio-Fla¨che so genau ist, daß sie
nicht ihrerseits unphysikalische Artefakte entha¨lt).
Tabelle 2.1: Intermolekulare Wechselwirkungsenergien Eint, Anzahl der imagina¨ren Frequen-
zen Ni und O − O - Absta¨nde ROO der Geometrien von Smith et al. [113]. Eint wurde mit
SAPT in dem gleichen Basissatz berechnet, wie er auch fu¨r die Berechnung der gesamten
Potentialenergiefla¨che in dieser Arbeit verwendet wurde (siehe unten). Die Anzahl der ima-
gina¨ren Frequenzen stammt aus [113]. ∆Eint ist die Energie relativ zur Minimumsgeometrie
1. Die Nummerierung der Geometrien entspricht der von Abbildung 2.1.
Nr. Eint [kJ/mol] ∆Eint [kJ/mol] Ni ROO [A˚]
1 -21.073 0.000 0 2.896
2 -19.059 2.014 1 2.914
3 -18.966 2.107 2 2.916
4 -17.882 3.191 1 2.770
5 -17.027 4.046 2 2.746
6 -16.955 4.118 3 2.735
7 -13.638 7.435 2 2.868
8 -5.444 15.629 3 3.382
9 -12.826 8.247 1 2.918
10 -9.318 11.755 2 3.105
2.2 Die Paarverteilungsfunktion des flu¨ssigen Wassers
Aufschlußreiche Informationen u¨ber die Struktur des flu¨ssigen Wassers lassen sich durch einen
Vergleich der Paarkorrelationsfunktion der Sauerstoffatome des flu¨ssigen Wassers (vgl. Abb.
2.3) und der Paarkorrelationsfunktion des flu¨ssigen Argons erhalten [4]. Argon hat einen van
der Waals-Durchmesser von σ = 3.4A˚ und das Wassermoleku¨l hat einen van der Waals-
Durchmesser von σ = 2.8A˚. Um einen direkten Vergleich der Korrelationsfunktionen mo¨glich
zu machen, ist es u¨blich, die Paarkorrelationsfunktionen gegen den mit dem van der Waals-
Durchmesser skalierten Abstand R∗ = R/σ aufzutragen.
Festes Argon hat eine hexagonal dichtest gepackte Kristallstruktur, in der jedes Argona-
tom 12 na¨chste Nachbarn hat. Im Eis dagegen ist jedes Wassermoleku¨l von 4 na¨chsten Nach-
barn tetraedrisch umgeben. Der O − O-Abstand zweier an ein Wassermoleku¨l wasserstoff-
bru¨ckengebundener Wassermoleku¨le ist aufgrund der tetraedrischen Anordnung der Moleku¨le
etwa das 1.6-fache des Wasserstoffbru¨ckenabstandes bzw. des van der Waals-Durchmessers.
Demgegenu¨ber ist beim Argon der na¨chstgro¨ßere Atom-Atom-Abstand das 2-fache des van
der Waals-Durchmessers. Dies bleibt sowohl beim Wasser als auch beim Argon im flu¨ssigen
Zustand so, wie sich an den Paarkorrelationsfunktionen zeigt. Im flu¨ssigen Argon hat jedes
Argonatom etwa 10 na¨chste Nachbarn, wobei die Anzahl mit steigender Temperatur stark ab-
nimmt. Im flu¨ssigen Wasser dagegen ist die Anzahl der na¨chsten Nachbarn mit etwa 4.4 ho¨her
als im Festko¨rper und nimmt mit steigender Temperatur leicht zu, bis sie beim Siedepunkt
einen Wert von etwa 5 erreicht hat [4]. Somit kollabiert die nicht sehr dicht gepackte Struktur
des Eises beim Schmelzen zu einer dichter gepackten ungeordneten Flu¨ssigkeitsstruktur. Bis
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1, Cs 2, C1
3, Cs, planar
4, Ci
5, C2
6, C2h, planar
7, Cs 8, C2h
9, C2v
10, C2v, planar
Abbildung 2.1: Stationa¨re Punkte der intermolekularen Potentialenergiefla¨che des Wasserdi-
mers nach Smith et al. [113].
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Atom-Atom Atomnr.-Atomnr. Abb. 2.2 Streuexperimente
(Abb. 2.2) R [A˚] R/σ R [A˚] R/σ
O−O 1−4 2.8000 1.000 1.0
4−7 4.5724 1.633 1.6
O−H 1−3 0.9716 0.3470 *
1−5 1.8297 0.6535 1.85
3−4 3.2716 1.168 3.25
1−6 3.2221 1.151 3.25
4−8 3.7932 1.355
H−H 2−3 1.5385 0.5495 *
3−5 2.3632 0.8440 2.4
3−6 3.7870 1.353
∗ : Atom-Atom-Abstand innerhalb eines Monomers.
1
2 3
4
5
6
7
8
9
Abbildung 2.2: Wassertrimer-Geometrie, die zwei Minimumsgeometrien des Wasserdimers
entha¨lt. Die Wassermonomere werden als regula¨re Tetraeder angesehen und die Geometrie
als Tetraederspitze-Tetraederspitze-Anordnungen der beiden oberen Moleku¨le mit dem mitt-
leren unteren Moleku¨l gebildet. Der O − O-Abstand der beiden so gebildeten Wasserstoff-
bru¨ckenbindungen wird gleich dem van der Waals-Durchmesser des Wassermoleku¨ls σ = 2.8A˚
gesetzt. Die Tabelle zeigt einen Vergleich der Atom-Atom-Absta¨nde dieser Geometrie mit Po-
sitionen der Peaks der Paarkorrelationsfunktionen, die durch Streuexperimente mit γ- und
Neutronenstrahlen erhalten wurden [4] (unter Bezug auf Daten aus [116]).
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Abbildung 2.3: Partielle gOO- (oben), gOH- (mitte) und gHH- (unten) Paarkorrelationsfunktio-
nen fu¨r Wasser bei 298 K und Atmospha¨rendruck, bestimmt aus Daten von Neutronenstreu-
experimenten [117].
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etwa 4◦C steigt die Dichte des Wassers mit steigender Temperatur, bis schließlich die thermi-
sche Ausdehnung so groß ist, daß sie nicht mehr durch die Zunahme der Anzahl der na¨chsten
Nachbarn pro Wassermoleku¨l ausgeglichen werden kann [4]. Insgesamt zeigt dies, daß das Was-
ser eine sta¨rker strukturierte Flu¨ssigkeit ist, als das flu¨ssige Argon. Dies wird ferner durch die
Tatsache besta¨tigt, daß beim flu¨ssigen Wasser der Peak der na¨chsten Nachbarn nicht so breit
ist wie beim Argon. Allerdings zeigen die Paarverteilungsfunktionen, daß beim flu¨ssigen Was-
ser wie beim flu¨ssigen Argon hinter R∗ = 3 keine weiteren Peaks erkennbar sind und damit in
diesem Abstandsbereich auch keine geordneten Strukturen vorhanden sind.
Die Peaks der Atom-Atom-Paarverteilungsfunktionen des flu¨ssigen Wassers (vgl. Abb. 2.3)
lassen sich gut anhand einer Wassertrimer-Struktur erkla¨ren, bei der von einem Wassermoleku¨l
zwei Wasserstoffbru¨cken zu zwei anderen Wassermoleku¨len gebildet werden [4, 118]. Hierbei ist
derO−O−O-Winkel gleich dem regula¨ren Tetraederwinkel und derO−O - Abstand gleich dem
van der Waals-Durchmesser. Diese Wassertrimer-Anordnung ist in Abb. 2.2 gezeigt. In der Ta-
belle zu der Abbildung sind die Atom-Atom-Absta¨nde bei dieser Geometrie angegeben, zusam-
men mit den Positionen der vergleichbaren Peaks der Atom-Atom-Paarverteilungsfunktionen,
die durch Ro¨ntgen- und Neutronenstreuexperimente erhalten wurden.
Wie zu erwarten ist, treten die scha¨rfsten Peaks der Atom-Atom-Paarverteilungsfunktionen
bei den entsprechenden interatomaren Absta¨nden des Wassermonomers auf.
Bei der O−H-Paarverteilungsfunktionen erscheint neben dem Intramonomer-O−H-Peak
noch bei 1.85A˚ der Peak fu¨r den O −H-Abstand der Wasserstoffbru¨cke und bei 3.25 A˚ der
Peak fu¨r die anderen O − H-Absta¨nde innerhalb der intermolekularen Minimumsgeometrie
des Wasserdimers.
Die H − H-Paarverteilungsfunktion zeigt neben dem Intramonomer-Peak einen Peak fu¨r
den ku¨rzesten H−H-Abstand zwischen zwei wasserstoffbru¨ckengebundenen Wassermoleku¨len
bei 2.4 A˚. Der na¨chste Peak hinter diesem ist sehr breit, so daß er sich nicht mehr einer
definierten Struktur zuordnen la¨ßt.
Diese Diskussion zeigt, daß aufgrund der Wasserstoffbru¨ckenbindungen im flu¨ssigen Wasser
eine starke Nahordnung der Wassermoleku¨le vorhanden ist. Dies soll an dieser Stelle Anlass
zu einigen begru¨ndeten Vermutungen sein, welche Bedingungen eine Potentialenergiefla¨che
erfu¨llen muß, um bei Computersimulationen die Paarverteilungsfunktionen des flu¨ssigen Was-
sers hinreichend genau wiederzugeben. Es la¨ßt sich annehmen, daß in dem Abstandsbereich,
in dem die erwa¨hnte Nahordnung auftritt, die Abha¨ngigkeit der Potentialenergiefla¨che von der
gegenseitigen Orientierung der Monomere sehr wichtig ist, und hierbei die Orientierungen, die
der Ausbildung einer Wasserstoffbru¨ckenbindung entsprechen, eine bedeutende Rolle spielen.
Bei gro¨ßeren Monomer-Absta¨nden ist dann vermutlich nur noch wichtig, daß die u¨ber alle
Orientierungen gemittelte Wechselwirkungsenergie gut beschrieben wird.
Will man mit einer an ab-initio-Daten gefitteten intermolekularen Potentialenergiefla¨che
anhand von Computersimulationen eine Paarverteilungsfunktion erhalten, ist zu beru¨cksich-
tigen, daß gegebenenfalls eine Beschreibung des betrachteten Ensembles von Monomeren mit
Hilfe der klassischen Mechanik nicht ausreicht, so daß Simulationsverfahren verwendet werden
mu¨ssen, die Quanteneffekte beru¨cksichtigen. Es stellt sich also nun die Frage, in welchen Fa¨llen
diese Quanteneffekte bedeutend sind. Allgemein la¨ßt sich sagen, daß ein System sich klassisch
verha¨lt, wenn die de Broglie Wellenla¨nge seiner Teilchen
λDB =
h
p
(2.1)
sehr klein gegenu¨ber den intermolekularen La¨ngenskalen ist. Eine gute Abscha¨tzung fu¨r λDB
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erha¨lt man durch Verwendung des mittleren Betrages des Impulses, (Kapitel 7.1 von [118]):
λDB ≈ h〈|p|〉 . (2.2)
〈|p|〉 la¨ßt sich mit Hilfe der Maxwell-Boltzmann-Statistik bestimmen [118]:
〈|p|〉 =
∫
dp |p| exp
(
−βp2
2m
)
∫
dp exp
(
−βp2
2m
) = 4pi ∫∞0 dp p3 exp
(
−βp2
2m
)
[∫∞
−∞ dp exp
(
−βp2
2m
)]3
=
√
8kBTm/pi, (2.3)
wobei β = 1
kBT
und kB die Boltzmann-Konstante ist. Somit erha¨lt man:
λDB =
h√
8kBTm/pi
. (2.4)
Eine erste Abscha¨tzung wa¨re die Annahme, daß λDB kleiner als der van der Waals-Durchmesser
σ des Teilchens sein sollte. Entscheidend ist jedoch, wie groß die durch λDB verursachte
Unscha¨rfe in der Wechselwirkungsenergie ∆E im Verha¨ltnis zu kBT ist. Diese Energieunscha¨rfe
ist na¨herungsweise das Produkt der Kraft auf ein Teilchen multipliziert mit der Ortsunscha¨rfe,
also ∆E ≈ λDB〈|F |〉, so daß das folgende Kriterium fu¨r ein klassisch mechanisches Verhalten
eines Teilchens gilt [118]:
λDB〈|F |〉
kBT
sehr klein. (2.5)
In (2.4) tritt die Masse des Teilchens im Nenner auf, so daß Teilchen kleiner Masse die gro¨ßten
Quanteneffekte haben. Das Wassermoleku¨l besitzt eine mittelgroße Masse, so daß die Quan-
teneffekte bezu¨glich der Translationsbewegungen des Wassermoleku¨ls in der Regel nicht sehr
groß sein du¨rften. Die beiden Wasserstoffatome des Wassermoleku¨ls sind jedoch sehr leicht, so
daß Quanteneffekte hinsichtlich der Rotationsbewegungen des Wassermoleku¨ls im Vergleich
zu den Translationsbewegungen ausgepra¨gter sein sollten. Dies zeigt sich dann auch bei den
zweiten Virialkoeffizienten des Wassers. Insgesamt bewirken die Quanteneffekte, daß die Peaks
der Paarverteilungsfunktionen unscha¨rfer werden.
Um Paarverteilungsfunktionen guter Qualita¨t zu erhalten, sollte idealerweise eine Poten-
tialenergiefla¨che verwendet werden, die nichtadditive Mehrko¨rperwechselwirkungen ada¨quat
beschreibt und die Effekte der Deformation der internen Freiheitsgrade der Wassermonomere
durch intermolekulare Wechselwirkungen beru¨cksichtigt. Aufgrund der hieraus auftretenden
Verkomplizierung des Problems der Beschreibung der Potentialenergiefla¨che wurde hier er-
steres nur teilweise durch die Verwendung von geda¨mpften Multipolpolarisierbarkeiten und
letzteres gar nicht beru¨cksichtigt.
2.3 Der zweite Virialkoeffizient des Wassers
Die Virialentwicklung ist die Entwicklung des Druckes eines nichtidealen Gases in eine Po-
tenzreihe seiner Dichte ρ = N/V :
p = kBT
(
ρ+B2(T )ρ
2 +B3(T )ρ
3 + . . .
)
. (2.6)
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Hierbei ist kB die Boltzmann-Konstante. Die Bn(T ) sind Gro¨ßen, die von dem Volumen der
wechselwirkenden Moleku¨le und der Sta¨rke der n-Teilchen-Wechselwirkungsenergien zwischen
diesen abha¨ngen. Von allen diesen Koeffizienten ist das gro¨ßte Interesse dem zweiten Virialkoef-
fizienten gewidmet, der von dem Zweiko¨rper - Wechselwirkungspotential der wechselwirkenden
Moleku¨le abha¨ngt.
Der Ausdruck fu¨r den zweiten Virialkoeffizienten fu¨r ein System, das sich entsprechend den
Gesetzen der klassischen Mechanik verha¨lt, ist [119, 120]:
Bcl2 (T ) = −
1
2
∫
〈exp
(
− U12
kBT
)
− 1〉ω1ω2dr (2.7)
= −2pi
∫
〈exp
(
− U12
kBT
)
− 1〉ω1ω2r2dr (2.8)
= −1
2
∫
drf(r) = −2pi
∫
f(r)r2dr. (2.9)
Hierbei ist U12 die intermolekulare Wechselwirkungsenergie und 〈〉ω1ω2 bezeichnet die vom
intermolekularen Abstand r abha¨ngige, u¨ber alle Monomer-Monomer-Orientierungen gemit-
telte Funktion, die innerhalb von 〈〉ω1ω2 steht. Bcl2 (T ) ergibt gegenu¨ber dem richtigen zweiten
Virialkoeffizienten zu negative Werte, weil keine Quanteneffekte auf die Moleku¨lbewegungen
beru¨cksichtigt werden [120].
Ein Verfahren, Korrekturen fu¨r die Quanteneffekte auf den zweiten Virialkoeffizienten zu
erhalten, beruht auf dem Verfahren von Kirkwood und Wigner, auf das hier allerdings nicht
na¨her eingegangen werden soll [121, 122, 123]. In erster Ordnung ergibt dieses Verfahren fu¨r
die Quantenkorrektur [120]:
B(T ) ≈ Bcl+qm12 (T ) = Bcl2 (T ) +Bqm12 (T ) (2.10)
Bqm12 (T ) =
~2
24 (kBT )
3
∫
〈exp
(
− U12
kBT
)
1
2
2∑
i=1
(
F2i
M
+
3∑
α=1
T 2αi
Iααi
)
〉ω1ω2dr (2.11)
=
pi~2
6 (kBT )
3
∫
〈exp
(
− U12
kBT
)
1
2
2∑
i=1
(
F2i
M
+
3∑
α=1
T 2αi
Iααi
)
〉ω1ω2r2dr. (2.12)
Hierbei bezeichnet der Index i die Nummer des Monomers in dem wechselwirkenden Dimer,
Fi die Kraft auf das Massenzentrum von Moleku¨l i und Tαi und Iααi die Komponente α des
Drehmomentes bzw. Tra¨gheitsmomentes von Moleku¨l i im moleku¨lzentrierten Koordinatensy-
stem. Bqm12 fu¨hrt zu einer U¨berkorrektur des zweiten Virialkoeffizienten, so daß B
cl+qm1
2 in der
Regel zu positiv ist.
Ein Ausdruck, der den realen zweiten Virialkoeffizienten besser wiedergibt [120], stammt
von Takahashi und Imada [124]:
B2(T ) ≈ BTI2 (T ) = −
1
2
∫
〈exp
(
−U
TI,eff
12
kBT
)
− 1〉ω1ω2dr (2.13)
= −2pi
∫
〈exp
(
−U
TI,eff
12
kBT
)
− 1〉ω1ω2r2dr. (2.14)
Hierbei ist
UTI,eff12 = U12 +
~2
24(kBT )2
2∑
i=1
(
F2i
M
+
3∑
α=1
T 2αi
Iααi
)
. (2.15)
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Weil in dem Ausdruck fu¨r den klassischen zweiten Virialkoeffizienten (2.7) lediglich das
Potential und nicht die Moleku¨lmasse auftaucht, sind hier keine Isotopeneffekte erkennbar. So
hat z.B. D2O den gleichen klassischen zweiten Virialkoeffizienten wie H2O, wa¨hrend sich die
wirklichen zweiten Virialkoeffizienten signifikant unterscheiden. Hierbei sind die Quanteneffek-
te beim H2O gro¨ßer als beim D2O, da das Proton leichter ist als das Deuteron (vgl. Diskussion
der Quanteneffekte in dem Kapitel u¨ber die Paarverteilungsfunktionen).
Eine anschauliche Deutung von B2(T ) erha¨lt man, wenn man fu¨r das Potential U12 verein-
fachend annimmt, daß dieses bei intermolekularen Absta¨nden unendlich wird, die ku¨rzer als
die Position des Nulldurchganges σ sind und daß∣∣∣∣ U12kBT
∣∣∣∣ << 1
fu¨r Absta¨nde ≥ σ gilt. Dann la¨ßt sich f(r) in (2.8) schreiben als [125]:
f(r) =
{
−1 fu¨r |r| < σ
−U12(r)
kBT
fu¨r |r| ≥ σ. (2.16)
Somit ergibt sich nach (2.8) fu¨r den zweiten Virialkoeffizienten:
B2(T ) ≈ −1
2
[
−4pi
3
σ3 + 4pi
∫ ∞
σ
dr r2
(−U12(r)
kBT
)]
=
2pi
3
σ3 + 2pi
∫ ∞
σ
dr r2
U12(r)
kBT
= 4
4pi
3
r30 −
1
kBT
(−2pi)
∫ ∞
σ
dr r2U12(r) (2.17)
= b− a
kBT
, (2.18)
wobei
b = 4
4pi
3
r30 (2.19)
das vierfache Eigenvolumen des Moleku¨ls und
a = −2pi
∫ ∞
σ
dr r2U12(r) (2.20)
ist. (2.18) geht mit T → ∞ gegen b. In Wirklichkeit nimmt B2(T ) bei gro¨ßeren Tempera-
turen wieder ab, weil das Potential fu¨r r < σ nicht unendlich wird und damit die Moleku¨le
kompressibel sind, d. h. daß b in (2.18) mit gro¨ßeren Temperaturen abnimmt.
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Kapitel 3
Sto¨rungstheoretische Methoden zur
Berechnung intermolekularer
Wechselwirkungsbeitra¨ge
3.1 Statische und dynamische Ladungsdichte-Respon-
sefunktionen
In diesem Kapitel soll kurz der physikalische Hintergrund der statischen und dynamischen
Ladungsdichte-Responsefunktionen erla¨utert werden, die eine zentrale Rolle bei der Beschrei-
bung der Induktions- und Dispersionsbeitra¨ge zur intermolekularen Wechselwirkungsenergie
einnehmen.
Fu¨r die A¨nderung des Erwartungswertes eines zeitunabha¨ngigen Operators A zwischen den
Zeitpunkten τ = 0 und τ = t infolge einer zeitabha¨ngigen Sto¨rung h(t) = F (t)B der Grundzu-
standseigenfunktion des nicht zeitabha¨ngigen ungesto¨rten Hamiltonoperators H0, wobei B ein
zeitunabha¨ngiger Operator ist und F (t) ein multiplikativer zeitabha¨ngiger Amplitudenfaktor,
ergibt sich nach der zeitabha¨ngigen Sto¨rungstheorie 1. Ordnung ([126], Kapitel 12.1):
〈A〉t − 〈A〉0 = − i~
∫ t
−∞
dt′F (t′)
∑
n6=0
{〈0|A|n〉〈n|B|0〉 exp (−iω0n (t− t′))
− 〈0|B|n〉〈n|A|0〉 exp (iω0n (t− t′))}. (3.1)
Hierbei sind |0〉 bzw. |n〉 eine Grundzustands- bzw. angeregte Lo¨sung der zeitunabha¨ngigen
Schro¨dingergleichung:
H0|0〉 = E0|0〉
H0|n〉 = En|n〉.
Die Frequenzen ω0n sind hiermit definiert durch ω0n =
En−E0
~ . Definiert man nun die Zeitkor-
relationsfunktion zu [126]:
K (AB|t− t′) = − i
~
∑
n6=0
{〈0|A|n〉〈n|B|0〉 exp (−iω0n (t− t′))
− 〈0|B|n〉〈n|A|0〉 exp (iω0n (t− t′))}, (3.2)
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fu¨hrt die Fouriertransformierte von F (t), f(ω), ein gema¨ß:
f(ω) =
∫ ∞
−∞
F (t)eiωtdt (3.3)
F (t) =
1
2pi
∫ ∞
−∞
f(ω)e−iωtdω (3.4)
und formt die erhaltenen mathematischen Ausdru¨cke um, erha¨lt man:
〈A〉t − 〈A〉0 = δ〈A〉 = 1
2pi
∫ ∞
−∞
Π(AB|ω)f(ω)e−iωtdω, (3.5)
wobei
Π(AB|ω) =
∫ ∞
−∞
θ(τ)K(AB|τ)eiωτdτ (3.6)
die frequenzabha¨ngige Polarisierbarkeit und θ(τ) die Stufenfunktion ist:
θ(τ) =
{
0 fu¨r θ < 0
1 fu¨r θ ≥ 0. (3.7)
Setzt man nun (3.2) in (3.6) ein und verwendet∫ ∞
−∞
−iθ(τ)eixτdτ = lim
η→0+
1
x+ iη∫ ∞
−∞
θ(τ)eixτdτ = lim
η→0+
i
x+ iη
, (3.8)
erha¨lt man [126]:
Π(AB|ω) = lim
η→0+
1
~
∑
n6=0
{〈0|A|n〉〈n|B|0〉
ω − ω0n + iη −
〈0|B|n〉〈n|A|0〉
ω + ω0n + iη
}
. (3.9)
Man definiert nun die U¨bergangsdichten als
ρr(n0) = |0〉〈n| = |φ0(r)〉〈φn(r)| (3.10)
(Die Quantenzahl des bra-Zustandes steht immer links, die des ket-Zustandes immer rechts).
Verwendet man diese in (3.9), erha¨lt man die dynamische Ladungsdichte-Responsefunktion
zu:
α(r, r′, ω) = lim
η→0+
1
~
∑
n6=0
{
ρr(0n)ρr′(n0)
ω − ω0n + iη −
ρr′(0n)ρr(n0)
ω + ω0n + iη
}
. (3.11)
Fu¨r intermolekulare Dispersionsenergien ist die dynamische Ladungsdichte-Responsefunktion
mit imagina¨ren Frequenzen relevant. In diesem Fall kann man das infinitesimale iη im Nenner
wegfallen lassen, da es lediglich die Funktion hatte, die Singularita¨ten auf der reellen Achse
bei ω = ±ω0n zu umgehen:
α(r, r′, iω) =
1
~
∑
n6=0
{
ρr(0n)ρr′(n0)
iω − ω0n −
ρr′(0n)ρr(n0)
iω + ω0n
}
= −1
~
∑
n6=0
ω0n [ρr(0n)ρr′(n0) + ρr′(0n)ρr(n0)]
ω2 + ω20n
. (3.12)
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Die statische Ladungsdichte-Responsefunktion stellt den Grenzfall ω → 0 dar:
α(r, r′, 0) = −1
~
∑
n6=0
ρr(0n)ρr′(n0) + ρr′(0n)ρr(n0)
ω0n
. (3.13)
Bei reellen Orbitalen ist |0〉〈n| = |n〉〈0| bzw. ρr(n0) = ρr(0n), so daß fu¨r die dynamische und
statische Ladungsdichte-Responsefunktion gilt:
α(r, r′, iω) = −2
~
∑
n6=0
ω0nρr(0n)ρr′(n0)
ω2 + ω20n
(3.14)
α(r, r′, 0) = −2
~
∑
n6=0
ρr(0n)ρr′(n0)
ω0n
. (3.15)
3.2 Langreichweitige intermolekulare Sto¨rungstheorie
In diesem Kapitel soll kurz die langreichweitige intermolekulare Sto¨rungstheorie beschrieben
werden, wobei der Schwerpunkt dieser Beschreibung bei den Energiebeitra¨gen zweiter Ordnung
und ihrer Darstellung durch statische und dynamische Ladungsdichte-Responsefunktionen lie-
gen soll.
Der Hamiltonoperator fu¨r ein Moleku¨lsystem, das aus zwei Moleku¨len besteht, la¨ßt sich
schreiben als:
H = HA +HB +VAB. (3.16)
Hierbei sind HA und HB die Hamiltonoperatoren der isolierten Monomere A und B und VAB
ist der Operator des intermolekularen Wechselwirkungspotentials, der (in atomaren Einheiten)
entsprechend
VAB =
NAa∑
a=1
NBb∑
b=1
ZaZb
|ra − rb| −
NAa∑
a=1
NBj∑
j=1
Za
|ra − rj| −
NAi∑
i=1
NBb∑
b=1
Zb
|ri − rb| +
NAi∑
i=1
NBj∑
j=1
1
|ri − rj| (3.17)
bzw.
VAB(ri, rj) =
NAa∑
a=1
NBb∑
b=1
ZaZb
|ra − rb| −
NAa∑
a=1
Za
|ra − rj| −
NBb∑
b=1
Zb
|ri − rb| +
1
|ri − rj| (3.18)
definiert ist. Hierbei bezeichnen die Indizes a bzw. b die NAa bzw. N
B
b Atomkerne von Mono-
mer A bzw. B mit den Kernladungen Za bzw. Zb und die Indizes i bzw. j die N
A
i bzw. N
B
j
Elektronen von Monomer A bzw. B. Nimmt man nun an, es liege ein wechselwirkungsfreies
System (VAB = 0) vor und die exakten Lo¨sungen der stationa¨ren Schro¨dingergleichungen
von HA und HB seien bekannt und seien |φA0 〉 bzw. |φB0 〉, so ist auch die Lo¨sung der sta-
tiona¨ren Schro¨dingergleichung von HA + HB bekannt, es handelt sich hierbei na¨mlich um
das Produkt |φA0 〉|φB0 〉 der exakten Monomerwellenfunktionen mit dem zugeho¨rigen Eigenwert
EA + EB, wobei EA und EB die exakten Energien von Monomer A und Monomer B sind.
Man kann nun VAB als eine Sto¨rung dieses Systems betrachten und einen herko¨mmlichen
sto¨rungstheoretischen Ansatz machen, indem man in die Schro¨dingergleichung
H|ψ〉 = E|ψ〉
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die Entwicklungen
H = H0 + λV
AB = HA +HB + λVAB, (3.19)
|ψ〉 =
∞∑
n=0
λn|ψ(n)〉 mit |ψ(0)〉 = |φA0 〉|φB0 〉 und (3.20)
E =
∞∑
n=0
λnE(n) mit E(0) = EA + EB (3.21)
einsetzt und nach Potenzen des Sto¨rparameters λ sortiert, um die sto¨rungstheoretischen Aus-
dru¨cke entsprechender Ordnung zu erhalten. An dieser Stelle ist die Anmerkung zu machen,
daß man in der Regel natu¨rlich nicht die exakten Lo¨sungen der Schro¨dingergleichungen von
HA und HB zur Verfu¨gung hat und man daher in der Regel statt der exakten |φA0 〉 und |φB0 〉
Na¨herungslo¨sungen fu¨r die Monomerwellenfunktionen verwendet.
Laut stationa¨rer Sto¨rungstheorie gilt fu¨r E(2):
E(2) = 〈0|VAB|ψ(1)〉
und fu¨r |ψ(1)〉:
|ψ(1)〉 = R0
(
E(1) −VAB) |0〉 mit |0〉 = |ψ(0)〉,
so daß folgt:
E(2) = 〈0|VABR0
(
E(1) −VAB) |0〉.
Hierbei ist
R0 =
∑
i6=0
|i〉〈i|
εi − ε0
die reduzierte Grundzustandsresolvente, fu¨r die gilt:
R0E
(1)|0〉 = E(1)R0|0〉 = E(1)
∑
i6=0
|i〉〈i|0〉
εi − ε0 = 0. (3.22)
Somit folgt fu¨r E(2):
E(2) = −〈0|VABR0VAB|0〉. (3.23)
Die Zusta¨nde |i〉 des ungesto¨rten Systems sind Produkte der Wellenfunktionen von Monomer
A und B, was zwar die Forderung nach Antisymmetrie der Wellenfunktion des Dimers bei
Vertauschung zweier Elektronen aus unterschiedlichen Monomeren verletzt, fu¨r den Grenzfall
geringer U¨berlappung der Monomerwellenfunktionen aber eine gute Na¨herung darstellt. Somit
la¨ßt sich |i〉 schreiben als:
|i〉 = |φAa 〉|φBb 〉 = |φa,b〉, (3.24)
wobei a und b die ungesto¨rten Zusta¨nde von Monomer A bzw. B bezeichnen. Da |i〉 nun kein
Grundzustand der ungesto¨rten Wellenfunktion sein darf, du¨rfen wegen
|0〉 = |φA0 〉|φB0 〉 (3.25)
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a und b nicht gleichzeitig gleich Null sein. Somit la¨ßt sich die Resolvente schreiben als:
R0 =
∑
a 6=0,b=0
|φa,b〉〈φa,b|
εa,b − ε0 +
∑
a=0,b6=0
|φa,b〉〈φa,b|
εa,b − ε0 +
∑
a 6=0,b6=0
|φa,b〉〈φa,b|
εa,b − ε0 (3.26)
oder
R0 = |φB0 〉〈φB0 |
∑
a 6=0
|φAa 〉〈φAa |
EAa − EA0︸ ︷︷ ︸
=RA0
+ |φA0 〉〈φA0 |
∑
b6=0
|φBb 〉〈φBb |
EBb − EB0︸ ︷︷ ︸
=RB0
+
∑
a 6=0
∑
b6=0
|φAa 〉|φBb 〉〈φBb |〈φAa |
EAa − EA0 + EBb − EB0︸ ︷︷ ︸
RAB0
.
(3.27)
Setzt man diese Form der Resolventen in den Ausdruck (3.23) fu¨r E(2) ein, generieren die
Terme RA0 und R
B
0 den Ausdruck fu¨r die Induktionsenergie sowie R
AB
0 den Ausdruck fu¨r die
Dispersionsenergie:
E(2) = −〈0|V ABRA0 V AB|0〉 − 〈0|V ABRB0 V AB|0〉︸ ︷︷ ︸
=E
(2)
ind
−〈0|V ABRAB0 V AB|0〉︸ ︷︷ ︸
=E
(2)
disp
. (3.28)
Setzt man nun in (3.28) den Ausdruck (3.25) fu¨r die Grundzustandswellenfunktion und
(3.27) fu¨r die Resolvente ein, erha¨lt man fu¨r die Induktionsenergie:
E
(2)
ind =
−
∑
a 6=0
〈φA0 (r′)|〈φB0 (r)|V (r, r′)|φB0 (r)〉|φAa (r′)〉 × 〈φAa (r′′)|〈φB0 (r′′′)|V (r′′, r′′′)|φB0 (r′′′)〉|φA0 (r′′)〉
EAa − EA0
−
∑
b6=0
(a↔ b, A↔ B) (3.29)
sowie fu¨r die Dispersionsenergie:
E
(2)
disp = −
∑
a 6=0
∑
b6=0
〈φA0 (r)|〈φB0 (r′)|V (r, r′)|φBb (r′)〉|φAa (r)〉 × 〈φAa (r′′)|〈φBb (r′′′)|V (r′′, r′′′)|φB0 (r′′′)〉|φA0 (r′′)〉
EAa − EA0 + EBb − EB0
. (3.30)
Letztere beide Formeln benutzen eine Kurzschreibweise, nach der u¨ber alle Ortskoordinaten-
variablen integriert wird, die in einer Formel mehr als einmal auftreten. Gleiches gilt fu¨r die
weiter unten auftretenden Formeln mit den Grundzustands- und U¨bergangsdichten, bei denen
die Ortskoordinatenvariablen als Indizes geschrieben werden. Hier wird die A¨quivalenz dieser
Notation zur Einstein’schen Summenkonvention deutlich, die besagt, daß u¨ber Indizes, die
mehrfach in einer Gleichung auftreten, summiert wird.
Schreibt man nun die Energiedifferenzen als Frequenzen:
EAa − EA0 = ~ωA0a etc.
und formt entsprechend (3.10) in eine Dichteschreibweise um, folgt fu¨r die Induktionsenergie:
E
(2)
ind = −
1
~
ρBr (00)V (r, r
′)
∑
a 6=0
ρAr′(0a)ρ
A
r′′(a0)
ωA0a
V (r′′, r′′′)ρBr′′′(00)
− (a↔ b, A↔ B) . (3.31)
26
Mit (3.15)
αA(r′, r′′; 0) = −2
~
∑
a 6=0
ρAr′(0a)ρ
A
r′′(a0)
ωA0a
(3.32)
folgt dann:
E
(2)
ind =
1
2
ρBr (00)V (r, r
′)αA(r′, r′′; 0)V (r′′, r′′′)ρBr′′′(00)
+ (a↔ b, A↔ B) . (3.33)
Fu¨hrt man die entsprechenden Umformungen fu¨r die Dispersionsenergie durch, folgt:
E
(2)
disp = −
1
~
∑
a 6=0
∑
b6=0
ρAr (0a)V (r, r
′)ρBr′(0b)ρ
A
r′′(a0)V (r
′′, r′′′)ρBr′′′(b0)
ωA0a + ω
B
0b
. (3.34)
Nach dem Casimir-Polder-Trick [127] ist nun:
1
ωA0a + ω
B
0b
=
2
pi
∫ ∞
0
dω
ωA0aω
B
0b(
(ωA0a)
2
+ ω2
)(
(ωB0b)
2
+ ω2
) fu¨r ωA0a, ωB0b > 0. (3.35)
Somit ist die Dispersionsenergie:
E
(2)
disp = −
1
~
2
pi
V (r, r′)V (r′′, r′′′)
∑
a 6=0
∑
b6=0
∫ ∞
0
dω
ωA0aρAr (0a)ρAr′′(a0)((wA0a)2 + ω2) ·
ωB0bρ
B
r′(0b)ρ
B
r′′′(b0)(
(ωB0b)
2
+ ω2
)
 .
(3.36)
Verwendet man nun (3.14):
αA(r, r′′; iω) = −2
~
∑
α 6=0
ωA0aρ
A
r (0a)ρ
A
r′′(a0)
(ωA0a)
2
+ ω2
etc.,
folgt:
E
(2)
disp = −
~
2pi
V (r, r′)V (r′′, r′′′)
∫ ∞
0
dωαA(r, r′′; iω)αB(r′, r′′′; iω). (3.37)
3.3 Kurzreichweitige intermolekulare Wechselwirkungs-
energiebeitra¨ge: Beru¨cksichtigung der Austausch-
energiebeitra¨ge durch symmetrieadaptierte Sto¨-
rungstheorie (SAPT)
Die symmetrieadaptierte Sto¨rungstheorie von Jeziorski et al. [104, 105] ist eine Doppel-Sto¨-
rungstheorie, bei der der Hamilton-Operator in einen ungesto¨rten Anteil, in diesem Fall die
Summe der Fock-Operatoren von Monomer A und B
F = FA + FB
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und die Sto¨rungen durch den intermolekularen Wechselwirkungsoperator V sowie die Opera-
toren WA und WB, die die Differenzen von FA bzw. FB zu den exakten Hamilton-Operatoren
HA und HB der Monomere A und B sind, aufgeteilt wird:
H(ζ, λa, λb) = F + ζV + λAWA + λBWB. (3.38)
In der Regel faßt man formal die Terme mit gleicher Summe i der sto¨rungstheoretischen
Ordnungen in WA und WB zusammen, so daß sich die Gleichung
(F + ζV + λW )ΦAB(ζ, λ) = EAB(ζ, λ)ΦAB(ζ, λ) (3.39)
fu¨r das sto¨rungstheoretische Problem ergibt. Die ungesto¨rte Wellenfunktion ist das Produkt
der Hartree-Fock-Determinanten der isolierten Monomere A und B, und ΦAB(0, λ) ist im
Grenzfall λ = 1 das Produkt der Grundzustandseigenfunktionen der exakten Hamilton-
operatoren von Monomer A und B. Entwickelt man EAB(ζ, λ) und ΦAB(ζ, λ) in Potenzen
von ζ und λ und kombiniert Terme mit gleicher Ordnung n in ζ, erha¨lt man die folgenden
sto¨rungstheoretischen Entwicklungen fu¨r die Polarisations-Wellenfunktion und Energie n-ter
Ordnung:
Φ
(n)
pol =
∞∑
i=0
Φ
(ni)
pol (3.40)
E
(n)
pol =
∞∑
i=0
E
(ni)
pol . (3.41)
Φ
(ni)
pol und E
(ni)
pol sind die Korrekturen der Doppelsto¨rungstheorie von n-ter Ordnung in der
Intermonomer-Korrelation und von i-ter Ordnung in der Intramonomer-Korrelation.
Die Effekte des Elektronenaustausches lassen sich durch Einfu¨hren des Antisymmetrisie-
rungsoperators
A = NA!NB!
(NA +NB)!
AAAB(1 + P1 + P ′) (3.42)
beru¨cksichtigen. AA bzw. AB ist hier der Antisymmetrisierer von Moleku¨l A bzw. B. P1 bzw.
P ′ sind die Operatoren fu¨r den Austausch von zwei bzw. mehr Elektronen. Der explizite
Ausdruck fu¨r P1 ist:
P1 = −
∑
i∈A
∑
j∈B
Pij. (3.43)
SAPT vernachla¨ssigt in der Regel P ′.
Entwickelt man nun den Ausdruck
E(ζ, λ) =
〈ΦAB(0, λ)|ζVAΦAB(ζ, λ)〉
〈ΦAB(0, λ)|AΦAB(ζ, λ)〉 (3.44)
in eine Doppelpotenzreihe in ζ und λ und gruppiert die Terme gleicher Ordnung in ζ, erha¨lt
man:
E(n) =
∞∑
i=0
E(ni), (3.45)
wobei die Korrekturen E(ni) die Koeffizienten des ζnλi - Terms der Taylorreihe sind. Die E(ni)
lassen sich aufteilen in einen Polarisations- und einen Austausch-Anteil
E(ni) = E
(ni)
pol + E
(ni)
exch. (3.46)
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E
(ni)
pol ist hierbei durch (3.41) gegeben. An dieser Stelle soll nicht weiter auf die Berechnung
der SAPT-Energiebeitra¨ge eingegangen werden. Stattdessen seien hier die Bedeutungen der
einzelnen Energiebeitra¨ge kurz erla¨utert und fu¨r weitere Details ihrer Berechnung sei auf die
Literatur verwiesen [128, 129, 130, 131, 132, 133, 134, 135, 136, 137].
Die SAPT-Beitra¨ge auf Hartree-Fock-Niveau sind in dem Term EHFSAPT gesammelt:
EHFSAPT = E
(10)
pol + E
(10)
exch + E
(20)
ind,resp + E
(20)
exch−ind,resp. (3.47)
Da dieser Ausdruck die Induktions- und Austausch-Induktionsenergien ho¨herer Ordnung ge-
genu¨ber der Counterpoise-korrigierten supermolekularen Hartree-Fock-Wechselwirkungsenergie
EHFint nicht entha¨lt, wird der Term
δHFint = E
HF
int − EHFSAPT (3.48)
definiert und ha¨ufig zu EHFSAPT addiert. In obiger Gleichung sind E
(10)
pol und E
(10)
exch die elektrostati-
sche Wechselwirkungsenergie erster Ordnung und ihr entsprechender Austauschenergiebeitrag.
E
(20)
ind,resp und E
(20)
exch−ind,resp sind der Induktionsbeitrag zweiter Ordnung und der entsprechende
Austauschenergiebeitrag. Diese beiden Energiebeitra¨ge enthalten die Effekte der Orbitalrela-
xation auf coupled perturbed Hartree-Fock- (CPHF-) Niveau. Die in dieser Arbeit verwendeten
SAPT-Beitra¨ge auf korreliertem Niveau sind
EcorrSAPT = ε
(1)
pol,resp(3) + ε
(1)
exch(CCSD) + E
(20)
disp + ε
(2)
disp(2) + E
(20)
exch−disp
+tE
(22)
ind +
tE
(22)
exch−ind. (3.49)
Hierbei ist ε
(1)
pol,resp(3) die Korrelationskorrektur zur elektrostatischen Wechselwirkungsenergie.
Dieser Beitrag ist bis zu der dritten Ordnung im Intramonomer-Korrelationspotential korri-
giert. ε
(1)
exch(CCSD) ist die Korrelationskorrektur zu der elektrostatischen Austauschenergie.
Dieser Beitrag wird mit den konvergierten Coupled-Cluster-Amplituden fu¨r die Monomere
bestimmt, weil hier die sto¨rungstheoretische Entwicklung der Intramonomer-Korrelation nur
sehr langsam konvergiert [131]. tE
(22)
ind und
tE
(22)
exch−ind sind die “true”-Korrelationskorrekturen
zu der Induktions- und Austauschinduktionsenergie zweiter Ordnung. Diese Beitra¨ge enthalten
Intramonomer-Korrelationseffekte zweiter Ordnung. tE
(22)
exch−ind wurde nicht direkt berechnet,
sondern abgescha¨tzt gema¨ß
tE
(22)
exch−ind = E
(20)
exch−ind,resp ·
tE
(22)
ind
E
(20)
ind,resp
, (3.50)
da fu¨r diesen Term zur Zeit keine Implementation verfu¨gbar ist. Der Dispersionsbeitrag zweiter
Ordnung und sein entsprechender Austauschenergiebeitrag sind E
(20)
disp und E
(20)
exch−disp. ε
(2)
disp(2)
entha¨lt die Intramonomer-Korrelationskorrekturen zweiter Ordnung zur Dispersionsenergie
zweiter Ordnung. Der vermutlich kleine Austauschenergie-Term zu diesem Energiebeitrag
ist zur Zeit ebenfalls nirgendwo implementiert. Alle anderen der hier vorgestellten Beitra¨ge
ko¨nnen dagegen mit dem SAPT-Programmpacket [105, 106] von Jeziorski, Szalewicz und Mit-
arbeitern berechnet werden.
Kapitel 4
Supermolekulare Methoden zur
Berechnung intermolekularer
Wechselwirkungsenergien
Die einfachste Methode zur supermolekularen Berechnung intermolekularer Wechselwirkungs-
energien wa¨re, von der Energie des Dimers im vollen Dimer-Basissatz die jeweiligen Energien
der beiden Monomere in ihren jeweiligen Monomer-Basissa¨tzen zu subtrahieren:
Eint = E
AB,{AB} − EA,{A} − EB,{B}. (4.1)
Dieser Ansatz beinhaltet jedoch eine nicht ausgewogene Beschreibung der Basissa¨tze der Mo-
nomere gegenu¨ber dem Dimer, denn der Basissatz des Dimers ist hier gro¨ßer und damit
vollsta¨ndiger als die Basissa¨tze der Monomere. Dies bedeutet, daß bei diesem Verfahren die
Wechselwirkungsenergien immer als relativ gesehen zu negativ eingescha¨tzt werden, denn es
werden hier von einem negativen Energiewert zwei Werte subtrahiert, die zu positiv sind.
Um eine ausgewogene Beschreibung der Basissa¨tze des Dimers und der Monomere zu errei-
chen, wurde von Boys und Bernardi das Counterpoise-Verfahren vorgeschlagen, bei dem die
Monomere ebenfalls im vollen Dimer-Basissatz berechnet werden [74]:
Eint = E
AB,{AB} − EA,{AB} − EB,{AB}. (4.2)
Die Richtigkeit des Counterpoise-Verfahrens ist lange Zeit angezweifelt worden (vgl. die
entsprechende Diskussion in [75, 76]), zumal oft bei Verwendung zu kleiner Basissa¨tze die
nicht Counterpoise-korrigierten Wechselwirkungsenergien (4.2) besser zu sein scheinen als die
korrigierten (4.1), da sich der Fehler der als zu niedrig eingescha¨tzten unkorrigierten Wechsel-
wirkungsenergien mit dem Fehler der Unvollsta¨ndigkeit des Basissatzes (Basis set incomplete-
ness error, BSIE) zufa¨lligerweise ausgleichen kann. Ferner ist zu erwa¨hnen, daß im Grenzfall
eines vollsta¨ndigen Basissatzes die Counterpoise-korrigierte und die nicht korrigierte Wechsel-
wirkungsenergie identisch werden.
Die Ada¨quatheit des Counterpoise-Verfahrens la¨ßt sich anhand des Heitler-London-Beitra-
ges zur intermolekularen Wechselwirkungsenergie zeigen [75, 76]. Die Heitler-London-Energie
ist der Erwartungswert des Hamiltonoperators des Gesamtsystems
H = H0 +V = H
A +HB +V (4.3)
fu¨r eine Wellenfunktion, die durch das antisymmetrisierte Produkt der exakten Wellenfunk-
tionen von Moleku¨l A und B, d.h der Eigenfunktionen von HA und HB gegeben ist:
EABHL =
〈AφA0 φB0 |H|AφA0 φB0 〉
〈AφA0 φB0 |AφA0 φB0 〉
. (4.4)
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Weil nun H und A vertauschen, folgt:
EABHL =
〈φA0 φB0 |H0 +V|AφA0 φB0 〉
〈φA0 φB0 |AφA0 φB0 〉
. (4.5)
Wegen
H0|φA0 〉|φB0 〉 =
(
EA + EB
) |φA0 〉|φB0 〉 = E0|φA0 〉|φB0 〉 (4.6)
folgt:
EABHL = E
A + EB +
〈φA0 φB0 |V|AφA0 φB0 〉
〈φA0 φB0 |AφA0 φB0 〉
(4.7)
= EA + EB + E(1) = EA + EB + E
(1)
elstat + E
(1)
exch. (4.8)
Verwendet man nun jedoch endliche Basissa¨tze und damit automatisch nicht-exakte Eigen-
funktionen ψA0 und ψ
B
0 von H
A und HB, gilt (4.6) nicht mehr, und man erha¨lt stattdessen:
EABHL = E
A + EB +
〈ψA0 ψB0 |H0 − E0|AψA0 ψB0 〉
〈ψA0 ψB0 |AψA0 ψB0 〉
+
〈ψA0 ψB0 |V|AψA0 ψB0 〉
〈ψA0 ψB0 |AψA0 ψB0 〉
(4.9)
= EA + EB + ∆ + E(1). (4.10)
Hierbei entspricht der dritte Term ∆ dem Basissatz-Superpositionsfehler (BSSE). Es la¨ßt sich
nun zeigen [138], daß ∆ auch dann verschwindet, wenn die Wellenfunktionen fu¨r A und B in
einem finiten, vollen Dimer-Basissatz auf full CI-Niveau berechnet werden. Somit liefert das
Counterpoise-Verfahren BSSE-freie Wechselwirkungsenergien 1. Ordnung.
Um nach diesem Verfahren eine vollsta¨ndige Korrektur des BSSE auf HF-Niveau zu er-
reichen, ist zu beachten, daß das Hartree-Fock-Verfahren den Funktionenraum der besetzten
Orbitale benutzt. Konform mit dem beschriebenen Sachverhalt erha¨lt man somit die BSSE-
freie Wechselwirkungsenergie als Differenz zwischen der Hartree-Fock-Energie des Dimers und
den Energien der Monomere, die nach einem CI-Verfahren berechnet wurden, das ausschließ-
lich sa¨mtliche Anregungen des Monomers in die besetzten Orbitale des anderen Monomers
beru¨cksichtigt. Dieses BSSE-Korrekturverfahren wird als ”Configuration State Counterpoise
Procedure” (CSCP) bezeichnet (Abschnitt IV E in [76]):
∆ECSCP = EAB,HF − EA,{AB}, limited full CI − EB,{AB}, limited full CI . (4.11)
Dieses Verfahren korrigiert den BSSE vollsta¨ndig. Verwendet man dagegen auf HF-Niveau die
herko¨mmliche Counterpoise-Korrektur:
∆ECP = EAB,HF − EA,{AB},HF − EB,{AB},HF , (4.12)
verbleibt ein Anteil vom BSSE, der proportional zur 4. Potenz des U¨berlappungs-Integrals ist,
der sogenannte ”Configuration Set Superposition Error” (CSSE) (Abschnitt IV E in [76]). Der
CSSE ist in der Regel vernachla¨ssigbar klein.
Bei dem Counterpoise-Verfahren werden die Monomere in dem vollen Dimer-Basissatz be-
rechnet, d.h. in einem Basissatz, der der Monomersymmetrie nicht entspricht. Hierbei ko¨nnen
Artefakte in der Beschreibung der Monomere auf dem jeweiligen ab-initio-Niveau auftreten,
die sich auf die berechneten intermolekularen Wechselwirkungsenergien auswirken und die
man als Basissatz-Superpositionsfehler ho¨herer Ordnung bezeichnet. Der oben besprochene
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Basissatz-Superpositionsfehler soll dagegen in dieser Arbeit als BSSE 0. Ordnung bezeichnet
werden. Ein Basissatz-Superpositionsfehler 1. Ordnung ist dann der Effekt der durch den Basis-
satz am “Geister”-Monomer deformierten Monomer-Elektronendichten (und Dichtematrizen)
auf die intermolekularen Wechselwirkungsbeitra¨ge erster Ordnung (d. h. die elektrostatischen
Wechselwirkungsbeitra¨ge) und ihre Austauschkorrektur. Gleichermaßen ist der BSSE 2. Ord-
nung der Einfluß des Geisterbasissatzes auf die statischen- und response-Eigenschaften des
Monomers, die in die Berechnung der intermolekularen Wechselwirkungsbeitra¨ge 2. Ordnung
eingehen. Was hier als ein BSSE 1., 2. oder 3. Ordnung u.s.w. bezeichnet wu¨rde, ist in der Li-
teratur als “BSSE ho¨herer Ordnung” [139] oder “sekunda¨rer BSSE” [140] bezeichnet worden.
Dieser BSSE ho¨herer Ordnung kann nicht durch die Counterpoise-Korrektur beseitigt werden.
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Kapitel 5
Untersuchung des Einflusses von
Bondfunktionen und unterschiedlichen
Basisfunktions-Teilsa¨tzen auf
intermolekulare
Wechselwirkungsenergiebeitra¨ge
Die langsame Konvergenz des Dispersionsenergiebeitrages zur intermolekularen Wechselwir-
kungsenergie mit dem Basissatz war lange Zeit ein schwerwiegendes Problem bei der Be-
rechnung intermolekularer Wechselwirkungsenergien. Zur Beschreibung des Dispersionsener-
giebeitrages sollte der Basissatz so konstruiert sein, daß er mo¨glichst viele Vorzeichenwechsel
(“Knoten”) der Wellenfunktion im zwischenmolekularen Bereich beschreiben kann [141]. Will
man somit die Dispersionsenergie mit herko¨mmlichen dimerzentrierten Basissa¨tzen konvergie-
ren, beno¨tigt man sehr viele diffuse Basisfunktionen mit sehr hohen Drehimpulsquantenzahlen
[142, 143, 144], was die ab-initio-Rechnungen sehr aufwendig macht. Ein nicht so aufwendi-
ges Verfahren, den Dispersionsenergiebeitrag nahezu zur Konvergenz zu bringen, stellt die
Positionierung von Basisfunktionen, sogenannter Bondfunktionen, an einen Punkt in der zwi-
schenmolekularen Region dar [109, 110, 111, 112]. Als ein weiteres Verfahren zur Verku¨rzung
der Rechenzeit bei der Berechnung intermolekularer Wechselwirkungen ermo¨glicht das SAPT-
Verfahren die Verwendung unterschiedlicher Basisfunktions-Teilsa¨tze zur Beschreibung der Re-
laxation der Monomerwellenfunktionen als Folge der Sto¨rung durch das Potential des anderen
Monomers [107]. Bondfunktionen und unterschiedliche Basisfunktions-Teilsa¨tze haben zweifel-
los nicht nur einen Einfluß auf die Konvergenz der einzelnen SAPT-Energiebeitra¨ge, sie rufen
auch artifizielle Deformationen der Monomerelektronendichten bzw. -Dichtematrizen hervor
und beeinflussen auf unerwu¨nschte Art und Weise die statischen- und response-Eigenschaften
der Monomere, was einen Basissatz-Superpositionsfehler ho¨herer Ordnung bei den intermole-
kularen Wechselwirkungsenergien hervorruft.
Diese Effekte sollen in diesem Kapitel an einer Reihe von Beispielgeometrien des Wasserdi-
mers untersucht werden, um ein rechenzeitunaufwendiges und genaues Verfahren zur Berech-
nung intermolekularer Wechselwirkungsenergien mit SAPT zu entwickeln und dessen Genauig-
keit abzuscha¨tzen. Hierzu wird zuna¨chst die Konvergenz der supermolekularen Hartree-Fock-
und MP2-Wechselwirkungsenergien mit der Gro¨ße des Basissatzes mit und ohne Bondfunktio-
nen untersucht. Anschließend wird betrachtet, wie sich das Hinzufu¨gen von Bondfunktionen
auf die einzelnen SAPT-Energiebeitra¨ge auswirkt. Dann wird erkundet, wie die einzelnen
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SAPT-Energiebeitra¨ge mit dem Basisfunktions-Teilsatz konvergieren und auf der Basis der
hierbei erhaltenen Ergebnisse ein Basisfunktions-Teilsatz-Kombinationsschema erstellt, mit
dem sich unter nur geringfu¨gigen Einbußen an Genauigkeit merkliche Rechenzeit-Ersparnisse
bei SAPT-Rechnungen erzielen lassen. Zuletzt wird untersucht, wie stark sich die einzelnen
SAPT-Energiebeitra¨ge bei Verschieben der Bondfunktionen a¨ndern und welche Ergebnisse
SAPT fu¨r die intermolekulare Gesamtwechselwirkungsenergie im Vergleich zu anderen Korre-
lationsverfahren liefert.
5.1 Bondfunktionen
Bondfunktionen wurden zum ersten mal 1977 verwendet, um die Dissoziationsenergien von ko-
valenten Verbindungen [145] und van der Waals-Komplexen [108] zu verbessern. Sehr bald wur-
den die Bondfunktionen dahingehend kritisiert, einen großen Basissatz-Superpositionsfehler
zu verursachen, insbesondere bei Elektronenkorrelationsrechnungen [146]. Hiernach wurden
die Bondfunktionen kaum noch fu¨r die Beschreibung kovalenter Bindungen benutzt, wohl
aber fu¨r die Berechnung Counterpoise-korrigierter intermolekularer Wechselwirkungsenergien
[147, 148, 149, 150]. Tao et al. [109, 110, 111, 112] haben die Effekte der Bondfunktionen auf die
korrelierten Beitra¨ge zur intermolekularen Wechselwirkungsenergie, in diesem Fall vor allem
auf die Dispersionsenergie, untersucht und Kriterien fu¨r ihre Anwendung entwickelt. Hierzu
haben sie vorgeschlagen, erst den Basissatz des Monomers so abzusa¨ttigen, daß der Basissatz-
Superpositionsfehler auf Hartree-Fock-Niveau minimal ist und hinreichend viele Korrelations-
funktionen in dem Monomer-Basissatz zu verwenden. Es hat sich gezeigt, daß, wenn dies erfu¨llt
ist, die intermolekularen Wechselwirkungsenergien weitgehend stabil sind gegenu¨ber einer Ver-
schiebung der Bondfunktionen und der A¨nderung ihrer Exponenten. Spa¨tere Untersuchungen
haben jedoch gezeigt, daß der Intramonomer-Korrelationsbeitrag zu dem elektrostatischen
Wechselwirkungsenergiebeitrag erster Ordnung deutlich beeinflußt wird [151, 152, 141].
5.2 Fu¨r die Untersuchungen verwendete Beispielgeome-
trien und Basissa¨tze
Die in dieser Arbeit untersuchten bzw. verwendeten Basissa¨tze basieren auf den
aug-cc-pVDZ-, aug-cc-pVTZ- und aug-cc-pVQZ-Basissa¨tzen von Dunning et al. [153, 154].
Addiert man zu diesen Basissa¨tzen Bondfunktionen, erha¨lt man die Basissa¨tze, die in dieser
Arbeit mit apVDZ bzw. apVTZ bezeichnet werden. Als Bondfunktionssatz fu¨r den apVDZ-
Basissatz wurde hier der [3s2p1d]-Funktionssatz aus [155] mit den Exponenten (s: 0.553063,
0.250866, 0.117111, p: 0.392, 0.142 und d: 0.328) verwendet. Fu¨r den apVTZ-Basissatz und die
Rechnungen mit dem apVQZ-Basissatz wurde dieser Bondfunktionssatz um eine f-Funktion
mit einem Exponenten von 0.372 erweitert.
Das SAPT-Programm erlaubt als Basis-Teilsatz fu¨r die Relaxation der gesto¨rten Monomer-
wellenfunktionen nicht nur den vollen Dimer-Basissatz mit oder ohne Bondfunktionen, sondern
auch Teilsa¨tze dieser Basissa¨tze [107]. Nach der in dieser Arbeit verwendeten Notation wur-
de fu¨r den Monomer-Basissatz ohne Bondfunktionen das Ku¨rzel “MC” (monomer centered)
gewa¨hlt und fu¨r den vollen Dimer-Basissatz ohne Bondfunktionen das Ku¨rzel “DC” (dimer
centered). Die Bondfunktionen selbst werden mit dem Ku¨rzel “b” belegt. Es kann ferner ein
Basis-Teilsatz benutzt werden, der den Basissatz des anderen (“Geister-”) Monomers ohne
Polarisationsfunktionen darstellt [107] und hier mit dem Ku¨rzel “f” bezeichnet wird. Somit
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lassen sich die in Tabelle 5.1 gezeigten Basis-Teilsa¨tze erstellen:
Tabelle 5.1: Basis-Teilsa¨tze.
Anzahl der Anzahl der
Hier verwendete Notation Basisfunktionen Basisfunktionen
Notation nach [107] apVDZ apVTZ
MC MCBS 41 92
MC+f 60 117
DC DCBS 82 184
MC+b 55 113
MC+b+f MC+BS 74 138
DC+b DC+BS 96 205
Fu¨r die Wasserdimer-Geometrien, die in dieser Arbeit untersucht wurden und die fu¨r die
Konstruktion des in dieser Arbeit beschriebenen Modellpotentials verwendet wurden, wurde
die u¨ber die Grundzustandsschwingung gemittelte Monomergeometrie verwendet [155]. Diese
Geometrie hat einen OH-Abstand von 0.9716 A˚ und einen HOH-Winkel von 104.69◦. An
dieser Stelle sei nun die in dieser Arbeit verwendete Notation fu¨r die Geometrien des Was-
serdimers erla¨utert. Hierbei werden die Wassermonomere zu imagina¨ren Tetraedern erweitert,
indem man das Sauerstoffatom in das Zentrum und die beiden Wasserstoffatome auf eine Kante
des Tetraeders legt. Die Spitzen des Tetraeders, die in der Na¨he eines Wasserstoffatoms liegen,
bezeichnet man mit “H” und die Spitzen, die in der Na¨he eines freien Elektronenpaars liegen,
bezeichnet man mit “X”. Man kann nun die Wasserdimere bilden, indem man die Spitzen, Kan-
ten und Fla¨chen der Tetraeder in unterschiedlichen Kombinationen und mit unterschiedlichen
Diederwinkeln aneinander legt. Die Bezeichnung des Dimers ist dann die durch einen Bin-
destrich getrennte Aneinanderreihung der Bezeichnungen der aufeinanderzeigenden Spitzen,
Kanten bzw. Fla¨chen der beiden Tetraeder. So bedeutet z.B. die Dimer-Geometriebezeichnung
H-XX, daß ein Tetraeder mit einer Wasserstoffatom-Spitze auf die zwischen den freien Elek-
tronenpaaren verlaufende Kante des anderen Tetraeders zeigt.
Zur Berechnung der ab-initio-Punkte auf der intermolekularen Potentialenergiefla¨che des
Wasserdimers, die hier zur Konstruktion des intermolekularen Modellpotentials verwen-
det wurden, wurden alle mo¨glichen Spitze-Spitze-, Spitze-Kante-, Spitze-Fla¨che-, Kante-
Kante-, Kante-Fla¨che- und Fla¨che-Fla¨che-Kombinationen mit unterschiedlichen Diederwinkeln
gewa¨hlt. Die so erhaltenen Geometrien sind in Anhang C gezeigt. Fu¨r jede dieser Geometrien
wurden fu¨nf unterschiedliche OO-Absta¨nde betrachtet, in der Regel waren dies 2.5 A˚, 2.75
A˚, 3 A˚, 3.25 A˚ und 3.5 A˚. Insgesamt wurden 472 Punkte der intermolekularen Potential-
energiefla¨che berechnet. Diese Punkte auf der intermolekularen Potentialenergiefla¨che, die zur
Konstruktion des in dieser Arbeit vorgestellten Modellpotentials verwendet wurden, wurden
mit SAPT in dem apVTZ-Basissatz mit dem in Kapitel 5.5.4 beschriebenen Basis-Teilsatz-
Kombinationsschema berechnet.
Die H-X-Geometrien in diesem Abschnitt sind im Gegensatz zu den anderen Geometrien
nicht exakt von diesem Tetraeder-Modell abgeleitet - obwohl sie diesem sehr nahe kommen.
H-X2 ist na¨mlich das SAPT-optimierte Minimum der intermolekularen Potentialenergiefla¨che
des Wasserdimers aus [155]. H-X1 und H-X3 sind durch Verschiebung der Monomere aus dieser
Geometrie hervorgegangen (Verku¨rzung bzw. Verla¨ngerung der O–O-Absta¨nde bei konstanten
Orientierungen der Monomere). Die xyz-Koordinaten der in diesem Abschnitt untersuchten
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Geometrien findet man in Anhang A. Bei einigen Rechnungen wurden ferner die Wasserdimer-
Geometrien von Schu¨tz et al. [80] und Halkier et al. [79] verwendet.
H-H H-X
X-HH X-X
Abbildung 5.1: Untersuchte Wasserdimer-Geometrien. Der Punkt zwischen den Monomeren
zeigt die Position der Bondfunktionen an.
5.3 Einfluß von Bondfunktionen auf supermolekulare
Wechselwirkungsenergien
5.3.1 Einfluß der Bondfunktionen auf die supermolekularen Hartree-
Fock-Wechselwirkungsenergien
Ein Einfluß der Bondfunktionen auf die HF-Wechselwirkungsenergien ist ein unerwu¨nschter
Effekt, der auf das Vorhandensein eines Basissatz-Superpositionsfehlers ho¨herer Ordnung hin-
deutet. Auch der Basissatz-Superpositionsfehler nullter Ordnung wird durch Bondfunktio-
nen erho¨ht, und zwar umso gravierender, je kleiner der Basissatz ist. Die A¨nderung der
Counterpoise-korrigierten Wechselwirkungsenergien bei einer Erweiterung des Basissatzes um
Bondfunktionen (siehe Tabelle 5.2) ist bei dem aug-cc-pVQZ-Basissatz vernachla¨ssigbar. Bei
dem aug-cc-pVTZ-Basissatz ist der Effekt gering, wobei vor allem bei der Minimumsgeome-
trie H-X2 der Effekt mit 0.14 kJ/mol am gro¨ßten ist. Bei dem aug-cc-pVDZ-Basissatz ist der
Einfluß eines Hinzufu¨gens von Bondfunktionen bei allen untersuchten Geometrien signifikant.
Ein Vergleich mit den aug-cc-pVQZ-Ergebnissen zeigt, daß die Counterpoise-korrigierten
Hartree-Fock-Wechselwirkungsenergien in dem aug-cc-pVTZ-Basissatz anscheinend gut kon-
vergiert sind, wobei Bondfunktionen die Konvergenz noch ein wenig verbessern.
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Tabelle 5.2: Unkorrigierte und Counterpoise-korrigierte Hartree-Fock-Wechselwirkungsener-
gien (in kJ/mol).
unkorrigiert korrigiert
Geometrie Basissatz DC DC+b DC DC+b
H-H apVDZ 26.24 20.64 27.33 27.73
apVTZ 27.09 26.36 27.45 27.50
apVQZ 27.38 27.25 27.47 27.47
H-X1 14.24 6.83 15.95 14.79
14.04 13.39 14.63 14.55
14.31 14.20 14.51 14.51
H-X2 −16.70 −22.35 −15.78 −15.91
−15.98 −16.72 −15.69 −15.83
−15.96 −16.08 −15.84 −15.83
H-X3 −13.82 −18.32 −13.36 −13.29
−13.39 −13.99 −13.16 −13.20
−13.27 −13.39 −13.19 −13.19
X-HH −2.35 −6.07 −1.57 −1.38
−1.57 −2.08 −1.33 −1.36
−1.42 −1.54 −1.33 −1.35
X-X 15.21 10.85 15.52 15.13
14.94 14.32 15.15 15.14
15.06 14.94 15.12 15.13
Halkier −15.70 −21.61 −14.64 −14.82
(Ref. [79]) −14.92 −15.69 −14.59 −14.74
−14.88 −15.00 −14.75 −14.74
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5.3.2 Einfluß der Bondfunktionen auf die supermolekularen frozen
core MP2 - Wechselwirkungsenergien
Hauptmotivation fu¨r die Benutzung von Bondfunktionen ist die Konvergenzverbesserung der
korrelierten Beitra¨ge zur intermolekularen Wechselwirkungsenergie (vgl. Tabelle 5.3). Ein
Nachteil ist jedoch, daß sich bei Verwendung von Bondfunktionen Extrapolationsverfahren auf
das Basissatzlimit nicht mehr standardma¨ßig und ohne Vorsicht anwenden lassen. Besonders
effizient verbessern Bondfunktionen die Korrelationsbeitra¨ge zu intermolekularen Wechselwir-
kungsenergien bei Geometrien, bei denen sich nur wenig Basisfunktionen auf der O–O-Achse
befinden, wie z.B. bei den X-X-Geometrien.
Die Counterpoise-korrigierten MP2-Wechselwirkungsenergien in dem apVTZ-Basissatz
(mit Bondfunktionen) sind mit Ausnahme der H-H- und X-X-Geometrien weit vom Basis-
satzlimit entfernt. Die apVTZ-Wechselwirkungsenergien der X-HH- und der der H-X- Geo-
metrien liegen zwischen den apVTZ- und den apVQZ-Wechselwirkungsenergien ohne Bond-
funktionen. Bei dem apVQZ-Basissatz ist der Einfluß der Bondfunktionen auf die Wechsel-
wirkungsenergie kleiner als 0.1 kJ/mol. Dennoch ist bei der Halkier-Geometrie die MP2-
Wechselwirkungsenergie in dem apVQZ-Basissatz mit Bondfunktionen mit -20.11 kJ/mol
noch deutlich vom gescha¨tzten frozen core MP2-Basissatzlimit mit -20.5 ± 0.1 kJ/mol ent-
fernt [79, 81]. Bei der H-H-Geometrie haben die Bondfunktionen bei allen drei Basissa¨tzen
keinen Einfluß auf die Wechselwirkungsenergie. Dies scheint auf dem ersten Blick an der
Ha¨ufung von Basisfunktionen auf der O − O-Achse zu liegen. Beru¨cksichtigt man jedoch,
daß die Hartree-Fock-Wechselwirkungsenergie bei dieser Geometrie durch die Bondfunktio-
nen angehoben wird (bei dem apVDZ-Basissatz um 0.40 kJ/mol), sieht man, daß hier eine
gegenseitige Kompensation der Effekte der Bondfunktionen auf korrelierte- und Hartree-Fock-
Wechselwirkungsenergiebeitra¨ge vorliegt.
Die Effekte der Bondfunktionen auf die MP2-Korrelationsbeitra¨ge EMP2int − EHFint zu den
Wechselwirkungsenergien in dem apVDZ- (apVTZ-) Basissatz (vgl. Tabelle 5.2 und 5.3) las-
sen sich gro¨ßenordnungsma¨ßig in drei Gruppen von Geometrien einteilen: In der ersten Gruppe
befindet sich H-X1 mit einer Energieerniedrigung von -1.38 (-0.32) kJ/mol durch Hinzufu¨gen
von Bondfunktionen zum Basissatz. In der zweiten Gruppe sind mit Energieerniedrigungen
von -0.86, -0.97 und -0.51 (-0.21, -0.29 und -0.21) kJ/mol die H-X2, die X-HH und die X-X
Geometrien. Die dritte Gruppe bilden die H-H und H-X3 Geometrien mit Energieerniedri-
gungen von -0.43 und -0.37 (-0.09 und -0.11) kJ/mol beim Hinzufu¨gen von Bondfunktionen
zum Basissatz. Damit sieht man, daß die Effekte der Bondfunktionen scheinbar hauptsa¨chlich
von O − O-Abstand und nicht von der gegenseitigen Orientierung der Monomere abha¨ngen.
Da nun die Effekte der Bondfunktionen auf die Hartree-Fock-Wechselwirkungsenergien sta¨rker
abha¨ngig von der gegenseitigen Orientierung der Monomere sind, ko¨nnen in den unterschied-
lichen Regionen der intermolekularen Potentialenergiefla¨che die Effekte der Bondfunktionen
auf die Wechselwirkungsenergie variieren.
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Tabelle 5.3: Unkorrigierte und Counterpoise-korrigierte MP2 (frozen-core) Wechselwirkungs-
energien (in kJ/mol).
unkorrigiert korrigiert
Geometrie Basissatz DC DC+b DC DC+b
H-H apVDZ 18.57 3.81 21.99 21.96
apVTZ 19.51 15.01 21.71 21.67
apVQZ 20.38 18.83 21.68 21.68
H-X1 1.06 −22.34 8.19 5.65
−0.49 −7.27 3.19 2.79
−0.47 −2.25 1.58 1.53
H-X2 −22.09 −40.48 −18.82 −19.81
−21.90 −27.48 −20.04 −20.39
−21.61 −23.44 −20.69 −20.72
H-X3 −16.10 −29.90 −14.38 −14.68
−15.79 −19.84 −14.64 −14.77
−15.30 −16.84 −14.85 −14.87
X-HH −5.60 −22.90 −3.47 −4.24
−5.52 −10.72 −4.38 −4.70
−5.36 −6.78 −4.82 −4.92
X-X 11.63 −5.83 12.67 11.77
10.93 5.53 11.72 11.50
11.25 9.65 11.54 11.45
Halkier −21.58 −40.85 −17.99 −19.09
(Ref. [79]) −21.36 −27.29 −19.37 −19.74
−21.07 −22.95 −20.08 −20.11
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5.4 Einfluß der Bondfunktionen auf die SAPT - Wech-
selwirkungsenergiebeitra¨ge
5.4.1 Einfluß der Bondfunktionen auf die Hartree-Fock-Einzelbei-
tra¨ge zur Wechselwirkungsenergie
Die sta¨rkste A¨nderung der Hartree-Fock-Wechselwirkungsenergie bei einem Hinzufu¨gen von
Bondfunktionen in dem aug-cc-pVTZ-Basissatz zeigt die H-X2-Geometrie (vgl. Tabelle 5.4).
Diese starke Variation wird vor allem durch E
(10)
pol verursacht, was auf einen Basissatz-Su-
perpositionsfehler erster Ordnung hinweist. In Vergleich dazu sind bei der H-X1 - Geometrie
die Bondfunktionen na¨her an den Basisfunktionen des Bru¨cken - Wasserstoffatoms positio-
niert. Bei dieser Geometrie heben sich die Effekte der Bondfunktionen auf E
(10)
pol und E
(10)
exch
in dem aug-cc-pVTZ-Basissatz weitgehend gegenseitig auf. Die A¨nderungen von E
(20)
ind,resp und
E
(20)
exch−ind,resp bei Hinzufu¨gen von Bondfunktionen sind entweder klein oder heben sich gegen-
seitig auf. Letzteres ist vor allem bei dem aug-cc-pVDZ-Basissatz der Fall. Somit ist es auch
in dem aug-cc-pVDZ-Basissatz der E
(10)
pol -Energiebeitrag, der hauptsa¨chlich die A¨nderungen
der Hartree-Fock-Wechselwirkungsenergie bei Hinzufu¨gen von Bondfunktionen zum Basissatz
verursacht. Fu¨r den aug-cc-pVTZ-Basissatz ist somit ein Ansteigen des Basissatz-Superpo-
sitionsfehlers ho¨herer Ordnung als Folge der Verwendung von Bondfunktionen nicht vo¨llig
auszuschließen, wa¨hrend er in dem aug-cc-pVDZ-Basissatz mit Sicherheit vorhanden ist, er
aber nicht unbedingt negativen Einfluß auf die Hartree-Fock-Wechselwirkungsenergien hat.
Vergleicht man die aug-cc-pVDZ/DC+b und die aug-cc-pVTZ/DC+b - Wechselwirkungs-
energien, so sieht man, daß die Hartree-Fock-Wechselwirkungsenergie bereits in dem aug-
cc-pVDZ-Basissatz gut konvergiert zu sein scheint, wobei die maximale Abweichung bei 0.1
kJ/mol liegt, mit Ausnahme der H-H- und der H-X1-Geometrien. Hierbei ko¨nnen sich die
einzelnen Wechselwirkungsenergiebeitra¨ge zur Hartree-Fock-Energie von dem aug-cc-pVDZ/
DC+b- zum aug-cc-pVTZ/DC+b-Basissatz viel sta¨rker als 0.1 kJ/mol a¨ndern (bis zu 3.4
kJ/mol), was vor allem fu¨r E
(20)
ind,resp und E
(20)
exch−ind,resp gilt, wobei sich die A¨nderungen in
diesen Beitra¨gen gegenseitig aufheben. Dies scheint auch bei den Induktionsenergiebeitra¨gen
ho¨herer Ordnung der Fall zu sein, denn δHFint a¨ndert sich insgesamt nur geringfu¨gig vom aug-
cc-pVDZ/DC+b- zum aug-cc-pVTZ/DC+b-Basissatz. Eine Ausnahme ist hier die H-X1 -
Geometrie, wo die Induktionsenergiebeitra¨ge sehr groß sind. Dies ko¨nnte daran liegen, daß
der aug-cc-pVDZ/DC+b-Basissatz nicht mehr in der Lage ist, den großen Charge-Transfer-
Beitrag zu beschreiben. Somit sind also mit Ausnahme der H-X1 - Geometrie hauptsa¨chlich
E
(10)
pol und E
(10)
exch fu¨r die A¨nderungen in E
HF
int beim U¨bergang vom aug-cc-pVDZ/DC+b- zum
aug-cc-pVTZ/DC+b-Basissatz verantwortlich.
5.4.2 Einfluß der Bondfunktionen auf die Korrelationsbeitra¨ge zur
intermolekularen Wechselwirkungsenergie
Der Zweck der Verwendung der Bondfunktionen bei intermolekularen Wechselwirkungen ist die
Verbesserung der Beschreibung der Dispersionsenergie. Bondfunktionen sind na¨mlich weitaus
besser als moleku¨lzentrierte Polarisationsfunktionen mit hohen Drehimpulsquantenzahlen in
der Lage, in der Region zwischen den beiden Moleku¨len den ”cusp” in der Elektron-Elektron-
Aufenthaltswahrscheinlichkeit zu beschreiben [141]. U¨bereinstimmend hiermit la¨ßt sich beob-
achten, daß der Einfluß der Bondfunktionen auf die Korrelationsbeitra¨ge zur intermolekularen
Wechselwirkungsenergie entscheidend durch die A¨nderung der Dispersionsenergien bestimmt
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wird. Demgegenu¨ber ist der Einfluß der Bondfunktionen auf die korrelierten Elektrostatik- und
Induktionsbeitra¨ge in dem aug-cc-pVTZ-Basissatz vernachla¨ssigbar und in dem aug-cc-pVDZ-
Basissatz gering. Weil die Dispersionsenergie aber kaum von der gegenseitigen Orientierung der
Monomere abha¨ngt, erkla¨rt sich hiermit auch die geringe Monomer-Orientierungsabha¨ngigkeit
des Effektes der Bondfunktionen auf die Korrelationsbeitra¨ge zur Wechselwirkungsenergie, die
bereits bei der Untersuchung der MP2-Wechselwirkungsenergien beobachtet wurde. Die Kor-
relationsbeitra¨ge zweiter Ordnung E
(2)
corr zur Wechselwirkungsenergie sind nach Zufu¨gen der
Bondfunktionen nahezu konvergiert, wie ein Vergleich der apVTZ-DC+b- mit den apVDZ-
DC+b- sowie der apVTZ-DC- mit den apVDZ-DC-Energien zeigt. Im DC+b-Basis-Teilsatz ist
vor allem die Summe der Korrelationsbeitra¨ge erster Ordnung schwer zu konvergieren. Die Dif-
ferenzen von ε
(1)
pol,resp + ε
(1)
exch(CCSD) zwischen dem apVDZ-DC+b- und dem apVTZ-DC+b-
Basissatz liegen bei -0.20, -4.31, -1.22, -0.34, -0.84 und -0.41 kJ/mol fu¨r die Geometrien H-H,
H-X1, H-X2, H-X3, X-HH und X-X. An der Diskussion der MP2-Wechselwirkungsenergien
sieht man, daß die Summe der Korrelationsenergiebeitra¨ge erster Ordnung selbst in dem aug-
cc-pVQZ-Basissatz noch nicht konvergiert ist. Demgegenu¨ber la¨ßt sich E
(2)
corr bereits in dem
apVDZ-DC+b-Basissatz hinreichend genau beschreiben.
In dem apVTZ-DC+b-Basissatz sind bei der H-X2 Geometrie die Abweichungen der Ein-
zelenergiebeitra¨ge von den Werten des MC+b+f-Basissatzes von Mas et al. mit 152 Funktionen
geringer als 0.1 kJ/mol mit Ausnahme von E
(20)
ind,resp und E
(20)
exch−ind,resp mit Abweichungen von
-0.3 und +0.3 kJ/mol, sowie von ε
(1)
exch(CCSD), welches in unserem Fall um 0.15 kJ/mol
niedriger ist.
5.5 Konvergenz der SAPT-Wechselwirkungsenergiebei-
tra¨ge mit Basis-Teilsa¨tzen
Die Bezugsenergie fu¨r die folgenden Vergleiche der Basis-Teilsa¨tze ist die Energie im DC+b-
Basis-Teilsatz des entsprechenden Basissatzes. Zwar kann die Wechselwirkungsenergie im
DC+b-Basis-Teilsatz mit einem Basissatz-Superpositionsfehler ho¨herer Ordnung kontami-
niert sein, doch derartige Effekte sind in dem aug-cc-pVTZ-Basissatz nur noch gering. An-
dererseits sind die einzelnen Wechselwirkungsenergiebeitra¨ge nur sehr schwer in dem reinen
MC+b Basis-Teilsatz zu konvergieren. In den Abbildungen 5.2-5.5 sind die Differenzen der
Wechselwirkungsenergien im jeweiligen Basis-Teilsatz zur Wechselwirkungsenergie im vol-
len DC+b-Basis-Teilsatz des gleichen Basissatzes aufgetragen. Die unterbrochenen Linien
beschreiben die augcc-pVDZ-Energiedifferenzen und die durchgezogenen Linien die aug-cc-
pVTZ-Energiedifferenzen. Beispielsweise bedeutet in unserer Notation ∆E
(10)
pol (MC, apV TZ)
= E
(10)
pol (MC, apV TZ) − E(10)pol (DC+ b, apV TZ). Die Reihenfolge der Energien ist H-H, H-X1,
H-X2, H-X3, X-HH und X-X.
5.5.1 Elektrostatische Beitra¨ge
Die Konvergenz der elektrostatischen Wechselwirkungsbeitra¨ge mit Basis-Teilsa¨tzen ist aus
Abbildung 5.2 und aus den entsprechenden numerischen Daten in den Tabellen E.1 und E.2
in Anhang E ersichtlich.
E
(10)
pol und E
(10)
exch sind in dem apVTZ-Basissatz im DC- und MC+b+f-Basis-Teilsatz gut
konvergiert, im apVDZ Basissatz dagegen nur im MC+b+f-Basis-Teilsatz. In dem apVTZ-
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Tabelle 5.4: DC+b- und DC-Basis-Teilsatz-Energiebeitra¨ge (in kJ/mol) fu¨r die apVDZ- und
apVTZ-Basissa¨tze.
Energie- Basis- H-H H-X1 H-X2 H-X3 X-HH X-X
beitrag satz DC DC+b DC DC+b DC DC+b DC DC+b DC DC+b DC DC+b
E
(10)
pol apVDZ 21.95 22.43 −87.49 −88.28 −32.55 −32.52 −15.52 −15.41 −15.41 −15.04 8.35 8.05
apVTZ 22.16 22.19 −87.92 −88.02 −32.30 −32.38 −15.28 −15.31 −15.02 −15.03 8.03 8.05
Diff. 0.21 −0.24 −0.43 0.26 0.25 0.14 0.24 0.09 0.39 0.01 −0.32 −0.00
E
(10)
exch 11.02 11.07 143.82 144.28 25.01 25.03 4.14 4.15 16.11 16.05 8.66 8.64
11.02 11.03 144.03 144.10 24.99 24.96 4.13 4.14 16.09 16.08 8.67 8.66
0.00 −0.04 0.21 −0.18 −0.02 −0.08 −0.01 −0.01 −0.02 0.03 0.01 0.01
E
(20)
ind,resp −6.56 −6.69 −62.60 −62.85 −10.29 −10.36 −2.16 −2.22 −5.62 −5.40 −3.00 −2.84
−6.68 −6.74 −66.03 −66.29 −10.79 −10.79 −2.22 −2.24 −5.91 −5.93 −3.25 −3.24
−0.12 −0.05 −3.43 −3.44 −0.50 −0.43 −0.06 −0.02 −0.29 −0.53 −0.25 −0.39
E
(20)
exch−ind,resp 2.28 2.29 39.89 39.74 5.32 5.25 0.71 0.73 4.09 3.78 1.94 1.72
2.32 2.38 42.86 43.08 5.73 5.69 0.74 0.75 4.31 4.31 2.14 2.11
0.04 0.09 2.97 3.34 0.41 0.45 0.03 0.02 0.22 0.53 0.20 0.39
δHFint −1.36 −1.37 −17.68 −18.09 −3.26 −3.32 −0.53 −0.54 −0.74 −0.77 −0.43 −0.43
−1.37 −1.36 −18.32 −18.31 −3.31 −3.32 −0.54 −0.54 −0.79 −0.79 −0.43 −0.43
−0.01 0.01 −0.64 −0.22 −0.05 −0.00 −0.01 0.00 −0.05 −0.02 0.00 0.00
EHFint 27.33 27.73 15.95 14.79 −15.78 −15.91 −13.36 −13.29 −1.58 −1.38 15.52 15.14
27.45 27.50 14.63 14.55 −15.69 −15.83 −13.16 −13.20 −1.33 −1.36 15.15 15.14
0.12 −0.23 −1.32 −0.24 0.09 0.08 0.20 0.09 0.25 0.03 −0.37 0.01
ε
(1)
pol,resp(3) −1.77 −1.67 0.19 0.25 0.99 0.98 0.90 0.87 −0.02 0.05 −1.37 −1.30
−1.28 −1.30 1.06 1.02 1.05 1.05 0.81 0.81 0.21 0.22 −1.08 −1.09
0.49 0.37 0.87 0.77 0.06 0.07 −0.09 −0.06 0.23 0.16 0.29 0.21
ε
(1)
exch(CCSD) 2.57 2.52 18.69 18.76 5.50 5.45 1.32 1.30 4.75 4.80 2.70 2.68
1.96 1.94 13.78 13.69 4.18 4.16 1.01 1.01 3.78 3.79 2.06 2.06
−0.61 −0.58 −4.91 −5.07 −1.32 −1.29 −0.31 −0.29 −0.97 −1.01 −0.64 −0.62
tE
(22)
ind −0.80 −0.82 −10.08 −10.25 −1.82 −1.80 −0.34 −0.34 −1.58 −1.58 −0.80 −0.80
−0.71 −0.72 −8.45 −8.40 −1.57 −1.56 −0.30 −0.30 −1.43 −1.43 −0.74 −0.73
0.09 0.10 1.63 1.85 0.25 0.24 0.04 0.04 0.15 0.15 0.06 0.07
tE
(22)
exch−ind 0.28 0.28 6.43 6.48 0.94 0.91 0.11 0.11 1.15 1.10 0.52 0.48
0.25 0.25 5.48 5.46 0.83 0.83 0.10 0.10 1.04 1.04 0.48 0.48
−0.03 −0.03 −0.95 −1.02 −0.11 −0.09 −0.01 −0.01 −0.11 −0.07 −0.04 −0.01
E
(20)
disp −5.24 −5.68 −27.24 −29.54 −8.47 −9.48 −2.89 −3.24 −6.62 −7.97 −4.21 −5.10
−5.80 −5.89 −31.34 −31.88 −9.69 −9.97 −3.27 −3.37 −7.90 −8.34 −4.96 −5.32
−0.56 −0.21 −4.10 −2.34 −1.22 −0.50 −0.38 −0.12 −1.28 −0.37 −0.75 −0.22
E
(20)
exch−disp 0.45 0.53 6.71 7.13 1.47 1.65 0.28 0.34 1.17 1.39 0.74 0.87
0.54 0.57 7.60 7.75 1.69 1.76 0.34 0.36 1.38 1.47 0.84 0.91
0.09 0.04 0.89 0.62 0.22 0.12 0.06 0.02 0.22 0.08 0.10 0.04
ε
(2)
disp(2) −1.10 −1.34 −2.90 −3.64 −1.46 −1.88 −0.61 −0.78 −1.30 −1.88 −0.70 −1.12
−1.20 −1.24 −3.14 −3.31 −1.62 −1.72 −0.68 −0.72 −1.56 −1.72 −0.87 −1.00
−0.10 0.10 −0.24 0.33 −0.16 0.16 −0.07 0.06 −0.26 0.16 −0.17 0.11
E
(2)
corr −6.42 −7.03 −27.08 −29.82 −9.35 −10.60 −3.45 −3.92 −7.17 −8.93 −4.45 −5.67
−6.93 −7.02 −29.84 −30.39 −10.36 −10.66 −3.80 −3.93 −8.47 −8.98 −5.25 −5.67
−0.51 −0.01 −2.76 −0.57 −1.01 −0.06 −0.35 −0.01 −1.30 −0.05 −0.80 0.00
EcorrSAPT −5.62 −6.18 −8.20 −10.81 −2.86 −4.17 −1.23 −1.75 −2.44 −4.08 −3.12 −4.29
−6.25 −6.38 −15.00 −15.68 −5.13 −5.45 −1.98 −2.11 −4.48 −4.97 −4.27 −4.70
−0.63 −0.20 −6.80 −4.87 −2.27 −1.29 −0.75 −0.36 −2.04 −0.88 −1.15 −0.42
Eint 21.71 21.55 7.74 3.99 −18.64 −20.08 −14.59 −15.04 −4.02 −5.46 12.40 10.85
21.20 21.12 −0.37 −1.12 −20.82 −21.29 −15.14 −15.31 −5.81 −6.32 10.88 10.44
−0.51 −0.43 −8.11 −5.11 −2.18 −1.20 −0.55 −0.27 −1.79 −0.86 −1.52 −0.41
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Abbildung 5.2: Differenz einzelner Energiebeitra¨ge in einem jeweiligen Basis-Teilsatz zu der
entsprechenden Energie in dem DC+b-Basis-Teilsatz fu¨r die elektrostatischen Wechselwir-
kungsbeitra¨ge. Die mit unterbrochenen Linien verbundenen Punkte sind die Werte fu¨r den
apVDZ-Basissatz, die mit durchgezogenen Linien verbundenen Punkte sind die Werte fu¨r den
apVTZ-Basissatz. Die Reihenfolge der Geometrien in der Auftragung fu¨r einen Basis-Teilsatz
ist: H-H, H-X1, H-X2, H-X3, X-HH, X-X. Die numerischen Daten, auf denen diese Abbildung
basiert, findet man in den Tabellen E.1 und E.2.
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Abbildung 5.3: Differenz einzelner Energiebeitra¨ge in einem jeweiligen Basis-Teilsatz
zu der entsprechenden Energie in dem DC+b-Basis-Teilsatz fu¨r die Induktions-
Wechselwirkungsbeitra¨ge. Die mit unterbrochenen Linien verbundenen Punkte sind die Werte
fu¨r den apVDZ-Basissatz, die mit durchgezogenen Linien verbundenen Punkte sind die Werte
fu¨r den apVTZ-Basissatz. Die Reihenfolge der Geometrien in der Auftragung fu¨r einen Basis-
Teilsatz ist: H-H, H-X1, H-X2, H-X3, X-HH, X-X. Die numerischen Daten, auf denen diese
Abbildung basiert, findet man in den Tabellen E.3 und E.4.
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Abbildung 5.4: Differenz einzelner Energiebeitra¨ge in einem jeweiligen Basis-Teilsatz
zu der entsprechenden Energie in dem DC+b-Basis-Teilsatz fu¨r die Dispersions-
Wechselwirkungsbeitra¨ge. Die mit unterbrochenen Linien verbundenen Punkte sind die Werte
fu¨r den apVDZ-Basissatz, die mit durchgezogenen Linien verbundenen Punkte sind die Werte
fu¨r den apVTZ-Basissatz. Die Reihenfolge der Geometrien in der Auftragung fu¨r einen Basis-
Teilsatz ist: H-H, H-X1, H-X2, H-X3, X-HH, X-X. Die numerischen Daten, auf denen diese
Abbildung basiert, findet man in den Tabellen E.5 und E.6.
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Abbildung 5.5: Differenz einzelner Energiebeitra¨ge in einem jeweiligen Basis-Teilsatz zu der
entsprechenden Energie in dem DC+b-Basis-Teilsatz fu¨r die Hartree-Fock-Korrektur, den
SAPT-Korrelationsbeitrag und die SAPT-Wechselwirkungsenergie. Mit “comb” werden die
Resultate mit dem in Kapitel 5.5.4 beschriebenen Basis-Teilsatz-Kombinationsschema be-
zeichnet. Die mit unterbrochenen Linien verbundenen Punkte sind die Werte fu¨r den apVDZ-
Basissatz, die mit durchgezogenen Linien verbundenen Punkte sind die Werte fu¨r den apVTZ-
Basissatz. Die Reihenfolge der Geometrien in der Auftragung fu¨r einen Basis-Teilsatz ist: H-H,
H-X1, H-X2, H-X3, X-HH, X-X. Die numerischen Daten, auf denen diese Abbildung basiert,
findet man in den Tabellen E.7 und E.8.
49
Basissatz zeigt bereits der MC+f-Basis-Teilsatz hinreichend gute Resultate fu¨r E
(10)
pol und E
(10)
exch.
ε
(1)
pol,resp und ε
(1)
exch(CCSD) zeigen fu¨r alle Basis-Teilsa¨tze (vor allem in dem apVTZ-
Basissatz) nur geringe Abweichungen von den Ergebnissen im DC+b-Basis-Teilsatz. Daher
reicht hier der MC-Basis-Teilsatz aus.
5.5.2 Induktionsbeitra¨ge
Die Konvergenz der Induktions-Wechselwirkungsbeitra¨ge mit Basis-Teilsa¨tzen ist aus Abbil-
dung 5.3 und aus den entsprechenden numerischen Daten in den Tabellen E.3 und E.4 in
Anhang E ersichtlich.
Bei den Induktionsbeitra¨gen liefern die DC- und MC+b+f-Basis-Teilsa¨tze fu¨r alle Kom-
ponenten gute Ergebnisse, wa¨hrend dies beim MC+f-Basis-Teilsatz nur bei den korrelierten
Induktionsbeitra¨gen der Fall ist. Die Abweichungen der MC- und MC+b-Basis-Teilsa¨tze von
den DC+b-Energien zeigen eine gewisse Kompensation der Induktions - und der entsprechen-
den Austausch-Induktionsbeitra¨ge, die jedoch nicht ausreichend ist, um die Summe dieser
Beitra¨ge hinreichend genau zu beschreiben. Da der MC+f-Basis-Teilsatz fu¨r alle Induktions-
beitra¨ge hinreichend genaue Ergebnisse liefert, ist er fu¨r die Berechnung dieser Energiebeitra¨ge
auf der intermolekularen Potentialenergiefla¨che geeignet.
5.5.3 Dispersionsbeitra¨ge
Die Konvergenz der Dispersions-Wechselwirkungsbeitra¨ge mit Basis-Teilsa¨tzen ist aus Abbil-
dung 5.4 und aus den entsprechenden numerischen Daten in den Tabellen E.5 und E.6 in
Anhang E ersichtlich.
Selbst der MC+b+f Basis-Teilsatz kann E
(20)
disp nicht so genau wiedergeben, wie dies bei
den anderen Energiebeitra¨gen der Fall ist. Bei mittleren bis großen Absta¨nden sind jedoch der
MC+b+f- und der MC+b-Basis-Teilsatz hinreichend genau. Die H-X1-Geometrie bildet hier
eine Ausnahme, weil hier der DC-Basis-Teilsatz die besten Ergebnisse liefert. Einerseits ist hier
bei den Basis-Teilsa¨tzen mit Bondfunktionen der Abstand zwischen den Basisfunktionen des
Bru¨cken-Wasserstoffatoms und den Bondfunktionen mit 0.3 A˚ sehr klein, so daß hier vermut-
lich der Effekt der Bondfunktionen nicht so stark zur Geltung kommt. Andererseits ko¨nnen
im MC+b- und MC+b+f-Basis-Teilsatz Doppelanregungen von zwei besetzten Orbitalen, die
an den beiden unterschiedlichen Monomeren lokalisiert sind, in virtuelle Orbitale, die am glei-
chen Monomer A oder B lokalisiert sind, nicht beschrieben werden. Dieser ionische Beitrag
zur Dispersionsenergie, der mit dem lokalen MP2-Verfahren von Schu¨tz et al. [61] bestimmt
werden kann, fa¨llt exponentiell mit dem intermolekularen Abstand ab [156] und ist damit also
bei kurzen intermolekularen Absta¨nden (wie bei der H-X1-Geometrie) entscheidend.
5.5.4 Basis-Teilsatz-Kombinationsschema
Die obigen Ergebnisse hinsichtlich der fu¨r die jeweiligen SAPT-Einzelenergiebeitra¨ge beno¨tigten
Basis-Teilsa¨tze lassen sich zu dem in Tabelle 5.5 gezeigten Basis-Teilsatz-Kombinationsschema
zusammenfassen.
Die Ergebnisse hinsichtlich der notwendigen Basis-Teilsa¨tze sind in guter U¨bereinstim-
mung mit den Ergebnissen von Williams et al. [107], der die Verwendung des MC+b+f-Basis-
Teilsatzes favorisiert. Unser Basis-Teilsatz-Kombinationsschema spart jedoch etwa 25 % der
Rechenzeit und 50 % des Festplattenplatzes bei einem geringfu¨gigen Genauigkeitsverlust im
Vergleich zu einer MC+b+f Rechnung.
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Tabelle 5.5: Beno¨tigte Basis-Teilsa¨tze zur Berechnung der jeweiligen SAPT-
Einzelenergiebeitra¨ge. Die hier verwendete Notation fu¨r die Basis-Teilsa¨tze wird in Kapitel
5.2 erla¨utert. Dieses Basis-Teilsatz-Kombinationsschema, hier oft auch mit “comb” abgeku¨rzt,
wurde in dieser Arbeit mit dem apVTZ-Basissatz zur Berechnung eines Satzes von Punkten
auf der intermolekularen Potentialenergiefla¨che des Wasserdimers verwendet.
Basis-
Teilsatz SAPT-Energiebeitra¨ge
MC ε
(1)
pol,resp(3), ε
(1)
exch(CCSD)
MC+f E
(10)
pol , E
(10)
exch, E
(20)
ind,resp, E
20
exch−ind,resp,
tE
(22)
ind ,
tE
(22)
exch−ind
MC+b E
(20)
disp, E
(20)
exch−disp, ε
(2)
disp(2)
Die Genauigkeit des Basis-Teilsatz-Kombinationsschemas aus Tabelle 5.5 fu¨r den apVDZ-
und den apVTZ-Basissatz la¨ßt sich anhand von Abbildung 5.5 abscha¨tzen. Bei der Minimums-
geometrie H-X2 ergibt das Kombinationsschema eine intermolekulare Wechselwirkungsenergie
von -21.08 kJ/mol. Im vollen DC+b-Basis-Teilsatz erha¨lt man dagegen eine Wechselwirkungs-
energie von -21.29 kJ/mol, wa¨hrend die MC+b+f-Rechnung mit 138 Basisfunktionen -21.15
kJ/mol ergab. Im Vergleich dazu erhielten Mas et al. [155] mit einer MC+b+f-Rechnung mit
152 Basisfunktionen eine Wechselwirkungsenergie von -21.13 kJ/mol.
5.6 Einfluß der Positionen der Bondfunktionen auf die
SAPT-Wechselwirkungsenergiebeitra¨ge
Die Abha¨ngigkeit der Wechselwirkungsenergiebeitra¨ge von der Position der Bondfunktionen
wurde in dem apVTZ-DC+b-, dem apVDZ-MC+b+f- und dem apVTZ-MC+b+f-Basissatz
untersucht (vgl. Tabelle 5.6). Untersuchte Geometrien waren die Spitze-Spitze-H-X- und X-X-
Geometrien nach dem in Kapitel 5.2 beschreibenen Tetraedermodell fu¨r das Wasserdimer mit
einem O − O-Abstand von 3.0 A˚. Der Abstand der Bondfunktionen vom Sauerstoff (Rb−O)
wurde von dem Mittelpunkt der O−O-Achse (Rb−O = 1.5 A˚) in Schritten von 0.2 A˚ bis Rb−O =
0.5 A˚ variiert. Im Falle der H-X Geometrie ist hier das Sauerstoffatom auf der Sauerstoff-Seite
der Wasserstoffbru¨ckenbindung das Referenz - Sauerstoffatom der b-O-Abstandsmessung.
5.6.1 Einfluß der Position der Bondfunktionen auf die Energiebei-
tra¨ge der intermolekularen Hartree-Fock-Wechselwirkungse-
nergie
Bei der H-X-Geometrie wird die Hartree-Fock-Wechselwirkungsenergie in dem apVDZ-
Basissatz um etwa 0.14 kJ/mol erniedrigt, wenn die Bondfunktionen von der Mitte zwi-
schen den beiden Sauerstoffatomen zur Position Rb−O = 1.1 A˚ verschoben werden, was im
DC+b-Basis-Teilsatz hauptsa¨chlich auf E
(10)
pol zuru¨ckgefu¨hrt werden kann, dessen A¨nderungen
sich kaum gegen die von E
(10)
exch wegheben. Eine solche gegenseitige Aufhebung der Effek-
te bei Verschieben der Bondfunktionen tritt bei E
(20)
ind,resp und E
(20)
exch−ind,resp auf und of-
fensichtlich auch bei den Induktionsbeitra¨gen ho¨herer Ordnung, denn δHFint a¨ndert sich
in dem apVDZ-DC+b-Basissatz kaum bei Verschieben der Bondfunktionen. Die erwa¨hnte
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starke A¨nderung von E
(10)
pol bei Verschiebung der Bondfunktionen ist ein Anzeichen fu¨r
einen Basissatz-Superpositionsfehler 1. Ordnung. Bemerkenswerterweise a¨ndert sich bei dem
apVDZ-MC+b+f-Basissatz bei Verschieben der Bondfunktionen von der O − O-Mitte zu
Rb−O = 1.1 A˚ E
(10)
pol nur um -0.04 kJ/mol im Vergleich zu den -0.12 kJ/mol bei dem
apVDZ-DC+b-Basissatz. Offenbar wird eine Umverteilung der Ladung vom Sauerstoff-Ende
der Wasserstoffbru¨cke in Bondfunktions- und Geisterbasisfunktionen durch die Anwesenheit
eines vollen Basissatzes des Nachbarmoleku¨ls und durch eine ”gleichma¨ßige Ausfu¨llung” der
Bru¨ckenbindungsregion mit Basisfunktionen begu¨nstigt, wie sie gegeben ist, wenn sich die
Bondfunktionen in der OH-Mitte befinden. Im apVDZ-MC+b+f-Basissatz variiert E
(10)
exch mit
-0.11 kJ/mol sta¨rker als im apVDZ-DC+b-Basissatz mit -0.05 kJ/mol bei Verschiebung der
Bondfunktionen. Auch im apVDZ-MC+b+f-Basissatz variiert die Summe von E
(20)
ind,resp und
E
(20)
exch−ind,resp kaum bei Verschieben der Bondfunktionen. In dem apVDZ-MC+b+f-Basissatz
variiert δHFint mit -0.11 kJ/mol offenbar am sta¨rksten bei Verschiebung der Bondfunktionen,
was jedoch vermutlich ein Artefakt ist, da EHFint in dem DC+b-Basissatz berechnet werden
muß.
Bei der X-X-Geometrie variiert EHFint in dem apVDZ-Basissatz um weniger als 0.015 kJ/mol,
wenn die Bondfunktionen von der Mitte der OO-Achse zu einer Position bei etwa 1/3 der OO-
Achse verschoben werden und schließlich um weniger als 0.04 kJ/mol, wenn eine Position
bei weniger als 1/4 der OO-Achse erreicht wird. E
(20)
ind,resp und E
(20)
exch−ind,resp a¨ndern sich in dem
apVDZ-MC+b+f- und dem DC+b-Basissatz stark mit der Position der Bondfunktionen, wobei
E
(20)
ind,resp durch eine asymmetrische Position der Bondfunktionen erniedrigt wird. Allerdings
heben sich hier wieder die Effekte auf E
(20)
ind,resp und E
(20)
exch−ind,resp gegenseitig auf. Bei der X-
X-Geometrie a¨ndern sich bei Verschiebung der Bondfunktionen in dem apVDZ-MC+b+f-
und dem apVDZ-DC+b-Basissatz E
(10)
pol und E
(10)
exch stark, was sich allerdings erst bei großen
Verschiebungen bemerkbar macht.
In dem apVTZ-Basissatz a¨ndert sich die Hartree-Fock-Wechselwirkungsenergie nur um
etwa 0.01 kJ/mol bei Verschiebung der Bondfunktionen, wa¨hrend sich deren Einzelkomponen-
ten um weniger als 0.05 kJ/mol a¨ndern. Die leichten A¨nderungen in der Induktionsenergie bei
Verschiebung der Bondfunktionen heben sich auch hier mit den A¨nderungen des Austausch-
Induktionsbeitrages weitgehend auf.
5.6.2 Einfluß der Position der Bondfunktionen auf die korrelierten
Energiebeitra¨ge zur intermolekularen Wechselwirkungsener-
gie
Bei der H-X-Geometrie a¨ndert sich EcorrSAPT bei Verschiebung der Bondfunktionen in dem
apVDZ-MC+b+f-Basissatz um bis zu 0.07 kJ/mol und in dem apVDZ-DC+b-Basissatz um
bis zu 0.10 kJ/mol, wobei das Minimum bei Rb−O = 1.1 A˚ liegt. Addiert man hierzu die Stabi-
lisierung auf Hartree-Fock-Niveau, erha¨lt man einen Gesamteffekt von 0.21 bzw. 0.24 kJ/mol,
d. h. etwa 1 % der Gesamtdissoziationsenergie. Der Hauptanteil der Abha¨ngigkeit von EcorrSAPT
von der Position der Bondfunktionen liegt bei ε
(1)
pol,resp(3) mit Stabilisierungen von 0.04 bzw.
0.06 kJ/mol fu¨r den DC+b- und MC+b+f-Basis-Teilsatz, wa¨hrend die Stabilisierung bei Ver-
schiebung der Bondfunktionen zu Rb−O = 1.1 A˚ bei der Summe der Dispersionsenergiebeitra¨ge
etwa 0.02 kJ/mol betra¨gt. Im Gegensatz dazu wird die Summe der Dispersionsenergiebeitra¨ge
bei Verschiebung der Bondfunktionen von Rb−O = 1.5 A˚ zu Rb−O = 0.7 A˚ um 0.08 kJ/mol
fu¨r den apVDZ-DC+b- bzw. um 0.17 kJ/mol fu¨r den apVDZ-MC+b+f-Basissatz erho¨ht. Die
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A¨nderungen bei den verbleibenden Beitra¨gen ε
(1)
exch(CCSD),
tE
(22)
ind und
tE
(22)
exch−ind sind kleiner
als 0.01 kJ/mol und werden erst bei starken Verschiebungen von der OO-Mitte zu Rb−O ≤ 0.7
A˚ bemerkbar.
Bei der X-X-Geometrie ist EcorrSAPT in dem apVDZ-DC+b-Basissatz nahezu unabha¨ngig
von der Position der Bondfunktionen bis zu einer Verschiebung um 0.4 A˚ von der OO-Mitte.
Die einzelnen Komponenten zu EcorrSAPT a¨ndern sich hierbei um weniger als 0.03 kJ/mol. Die
A¨nderung von EcorrSAPT nimmt stark zu, wenn die Bondfunktionen um mindestens 0.7 A˚ ver-
schoben werden und betra¨gt dann 0.2 kJ/mol.
Bei dem apVTZ-MC+b+f-Basissatz a¨ndern sich die meisten Beitra¨ge in EcorrSAPT weniger
als 0.02 kJ/mol u¨ber den gesamten Positionsbereich der Bondfunktionen bei den H-X- und
X-X-Geometrien. Eine Ausnahme bilden hier die Dispersions-Energiebeitra¨ge, die bei starken
Verschiebungen der Bondfunktionen um etwa 0.1 kJ/mol destabilisiert werden.
Zusammenfassend la¨ßt sich sagen, daß sich bei den SAPT-Einzelenergiebeitra¨gen im
apVDZ-Basissatz eine Verschiebung der Bondfunktionen bei den Energiebeitra¨gen auf Hartree-
Fock-Niveau hauptsa¨chlich auf die elektrostatischen Beitra¨ge auswirkt, wa¨hrend bei den Ener-
giebeitra¨gen auf korreliertem Niveau die Dispersionsenergiebeitra¨ge und zum Teil in geringe-
rem Ausmaß auch die elektrostatischen Wechselwirkungsenergiebeitra¨ge beeinflußt werden.
In dem apVTZ-MC+b+f-Basissatz sind Effekte auf die SAPT-Gesamtwechselwirkungsenergie
mit maximal 0.12 kJ/mol gering und werden hauptsa¨chlich durch die Dispersionsenergiebei-
tra¨ge verursacht. Der geringe Einfluß der Verschiebung der Bondfunktionen in dem apVTZ-
MC+b+f-Basissatz auf E
(10)
pol deutet darauf hin, daß sich vermutlich bei der Verschiebung der
Bondfunktionen die Elektronenverteilung der Monomere nicht artifiziell a¨ndert.
5.7 Vergleich der Korrelationsverfahren
Einen Vergleich der mit den unterschiedlichen quantenchemischen Verfahren berechneten Elek-
tronenkorrelationsbeitra¨ge zur intermolekularen Wechselwirkungsenergie des Wasserdimers
findet man in Tabelle 5.7.
5.7.1 Core-Korrelationsbeitra¨ge
In [80, 81] wurde der ”wahre” Core-Korrelationsbeitrag zur intermolekularen Wechselwir-
kungsenergie des Wasserdimers in der Geometrie des absoluten Minimums der intermoleku-
laren Potentialenergiefla¨che auf einen Wert von etwa 0.18 kJ/mol gescha¨tzt. In Tabelle 5.7
findet man bei der H-X2-, der Halkier- und der Schu¨tz-Geometrie Core-Korrelationsbeitra¨ge
zur intermolekularen Wechselwirkungsenergie von etwa 0.1 kJ/mol, was etwa der Ha¨lfte des
erwa¨hnten gescha¨tzten Energiebeitrages entspricht. Der Grund fu¨r die Diskrepanz sind die in
den hier verwendeten Basissa¨tzen fehlenden Core-Korrelationsfunktionen.
5.7.2 U¨bereinstimmung der Wechselwirkungsenergien, die mit den
unterschiedlichen Korrelationsverfahren berechnet wurden
Anhand Tabelle 5.7 sieht man, daß die intermolekularen Wechselwirkungsenergien auf MP4-
Niveau gut mit CCSD(T) u¨bereinstimmen, die Wechselwirkungsenergien auf MP2- und SAPT-
Niveau dagegen i.a. nicht so gut. MP2 stimmt jedoch insbesondere bei dem Minimum der
intermolekularen Potentialenergiefla¨che gut mit CCSD(T) u¨berein. Bei den SAPT-Wechsel-
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Tabelle 5.6: Energiebeitra¨ge (in kJ/mol) bei unterschiedlichen Absta¨nden Rb−O der Bondfunk-
tionen vom na¨chsten Sauerstoffatom. ∆ bezeichnet die Differenz des betreffenden Energiebei-
trages zum entsprechenden Energiebeitrag bei Rb−O = 1.5A˚
Rb−O (Geometrie H-X) Rb−O (Geometrie X-X)
Energiebeitrag Basissatz 1.5 A˚ 1.1 A˚ ∆ 0.7 A˚ ∆ 1.5 A˚ 1.1 A˚ ∆ 0.7 A˚ ∆
E
(10)
pol apVDZ/DC+b -30.41 -30.53 -0.12 -30.41 0.00 7.96 7.95 -0.01 7.97 0.01
apVDZ/MC+b+f -30.44 -30.48 -0.04 -30.40 0.04 7.89 7.92 0.03 7.97 0.08
apVTZ/MC+b+f -30.31 -30.31 0.00 -30.30 0.01 7.97 7.97 0.00 7.96 -0.01
E
(10)
exch 21.88 21.90 0.02 21.83 -0.05 7.31 7.33 0.02 7.32 0.01
21.87 21.86 -0.01 21.76 -0.11 7.26 7.26 0.00 7.34 0.08
21.78 21.73 -0.05 21.75 -0.03 7.30 7.30 0.00 7.34 0.04
E
(20)
ind,resp -9.14 -9.29 -0.15 -9.07 0.07 -2.45 -2.54 -0.09 -2.48 -0.03
-9.16 -9.14 0.02 -8.95 0.21 -2.50 -2.53 -0.03 -2.50 0.00
-9.46 -9.42 0.04 -9.43 0.03 -2.73 -2.71 0.02 -2.76 -0.03
E
(20)
exch−ind,resp 4.52 4.65 0.13 4.43 -0.09 1.41 1.50 0.09 1.44 0.03
4.56 4.55 -0.01 4.36 -0.20 1.46 1.50 0.04 1.46 0.00
4.87 4.83 -0.04 4.85 -0.02 1.69 1.68 -0.01 1.72 0.03
δHFint -2.91 -2.92 -0.01 -2.94 -0.03 -0.36 -0.36 0.00 -0.36 0.00
-2.89 -3.00 -0.11 -2.93 -0.04 -0.26 -0.27 -0.01 -0.37 -0.11
-2.87 -2.84 0.03 -2.87 0.00 -0.36 -0.37 -0.01 -0.40 -0.04
EHFint -16.06 -16.20 -0.14 -16.16 -0.10 13.86 13.87 0.01 13.90 0.04
-16.06 -16.20 -0.14 -16.16 -0.10 13.86 13.87 0.01 13.90 0.04
-16.00 -16.00 0.00 -16.00 0.00 13.87 13.87 0.00 13.86 -0.01

(1)
pol,resp(3) 0.96 0.92 -0.04 0.92 -0.04 -1.17 -1.19 -0.02 -1.16 0.01
0.95 0.89 -0.06 0.92 -0.03 -1.18 -1.18 0.00 -1.16 0.02
1.01 0.99 -0.02 1.01 0.00 -1.00 -0.99 0.01 -0.98 0.02

(1)
exch(CCSD) 5.00 4.99 -0.01 4.96 -0.04 2.34 2.32 -0.02 2.32 -0.02
5.01 5.00 -0.01 4.96 -0.05 2.34 2.34 0.00 2.33 -0.01
3.85 3.84 -0.01 3.84 -0.01 1.80 1.80 0.00 1.80 0.00
tE
(22)
ind -1.60 -1.60 0.00 -1.58 0.02 -0.67 -0.69 -0.02 -0.67 0.00
-1.61 -1.62 -0.01 -1.58 0.03 -0.68 -0.69 -0.01 -0.68 0.00
-1.40 -1.40 0.00 -1.40 0.00 -0.62 -0.61 0.01 -0.61 0.01
tE
(22)
exch−ind 0.79 0.80 0.01 0.77 -0.02 0.39 0.41 0.02 0.39 0.00
0.80 0.81 0.01 0.77 -0.03 0.40 0.41 0.01 0.40 0.00
0.72 0.72 0.00 0.72 0.00 0.38 0.38 0.00 0.38 0.00
E
(20)
disp -8.69 -8.73 -0.04 -8.65 0.04 -4.61 -4.59 0.02 -4.50 0.11
-8.60 -8.62 -0.02 -8.47 0.13 -4.57 -4.54 0.03 -4.41 0.16
-8.99 -8.98 0.01 -8.91 0.08 -4.75 -4.73 0.02 -4.66 0.09
E
(20)
exch−disp 1.47 1.48 0.01 1.45 -0.02 0.75 0.74 -0.01 0.73 -0.02
1.43 1.43 0.00 1.38 -0.05 0.74 0.73 -0.01 0.70 -0.04
1.51 1.50 -0.01 1.48 -0.03 0.76 0.76 0.00 0.75 -0.01

(2)
disp(2) -1.79 -1.78 0.01 -1.73 0.06 -1.03 -1.02 0.01 -0.97 0.06
-1.76 -1.75 0.01 -1.67 0.09 -1.01 -0.99 0.02 -0.93 0.08
-1.60 -1.60 0.00 -1.57 0.03 -0.91 -0.90 0.01 -0.87 0.04
E
(2)
corr -9.82 -9.84 -0.02 -9.75 0.07 -5.18 -5.14 0.04 -5.02 0.16
-9.73 -9.76 -0.03 -9.57 0.16 -5.13 -5.09 0.04 -4.92 0.21
-9.77 -9.76 0.01 -9.68 0.09 -5.13 -5.11 0.02 -5.02 0.11
EcorrSAPT -3.86 -3.93 -0.07 -3.87 -0.01 -4.01 -4.01 0.00 -3.86 0.15
-3.77 -3.87 -0.10 -3.69 0.08 -3.97 -3.93 0.04 -3.75 0.22
-4.91 -4.93 -0.02 -4.83 0.08 -4.33 -4.30 0.03 -4.20 0.13
Eint -19.92 -20.13 -0.21 -20.03 -0.11 9.85 9.87 0.02 10.04 0.19
-19.84 -20.07 -0.23 -19.86 -0.02 9.89 9.94 0.05 10.15 0.26
-20.90 -20.93 -0.03 -20.83 0.07 9.54 9.57 0.03 9.66 0.12
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wirkungsenergien fa¨llt auf, daß SAPT in den meisten Fa¨llen die negativsten Wechselwirkungs-
energien liefert.
5.7.3 Vergleich von SAPT und CCSD(T)
Allgemein la¨ßt sich sagen, daß die CCSD(T)-Wechselwirkungsenergien mit großer Warschein-
lichkeit genauer als die SAPT-Wechselwirkungsenergien sind. Zwar werden bei CCSD(T)
die verknu¨pften Dreifachanregungsenergien nicht iterativ berechnet, sondern nur sto¨rungs-
theoretisch abgescha¨tzt, doch allgemeine Erfahrungen deuten darauf hin, daß eine iterati-
ve Berechnung dieser Beitra¨ge die Wechselwirkungsenergien nicht verbessert. SAPT dage-
gen zeigt einige Defizite: So werden z.B. in SAPT Wechselwirkungsenergien mit Ordnungen
ho¨her als 2 in der intermolekularen Sto¨rung nur auf HF-Niveau beru¨cksichtigt. Ferner wer-
den intramolekulare Korrelationskorrekturen teilweise nur in niedriger sto¨rungstheoretischer
Ordnung beru¨cksichtigt. So wurde die intramolekulare Korrelationskorrektur zur Austausch-
Dispersionsenergie komplett vernachla¨ssigt. Dieser Beitrag ist positiv, wu¨rde also die U¨ber-
einstimmung von SAPT und CCSD(T) verbessern. Andererseits ist dieser Beitrag eher klein,
wenn man ihn entsprechend ε
(2)
exch−disp(2) = E
(20)
exch−disp ·
ε
(2)
disp(2)
E
(20)
disp
abscha¨tzt, na¨mlich 0.12, 0.80,
0.30, 0.08, 0.30 und 0.17 kJ/mol fu¨r die Geometrien H-H, H-X1, H-X2, H-X3, X-HH und X-X,
und reicht damit nicht aus, um die SAPT- und CCSD(T)-Werte in Deckung zu bringen.
Tabelle 5.7: Hartree-Fock- und Elektronenkorrelations-Energiebeitra¨ge (in kJ/mol) zur We-
chselwirkungsenergie fu¨r den apVTZ Basissatz. Die Ergebnisse der Allelektronen-Rechnungen
wurden mit AE bezeichnet, diejenigen der frozen-core-Rechnungen mit FC. Die Abku¨rzung
“comb” deutet an, daß fu¨r die betreffende SAPT-Rechnung das in Kapitel 5.5 und in Tabelle
5.5 beschriebene Basis-Teilsatz-Kombinationsschema verwendet wurde.
Geometrie EHFint E
corr
MP2 E
corr
MP4 E
corr
CCSD(T ) E
corr
SAPT (DC+b) E
corr
SAPT (comb)
H-H AE 27.50 −5.85 −6.97 −6.38 −6.34
FC −5.83 −7.09 −6.96
H-X1 14.55 −12.05 −11.32 −15.68 −14.44
−11.76 −11.18 −11.06
H-X2 −15.83 −4.65 −4.78 −5.45 −5.25
−4.55 −4.61 −4.70
H-X3 −13.20 −1.61 −1.73 −2.11 −2.03
−1.57 −1.60 −1.69
X-HH −1.36 −3.41 −4.32 −4.97 −4.84
−3.34 −4.02 −4.27
X-X 15.14 −3.65 −4.43 −4.70 −4.66
−3.64 −4.52 −4.43
Halkier −14.74 −5.10 −5.30 −5.75
(Ref. [79]) −5.00 −5.12 −5.22
Schu¨tz −15.24 −4.71 −4.91
(Ref. [80]) −4.62 −4.73 −4.83 −5.37
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5.8 Bemerkung zur Verwendung der CCSD(T)-Wech-
selwirkungsenergien als Referenz
Das CCSD(T)-Verfahren ist fu¨r quantenchemische Rechnungen mit einer Referenzdeterminan-
te zu Recht sehr beliebt, denn es liefert bei einem vertretbaren Rechenaufwand einen hohen
Anteil der tatsa¨chlichen Korrelationsenergie. Da jedoch der Anteil der Korrelationsenergie bei
intermolekularen Wechselwirkungen in der Regel sehr hoch ist, ko¨nnen sich eventuell auch die
kleinen Abweichungen von der tatsa¨chlichen Korrelationsenergie bei den Monomeren und dem
Dimer beim CCSD(T)-Verfahren deutlich bei der intermolekularen Wechselwirkungsenergie
bemerkbar machen. Es ist jedoch bekannt, daß CCSD(T) im Normalfall sehr gute Ergebnis-
se fu¨r intermolekulare Wechselwirkungen liefert. Dieser Effekt beruht teils auf einer Fehler-
kompensation, denn man weiß, daß das CCSDT-Verfahren, das eigentlich eine vollsta¨ndigere
Beschreibung der Korrelationsenergie liefert als das CCSD(T)-Verfahren, in der Regel etwas
schlechtere intermolekulare Wechselwirkungsenergien liefert als CCSD(T) [157].
Das SAPT-Verfahren liefert bei Verwendung von kleinen Basissa¨tzen, wie dem aug-cc-
pVTZ-Basissatz, Ergebnisse, die in der Regel recht nahe am CCSD(T)-Basissatz-Limit liegen,
wie hier bereits erwa¨hnt wurde. Bei gro¨ßeren Basissa¨tzen liefert SAPT-Wechselwirkungsener-
gien, die deutlich zu niedrig sind. So liefert SAPT in dem IO249-Basissatz fu¨r das Wasser-
dimer in der optimierten Minimumsgeometrie nach Klopper et al. [83] eine intermolekulare
Wechselwirkungsenergie von -21.623 kJ/mol (vgl. Tabelle 6.1), was weit unter der CCSD(T)-
Wechselwirkungsenergie von -20.885 kJ/mol und sogar deutlich unter der von Klopper et al.
abgescha¨tzten tatsa¨chlichen Wechselwirkungsenergie von -21.0 ± 0.2 kJ/mol [83] liegt.
Somit ist mit großer Wahrscheinlichkeit das CCSD(T)-Verfahren das genaueste der in dieser
Arbeit verwendeten Verfahren zur Berechnung intermolekularer Wechselwirkungsenergien. An
dieser Stelle soll deutlich erwa¨hnt werden, daß vor allem aus diesem Grund in dieser Arbeit die
CCSD(T)-Wechselwirkungsenergien als Referenz verwendet werden, wobei jedoch keinesfalls
sicher ist, daß nicht das CCSD(T)-Verfahren fu¨r bestimmte Geometrien qualitativ schlechte-
re Wechselwirkungsenergien liefern ko¨nnte. Die Wahrscheinlichkeit hierfu¨r ist jedoch gering,
zumal sich CCSD(T) auch fu¨r die Wechselwirkungsenergien von vo¨llig anderen Dimeren, wie
z.B. den Edelgasdimeren bewa¨hrt hat.
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Kapitel 6
Ergebnisse der supermolekularen
Rechnungen mit dem IO241-Basissatz
Mit dem wechselwirkungsoptimierten IO249-Basissatz von Duijneveldt-van de Rijdt et al.
[82] lassen sich Wechselwirkungsenergien des Wasserdimers bestimmen, die nicht weit vom
Basissatzlimit entfernt sind. Da dieser Basissatz jedoch an dem Wasserstoffbru¨cken-Wasser-
stoffatom einen Basissatz entha¨lt, der gro¨ßer ist als der der anderen Wasserstoffatome und
einen Bondfunktionensatz, der sich in der Mitte zwischen dem Wasserstoffbru¨cken-Wasserstoff-
und -Sauerstoffatom befindet, ist er nur fu¨r Wasserdimer-Geometrien geeignet, die der Mini-
mumsgeometrie a¨hneln. Um diesen Basissatz auch fu¨r andere Geometrien nutzen zu ko¨nnen,
la¨ßt sich ein entsprechender symmetrisierter Basissatz konstruieren, indem man den kleineren
Wasserstoff-Basissatz fu¨r alle Wasserstoffatome verwendet und die Bondfunktionen in die Mit-
te zwischen die beiden Sauerstoffatome schiebt. Der so erhaltene Basissatz wird hier als IO241
bezeichnet, weil er 241 Basisfunktionen besitzt. Der IO241-Basissatz liefert ebenfalls sehr gute
Ergebnisse intermolekulare Wechselwirkungsenergie (vgl. Tabelle 6.1). Somit soll der IO241-
Basissatz in diesem Kapitel verwendet werden, um abzuscha¨tzen, wie weit die Ergebnisse in
dem apVTZ-Basissatz konvergiert sind.
Zuna¨chst soll untersucht werden, inwieweit die supermolekularen Wechselwirkungsenergien
von unterschiedlichen Basissa¨tzen bei der Minimumsgeometrie von Klopper et al. [83] konver-
giert sind. Anschließend soll erkundet werden, wie die unterschiedlichen SAPT-Energiebeitra¨ge
mit dem Basissatz konvergieren. Bei diesen Untersuchungen sollen auch Versionen des apVTZ-
und IO241-Basissatzes verwendet werden, bei denen sich die Bondfunktionen in der Mitte zwi-
schen dem Wasserstoffbru¨cken-Wasserstoff- und -Sauerstoffatom befinden. Um diese Basissa¨tze
von den entsprechenden Basissa¨tzen zu unterscheiden, bei denen sich die Bondfunktionen in
der Mitte zwischen den beiden Sauerstoffatomen befinden, wurden die Basissatzbezeichnungen
bzw. Wechselwirkungsenergien fu¨r die Letzteren in den folgenden beiden Kapiteln mit einem
hochgestellten ∗ gekennzeichnet. In darauffolgenden Kapiteln, bei denen eine solche Verwechs-
lungsgefahr nicht besteht, sind mit “apVTZ” und “IO241” die Basissa¨tze gemeint, bei denen
sich die Bondfunktionen in der Mitte zwischen den beiden Sauerstoffatomen befinden. In dem
letzten Abschnitt dieses Kapitels werden die Resultate unterschiedlicher Basissa¨tze und Kor-
relationsverfahren an allen der in dieser Arbeit verwendeten Punkte verglichen.
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6.1 Gesamtwechselwirkungsenergien bei der intermole-
kularen Potentialminimumsgeometrie nach Klopper
et al.
Vergleicht man die intermolekularen Wechselwirkungsenergien des Wasserdimers in dem
IO249-Basissatz und der Minimumsgeometrie nach Klopper et al. [83] fu¨r die unterschiedli-
chen Korrelationsverfahren (Tabelle 6.1 und Abb. 6.1), sieht man, daß CCSD und MP4(SDQ)
mit Differenzen von 0.998 kJ/mol und 1.011 kJ/mol zur CCSD(T) - Wechselwirkungsenergie
deutlich zu hoch liegen, wa¨hrend MP2 und MP4 mit Differenzen zur CCSD(T) - Wechsel-
wirkungsenergie von 0.097 kJ/mol und 0.049 kJ/mol gute Ergebnisse liefern. Die SAPT -
Wechselwirkungsenergie ist im Vergleich zu CCSD(T) mit einer Differenz von -0.738 kJ/mol
zu niedrig.
Die mit dem MP4-Verfahren berechneten Wechselwirkungsenergien haben in der Regel ei-
ne Qualita¨t, die nur geringfu¨gig schlechter ist als die der entsprechenden CCSD(T) - Werte.
Allerdings ist aber auch der Rechenaufwand einer MP4 - Rechnung nur geringfu¨gig kleiner
als der einer entsprechenden CCSD(T) - Rechnung, so daß man es in der Regel vorzieht, eine
CCSD(T) - Rechnung zu machen. Das MP2-Verfahren scheint nach diesem Ergebnis das Ver-
fahren der Wahl zu sein, denn es liefert in diesem Fall sogar bessere Wechselwirkungsenergien
als SAPT mit einem geringerem Rechenaufwand. Allerdings zeigen die MP2 - Wechselwir-
kungsenergien bei anderen Geometrien eine schlechtere U¨bereinstimmung mit den CCSD(T)
- Wechselwirkungsenergien als die SAPT - Wechselwirkungsenergien (siehe unten). Dies zeigt,
daß es zur Beurteilung eines Verfahrens zur Berechnung intermolekularer Wechselwirkungs-
energien nicht ausreicht, die Ergebnisse dieses Verfahrens bei einer einzigen Geometrie bzw.
der Minimumsgeometrie zu betrachten (wie es leider ha¨ufig geschieht), es sei denn, man mo¨chte
ausschließlich Rechnungen in der Na¨he dieser Geometrie machen.
Untersucht man die Effekte, die die Core-Korrelation, Bondfunktions-Verschiebung und
A¨nderungen des Basissatzes auf Wechselwirkungsenergien der unterschiedlichen Korrelations-
verfahren haben (vgl. Abb. 6.2), sieht man, daß die Effekte der Core-Korrelation mit -0.068
bis -0.084 kJ/mol und die Effekte der Verschiebung von Bondfunktionen mit -0.045 bis -0.048
kJ/mol in dem apVTZ-Basissatz bzw. mit -0.003 bis -0.021 kJ/mol in dem IO241-Basissatz
vernachla¨ssigbar gering sind. Die A¨nderungen in der Wechselwirkungsenergie bei einem Wech-
sel von dem apVTZ- zu dem IO241-Basissatz sind mit -0.339 bis -0.436 kJ/mol signifikant.
Demgegenu¨ber ist der Effekt der Vergro¨ßerung des Basissatzes des Bru¨cken-Wasserstoffatoms
beim Wechsel von dem IO241- zu dem IO249-Basissatz bei Anwesenheit von Bondfunktionen
mit -0.124 bis -0.139 kJ/mol geringer, aber immer noch deutlich. Sind keine Bondfunktionen
vorhanden, ist dieser Effekt noch deutlich gro¨ßer, z.B. -0.170 kJ/mol bei der SAPT MC -
Rechnung oder -0.278 kJ/mol bei der SAPT-DC-Rechnung.
6.2 Untersuchung der Konvergenz einzelner SAPT-
Wechselwirkungsenergiebeitra¨ge der intermoleku-
laren Potentialminimumsgeometrie mit Hilfe von
Rechnungen mit dem IO249-Basissatz
Im Folgenden seien die A¨nderungen in den einzelnen SAPT-Energiebeitra¨gen bei einem Wech-
sel von dem apVTZ*-DC+b-Basissatz bzw. dem apVTZ-DC+b-Basissatz zum IO249-DC+b-
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Tabelle 6.1: Intermolekulare Wechselwirkungsenergien fu¨r unterschiedliche Basissa¨tze und ab-
initio-Methoden bei Potentialminimumsgeometrie nach Klopper et al.
apVTZ IO241 IO249
HF −15.226 −15.193 −15.260
−15.221∗ −15.221∗
MP2-fc −20.704
MP2-ae −20.240 −20.652 −20.788
−20.195∗ −20.631∗
∆ −0.045 −0.021
CCSD-fc −19.818
CCSD-ae −19.424 −19.763 −19.887
−19.376∗ −19.755∗
∆ −0.048 −0.008
MP4-SDQ-fc −19.806
MP4-SDQ-ae −19.874
MP4-fc −20.763
MP4-ae −20.836
CCSD(T)-fc −20.814
CCSD(T)-ae −20.403 −20.746 −20.885
−20.356∗ −20.743∗
∆ −0.047 −0.003
SAPT-MC-ae −18.950 −19.381 −19.551
SAPT-DC-ae −20.960 −21.238
SAPT-DC+b-ae −21.488 −21.623
−21.047∗ −21.478∗
∆ −0.010
* : Bondfunktionen in der Mitte zwischen den beiden Sauerstoffatomen
∆ : Differenz der Wechselwirkungsenergien zwischen einer Rechnung mit den Bondfunktionen
in der Mitte zwischen dem Bru¨cken - Wasserstoffatom und dem Sauerstoffatom des an-
deren Monomers und einer Rechnung mit den Bondfunktionen in der Mitte zwischen den
Sauerstoffatomen
apVTZ : aug-cc-pVTZ-Basissatz mit 3s2p1d1f-Bondfunktionssatz
IO241 : IO249-Basissatz, bei dem der spezielle Basissatz am Bru¨cken - Wasserstoffatom durch den
normalen Wasserstoff-Basissatz ersetzt wurde
fc : frozen core Rechnung
ae : Rechnung, bei der alle Elektronen korreliert sind (was bei SAPT immer der Fall ist)
MC : Monomerzentrierter Basissatz
DC : Dimerzentrierter Basissatz ohne Bondfunktionen
DC+b : Dimerzentrierter Basissatz mit Bondfunktionen
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Abbildung 6.1: Vergleich der Korrelationsverfahren in dem IO249-Basissatz bei der Potential-
minimumsgeometrie nach Klopper et al.
Basissatz (zur Notation vgl. die U¨berschrift von Tabelle 6.2) bei der Minimumsgeometrie nach
Klopper et al. [83] untersucht, um Informationen u¨ber deren Konvergenzverhalten zu erlangen
(siehe Abb. 6.3). Die Ergebnisse dieser Rechnungen sowie weiterer Rechnungen, die zusa¨tzlich
die IO241- und die IO241*- Basissa¨tze sowie die Basis-Teilsa¨tze MC und DC beru¨cksichtigen,
findet man in Tabelle 6.2. In der Diskussion von Abb. 6.3 werden nur die numerischen Daten
des Vergleiches der Basissa¨tze apVTZ*-DC+b und IO249-DC+b angegeben, da der Vergleich
der Basissa¨tze apVTZ-DC+b und IO249-DC+b sehr a¨hnliche Daten liefert.
Bei einem Blick auf Abb. 6.3 sieht man, daß wie erwartet die Energie-Einzelbeitra¨ge, die in
der supermolekularen Hartree-Fock-Energie enthalten sind, viel besser konvergiert sind (maxi-
male Abweichung zwischen den erwa¨hnten Basissa¨tzen von 0.064 kJ/mol) als die korrelierten
Einzelbeitra¨ge (maximale Abweichung 0.333 kJ/mol). Bei den Hartree-Fock-Einzelbeitra¨gen
haben die Induktionsbeitra¨ge die gro¨ßten Basissatzeffekte mit 0.064 kJ/mol fu¨r E
(20)
ind,resp
und -0.059 kJ/mol fu¨r E
(20)
exch−ind,resp (negatives Vorzeichen bedeutet, daß die Energie in dem
gro¨ßeren Basissatz negativer ist). Allerdings gleichen sich die Basissatzeffekte auf E
(20)
ind,resp und
E
(20)
exch−ind,resp mit insgesamt 0.005 kJ/mol weitgehend aus. Kleiner sind die Basissatzeffekte auf
die Hartree-Fock-Einzelbeitra¨ge E
(10)
exch mit 0.029 kJ/mol, E
(10)
pol mit -0.025 kJ/mol und δ
HF
int mit
0.010 kJ/mol. Somit stammt der Hauptteil des Basissatzeffektes auf EHFint von -0.039 kJ/mol
von E
(10)
pol + E
(10)
exch, die beide negativ sind und sich damit nicht ausgleichen.
Bei den korrelierten Energiebeitra¨gen sieht man, daß die Basissatzabha¨ngigkeit von tE
(22)
ind
mit 0.058 kJ/mol etwa genau so groß ist, wie die von ε
(2)
disp(2) mit 0.057 kJ/mol. Die gegensei-
tige Aufhebung der Basissatzeffekte von tE
(22)
ind und
tE
(22)
exch−ind ist nicht so ausgepra¨gt wie bei
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Abbildung 6.2: Effekte auf die Gesamtwechselwirkungsenergie bei der Potentialminimumsgeo-
metrie nach Klopper et al. Die Ho¨he der Balken gibt den Wertebereich der A¨nderungen an,
die hervorgerufen werden.
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den entsprechenden Hartree-Fock-Beitra¨gen. So ist der Basissatzeffekt auf tE
(22)
exch−ind -0.035
kJ/mol, so daß ein Basissatzeffekt auf tE
(22)
ind +
tE
(22)
exch−ind von 0.023 kJ/mol verbleibt. Der
Basissatzeffekt auf die Summe sa¨mtlicher Induktionsbeitra¨ge ist 0.028 kJ/mol. Der Energie-
beitrag, der nach bisherigen Erkenntnissen als besonders schlecht mit dem Basissatz konver-
gierend gilt, ist die Dispersionsenergie. Weil jedoch in allen verwendeten Basissa¨tzen Bond-
funktionen vorhanden sind, die die Konvergenz der Dispersionsenergie mit der Gro¨ße des
Basissatzes verbessern, sind die Dispersionsenergiebeitra¨ge nicht diejenigen, die mit dem Ba-
sissatz am schlechtesten konvergieren. Die Basissatzeffekte von E
(20)
disp und E
(20)
exch−disp sind -0.101
und 0.039 kJ/mol, summieren sich also zu einem Basissatzeffekt von E
(20)
disp + E
(20)
exch−disp von
-0.062 kJ/mol. Beru¨cksichtigt man jedoch, daß der Basissatzeffekt auf ε
(2)
disp(2) 0.057 kJ/mol
ist, verbleibt ein Basissatzeffekt auf die Summe aller Dispersionsenergiebeitra¨ge von -0.005
kJ/mol, was geringer als der Basissatzeffekt auf die Summe aller Induktionsbeitra¨ge von
0.028 kJ/mol ist. Allerdings ist zu erwa¨hnen, daß die intramolekulare Korrelationskorrektur zu
E
(20)
exch−disp verna¨chla¨ssigt wurde, ein Beitrag, der voraussichtlich klein ist und somit wahrschein-
lich einen kleinen Basissatzeffekt aufweist. Die gro¨ßten Basissatzeffekte zeigen, wider Erwarten,
die Intramonomer-Korrelationskorrekturen des elektrostatischen Wechselwirkungsenergiebei-
trages und seiner Austauschkorrektur, ε
(1)
pol(3) und ε
(1)
exch(CCSD) mit -0.222 und -0.333 kJ/mol.
Damit ist der Basissatzeffekt auf die Summe aller elektrostatischen Beitra¨ge -0.609 kJ/mol. Im
Vergleich hierzu ist der Basissatzeffekt auf die Summe aller Wechselwirkungsenergiebeitra¨ge,
die die Intramonomer-Korrelation beru¨cksichtigen, -0.538 kJ/mol sowie der Basissatzeffekt auf
die Gesamtwechselwirkungsenergie -0.576 kJ/mol.
Abbildung 6.3: Konvergenz der einzelnen SAPT-Energiebeitra¨ge bei der Potentialminimums-
geometrie nach Klopper et al.
63
T
ab
el
le
6.
2:
M
it
u
n
te
rs
ch
ie
d
li
ch
en
B
as
is
sa¨
tz
en
b
er
ec
h
n
et
e
S
A
P
T
-E
in
ze
le
n
er
gi
eb
ei
tr
a¨g
e.
Is
t
ei
n
e
B
as
is
sa
tz
b
ez
ei
ch
n
u
n
g
u
m
ei
n
en
“*
”
er
-
w
ei
te
rt
,
w
ie
“a
p
V
T
Z
*”
o
d
er
“I
O
24
1*
”,
d
eu
te
t
d
ie
s
an
,
d
aß
si
ch
d
ie
B
on
d
fu
n
k
ti
on
en
in
d
er
M
it
te
zw
is
ch
en
b
ei
d
en
O
-A
to
m
en
b
efi
n
d
en
.
F
eh
lt
d
er
“*
”,
b
efi
n
d
en
si
ch
d
ie
B
on
d
fu
n
k
ti
on
en
in
d
er
M
it
te
zw
is
ch
en
d
em
W
as
se
rb
ru¨
ck
en
-W
as
se
rs
to
ff
u
n
d
d
em
-S
au
er
st
off
at
om
.
D
ie
B
ez
ei
ch
n
u
n
ge
n
d
er
B
as
is
-T
ei
ls
a¨t
ze
w
ie
“M
C
”
o
d
er
“D
C
”
si
n
d
in
K
ap
it
el
5.
2
er
la¨
u
te
rt
.
ap
V
T
Z
ap
V
T
Z
*
ap
V
T
Z
IO
24
1
IO
24
9
IO
24
1
IO
24
9
IO
24
1*
IO
24
1
IO
24
9
M
C
D
C
+
b
D
C
+
b
M
C
M
C
D
C
D
C
D
C
+
b
D
C
+
b
D
C
+
b
E
(1
0
)
p
o
l
−3
4.
44
8
−3
4.
43
9
−3
4.
43
2
−3
4.
41
3
−3
4.
41
9
−3
4.
50
5
−3
4.
47
9
−3
4.
45
4
−3
4.
43
4
−3
4.
46
4
ε(
1
)
p
o
l,
r
e
s
p
(3
)
1.
02
2
1.
00
5
0.
97
1
0.
82
4
0.
74
0
0.
77
3
0.
76
5
0.
81
1
0.
78
1
0.
78
3
E
(1
)
p
o
l
−3
3.
42
6
−3
3.
43
4
−3
3.
46
1
−3
3.
58
9
−3
3.
67
9
−3
3.
73
2
−3
3.
71
4
−3
3.
64
3
−3
3.
65
3
−3
3.
68
1
E
(1
0
)
e
x
c
h
27
.1
60
28
.4
81
28
.4
72
28
.6
97
28
.7
57
28
.4
91
28
.4
69
28
.4
63
28
.4
54
28
.4
52
ε(
1
)
e
x
c
h
(C
C
S
D
)
4.
53
4
4.
57
8
4.
56
4
4.
24
1
4.
41
5
4.
39
4
4.
37
9
4.
34
6
4.
27
6
4.
24
5
E
(1
)
e
x
c
h
31
.6
94
33
.0
59
33
.0
36
32
.9
38
33
.1
72
32
.8
85
32
.8
48
32
.8
09
32
.7
30
32
.6
97
E
(1
0
)
p
o
l+
e
x
c
h
−7
.2
88
−5
.9
58
−5
.9
60
−5
.7
16
−5
.6
62
−6
.0
14
−6
.0
10
−5
.9
91
−5
.9
80
−6
.0
12
E
(1
)
p
o
l+
e
x
c
h
−1
.7
32
−0
.3
75
−0
.4
25
−0
.6
51
−0
.5
07
−0
.8
47
−0
.8
66
−0
.8
34
−0
.9
23
−0
.9
84
E
(2
0
)
in
d
,r
e
s
p
−6
.4
21
−1
2.
19
8
−1
2.
21
6
−6
.4
46
−6
.3
68
−1
2.
14
6
−1
2.
15
2
−1
2.
09
5
−1
2.
12
1
−1
2.
13
4
t
E
(2
2
)
in
d
−0
.5
37
−1
.7
69
−1
.7
74
−0
.5
10
−0
.5
36
−1
.7
28
−1
.7
30
−1
.7
22
−1
.7
01
−1
.7
11
E
(2
)
in
d
−6
.9
58
−1
3.
96
7
−1
3.
99
0
−6
.9
56
−6
.9
04
−1
3.
87
4
−1
3.
88
2
−1
3.
81
7
−1
3.
82
2
−1
3.
84
5
E
(2
0
)
e
x
c
h
−
in
d
,r
e
s
p
2.
56
4
6.
65
5
6.
67
3
2.
57
0
2.
42
2
6.
63
8
6.
63
2
6.
56
6
6.
60
1
6.
59
6
t
E
(2
2
)
e
x
c
h
−
in
d
0.
21
4
0.
96
5
0.
96
9
0.
20
3
0.
20
4
0.
94
4
0.
94
4
0.
93
5
0.
92
6
0.
93
0
E
(2
)
e
x
c
h
−
in
d
2.
77
8
7.
62
0
7.
64
2
2.
77
3
2.
62
6
7.
58
2
7.
57
6
7.
50
1
7.
52
7
7.
52
6
E
(2
0
)
in
d
+
e
x
c
h
−
in
d
,r
e
s
p
−3
.8
57
−5
.5
43
−5
.5
43
−3
.8
76
−3
.9
46
−5
.5
08
−5
.5
20
−5
.5
29
−5
.5
20
−5
.5
38
E
(2
)
in
d
+
e
x
c
h
−
in
d
−4
.1
78
−6
.3
47
−6
.3
48
−4
.1
83
−4
.2
78
−6
.2
92
−6
.3
06
−6
.3
16
−6
.2
95
−6
.3
19
E
(2
0
)
d
is
p
−8
.8
26
−1
0.
75
1
−1
0.
73
8
−8
.6
64
−8
.8
55
−1
0.
37
5
−1
0.
58
0
−1
0.
84
5
−1
0.
81
9
−1
0.
85
2
ε(
2
)
d
is
p
(2
)
−1
.3
03
−1
.8
15
−1
.8
10
−1
.2
23
−1
.2
79
−1
.6
27
−1
.7
01
−1
.7
82
−1
.7
50
−1
.7
58
E
(2
)
d
is
p
−1
0.
12
9
−1
2.
56
6
−1
2.
54
8
−9
.8
87
−1
0.
13
4
−1
2.
00
2
−1
2.
28
1
−1
2.
62
7
−1
2.
56
9
−1
2.
61
0
E
(2
0
)
e
x
c
h
−
d
is
p
1.
02
3
1.
96
1
1.
95
7
0.
96
3
1.
00
3
1.
87
4
1.
92
6
2.
00
0
1.
99
2
2.
00
0
E
(2
0
)
d
is
p
+
e
x
c
h
−
d
is
p
−7
.8
03
−8
.7
90
−8
.7
81
−7
.7
01
−7
.8
52
−8
.5
01
−8
.6
54
−8
.8
45
−8
.8
27
−8
.8
52
E
(2
)
d
is
p
+
e
x
c
h
−
d
is
p
−9
.1
06
−1
0.
60
5
−1
0.
59
1
−8
.9
24
−9
.1
31
−1
0.
12
8
−1
0.
35
5
−1
0.
62
7
−1
0.
57
7
−1
0.
61
0
δH
F
in
t,
r
e
s
p
−3
.9
31
−3
.7
19
−3
.7
22
−5
.6
23
−5
.6
33
−3
.6
93
−3
.7
10
−3
.7
01
−3
.6
92
−3
.7
09
E
H
F
in
t
−1
5.
07
6
−1
5.
22
1
−1
5.
22
6
−1
5.
21
5
−1
5.
24
1
−1
5.
21
5
−1
5.
24
1
−1
5.
22
1
−1
5.
19
3
−1
5.
26
0
E
c
o
r
r
S
A
P
T
−3
.8
74
−5
.8
25
−5
.8
62
−4
.1
66
−4
.3
09
−5
.7
45
−5
.9
97
−6
.2
57
−6
.2
94
−6
.3
63
E
in
t
−1
8.
95
0
−2
1.
04
7
−2
1.
08
7
−1
9.
38
1
−1
9.
55
1
−2
0.
96
0
−2
1.
23
8
−2
1.
47
8
−2
1.
48
8
−2
1.
62
3
A
ll
e
E
le
k
tr
o
n
en
si
n
d
k
o
rr
el
ie
rt
(S
ta
n
d
a
rd
fu¨
r
S
A
P
T
)
64
6.3 Vergleich der unterschiedlichen Basissa¨tze und Kor-
relationsverfahren an den Punkten der intermoleku-
laren Potentialenergiefla¨che des Wasserdimers.
Sa¨mtliche Punkte der in dieser Arbeit berechneten Potentialenergiefla¨che wurden mit einer
Reihe von Korrelationsverfahren in dem apVTZ- bzw. in dem IO241-Basissatz mit SAPT
[105, 106] in Kombination mit dem ATMOL Programmpacket [158] bzw. mit MOLPRO [159]
berechnet. In den in diesem Kapitel gezeigten Abbildungen werden die Korrelationsverfah-
ren und Basissa¨tze miteinander verglichen. Die Punkte in den Auftragungen der Abbildun-
gen sind entsprechend dem in Kapitel 5.2 beschriebenen Tetraedermodell in Spitze-Spitze-,
Spitze-Kante-, Spitze-Fla¨che-, Kante-Kante-, Kante-Fla¨che- und Fla¨che-Fla¨che-Geometrien
eingeteilt. Aus diesen Vergleichen lassen sich folgende Aussagen entnehmen: Wie erwar-
tet sieht man, daß die CCSD-Wechselwirkungsenergien immer positiver als die CCSD(T)-
Wechselwirkungsenergien sind (vgl. Abb. 6.5). Die MP2-Wechselwirkungsenergien sind da-
gegen nur gro¨ßtenteils positiver als die entsprechenden CCSD(T)-Wechselwirkungsenergien
(vgl. Abb. 6.4). Die intermolekularen MP2-Wechselwirkungsenergien stimmen mit denen von
SAPT ein wenig schlechter u¨berein als mit denen von CCSD(T) (vgl. Abb. 6.7 vs. 6.4). Fer-
ner la¨ßt sich sagen, daß bei den intermolekularen Wechselwirkungsenergien MP2 wesentlich
besser als CCSD mit CCSD(T) u¨bereinstimmt (vgl. Abb. 6.4 vs. Abb. 6.5) und daß SAPT im
allgemeinen besser als MP2 mit CCSD(T) u¨bereinstimmt (vgl. Abb. 6.6 vs. 6.4 sowie Abb.
6.8) trotz des gegenteiligen Befundes bei der Minimumsgeometrie (vgl. Kapitel 6.1). Außer-
dem ist deutlich erkennbar, daß die A¨nderungen in den intermolekularen Wechselwirkungs-
energien bei einem Wechsel von dem apVTZ-Basissatz zu dem IO241-Basissatz (vgl. Abb.
6.9) kleiner sind als bei einem Wechsel zu einem anderen Korrelationsverfahren. Ferner la¨ßt
sich sagen, daß die Wechselwirkungsenergien von SAPT in dem apVTZ-Basissatz besser mit
den CCSD(T)-Wechselwirkungsenergien in dem IO241-Basissatz u¨bereinstimmen als mit den
CCSD(T)-Wechselwirkungsenergien in dem apVTZ-Basissatz (vgl. Abb. 6.10), was natu¨rlich
auf eine Fehlerkompensation zuru¨ckzufu¨hren ist.
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Abbildung 6.4: Vergleich der MP2- und CCSD(T)-Wechselwirkungsenergien in dem apVTZ-
Basissatz. Die Gleichung der Regressionsgeraden lautet: y = 1.00848x + 0.606 mit einem
Korrelationskoeffizienten von r = 0.999760. Praktisch die gleichen Parameter findet man mit
dem IO241-Basissatz mit einer Gleichung fu¨r die Regressionsgerade von y = 1.00809x+ 0.586
und einem Korrelationskoeffizienten von r = 0.999768.
Abbildung 6.5: Vergleich der CCSD- und CCSD(T)-Energien in dem apVTZ-Basissatz. Die
Gleichung der Regressionsgeraden lautet: y = 1.0281x+ 0.854 mit einem Korrelationskoeffizi-
enten von r = 0.999861. Praktisch die gleichen Parameter findet man mit dem IO241-Basissatz
mit einer Gleichung fu¨r die Regressionsgerade von y = 1.0279x + 0.863 und einem Korrelati-
onskoeffizienten von r = 0.999857.
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Abbildung 6.6: Vergleich der SAPT- und CCSD(T)-Wechselwirkungsenergien in dem apVTZ-
Basissatz. Die Gleichung der Regressionsgeraden lautet: y = 0.99648x − 0.0721 mit einem
Korrelationskoeffizienten von r = 0.999638.
Abbildung 6.7: Vergleich der MP2- und SAPT-Wechselwirkungsenergien in dem apVTZ-
Basissatz. Die Gleichung der Regressionsgeraden lautet: y = 1.0117x + 0.682 mit einem Kor-
relationskoeffizienten von r = 0.999746.
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Abbildung 6.8: Abweichung der SAPT- und der MP2-Wechselwirkungsenergien von den
CCSD(T)-Wechselwirkungsenergien dem apVTZ-Basissatz
Abbildung 6.9: Vergleich der CCSD(T)-Wechselwirkungsenergien in dem apVTZ- und dem
IO241-Basissatz. Die Gleichung der Regressionsgeraden lautet: y = 999543x + 0.0798 mit
einem Korrelationskoeffizienten von r = 0.9999476.
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Abbildung 6.10: Vergleich der SAPT/apVTZ- mit den CCSD(T)/IO241-Wechselwirkungse-
nergien. Die Gleichung der Regressionsgeraden lautet: y = 0.99619x + 0.00584 mit einem
Korrelationskoeffizienten von r = 0.999748.
Teil III
Konstruktion einer intermolekularen
Potentialenergiefla¨che des
Wasserdimers
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Kapitel 7
Partitionierung der
SAPT-Gesamtwechselwirkungsenergie
in Energiebeitra¨ge, die getrennt durch
Fitmodelle zu beschreiben sind
Wie bereits erwa¨hnt, ist es die Absicht dieser Arbeit, eine intermolekulare Potentialener-
giefla¨che des Wasserdimers durch Fitten der einzelnen, physikalisch bedeutsamen Energie-
beitra¨ge zu konstruieren. Dies bedeutet natu¨rlich nicht, daß hier fu¨r jeden einzelnen SAPT-
Wechselwirkungsbeitrag zur intermolekularen Wechselwirkungsenergie ein Fitmodell entwor-
fen und angepasst werden soll. Dies ha¨tte den Nachteil, daß hier sehr viele Einzelfla¨chen
konstruiert werden mu¨ßten und jede Einzelfla¨che ein gewissen Fehler hat, wobei nicht zu
erwarten ist, daß sich sich diese Fehler gegenseitig kompensieren, wenn die Potentialener-
giefla¨che der Gesamtwechselwirkungsenergie durch Summation der Einzelfla¨chen bestimmt
wird. Ein weiterer Grund, weshalb ein solches Vorgehen nicht sinnvoll ist, liegt darin, daß
SAPT-Einzelenergiebeitra¨ge existieren, die einen gleichen bzw. a¨hnlichen physikalischen Hin-
tergrund haben und es damit vorteilhaft ist, deren Summe zu einem Energiebeitrag zusammen-
zufassen. Bisweilen la¨ßt sich sogar eine Summe von SAPT-Einzelenergiebeitra¨gen a¨hnlicher
physikalischer Natur einfacher durch ein Fitmodell beschreiben als eine oder mehrere der ge-
trennten Einzelkomponenten. Ein solcher Fall wird fu¨r die Induktionsenergie in Kapitel 10.4
diskutiert.
Tabelle 7.1 zeigt die in dieser Arbeit verwendeten Energiepartitionierungen. Die mit “P1”
bezeichnete Energiepartitionierung wurde zuerst verwendet und versucht noch, mo¨glichst vie-
le einzelne Energiebeitra¨ge zu beschreiben. Anmerkungen und Erkla¨rungen zur Abtrennung
des Charge-Transfer-Beitrages von der Induktionsenergie findet man in den Kapiteln 10.2 und
10.4. Die Partitionierung P1 ist daran gescheitert, daß es nicht gelungen ist, den Beitrag Eind
mit befriedigender Genauigkeit an ein Fitmodell anzupassen. Mit “P2” wurde eine Energie-
partitionierung gefunden, mit der sich insbesondere die von der Induktionsenergie abgeleiteten
Energiebeitra¨ge besser durch ein Fitmodell beschreiben lassen (vgl. Diskussion in Kap. 10.4).
Die Tabelle gibt die Energiepartitionierung von P1 und P2 an und listet auf, in welchen
Kapiteln die Fitmodelle der betreffenden Energiebeitra¨ge beschrieben werden.
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Tabelle 7.1: In dieser Arbeit fu¨r die Konstruktion der intermolekularen Potentialener-
giefla¨che verwendete Partitionierungen der SAPT-Gesamtwechselwirkungsenergie. “(MC)”
und “(MC+f)” bezeichnen Basis-Teilsa¨tze (vgl. Kap. 5.2), in denen die betreffenden Ener-
giebeitra¨ge berechnet wurden. In der Spalte “Kapitel” ist angegeben, in welchem Kapitel sich
ein Fit zu diesem Energiebeitrag befindet. Hat dieser Fit kein befriedigendes Resultat geliefert,
wurde die Kapitelnummer mit “()” eingeklammert.
Bezeichung Energiebeitra¨ge Kapitel
P1 Eelstat = E
(10)
pol + ε
(1)
pol,resp(3) (8.4), 8.5.2.1,
(8.5.1)
EGes−exch = E
(10)
exch + ε
(1)
exch(CCSD) + E
(20)
exch−ind,resp +
tE
(22)
exch−ind
+E
(20)
exch−disp 9.1
Eind = E
(20)
ind,resp(MC) +
tE
(22)
ind (MC) (10.3)
ECT = [E
(20)
ind,resp(MC + f)− E(20)ind,resp(MC)]
+[tE
(22)
ind (MC + f)− tE(22)ind (MC)] 10.6
δHFint 10.5
Edisp = E
(20)
disp + ε
(2)
disp(2) 11.2
P2 Eelstat = E
(10)
pol + ε
(1)
pol,resp(3) (8.4), 8.5.2.1,
(8.5.1)
Eexch = E
(10)
exch + ε
(1)
exch(CCSD) 9.1, 9.2
Eind+exch = E
(20)
ind,resp +
tE
(22)
ind + E
(20)
exch−ind,resp +
tE
(22)
exch−ind + δ
HF
int 10.4
Edisp+exch = E
(20)
disp + ε
(2)
disp(2) + E
(20)
exch−disp 11.2
Kapitel 8
Die elektrostatischen Beitra¨ge zur
intermolekularen
Wechselwirkungsenergie
8.1 Multipolentwicklung der langreichweitigen inter-
molekularen Wechselwirkungsenergiebeitra¨ge
8.1.1 Entwicklung der intermolekularen elektrostatischen Wechsel-
wirkungsenergie in kartesische Multipolmomente
Die elektrostatische Wechselwirkungsenergie in der kartesischen Multipolentwicklung wurde
erstmals von A. D. Buckingham [160] beschrieben und spa¨ter durch G. Hetzer in einfacher
geschlossener Form dargestellt [161].
Fu¨r die Wechselwirkung zweier Ladungsverteilungen ρA(rAa) und ρ
B(rBb) soll gelten:
I =
∫
dτadτbρ
A(ra)L(|rab|)ρB(rb), (8.1)
wobei die Abstandsvektoren in Abbildung (8.1) erla¨utert sind. Dieser Ausdruck geht in die
elektrostatische Wechselwirkungsenergie u¨ber, wenn
L(|rab|) = 1|rab|
gewa¨hlt wird. Der Grund, weshalb an dieser Stelle diese Spezifizierung noch nicht vorgenom-
men wird, ist, daß außerdem noch der Fall
L(|rab|) = erf(ω |rab|)|rab|
behandelt werden soll.
Fu¨r die Multipolentwicklung mu¨ssen zwei Referenzpunkte gewa¨hlt werden (bipolare Mul-
tipolentwicklung); in diesem Fall seien dies die Punkte A und B in Abbildung (8.1). rab la¨ßt
sich dann gema¨ß
rab = R+ rBb − rAa (8.2)
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ra rb
R
rAa rBb
rab = R+ rBb − rAa
Abbildung 8.1: Vektoren bei einer Multipolentwicklung. O ist der Ursprung, A und B sind die
Zentren der Multipolentwicklung und a und b sind die Positionen der Ladungen.
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zerlegen. Die entsprechende monozentrische Multipolentwicklung erfolgt durch Zusammenfas-
sen der Vektoren rAa und rBb zu einem Vektor r2 = rAa − rBb. rab = |rab| ist nun (Abbildung
8.1):
rab =
√
(x2ab + y
2
ab + z
2
ab) (8.3)
=
√
(X + xBb − xAa)2 + (Y + yBb − yAa)2 + (Z + zBb − zAa)2. (8.4)
Man entwickelt nun L(rab) gema¨ß
L(rab) = L
(√
(x2ab + y
2
ab + z
2
ab)
)
(8.5)
=
∑
ijk
1
i!j!k!
∂i
∂xiab
∂j
∂yjab
∂k
∂zkab
L
(√
(x2ab + y
2
ab + z
2
ab)
)
|rab=R
· (xab −X)i (yab − Y )j (zab − Z)k (8.6)
in eine Taylor-Reihe. Mit
DRijk =
1
i!j!k!
∂i
∂xiab
∂j
∂yjab
∂k
∂zkab
L
(√
(x2ab + y
2
ab + z
2
ab)
)
|rab=R (8.7)
und (8.4) folgt:
L(rab) =
∑
ijk
DRijk (xBb − xAa)i (yBb − yAa)j (zBb − zAa)k . (8.8)
Wertet man nun die Exponentialausdru¨cke mit Hilfe der binomischen Formel aus, folgt [161]:
L(rab) =
∑
ijk
DRijk
∑
lmn
(
i
l
)(
j
m
)(
k
n
)
(−1)l+m+nxlAaymAaznAaxi−lBb yj−mBb zk−nBb . (8.9)
Setzt man dies in das Wechselwirkungsintegral (8.1) ein und definiert die kartesischen Momente
QAijk =
∫
draρ
A(ra)x
i
Aay
j
Aaz
k
Aa
=
∫
draρ
A(ra) (xa − xA)i (ya − yA)j (za − zA)k (8.10)
und analog fu¨r ρB, ergibt sich:
I =
∑
ijk
DRijk
∑
lmn
(
i
l
)(
j
m
)(
k
n
)
(−1)l+m+nQAlmnQB(i−l)(j−m)(k−n). (8.11)
Durch geeignete Transformation der Indizes in dieser Gleichung gelangt man zu dem Ausdruck
[161]:
I =
∑
ijk
∑
lmn
QAijkU
AB
ijk;lmnQ
B
lmn (8.12)
mit den Wechselwirkungskoeffizienten
UABijk;lmn = (−1)i+j+k
(
i+ l
i
)(
j +m
j
)(
k + n
k
)
DR(i+l)(j+m)(k+n). (8.13)
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Den expliziten Ausdruck fu¨r DRijk erha¨lt man mit (8.7) mit der von Hetzer [161] hergeleiteten
Formel fu¨r die verallgemeinerte Kettenregel fu¨r eine Funktion f(u(x)), deren innere Ableitun-
gen ab der dritten Ableitung verschwinden:
du
dx
= u′,
d2u
dx2
= u′′,
d3u
dx3
=
d4u
dx4
= . . . = 0, (8.14)
welche lautet:
dn
dxn
f(u) =
[n2 ]∑
k=0
2−kn!
k!(n− 2k)!f
(n−k)(u) · (u′)n−2k(u′′)k, (8.15)
wobei
[
n
2
]
die gro¨ßte ganze Zahl ist, die kleiner oder gleich n
2
ist.
Die Anwendung dieser Formel auf (8.7) ergibt:
∂i
∂xiab
∂j
∂yjab
∂k
∂zkab
L
(√
u
)
=
[ i2 ]∑
l=0
i!
l!(i− 2l)!2
−l{
[ j2 ]∑
m=0
j!
m!(j − 2m)!2
−m{
[ k2 ]∑
n=0
k!
n!(k − 2n)!2
−n
∂i+j+k−l−m−n
∂ui+j+k−l−m−n
L(
√
u) · (2zab)k−2n2n}(2yab)j−2m2m}(2xab)i−2k2k. (8.16)
Setzt man dies in (8.7) ein, wobei rab = R gesetzt werden muß und vereinfacht, ergibt sich
[161]:
DRijk =
[ i2 ]∑
l=0
[ j2 ]∑
m=0
[ k2 ]∑
n=0
CRi+j+k−l−m−n2
i+j+k−2l−2m−2n
· (i+ j + k − l −m− n)!
l!(i− 2l)!m!(j − 2m)!n!(k − 2n)!X
i−2lY j−2mZk−2n (8.17)
mit
CRi =
1
i!
di
dui
L(
√
u)|u=R2 . (8.18)
Im Falle der herko¨mmlichen bipolaren Multipolentwicklung (8.1.1) ergibt sich [161]:
CRi =
1
i!
· (−1)i (2i)!
22i · i!
1
R2i+1
. (8.19)
8.1.2 Entwicklung der intermolekularen elektrostatischen Wechsel-
wirkungsenergie in spha¨rische Multipolmomente
Befinden sich, wie in Abb. 8.1 dargestellt, zwei Multipolzentren in den Punkten A und B,
so ist die elektrostatische Wechselwirkungsenergie zwischen den Ladungsdichten ρA(rAa) und
ρB(rBb) an den Positionen rAa und rBb in atomaren Einheiten:
Eelstat =
∫ ∫
dτAadτBb
ρA(rAa)ρ
B(rBb)
|R+ rBb − rAa| . (8.20)
Wie man an Abb. 8.1 sieht, la¨ßt sich der Nenner im Integranden dieses Ausdruckes umschrei-
ben:
R+ rBb − rAa = rB − rA − (rAa − rBb) (8.21)
= r1 − r2 (8.22)
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mit
r1 = R = rB − rA (8.23)
r2 = rAa − rBb. (8.24)
Verwendet man nun (G.32)
1
|r1 − r2| =
∞∑
l=0
l∑
m=−l
rl<
rl+1>
(−1)mCl(−m)(θ1, φ1)Clm(θ2, φ2)
und beru¨cksichtigt, daß gelten soll
r> = R ; r< = rAa − rBb, (8.25)
erha¨lt man mit (G.24) und (G.25):
1
|R+ rBb − rAa| =
∞∑
l=0
l∑
m=−l
(−1)mRl(−m)(rAa − rBb)Ilm(R). (8.26)
Verwendet man nun (G.33) und Rlm(−r) = (−1)lRlm(r), folgt:
(−1)mRl(−m)(rAa − rBb) =
∑
l1l2
∑
m1m2
δ(l1+l2)l(−1)l1
√
(2l1 + 2l2 + 1)!
(2l1)!(2l2)!
Rl1m1(rAa)Rl2m2(rBb)
×
(
l1 l2 l1 + l2
m1 m2 m
)
. (8.27)
Setzt man dies in (8.26) ein und substituiert (8.26) in (8.20), erha¨lt man:
Eelstat =
∑
l1l2
∑
m1m2m
(−1)l1
√
(2l1 + 2l2 + 1)!
(2l1)!(2l2)!
(∫
dτAaρ
A(rAa)Rl1m1(rAa)
)
(∫
dτBbρ
B(rBb)Rl2m2(rBb)
)
I(l1+l2)m(R)
(
l1 l2 l1 + l2
m1 m2 m
)
. (8.28)
Hierin sind
Q
A(G)
l1m1
=
∫
dτAaρ
A(rAa)Rl1m1(rAa) und
Q
B(G)
l2m2
=
∫
dτBbρ
B(rBb)Rl2m2(rBb) (8.29)
die Multipolmomente an den Multipolzentren A bzw. B im globalen Koordinatensystem. Diese
Multipolmomente lassen sich in das lokale Koordinatensystem transformieren:
Q
(G)
lm =
l∑
k=−l
Q
(L)
lk D
l
km(Ω
−1) =
l∑
k=−l
Q
(L)
lk
(
Dlkm(Ω)
)∗
. (8.30)
Ω ist hier der Satz von Eulerwinkeln, der das globale Koordinatensystem so rotiert, daß es
parallel zum lokalen Koordinatensystem liegt. Setzt man dies in die obige Gleichung ein, dru¨ckt
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die irregula¨re Kugelfunktion wieder durch die renormalisierten Kugelfunktionen aus und setzt
j = l1 + l2, erha¨lt man:
Eelstat =
∑
l1l2
∑
k1k2
(−1)l1
√
(2l1 + 2l2 + 1)!
(2l1)!(2l2)!
Q
A(L)
l1k1
Q
B(L)
l2k2
δ(l1+l2)j
×
∑
m1m2m
Dl1∗m1k1(Ω1)D
l2∗
m2k2
(Ω2)
Cjm(Rˆ)
|R|j+1
(
l1 l2 j
m1 m2 m
)
. (8.31)
Zur Vereinfachung dieses Ausdrucks la¨ßt sich(
l1 l2 j
0 0 0
)
= (−1)l1/2+l2/2+j/2
√
(l1 + l2 − j)!(−l1 + l2 + j)!(l1 − l2 + j)!
(l1 + l2 + j + 1)!
× (l1/2 + l2/2 + j/2)!
(−l1/2 + l2/2 + j/2)!(l1/2− l2/2 + j/2)!(l1/2 + l2/2− j/2)! (8.32)
verwenden (vgl. [162], Formel C.23b mit C.22). Spezialisiert man diese Formel fu¨r den Fall
j = l1 + l2 und substituiert an einigen Stellen dementsprechend j durch l1 + l2, erha¨lt man:(
l1 l2 j
0 0 0
)
= δ(l1+l2)j(−1)l1/2+l2/2+j/2
√
(2l2)!(2l1)!
(2l1 + 2l2 + 1)!
· (l1 + l2)!
l2!l1!
. (8.33)
Dieser Ausdruck la¨ßt sich umformen zu:
√
(2l1 + 2l2 + 1)!
(2l1)!(2l2)!
= δ(l1+l2)j
(−1)l1/2+l2/2+j/2
(
l1 + l2
l1
)
(
l1 l2 j
0 0 0
) . (8.34)
Substituiert man dies in (8.31), tritt hierbei der Term
(−1)l1 · (−1)l1/2+l2/2+j/2 = (−1)−l1/2+l2/2+j/2 (8.35)
auf. Nun muß l1 + l2 + j geradzahlig sein, damit das Wigner-3j-Symbol (8.32) nicht Null wird
(vgl. Formel C.23a aus [162]). Damit ist −l1+l2+j ebenfalls geradzahlig und −l1/2+l2/2+j/2
ist ganzzahlig. Damit folgt:
(−1)−l1/2+l2/2+j/2 = il1−l2−j. (8.36)
Substituiert man also in (8.31) den Ausdruck (8.34) und verwendet (8.35) mit (8.36) sowie
Cjm(Rˆ) = Cjm(θ, φ) = D
j∗
m0(φ, θ, 0), (8.37)
erha¨lt man:
Eelstat =
∑
l1l2
∑
k1k2
Q
A(L)
l1k1
Q
B(L)
l2k2
(
l1 + l2
l1
)
R−l1−l2−1δ(l1+l2)j
× i
l1−l2−j(
l1 l2 j
0 0 0
) ∑
m1m2m
(
l1 l2 j
m1 m2 m
)
Dl1∗m1k1(Ω1)D
l2∗
m2k2
(Ω2)D
j∗
m0(Ω12)
︸ ︷︷ ︸
S
l1l2j
k1k2
(Ω1,Ω2,Ω12)
. (8.38)
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Mit
Tl1k1l2k2(R,Ω1,Ω2,Ω12) =
(
l1 + l2
l1
)
R−l1−l2−1δ(l1+l2)jS
l1l2j
k1k2
(Ω1,Ω2,Ω12) (8.39)
ergibt sich die multipolentwickelte elektrostatische Wechselwirkungsenergie zu:
Eelstat =
∑
l1k1
∑
l2k2
Q
A(L)
l1k1
TABl1k1l2k2Q
B(L)
l2k2
. (8.40)
Entsprechend (8.29) la¨ßt sich nun schreiben:
Eelstat =
∑
l1k1
∑
l2k2
(∫
dτAaρ
A(L)(rAa)Rl1k1(rAa)
)
TABl1k1l2k2(R,Ω1,Ω2,Ω12)
·
(∫
dτBbρ
B(L)(rBb)Rl2k2(rBb)
)
. (8.41)
Hierbei sind ρA(L) und ρB(L) die Dichten ρA und ρB, die so gedreht wurden, daß ihr lokales
Koordinatensystem parallel zum globalen Koordinatensystem liegt. Dieser Ausdruck la¨ßt sich
auch schreiben als:
Eelstat =
∫
dτAa
∫
dτBbρ
A(L)(rAa)V (rAa, rBb)ρ
B(L)(rBb) (8.42)
mit
V (rAa, rBb) =
∑
l1k1
∑
l2k2
Rl1k1(rAa)T
AB
l1k1l2k2
(R,Ω1,Ω2,Ω12)Rl2k2(rBb). (8.43)
Hat man einen Satz von Multipolmomenten vorliegen, die auf einen Ursprung bezogen sind,
dessen Ortsvektor der Nullvektor O ist und mo¨chte wissen, wie groß die Multipolmomente
wa¨ren, wenn man sie auf einen Ursprung bezieht, der einen Ortsvektor C hat, kann man leicht
sehen, daß man mit (G.34) hierfu¨r den folgenden Ausdruck erha¨lt [163]:
QClk =
l∑
l′=0
l′∑
k′=−l′
[(
l + k
l′ + k′
)(
l − k
l′ − k′
)]1/2
QOl′k′R(l−l′)(k−k′)(−C). (8.44)
Die entsprechenden Ausdru¨cke fu¨r reelle Multipolmomente erha¨lt man unter Verwendung von
(G.18)-(G.20) [163]:
QClκ =
∑
l′κ′
QOl′κ′Wl′κ′;lκ(−C), (8.45)
wobei Wl′κ′lκ definiert ist durch:
Wl′k′c;lkc(x) = Wl′k′s;lks(x) (8.46)
=
[(
l + k
l′ + k′
)(
l − k
l′ − k′
)]1/2
bk
2bk′bk−k′
R(l−l′)(k−k′)c(x), (8.47)
Wl′k′c;lks(x) = −Wl′k′s;lkc(x) (8.48)
=
[(
l + k
l′ + k′
)(
l − k
l′ − k′
)]1/2
bk
2bk′bk−k′
R(l−l′)(k−k′)s(x). (8.49)
Hierbei gilt fu¨r die bk nach (G.20):
bk =

(−1)k
√
1
2
, k > 0
1
2
, k = 0√
1
2
, k < 0.
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8.2 Zu den Ladungs-U¨berlappungseffekten bei der elek-
trostatischen Wechselwirkungsenergie
Die in den vorherigen Kapiteln beschriebene Multipolentwicklung der elektrostatischen Wech-
selwirkungsenergie ist sehr bequem und unaufwendig zu berechnen, denn hier muß man nur
vor Beginn der Rechnung einmal u¨ber die Elektronendichte integrieren, na¨mlich zur Bestim-
mung der Multipolmomente. Hat man die Multipolmomente zur Verfu¨gung, kann man fu¨r
alle gegenseitigen Orientierungen der Monomere die elektrostatische Wechselwirkungsenergie
berechnen, indem man den elektrostatischen Wechselwirkungstensor bestimmt, mit den Mo-
menten entsprechend (8.40) multipliziert und aufaddiert, ohne weitere Integrale berechnen zu
mu¨ssen. Die Multipolentwicklung hat allerdings zwei große Nachteile bei kurzen Absta¨nden
zwischen den wechselwirkenden Monomeren [164]: Werden die Monomer-Monomer-Absta¨nde
zu kurz, konvergiert die Multipolentwicklung nicht mehr mit der Multipolordnung. Der zweite
Nachteil der Multipolentwicklung bei kurzen Monomer-Monomer-Absta¨nden ist, daß sie die
Effekte der U¨berlappung der Ladungswolken der Monomere auf die elektrostatische Wechsel-
wirkungsenergie nicht reproduzieren kann.
Der gebra¨uchlichste Ansatz zur Behebung dieser Probleme ist die Multiplikation des 1/Rn-
Terms der Multipolentwicklung mit einer Da¨mpfungsfunktion fn(R), wie z.B. den Tang-
Toennies-Da¨mpfungsfunktionen [95]. Dies ist eine gute Lo¨sung vor allem fu¨r die Dispersi-
onsenergie, wo die Ladungs-U¨berlappungseffekte in den bekannten Fa¨llen nur so zum Tra-
gen kommen, daß sie durch eine Multiplikation mit einer Da¨mpfungsfunktion reproduziert
werden ko¨nnen. Die Situation beim elektrostatischen Wechselwirkungsenergiebeitrag ist kom-
plizierter. So ist z.B. die multipolentwickelte elektrostatische Wechselwirkungsenergie zwei-
er edelgasa¨hnlicher neutraler Atome Null, weil sie kugelsymmetrisch sind und damit keine
Multipolmomente haben. In Wirklichkeit ist jedoch die Abstandsabha¨ngigkeit ihrer elektro-
statischen Wechselwirkungsenergie entsprechend der in Abbildung 8.2 gezeigten Kurve. Dies
kommt dadurch zustande, daß sich die intermolekulare elektrostatische Wechselwirkungsener-
gie aus den Beitra¨gen der Kern-Kern-, der Kern- Elektronen- und der Elekronen-Elektronen-
Wechselwirkungsenergien zusammensetzt, die in der Regel groß gegenu¨ber der Gesamtwechsel-
wirkungsenergie sind und sich weitgehend, aber nicht vollsta¨ndig gegeneinander aufheben. Man
sieht, daß in diesem Fall eine Beschreibung der U¨berlappungseffekte durch Multiplikation der
multipolentwickelten elektrostatischen Wechselwirkungsenergie mit einer Da¨mpfungsfunktion
nicht mo¨glich ist, weil die multipolentwickelte Wechselwirkungsenergie in diesem Fall Null ist.
Ein weiteres Problem sind mo¨gliche Vorzeichenwechsel, die bei einer solchen Da¨mpfungs-
funktion mo¨glich sein mu¨ßten. Dazu kann man neben dem Fall zweier Atome auch z.B. die
elektrostatische Wechselwirkungsenergie zwischen zwei Qz-Dipolmomenten betrachten. Die
a¨quivalente Elektronenverteilungs-Elektronenverteilungs-Wechselwirkung zur dieser Dipol-Di-
pol-Wechselwirkung ließe sich in der Regel durch das Coulomb-Integral zwischen zwei Slater-
2p-Ladungsverteilungen mit passenden Koeffizienten und Exponenten modellieren. Dieses
Coulomb-Integral macht nun aber bei einem gewissen Abstand der beiden Ladungszentren
einen Vorzeichenwechsel, dessen Position von den Exponenten und Koeffizienten der beiden
Slater-2p-Ladungsverteilungen abha¨ngt. Somit mu¨ßte die Da¨mpfungsfunktion wie in Abbil-
dung (8.3) gezeigt aussehen. Man sieht, daß das Verhalten dieser Funktion so irregula¨r ist,
daß sie schlecht durch eine einfache analytische Funktion modelliert werden kann.
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Abbildung 8.2: Elektrostatische Wechselwirkungsenergie (ohne Austauschenergiebeitrag) zwi-
schen zwei neutralen Wasserstoffatomen. Die Exponenten der Slaterfunktionen, die die Elek-
tronenladungsverteilungen der beiden Atome darstellen, sind 1.
8.2.1 Beru¨cksichtigung von Ladungs-U¨berlappungseffekten durch
Da¨mpfung des 1/R-Terms im elektrostatischen Wechselwir-
kungstensor mit Hilfe von Funktionen, die denen von Ohno
und Klopman a¨hneln
In Fa¨llen, in denen die U¨berlappungseffekte der Ladungswolken der wechselwirkenden Mo-
nomere noch nicht sehr stark zum Tragen kommen und wo insbesondere Vorzeichenwechsel
in den U¨berlappungseffekten wie z.B. bei den 2p-2p-Integralen in Abbildung 8.3 nicht auf-
treten, ko¨nnen bei Verwendung der Multipolentwicklung Ladungs-U¨berlappungseffekte durch
einfache Modifikation des elektrostatischen Wechselwirkungstensors beru¨cksichtigt werden. In
diesem Fall wurde der 1/R-Term im elektrostatischen Wechselwirkungstensor (8.38), (8.39)
durch
1
Rmab
→
(
1
Rβ
ab
ab + (α
ab)β
ab
)m/βab
(8.50)
ersetzt. Diese Funktion entstand durch Vereinfachung der Funktionen, die von Ohno [165] und
Klopman [166] zur Modellierung von p-p-pi-Coulombintegralen verwendet wurden (vgl. auch
[167], Kapitel 4.4.3):
γOKab =
 1
Rβab +
(
1
2γaa
+ 1
2γbb
)β

1/β
mit β = 2. (8.51)
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Abbildung 8.3: Elektrostatische Da¨mpfungsfunktionen fu¨r Slater-Coulombintegrale zwi-
schen Slater-1s- und Slater-2p-Funktionen mit einem Exponenten von 1. Multipliziert
man diese Da¨mpfungsfunktionen mit den entsprechenden elektrostatischen Multipol-
Wechselwirkungsenergien der Multipolmomente der beteiligten Slater-Funktionen, erha¨lt man
das Coulomb-Integral.
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Mit Rab → 0 geht (8.50) u¨ber in:
1
(αab)m
. (8.52)
Bei großen Rab dagegen wird der Term im Nenner mit α
ab vernachla¨ssigbar und die Funktion
geht wieder u¨ber in
1
Rmab
. (8.53)
Der Parameter βab beeinflußt, wie lange die geda¨mpfte Funktion der ungeda¨mpften 1/(Rm)-
Funktion folgt: Ist βab sehr groß, folgt die Funktion lange 1/(Rm), wie in Abbildung 8.4
erkennbar ist.
Abbildung 8.4: Funktion (8.50) mit αab = 1 und m = 1 und unterschiedlichen Werten fu¨r βab
8.2.2 Modifikation des elektrostatischen Wechselwirkungstensors
der Multipolentwicklung nach Thole
Thole [99, 168, 100] hat vorgeschlagen, bei einer herko¨mmlichen bipolaren Multipolentwick-
lung eines der beiden Punktmultipolmomente durch Faltung mit einer Verteilungsfunktion zu
“verschmieren”. Dieses Verschmieren des einen der beiden Multipolmomente ist a¨quivalent
zu einer Modifikation des elektrostatischen Wechselwirkungstensors, die unabha¨ngig davon
ist, welches der beiden Multipolmomente verschmiert wird [100]. Dieses Verfahren mag zur
Beru¨cksichtigung kleiner U¨berlappungseffekte geeignet sein, wie sie bei der intermolekula-
ren Induktionswechselwirkung (wofu¨r sie urspru¨nglich von Thole entworfen worden ist) und
Dispersionswechselwirkung vorkommen. An dieser Stelle soll nicht weiter auf dieses Modell
eingegangen werden. Stattdessen sei auf die oben zitierte Literatur verwiesen.
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8.2.3 Aufspaltung des Coulomb-Operators in einen langreichweiti-
gen und einen kurzreichweitigen Anteil
Statt den 1/Rn-Term in dem elektrostatischen Wechselwirkungstensor einer herko¨mmlichen
Multipolentwicklung mit einer Da¨mpfungsfunktion zu multiplizieren oder den elektrostati-
schen Wechselwirkungstensor durch “Verschmieren” eines der beiden Multipolmomente zu
modifizieren, lassen sich Ladungs-U¨berlappungseffekte auch beru¨cksichtigen, indem man den
Operator des elektrostatischen Wechselwirkungspotentials in dem nicht multipolentwickelten
Ausdruck (8.1) fu¨r die elektrostatische Wechselwirkungsenergie, wie von Gill [169] vorgeschla-
gen, in einen kurz- S(ω, r) und einen langreichweitigen Teil L(ω, r) aufteilt:
1
r
= L(ω, r) + S(ω, r), (8.54)
wobei
L(ω, r) =
erf(ωr)
r
und (8.55)
S(ω, r) =
1− erf(ωr)
r
=
erfc(ωr)
r
(8.56)
ist. Der Vorteil dieser Aufteilung ist, daß sich in dem Integral (8.1) L(ω, r) gut multipolent-
wickeln la¨ßt, weil sich der Parameter ω in der Regel so wa¨hlen la¨ßt, daß eine solche Multipolent-
wicklung konvergiert. Bei großen intermolekularen Absta¨nden geht diese Multipolentwicklung
in die herko¨mmliche Multipolentwicklung von 1
r
u¨ber, weil L(ω, r) bei großem r in 1
r
u¨bergeht.
U¨ber den verbleibenden kurzreichweitigen Anteil S(ω, r) muß integriert werden. Dieses Inte-
gral verschwindet jedoch schnell bei zunehmenden intermolekularen Absta¨nden, weil S(ω, r)
mit großem r gegen Null geht. Diese Aufspaltung umgeht also die Probleme der herko¨mmlichen
Multipolentwicklung mit der Konvergenz und mit den Ladungs-U¨berlappungseffekten bei kur-
zen intermolekularen Absta¨nden, indem in diesem Bereich das Integral u¨ber S(ω, r) den Haupt-
teil der elektrostatischen Wechselwirkungsenergie u¨bernimmt und nutzt die Effizienz der Mul-
tipolentwicklung von L(ω, r) im langreichweitigen Bereich, wobei das Integral u¨ber S(ω, r) in
diesem Bereich vernachla¨ssigbar ist.
Der Grund, weshalb hier ausgerechnet die Fehlerfunktion fu¨r die Aufteilung von 1
r
in einen
kurz- und einen langreichweitigen Anteil verwendet wird, ist, daß sich die Integration u¨ber
S(ω, r) mit in Gaußfunktionen entwickelten Elektronendichten besonders einfach gestaltet.
8.2.3.1 Integration u¨ber den kurzreichweitigen Anteil
Das Integral u¨ber den kurzreichweitigen Anteil (8.56) fu¨r zwei ladungsnormierte Gauß-1s-
Funktionen lautet [170]:(
ζη
pi2
)3/2 ∫∫
exp
(
−ζ ∣∣rAa −RA∣∣2)erfc(ω ∣∣rBb − rAa ∣∣)|rBb − rAa | exp
(
−η ∣∣rBb −RB∣∣2)drAa drBb =
1
R
erf
 R√
1
ζ
+ 1
η
− erf
 R√
1
ζ
+ 1
η
+ 1
ω2
 (8.57)
mit
RA, RB : Zentren der Gaußfunktionen und
R = |RB −RA|.
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Die entsprechenden Integrale fu¨r Gaußfunktionen mit ho¨heren Quantenzahlen lassen sich
aus diesem Ausdruck mit Hilfe der Rekursionsformeln fu¨r herko¨mmliche Integrale u¨ber Gauß-
funktionen bestimmen, wie sie z.B. in dem U¨bersichtsartikel [171] zu finden sind.
Das Kernanziehungsintegral fu¨r eine ladungsnormierte Gauß-1s-Funktion am Zentrum A
und einen Kern der Ladung ZB am Zentrum B ist entsprechend:
(
ζ
pi
)3/2
ZB
∫
exp
(
−ζ ∣∣rAa −RA∣∣2)erfc∣∣RB − rAa ∣∣|RB − rAa | drAa =
ZB
R
erf(−√ζR)− erf
 R√
1
ζ
+ 1
ω2
 . (8.58)
Analoges gilt fu¨r das Kernanziehungsintegral einer ladungsnormierten Gauß-1s-Funktion am
Zentrum B mit einem Kern der Ladung ZA am Zentrum A.
8.2.3.2 Reihenentwicklung des langreichweitigen Anteils in kartesische Momente
Die bizentrische Reihenentwicklung des langreichweitigen Anteils in kartesische Momente wur-
de bereits von Hetzer durchgefu¨hrt. Sie wird erhalten, wenn in den Gleichungen (8.11),(8.13)
und (8.17)
CRi =
1
i!
· (−1)i (2i)!
22i · i!
1
R2i+1
(
erf(ωR)−
i∑
k=1
22k · k!
(2k)!
(ωR)2k−1 · e−(ωR)2√
pi
)
(8.59)
verwendet wird [161].
8.2.3.3 Reihenentwicklung des langreichweitigen Anteils in Legendre-Polynome
In diesem Abschnitt soll der Vektor r in dem langreichweitigen Anteil L(ω, r) aufgeteilt werden
entsprechend:
r = R+ d, (8.60)
r =
√
R2 + d2 + 2 ·R · d · c mit (8.61)
c = cos (∠Rd), (8.62)
wobei d im Fall der einzentrigen Multipolentwicklung der negative Vektor vom Zentrum der
Multipolentwicklung zu einem Punkt der Ladungsverteilung ist, deren Potential durch die
Multipolentwicklung beschrieben werden soll. Im Fall der bizentrischen Multipolentwicklung
ist d dagegen durch rBb − rAa in Abb. 8.1 gegeben. L(ω, r) la¨ßt sich dann in eine Taylorreihe
entwickeln entsprechend:
L(ω, r) =
∞∑
k=0
Ck(ω,R, c) · dk, (8.63)
Ck(ω,R, c) = lim
d→0
(
1
k!
dkL(ω,
√
R2 + d2 + 2 ·R · d · c)
d dk
)
. (8.64)
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Da die Legendre-Polynome Pl(c) einen vollsta¨ndigen orthogonalen Satz von Funktionen
bilden, gilt unter Beru¨cksichtigung der Normierung der Legendre-Polynome (G.13):
Ck(ω,R, c) =
k∑
l=0
Pl(c)
2l + 1
2
∫ 1
c′=−1
Pl(c
′)Ck(ω,R, c′)dc′
=
k∑
l=0
Ckl(ω,R)Pl(c). (8.65)
Setzt man dies in die obige Gleichung ein, erha¨lt man:
L(ω, r) =
∞∑
k=0
k∑
l=0
Ckl(ω,R) · dk · Pl(c). (8.66)
L(ω, r) wird also in dk · Pl(c) entwickelt mit den Entwicklungskoeffizienten
Ckl(ω,R) =
2l + 1
2
∫ 1
c=−1
Pl(c)Ck(ω,R, c)dc. (8.67)
Die analytischen Ausdru¨cke der Ckl(ω,R) lassen sich mit dem Computer-Algebra-Programm
MAPLE [172] anhand der Gleichungen (8.64) und (8.67) automatisch erzeugen. Durch Be-
trachten der so erhaltenen Ausdru¨cke der Ckl(ω,R) fu¨r unterschiedliche Quantenzahlen k und
l gelangt man zu den Ausdru¨cken:
Ckk(ω,R) = (−1)k 1
Rk+1
(
erf(ωR)− exp (−ω
2R2)√
pi
k∑
i=1
(ωR)2i−1
2i
(2i− 1)!!
)
,(8.68)
Ck(k−2)(ω,R) = (−1)k+1 exp (−ω
2R2)√
pi
ω3(ω2R)k−2
2k−1(2k − 3)
1!(2k − 1)!! , (8.69)
Ck(k−4)(ω,R) = (−1)k+1 exp (−ω
2R2)√
pi
ω5(ω2R)k−4
(
2ω2R2 − (2k − 5))
×2
k−3(2k − 7)
2!(2k − 3)!! , (8.70)
Ck(k−6)(ω,R) = (−1)k+1 exp (−ω
2R2)√
pi
ω7(ω2R)k−6
× (4ω4R4 − 4(2k − 7)ω2R2 + (2k − 7)(2k − 9))
×2
k−5(2k − 11)
3!(2k − 5)!! . (8.71)
Alle Ausdru¨cke, bei denen die beiden Indizes von Ckl(ω,R, c) nicht beide gerade bzw. ungerade
sind, sind Null. Aus den obigen Gleichungen erha¨lt man durch Betrachten den allgemeinen
Ausdruck fu¨r die Ckl(ω,R) mit 0, 1 ≤ l ≤ k − 2:
Ckl(ω,R) = (−1)k+1 exp (−ω
2R2)√
pi
ωk−l+1(ω2R)l
2l+1 (2l + 1)(
k−l
2
)
(k + l + 1)
×
1
2
(k−l−2)∑
j=0
(−1) 12 (k−l−2)−j 2
j(ωR)2j
j!
[
1
2
(k − l − 2)− j]! (2l + 1 + 2j)!! . (8.72)
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Die Formel fu¨r den vebleibenden Fall l = k ist mit Gleichung (8.68) gegeben. Diese Formel
wurde wieder mit Hilfe von Maple systematisch fu¨r alle mo¨glichen Werte von (k, l) bis 8
u¨berpru¨ft - was natu¨rlich keinen allgemeinen Beweis fu¨r ihre Richtigkeit jenseits dieses Berei-
ches darstellt, fu¨r die hier verfolgten numerischen Zwecke jedoch mehr als ausreicht.
8.2.3.4 Berechnung des Potentials des langreichweitigen Anteils
Entsprechend Gleichung (8.66) gilt fu¨r den langreichweitigen Anteil des aufgespaltenen
Coulomb-Operators die Entwicklung:
erf(ω |R− r|)
|R− r| =
∞∑
k=0
k∑
l=0
(−1)kCkl(ω,R)Pl(c)rk, (8.73)
wobei c entsprechend (8.62) definiert ist und der Faktor (−1)k mit der Tatsache zu begru¨nden
ist, daß hier der “Abweichungsvektor” nicht addiert, sondern subtrahiert wird. Entwickelt man
nun Pl(c) gema¨ß (G.28), erha¨lt man:
erf(ω |R− r|)
|R− r| =
∞∑
k=0
k∑
l=0
(−1)kCkl(ω,R)rk
× 4pi
2l + 1
l∑
m=−l
(−1)mYl(−m)(θ1, φ1)Ylm(θ2, φ2), (8.74)
wobei R, θ1, φ1 die Polarkoordinaten von R und r, θ2, φ2 die Polarkoordinaten von r sind.
Verwendet man nun (G.23) und (G.24), erha¨lt man:
erf(ω |R− r|)
|R− r| =
∞∑
k=0
k∑
l=0
Ckl(ω,R)
×
√
4pi
2l + 1
l∑
m=−l
(−1)k+mYl(−m)(θ1, φ1)rk−lRlm(r, θ2, φ2). (8.75)
Fu¨hrt man eine Integration dieses Ausdruckes u¨ber eine Ladungsverteilung ρ(r) durch, ergibt
sich: ∫
d3rρ(r)
erf(ω |R− r|)
|R− r| =
∞∑
k=0
k∑
l=0
Ckl(ω,R)
×
√
4pi
2l + 1
l∑
m=−l
(−1)k+mYl(−m)(θ1, φ1)
×
[∫
dτρ(r)rk−lRlm(r, θ2, φ2)
]
. (8.76)
Das Integral in den eckigen Klammern ist das verallgemeinerte Multipolmoment. Um die
entsprechende Entwicklung in reelle Komponenten zu erhalten, wendet man (G.22) auf (8.75)
an und erha¨lt:
erf(ω |R− r|)
|R− r| =
∞∑
k=0
k∑
l=0
(−1)kCkl(ω,R)
×
√
4pi
2l + 1
∑
κ
Ylκ(θ1, φ1)r
k−lRlκ(r, θ2, φ2) (8.77)
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bzw. nach Integration u¨ber ρ(r):
∫
d3rρ(r)
erf(ω |R− r|)
|R− r| =
∞∑
k=0
k∑
l=0
(−1)kCkl(ω,R)
×
√
4pi
2l + 1
∑
κ
Ylκ(θ1, φ1)
×
[∫
dτρ(r)rk−lRlκ(r, θ2, φ2)
]
. (8.78)
8.2.3.5 Berechnung der Zweizentren-Entwicklung des langreichweitigen Anteils
Abb. (8.1) zeigt die Einzelvektoren bei der Zweizentren-Entwicklung. Fu¨r den Abstandsvektor
r zwischen den Punkten a und b gilt:
r = R− d mit d = a− b. (8.79)
Die Entwicklung des langreichweitigen Anteils kann somit zuna¨chst analog zu (8.73) vorge-
nommen werden:
erf(ω |R− d|)
|R− d| =
∞∑
k=0
k∑
l=0,1,+=2
(−1)kCkl(ω,R)dkPl(c). (8.80)
In diesem Ausdruck muß dkPl(c) noch durch die Betra¨ge und Polarwinkel der Vektoren a,b
und R ausgedru¨ckt werden. Hierzu teilt man zuna¨chst den Ausdruck dkPl(c) auf:
erf(ω |R− d|)
|R− d| =
∞∑
k=0
k∑
l=0,1,+=2
(−1)kCkl(ω,R)(d2) k−l2 dlPl(c). (8.81)
Hierbei bedeutet
∑k
l=0,1,+=2, daß die Summation in Schritten von 2 bis k erfolgt, und zwar fu¨r
gerade k ab 0 und fu¨r ungerade k ab 1. Diese Summationsweise kommt dadurch zustande, daß
Ckl(ω,R) nur dann ungleich Null ist, wenn k− l gerade ist. Im Folgenden werden zuna¨chst die
Ausdru¨cke (d2)
k−l
2 und dlPl(c) getrennt entwickelt.
8.2.3.5.1 Entwicklung von (d2)
k−l
2 Wegen d = a− b gilt fu¨r d2:
d2 = a2 + b2 − 2ab · cba mit cba = cos (∠BA). (8.82)
Nach der polynomischen Formel gilt ([173] S. 11):
(a1 + a2 + . . .+ an)
k =
∑
k1+k2+...+kn=k
k!
k1!k2! . . . kn!
ak11 a
k2
2 . . . a
kn
n (8.83)
bzw. fu¨r drei Summanden:
(a1 + a2 + a3)
k =
k∑
k1=0
k−k1∑
k2=0
k!
k1!k2!(k − k1 − k2)!a
k1
1 a
k2
2 a
k−k1−k2
3 . (8.84)
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Die k−l
2
-te Potenz von (8.82) ist damit:
(
d2
) k−l
2 =
k−l
2∑
k1=0
k−l
2
−k1∑
k2=0
(−2)k1 (k−l
2
)
!
k1!k2!
(
k−l
2
− k1 − k2
)
!
a2k2+k1bk−l−k1−2k2ck1ba. (8.85)
Laut [174], Formel 8.922.1 und 8.922.2 gilt:
ck1ba =
k1∑
lba=0,1,+=2
(2lba + 1)
k1!
(k1 − lba)!! (k1 + lba + 1)!!Plba(cba), (8.86)
wobei die Plba Legendre-Polynome sind. Setzt man dies ein, erha¨lt man:
(
d2
) k−l
2 =
k−l
2∑
k1=0
k−l
2
−k1∑
k2=0
(−2)k1 (k−l
2
)
!
k2!
(
k−l
2
− k1 − k2
)
!
a2k2+k1bk−l−k1−2k2
·
k1∑
lba=0,1,+=2
(2lba + 1)
(k1 − lba)!! (k1 + lba + 1)!!Plba(cba). (8.87)
Die Notation der Summation
∑k1
lba=0,1,+=2
wurde bei Formel (8.81) erla¨utert. Hier la¨ßt sich
nun das Additionstheorem der Legendre-Polynome (G.29) verwenden:
(
d2
) k−l
2 =
k−l
2∑
k1=0
k−l
2
−k1∑
k2=0
(−2)k1 (k−l
2
)
!
k2!
(
k−l
2
− k1 − k2
)
!
a2k2+k1bk−l−k1−2k2
·
k1∑
lba=0,1,+=2
lba∑
mba=−lba
(2lba + 1)
(k1 − lba)!! (k1 + lba + 1)!!C
∗
lbamba
(aˆ)Clbamba(bˆ). (8.88)
Zur weiteren Verwendung dieser Formel lassen sich noch einige Vereinfachungen vornehmen.
Vertauscht man die gegenseitige Abfolge der Summationen u¨ber k1 und lba und substituiert
k′′2 = 2k2 + k1, erha¨lt man:
(
d2
) k−l
2 =
k−l
2∑
lba=0
lba∑
mba=−lba
C∗lbamba(aˆ)Clbamba(bˆ)
≤ k−l
2∑
k1=lba,+=2
k−l−k1∑
k′′2=k1,+=2
ak
′′
2 bk−l−k
′′
2
2lba + 1
(k1 − lba)!! (k1 + lba + 1)!!
(−2)k1 (k−l
2
)
!(
k′′2−k1
2
)
!
(
k−l
2
− k1
2
− k′′2
2
)
!
. (8.89)
Die Notation
∑≤ k−l
2
k1=lba,+=2
bedeutet, daß die Summation bei lba beginnt und in Schritten von
2 bis zu dem gro¨ßtmo¨glichen Wert la¨uft, der kleiner oder gleich k−l
2
ist. Schließlich ergibt eine
Vertauschung der gegenseitigen Abfolge der Summationen u¨ber k1 und k
′′
2 und eine Vereinfa-
chung des letzten Bruches:
(
d2
) k−l
2 =
k−l
2∑
lba=0
lba∑
mba=−lba
C∗lbamba(aˆ)Clbamba(bˆ)
k−l−lba∑
k′′2=lba,+=2
ak
′′
2 bk−l−k
′′
2
≤min (k′′2 , k−l2 ,k−l−k′′2 )∑
k1=lba,+=2
(−1)k1 (2lba + 1)
(k1 − lba)!! (k1 + lba + 1)!!
(k − l)!!
(k′′2 − k1)!! (k − l − k1 − k′′2)!!
. (8.90)
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Ku¨rzt man nun wie folgt ab:
K( k−l2 )lbak′′2
=
≤min (k′′2 , k−l2 ,k−l−k′′2 )∑
k1=lba,+=2
(−1)k1 (2lba + 1)
(k1 − lba)!! (k1 + lba + 1)!!
× (k − l)!!
(k′′2 − k1)!! (k − l − k1 − k′′2)!!
, (8.91)
verbleibt:
(
d2
) k−l
2 =
k−l
2∑
lba=0
lba∑
mba=−lba
k−l−lba∑
k′′2=lba,+=2
K( k−l2 )lbak′′2
ak
′′
2 bk−l−k
′′
2C∗lbamba(aˆ)Clbamba(bˆ). (8.92)
8.2.3.5.2 Entwicklung von dlPl(c) Entsprechend (G.29) gilt:
Pl(c) =
l∑
m=−l
(−1)mCl(−m)(â− b)Clm(Rˆ). (8.93)
Wegen dl = |a− b|l folgt mit (G.24):
dlPl(c) =
l∑
m=−l
(−1)mRl(−m)(a− b)Clm(Rˆ). (8.94)
Mit (8.27) folgt dann:
dlPl(c) =
∑
l1,l2
∑
m1,m2
δ(l1+l2)l(−1)l1
√
(2l + 1)!
(2l1)! (2l2)!
(
l1 l2 l
m1 m2 m
)
al1bl2Cl1m1(aˆ)Cl2m2(bˆ)Clm(Rˆ). (8.95)
Die Summe u¨ber l2 la¨ßt sich eliminieren, denn wegen δ(l1+l2)l ist l2 = l − l1. Ferner la¨ßt sich
wegen m = −m1 −m2, |m| ≤ l die Summe u¨ber m2 in eine Summe u¨ber m umwandeln mit
m2 = −m−m1:
dlPl(c) =
l∑
m=−l
∑
l1,m1
(−1)l1
√
(2l + 1)!
(2l1)! (2l − 2l1)!
(
l1 l − l1 l
m1 −m−m1 m
)
al1bl−l1Cl1m1(aˆ)C(l−l1)(−m−m1)(bˆ)Clm(Rˆ). (8.96)
8.2.3.5.3 Bestimmung des Ausdruckes fu¨r (d2)
k−l
2 dlPl(c) Multipliziert man (8.92) mit
(8.96) und projiziert man auf das Produkt
|Cl4m4(aˆ)〉〈Cl4m4(aˆ)|
〈Cl4m4(aˆ)|Cl4m4(aˆ)〉
=
2l4 + 1
4pi
|Cl4m4(aˆ)〉〈Cl4m4(aˆ)| (8.97)
sowie
|Cl5m5(bˆ)〉〈Cl5m5(bˆ)|
〈Cl5m5(bˆ)|Cl5m5(bˆ)〉
=
2l5 + 1
4pi
|Cl5m5(bˆ)〉〈Cl5m5(bˆ)|, (8.98)
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folgt:
(
d2
) k−l
2 dlPl(c) =
∑
l4,m4
∑
l5,m5
Cl4m4(aˆ)Cl5m5(bˆ)
×
l∑
m=−l
∑
l1m1
k−l
2∑
lba=0
lba∑
mba=−lba
k−l−lba∑
k′′2=lba,+=2
(−1)l1
√
(2l + 1)!
(2l1)! (2l − 2l1)!
×
(
l1 l − l1 l
m1 −m−m1 m
)
K( k−l2 )lbak′′2
al1+k
′′
2 bk−l1−k
′′
2
×2l4 + 1
4pi
(−1)m4+mba
×
{∫∫
dθ sin (θ)dφClba(−mba)(aˆ)Cl1m1(aˆ)Cl4(−m4)(aˆ)
}
×2l5 + 1
4pi
(−1)m5
×
{∫∫
dθ sin (θ)dφClbamba(bˆ)C(l−l1)(−m−m1)(bˆ)Cl5(−m5)(bˆ)
}
×Clm(Rˆ). (8.99)
Hierbei wurden alle komplex konjugierten renormierten Kugelfla¨chenfunktionen in die entspre-
chenden nicht komplex konjugierten Funktionen umgewandelt. Laut [175], Anhang 4 gilt:∫∫
dθ sin (θ)dφCl1m1(θ, φ)Cl2m2(θ, φ)Cl3m3(θ, φ) =
4pi
(
l1 l2 l3
m1 m2 m3
)(
l1 l2 l3
0 0 0
)
. (8.100)
Setzt man dies ein und vertauscht die Abfolge der Summationen u¨ber lba und k
′′
2 , erha¨lt man:
(
d2
) k−l
2 dlPl(c) =
∑
l4,m4
∑
l5,m5
l∑
m=−l
Cl4m4(aˆ)Cl5m5(bˆ)Clm(Rˆ)
×
∑
l1,m1
k−l∑
k′′2=0,+=1
≤min (k′′2 , k−l2 )∑
lba=
1
2
(
1−(−1)k′′2
)
,+=2
lba∑
mba=−lba
(−1)l1
√
(2l + 1)!
(2l1)! (2l − 2l1)!
(
l1 l − l1 l
m1 −m−m1 m
)
×K( k−l2 )lbak′′2 a
l1+k′′2 bk−l1−k
′′
2
×(−1)m4+mba (2l4 + 1)
×
(
lba l1 l4
−mba m1 −m4
)(
lba l1 l4
0 0 0
)
×(−1)m5 (2l5 + 1)
×
(
lba l − l1 l5
mba −m−m1 −m5
)(
lba l − l1 l5
0 0 0
)
. (8.101)
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Substituiert man nun k3 = k
′′
2 + l1, folgt:
(
d2
) k−l
2 dlPl(c) =
∑
l4,m4
∑
l5,m5
l∑
m=−l
Cl4m4(aˆ)Cl5m5(bˆ)Clm(Rˆ)
×
∑
l1,m1
k−l+l1∑
k3=l1,+=1
≤min (k3−l1, k−l2 )∑
lba=
1
2(1−(−1)k3−l1),+=2
lba∑
mba=−lba
(−1)l1
√
(2l + 1)!
(2l1)! (2l − 2l1)!
(
l1 l − l1 l
m1 −m−m1 m
)
×K( k−l2 )lba(k3−l1)a
k3bk−k3
×(−1)m4+mba (2l4 + 1)
×
(
lba l1 l4
−mba m1 −m4
)(
lba l1 l4
0 0 0
)
×(−1)m5 (2l5 + 1)
×
(
lba l − l1 l5
mba −m−m1 −m5
)(
lba l − l1 l5
0 0 0
)
. (8.102)
Aus den Wigner-3j-Symbolen sieht man, daß m4 = −mba + m1 und m5 = mba − m − m1
sein muß. Addiert man diese Gleichungen, erha¨lt man m4 + m5 = −m oder m = −m4 −
m5. Substituiert man dies in der obigen Beziehung, verschwindet die Summation u¨ber m.
Vertauscht man zudem die Abfolge der Summationen u¨ber l4, l5 und u¨ber k3, erha¨lt man:
(
d2
) k−l
2 dlPl(c) =
∑
l4,m4
∑
l5,m5
k∑
k3=0
ak3−l4Rl4m4(a)b
k−k3−l5Rl5m5(b)Cl(−m4−m5)(Rˆ)
×Iklk3l4m4l5m5 (8.103)
mit
Iklk3l4m4l5m5 =
min (k3,l)∑
l1=0
l1∑
m1=−l1
≤min (k3−l1, k−l2 )∑
lba=
1
2(1−(−1)k3−l1),+=2
lba∑
mba=−lba
K( k−l2 )lba(k3−l1)
(−1)l1
×
√
(2l + 1)!
(2l1)! (2l − 2l1)!
(
l1 l − l1 l
m1 m4 +m5 −m1 −m4 −m5
)
×(−1)m4+mba (2l4 + 1)
×
(
lba l1 l4
−mba m1 −m4
)(
lba l1 l4
0 0 0
)
×(−1)m5 (2l5 + 1)
×
(
lba l − l1 l5
mba m4 +m5 −m1 −m5
)(
lba l − l1 l5
0 0 0
)
. (8.104)
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Untersucht man in (8.103) die Summationsgrenzen, findet man, daß l45 = l4 + l5 in Schritten
von 2 von l bis k la¨uft:
(
d2
) k−l
2 dlPl(c) =
k∑
l45=l,+=2
min (l45, k+l2 )∑
l4=max (0,l45− k+l2 )
l5=l45−l4
k−l5∑
k3=l4,+=2
l4∑
m4=−l4
l5∑
m5=−l5︸ ︷︷ ︸
|m4+m5|≤l
ak3−l4Rl4m4(a)b
k−k3−l5Rl5m5(b)Cl(−m4−m5)(Rˆ)
×Iklk3l4m4l5m5 . (8.105)
Substituiert man nun k′3 = k3 − l4 und bestimmt die Summationsgrenzen von m4 und m5,
ergibt sich:
(
d2
) k−l
2 dlPl(c) =
k∑
l45=l,+=2
k−l45∑
k′3=0,+=2
min (l45, k+l2 )∑
l4=max (0,l45− k+l2 )
l5=l45−l4
×
min (l4,l+l5)∑
m4=max (−l4,−l−l5)
min (l−m4,l5)∑
m5=max (−l−m4,−l5)
ak
′
3Rl4m4(a)b
k−l45−k′3Rl5m5(b)
×Cl(−m4−m5)(Rˆ)Ikl(k′3+l4)l4m4l5m5 . (8.106)
Bei einer herko¨mmlichen Multipolentwicklung sind 2n + 1 nichta¨quivalente Multipolmo-
mente vom Rang n vorhanden, obwohl (n+ 1)(n+ 2)/2 nichta¨quivalente kartesische Momente
(8.10) bei der kartesischen Multipolentwicklung in Kapitel 8.1.1 vorhanden sind. Der Grund
hierfu¨r ist, daß fu¨r den Coulomboperator die Laplace-Gleichung gilt:
∇21
r
= 0. (8.107)
In Gleichung (8.8) zusammen mit (8.7) enfallen daher alle Terme, in denen der Laplace-
Operator vorkommt, so daß 2n + 1 irreduzible Multipolmomente u¨brig bleiben. Fu¨r L(ω, r)
gilt die Laplace-Gleichung nicht, so daß hier (n+1)(n+2)/2 verallgemeinerte Multipolmomente
vorhanden sind. Damit skaliert die hier beschriebene Multipolentwicklung von L(ω, r) a¨hnlich
wie die in Kapitel 8.1.1 beschriebene kartesische Multipolentwicklung. Die Tatsache, daß hier
die aufwendigen Ausdru¨cke (8.104) fu¨r die Ikl(k′3+l4)l4m4l5m5 berechnet werden mu¨ssen, hat kei-
nen Einfluß auf das Skalierungsverhalten, da diese Koeffizienten nur einmal berechnet und
abgespeichert werden mu¨ssen. Einen negativen Einfluß auf die Rechenzeit bei dieser Multipol-
entwicklung ko¨nnte die Berechnung der Ckl(ω,R) nach (8.72) und (8.68) haben. Andererseits
bietet diese Multipolentwicklung jedoch die Mo¨glichkeit, die Probleme der herko¨mmlichen
Multipolentwicklung mit dem Konvergenzverhalten und den Ladungs-U¨berlappungseffekten
im Bereich mittel- und kurzreichweitiger intermolekularer Absta¨nde zu umgehen. Zwar sind in
diesem intermolekularen Abstandsbereich immer noch Integrale des kurzreichweitigen Anteils
der Aufspaltung des Coulomb-Operators u¨ber wechselwirkende Ladungsdichteverteilungen zu
berechnen, doch es sei an dieser Stelle daran erinnert, daß in einer großen Simulationszelle ei-
ner Computersimulation eines Systems von Moleku¨len die meisten Moleku¨lpaare einen großen
intermolekularen Abstand haben, bei dem nur noch die effizientere Multipolentwicklung des
langreichweitigen Anteils berechnet werden muß.
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Neben dieser Effizienzverbesserung ist ein weiterer Vorteil dieses Verfahrens zur Aufspal-
tung des Coulomb-Operators, daß es die Mo¨glichkeit bietet, die elektrostatische Wechselwir-
kungsenergie von Monomeren, deren Elektronendichten durch die in Kapitel 8.5 beschriebenen
Dichtefits modelliert werden, durch Verwendung der “richtigen” Multipolmomente bei dem
langreichweitigen Anteil stetig asymptotisch zu korrigieren, falls diese Dichtefitmodelle die
Monomer-Multipole schlecht reproduzieren.
8.2.3.5.4 Durchfu¨hrung der Zweizentren-Entwicklung am Beispiel der elektrosta-
tischen Wechselwirkung zweier Gauß-1s-Funktionen In diesem Kapitel soll die Auf-
teilung des Coulomb-Operators in einen kurzreichweitigen und einen langreichweitigen Anteil
und die Multipolentwicklung des langreichweitigen Anteils am Beispiel der elektrostatischen
Wechselwirkung zweier Gauß-1s-Funktionen
γ(α, r) =
(α
pi
)3/2
exp (−αr2) (8.108)
veranschaulicht werden. Entwickelt man eine Gauß-1s-Funktion durch eine Multipolentwick-
lung an deren Zentrum, ist lediglich der Ladungsterm (l = 0, m = 0) nicht Null. Dies hat zur
Folge, daß von 8.80 lediglich der Term mit l = 0 nicht verschwindet (vgl. Gleichung (G.29)).
Weil P0(c) = 1 ist, bleibt von 8.80 u¨brig:
∞∑
k=0,+=2
(−1)kCk0(ω,R)dk.
Damit ist noch die Zweizentren-Entwicklung von dk durchzufu¨hren. Hierzu la¨ßt sich (8.92)
verwenden, wobei in dieser Gleichung l = 0 und lba = 0 sein muß, weil nur die Terme mit den
renormalisierten Kugelfla¨chenfunktionen C00 u¨brig bleiben du¨rfen. Weil C00 = 1 ist, bleibt von
der Entwicklung von dk aus (8.92) der Ausdruck
k∑
k′′2=0,+=2
K(k/2)0k′′2 a
k′′2 bk−k
′′
2
u¨brig. Das Integral des langreichweitigen Anteils des Coulomboperators mit zwei Gauß-1s-
Funktionen (8.108) γ(α, a) und γ(β, b) la¨ßt sich also schreiben als:∫
γ(α, a)
erf(ω |R− (a− b)|)
|R− (a− b)| γ(β, b)dadb =
∞∑
k=0,+=2
Ck0(ω,R)
k∑
k′′2=0,+=2
K(k/2)0k′′2 〈ak
′′
2 〉〈bk−k′′2 〉.
(8.109)
Hierbei ist
〈an〉 =
∫
anγ(α, a)da (8.110)
=
(α
pi
)3/2
4pi
∫ ∞
0
an+2e−αa
2
da (8.111)
und analog fu¨r 〈bn〉. Verwendet man nun [176]∫ ∞
0
x2ke−αx
2
dx =
(2k − 1)!!√pi
2k+1αk+1/2
(8.112)
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(n in 8.111 ist geradzahlig), erha¨lt man:
〈an〉 = (n+ 1)!!
2n/2αn/2
(8.113)
und analog fu¨r 〈bn〉. In Formel (8.109) seien die Terme mit einem bestimmten Wert fu¨r k mit
Lk abgeku¨rzt, also:∫
γ(α, a)
erf(ω |R− (a− b)|)
|R− (a− b)| γ(β, b)dadb =
∞∑
k=0,+=2
Lk. (8.114)
Die Ausdru¨cke fu¨r die Lk erha¨lt man durch Vergleich dieser Formel mit (8.109) und Einsetzen
der Werte fu¨r K(k/2)0k′′2 :
L0 = C00(ω,R) =
erf(ωR)
R
, (8.115)
L2 = C20(ω,R)
(〈a2〉+ 〈b2〉) , (8.116)
L4 = C40(ω,R)
(
〈a4〉+ 10
3
〈a2〉〈b2〉+ 〈b4〉
)
, (8.117)
L6 = C60(ω,R)
(〈a6〉+ 7〈a4〉〈b2〉+ 7〈a2〉〈b4〉+ 〈b6〉) , (8.118)
L8 = C80(ω,R)
(
〈a8〉+ 12〈a6〉〈b2〉+ 126
5
〈a4〉〈b4〉+ 12〈a2〉〈b6〉+ 〈b8〉
)
, (8.119)
L10 = C10 0(ω,R)
(
〈a10〉+ 55
3
〈a8〉〈b2〉+ 66〈a6〉〈b4〉+ 66〈a4〉〈b6〉
+
55
3
〈a2〉〈b8〉+ 〈b10〉
)
. (8.120)
Die Ck0(ω,R) sind nach (8.68) und (8.72):
C00(ω,R) =
erf(ωR)
R
, (8.121)
C20(ω,R) = −2
3
ω3
e−ω
2R2
√
pi
, (8.122)
C40(ω,R) = − 1
15
ω5
(
2ω2R2 − 3) e−ω2R2√
pi
, (8.123)
C60(ω,R) = − 1
315
ω7
(
4ω4R4 − 20ω2R2 + 15) e−ω2R2√
pi
, (8.124)
C80(ω,R) = − 1
11340
ω9
(
8ω6R6 − 84ω4R4 + 210ω2R2 − 105) e−ω2R2√
pi
, (8.125)
C10 0(ω,R) = − 1
623700
ω11
(
16ω8R8 − 288ω6R6 + 1512ω4R4
−2520ω2R2 + 945) e−ω2R2√
pi
. (8.126)
oder allgemein:
Ck0(ω,R) = ω
k+1
k/2−1∑
j=0
Gkj · (ωR)2j
 exp (−ω2R2)√
pi
, k ≥ 2 (8.127)
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mit
Gkj = (−1)k/2−j 2
2j+2
k(k + 1)(k/2− j − 1)!(2j + 1)! . (8.128)
Setzt man (8.113) und den entsprechenden Ausdruck fu¨r 〈bn〉 in (8.115)-(8.120) ein, erha¨lt
man:
L0 = C00(ω,R) =
erf(ωR)
R
, (8.129)
L2 = C20(ω,R)
(
3
2α
+
3
2β
)
, (8.130)
L4 = C40(ω,R)
(
15
4α2
+
15
2αβ
+
15
4β2
)
, (8.131)
L6 = C60(ω,R)
(
105
8α3
+
315
8α2β
+
315
8αβ2
+
105
8β3
)
, (8.132)
L8 = C80(ω,R)
(
945
16α4
+
945
4α3β
+
2835
8α2β2
+
945
4αβ3
+
945
16β4
)
, (8.133)
L10 = C10 0(ω,R)
(
10395
32α5
+
51975
32α4β
+
51975
16α3β2
+
51975
16α2β3
+
51975
32αβ4
+
10395
32β5
)
.(8.134)
Dies sind die Einzelterme der Multipolentwicklung des langreichweitigen Anteils des gema¨ß
(8.55), (8.56) aufgespaltenen Coulomb-Integrals fu¨r die elektrostatische Wechselwirkung zwei-
er Gauß-1s-Funktionen. Fu¨r α = β = η vereinfachen sich diese Formeln zum allgemeinen
Ausdruck
Lk = Ck0(ω,R)
(k + 1)!!
ηk/2
(8.135)
oder
Lk =
ωk+1
ηk/2
k/2−1∑
j=0
Hkj · (ωR)2j
 exp(−ω2R2)√
pi
(8.136)
mit
Hkj = (−1)k/2−j · (k − 1)! · 2
2j+2−k/2
(k/2)!(k/2− j − 1)!(2j + 1)! . (8.137)
Fu¨r das Integral u¨ber den kurzreichweitigen Anteil gilt nach (8.57):(
αβ
pi2
)3/2 ∫∫
exp
(−αa2)erfc(ω |R− (a− b)|)|R− (a− b)| exp (−βb2)dadb =
1
R
erf
 R√
1
α
+ 1
β
− erf
 R√
1
α
+ 1
β
+ 1
ω2
 . (8.138)
Fu¨r das exakte Integral u¨ber die Gauß-1s-Funktionen gilt:(
αβ
pi2
)3/2 ∫∫
exp
(−αa2) 1|R− (a− b)| exp (−βb2)dadb = 1Rerf
 R√
1
α
+ 1
β
. (8.139)
Betrachtet man die Terme (8.129)-(8.134) mit (8.121)-(8.126) na¨her, sieht man, daß L0 mit
R→∞ gegen 1/R geht, wa¨hrend die Terme ab L2 exponentiell abfallen. Somit ist L0 der ei-
gentliche langreichweitige Term in dieser Entwicklung und wird im Folgenden dementsprechend
97
als “langreichweitiger” Anteil bezeichnet. Die exponentiell abfallenden Terme Lk mit k ≥ 2
sind eigentlich kurzreichweitig, werden in dieser Arbeit aber zur Unterscheidung von (8.138)
als “mittelreichweitiger” Anteil bezeichnet. Somit wird hier (8.138) u¨bereinstimmend mit [161]
als “kurzreichweitiger” Anteil bezeichnet. Abbildung 8.6 und 8.5 zeigen diese Einzelbeitra¨ge
fu¨r die Aufspaltungsparameter ω = 0.5 und ω = 0.8 fu¨r die elektrostatische Wechselwirkung
zweier Gauß-1s-Funktionen mit den Exponenten 1 in Abha¨ngigkeit vom Abstand der Zen-
tren der Gauß-1s-Funktionen. Ein gro¨ßerer Wert fu¨r ω bewirkt, daß der Coulomb-Operator
bei der Multipolentwicklung von großen Absta¨nden R her kommend erst spa¨ter, d.h. erst bei
ku¨rzeren Absta¨nden merklich durch die Fehlerfunktion “abgeschnitten” wird. Je kleiner ω und
je gro¨ßer die Exponenten der Gauß-1s-Funktionen sind, desto besser ist die Konvergenz der
Multipolentwicklung des langreichweitigen Anteils. Abbildung 8.5 zeigt diese Multipolentwick-
lung fu¨r ω = 0.8. Bei diesem Wert fu¨r ω konvergiert die langreichweitige Multipolentwicklung
nicht, was man auch daran erkennt, daß hier die mittelreichweitigen Terme mit gro¨ßerer Ord-
nung k ho¨here maximale absolute Abweichungen von der Nulllinie besitzen als diejenigen mit
kleineren Werten fu¨r k. Damit reproduziert in diesem Fall die Summe des langreichweitigen,
des mittelreichweitigen und des kurzreichweitgen Anteils nicht das exakte Integral der elek-
trostatischen Wechselwirkung der beiden Gauß-1s-Funktionen. Die Multipolentwicklung des
langreichweitigen Anteils konvergiert gut bei ω = 0.5, wie in Abbildung 8.6 gezeigt. Wie man
sieht, werden hier die maximalen absoluten Abweichungen der mittelreichweitigen Terme von
der Nulllinie mit steigender Ordnung k geringer. Die Summe des langreichweitigen, des mit-
telreichweitigen und des kurzreichweitigen Anteils reproduziert sehr gut das exakte Integral
der elektrostatischen Wechselwirkung der beiden Gauß-1s-Funktionen. Es fa¨llt allerdings auf,
daß die herko¨mmliche Multipolentwicklung u¨ber einen gro¨ßeren Bereich dem exakten Integral
der elektrostatischen Wechselwirkung der beiden Gauß-1s-Funktionen folgt als der langreich-
weitige Anteil der Multipolentwicklung des langreichweitigen Anteils. Somit beschreibt auch
die Multipolentwicklung des langreichweitigen Anteils fu¨r sich allein keinesfalls einen Teil der
Ladungs-U¨berlappungseffekte, obwohl hier in dem mittelreichweitigen Anteil 〈an〉- bzw. 〈bn〉-
Erwartungswerte enthalten sind. Die Ladungs-U¨berlappungseffekte ko¨nnen damit letztlich nur
durch das Integral u¨ber den kurzreichweitigen Anteil korrekt beru¨cksichtigt werden. Der Vor-
teil dieser Aufspaltung des Coulomb-Operators und der Multipolentwicklung des langreich-
weitigen Anteils gegenu¨ber der herko¨mmlichen Multipolentwicklung ist, daß hier nicht bei
einem bestimmten Abstand zwischen zwei unterschiedlichen Beschreibungen der elektrostati-
schen Wechselwirkungsenergie gewechselt werden muß, sondern daß hier ein fu¨r alle Absta¨nde
gu¨ltiges Modell vorliegt, wobei bei bestimmten Absta¨nden bestimmte Terme vernachla¨ssigbar
werden. Bei großen Absta¨nden werden der kurzreichweitige und der mittelreichweitige An-
teil vernachla¨ssigbar und erf(ωR)/R geht in 1/R u¨ber, so daß die Multipolentwicklung des
langreichweitigen Anteils in die herko¨mmliche Multipolentwicklung u¨bergeht. Wendet man
die Aufspaltung des Coulomb-Operators und die Multipolentwicklung des langreichweitigen
Anteils auf eine einzige Gauß-1s-Funktion an, ist dieses Verfahren rechenaufwendiger als die
Berechnung des exakten Integrals der elektrostatischen Wechselwirkung. Ersparnisse im Re-
chenaufwand treten ein, wenn sich viele Gaußfunktionen an einem Zentrum befinden und man
die langreichweitige Multipolentwicklung an den Multipolmomenten der Summe der Gauß-
funktionen an diesem Zentrum vornimmt.
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Abbildung 8.5: Aufteilung des Coulomb-Operators in einen kurz- und einen langreichweitigen
Anteil (8.56), (8.55) mit ω = 0.8 fu¨r die elektrostatische Wechselwirkung zweier Gauß-1s-
Funktionen (8.109) mit den Exponenten α = β = 1. Der langreichweitige Anteil dieser Auf-
spaltung wurde multipolentwickelt, was zu den Ausdru¨cken (8.129)-(8.134) fu¨hrt. In dieser Ab-
bildung wird (8.138) als kurzreichweitiger, (8.130)-(8.134) als mittelreichweitiger und (8.129)
als langreichweitiger Anteil bezeichnet. Zum Vergleich wurde auch das exakte Zweizentren-
Gauß-1s-Gauß-1s-Integral 8.139 aufgetragen.
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Abbildung 8.6: Aufteilung des Coulomb-Operators in einen kurz- und einen langreichweitigen
Anteil (8.56), (8.55) mit ω = 0.5 fu¨r die elektrostatische Wechselwirkung zweier Gauß-1s-
Funktionen (8.109) mit den Exponenten α = β = 1. Der langreichweitige Anteil dieser Auf-
spaltung wurde multipolentwickelt, was zu den Ausdru¨cken (8.129)-(8.134) fu¨hrt. In dieser Ab-
bildung wird (8.138) als kurzreichweitiger, (8.130)-(8.134) als mittelreichweitiger und (8.129)
als langreichweitiger Anteil bezeichnet. Zum Vergleich wurde auch das exakte Zweizentren-
Gauß-1s-Gauß-1s-Integral 8.139 aufgetragen.
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8.3 Modellierung der elektrostatischen Wechselwirkung
durch Anpassung von Funktionen an Slaterintegrale
Betrachtet man die elektrostatische Wechselwirkungsenergie zwischen zwei Atomen mit Slater-
1s-Ladungsverteilungen in Abha¨ngigkeit vom Atom-Atom-Abstand (Abb. 8.7), fa¨llt auf, daß
diese Funktion stark einer Morsefunktion a¨hnelt. In der Tat la¨ßt sich die Morsefunktion mit
guter Genauigkeit an die u¨ber Slaterintegrale berechnete elektrostatische Wechselwirkungs-
energie zwischen den Slaterfunktions-Atomen anfitten (Abb. 8.7). Nun ist die Morsefunktion
urspru¨nglich nicht entworfen worden, um elektrostatische Wechselwirkungsenergien zwischen
Atomen zu beschreiben, sondern um das Atom-Atom-Potential in zweiatomigen Moleku¨len so
zu beschreiben, daß deren experimentell gemessene Schwingungsniveaus gut reproduziert wer-
den. Zu diesem Zweck sind aber noch andere Funktionen entworfen worden [177, 178], die wie
die Morsefunktion auch die elektrostatische Wechselwirkungsenergie zwischen Slaterfunktions-
Atomen gut wiedergeben mu¨ßten. Einige Beispiele fu¨r solche Funktionen sind in diesem Kapitel
angegeben und an elektrostatische Wechselwirkungsenergien zwischen Slaterfunktions-Atomen
gefittet worden.
8.3.1 Morsepotential
Das Morsepotential [179] hat die Form:
V (R) = D [exp (−2α (R−Rm))− 2 exp (−α (R−Rm))] . (8.140)
Hier, wie auch bei den anderen in diesem Kapitel erwa¨hnten Potentialen, bedeuten
D : Potentialtiefe
Rm : Minimumsabstand.
Bei R = 0 wird das Morsepotential zu:
V (0) = D exp (αRm) [exp (αRm)− 2] . (8.141)
Dies ist nicht physikalisch, denn mit R → 0 sollte das Potential gegen unendlich gehen.
Ferner kann das Morsepotential das Verhalten von Atom-Atom-Potentialen in zweiatomigen
Moleku¨len bei R → ∞ nicht gut wiedergeben, da diese dort wie 1/Rn gehen. Das Morsepo-
tential gibt jedoch mit guter Genauigkeit die v-Abha¨ngigkeit der Schwingungsenergieniveaus
zweiatomiger Moleku¨le wieder. So fu¨hrt eine na¨herungsweise Lo¨sung der Schro¨dingergleichung
fu¨r die Morsefunktion zu den Schwingungsenergieniveaus
Ev = −D − ~ω0
[(
v +
1
2
)
− ~ω0
4D
(
v +
1
2
)2]
. (8.142)
8.3.2 Po¨schl-Teller-Potential
Das Po¨schl-Teller-Potential [180] hat die Form:
V (R) = D
[
sinh
(
αRm
2
)4
sinh
(
αR
2
)2 − cosh
(
αRm
2
)4
cosh
(
αR
2
)2
]
. (8.143)
Dieses Potential beschreibt das asymptotische Verhalten des Atom-Atom-Potentials eines zwei-
atomigen Moleku¨ls mit R → ∞ besser als das Morsepotential. Auch fu¨r R → 0 ist das
Verhalten des Po¨schl-Teller-Potentials physikalischer als das des Morsepotentials. Das Po¨schl-
Teller-Potential geht na¨mlich mit R → 0 mit ∼ 1
R2
gegen unendlich. Die Unterschiede dieses
Potentials zum Morsepotential werden vor allem bei kleinen Werten fu¨r α deutlich.
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8.3.3 Rydbergpotential
Das Rydbergpotential [181] hat die Form:
V (R) = D
(
1 +
b
Rm
(R−Rm)
)
exp
(
− b
Rm
(R−Rm)
)
. (8.144)
Das Rydbergpotential hat bei R = 0 den endlichen Wert
V (0) = D (1− b) eb. (8.145)
Das Rydbergpotential zeigt vor allem bei gro¨ßeren Atom-Atom-Absta¨nden geringere Abwei-
chungen von den tatsa¨chlichen Potentialen zweiatomiger Moleku¨le als das Morsepotential.
8.3.4 Varshni-III-Potential
Das Varshni-III-Potential [177] hat die Form:
V (R) = D
[
1− Rm
R
exp
(−β (R2 −R2m))]2 −D. (8.146)
Dieses Potential ist laut [178] das Dreiparameterpotential, das die besten Vibrationsniveaus
liefert.
8.3.5 Fit der Potentiale an die elektrostatische Wechselwirkung
zwischen zwei Atomen mit Slater-1s-Ladungsverteilungen
Die elektrostatische Wechselwirkungsenergie zweier neutraler Slater-1s-Atome, die beide die
Kernladung Z und den Exponenten ζ haben, ist:
Eelstat =
Z2
R
− 2Z2V (ζ, R) + Z2C(ζ, R), (8.147)
wobei
V (ζ, R) =
1
R
[
1−
(
1 +
1
2
ζR
)
exp (−ζR)
]
(8.148)
das Slater-1s-Kernanziehungsintegral ist und
C(ζ, R) =
1
R
[
1−
(
1 +
11
16
ζR +
3
16
ζ2R2 +
1
48
ζ3R3
)
exp(−ζR)
]
(8.149)
das Slater-1s-Slater-1s-Zweizentren-Coulombintegral fu¨r zwei Slaterfunktionen mit gleichen
Exponenten [182]. Somit ist der Ausdruck fu¨r die elektrostatische Wechselwirkungsenergie:
Eelstat =
Z2
48R
(
48 + 15ζR− 9ζ2R2 − ζ3R3) exp (−ζR) (8.150)
oder:
Eelstat =
Z2
R
(
1 +
5
16
ζR− 3
16
ζ2R2 − 1
48
ζ3R3
)
exp (−ζR). (8.151)
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Die beiden Slater-Atome, an deren elektrostatische Wechselwirkungsenergie hier die oben
beschriebenen Modellpotentiale gefittet werden, haben Kerne der Ladung 1 und Slater-La-
dungsverteilungen der Ladung -1 sowie einen Slater-Exponenten von 1 und entsprechen damit
Wasserstoffatomen.
Die Ergebnisse der Fits sind in Abb. 8.7 gezeigt. Fu¨r alle Fits war D = 9.8053075 · 10−03
Hartree und Rm = 3.7449754 bohr. Die gefitteten Parameter der einzelnen Potentiale sind:
Morse : α = 0.710219
Po¨schl-Teller : α = 0.698357
Rydberg : b = 3.73737
Varshni-III : β = 0.0561904.
Man sieht, daß das Morse- und das Rydbergpotential sich am besten an die elektrostatische
Wechselwirkung zwischen zwei Atomen mit Slater-1s-Ladungsverteilungen fitten lassen, wobei
das Po¨schl-Teller-Potential eine a¨hnliche Qualita¨t zeigt. Die sta¨rkste Abweichung zeigt das
Varshni-III-Potential, das fu¨r zweiatomige Moleku¨le die Schwingungsenergieniveaus am besten
wiedergibt.
8.4 Fit der elektrostatischen Wechselwirkungsenergie
durch orientierungsabha¨ngige Morsefunktionen oh-
ne oder mit Da¨mpfung
Dieser Fit geht aus von einer einzentrigen Multipolentwicklung des Wassermonomers, die am
Sauerstoff zentriert ist. Wa¨hrend des Fits kann Ladung vom Sauerstoff (Ausgangsladung 0) zu
den beiden Wasserstoffatomen verschoben werden, wobei die Multipolmomente des Monomers
durch Verwenden von (8.45) erhalten bleiben. Die so verschobene Ladungsmenge wird in dem
Fit optimiert. Zusa¨tzlich zu dieser Multipolentwicklung werden auf den Sauerstoff- und Was-
serstoffatomen anisotrope Atom-Atom-Morsewechselwirkungen addiert, welche die folgende
Form haben:
Emorse =
∑
a∈A
∑
b∈B
Dabisotr
([
1− exp (−αabisotr · (Rab − ρab(Ωab)))]2 − 1) (8.152)
mit
ρab(Ωab) = ρ
ab
isotr +
∑
laκa
ρalaκaS
κa0
la0la
(Ωab) +
∑
lbκb
ρblbκbS
0κb
0lblb
(Ωab). (8.153)
Hier wurde die Anisotropie in die Morsefunktionen a¨hnlich wie bei dem Fit der Austausch-
wechselwirkungsenergien (9.1)-(9.3) durch Definition eines anisotropen Ausschlußvolumens
eingefu¨hrt. Streng genommen wa¨re zusa¨tzlich zu beru¨cksichtigen, daß ebenfalls die “Tiefe”
des Morsepotentials anisotrop sein kann, doch im Grenzfall nicht zu kleiner intermolekularer
Absta¨nde, wo das Morsepotential noch hinreichend von seinem Minimum entfernt ist, la¨ßt
sich hoffen, daß das anisotrope Ausschlußvolumen die Effekte der Anisotropie der Potential-
tiefe ebenfalls in diesem Bereich beschreiben kann.
In diesem Fitmodell ko¨nnen daru¨ber hinaus die Multipol-Multipol-Wechselwirkungsener-
giebeitra¨ge geda¨mpft werden, indem man in den elektrostatischen Wechselwirkungstensoren
(8.38), (8.39) die 1/Rm-Terme entsprechend (8.50) ersetzt.
Eine Besonderheit des Fits der elektrostatischen Energiebeitra¨ge ist, daß keine ho¨heren
Multipolmomente als Ladungen auf den Wasserstoffatomen platziert werden mußten. Dies
befindet sich in U¨bereinstimmung mit der Erfahrung, daß Modell-Wassermoleku¨le mit durch
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Abbildung 8.7: Fit der Funktionen von Morse, Po¨schl-Teller, Rydberg und Varshni an die
elektrostatische Wechselwirkung zwischen zwei Atomen mit Slater-1s-Ladungsverteilungen mit
Exponenten von 1. Beide Atome haben Kerne der Ladung 1 und Slater-Ladungsverteilungen
der Ladung -1.
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Linearkombinationen von Slaterfunktionen gefitteten Ladungsdichten bereits dann verha¨ltnis-
ma¨ßig gute elektrostatische Wechselwirkungsenergien liefern, wenn sich an den Wasserstoffa-
tomen lediglich s-Funktionen befinden.
Gefittet wurde der Energiebeitrag E
(10)
pol + ε
(1)
pol,resp(3), der Bestandteil beider Energieparti-
tionierungen P1 und P2 aus Kapitel 7 bzw. Tabelle 7.1 ist.
Durchgefu¨hrt wurden ungeda¨mpfte und geda¨mpfte Fits mit Multipolen bis zum Rang 2
(Quadrupol) bzw. bis zum Rang 3 (Oktupol), die am Sauerstoff platziert sind. Obwohl die
elektrostatischen Wechselwirkungsenergien Nulldurchga¨nge aufweisen, wurde in allen Fa¨llen
ein prozentualer Fit gewa¨hlt, was natu¨rlich nur dann mo¨glich ist, wenn keine der berechneten
elektrostatischen Energien den Wert Null hat. Die auf diese Weise erhaltenen Parameter findet
man in Tabelle (D.2) fu¨r die ungeda¨mpften Fits und in Tabelle (D.3) fu¨r die geda¨mpften Fits.
Anhand der Korrelationsdiagramme zu den ungeda¨mpften Fits in Abb. 8.8 und 8.9 sowie derer
zu den geda¨mpften Fits in Abb. 8.10 und 8.11 la¨ßt sich die Qualita¨t der Fits an den Punkten
auf der intermolekularen Potentialenergiefla¨che abscha¨tzen, die bei der Optimierung der Fit-
parameter verwendet wurden. In diesen Diagrammen wurde im Bereich von −20 kJ/mol bis 20
kJ/mol eine lineare Skala gewa¨hlt, wa¨hrend außerhalb dieses Bereichs die Skala logarithmisch
ist.
Die folgende Tabelle zeigt die mittleren prozentualen und absoluten Abweichungen der
Fits und deren Standardabweichungen σ an den Punkten der intermolekularen Potentialener-
giefla¨che, die zum Anpassen der Fitparameter verwendet wurden:
mittl. Abw. [%] σ [%] mittl. Abw. [kJ/mol] σ [kJ/mol]
ungeda¨mpft Rang 2 4.100 8.194 0.4529 0.8958
ungeda¨mpft Rang 3 3.341 5.912 0.4920 1.228
geda¨mpft Rang 2 3.978 8.156 0.4351 0.9033
geda¨mpft Rang 3 3.144 4.705 0.4977 1.227
Die mittleren absoluten prozentualen Abweichungen sind bei den Rang-3-Fits geringer
als bei den Rang-2-Fits, wa¨hrend die mittleren absoluten Abweichungen bei den Rang-2-Fits
geringer sind. Dies kann einerseits daran liegen, daß ein Fit mit prozentualer Gewichtung
durchgefu¨hrt wurde, der Punkte in der Na¨he von Nulldurchga¨ngen besonders stark gewich-
tet. Andererseits ko¨nnte sich hier bemerkbar machen, daß die Multipolentwicklung bei kurzen
Absta¨nden divergiert, so daß durch den Rang-3-Fit zwar die langreichweitigen Wechselwirkun-
gen besser beschrieben werden, dafu¨r aber bei kurzen Absta¨nden die Qualita¨t schlechter ist als
beim Rang-2-Fit. Beim Vergleich der Korrelationsdiagramme und der mittleren prozentualen
und absoluten Abweichungen der Fits erkennt man ferner, daß die Da¨mpfung der Multipol-
Multipol-Wechselwirkungsenergiebeitra¨ge keinen großen Einfluß auf die Fitqualita¨ten hat.
Die Vorhersagekraft all dieser Fits fu¨r Punkte, die nicht im Fit enthalten sind, ist aber
leider so schlecht, daß dieser Fit-Ansatz nicht weiter verwendet werden konnte.
8.5 Fit der elektrostatischen Wechselwirkungsenergie
durch Fit der Elektronendichte
Seien ρa und ρb die Elektronendichten, die am Zentrum a bzw. b von Moleku¨l A bzw. B
lokalisiert sind. Ra und Rb seien die Positionen und Za und Zb die Kernladungen von Zentrum
a und b. Dann la¨ßt sich die elektrostatische Wechselwirkungsenergie zwischen Moleku¨l A und
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Abbildung 8.8: Ungeda¨mpfter Morse-Fit der elektrostatischen Wechselwirkungsenergie mit
Multipolen am Sauerstoff bis zum Rang 2. Die Gleichung der Regressionsgeraden lautet: y =
1.00310x+ 0.0374 mit einem Korrelationskoeffizienten von r = 0.99896.
Abbildung 8.9: Ungeda¨mpfter Morse-Fit der elektrostatischen Wechselwirkungsenergie mit
Multipolen am Sauerstoff bis zum Rang 3. Die Gleichung der Regressionsgeraden lautet: y =
0.99628x+ 0.0430 mit einem Korrelationskoeffizienten von r = 0.99818.
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Abbildung 8.10: Geda¨mpfter Morse-Fit der elektrostatischen Wechselwirkungsenergie mit
Multipolen am Sauerstoff bis zum Rang 2. Die Gleichung der Regressionsgeraden lautet:
y = 1.00180x+ 0.0507 mit einem Korrelationskoeffizienten von r = 0.99896.
Abbildung 8.11: Geda¨mpfter Morse-Fit der elektrostatischen Wechselwirkungsenergie mit
Multipolen am Sauerstoff bis zum Rang 3. Die Gleichung der Regressionsgeraden lautet:
y = 0.99638x+ 0.0457 mit einem Korrelationskoeffizienten von r = 0.99818.
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B berechnen nach:
Eelstat =
∑
a∈A
∑
b∈B
ZaZb
|Ra −Rb| −
∑
a∈A
∑
b∈B
∫
drj
Zaρb(rj)
|rj −Ra| −
∑
a∈A
∑
b∈B
∫
dri
ρa(ri)Zb
|ri −Rb|
+
∑
a∈A
∑
b∈B
∫
dridrj
ρa(ri)ρb(rj)
|ri − rj| . (8.154)
In der Regel entwickelt man die ρz durch am Zentrum z zentrierte Funktionen, bei denen es
sich meist um Slater- oder Gaußfunktionen handelt:
ρz(ri) =
Nz∑
m=1
cmzγmz(αmz, ri), (8.155)
wobei Nz die Anzahl der an z zentrierten “Basisfunktionen” ist; cmz ist der Koeffizient der
Basisfunktion m am Zentrum z und αmz ist der Exponent der Slater - oder Gaußfunktion. Die
γmz sind in der Regel aha¨ngig von einem Satz von Quantenzahlen. Verwendet man die obige
Entwicklung in (8.154), erha¨lt man:
Eelstat =
∑
a∈A
∑
b∈B
ZaZb
|Ra −Rb|
−
∑
a∈A
∑
b∈B
Nb∑
n=1
Zacnb
∫
drj
γnb(αnb, rj)
|rj −Ra| −
∑
a∈A
∑
b∈B
Na∑
m=1
cmaZb
∫
dri
γma(αma, ri)
|ri −Rb|
+
∑
a∈A
∑
b∈B
Na∑
m=1
Nb∑
n=1
cmacnb
∫
dri
∫
drj
γma(αma, ri)γnb(αnb, rj)
|ri − rj| . (8.156)
Die Idee, Elektronendichten an bestimmte Funktionen zu fitten, um auf diese Weise den
elektrostatischen Energiebeitrag zur intermolekularen Wechselwirkungsenergie zu beschreiben,
ist nicht neu [183]. Die Elektronendichten wurden hierbei an Slaterfunktionen [184, 185], an
Gaußfunktionen [186, 187, 188] oder an Gauß-Multipole (Gauß-Hermite-Funktionen) [189,
190] gefittet. Unterschiedliche Kriterien fu¨r die Wahl der Norm des Fits der Elektronendichte
stammen von Baerends et al. [191] und Whitten und Dunlap et al. [192, 193].
Im Folgenden werden die Erstellung von Fits der Elektronendichte des Wassermonomers
mit Slater - und Gaußfunktionen und deren Test durch Berechnung von Eelstat beschrieben.
8.5.1 Fit der Elektronendichte an Slaterfunktionen
Die Elektronendichte eines Mehrelektronenatoms fa¨llt bei gro¨ßeren Absta¨nden r vom Atom-
kern laut [194], Kapitel 5.3 gema¨ß folgender Formel ab:
ρ(r) → A
4pi
r2u
(
1− b1
r
)
e−2ar mit (8.157)
a =
√
−2Ei , u = Q
a
− 1 , b1 = (u− l)(u+ l + 1)
a
,
wobei
A = Normierungskonstante,
−Ei = Energie, die zum Entfernen des ersten Elektrons beno¨tigt wird,
l = Drehimpulsquantenzahl des entfernten Elektrons und
Q = Ladung des Atomrumpfes nach Entfernen des Elektrons.
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Dieser Ausdruck la¨ßt sich in guter Na¨herung schreiben als
ρ(r) → C
rx
e−2ar, (8.158)
wobei C eine Konstante und x eine positive reelle Zahl ist. Der Ausdruck (8.158) la¨ßt sich
oft in guter Na¨herung bereits durch eine Linearkombination zweier Exponentialfunktionen
beschreiben, wa¨hrend bei einer Approximation durch Gauß-Funktionen mehr Einzelfunktionen
erforderlich wa¨ren.
Im Fall von Slaterfunktionen wird der Ausdruck fu¨r γ in (8.156) zu
γnlκ(α, r) = Nnl(α)r
n−1e−αrYlκ(θ, φ). (8.159)
Hierbei sind {r, θ, φ} die spha¨rischen Polarkoordinaten von r und Ylκ(θ, φ) reelle Kugelfla¨-
chenfunktionen (G.18) und (G.19). Nnl(α) ist die Normierungskonstante der Slaterfunktion.
In diesem Fall ist eine Multipolnormierung der Slaterfunktionen gu¨nstig, da der Koeffizient
der Slaterfunktion dann deren Multipolmoment angibt:
Nnl(α) =
√
2l + 1
4pi
αn+l+2
(n+ l + 1)!
. (8.160)
Mo¨chte man dagegen, daß die Slaterfunktionen gema¨ß∫
drγnlκ(α, r)
∗γnlκ(α, r) = 1
normiert sind, ist die Normierungskonstante
Nn(α) =
√
(2α)2n+1
(2n)!
(8.161)
zu verwenden. Hinsichtlich der Berechnung der Integrale in (8.156) sei wegen des großen Um-
fanges der Thematik auf die Literatur verwiesen [195, 196, 197, 198]. Fu¨r die Berechnung der
Coulomb-Integrale wurde das Verfahren aus [199] verwendet, das die Slater-Coulomb-Integrale
durch Slater-U¨berlappungs-Integrale ausdru¨ckt, welche nach dem Verfahren aus [200] berech-
net wurden.
Der hier beschriebene Fit soll mo¨glichst gut die MP3-Elektronendichte des Wassermono-
mers in dem aug-cc-pVTZ-Basissatz mit relaxierten Orbitalen wiedergeben, im Folgenden auch
als “relaxierte MP3-Elektronendichte in dem aug-cc-pVTZ-Basissatz” bezeichnet. Hierbei han-
delt es sich na¨mlich um diejenige Monomer-Elektronendichte, die zu elektrostatischen Wech-
selwirkungsenergien des entsprechenden Dimers fu¨hren, die dem Energiebeitrag E
(10)
pol +ε
(1)
pol,resp
in dem aug-cc-pVTZ-Basissatz entsprechen (vgl. Energiepartitionierungen P1 und P2 aus Ka-
pitel 7 bzw. Tabelle 7.1). Fu¨r den Fit des Slaterfunktions-Modelles wurde jedoch ein aug-cc-
pVQZ-Basissatz verwendet, weil die logarithmische Auftragung der Elektronendichte in dem
aug-cc-pVTZ-Basissatz fu¨r Atome, die dem Sauerstoffatom a¨hneln, wie z.B. fu¨r das Neona-
tom, bei Absta¨nden vom Kern von 5-6 bohr einen leichten “Knick” zeigen. Weil befu¨rchtet
wurde, daß dieser Knick in der logarithmischen Elektronendichte negative Auswirkungen hat,
wurde statt des aug-cc-pVTZ-Basissatzes ein aug-cc-pVQZ-Basissatz verwendet, bei dem ein
solcher Knick in der logarithmischen Elektronendichte nicht so ausgepra¨gt ist. In der Hoff-
nung, daß die relaxierte MP2-Elektronendichte sich nicht allzu stark von der relaxierten MP3-
Elektronendichte unterscheidet, wurde der Fit des hier beschriebenen Slaterfunktionsmodells
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an die MP2-Elektronendichte in dem aug-cc-pVQZ-Basissatz mit relaxierten Orbitalen, im
Folgenden auch kurz als “relaxierte MP2-Elektronendichte in dem aug-cc-pVQZ-Basissatz”
bezeichnet, durchgefu¨hrt. Dennoch wurden die Ergebnisse dieses Modells ausschließlich mit
den entsprechenden zu reproduzierenden ab-initio-Werten in dem aug-cc-pVTZ-Basissatz auf
relaxiertem MP3-Niveau verglichen.
Der Fit wurde an einen Grid der relaxierten MP2-Elektronendichte des Wassermonomers
in dem aug-cc-pVQZ-Basissatz durchgefu¨hrt, der einen Gridpunktabstand von 0.4 bohr hatte.
Bei dem Fit wurden alle Gridpunkte beru¨cksichtigt, die einen gro¨ßeren Abstand als 1 bohr
und einen kleineren Abstand als 8 bohr vom Sauerstoffatom haben und die einen kleineren
Abstand als 6 bohr von den Wasserstoffatomen haben. Durch den Freiraum von einem bohr
um das Sauerstoffatom soll vermieden werden, daß dessen Core-Elektronendichte mitgefit-
tet wird. Bei dem Fit wurde die Summe der ungewichteten quadratischen Abweichungen des
Fits von den ab-initio-Punkten an allen beru¨cksichtigten Gridpunkten minimiert. Die An-
zahl der Gridpunkte mit einem großen Abstand von einem Atom ist gro¨ßer als die Anzahl
der Gridpunkte mit einem kleinen Abstand von einem Atom. Wird der Fit daher wie be-
schrieben durchgefu¨hrt, werden die Punkte bei gro¨ßeren Absta¨nden sta¨rker gewichtet, was ein
erwu¨nschter Effekt ist. Sowohl die Exponenten als auch die Koeffizienten der Slaterfunktio-
nen wurden mit dem in Anhang F.2 beschriebenen Simulated-Annealing-Verfahren optimiert.
Als Ausgleich dafu¨r, daß die Core-Elektronen des Sauerstoffatoms nicht mitgefittet wurden,
wurden die Kernladungen in einer Weise festgelegt, daß das Wassermonomer in diesem Mo-
dell keine Ladung hat. Durch Wahl der Kernladungen wurde das Dipolmoment dieses Modells
mit dem relaxierten MP2-Dipolmoment des Wassermonomers in dem aug-cc-pVQZ-Basissatz
in U¨bereinstimmung gebracht. Die gewa¨hlte Gewichtung der Fitpunkte hat sich bei der Op-
timierung der Slaterfunktions-Fitbasis als nicht besonders gut geeignet erwiesen. Die besten
Parameter, die fu¨r diesen Fit erhalten werden konnten, entstammen einem Fit, der vor der
Konvergenz des Fitverfahrens abgebrochen wurde. Die Werte der Parameter fu¨r diesen Fit
sind in Tabelle D.1 gezeigt. Bringt man den Fit ausgehend von diesem Parametersatz zur
Konvergenz, erha¨lt man einen Parametersatz, der weitaus schlechtere Resultate fu¨r die elek-
trostatischen Wechselwirkungsenergien E
(10)
pol + ε
(1)
pol(3) liefert. Der Parametersatz aus Tab. D.1
liefert eine sehr gute Beschreibung der relaxierten MP3-Elektronendichte des Wassermonomers
in dem aug-cc-pVTZ-Basissatz bei Absta¨nden vom Sauerstoffatom, die gro¨ßer als 3 bohr sind
(vgl. Abb. 8.12). Auch die Multipolmomente dieses Fitmodells stimmen verha¨ltnisma¨ßig gut
mit den entsprechenden relaxierten MP3-Momenten mit dem aug-cc-pVTZ-Basissatz u¨berein
(vgl. Tab. 8.1). Die Qualita¨t des Fitmodells an den mit SAPT berechneten Punkten der inter-
molekularen Potentialenergiefla¨che la¨ßt sich anhand der Korrelationsdiagramme in Abb. 8.13
abscha¨tzen. Die mittlere absolute prozentuale Abweichung des Fits an diesen Punkten von
den mit SAPT berechneten Werten fu¨r E
(10)
pol + ε
(1)
pol,resp(3) ist 17.070 % mit einer Standardab-
weichung von 70.400 %. Besser, aber immer noch nicht gut genug sieht die mittlere absolute
Abweichung von 0.9776 kJ/mol mit einer Standardabweichung von 1.669 kJ/mol aus. Wie man
in Abb. 8.13 sieht, sind verha¨ltnisma¨ßig große absolute Abweichungen bei kleinen Absolutwer-
ten fu¨r die elektrostatische Wechselwirkungsenergie vorhanden, was die große mittlere absolute
prozentuale Abweichung des Fits erkla¨rt. Insgesamt la¨ßt sich sagen, daß dieses Fitmodell die
elektrostatische Wechselwirkungsenergie E
(10)
pol + ε
(1)
pol,resp(3) nicht genau genug beschreibt.
8.5.2 Fit der Elektronendichte an Gaußfunktionen
Fu¨r den Fit der Elektronendichte wurden hier ausschließlich Gauß-1s-Funktionen verwen-
det. Um hierbei Gaußfunktionen mit ho¨heren Quantenzahlen emulieren zu ko¨nnen, mu¨ssen
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Abbildung 8.12: Qualita¨t der mit Slater-Funktionen gefitteten relaxierten MP2-
Elektronendichte in dem aug-cc-pVQZ-Basissatz im Vergleich zu der relaxierten MP3-
Elektronendichte in dem aug-cc-pVTZ-Basissatz entlang der O-H-Bindungsachse. Das
Zentrum des Sauerstoffatoms liegt bei R=0 bohr.
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Tabelle 8.1: Reelle Multipolmomente (in atomaren Einheiten) des Wassermonomers mit der
MP3-Dichte in dem aug-cc-pVTZ-Basissatz mit relaxierten Orbitalen und mit der an Slater-
funktionen gefitteten relaxierten MP2-Elektronendichte in der aug-cc-pVQZ-Basis. Die Mo-
mente beziehen sich auf die Position des Sauerstoffatoms und auf ein Wassermonomer, das
in der xz-Ebene liegt und dessen C2-Achse mit der z-Achse u¨bereinstimmt. Momente, die
aufgrund der Moleku¨lsymmetrie verschwinden, sind nicht aufgelistet.
Fit an relaxierte
l κ Slaterfunktionen MP3-Dichte
1 0 −0.732764 −0.741026
2 0 0.117824 0.0747565
2 2c 2.25545 2.18638
3 0 2.13921 1.99329
3 2c −4.57954 −4.28538
Abbildung 8.13: Qualita¨t der elektrostatischen Wechselwirkungsenergien E
(10)
pol +ε
(1)
pol,resp(3), die
nach einem Fit der relaxierten MP2-Elektronendichten der Monomere in dem aug-cc-pVQZ-
Basissatz an Slater-Funktionen erhalten wurden. Die Gleichung der Regressionsgeraden lautet:
y = 0.9893x− 0.883 mit einem Korrelationskoeffizienten von r = 0.99679.
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zusa¨tzliche Gauß-1s-Funktionen jenseits der Atomzentren des Monomers positioniert werden.
Dieser Ansatz, der den “Gaussian Lobe Functions” von Whitten [201] oder dem “Floating
Spherical Gaussian Orbital Model” von Frost [202] a¨hnelt, ist nicht sehr u¨blich, hat aber den
Vorteil, daß die mathematische Form der Integrale in (8.156) sehr einfach ist. Fu¨r γ(α, r)
werden hier ladungsnormierte Gaußfunktionen verwendet
γ(α, r) =
(α
pi
)3/2
exp (−αr2), (8.162)
so daß ihr Koeffizient direkt die Ladung der Gaußfunktion angibt. Die Integrale in (8.156)
sind dann: ∫
dr
γ(α, r)
|r−R| =
erf(R
√
α)
R
, (8.163)
∫
dri
∫
drj
γ(αm, ri)γ(αn, rj)
|ri − rj| =
1
R
erf
 R√
1
αm
+ 1
αn
. (8.164)
Fu¨r den Fit einer Elektronendichte an die Gauß-1s-Funktions-Basis sollte die Ladungser-
haltung streng gelten. Somit ist fu¨r die Bestimmung der Entwicklungskoeffizienten ein linearer
Fit mit Nebenbedingungen zu verwenden. Hierbei ist die zu minimierende Funktion K:
K =
M∑
i
(
Bi −
F∑
k
Aikck
)2
+ λ
(
F∑
k
ck −Nelec
)
. (8.165)
Hierbei sind:
i, M : Gridpunkt und Anzahl der Gridpunkte
k, F : Index und Anzahl der Basisfunktionen
ck : Koeffizient der ladungsnormierten Gauß-1s-Funktion
Aik :
Wert der ladungsnormierten Gauß-1s-Funktion k der Fitbasis am Gridpunkt i
σi
σi : Inverses der Gewichtung des Gridpunktes i in dem Fit
(Standardabweichung oder Messfehler)
Bi :
ab-initio-Wert der Dichte am Gridpunkt i
σi
λ : Lagrange-Multiplikator
Nelec : Anzahl der Elektronen in dem Moleku¨l.
Die σi sollten so gewa¨hlt werden, daß ein Fit der prozentualen Abweichungen durchgefu¨hrt
wird. Demnach mu¨ßte man die σi gema¨ß
σi = Bi (8.166)
wa¨hlen. Berechnet man die zu fittende Ladungsdichte jedoch auf einem kubischen Grid, ist die
Anzahl der Gridpunkte im asymptotischen Bereich gro¨ßer. Ein rein prozentualer Fit wu¨rde also
vor allem den asymptotischen Bereich gut fitten und z.B. den Cusp der Elektronendichte an
den Kernen, aber auch den Bereich mittlerer Absta¨nde vom Kern nur sehr schlecht beschreiben.
Dies ist sehr ungu¨nstig, weil sich ein sehr großer Anteil der Gesamtladung in diesem Bereich
befindet. Eine gute Gewichtung erha¨lt man erfahrungsgema¨ß fu¨r den Fit der Elektronendichten
kugelfo¨rmiger Atome, wenn man die prozentualen Abweichungen der Elektronendichte auf
einer Geraden minimiert, die durch den Atomkern verla¨uft. Dies bedeutet, daß man in diesem
Fit die Abweichung an einem Punkt i auf der Geraden mit
1
Bi
(8.167)
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gewichtet. Hat man die Elektronendichte dieses Atoms jedoch auf einem kubischen Grid be-
rechnet und mo¨chte einen Fit durchfu¨hren, der eine a¨quivalente Gewichtung wie der erwa¨hnte
Fit der Elektronendichte entlang einer durch den Atomkern verlaufenden Geraden hat, muß
man den Gridpunkt i mit
1
BiR2i
(8.168)
gewichten. Ri ist hierbei der Abstand des Gridpunktes i vom Kern des Sauerstoffatoms. Dies
bedeutet, daß
σi = BiR
2
i (8.169)
sein muß. Eine solche Gewichtung der Abweichungen wurde hier fu¨r den Fit der Elektronen-
dichte des Wassermonomers verwendet, wobei das Sauerstoffatom als das Zentrum gewa¨hlt
wurde, dessen Abstand vom Gridpunkt i dem Wert von Ri in (8.169) entspricht. Die Wahl
des Sauerstoffatoms als Zentrum ist dadurch gerechtfertigt, daß die Dichten der beiden Was-
serstoffatome lediglich als kleine “Erhebungen” in der Sauerstoffdichte erkennbar sind. Dieses
Verfahren zur Wahl von σ hat den Nachteil, daß es nicht direkt auf ausgedehntere Moleku¨le
u¨bertragbar ist, wenngleich es sich fu¨r das Wassermoleku¨l gut bewa¨hrt hat. Denkbar ist es, fu¨r
solche Moleku¨le immer den kleinsten Atom-Gridpunkt-Abstand fu¨r Ri in (8.169) zu wa¨hlen.
Damit die Bedingung fu¨r Ladungsneutralita¨t in (8.165) die Form
∑F
k ck−Nelec = 0 haben
kann, mu¨ssen die Gauß-1s-Funktionen ladungsnormiert sein.
Durch Ableiten des Ausdruckes fu¨r K erha¨lt man:
F∑
m
∂K
∂cm
= 0 = 2
M∑
i
F∑
l
F∑
m
AimAilcl − 2
M∑
i
F∑
m
BiAim +
F∑
m
λ. (8.170)
Substituiert man nun
aml =
M∑
i
AimAil und bm =
M∑
i
BiAim, (8.171)
erha¨lt man:
2
F∑
l
F∑
m
amlcl +
F∑
m
λ = 2
F∑
m
bm. (8.172)
Weitere Bestimmungsgleichungen erha¨lt man durch Differentiation von
C = λ
(
F∑
k
ck −Nelec
)
(8.173)
nach λ:
∂C
∂λ
= 0 =
F∑
k
ck −Nelec. (8.174)
Zusammenfassend lassen sich die Bestimmungsgleichungen schreiben als:
2a · c + 1 · λ = 2b
1T · c = Nelec (8.175)
oder in Matrixschreibweise: (
2a 1
1T 0
)
·
(
c
λ
)
=
(
2b
Nelec
)
. (8.176)
Dies ist die Matrixgleichung zur Bestimmung des Koeffizientenvektors c und von λ.
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8.5.2.1 Resultat des Fits der Elektronendichte an Gaußfunktionen
Bei dem Fit der Elektronendichte wurde ein Teil der s-Funktionen des Coulomb-Fit-Basissatzes
von Ahlrichs und Mitarbeitern [203, 204] verwendet. Die Positionen der Sites und ihre (un-
kontrahierten) Basissa¨tze sind in Tabelle D.4 gegeben.
Der Dichtefit-Basissatz besteht aus 81 Gauß-1s-Funktionen. Damit handelt es sich hier
um ein verha¨ltnisma¨ßig aufwendiges Modell. Allerdings la¨ßt sich das in Kapitel 8.2.3 be-
schriebene Verfahren verwenden, um bei gro¨ßeren intermolekularen Absta¨nden mit Hilfe der
Formeln (8.129)-(8.134) und (8.127), (8.128) die 81 Gaußfunktionen in die 19 Punktladun-
gen an den 19 Zentren des Fitmodells u¨bergehen zu lassen und damit Rechenaufwand zu
sparen. Der Gauß-1s-Basissatz wurde gema¨ß (8.176) mit (8.169) an einen Grid der relaxier-
ten MP3-Elektronendichte mit dem aug-cc-pVTZ-Basissatz fu¨r das Wassermonomer gefittet.
Der Grid umfaßt einen Wu¨rfel, der hinsichtlich aller drei kartesischer Koordinatenrichtun-
gen von -5.05 bis 5.05 bohr reicht, wobei sich das Sauerstoffatom des Wassermonomers im
Zentrum des Wu¨rfels befindet und das Wassermonomer in der xz-Ebene liegt. Der Abstand
der Gridpunkte in alle drei Koordinatenrichtungen ist 0.1 bohr. Bei der Durchfu¨hrung des
Fits wurde zuna¨chst der Grid der relaxierten MP3-Elektronendichte des Wassermonomers in
dem aug-cc-pVTZ-Basissatz mit GAUSSIAN [205] als “Cube-File” erzeugt. Der erste Fit der
Elektronendichte wurde mit einer Gauß-1s-Fitbasis begonnen, die lediglich am Sauerstoffatom
und an den Wasserstoffatomen zentrierte Funktionen besaß. Dann wurde die Differenz zwi-
schen der Elektronendichte des Fits und der ab-initio-Elektronendichte als Cube-File erzeugt.
Diese Differenzdichte wurde mit GOPENMOL [206] betrachtet. Auf diese Weise la¨ßt sich an-
hand der Differenzdichte sehen, wo noch weitere Basisfunktionen zu positionieren sind. Der
so durchgefu¨hrte Fit ergibt die in Tabelle D.5 gezeigten Koeffizienten. Nach den Erfahrungen
bei der Durchfu¨hrung des Dichtefits scheint insbesondere die Elektronendichte entlang der
OH-Bindung schwierig zu modellieren sein, da in diesem Bereich besonders viele Gauß-1s-
Funktionen beno¨tigt wurden.
Die Beschreibung der relaxierten MP3-Elektronendichte des Wassermonomers in dem aug-
cc-pVTZ-Basissatz durch dieses Fitmodell ist sehr gut, wie man anhand von Abb. 8.15 und
anhand der Multipolmomente in Tabelle (8.2) sieht.
Die Qualita¨t der mit diesem Modell beschriebenen elektrostatischen Wechselwirkungsener-
gien E
(10)
pol + ε
(1)
pol,resp(3) (vgl. Energiepartitionierungen P1 und P2 aus Kapitel 7 bzw. Tabelle
7.1) an den mit SAPT berechneten Punkten der intermolekularen Potentialenergiefla¨che la¨ßt
sich anhand von Abb. 8.16 abscha¨tzen. Die mittlere absolute prozentuale Abweichung des
Fits an diesen Punkten betra¨gt 9.358 % mit einer Standardabweichung von 26.345 %. Dieser
verha¨ltnisma¨ßig hohe Wert hat seine Ursache darin, daß es sich bei diesem Fit nicht vermeiden
ließ, daß bei kleinen Werten fu¨r die elektrostatische Wechselwirkungsenergie die Abweichungen
des Fits von den ab-initio-Werten relativ groß sind, wie man in Abb. (8.16) sieht. Es ist al-
lerdings anzumerken, daß eine prozentuale Abweichung als Genauigkeitskriterium fu¨r Punkte
in der Na¨he von Nulldurchga¨ngen, wie sie bei der elektrostatischen Wechselwirkungsenergie
auftreten, seine Aussagekraft verliert. Die mittlere absolute Abweichung des Fits von 0.4406
kJ/mol mit einer Standardabweichung von 0.8902 kJ/mol macht deutlich, daß dieses Fit-
modell insgesamt befriedigende elektrostatische Wechselwirkungsenergien liefert. Tabelle 8.3
zeigt, daß die Vorhersagekraft dieses Fits fu¨r die stationa¨ren Punkte nach Smith et al. [113]
sehr gut ist; mit Ausnahme der Geometrie Nr. 8 findet man weniger als 1 % Abweichung.
Abb. 8.17 zeigt, daß die Vorhersagekraft dieses Fitmodells wesentlich besser ist als das der
SAPT-5s- [96, 97], SAPT-5st- [96, 97] und der ASP-W4-Potentialenergiefla¨chen [68].
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Abbildung 8.14: Positionen der Gauß-1s-Basisfunktionen in der Projektion auf die xz-Ebene
(oben) und in der Projektion auf die xy-Ebene (unten).
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Tabelle 8.2: Reelle Multipolmomente des Wassermonomers mit der relaxierten MP3-Dichte
in dem aug-cc-pVTZ-Basissatz und mit der Elektronendichte, die nach dem beschriebenen
Fitverfahren erhalten wurde (in atomaren Einheiten). Die Momente beziehen sich auf die
Position des Sauerstoffatoms und auf ein Wassermonomer, das in der xz-Ebene liegt und des-
sen C2-Achse mit der z-Achse u¨bereinstimmt. Momente, die aufgrund der Moleku¨lsymmetrie
verschwinden, sind nicht aufgelistet.
(8.165), relaxierte
l κ (8.169)-(8.176) MP3-Dichte
1 0 −0.742558 −0.741026
2 0 0.0711574 0.0747565
2 2c 2.16353 2.18638
3 0 1.97636 1.99329
3 2c −4.19373 −4.28538
Tabelle 8.3: Test der Vorhersagekraft des Fits der elektrostatischen Wechselwirkungsenergien
E
(10)
pol +ε
(1)
pol,resp(3) (in kJ/mol) an den stationa¨ren Punkten der Potentialenergiefla¨che des Was-
serdimers von Smith et al. [113] (siehe auch Abb. 2.1). Die Vergleichswerte anderer Potentiale
stammen aus [103]. Mit Fit wird das in Abschnitt 8.5.2.1 beschriebene Modell bezeichnet.
Geometrie SAPT-5s(t) [96, 97] ASP-W4 [68] Fit SAPT ∆
1 −14.42 −27.19 −34.489 −34.429 −0.060
2 −12.95 −22.42 −29.156 −28.994 −0.162
3 −13.12 −21.61 −28.343 −28.073 −0.270
4 −22.06 −21.85 −28.777 −28.727 −0.050
5 −21.32 −19.37 −24.793 −24.665 −0.128
6 −21.53 −18.52 −23.354 −23.246 −0.108
7 −19.24 −15.57 −20.606 −20.776 0.170
8 −10.06 −4.70 −5.691 −6.230 0.539
9 −13.91 −15.78 −20.330 −20.125 −0.205
10 −10.16 −9.56 −11.332 −11.399 0.067
Energien in kJ/mol. ∆ = Fit− SAPT .
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Abbildung 8.15: Qualita¨t der mit Gauß-1s-Funktionen gefitteten relaxierten MP3-
Elektronendichte in dem aug-cc-pVTZ-Basissatz entlang der O-H-Bindungsachse. Das Zen-
trum des Sauerstoffatoms liegt bei R=0 bohr.
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Abbildung 8.16: Qualita¨t der elektrostatischen Wechselwirkungsenergien E
(10)
pol + ε
(1)
pol,resp(3),
die nach einem Fit der Elektronendichten der Monomere an Gaußfunktionen erhalten wurden.
Die Gleichung der Regressionsgeraden lautet: y = 0.9845x− 0.215 mit einem Korrelationsko-
effizienten von r = 0.999076.
8.5.2.2 Vergleich der Elektronendichte-Fits mit dem Resultat eines Coulomb-Fits
von einem Standard-Quantenchemie-Programm mit der gleichen Fitbasis
In diesem Abschnitt wird die Qualita¨t des hier beschriebenen Fitverfahrens mit dem entspre-
chenden Ergebnis des Coulomb-Fits eines Standard-Quantenchemie-Programmes [159] fu¨r die
Hartree-Fock-Elektronendichte in der gleichen Fitbasis verglichen. Das Coulomb-Fitverfahren
des Standard-Quantenchemie-Programmes verwendet zum Anpassen der Koeffizienten der Fit-
basis das Fitkriterium von Whitten [192] und Dunlap [193], welches die Koeffizienten der
Fitbasis so anpasst, daß fu¨r die gefittete Dichte der Fehlerausdruck
∆ =
1
2
∫
dr1
∫
dr2
(ρ(r1)− ρFit(r1)) (ρ(r2)− ρFit(r2))
|r1 − r2| (8.177)
minimal wird, wobei ρ die zu fittende Elektronendichte ist und ρFit der Fit der Elektronendich-
te. Die nach den erwa¨hnten beiden Verfahren erhaltenen Koeffizienten findet man in Tab. D.6.
Anhand von Tabelle 8.4 erkennt man, daß die Multipolmomente der Hartree-Fock-Dichte von
den Coulomb-Fit-Routinen des Quantenchemie-Programmes eine a¨hnliche Qualita¨t haben wie
die Multipolmomente von der Hartree-Fock-Dichte nach dem hier verwendeten Fitmodell. Man
sieht jedoch anhand der Abbildungen 8.18 und 8.19, daß die gefittete Hartree-Fock-Dichte des
hier beschriebenen Fitverfahrens an den mit SAPT berechneten Punkten der intermolekularen
Potentialenergiefla¨che bessere elektrostatische Wechselwirkungsenergien liefert als die Hartree-
Fock-Dichte von den Coulomb-Fit Routinen. So ergibt das hier beschriebene Dichtefitverfahren
an diesen Punkten eine mittlere absolute prozentuale Abweichung von 7.286 % mit einer Stan-
dardabweichung von 22.572 %, wa¨hrend die Elektronendichte von den Coulomb-Fit-Routinen
eine mittlere absolute prozentuale Abweichung von 12.170 % mit einer Standardabweichung
von 41.330 % liefert. Die mittlere absolute Abweichung liegt bei dem hier beschriebenen Fitmo-
dell bei 0.3641 kJ/mol mit einer Standardabweichung von 0.7605 kJ/mol und bei den entspre-
chenden Werten der Hartree-Fock-Dichte von den Coulomb-Fit-Routinen bei 0.5144 kJ/mol
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Abbildung 8.17: Test der Vorhersagekraft des Fits der elektrostatischen Wechselwirkungsener-
gien E
(10)
pol +ε
(1)
pol,resp(3) an den stationa¨ren Punkten der Potentialenergiefla¨che des Wasserdimers
von Smith et al. [113] (siehe auch Abb. 2.1). Mit Fit ist das in Abschnitt 8.5.2.1 beschriebene
Modell bezeichnet. Die Vergleichswerte anderer Potentiale stammen aus [103]. Die Literatur-
stellen fu¨r die anderen Potentiale sind SAPT-5s(t): [96, 97] und ASP-W4: [68].
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mit einer Standardabweichung von 0.5674 kJ/mol. Der Grund, weshalb das hier beschrie-
bene Fitmodell bessere elektrostatische Wechselwirkungsenergien liefert, ko¨nnte darin liegen,
daß das Coulomb-Fit-Verfahren fu¨r die Hartree-Fock-Elektronendichte mehr darauf bedacht
ist, die Elektronendichte nahe am Kern zu beschreiben, da diese einen großen Einfluß auf den
Ausdruck (8.177) hat, wa¨hrend das hier beschriebene Fitverfahren eher dazu tendiert, die Elek-
tronendichte bei großen Absta¨nden vom Kern genau zu beschreiben. Dieser Abstandsbereich
ist jedoch fu¨r die Beschreibung der intermolekularen elektrostatischen Wechselwirkungsener-
gie von entscheidender Bedeutung. Die fu¨r einen Coulomb-Fit einer Hartree-Fock-Rechnung
normalerweise verwendeten Basissa¨tze mu¨ssen viel gro¨ßer gewa¨hlt werden als die hier benutz-
te Basis, um Hartree-Fock-Rechnungen mit hinreichender Qualita¨t durchzufu¨hren. So ergibt
eine Hartree-Fock-Rechnung mit der hier beschriebenen Fitbasis eine Energie des Wassermo-
nomers von -75.88810421 Hartree, wa¨hrend eine herko¨mmliche Hartree-Fock-Rechnung mit
dem aug-cc-pVTZ-Basissatz eine Energie von -76.05928596 Hartree liefert.
Abbildung 8.18: Qualita¨t der elektrostatischen Wechselwirkungsenergien von einem Fit der
Hartree-Fock-Elektronendichte des Wassermonomers in dem aug-cc-pVTZ-Basissatz an einen
Basissatz von Gauß-1s-Funktionen gema¨ß (8.165), (8.169)-(8.176). Auf der x-Achse ist der
Vergleichswert E
(10)
pol aufgetragen. Die Gleichung der Regressionsgeraden lautet: y = 0.9860x−
0.150 mit einem Korrelationskoeffizienten von r = 0.999375.
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Abbildung 8.19: Qualita¨t der elektrostatischen Wechselwirkungsenergien von einem Fit der
Hartree-Fock-Elektronendichte des Wassermonomers in dem aug-cc-pVTZ-Basissatz an einen
Basissatz von Gauß-1s-Funktionen mit Coulomb-Fit Routinen, wie sie in einem Standard-
Quantenchemie-Programm [159] vorhanden sind. Auf der x-Achse ist der Vergleichswert E
(10)
pol
aufgetragen. Die Gleichung der Regressionsgeraden lautet: y = 0.99632x − 0.143 mit einem
Korrelationskoeffizienten von r = 0.999432. Die erhaltenen Fitkoeffizienten ergaben eine abso-
lute Monomer-Hartree-Fock-Energie von -75.88810421 Hartree im Vergleich zu -76.05928596
Hartree fu¨r eine herko¨mmliche Hartree-Fock-Rechnung in dem aug-cc-pVTZ-Basissatz.
Tabelle 8.4: Reelle Multipolmomente des Wassermonomers von den Elektronendichten, wie sie
durch einen Coulomb-Fit mit einem Standard-Quantenchemie-Programm bzw. durch Fit nach
den Formeln (8.165), (8.169)-(8.176) an die aug-cc-pVTZ-Hartree-Fock-Elektronendichte des
Wassermonomers erhalten wurden (in atomaren Einheiten). Die Momente beziehen sich auf die
Position des Sauerstoffatoms und auf ein Wassermonomer, das in der xz-Ebene liegt und des-
sen C2-Achse mit der z-Achse u¨bereinstimmt. Momente, die aufgrund der Moleku¨lsymmetrie
verschwinden, sind nicht aufgelistet.
Density-Fitting- (8.165), Hartree-Fock
l κ Hartree-Fock (8.169)-(8.176) Dichte
1 0 −0.782269 −0.785562 −0.783468
2 0 0.0750194 0.0802844 0.0833454
2 2c 2.14319 2.15931 2.18112
3 0 2.08015 2.03092 2.05072
3 2c −4.43899 −4.29375 −4.37151
122
Kapitel 9
Die Austauschenergiebeitra¨ge zur
intermolekularen
Wechselwirkungsenergie
9.1 Fit der Austauschwechselwirkungsenergie nach Mo-
dellen, die dem von Stone a¨hneln
Der Austauschenergiebeitrag zur intermolekularen Wechselwirkungsenergie fa¨llt exponentiell
mit dem intermolekularen Abstand ab. Stone hat fu¨r die Beschreibung des intermolekularen
Austauschenergiebeitrages zwischen zwei Moleku¨len ein Modell der Form
Eexch =
∑
a∈A
∑
b∈B
exp
(−αabisotr (Rab − ρab(Ωab))) (9.1)
vorgeschlagen [207, 208, 209, 163], wobei die Summe u¨ber die Zentren a von Moleku¨l A und die
Zentren b von Moleku¨l B la¨uft. Ωab steht in dieser Formel fu¨r die Eulerwinkelsa¨tze Ω1 und Ω2,
die das globale Koordinatensystem so rotieren, daß es parallel zum lokalen Koordinatensystem
von Site a bzw. b liegt und fu¨r den Eulerwinkelsatz Ω12, der den spha¨rischen Polarkoordinaten
des Vektors von Site a nach Site b entspricht. Die Anisotropie des Austauschenergiebeitra-
ges hinsichtlich der Orientierung der Monomere wird durch ρab(Ωab) als eine Art anisotropes
Ausschlußvolumen beru¨cksichtigt. ρab(Ωab) wird in eine Linearkombination von orthogonalen
Funktionen plus einem isotropen Anteil expandiert:
ρab(Ωab) = ρ
ab
isotr +
∑
la,κa
ρalaκaS
la0la
κa0 (Ωab) +
∑
lb,κb
ρblbκbS
0lblb
0κb
(Ωab) . (9.2)
Hierbei sind die Slalbjκaκb die entsprechenden reellen Linearkombinationen der durch (8.38) defi-
nierten Funktionen
Sl1l2jk1k2 (Ω1,Ω2,Ω12) =
il1−l2−j(
l1 l2 j
0 0 0
) ∑
m1m2m
(
l1 l2 j
m1 m2 m
)
Dl1∗m1k1(Ω1)D
l2∗
m2k2
(Ω2)D
j∗
m0(Ω12).
(9.3)
Die Sl1l2jk1k2 sind fu¨r den Fall j = l1 + l2 prinzipiell elektrostatische Multipol-Multipol-Wechsel-
wirkungstensoren ohne 1/R-Term. Die Indizes k1, k2 beziehen sich auf komplexe spha¨rische
Tensoren. Da ρab(Ωab) reell sein muß und weil das Rechnen mit reellen Gro¨ßen einfacher
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ist, sind die Slalblκaκb in dem Ausdruck fu¨r ρ
ab(Ωab) die entsprechenden Funktionen fu¨r reelle
spha¨rische Tensoren, die durch geeignetes Verwenden der Beziehungen (G.18) und (G.19) aus
den Funktionen fu¨r komplexe spha¨rische Tensoren erzeugt werden ko¨nnen. Durch einfaches
Einsetzen der Quantenzahlen ([163], Kap. 11.3.2) la¨ßt sich zeigen, daß fu¨r die Funktionen fu¨r
komplexe spha¨rische Tensoren
Sl0lm0(Ω1,Ω2,Ω12) = C
∗
lm(Ω12) (9.4)
gilt. Entsprechend gilt fu¨r die Funktionen fu¨r reelle spha¨rische Tensoren:
Sl0lκ0 (Ω1,Ω2,Ω12) = Clκ(Ω12), (9.5)
S0ll0κ (Ω1,Ω2,Ω12) = Clκ(Ω12), (9.6)
wobei die C’s renormalisierte Kugelfla¨chenfunktionen sind (G.23).
Der von Stone vorgeschlagene Ausdruck wurde in dieser Arbeit erweitert durch Hin-
zufu¨gung eines isotropen 1
R
-Terms im Exponenten:
Eexch =
∑
a∈A
∑
b∈B
exp
(
−αabisotr
(
Rab − ρab(Ωab)
)
+
Cabisotr
Rab
)
. (9.7)
Dies macht die Fitfunktion flexibler und verbessert in der Regel die Beschreibung der Austau-
schenergie.
Sowohl der Austauschenergiebeitrag zur elektrostatischen Wechselwirkungsenergie, E
(10)
exch+
ε
(1)
exch(CCSD), als auch der zur Induktionswechselwirkungsenergie E
(20)
exch−ind,resp+
tE
(22)
exch−ind und
der zur Dispersionswechselwirkungsenergie E
(20)
exch−disp fallen in guter Na¨herung exponentiell mit
dem intermolekularen Abstand ab. Daher liegt es nahe, wie auch in dieser Arbeit durchgefu¨hrt,
die Summe all dieser Wechselwirkungsenergiebeitra¨ge entsprechend Formel (9.1) bzw. (9.7) zu
fitten (vgl. Energiepartitionierung P1 aus Kapitel 7 bzw. Tabelle 7.1). Im Rahmen dieser
Arbeit hat sich jedoch gezeigt, daß sich die Beitra¨ge zur Induktionswechselwirkungsenergie
lediglich als die Summe E
(20)
ind,resp +
tE
(22)
ind + δ
HF
int +E
(20)
exch−ind,resp +
tE
(22)
exch−ind befriedigend an ein
Fitmodell anpassen lassen (siehe unten, Kapitel 10.4). Auch bei dem in dieser Arbeit verwen-
deten Fitmodell fu¨r die Dispersionsenergie ist es vorteilhaft, die Austausch-Dispersionsenergie
einzubeziehen, also E
(20)
disp + ε
(2)
disp(2) +E
(20)
exch−disp zu fitten (siehe unten, Kapitel 11.2). Weil also
bei diesen Modellen die Austausch-Induktionsenergiebeitra¨ge und -Dispersionsenergiebeitra¨ge
bereits mitgefittet wurden, verbleibt hier eigentlich nur noch der Austauschenergiebeitrag zur
elektrostatischen Wechselwirkungsenergie E
(10)
exch+ε
(1)
exch(CCSD) als getrennt zu fittender Ener-
giebeitrag (vgl. Energiepartitionierung P2 aus Kapitel 7 bzw. Tabelle 7.1). In diesem Kapitel
soll zuna¨chst der Fit der erwa¨hnten Summe der Austauschenergiebeitra¨ge (hier als Gesamt-
Austauschwechselwirkungsenergie bezeichnet) nach den Formeln (9.1) und (9.7) beschrieben
werden. Anschließend soll der Fit des Austauschenergiebeitrages zur elektrostatischen Wech-
selwirkungsenergie nach Formel (9.7) ero¨rtert werden.
Die Resultate des Fits der Summe der Austauschenergiebeitra¨ge fu¨r die SAPT-Punkte auf
der intermolekularen Potentialenergiefla¨che findet man in Abb. 9.1 fu¨r den Fit an Formel (9.1)
und in Abb. 9.2 fu¨r den Fit an Formel (9.7). Bei diesen beiden Fits wurde die absolute prozen-
tuale Abweichung von den Datenpunkten minimiert. Die Parameter dieser Fitmodelle findet
man in Tabelle D.7. Man sieht, daß der zusa¨tzliche 1/R-Term im Exponenten von (9.7) den
Fit deutlich verbessert. So hat der Fit nach Formel (9.1) (vgl. Abb. 9.1) eine mittlere absolute
prozentuale Abweichung von 1.507 % mit einer Standardabweichung von 2.038 %, wa¨hrend
der Fit nach Formel (9.7) (vgl. Abb. 9.2) eine mittlere absolute prozentuale Abweichung von
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0.9871 % mit einer Standardabweichung von 1.048 % hat. Die mittlere absolute Abweichung
des Fits nach Formel (9.1) ist 1.101 kJ/mol mit einer Standardabweichung von 3.358 kJ/mol
und die des Fits nach Formel (9.7) ist 0.4779 kJ/mol mit einer Standardabweichung von 1.095
kJ/mol.
Abbildung 9.1: Fit der Summe der Gesamt-Austauschwechselwirkungsenergie nach dem An-
satz von Stone ohne 1/R-Term im Exponenten. Die Gleichung der Regressionsgeraden lautet:
y = 1.0112x− 0.430 mit einem Korrelationskoeffizienten von r = 0.99839.
Die Parameter, die durch Minimierung der absoluten prozentualen Abweichungen der elek-
trostatischen Austauschwechselwirkungsenergie (E
(10)
exch+ε
(1)
exch(CCSD)) von dem Fit nach Aus-
druck (9.7) erhalten wurden, findet man in Tabelle D.8. Die Resultate dieses Fits fu¨r die SAPT-
Punkte auf der intermolekularen Potentialenergiefla¨che findet man in Abb. 9.3. Die mittlere
absolute prozentuale Abweichung fu¨r diesen Fit ist 1.012 % mit einer Standardabweichung von
1.129 % und die mittlere absolute Abweichung 0.3425 kJ/mol mit einer Standardabweichung
von 0.7269 kJ/mol.
Der beschriebene Fit fu¨r die elektrostatische Austauschwechselwirkungsenergie weicht vor
allem bei den stationa¨ren Punkten 2-6 nach Smith et al. [113] stark von den SAPT Ergebnis-
sen ab (vgl. Tabelle 9.1). Beru¨cksichtigt man jedoch, daß der betrachtete Energiebeitrag sehr
groß ist, la¨ßt sich sagen, daß die Vorhersagekraft des Fits verha¨ltnisma¨ßig gut ist und daß
der Fit systematisch bei allen stationa¨ren Punkten etwas zu negative elektrostatische Aus-
tauschwechselwirkungsenergien liefert. Im Gegensatz dazu geben SAPT-5s und SAPT-5st die
elektrostatischen Austauschwechselwirkungsenergien nicht ada¨quat wieder (vgl. Abb. 9.4). Ob-
wohl die Austauschwechselwirkungsenergie der ASP-W4-Potentialenergiefla¨che entsprechend
(9.1) modelliert wurde, gibt sie nicht besonders gut die ab-initio-berechneten elektrostatischen
Austauschwechselwirkungsenergien wieder, was vermutlich darauf beruht, daß sie an die un-
korrelierten Austauschwechselwirkungsenergien angepasst wurde.
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Abbildung 9.2: Fit der Summe der Gesamt-Austauschwechselwirkungsenergie nach dem An-
satz von Stone mit zusa¨tzlichem 1/R-Term. Die Gleichung der Regressionsgeraden lautet:
y = 1.00328x− 0.0834 mit einem Korrelationskoeffizienten von r = 0.999812.
Abbildung 9.3: Qualita¨t der elektrostatischen Austauschwechselwirkungsenergien, die nach
dem Modell nach Stone et al. [163] mit einem zusa¨tzlichen 1/R-Term im Exponenten gefit-
tet wurden. Die Gleichung der Regressionsgeraden lautet: y = 1.00363x − 0.0844 mit einem
Korrelationskoeffizienten von r = 0.999837.
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Abbildung 9.4: Test der Vorhersagekraft des Fits der elektrostatischen Austauschwechselwir-
kungsenergien an den stationa¨ren Punkten der intermolekularen Potentialenergiefla¨che des
Wasserdimers nach Smith et al. [113] (siehe auch Abb. 2.1). Mit Fit wird hier der in Ab-
schnitt 9.1 beschriebene Fit der Austauschwechselwirkungsenergie an ein Stone-Modell mit
einem zusa¨tzlichen 1/R-Term im Exponenten bezeichnet. Die Vergleichswerte anderer Poten-
tiale stammen aus [103]. Die Literaturstellen fu¨r die anderen Fitmodelle sind: SAPT-5s: [96],
SAPT-5st: [97], ASP-W4: [68].
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Tabelle 9.1: Test der Vorhersagekraft des Fits der elektrostatischen Austauschwechselwirkungs-
energien an den stationa¨ren Punkten der intermolekularen Potentialenergiefla¨che des Wasser-
dimers nach Smith et al. [113] (siehe auch Abb. 2.1). Mit Fit wird hier der in Abschnitt
9.1 beschriebene Fit der Austauschwechselwirkungsenergie an ein Stone-Modell mit einem
zusa¨tzlichen 1/R-Term im Exponenten bezeichnet. Die Vergleichswerte anderer Potentiale
stammen aus [103].
Geometrie SAPT-5st [97] SAPT-5s [96] ASP-W4 [68] Fit SAPT ∆
1 29.30 30.01 23.89 34.703 35.239 −0.537
2 26.39 26.46 20.70 28.320 29.142 −0.823
3 26.12 26.13 20.23 26.984 27.807 −0.823
4 7.31 7.17 18.10 24.595 26.571 −1.976
5 −0.69 −0.87 15.95 20.172 21.969 −1.797
6 −4.32 −4.44 15.66 18.788 20.110 −1.322
7 6.43 6.06 10.91 17.769 18.305 −0.536
8 15.91 15.49 2.46 5.546 5.593 −0.047
9 5.82 5.73 11.29 18.604 18.763 −0.159
10 8.94 9.23 5.58 9.635 9.675 −0.040
Energien in kJ/mol. ∆ = Fit− SAPT .
9.2 Fit der elektrostatischen Austausch-Wechselwir-
kungsenergie durch Skalierung der Ladungsu¨berlap-
pung
Die Darstellung der Austauschwechselwirkungsenergie durch Skalierung der Ladungsu¨berlap-
pung
SAB =
∫
ρA(r)ρB(r)dr (9.8)
entsprechend
Eexch = cABS
KAB
AB (9.9)
wurde von Kim et al. [210] fu¨r die Wechselwirkung zwischen Edelgasatomen vorgeschlagen.
Spa¨ter haben Wheatley et al. [211] einen a¨hnlichen Ansatz ohne die Potenzierung der La-
dungsu¨berlappung auch fu¨r Moleku¨le getestet.
In dieser Arbeit wurde der Ansatz von Kim et al. entsprechend
Eexch =
∑
a∈A
∑
b∈B
cacb · sign(Sab) · |Sab|Ka+Kb (9.10)
fu¨r die Anwendung auf den in Kapitel (8.5.2.1) beschriebenen Dichtefit an Gauß-1s-Funktionen
modifiziert. Hierbei ist
sign(Sab) =
{
−1 fu¨r Sab < 0
1 sonst
(9.11)
und Sab ist das U¨berlappungs-Integral u¨ber die Ladungsdichten der Gauß-1s-Funktionen, die
an Site a von Moleku¨l A und Site b von Moleku¨l B zentriert sind (vgl. Abschnitt 8.5.2.1).
Angepasst werden soll hier der Beitrag E
(10)
exch+ε
(1)
exch(CCSD) aus dem Energiepartitionierungs-
schema P2 aus Kapitel 7 bzw. Tabelle 7.1. Passt man die Parameter in diesem Modell direkt
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an die absoluten Abweichungen nach einem Leastsquares-Fit an, erha¨lt man die in Tabelle D.9
gezeigten Fitparameter. Der Grund fu¨r die Wahl dieser Gewichtung der Abweichungen ist, daß
sich bei einer Minimierung der prozentualen Abweichungen vor allem bei kurzen und mittle-
ren Absta¨nden teilweise verha¨ltnisma¨ßig große absolute Abweichungen des Fits bei mittleren
und kurzen Absta¨nden ergeben, zumal hier die Energiewerte sehr groß sind und daher hier
verha¨ltnisma¨ßig große absolute Abweichungen verha¨ltnisma¨ßig kleine prozentuale Abweichun-
gen bedeuten ko¨nnen. Große Abweichungen in diesem Bereich ko¨nnen jedoch die Beschreibung
der wichtigen Region der Potentialmulde um das Minimum herum negativ beeinflussen. An-
dererseits wa¨re eine Minimierung der prozentualen Abweichungen ein ada¨quateres Modell fu¨r
exponentiell abfallende Funktionen, wie sie hier vorliegen. Daher ist zu erwarten, daß der Fit
bei gro¨ßeren intermolekularen Absta¨nden nicht mehr besonders gut ist. Es la¨ßt sich jedoch
allgemein sagen, daß die Austauschwechselwirkungsenergiebeitra¨ge vor allem im kurz- und
mittelreichweitigen intermolekularen Abstandsbereich von Bedeutung sind, so daß sich hoffen
la¨ßt, daß sich das inkorrekte asymptotische Verhalten des Fits nicht sehr stark bemerkbar
macht. Die Fitqualita¨t des Fits, bei dem die absolute Abweichung minimiert wurde, la¨ßt sich
fu¨r die SAPT-Punkte auf der intermolekularen Potentialenergiefla¨che anhand von Abb. 9.5
abscha¨tzen. Die mittlere prozentuale Abweichung dieses Fits betra¨gt 2.867 % mit einer Stan-
dardabweichung von 3.945 % und die mittlere absolute Abweichung 0.2608 kJ/mol mit einer
Standardabweichung von 0.2289 kJ/mol.
Abbildung 9.5: Qualita¨t der elektrostatischen Austauschwechselwirkungsenergien, die nach
dem skalierten U¨berlappungs-Modell gefittet wurden. Die Gleichung der Regressionsgeraden
lautet: y = 1.000661x− 0.0671 mit einem Korrelationskoeffizienten von r = 0.9999689.
Vor allem bei den Geometrien 4-6 nach Smith et al. [113] liefert der Fit mit Abweichungen
von 0.822 bis 1.412 kJ/mol nicht besonders gute Ergebnisse (vgl. Tabelle 9.2). Die Ergebnisse
dieses Fits fu¨r die stationa¨ren Punkte der Potentialenergiefla¨che nach Smith et al. [113] sind
aber insgesamt besser als die des Fits nach Formel (9.7) (vgl. Tabelle 9.1). Der in diesem
Kapitel beschriebene Fit reproduziert die elektrostatische Austauschenergie besser als das
SAPT-5s- und das SAPT-5st-Modell (vgl. Abb. 9.6).
Das Fitmodell nach Formel 9.10 hat geringfu¨gig weniger Parameter (insgesamt 22 Para-
meter) als das Fitmodell nach Formel (9.7) (insgesamt 26 Parameter) und scheint ein besseres
Verhalten an Punkten zu zeigen, die nicht in dem Fit beru¨cksichtigt worden sind.
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Tabelle 9.2: Test der Vorhersagekraft des Fits der elektrostatischen Austauschwechselwirkungs-
energien an den stationa¨ren Punkten der intermolekularen Potentialenergiefla¨che des Wasser-
dimers nach Smith et al. [113] (siehe auch Abb. 2.1). Mit Fit wird hier das in Abschnitt 9.2
beschriebene Fitmodell bezeichnet. Die Vergleichswerte anderer Potentiale stammen aus [103].
Geometrie SAPT-5st [97] SAPT-5s [96] ASP-W4 [68] Fit SAPT ∆
1 29.30 30.01 23.89 35.217 35.239 −0.022
2 26.39 26.46 20.70 29.018 29.142 −0.124
3 26.12 26.13 20.23 27.733 27.807 −0.074
4 7.31 7.17 18.10 27.393 26.571 0.822
5 −0.69 −0.87 15.95 23.209 21.969 1.240
6 −4.32 −4.44 15.66 21.522 20.110 1.412
7 6.43 6.06 10.91 18.697 18.305 0.392
8 15.91 15.49 2.46 5.099 5.593 −0.494
9 5.82 5.73 11.29 19.040 18.763 0.277
10 8.94 9.23 5.58 9.780 9.675 0.105
Energien in kJ/mol. ∆ = Fit− SAPT .
Abbildung 9.6: Test der Vorhersagekraft des Fits der elektrostatischen Austauschwechselwir-
kungsenergien an den stationa¨ren Punkten der intermolekularen Potentialenergiefla¨che des
Wasserdimers nach Smith et al. [113] (siehe auch Abb. 2.1). Mit Fit wird das in Abschnitt 9.2
beschriebene Fitmodell bezeichnet. Die Vergleichswerte anderer Potentiale stammen aus [103].
Die Literaturstellen fu¨r die anderen Fitmodelle sind: SAPT-5s: [96], SAPT-5st: [97], ASP-W4:
[68].
Kapitel 10
Die Induktionsbeitra¨ge zur
intermolekularen
Wechselwirkungsenergie
10.1 Multipolentwicklung der Induktionsenergien
Laut (3.31) gilt fu¨r die Induktionsenergie:
E
(2)
ind = −
1
~
ρBr (00)V (r, r
′)
∑
a 6=0
ρAr′(0a)ρ
A
r′′(a0)
ωA0a
V (r′′, r′′′)ρBr′′′(00)
− (a↔ b, A↔ B) . (10.1)
Setzt man hier analog zu (8.42) und (8.43) fu¨r V die Multipolentwicklung ein, erha¨lt man:
E
(2)
ind = −
1
~
∑
lbmb
(∫
dτρB(L)r (00)Rlbmb(r)
)
·
∑
lama
TBAlbmblama
·
∑
l′am′a
∑
a 6=0
(∫
dτ ′
∫
dτ ′′
Rlama(r
′)ρA(L)r′ (0a)ρ
A(L)
r′′ (a0)Rl′am′a(r
′′)
ωA0a
)
·
∑
l′bm
′
b
TABl′am′al′bm′b
(∫
dτ ′′Rl′bm′b(r
′′′)ρB(L)r′′′ (00)
)
− (a↔ b, A↔ B) . (10.2)
Hierbei bedeutet das hochgestellte (L) bei den Grundzustands- und U¨bergangsdichten, daß
diese die entsprechenden Dichten fu¨r ein Moleku¨l sind, das so gedreht wurde, daß dessen lokales
Koordinatensystem mit dem globalen Koordinatensystem u¨bereinstimmt. Definiert man die
statischen Ladungsdichte-Responsefunktionen analog zu (3.15), also
αA(r′, r′′; 0) = −2
~
∑
a 6=0
ρAr′(0a)ρ
A
r′′(a0)
ωA0a
, (10.3)
ergibt sich fu¨r deren Multipolkomponenten:
αAlamal′am′a = −
2
~
∑
a 6=0
(∫
dτ ′
∫
dτ ′′
Rlama(r
′)ρA(L)r′ (0a)ρ
A(L)
r′′ (a0)Rl′am′a(r
′′)
ωA0a
)
. (10.4)
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Verwendet man dies und die Definition der Multipole (8.29) in der obigen Gleichung E
(2)
ind,
erha¨lt man:
E
(2)
ind =
1
2
∑
lbmb
∑
lama
∑
l′am′a
∑
l′bm
′
b
Q
B(L)
lbmb
TBAlbmblamaα
A
lamal′am′aT
AB
l′am′al′bm
′
b
Q
B(L)
l′bm
′
b
+ (a↔ b, A↔ B) . (10.5)
Hat man mehrere u¨ber unterschiedliche Sites des Moleku¨ls verteilte Multipolmomente und
-polarisierbarkeiten, gilt [212]:
E
(2)
ind =
1
2
∑
a,a′∈A
∑
b,b′∈B
∑
lbmb
∑
lama
∑
l′am′a
∑
l′bm
′
b
Q
b(L)
lbmb
T balbmblamaα
aa′
lamal′am′aT
a′b′
l′am′al′bm
′
b
Q
b′(L)
l′bm
′
b
+ (a↔ b, a′ ↔ b′, A↔ B) , (10.6)
wobei a, a′ bzw. b, b′ die Multipolpositionen in Moleku¨l A bzw. B bezeichnen.
Die Multipolentwicklung der Induktionsenergie fu¨r die Summe der SAPT - Energiebeitra¨ge
E
(20)
ind,resp und
tE
(22)
ind ist in [213] angegeben. La¨ßt man in den Ausdru¨cken der Art von (10.5) die
Summationszeichen weg, la¨ßt sich diese Multipolentwicklung schreiben als:
ESAPTind =
1
2
QB,HFlbmb T
BA
lbmblama
αA,CHFlamal′am′aT
AB
l′am′al′bm
′
b
QB,HFl′bm′b
+
1
2
QB,HFlbmb T
BA
lbmblama
tαA,MBPT2lamal′am′a T
AB
l′am′al′bm
′
b
QB,HFl′bm′b
+
1
2
QB,HFlbmb T
BA
lbmblama
αA,UCHFlamal′am′aT
AB
l′am′al′bm
′
b
QB,MBPT2l′bm′b
+
1
2
QB,MBPT2lbmb T
BA
lbmblama
αA,UCHFlamal′am′aT
AB
l′am′al′bm
′
b
QB,HFl′bm′b
+ (a↔ b , A↔ B) , (10.7)
wobei αA,CHFlamal′am′a und α
A,UCHF
lamal′am′a
die statischen Multipolpolarisierbarkeiten auf coupled Hartree-
Fock- (CHF−) und uncoupled Hartree-Fock- (UCHF−) Niveau sind. tαA,MBPT2lamal′am′a ist die “wah-
re” MP2-Korrelationskorrektur [134, 135] zur statischen Multipolpolarisierbarkeit. QB,HFlbmb sind
die Hartree-Fock- und QB,MBPT2lbmb sind die uncoupled MP2-Multipolmomente. Dieser Ausdruck
fu¨r die Multipolentwicklung von E
(20)
ind,resp +
tE
(22)
ind wird in dem Multipolanteil von dem in
Kapitel 10.4 beschriebenen Fitmodell verwendet.
10.2 Linear-response-induzierte Dichten auf Hartree-
Fock-Niveau
Der Induktionsbeitrag E
(20)
ind la¨ßt sich anschaulich folgendermaßen beschreiben: Gegeben sei
ein Monomer A, das durch das elektrostatische Feld von Monomer B, welches eine Summe
des Feldes der Kerne von B und des Feldes der Elektronen von B ist, elektronisch deformiert
wird. Hierbei macht man die folgende Na¨herung: Man “schaltet” das Sto¨rfeld von Monomer
B langsam ein, indem man nicht das gesamte Potential von B, sondern das gesamte Potential
von B multipliziert mit einem Faktor λ wirken la¨ßt. “Linear-response” bedeutet nun, daß
man fu¨r die Elektronendichte von Monomer A, ρA(λ), die sich in Anwesenheit dieser Sto¨rung
einstellt, den Ansatz macht:
ρA(λ) = ρA(0) + λ · ρAind. (10.8)
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Somit ist die linear-response-Na¨herung dann eine gute Na¨herung, wenn diese Gleichung noch
fu¨r λ = 1 eine gute Na¨herung ist. Da ρA(0) unabha¨ngig von λ ist (ρA(0) ist die Elektronendichte
des ungesto¨rten Monomers), erha¨lt man ρAind entsprechend
ρAind =
dρA(λ)
dλ
∣∣∣∣
λ=0
(10.9)
durch Differentiation von ρA(λ). Den Induktionsenergiebeitrag zweiter Ordnung fu¨r die Polari-
sation von Monomer A durch Monomer B erha¨lt man dann, wenn man das Produkt des gesam-
ten elektrostatischen Feldes des ungesto¨rten Monomers B mit der linear-response-induzierten
Dichte von Monomer A multipliziert und u¨ber den gesamten Raum integriert. Anders ausge-
dru¨ckt erha¨lt man die Induktionsenergie von der Polarisation von A durch B als elektrostati-
sche Wechselwirkungsenergie zwischen dem ungesto¨rten Monomer B und ρAind. Um die gesamte
Induktionsenergie zweiter Ordnung zu erhalten, ist noch der entsprechende Beitrag der Polari-
sation von Monomer B durch Monomer A zu addieren. Gelingt es also auf irgendeine Weise, die
induzierten Dichten ρind zu modellieren, so ist es kein Problem mehr, die Induktionsenergien
zu erhalten. In diesem Kapitel soll erla¨utert werden, wie sich die linear-response-induzierten
Dichten auf Hartree-Fock-Niveau fu¨r ein Monomer berechnen lassen. Ferner sollen hier die
induzierten Dichten auf Hartree-Fock-Niveau des Heliumdimers als Beispiel gezeigt werden,
um die Schwierigkeiten bei einer Modellierung der induzierten Dichten aufzuzeigen.
An dieser Stelle muß zuna¨chst die Roothaan-Hartree-Fock-Prozedur fu¨r ein geschlossen-
schaliges molekulares System kurz erla¨utert werden [214]. Bei geschlossenschaligen Systemen
macht man fu¨r die Einelektronen-Moleku¨lorbitale, die in die Slaterdeterminante eingesetzt
werden, den Ansatz, daß man immer jeweils zwei dieser Moleku¨lorbitale durch ein und dassel-
be Raumorbital ψ(r) darstellt, das man einmal mit einer α-Spinfunktion und einmal mit einer
β-Spinfunktion multipliziert. Bei der Methode nach Roothaan werden diese Raumorbitale in
einen Atomorbital-Basissatz {φµ} entwickelt:
ψi =
K∑
µ=1
Cµiφµ. (10.10)
Hierbei ist K die Anzahl der Funktionen der Atomorbital-Basis. Das Hartree-Fock-Problem
wird gelo¨st, indem in den Gleichungen∑
ν
FµνCνi = εi
∑
ν
SµνCνi, i = 1, 2, . . . K (10.11)
die Orbitalenergien εi und Orbital-Entwicklungskoeffizienten Cνi bestimmt werden (im Fol-
genden bezeichnen lateinische Indizes Moleku¨lorbitale und griechische Indizes Atomorbitale).
Bei der Lo¨sung dieser Gleichungen erha¨lt man eine Anzahl von Orbitalen i, die der Anzahl
der Funktionen der Atomorbital-Basis entspricht, wobei allerdings nur die N/2 Raumorbitale
besetzt sind, die den N/2 niedrigsten Orbitalenergien entsprechen.
Im Folgenden seien die in dieser Gleichung vorkommenden Gro¨ßen erla¨utert. Fu¨r die Her-
leitung und die Verfahren zur Lo¨sung dieser Gleichung sei auf [214] verwiesen. Sµν ist die
U¨berlappungs-Matrix:
Sµν =
∫
dr1φ
∗
µ(r1)φν(r1). (10.12)
Die Ladungsdichte ρ(r) ist
ρ(r) = 2
N/2∑
a
ψ∗a(r)ψa(r).
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Hierbei la¨uft die Summe nicht u¨ber alle K Orbitale, sondern nur u¨ber die N/2 besetzten
Orbitale. Der Faktor 2 ru¨hrt daher, daß immer zwei a¨quivalente Raumorbitale vorhanden sind
(jeweils eines mit α- und β-Spin). Setzt man hier nun (10.10) ein, erha¨lt man:
ρ(r) =
∑
µν
2 N/2∑
a
CµaC
∗
νa
φµ(r)φ∗ν(r) (10.13)
=
∑
µν
Pµνφµ(r)φ
∗
ν(r). (10.14)
Hierbei ist
Pµν = 2
N/2∑
a
CµaC
∗
νa (10.15)
die Dichtematrix. Fµν in (10.11) ist der sogenannte Fock - Operator:
Fµν = H
core
µν +
∑
λσ
Pλσ
[
(µν|σλ)− 1
2
(µλ|σν)
]
(10.16)
mit der abgeku¨rzten Schreibweise fu¨r die Zweielektronenintegrale
(µν|λσ) =
∫
dr1
∫
dr2φ
∗
µ(r1)φν(r1)
1
r12
φ∗λ(r2)φσ(r2). (10.17)
Hcoreµν sind die Einelektronenintegrale
Hcoreµν =
∫
dr1φ
∗
µ(r1)h(r1)φν(r1) (10.18)
=
∫
dr1φ
∗
µ(r1)T (r1)φν(r1) +
∫
dr1φ
∗
µ(r1)
(∑
A
V coreA (r1)
)
φν(r1)
= Tµν + V
core
µν (10.19)
mit (in atomaren Einheiten)
T (r1) = −1
2
∇21 , V coreA (r1) =
ZA
|r1 −RA| , (10.20)
wobei A den Kern A und ZA bzw. RA dessen Ladung bzw. Position bezeichnen. In (10.16)
sind
Jµν =
1
2
∑
λσ
Pλσ(µν|σλ) (10.21)
die Coulomb-Matrix und
Kµν =
1
2
∑
λσ
Pλσ(µλ|σν) (10.22)
die Austausch-Matrix, so daß sich (10.16) schreiben la¨ßt als:
Fµν = H
core
µν + 2Jµν −Kµν . (10.23)
Damit ist die Notation fu¨r die Beschreibung des Verfahrens zur Bestimmung von ρind auf
Hartree-Fock-Niveau vollsta¨ndig beschrieben. Es sei zum Hartree-Fock-Verfahren lediglich
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noch erwa¨hnt, daß die Gleichungen (10.11) iterativ gelo¨st werden mu¨ssen, da die Koeffizienten
Cνi zur Erstellung der Fock-Matrix u¨ber die Dichtematrix Pµν in (10.16) beno¨tigt werden.
Ferner ist die Hartree-Fock-Energie des Systems nicht die Summe der konvergierten Energien
der besetzten Orbitale
E 6=
N/2∑
a
2εa,
sondern
E =
1
2
∑
µ
∑
ν
Pνµ
(
Hcoreµν + Fµν
)
(10.24)
=
1
2
∑
µ
∑
ν
Pνµ
(
2Hcoreµν + 2Jµν −Kµν
)
. (10.25)
Es soll nun also ρAind in dem vollen Dimer-Basissatz berechnet werden. Hierbei wurde fol-
gendermaßen vorgegangen:
1. Man macht eine Hartree-Fock-Rechnung von Monomer B in dem vollen Dimer-Basissatz.
Die Matrix des elektrostatischen Potentials von Monomer B, V Bµν , ist
V Bµν = V
core,B
µν + 2J
B
µν .
Man speichert V Bµν ab.
2. Man macht eine Hartree-Fock-Rechnung von Monomer A in dem vollen Dimer-Basissatz
und speichert Hcore,Aµν ab.
3. Man wa¨hlt λ ≈ 0.0001 und bildet
Hcore,Aµν (λ) = H
core,A
µν + λV
B
µν .
4. Man macht eine Hartree-Fock-Rechnung von Monomer A mit Hcore,Aµν (λ) (in dem vollen
Dimer-Basissatz) und speichert PAµν(λ) ab.
5. Man bildet
Hcore,Aµν (−λ) = Hcore,Aµν − λV Bµν .
6. Man macht eine Hartree-Fock-Rechnung mit Hcore,Aµν (−λ) und speichert PAµν(−λ) ab.
7. Man bildet die numerische Ableitung
PAµν,ind =
PAµν(λ)− PAµν(−λ)
2λ
und berechnet mit PAµν,ind die Dichte ρ
A
ind auf einem kubischen Gitter.
Diese Schritte sind bequem mit den Matrix-Operationen von MOLPRO [159] durchzufu¨hren.
Die induzierte Dichte des Heliumdimers entlang der Kern-Kern-Achse ist die durchgezogene
Linie in Abbildung 10.1. Man sieht, daß in hohem Maße Elektronendichte auf die Position des
anderen Dimers verschoben wird. Dies ist ein u¨bertriebener Effekt, und ein großer Teil dieser
Ladungsverschiebung wu¨rde durch den entsprechenden Austausch-Induktionsbeitrag wieder
ru¨ckga¨ngig gemacht. Das Fitten dieser induzierten Dichte mit einer Basis, die nur an dem
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Abbildung 10.1: Linear-response-induzierte Dichte eines Heliumatoms im Feld eines anderen
Heliumatoms entlang der Helium-Helium-Achse. Das betreffende Heliumatom befindet sich
bei 0 bohr, das Heliumatom, das das Feld darstellt, bei 2.5 A˚ oder 4.7243 bohr.
gesto¨rten Monomer zentriert ist, ist selbst mit einem sehr großen Slater - oder Gaußfunktions-
Fitbasissatz nur mit einem ma¨ßigen Ergebnis mo¨glich. Zudem mu¨sste hier bekannt sein, wie
sich die Besetzung der Funktionen des Fitbasissatzes in Abha¨ngigkeit von der Position und
Orientierung des anderen Monomers a¨ndert. Im Gegensatz dazu sind die induzierten Dichten
in dem dimerzentrierten Basissatz leichter zu fitten, wenn man Fitfunktionen mit nicht allzu
großen Drehimpulsquantenzahlen an die Positionen der Atome des Monomers setzt, das die
Sto¨rung verursacht. Auch hier ist es wieder problematisch, die Besetzung des Fitbasissatzes
in Abha¨ngigkeit von der Position und Orientierung des sto¨renden Monomers zu modellieren.
Eine Mo¨glichkeit, mit einem monomerzentrierten Fitbasissatz auszukommen, wa¨re, die
Berechnung von ρAind seinerseits nur in der monomerzentrierten Basis durchzufu¨hren. Dies la¨ßt
sich auf Hartree-Fock-Niveau wie folgt durchfu¨hren:
• Man fu¨hrt eine Hartree-Fock-Rechnung von Monomer B in dessen monomerzentriertem
Basissatz der Gro¨ße KB durch und speichert die KB ×KB-Matrix PB,MCµν ab.
• Man expandiert die KB ×KB-Matrix PB,MCµν auf eine Matrix der Gro¨ße des dimerzen-
trierten Basissatzes (Dimension (KA+KB)× (KA+KB), KA = Gro¨ße des monomerzen-
trierten Basissatzes von A), indem man PB,MCµν auf den untersten KB × KB-Block um
die Hauptdiagonale der dimerzentrierten Matrix herum positioniert und den Rest der
dimerzentrierten Matrix mit Werten von Null auffu¨llt. Man speichert die expandierte
Dichtematrix ab.
• Man fu¨hrt eine Hartree-Fock-Rechnung von Monomer B in dem dimerzentrierten Basis-
satz durch, um alle notwendigen Integrale zu erhalten.
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• Man u¨berschreibt die Dichtematrix dieser Rechnung mit der expandierten Dichtematrix.
• Man berechnet hiermit JB,DCµν in dem vollen Dimer-Basissatz.
• Man schneidet aus JB,DCµν den obersten KA×KA-Block aus, der um die Hauptdiagonale
herum liegt. Dies ist die Matrix des Coulomb-Potentials JBµν in dem monomerzentrierten
Basissatz von A. Auf gleiche Weise bestimmt man V core,Bµν in dem monomerzentrierten
Basissatz von A. Mit diesen beiden Matrizen bildet man V Bµν = V
core,B
µν + 2J
B
µν .
• Man fa¨hrt nun wie bei der dimerzentrierten Rechnung, Punkt 2, fort, benutzt hier aber
den monomerzentrierten Basissatz von A.
Die Matrixoperationen von MOLPRO [159] bieten nicht diese Mo¨glichkeiten des Ausschnei-
dens und Expandierens von Matrizen. Dies erledigt ein kleines, selbstgeschriebenes Fortran-
Programm, wobei die betreffenden Matrizen von MOLPRO und dem Fortran-Programm wech-
selseitig abgespeichert und eingelesen werden.
Abbildung (10.1) zeigt die induzierten Dichten in der monomerzentrierten Basis, die mit
unterschiedlichen Basissa¨tzen berechnet wurden. Die “Einbuchtungen” in den monomerzen-
trierten induzierten Dichten kommen scheinbar durch den Versuch des hierfu¨r eigentlich un-
geeigneten monomerzentrierten Basissatzes zustande, sich mo¨glichst weit in die Richtung des
anderen Monomers polarisieren zu lassen. Diese Abbildung zeigt deutlich, weshalb zur Be-
schreibung der Induktionsenergien Basisfunktionen an der “Geisterbasis” des anderen Mono-
mers so wichtig sind. Man kann die Differenz der induzierten Dichten in dem dimerzentrierten
und dem monomerzentrierten Basissatz als Charge-Transfer-Beitrag auffassen, wie von Stone
vorgeschlagen wurde [215] und die monomerzentrierte Induktionsenergie als die eigentliche
Induktionsenergie betrachten. Hierzu ist allerdings zu erwa¨hnen, daß eine solche Aufteilung
nicht sauber und eindeutig durchzufu¨hren ist und daß diese Aufteilung von der Gro¨ße des
Basissatzes abha¨ngt bzw. der Anteil der Charge-Transfer-Energie mit der Gro¨ße des Basis-
satzes unphysikalisch abnimmt. Laut [68] und wie auch in dieser Arbeit fu¨r das Wasserdimer
getestet, la¨ßt sich der Charge-Transfer-Wechselwirkungsenergiebeitrag durch ein anisotropes,
exponentiell abfallendes Fitmodell beschreiben.
Insgesamt zeigen die Ergebnisse dieses Abschnitts, daß es ein sehr schwieriges, wenn nicht
unmo¨gliches Unterfangen ist, die Induktionsenergie durch Modellierung der induzierten Dich-
ten zu beschreiben.
Eine andere Mo¨glichkeit ist, die statische Dichte-Responsefunktion im monomerzentrierten
Basissatz an einen Fitbasissatz zu fitten. Der Test dieses Ansatzes fu¨r die uncoupled Hartree-
Fock-Induktionsenergie ist im folgenden Kapitel beschrieben.
10.3 Beschreibung der Induktionsenergien durch eine
dichtegefittete statische Dichte-Responsefunktion
Die statische Dichte-Responsefunktion (3.15) ist in der uncoupled Hartree-Fock-Na¨herung (mit
reellen Orbitalen, wie schon bei (3.15) erwa¨hnt):
αA(r′, r′′, 0) = −2
∑
a 6=0
φA0 (r
′)φAa (r
′)φAa (r
′′)φA0 (r
′′)
εAa − εA0
. (10.26)
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Fu¨hrt man die Summation u¨ber die besetzten Orbitale explizit aus, indem man den Index 0
von φ durch den Index des besetzten Orbitals i ersetzt und und u¨ber i summiert, erha¨lt man:
αA(r′, r′′, 0) = −2
∑
i∈occ
∑
a∈virt
φAi (r
′)φAa (r
′)φAa (r
′′)φAi (r
′′)
εAa − εAi
. (10.27)
Die U¨bergangsdichten bzw. die Orbitalprodukte φAi (r)φ
A
a (r) lassen sich an einen Fitbasissatz
{γAD}(r) fitten (der Index D ist der Index der einzelnen Basisfunktionen; A signalisiert, daß
die Fitbasis zu Monomer A geho¨rt):
φAi (r)φ
A
a (r) =
∑
D
dAia,Dγ
A
D(r). (10.28)
Verwendet man dies im Ausdruck fu¨r die statische Polarisierbarkeit, folgt:
αA(r′, r′′, 0) =
∑
D
∑
E
γAD(r
′)γAE(r
′′)
∑
i∈occ
∑
a∈virt
−2d
A
ia,Dd
A
ia,E
εAa − εAi
(10.29)
=
∑
D
∑
E
γAD(r
′)αADEγ
A
E(r
′′). (10.30)
Laut (3.33) ist die Induktionsenergie:
E
(2)
ind =
1
2
ρBr (00)V (r, r
′)αA(r′, r′′; 0)V (r′′, r′′′)ρBr′′′(00)
+ (a↔ b, A↔ B) . (10.31)
Die Grundzustandsladungsdichte von Monomer B, ρBr (00), la¨ßt sich nun schreiben als (wenn
man wieder reelle Orbitale voraussetzt):
ρBr (00) =
∑
i∈occ
∑
j∈occ
φBi (r)φ
B
j (r) +
∑
K∈B
qBKδ(rK − r), (10.32)
wobei qBK die Ladung des Kerns K in Monomer B ist. Die Grundzustands-Elektronendichte des
Monomers wurde bereits fu¨r die Modellierung der elektrostatischen Wechselwirkungsenergien
gefittet: ∑
i∈occ
∑
j∈occ
φBi (r)φ
B
j (r) =
∑
C
cCγ
B
C . (10.33)
Somit wird ρBr (00) zu:
ρBr (00) =
∑
C
cCγ
B
C +
∑
K∈B
qBKδ(rK − r). (10.34)
Setzt man dies und den dichtegefitteten Ausdruck fu¨r α(r′, r′′, 0) in den Ausdruck fu¨r E(2)ind ein,
erha¨lt man:
E
(2)
ind =
1
2
∑
C
∑
D
∑
E
∑
F
cBCγ
B
C (r)V (r, r
′)γAD(r
′)αADEγ
A
E(r
′′)V (r′′, r′′′)γBF (r
′′′)cBF
+
∑
K
∑
D
∑
E
∑
F
qBKδ(rK − r)V (r, r′)γAD(r′)αADEγAE(r′′)V (r′′, r′′′)γBF (r′′′)cBF
+
1
2
∑
K
∑
D
∑
E
∑
L
qBKδ(rK − r)V (r, r′)γAD(r′)αADEγAE(r′′)V (r′′, r′′′)δ(r′′′ − rL)qBL
+ (A↔ B) . (10.35)
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Um diesen Ausdruck in eine kompaktere Form zu bringen, seien die Abku¨rzungen
JBACD = γ
B
C (r)V (r, r
′)γAD(r
′), (10.36)
V BAKD = δ(rK − r)V (r, r′)γAD(r′) (10.37)
fu¨r die Coulomb-Integrale und die Integrale des elektrostatischen Potentials gewa¨hlt. Mit die-
sen Abku¨rzungen wird der obige Ausdruck fu¨r die Induktionsenergie zu:
E
(2)
ind =
1
2
∑
C
∑
D
∑
E
∑
F
cBCJ
BA
CDα
A
DEJ
AB
EF c
A
F +
∑
K
∑
D
∑
E
∑
F
qBKV
BA
KDα
A
DEJ
AB
EF c
A
F
+
1
2
∑
K
∑
D
∑
E
∑
L
qBKV
BA
KDα
A
DEV
AB
EL q
B
L + (A↔ B) . (10.38)
Dieser Ausdruck ist analog zu dem der multipolentwickelten Induktionsenergie, wobei jedoch
zusa¨tzlich die Integrale V und J berechnet werden mu¨ssen. Allerdings werden alle der hier
vorkommenden Integrale auch fu¨r die Berechnung der dichtegefitteten elektrostatischen We-
chselwirkungsenergie beno¨tigt, so daß die einmal berechneten und gespeicherten Integrale fu¨r
beide Energiebeitra¨ge verwendet werden ko¨nnen.
Die dichtegefitteten uncoupled U¨bergangsdichten wurden durch Einfu¨gen einer print-An-
weisung in die Routine df_trans von MOLPRO erhalten. Zur Durchfu¨hrung des Dichtefits der
uncoupled U¨bergangsdichten wurde der Fitbasissatz aus Tabelle D.4 durch weitere Gauß-1s-
Funktionen erweitert (vgl. Tab. D.10), vor allem um die Beschreibung der yy-Komponente der
uncoupled Dipol-Dipol Polarisierbarkeiten durch den Dichtefit zu verbessern (vgl. Tab. 10.1).
Das Problem hierbei ist, daß es keine Kriterien dafu¨r gibt, wie diese zusa¨tzlichen Funktionen
gewa¨hlt und positioniert werden sollen.
Die Qualita¨t des in Abbildung 10.2 gezeigten Fits des uncoupled Beitrages E
(20)
ind in dem
MC-Basis-Teilsatz ist nicht besonders gut. Dies ko¨nnte darauf hindeuten, daß entweder der
Fitbasissatz nicht groß genug ist oder daß das Fitkriterium [192, 193] des Density-Fitting-MP2
von MOLPRO fu¨r dieses Problem ungeeignet ist.
Die Abbildung 10.3 zeigt die Auftragung der nach (10.38) berechneten uncoupled Induk-
tionsenergien gegen den mit SAPT im monomerzentrierten Basis-Teilsatz erhaltenen Bei-
trag E
(20)
ind,resp +
tE
(22)
ind . Die U¨bereinstimmung ist hier erwartungsgema¨ß schlecht, da hier
uncoupled Induktionsenergien auf Hartree-Fock-Niveau mit coupled Induktionsenergien plus
Korrelationsbeitrag verglichen werden. Allerdings stellt sich nun die Frage, inwieweit die
U¨bereinstimmung mit dem erwa¨hnten SAPT Beitrag durch lineare Skalierung der unter-
schiedlichen Symmetriekomponenten der statischen Gauß-1s-Dichte-Responsefunktion verbes-
sert werden kann. Hat die ”linke” Multipolkomponente der statischen Polarisierbarkeit die irre-
duzible Darstellung Γ1 und die ”rechte” Multipolkomponente die irreduzible Darstellung Γ2 in
der Punktgruppensymmetrie des betreffenden Moleku¨ls, so verschwindet die Polarisierbarkeit
nur dann nicht aus Symmetriegru¨nden, wenn das direkte Produkt Γ1 ⊗ Γ2 die totalsymmetri-
sche irreduzible Darstellung A1 der Punktgruppe des Moleku¨ls entha¨lt ([163], Kapitel 2.6). Dies
ist nur dann der Fall, wenn Γ1 und Γ2 gleiche irreduzible Darstellungen sind. Transformiert
man also die Koeffizienten cC des Basissatzes γC zu den Koeffizienten cC′ des symmetrisierten
Basissatzes γC′ , so bilden die symmetrisierten Gauß-1s-Dichte-Responsekoeffizienten somit ei-
ne Blockdiagonalmatrix mit Blo¨cken der A1−A1, der A2−A2, der B1−B1 und der B2−B2
Dichte-Responsekoeffizienten. Dies sei am Beispiel des ersten Terms von (10.38),
1
2
∑
C
∑
D
∑
E
∑
F
cBCJ
BA
CDα
A
DEJ
AB
EF c
A
F ,
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eingehender erla¨utert. Es sei nun UC′C die unita¨re Matrix, die cC zu cC′ transformiert, wobei
cC′ die Koeffizienten des symmetrisierten Gauß-1s-Basissatzes sind:
cC′ =
∑
C
UC′CcC . (10.39)
Da U unita¨r ist, gilt
U+C′C = U
−1
C′C = UCC′ . (10.40)
Somit gilt:
U+U = UU+ = 1. (10.41)
Fu¨hrt man diese Identita¨t mehrmals in die obige Gleichung ein, erha¨lt man:
1
2
∑
C′
∑
D′
∑
E′
∑
F ′
∑
C
∑
D
∑
E
∑
F
cBCUCC′︸ ︷︷ ︸
cB
C′
UC′CJ
BA
CDUDD′︸ ︷︷ ︸
JBA
C′D′
UD′Dα
A
DEUEE′︸ ︷︷ ︸
αA
D′E′
UE′EJ
AB
EF UFF ′︸ ︷︷ ︸
JAB
E′F ′
UF ′F c
B
F︸ ︷︷ ︸
cB
F ′
(10.42)
oder
1
2
∑
C′
∑
D′
∑
E′
∑
F ′
cBC′J
BA
C′D′α
A
D′E′J
AB
E′F ′c
B
F ′ , (10.43)
wobei die Striche an den Indizes andeuten, daß es sich um symmetrisierte Gro¨ßen handelt.
Um die erwa¨hnte Skalierung durchzufu¨hren, multipliziert man jeweils alle Elemente des A1-,
A2-, B1-, und des B2- Blockes mit einem optimierten Skalierungsfaktor.
Tabelle 10.1: Dipol-Dipol-Polarisierbarkeiten der dichtegefitteten Responsefunktionen der un-
coupled Hartree-Fock-Polarisierbarkeiten in atomaren Einheiten. Die Polarisierbarkeiten be-
ziehen sich auf ein Wassermonomer, das in der xz-Ebene liegt und dessen C2-Achse mit der
z-Achse u¨bereinstimmt.
Polarisierbarkeits - Polarisierbarkeiten der uncoupled HF
Komponente gefitteten Responsefunktion Polarisierbarkeiten
xx −7.980 −8.038
yy −6.402 −6.240
zz −7.297 −7.373
Tabelle 10.2 zeigt die an den SAPT-Beitrag E
(20)
ind,resp +
tE
(22)
ind (Bestandteil der Energiepar-
titionierung P1 aus Kapitel 7 bzw. Tabelle 7.1) gefitteten Skalierungsfaktoren und Abbildung
10.4 die Qualita¨t des Fittes. Man sieht, daß dieser eine a¨hnliche Qualita¨t hat wie der unska-
lierte Fit gegenu¨ber E
(20)
ind . So ist die mittlere absolute prozentuale Abweichung des skalierten
Fits von E
(20)
ind,resp +
tE
(22)
ind 11.543 % mit einer Standardabweichung von 9.025 %, und fu¨r
den unskalierten Fit ist die mittlere absolute prozentuale Abweichung von E
(20)
ind 13.838 % mit
einer Standardabweichung von 9.466 %. Die entsprechende mittlere absolute Abweichung ist
0.6293 kJ/mol mit einer Standardabweichung von 1.204 kJ/mol fu¨r den skalierten Fit und
0.4730 kJ/mol mit einer Standardabweichung von 0.9010 kJ/mol fu¨r den unskalierten Fit.
Somit ist die Qualita¨t dieser beiden Modelle nicht ausreichend. Da die Matrix αDE in (10.38)
symmetrisch und damit diagonalisierbar ist, wa¨re es als weitere Mo¨glichkeit denkbar, fu¨r U
die Matrix zu verwenden, die αDE diagonalisiert und jeden Eigenvektor einzeln zu skalie-
ren. Allerdings ha¨tte dieses Induktionsmodell so viele Parameter wie Basisfunktionen, also in
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Abbildung 10.2: Induktionsenergien, die mit der dichtegefitteten statischen Dichte-
Responsefunktion berechnet wurden, im Vergleich zu E
(20)
ind von SAPT im monomerzentrierten
Basis-Teilsatz. Die Gleichung der Regressionsgeraden lautet: y = 0.9539x+ 0.0831 mit einem
Korrelationskoeffizienten von r = 0.99617.
Abbildung 10.3: Induktionsenergien, die mit der dichtegefitteten statischen Dichte-
Responsefunktion berechnet wurden, im Vergleich zu E
(20)
ind,resp+
tE
(22)
ind von SAPT im monomer-
zentrierten Basis-Teilsatz. Die Gleichung der Regressionsgeraden lautet: y = 0.656x + 0.106
mit einem Korrelationskoeffizienten von r = 0.99432.
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Tabelle 10.2: Skalierungsfaktoren der unterschiedlichen Symmetrieklassen der blockdiagonali-
sierten statischen Gauß-1s-Dichte-Responsekoeffizienten.
Symmetrie - Anzahl der
Klasse Basisfunktionen Skalierungsfaktor
A1 59 1.485188733351
A2 5 1.420513156002
B1 (xz) 38 1.353648140080
B2 (yz) 9 1.832187962877
Abbildung 10.4: Induktionsenergien, die mit der dichtegefitteten statischen Dichte-
Responsefunktion berechnet wurden, im Vergleich zu E
(20)
ind,resp +
tE
(22)
ind von SAPT im mo-
nomerzentrierten Basis-Teilsatz. Die unterschiedlichen Symmetrieblo¨cke der statischen Dichte-
Responsefunktion wurden wie im Text beschrieben mit optimierten Faktoren multipliziert. Die
Gleichung der Regressionsgeraden lautet: y = 0.9543x− 0.0146 mit einem Korrelationskoeffi-
zienten von r = 0.99672.
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diesem Fall 111 Parameter, was fu¨r einen Fit an 472 Punkte zu viel ist. Ferner mu¨ßte bei
Fits, wie sie in diesem Kapitel beschrieben sind, durch Anwendung von Zwangsbedingungen
gewa¨hrleistet werden, daß die skalierte Dichtekoeffizienten-Responsematrix in gewissen Gren-
zen die Multipol-Multipol-Polarisierbarkeiten des Moleku¨ls wiedergibt.
10.4 Modellierung der austauschkorrigierten Indukti-
onsenergien durch eine geda¨mpfte Multipolent-
wicklung plus zusa¨tzliche exponentiell abfallende
Funktionen
Die urspru¨ngliche Absicht dieser Arbeit war es, die Einzelbeitra¨ge zur Induktionsenergie
in der folgenden Aufteilung zu fitten (Partitionierung aus Kap. 7 und Tabelle 7.1): Die
Austauschenergiebeitra¨ge zu Induktionsenergie E
(20)
exch−ind,resp und
tE
(22)
exch−ind sollten zusam-
men mit den Austauschenergiebeitra¨gen der elektrostatischen- und der Dispersionswechsel-
wirkungsenergie zu einer Gesamt-Austauschenergie aufaddiert werden. Der Fit dieser Gesamt-
Austauschenergie wird in Kapitel 9.1 beschrieben. Von der in einem DC+b- oder in diesem
Fall in einem MC+f-Basis-Teilsatz berechneten Induktionsenergie sollte die Charge-Transfer-
Wechselwirkungsenergie subtrahiert werden, die die Differenz der Induktionsenergie in dem
DC+b- bzw. MC+f-Basis-Teilsatz und der Induktionsenergie in dem MC-Basis-Teilsatz ist
(zur Bezeichnung der Basis-Teilsa¨tze vgl. Kap. 5.2). Diese Charge-Transfer-Wechselwirkungs-
energie la¨ßt sich, wie auch δHFint , wenn auch im letzteren Fall nicht asymptotisch korrekt und
auch nicht sehr genau, durch ein anisotropes exponentiell abfallendes Fitmodell nach Stone
mit zusa¨tzlichem isotropen 1/R-Term im Exponenten darstellen (vgl. Kap. 9.1). Ein solcher
Fit wird fu¨r die Charge-Transfer-Wechselwirkungsenergie in Kapitel 10.6 und fu¨r δHFint in Ka-
pitel 10.5 beschrieben. Als zu fittende Beitra¨ge verbleiben dann noch die Induktionsenergie
in dem MC-Basis-Teilsatz, E
(10)
pol + ε
(1)
pol,resp(3) und E
(20)
disp + ε
(2)
disp(2). Der Fit E
(10)
pol + ε
(1)
pol,resp(3)
wird in Kapitel 8.5.2.1 beschrieben und der Fit der Dispersionsenergien E
(20)
disp + ε
(2)
disp(2) ist
bekanntermaßen kein großes Problem. Das gesamte hier beschriebene Aufteilungsschema der
intermolekularen Wechselwirkungsenergie in Potentialenergiefla¨chen der Einzelbeitra¨ge schei-
tert daran, daß alle Versuche, die MC-Induktionsenergie durch ein Fitmodell zu beschreiben,
fehlschlugen.
Von den fu¨r die Induktionsenergie zur Verfu¨gung stehenden Fitmodellen ist die Beschrei-
bung der Induktionsenergien durch eine dichtegefittete statische Dichte-Responsefunktion
(vgl. Kap. 10.3) erfolglos geblieben. Damit verbleiben noch geda¨mpfte Multipolentwicklun-
gen, die sich um anisotrope exponentiell abfallende Funktionen erweitern lassen, um die ex-
ponentiell abfallenden Beitra¨ge zur Induktionsenergie zu beschreiben. An dieser Stelle ist je-
doch nicht nur das Fitmodell selbst zu u¨berdenken, sondern auch, wie die Einzelterme der
Induktionsenergie zu Beitra¨gen zu kombinieren sind, die sich mo¨glichst gut durch Fitmo-
delle beschreiben lassen. Wie schon in Kapitel 10.2 am Beispiel des Heliumdimers disku-
tiert und in Abb. 10.1 gezeigt, ist in der E
(20)
ind,resp-Energie in dem dimerzentrierten Basis-
Teilsatz ein großer Anteil von Charge-Transfer-Wechselwirkungsenergie vorhanden, wobei die
Charge-Transfer-Wechselwirkungsenergie wieder als Differenz von E
(20)
ind,resp in dem dimerzen-
trierten und dem monomerzentrierten Basis-Teilsatz interpretiert wird. In Wirklichkeit ist
nicht zu erwarten, daß ein Heliumatom durch ein anderes, neutrales Heliumatom stark pola-
risiert wird oder daß ein merklicher Charge-Transfer auftritt. Dadurch, daß bei der Polarisa-
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tionsreihe der symmetrieadaptierten Sto¨rungstheorie intermolekulare Austauscheffekte nicht
beru¨cksichtigt werden, tritt in E
(20)
ind,resp ein artifizieller Charge-Transfer-Beitrag bzw. eine ar-
tifizielle U¨berpolarisation der Wellenfunktion des gesto¨rten Monomers auf, was durch einen
entsprechenden Anteil von E
(20)
exch−ind,resp ausgeglichen wird. Weitere Anzeichen fu¨r eine solche
Tendenz der Austausch-Induktionsenergie, eine artifizielle Charge-Transfer-Dichte bzw. eine
artifizielle U¨berpolarisation der Monomerwellenfunktion auszugleichen, sind z.B., daß sich die
Effekte auf E
(20)
ind,resp und E
(20)
exch−ind,resp bei Verschiebung oder Hinzufu¨gen der Bondfunktionen
oder bei Vergro¨ßerung des Basissatzes gegenseitig aufheben.
Aus diesem Grund ko¨nnte es somit vorteilhaft sein, die Induktionsenergien zusammen
mit den Austausch-Induktionsenergien zu fitten. δHFint , das die Induktionsenergiebeitra¨ge und
Austausch-Induktionsenergiebeitra¨ge ho¨herer Ordnung entha¨lt, ko¨nnte hierbei in den Fit mit-
einbezogen werden. Somit wurde hier die Summe E
(20)
ind,rep + E
(20)
exch−ind,resp +
tE
(22)
ind +
tE
(22)
exch−ind
+ δHFint gefittet, welche im Folgenden auch als “austauschkorrigierte Induktionsenergie” oder
Eind+exch bezeichnet wird (vgl. Partitionierung P2 aus Kap. 7 und Tab. 7.1). Bei diesem Mo-
dell verwendet man die SAPT-konforme, am Sauerstoffatom zentrierte Multipolentwicklung
der Induktionsenergie E
(20)
ind,resp +
tE
(22)
ind (10.7), wobei man die 1/R-Terme in den elektrosta-
tischen Wechselwirkungstensoren gema¨ß (8.50) durch geda¨mpfte Funktionen ersetzt. Die fu¨r
diese Multipolentwicklung beno¨tigten Multipolmomente und statischen Multipolpolarisierbar-
keiten wurden mit dem POLCOR-Programmpacket [216] berechnet. Zu diesem geda¨mpften
Multipolanteil werden mit dem intermolekularen Abstand exponentiell abfallende, an den
Sauerstoff- und Wasserstoffatomen zentrierte Funktionen entsprechend (9.7) addiert, die dem
Stone-Modell fu¨r die intermolekulare Austauschwechselwirkungsenergie mit einem zusa¨tzlichen
1/R-Term im Exponenten entsprechen.
Durch Minimieren der absoluten prozentualen Abweichung dieses Modelles zum beschriebe-
nen austauschkorrigierten Induktionsbeitrag Eind+exch mit Hilfe der in Kap. F.2 beschriebenen
Simulated-Annealing-Routine wurden die in Tabelle D.11 aufgelisteten Parameter erhalten.
Die Berechnung und Wahl der 472 Dimer-Geometrien auf der intermolekularen Potentialener-
giefla¨che wird in Kap. 5.2 beschrieben.
Die Qualita¨t dieses Fits an den SAPT-Punkten der intermolekularen Potentialenergiefla¨che
la¨ßt sich anhand von Abb. 10.5 abscha¨tzen. Die mittlere absolute prozentuale Abweichung
dieses Fits ist 3.411 % mit einer Standardabweichung von 3.489 % und die mittlere absolu-
te Abweichung ist 0.2013 kJ/mol mit einer Standardabweichung von 0.4751 kJ/mol. Damit
zeigt dieser Fit an den SAPT-Punkten der intermolekularen Potentialenergiefla¨che eine be-
friedigende Qualita¨t. An Tabelle 10.3 und Abb. 10.6 la¨ßt sich die Vorhersagekraft dieses Fits
an den 10 stationa¨ren Punkten der intermolekularen Potentialenergiefla¨che nach Smith et al.
[113] abscha¨tzen. Die absoluten Abweichungen von den SAPT-Werten sind vor allem an den
stationa¨ren Punkten Nr. 1-5 mit 0.47-1.08 kJ/mol verha¨ltnisma¨ßig groß. Bei den anderen sta-
tiona¨ren Punkten sind die absoluten Abweichungen kleiner als 0.21 kJ/mol. Anhand von Abb.
10.6 sieht man allerdings, daß der hier beschriebene Fit die austauschkorrigierte Induktions-
energie im Vergleich zu der ASP-W4-Potentialenergiefla¨che [68] recht gut reproduziert.
10.5 Fit der supermolekularen Korrektur zur Hartree-
Fock-Energie
Als Bestandteil der Energiepartitionierung P1 aus Kapitel 7 bzw. Tabelle 7.1 soll hier der Fit
von δHFint beschrieben werden.
δHFint la¨ßt sich nach dem Ausdruck fu¨r die intermolekulare Austauschwechselwirkungsenergie
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Abbildung 10.5: Qualita¨t der austauschkorrigierten Induktionsenergien Eind+exch, die durch
eine geda¨mpfte Multipolentwicklung am Sauerstoffatom plus exponentiell abfallende Funk-
tionen an allen Atomen modelliert wurden. Die Gleichung der Regressionsgeraden lautet:
y = 0.99691x− 0.0132 mit einem Korrelationskoeffizienten von r = 0.999011.
Tabelle 10.3: Test der Vorhersagekraft des Fits der austauschkorrigierten Induktions-
Wechselwirkungsenergien Eind+exch an den stationa¨ren Punkten der Potentialenergiefla¨che des
Wasserdimers von Smith et al. [113] (siehe auch Abb. 2.1). Die Vergleichswerte anderer Poten-
tiale stammen aus [103]. Mit Fit wird das in Abschnitt 10.4 beschriebene Modell bezeichnet.
Geometrie ASP-W4 [68] Fit SAPT ∆
1 −6.74 −11.899 −11.005 −0.894
2 −5.74 −10.369 −9.316 −1.053
3 −5.51 −9.549 −9.007 −0.542
4 −3.68 −4.119 −5.203 1.084
5 −3.51 −3.934 −4.408 0.474
6 −3.44 −3.990 −4.087 0.097
7 −2.08 −2.382 −2.574 0.192
8 −0.53 −0.690 −0.684 −0.005
9 −2.76 −2.939 −3.153 0.214
10 −1.69 −1.843 −1.854 0.011
Energien in kJ/mol. ∆ = Fit− SAPT .
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Abbildung 10.6: Test der Vorhersagekraft des Fits der austauschkorrigierten Induktions-
Wechselwirkungsenergien E
(20)
ind+exch an den stationa¨ren Punkten der Potentialenergiefla¨che des
Wasserdimers von Smith et al. [113] (siehe auch Abb. 2.1). Die Vergleichswerte anderer Poten-
tiale stammen aus [103]. Mit Fit wird das in Abschnitt 10.4 beschriebene Modell bezeichnet.
Literaturstellen fu¨r die anderen Fitmodelle: ASP-W4: [68].
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von Stone mit einem zusa¨tzlichen 1/R - Term im Exponenten (9.7) fitten. Hierbei wurden die
prozentualen Abweichungen mit Hilfe der in Anhang F.2 beschriebenen Simulated-Annealing-
Routine minimiert.
Betrachtet man die Korrelationsdiagramme der Fits von δHFint (vgl. Abb. 10.7), so fa¨llt
auf, daß hier die Fitqualita¨t insgesamt schlechter ist als bei den anderen in dieser Arbeit
durchgefu¨hrten Fits. So ist die mittlere absolute prozentuale Abweichung dieses Fits 5.011 %
mit einer Standardabweichung von 4.950 %, wa¨hrend die mittlere absolute Abweichung 0.1199
kJ/mol ist mit einer Standardabweichung von 0.3910 kJ/mol. Damit hat dieser Fit (vor allem
wegen der kleinen mittleren absoluten Abweichungen) eine befriedigende, aber nicht besonders
gute Qualita¨t. Dies ist nicht sehr verwunderlich, da hier ein exponentiell abfallendes Potential
verwendet wurde, was vor allem bei gro¨ßeren Absta¨nden nicht mehr stimmen kann, denn δHFint
besteht vor allem aus Induktionsbeitra¨gen ho¨herer Ordnung, die bei gro¨ßeren Absta¨nden nicht
exponentiell, sondern wie 1
Rn
abfallen. Die Ma¨ngel bei gro¨ßeren Absta¨nden, d. h. kleineren
Werten von δHFint , werden deutlich sichtbar im logarithmischen Korrelationsdiagramm des Fits
von δHFint , Abb. 10.7. Da jedoch die Werte von δ
HF
int insgesamt klein sind, sind die Werte der
absoluten Abweichungen des Fits ebenfalls klein, so daß durch diese Defizite des δHFint -Fits keine
wesentliche Beeintra¨chtigung der Qualita¨t der Potentialenergiefla¨che der Summe der einzelnen
Wechselwirkungsenergiebeitra¨ge zu befu¨rchten ist.
Abbildung 10.7: Fit von δHFint nach dem Ansatz von Stone fu¨r Austauschenergiebeitra¨ge, er-
weitert um einen 1/R-Term im Exponenten. Die Gleichung der Regressionsgeraden lautet:
y = 1.0390x+ 0.0735 mit einem Korrelationskoeffizienten von r = 0.99648
10.6 Fit des Charge-Transfer-Beitrages
Als Bestandteil der Energiepartitionierung P1 aus Kapitel 7 bzw. Tabelle 7.1 soll hier die
Modellierung des Charge-Transfer-Energiebeitrages, ECT , beschrieben werden.
Der Charge-Transfer-Beitrag la¨ßt sich in leichter Modifikation des Modells von Millot et
al. [68] nach dem Ausdruck fu¨r die intermolekulare Austauschwechselwirkungsenergie von
Stone mit einem zusa¨tzlichen 1/R-Term im Exponenten (9.7) fitten. Die Charge-Transfer-
Wechselwirkungsenergie wurde analog zu [215] durch Subtraktion der monomerzentrierten
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Induktionsenergien von den dimerzentrierten bzw. MC+f-Induktionsenergien berechnet:
ECT = E
(20)
ind,resp(MC + f) +
tE
(22)
ind (MC + f)− E(20)ind,resp(MC)− tE(22)ind (MC). (10.44)
Eine Erkla¨rung der Notation fu¨r Basis-Teilsa¨tze findet man in Kap. 5.2. Die erhaltenen Fit-
parameter sind in Tabelle D.13 gezeigt. Die Qualita¨t des Fits an den SAPT-Punkten der
intermolekularen Potentialenergiefla¨che la¨ßt sich anhand Abb. 10.8 abscha¨tzen. Die mittlere
absolute prozentuale Abweichung dieses Fits ist 1.867 % mit einer Standardabweichung von
1.735 %, wa¨hrend die mittlere absolute Abweichung 0.09769 kJ/mol mit einer Standardabwei-
chung von 1.735 kJ/mol ist. Somit zeigt dieser Fit sehr gute Resultate.
Abbildung 10.8: Fit der Charge-Transfer-Wechselwirkungsenergie nach dem Ansatz von Stone
fu¨r Austauschenergiebeitra¨ge, erweitert um einen 1/R-Term im Exponenten. Die Gleichung
der Regressionsgeraden lautet: y = 1.00342x+ 0.0165 mit einem Korrelationskoeffizienten von
r = 0.999560.
Kapitel 11
Die Dispersionsbeitra¨ge zur
intermolekularen
Wechselwirkungsenergie
11.1 Multipolentwicklung der Dispersionsenergien
Laut (3.36) ist die Dispersionsenergie:
E
(2)
disp = −
1
~
2
pi
V (r, r′)V (r′′, r′′′)
∑
a 6=0
∑
b6=0
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0
dω
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2
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)
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(11.1)
Setzt man hier analog zu (8.42) und (8.43) fu¨r V die Multipolentwicklung ein, erha¨lt man:
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Hierbei bedeutet das hochgestellte (L) bei den U¨bergangsdichten, daß diese die entsprechenden
Dichten fu¨r ein Moleku¨l sind, das so gedreht wurde, daß dessen lokales Koordinatensystem
parallel zum globalen Koordinatensystem liegt. Definiert man die dynamischen Ladungsdichte-
Responsefunktionen analog zu (3.14), also
αA(r, r′′; iω) = −2
~
∑
α 6=0
ωA0aρ
A
r (0a)ρ
A
r′′(a0)
(ωA0a)
2
+ ω2
,
ergibt sich fu¨r diese
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~
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so daß fu¨r die multipolentwickelten Dispersionsenergien folgt:
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2pi
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Hat man mehrere, u¨ber unterschiedliche Sites des Moleku¨ls verteilte, dynamische Multipolpo-
larisierbarkeiten, gilt [217]:
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Definiert man nun
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folgt fu¨r die multipolentwickelte Dispersionsenergie:
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Das Integral in diesem Ausdruck la¨ßt sich gut durch numerische Gauß-Chebyshev-Integration
berechnen:
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ωj = cot
(
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2j − 1
4M
)
, W (ωj) =
2pi
4M sin2 (pi(2j − 1)/(4M)) (11.11)
und M als Zahl der Integrationsstellen.
Der Ausdruck fu¨r die Summe von E
(20)
disp und ε
(2)
disp(2) auf Multipol-Niveau ist in [213] angege-
ben. La¨ßt man in den Ausdru¨cken der Art von (11.4) die Integrations- und Summationszeichen
weg, la¨ßt sich diese Multipolentwicklung schreiben als:
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Hierbei sind αA,UCHFlbmbl′bm′b
die uncoupled Hartree-Fock-, αA,MBPT1lamal′am′a und α
A,MBPT2
lamal′am′a
die MP1- und
MP2-dynamischen Polarisierbarkeiten, die SAPT-konform ohne relaxierte Orbitale berechnet
wurden.
11.2 Modellierung der Dispersionsenergien durch eine
geda¨mpfte Multipolentwicklung plus zusa¨tzliche
exponentiell abfallende Funktionen
Das hier verwendete Fitmodell a¨hnelt stark dem Fitmodell fu¨r die Induktionsenergie und la¨ßt
sich beschreiben durch eine am Sauerstoff zentrierte SAPT-konforme Multipolentwicklung
der Dispersionsenergie (11.12), bei der die 1/R-Terme in den elektrostatischen Wechselwir-
kungstensoren durch die geda¨mpften Funktionen (8.50) ersetzt wurden. Die hierzu beno¨tigten
dynamischen Multipol-Polarisierbarkeiten wurden mit dem POLCOR - Programmpacket [216]
berechnet. Zusa¨tzlich hierzu werden exponentiell abfallende Funktionen der Form (9.7) an den
Sauerstoff- und Wasserstoffatomen zentriert.
Das hier beschriebene Fitmodell bezieht sich auf die Summe der SAPT-Energiebeitra¨ge
E
(20)
disp + ε
(2)
disp(2) (vgl. Erla¨uterungen zu Formel (11.12)), welche Bestandteil der in Kapitel 7
bzw. Tabelle 7.1 beschriebenen Energiepartitionierung P1 ist. Minimiert man mit Hilfe der in
Anhang F.2 beschriebenen Simulated-Annealing-Routine die absolute prozentuale Abweichung
des hier beschriebenen Fitmodells von SAPT-Punkten auf der intermolekularen Potentialener-
giefla¨che fu¨r E
(20)
disp + ε
(2)
disp(2), erha¨lt man die in Tabelle (D.14) aufgelisteten Parameter. Die
Qualita¨t dieses Fits an den SAPT-Punkten auf der intermolekularen Potentialenergiefla¨che
la¨ßt sich anhand von Abbildung 11.1 abscha¨tzen. Die mittlere absolute prozentuale Abwei-
chung dieses Fits ist 1.078 % mit einer Standardabweichung von 1.096 % und die mittlere
absolute Abweichung ist 0.1511 kJ/mol mit einer Standardabweichung von 0.2698 kJ/mol.
Damit ist dieser Fit von sehr guter Qualita¨t.
Abbildung 11.1: Qualita¨t der Dispersionsenergien E
(20)
disp + ε
(2)
disp(2), die durch eine geda¨mpfte
Multipolentwicklung am Sauerstoffatom plus exponentiell abfallende Funktionen an allen Ato-
men modelliert wurden. Die Gleichung der Regressionsgeraden lautet: y = 1.0159x+0.142 mit
einem Korrelationskoeffizienten von r = 0.999612.
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Da das hier verwendete Modell nicht nur eine geda¨mpfte Multipolentwicklung entha¨lt,
sondern auch anisotrope exponentiell abfallende Funktionen fu¨r die exponentiell abfallenden
Anteile der Dispersionsenergie, liegt es nahe, die ebenfalls exponentiell abfallende Austausch-
Dispersionsenergie in diesem Modell mitzufitten (vgl. Energiepartitionierung P2 aus Kapitel
7, Tabelle 7.1). Somit soll hier auch die Modellierung des Energiebeitrages E
(20)
disp + E
(20)
exch−disp
+ ε
(2)
disp(2) beschrieben werden, der in dieser Arbeit auch als “austauschkorrigierte Dispersi-
onsenergie” oder kurz als E
(20)
disp+exch bezeichnet werden soll.
Die Parameter, die durch Minimieren der prozentualen Abweichungen dieses Modells von
den entsprechenden SAPT-Punkten auf der intermolekularen Potentialenergiefla¨che mit Hilfe
der in Anhang F.2 beschriebenen Simulated-Annealing-Routine erhalten wurden, sind in Ta-
belle D.15 aufgelistet. Die SAPT-Punkte der intermolekularen Potentialenergiefla¨che, an denen
der Fit durchgefu¨hrt wurde, wurden wie in Kapitel 5.2 beschrieben gewa¨hlt und berechnet.
Die Qualita¨t dieses Fits an den SAPT-Punkten der intermolekularen Potentialenergiefla¨che
la¨ßt sich anhand von Abb. 11.2 abscha¨tzen. Die mittlere absolute prozentuale Abweichung
dieses Fits ist 1.088 % mit einer Standardabweichung von 1.185 %. Die mittlere absolute
Abweichung ist 0.1230 kJ/mol mit einer Standardabweichung von 0.2153 kJ/mol. Damit ist
die Qualita¨t dieses Fits an den SAPT-Punkten der intermolekularen Potentialenergiefla¨che
sehr gut. Die Vorhersagekraft dieses Fits an den stationa¨ren Punkten der intermolekularen
Potentialenergiefla¨che nach Smith et al. [113] (vgl. Abb. 2.1) la¨ßt sich anhand von Tab. 11.1
und Abb. 11.3 abscha¨tzen. An allen stationa¨ren Punkten sind die Abweichungen des Fits
kleiner als 0.30 kJ/mol, was bedeutet, daß der Fit zumindest an diesen Punkten eine sehr
gute Vorhersagekraft hat. Das ASP-W4-Potential [68] reproduziert die austauschkorrigierte
Dispersionsenergie im Vergleich dazu deutlich schlechter.
Abbildung 11.2: Qualita¨t der austauschkorrigierten Dispersionsenergien, die durch eine
geda¨mpfte Multipolentwicklung am Sauerstoffatom plus exponentiell abfallende Funktionen
an allen Atomen modelliert wurden. Die Gleichung der Regressionsgeraden lautet: y =
1.00791x+ 0.0592 mit einem Korrelationskoeffizienten von r = 0.999486.
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Tabelle 11.1: Test der Vorhersagekraft des Fits der austauschkorrigierten Dispersions-
Wechselwirkungsenergien an den stationa¨ren Punkten der Potentialenergiefla¨che des Wasser-
dimers von Smith et al. [113] (siehe auch Abb. 2.1). Die Vergleichswerte anderer Potentiale
stammen aus [103]. Mit Fit wird das in Abschnitt 11.2 beschriebene Modell bezeichnet.
Geometrie ASP-W4 [68] Fit SAPT ∆
1 −9.39 −10.960 −10.879 −0.082
2 −8.35 −9.882 −9.890 0.008
3 −8.10 −9.564 −9.693 0.129
4 −9.66 −10.820 −10.523 −0.297
5 −9.27 −10.186 −9.923 −0.264
6 −9.08 −10.010 −9.732 −0.278
7 −8.40 −8.677 −8.593 −0.084
8 −3.93 −4.143 −4.122 −0.021
9 −7.81 −8.185 −8.312 0.127
10 −5.25 −5.742 −5.740 −0.002
Energien in kJ/mol. ∆ = Fit− SAPT .
Abbildung 11.3: Test der Vorhersagekraft des Fits der austauschkorrigierten Dispersions-
Wechselwirkungsenergien an den stationa¨ren Punkten der Potentialenergiefla¨che des Wasser-
dimers von Smith et al. [113] (siehe auch Abb. 2.1). Die Vergleichswerte anderer Potentiale
stammen aus [103]. Mit Fit wird das in Abschnitt 11.2 beschriebene Modell bezeichnet. Lite-
raturstellen fu¨r die anderen Fitmodelle: ASP-W4: [68].
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Kapitel 12
Die intermolekulare
Gesamtwechselwirkungsenergie des
Wasserdimers
12.1 Die Gesamtwechselwirkungsenergien mit dem Sto-
ne-Modell fu¨r die elektrostatische Austauschwech-
selwirkungsenergie
Die hier beschriebene Potentialenergiefla¨che ist die Summe der in den Kapiteln 8.5.2.1, 9.1,
10.4 und 11.2 beschriebenen Fits der Einzelenergiebeitra¨ge
Eelstat = E
(10)
pol + ε
(1)
pol,resp(3),
Eexch = E
(10)
exch + ε
(1)
exch(CCSD),
Eind+exch = E
(20)
ind,resp +
tE
(22)
ind + E
(20)
exch−ind,resp +
tE
(22)
exch−ind + δ
HF
int und
Edisp+exch = E
(20)
disp + ε
(2)
disp(2) + E
(20)
exch−disp
der Energiepartitionierung P2 aus Kapitel 7 bzw. aus Tabelle 7.1.
Betrachtet man Abbildung (12.1) sieht man, daß im Bereich kleiner Gesamtwechselwir-
kungsenergien einige Datenpunkte sehr große Abweichungen zeigen. Diese Punkte sind einige
H-X-, H-XX- und H-HXX-Geometrien bei dem kurzen OO-Abstand von 2.50 A˚. Es handelt
sich hierbei in der Regel um anziehende Geometrien, bei denen der OO - Abstand so kurz
ist, daß sich die Geometrien in der Na¨he des Nulldurchganges der Wechselwirkungsenergien
befinden. Bei diesen Geometrien heben sich große Einzelenergiebeitra¨ge nahezu vollsta¨ndig
auf. Der Grund fu¨r diese großen Abweichungen ist wahrscheinlich in der Tatsache zu finden,
daß der elektrostatische Austauschenergiebeitrag bezu¨glich der prozentualen Abweichung der
Fitpunkte angepasst wurde. Dieser sowieso recht große Wechselwirkungsbeitrag ist bei kurz-
en OO-Absta¨nden besonders groß, so daß verha¨ltnisma¨ßig kleine prozentuale Abweichungen
verha¨ltnisma¨ßig große absolute Abweichungen bedeuten ko¨nnen. Dieses Problem ließe sich
wahrscheinlich beheben, indem man bei der elektrostatischen Austauschwechselwirkungsener-
gie einfach einen normalen least squares Fit macht, der alle Fitpunkte gleich stark gewichtet.
Allerdings ko¨nnte dies das asymptotische Verhalten der Potentialenergiefla¨che verschlechtern.
Die erwa¨hnten großen Abweichungen bei kleinen Gesamtwechselwirkungsenergien sind ver-
mutlich die Ursache fu¨r die große mittlere absolute prozentuale Abweichung dieses Fits an den
SAPT-Punkten der intermolekularen Potentialenergiefla¨che von 15.361 % mit einer Standard-
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Abbildung 12.1: Qualita¨t der Gesamtwechselwirkungsenergien des Fits. Die Gleichung der
Regressionsgeraden lautet: y = 0.9684x + 0.238 mit einem Korrelationskoeffizienten von r =
0.99866.
abweichung von 57.760 %. Die mittlere absolute Abweichung dieses Fits ist 0.7580 kJ/mol mit
einer Standardabweichung von 1.326 kJ/mol.
Betrachtet man die Abweichungen des Fits an den stationa¨ren Punkten der intermole-
kularen Potentialenergiefla¨che nach [113] in Tabelle 12.2, sieht man, daß bei nahezu allen
stationa¨ren Punkten der Potentialenergiefla¨che der hier beschriebene Fit zu niedrig liegt. Bei
den stationa¨ren Punkten Nr. 1 - 6 (vgl. Abb. 2.1) liegt der Fit im Durchschnitt etwa um
1.5 kJ/mol zu niedrig. Bei den anderen stationa¨ren Punkten sind die Abweichungen gerin-
ger. Es fa¨llt auf, daß die Abweichung bei dem stationa¨ren Punkt Nr. 1, der dem globalen
Minimum der Potentialenergiefla¨che entspricht, mit -1.57 kJ/mol sehr groß ist, obwohl mit
der H-X-g1-Geometrie mit einem OO-Abstand von 3 A˚ eine a¨hnliche Geometrie in dem Fit
vorhanden ist und bei dieser Geometrie der Fit nur 0.50 kJ/mol zu niedrig ist. Allerdings ist
der OO-Abstand des stationa¨ren Punktes Nr. 1 mit 2.896 A˚ ku¨rzer. Betrachtet man nun die
H-X-g1-Geometrie mit ROO=2.75 A˚ sieht man, daß hier der Fit 0.91 kJ/mol zu niedrig liegt.
Zudem ist der Kippwinkel des Wasserstoffbru¨cken-Akzeptor-Monomers zur z-Achse bei der
g1-Geometrie 125.26◦, wa¨hrend er bei der Geometrie des stationa¨ren Punktes Nr. 1 134.15◦
ist. Man sieht, daß relativ kleine Abstandsa¨nderungen und A¨nderungen des Kippwinkels des
Wasserstoffbru¨cken-Akzeptor-Monomers zur z-Achse verha¨ltnisma¨ßig große Effekte auf die
Abweichung des Fits von der SAPT-Wechselwirkungsenergie des Wasserdimers in der Na¨he
des globalen Minimums der intermolekularen Potentialenergiefla¨che haben ko¨nnen.
Welche Energiekomponenten des Fits sind nun schuld an diesen großen Abweichungen? Die
gro¨ßten Abweichungen treten in den Fits der elektrostatischen Austauschwechselwirkungsener-
gie und der austauschkorrigierten Induktionsenergie auf (vgl. Tab. 12.2). In der Tat a¨hneln
die Abweichungen des Fits der Gesamtwechselwirkungsenergie bei den stationa¨ren Punkten
1-6 stark der Summe der Abweichungen der Fits des elektrostatischen Austausch- und des
austauschkorrigierten Induktionsbeitrages. Hierbei addieren sich die Abweichungen bei den
stationa¨ren Punkten 1-3 und heben sich die Abweichungen bei den stationa¨ren Punkten 4-6
gegenseitig leicht auf. Allerdings ist bei den stationa¨ren Punkten 4-6 die Abweichung der elek-
trostatischen Austauschwechselwirkungsenergie sehr viel gro¨ßer als die Abweichung der aus-
tauschkorrigierten Induktionsenergie, so daß bei allen 6 betrachteten stationa¨ren Punkten eine
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Tabelle 12.1: Test der Vorhersagekraft der Gesamtwechselwirkungsenergien des Fits an den
stationa¨ren Punkten der Potentialenergiefla¨che des Wasserdimers von Smith et al. [113] (siehe
auch Abb. 2.1). Die Vergleichswerte anderer Potentiale stammen aus [103]. Mit Fit wird das in
Abschnitt 12.1 beschriebene Modell bezeichnet. Die Vergleichswerte des Fits wurden ebenfalls
an den Geometrien nach Smith et al. berechnet.
Geometrie SAPT-5st [97] SAPT-5s [96] ASP-W4 [68] Fit SAPT ∆
1 −20.79 −20.08 −19.43 −22.645 −21.073 −1.572
2 −18.39 −18.32 −15.82 −21.088 −19.059 −2.029
3 −18.35 −18.34 −14.99 −20.473 −18.966 −1.506
4 −17.73 −17.87 −17.10 −19.121 −17.882 −1.239
5 −16.67 −16.85 −16.20 −18.742 −17.027 −1.715
6 −16.70 −16.82 −15.38 −18.566 −16.955 −1.611
7 −12.42 −12.79 −15.15 −13.897 −13.638 −0.258
8 −4.55 −4.97 −6.72 −4.977 −5.444 0.467
9 −12.00 −12.08 −15.05 −12.850 −12.826 −0.024
10 −9.71 −9.42 −10.92 −9.284 −9.318 0.035
Energien in kJ/mol. ∆ = Fit− SAPT .
Verbesserung des Fits der elektrostatischen Austauschwechselwirkungsenergie eine Verbesse-
rung der Beschreibung der Potentialenergiefla¨che durch den Fit bedeuten wu¨rde. Vergleicht
man die Qualita¨t des hier beschriebenen Fits an den stationa¨ren Punkten der intermolekularen
Potentialenergiefla¨che nach Smith et al. [113] (vgl. Abb. 2.1) mit der Qualita¨t anderer Fits
bei diesen Geometrien (vgl. Tab. 12.1 und Abb. 12.2), sieht man, daß die SAPT-5s- und die
SAPT-5st-Potentialenergiefla¨che fu¨r diese Geometrien eine bessere Qualita¨t haben als der hier
beschriebene Fit. Diese Fits liefern allerdings keine bzw. vo¨llig unphysikalische Aufspaltungen
der Wechselwirkungsenergien in ihre Einzelbeitra¨ge.
Die in diesem Kapitel beschriebene Potentialenergiefla¨che ergibt eine Minimumsgeometrie,
die seltsam verdreht ist und einen zu kleinen OO-Abstand und eine viel zu niedrige Wech-
selwirkungsenergie zeigt. Daher wurde bei dieser Potentialenergiefla¨che der elektrostatische
Austauschwechselwirkungsenergiebeitrag noch einmal mit einem anderen Modell gefittet. Der
so erhaltene Fit wird im folgenden Kapitel beschrieben.
12.2 Die Gesamtwechselwirkungsenergien mit dem ska-
lierten U¨berlappungs-Modell fu¨r die elektrostati-
sche Austauschwechselwirkungsenergie
Die hier beschriebene Potentialenergiefla¨che ist die Summe der in den Kapiteln 8.5.2.1, 9.2,
10.4 und 11.2 beschriebenen Fits der Einzelenergiebeitra¨ge
Eelstat = E
(10)
pol + ε
(1)
pol,resp(3),
Eexch = E
(10)
exch + ε
(1)
exch(CCSD),
Eind+exch = E
(20)
ind,resp +
tE
(22)
ind + E
(20)
exch−ind,resp +
tE
(22)
exch−ind + δ
HF
int und
Edisp+exch = E
(20)
disp + ε
(2)
disp(2) + E
(20)
exch−disp
der Energiepartitionierung P2 aus Kapitel 7 bzw. aus Tabelle 7.1. Diese Potentialener-
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Abbildung 12.2: Test der Vorhersagekraft der Gesamtwechselwirkungsenergien des Fits an den
stationa¨ren Punkten der Potentialenergiefla¨che des Wasserdimers von Smith et al. [113] (siehe
auch Abb. 2.1). Die Vergleichswerte anderer Potentiale stammen aus [103]. Mit Fit wird das
in Abschnitt 12.1 beschriebene Modell bezeichnet. Literaturstellen fu¨r die anderen Fitmodelle:
SAPT-5st: [97], SAPT-5s [96], ASP-W4: [68].
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giefla¨che ist identisch mit derjenigen, die in Kapitel 12.1 beschrieben wurde, mit Ausnahme
des Fitmodells fu¨r die elektrostatische Austauschenergie, bei welchem es sich nun um das
skalierte U¨berlappungs-Modell aus Kapitel 9.2 statt des Modells von Stone mit zusa¨tzlichem
1/R-Term im Exponenten aus Kapitel 9.1 handelt.
Bei dem hier beschriebenen Fit ist die mittlere absolute prozentuale Abweichung an den
SAPT-Punkten der intermolekularen Potentialenergiefla¨che 8.328 % mit einer Standardabwei-
chung von 23.634 %. Die entsprechende mittlere absolute Abweichung des Fits ist 0.5616
kJ/mol mit einer Standardabweichung von 1.084 kJ/mol. Damit hat diese Potentialener-
giefla¨che eine bessere Qualita¨t als diejenige, die in Kapitel 12.1 beschrieben wurde, wie man
auch durch einen Vergleich der Abbildungen 12.3 und 12.1 erkennt. Die gro¨ßten verbleiben-
den Abweichungen in Abbildung (12.3) stammen von einigen Spitze-Kante-, Spitze-Fla¨che-,
Kante-Kante- und Kante-Fla¨che-Geometrien bei dem kurzen OO-Abstand von 2.5 A˚.
Betrachtet man die Fitqualita¨t an den stationa¨ren Punkten der intermolekularen Potentia-
lenergiefla¨che nach Smith et al. [113], sieht man (vgl. Tab. 12.4), daß die stationa¨ren Punkte
1-3 deutlich zu niedrig und die stationa¨ren Punkte 4-7 bei dem in diesem Kapitel beschriebe-
nen Fitmodell deutlich zu hoch liegen. Der der Minimumsgeometrie entsprechende stationa¨re
Punkt liegt beim Fit -1.06 kJ/mol zu niedrig. Dagegen liegt der Fit bei den g1-Geometrien mit
einem OO-Abstand von 3 bzw. 2.75 A˚ nur 0.22 bzw. 0.27 kJ/mol zu tief. Wie auch bei dem
im vorherigen Kapitel beschriebenen Fit wird der Fehler der Gesamtwechselwirkungsenergie
weitgehend durch die Fehler der austauschkorrigierten Induktions- und der elektrostatischen
Austauschenergie bestimmt. Bei den stationa¨ren Punkten 1 - 3 ist der Fehler der elektrostati-
schen Austauschenergie so gering, daß der Fehler in der Gesamtwechselwirkungsenergie bei den
stationa¨ren Punkten 1 - 3 fast ausschließlich durch die austauschkorrigierte Induktionsenergie
bestimmt wird. Bei den stationa¨ren Punkten 4 und 5 sind sowohl der Fehler der elektrostati-
schen Austauschenergie als auch der Fehler der austauschkorrigierten Induktionsenergie groß
und addieren sich. Bei dem stationa¨ren Punkt 6 wird der Fehler der Gesamtwechselwirkungs-
energie weitgehend durch den Fehler der elektrostatischen Austauschenergie bestimmt. Die
Besonderheit an dem stationa¨ren Punkt 8 ist, daß der Fehler der Gesamtwechselwirkungs-
energie nahezu Null ist, weil sich die einzig bedeutenden Fehler in der elektrostatischen - und
der elektrostatischen Austauschwechselwirkungsenergie gegenseitig aufheben. Vergleicht man
die Qualita¨t des hier beschriebenen Fits bei den Smith-Geometrien [113] (vgl. Abb. 2.1) mit
derjenigen anderer Potentialenergiefla¨chen (vgl. Tab. 12.3 und Abb. 12.4), sieht man, daß nach
wie vor die SAPT-5s- und die SAPT-5st-Potentialenergiefla¨che bessere Fitqualita¨ten zeigen
als der hier beschriebene Fit, wa¨hrend der Fit deutlich bessere Ergebnisse liefert als ASP-W4.
Betrachtet man die Daten der mit dem hier beschriebenen Potential bestimmten stati-
ona¨ren Punkte in Tabelle 12.5, sieht man, daß die Anzahl der imagina¨ren Frequenzen fu¨r
alle Geometrien bis auf den stationa¨ren Punkt Nr. 6 mit den Ergebnissen von Smith et al.
u¨bereinstimmen. Dies ist ein insgesamt sehr gutes Ergebnis, denn Millot et al. [68] haben gefun-
den, daß viele analytische Potentialenergiefla¨chen in dieser Hinsicht wesentlich schlechter sind.
Vergleicht man die Tunnelbarrieren fu¨r den hier beschriebenen Fit mit den SAPT-berechneten
Tunnelbarrieren an den stationa¨ren Punkten nach Smith et al., sieht man, daß die Tunnelbar-
riere fu¨r den stationa¨ren Punkt Nr. 2 gut mit den ab-initio-Daten u¨bereinstimmt. Die Barrieren
werden dagegen stark u¨berscha¨tzt fu¨r die stationa¨ren Punkte Nr. 4 und Nr. 9. Andererseits
sind die ab-initio-Daten ihrerseits nicht sehr genau, weil die Geometrien der stationa¨ren Punk-
te nach Smith et al. in einem kleinen Basissatz und ohne Counterpoise-Korrektur bestimmt
worden sind.
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Abbildung 12.3: Fitqualita¨t der Gesamtwechselwirkungsenergien. Die Gleichung der Regressi-
onsgeraden lautet: y = 0.9688x+ 0.230 mit einem Korrelationskoeffizienten von r = 0.99892.
Tabelle 12.3: Test der Vorhersagekraft der Gesamtwechselwirkungsenergien des Fits an den
stationa¨ren Punkten der Potentialenergiefla¨che des Wasserdimers von Smith et al. [113] (siehe
auch Abb. 2.1). Die Vergleichswerte anderer Potentiale stammen aus [103]. Mit Fit wird das in
Abschnitt 12.2 beschriebene Modell bezeichnet. Die Vergleichswerte des Fits wurden ebenfalls
an den stationa¨ren Punkten nach Smith et al. berechnet.
Geometrie SAPT-5st [97] SAPT-5s [96] ASP-W4 [68] Fit SAPT ∆
1 −20.79 −20.08 −19.43 −22.131 −21.073 −1.058
2 −18.39 −18.32 −15.82 −20.390 −19.059 −1.331
3 −18.35 −18.34 −14.99 −19.724 −18.966 −0.758
4 −17.73 −17.87 −17.10 −16.323 −17.882 1.559
5 −16.67 −16.85 −16.20 −15.705 −17.027 1.322
6 −16.70 −16.82 −15.38 −15.833 −16.955 1.122
7 −12.42 −12.79 −15.15 −12.968 −13.638 0.670
8 −4.55 −4.97 −6.72 −5.425 −5.444 0.019
9 −12.00 −12.08 −15.05 −12.413 −12.826 0.413
10 −9.71 −9.42 −10.92 −9.139 −9.318 0.179
Energien in kJ/mol. ∆ = Fit− SAPT .
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Abbildung 12.4: Test der Vorhersagekraft der Gesamtwechselwirkungsenergien des Fits an den
stationa¨ren Punkten der Potentialenergiefla¨che des Wasserdimers von Smith et al. [113] (siehe
auch Abb. 2.1). Die Vergleichswerte anderer Potentiale stammen aus [103]. Mit Fit wird das
in Abschnitt 12.2 beschriebene Modell bezeichnet. Literaturstellen fu¨r die anderen Fitmodelle:
SAPT-5st: [97], SAPT-5s: [96], ASP-W4: [68].
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Tabelle 12.5: Mit SAPT berechnete intermolekulare Wechselwirkungsenergien bei den Geome-
trien nach Smith et al. [113] (vgl. Abbildung 2.1) im Vergleich zu den Wechselwirkungsenergi-
en nach dem in Abschnitt 12.2 beschriebenen Modellpotential an dessen stationa¨ren Punkten.
ESAPTint ist die Wechselwirkungsenergie, die nach dem gleichen SAPT-Verfahren wie die in dieser
Arbeit gefittete Potentialenergiefla¨che berechnet wurde. Die ∆Eint-Werte sind die Differenzen
der Wechselwirkungsenergien zur Wechselwirkungsenergie an dem Potentialminimum der ent-
sprechenden Fla¨che. ROO ist der OO-Abstand der jeweiligen Geometrie. Ni ist die Anzahl der
imagina¨ren Frequenzen der jeweiligen Geometrie. Bei den Smith-Geometrien wurde Ni mit
einem nicht Counterpoise korrigierten MP2-Verfahren bestimmt; bei den stationa¨ren Punkten
des hier beschriebenen Fits wurde Ni mit dem entsprechenden Fitpotential bestimmt. Die ge-
nauen Koordinaten der stationa¨ren Punkte des in diesem Kapitel beschriebenen Fitpotentials
findet man in Anhang B.
Geometrien von Smith et al. [113] Geometrien nach dem Fit
Nr. ESAPTint ∆E
SAPT
int Ni ROO [A˚] E
Fit
int ∆E
Fit
int E
Fit
int ∆E
Fit
int Ni ROO [A˚]
1 -21.07 0.00 0 2.896 -22.13 0.00 -22.78 0.00 0 2.862
2 -19.06 2.01 1 2.914 -20.39 1.74 -20.83 1.95 1 2.873
3 -18.97 2.11 2 2.916 -19.72 2.41 -19.79 2.99 2 2.894
4 -17.88 3.19 1 2.770 -16.32 5.81 -17.42 5.36 1 2.916
5 -17.03 4.05 2 2.746 -15.71 6.42 -15.69 7.09 2 2.909
6 -16.96 4.12 3 2.735 -15.83 6.30 -16.03 6.75 1 2.754
7 -13.64 7.44 2 2.868 -12.97 9.16 -12.74 10.04 2 2.997
8 -5.44 15.63 3 3.382 -5.43 16.70 -5.82 16.96 3 3.422
9 -12.83 8.25 1 2.918 -12.41 9.72 -12.83 9.95 1 3.048
10 -9.32 11.75 2 3.105 -9.14 12.99 -9.32 13.46 2 3.213
Energien in kJ/mol
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12.3 Vergleich der zweiten Virialkoeffizienten
In diesem Kapitel sollen die zweiten Virialkoeffizienten der intermolekularen Potentialener-
giefla¨chen, die in den Kapiteln 12.1 und 12.2 beschrieben worden sind, mit den entsprechenden
Virialkoeffizienten des ASP-W4-Potentials [68], des SAPT-5s- sowie des SAPT-5st-Potentials
[96, 97] und des TTM2-R-Potentials [69] verglichen werden. Die Virialkoeffizienten der in die-
ser Arbeit entworfenen intermolekularen Potentialenergiefla¨chen wurden durch Einbinden des
OOFit-Programmes (vgl. Kap. F.2) in die Routinen des ORIENT-Programmpacketes [218]
zur Berechnung von zweiten Virialkoeffizienten generiert. Zusa¨tzlich zu den standardma¨ßig in
ORIENT vorhandenen Routinen zur Berechnung des klassischen zweiten Virialkoeffizienten
(2.8) und seiner Quantenkorrektur 1. Ordnung (2.12) wurde der Ausdruck (2.14) mit (2.15)
von Takahashi et al. [124] implementiert, der Resultate ergibt, die mit den vollsta¨ndig quan-
tenkorrigerten zweiten Virialkoeffizienten sehr gut u¨bereinstimmen [120]. Fu¨r die Theorie zu
den zweiten Virialkoeffizienten sei auf Kapitel 2.3 verwiesen. Die Energiegradienten der Poten-
tialenergiefla¨chen, die fu¨r (2.12) und (2.15) beno¨tigt werden, wurden numerisch bestimmt. Fu¨r
die Orientierungsmittelung in (2.8), (2.12) und (2.14) wurden 40000 unterschiedliche Orientie-
rungen verwendet. Fu¨r die radiale Integration wurden fu¨r Monomer-Monomer-Absta¨nde von
0-4 bohr Schrittweiten von 0.5 bohr verwendet, von 4-10 bohr Schrittweiten von 0.1 bohr, von
10-12 bohr Schrittweiten von 0.5 bohr und von 12-40 bohr Schrittweiten von 1 bohr. Integriert
wurde mit der Trapezregel.
Im Folgenden soll der Fit, der in Kapitel 12.1 beschrieben wurde, mit “Stone-Fit” be-
zeichnet werden und der Fit, der in Kapitel 12.2 beschrieben wurde, mit “Overlap-Fit”. Als
Vergleichswerte wurden die experimentellen Daten aus [219] verwendet. Die zweiten Viri-
alkoeffizienten fu¨r diese beiden Potentiale und fu¨r die anderen Modellpotentiale sowie die
experimentellen zweiten Virialkoeffizienten sind fu¨r unterschiedliche Beispieltemperaturen in
Tabelle 12.6 gezeigt. Die Differenzen der zweiten Virialkoeffizienten zu den experimentellen
Daten sind in Abbildung 12.5 aufgetragen. Zuna¨chst sei hier der Stone-Fit diskutiert. In allen
Fa¨llen liegen die quantenkorrigierten zweiten Virialkoeffizienten des Stone-Fits im Vergleich
zu den experimentellen Daten zu hoch. Betrachtet man dessen Werte fu¨r BTI2 (vgl. (2.14))
sieht man, daß der Fehler des Stone-Fits in den Temperaturbereichen ≥423.15 K und ≤273.15
K prozentuale Abweichungen hat, die kleiner als 10 % sind. Die maximale prozentuale Abwei-
chung tritt bei 323.15 K auf und betra¨gt 12.1 %. Hinter diesem Abweichungsmaximum sinkt
der Fehler mit steigender Temperatur schnell auf etwa 10 % ab und bleibt bis etwa 673 K auf
diesem Niveau. Von 673 K bis 873 K sinkt die prozentuale Abweichung ungefa¨hr linear auf
etwa 6 % ab. Im Tieftemperaturbereich sinkt der prozentuale Fehler mit sinkender Tempera-
tur. So betra¨gt die prozentuale Abweichung bei 253.15 K 3.02 %. Die prozentuale Abweichung
des in erster Ordnung quantenkorrigierten zweiten Virialkoeffizienten Bcl+qm12 fa¨llt von etwa
30 % bei 253.15 K bis etwa 5 % bei 873.15 K monoton ab, wobei von 473.15 K bis 673.15
K ein Plateau mit prozentualen Abweichungen von na¨herungsweise 10 % durchlaufen wird.
Hinter diesem Plateau fallen die prozentualen Abweichungen nahezu linear auf etwa 5 % ab.
Bemerkenswert ist, daß die Werte fu¨r Bcl2 u¨ber einen weiten Temperaturbereich bessere Werte
liefern als die quantenkorrigierten Werte. So ist die prozentuale Abweichung von Bcl2 zwischen
373.15 K und 873.15 K kleiner als 5 %. Insgesamt la¨ßt sich sagen, daß der Stone-Fit vor allem
bei tiefen und hohen Temperaturen gute Resultate liefert, wie der Verlauf von BTI2 zeigt. Zu
den Resultaten bei hohen Temperaturen ist allerdings anzumerken, daß bereits der klassische
zweite Virialkoeffizient, der eigentlich zu niedrig liegen sollte, zu hoch liegt. Wendet man nun
eine Quantenkorrektur an, steigt der Wert des zweiten Virialkoeffizienten weiter, denn diese
ist immer positiv.
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Betrachtet man nun den Overlap-Fit, sieht man, daß hier die Qualita¨t des zweiten Virialko-
effizienten weitaus schlechter ist, wobei auch hier die quantenkorrigierten zweiten Virialkoeffi-
zienten im Vergleich zu den experimentellen Daten zu hoch liegen. Die maximale prozentuale
Abweichung von BTI2 betra¨gt hier etwa 20 % und liegt bei einer Temperatur von etwa 298
K. Hinter diesem Abweichungsmaximum durchla¨uft die prozentuale Abweichung mit steigen-
den Temperaturen ein Plateau mit einer Ho¨he von etwa 13 %, das sich u¨ber einen Bereich
von 473.15 K bis 673.15 K erstreckt. Hinter diesem Plateau fa¨llt die prozentuale Abweichung
ungefa¨hr linear auf etwa 8 % bei 873.15 K ab. Der zweite Virialkoeffizient mit der Quanten-
korrektur 1. Ordnung fu¨r den Overlap-Fit zeigt, wie zu erwarten, ebenfalls eine sehr schlechte
Qualita¨t. Die prozentualen Abweichungen sinken von etwa 35 % bei 253.15 K auf ein Plateau
von 12-14 %, das sich von 473-673 K erstreckt, ab. Hinter diesem Plateau fa¨llt die prozentuale
Abweichung ungefa¨hr linear auf etwa 8 % bei 873.15 K.
Vergleicht man die Qualita¨t der zweiten Virialkoeffizienten des Stone-Fits mit der der
erwa¨hnten anderen Fits, fa¨llt im Hochtemperaturbereich auf, daß die zweiten Virialkoeffizien-
ten des Stone-Fits bei 873.15 K zu hoch liegen, wa¨hrend diejenigen der anderen Fits zu niedrig
liegen. Das Problem des Stone-Fits ist hierbei, daß bereits Bcl2 zu hoch ist. Die Quantenkor-
rekturen, die zu Bcl2 addiert werden, sind immer positiv, so daß durch die Quantenkorrekturen
die Abweichung noch vergro¨ßert wird. Bei den anderen Modellpotentialen dagegen tritt das
Problem auf, daß die zweiten Virialkoeffizienten mit der Quantenkorrektur erster Ordnung
eigentlich zu hoch liegen mu¨ßten, weil die Quantenkorrektur erster Ordnung die zweiten Viri-
alkoeffizienten u¨berkorrigiert. Nun sind diese mit der Quantenkorrektur 1. Ordnung korrigier-
ten zweiten Virialkoeffizienten bei 873.15 K zu niedrig, wobei eine ho¨here Quantenkorrektur
diese Virialkoeffizienten noch weiter absenken wu¨rde und damit die Abweichungen vergro¨ßern
wu¨rde. Es ist allerdings zu erwarten, daß diese ho¨heren Quantenkorrekturen bei so hohen
Temperaturen nur sehr kleine Betra¨ge haben. Zum Vergleich seien hier die prozentualen Ab-
weichungen der in erster Ordnung quantenkorrigierten zweiten Virialkoeffizienten bei 873.15
K angegeben. Wie bereits erwa¨hnt, liegt der Stone-Fit bei dieser Temperatur bei einer Abwei-
chung von +5 %, wa¨hrend das ASP-W4-, das SAPT-5s- und das SAPT-5st-Modellpotential
etwa 5 % zu niedrig liegen. Das TTM2-R-Potential liegt bereits bei 773.15 K etwa 9 % zu
niedrig. Im mittleren Temperaturbereich hat der zweite Virialkoeffizient des Stone-Fits eine
leicht bessere Qualita¨t als der des SAPT-5st-Potentials, ist aber schlechter als der der anderen
Vergleichspotentiale. Bei 253.15 K ist die U¨bereinstimmung von BTI2 des Stone-Fits mit dem
experimentellen zweiten Virialkoeffizienten hervorragend. Leider sind keine Vergleichswerte
von anderen Modellpotentialen in diesem Temperaturbereich vorhanden. Zudem werden die
experimentellen Daten fu¨r den zweiten Virialkoeffizienten bei tiefen Temperaturen sehr unge-
nau.
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Abbildung 12.5: Vergleich der Differenzen der mit unterschiedlichen Fitmodellen erhaltenen
zweiten Virialkoeffizienten zu den experimentellen Daten aus [219]. Die Verfahren zur Berech-
nung der zweiten Virialkoeffizienten aus einem Modellpotential sind in Kapitel 2.3 erla¨utert.
“Stone-Fit” steht fu¨r die Potentialenergiefla¨che aus Kapitel 12.1 und “Overlap-Fit” fu¨r die
Potentialenergiefla¨che aus Kapitel 12.2. Die Literaturstellen fu¨r die anderen Modellpotentiale
sind: ASP-W4: [68], SAPT-5s: [96], SAPT-5st: [97], TTM2-R: [69].
Kapitel 13
Zusammenfassung
Es existiert eine große Anzahl von intermolekularen Potentialenergiehyperfla¨chen fu¨r das Was-
serdimer. Die analytischen Ausdru¨cke dieser Potentialenergiefla¨chen enthalten Terme, die die
unterschiedlichen physikalischen Einzelbeibetra¨ge der intermolekularen Wechselwirkungsener-
gie wie z.B. die elektrostatische, Induktions-, Charge-Transfer-, Dispersions- und Austausch-
wechselwirkungsenergie darstellen sollen. Die Potentialenergiefla¨chen werden entweder durch
Fitten der Parameter der Summe dieser Ausdru¨cke an die Gesamtwechselwirkungsenergie er-
halten oder verwenden die herko¨mmliche Multipolentwicklung fu¨r einige dieser Energiebei-
tra¨ge. Hierbei wird man in beiden Fa¨llen der physikalischen Natur der einzelnen intermoleku-
laren Wechselwirkungsbeitra¨ge nicht gerecht; im ersten Fall, weil durch einen Fit sa¨mtlicher
Parameter an die Gesamtwechselwirkungsenergie natu¨rlich nicht die einzelnen physikalischen
Komponenten der Gesamtwechselwirkungsenergie wiedergegeben werden ko¨nnen, und im zwei-
ten Fall, weil die herko¨mmliche multipolentwickelte Wechselwirkungsenergie nicht die Effekte
der U¨berlappung der Elektronendichten der Monomere bei verha¨ltnisma¨ßig kurzen intermole-
kularen Absta¨nden beru¨cksichtigt. In der Tat zeigt sich [103], daß die heutigen intermolekula-
ren Potentialenergiefla¨chen fu¨r das Wasserdimer in der Regel nicht ada¨quat die physikalischen
Einzelkomponenten wiedergeben.
Mit dem SAPT Programmpacket [105, 106] ist ein Verfahren zuga¨nglich, das die Berech-
nung der physikalisch bedeutsamen Einzelenergiebeitra¨ge zur intermolekularen Wechselwir-
kungsenergie auf ab-initio-Niveau ermo¨glicht. Somit lassen sich mit Hilfe von SAPT inter-
molekulare Potentialenergiefla¨chen konstruieren, indem man die mit SAPT berechneten Ein-
zelkomponenten der intermolekularen Wechselwirkungsenergie getrennt an mo¨glichst physika-
lisch motivierte Modelle fittet und die gesamte intermolekulare Wechselwirkungsenergie als
die Summe dieser Potentialenergiefla¨chen der Einzelkomponenten darstellt. Daru¨ber hinaus
lassen sich die Anforderungen untersuchen, die die einzelnen, mit SAPT berechneten, inter-
molekularen Wechselwirkungsenergiebeitra¨ge an den Basissatz stellen. So kann z.B. Aufschluß
daru¨ber erhalten werden, welche erwu¨nschten oder unerwu¨nschten Effekte die Verwendung
von Bondfunktionen auf die einzelnen intermolekularen Wechselwirkungsenergiebeitra¨ge hat.
Dies und ein Vergleich der unterschiedlichen ab-initio-Korrelationsverfahren fu¨r die intermo-
lekulare Wechselwirkungsenergie des Wasserdimers bei unterschiedlichen Orientierungen und
Absta¨nden der Monomere ist Gegenstand des ersten Teils dieser Arbeit.
Die Hauptabsicht dieser Arbeit war jedoch, die physikalisch bedeutsamen Einzelenergiebei-
tra¨ge zur intermolekularen Wechselwirkungsenergie getrennt zu fitten. Die Hoffnung hierbei
ist, daß ein physikalisch motivierter Fit weniger ab-initio-Punkte auf der intermolekularen
Potentialenergiefla¨che beno¨tigt. So wurden bei dieser Arbeit nur 472 Punkte auf der inter-
molekularen Potentialenergiefla¨che berechnet. Im Vergleich dazu wurden zur Generierung des
169
170
intermolekularen SAPT-5s-Potentials des Wasserdimers 2510 ab-initio-Punkte auf der Poten-
tialenergiefla¨che verwendet.
Eines der Hauptprobleme eines Fits der physikalischen Einzelkomponenten ist, daß die be-
quem und billig zu berechnende herko¨mmliche Multipolentwicklung hierfu¨r ungeeignet ist, da
sie, wie erwa¨hnt, nicht die Effekte der U¨berlappung der Ladungsdichten der beiden Monomere
beschreiben kann. Eine vollsta¨ndige Beru¨cksichtigung der Ladungs-U¨berlappungseffekte kann
erreicht werden, indem man die Elektronendichten bzw. Elektronendichte-Responsefunktionen
an einen Fitbasissatz von Gauß- oder Slaterfunktionen fittet. Ein Problem ist hier die Wahl
eines nicht zu großen Fitbasissatzes und die Wahl des Kriteriums fu¨r die Gewichtung der
Abweichung der Elektronendichte des Fits von der ab-initio-berechneten Elektronendichte.
Dieses Problem konnte in dieser Arbeit fu¨r den elektrostatischen Wechselwirkungsenergiebei-
trag befriedigend mit einem Basissatz von 81 Gauß-1s-Funktionen gelo¨st werden. Das ver-
wendete Gewichtungskriterium fu¨r die Abweichung der gefitteten Dichte liefert sogar bessere
Ergebnisse fu¨r die elektrostatische Wechselwirkung zwischen zwei Wassermoleku¨len als die
Density-Fitting-Routinen eines Standard-ab-initio-Programmpacketes [159] mit der gleichen
Fitbasis. Bei der entsprechenden Behandlung der Induktionsenergie stellt sich das Problem,
daß man die Ladungsdichte-Responsefunktion zur Verfu¨gung haben muß. Daher konnte hier
nur die uncoupled Hartree-Fock-Induktionsenergie nach dieser Methode modelliert werden,
deren statische Ladungsdichte-Responsefunktion u¨ber die MP2-Density-Fitting-Routinen von
MOLPRO zuga¨nglich ist. Bei dem Fit der statischen Ladungsdichte-Responsefunktion ist das
Problem der Wahl des Fitbasissatzes schwieriger zu lo¨sen als bei der Elektronendichte, weil die
Ladungsdichte als Antwort auf die Sto¨rung durch das Feld des anderen Monomers verschoben
werden ko¨nnen muß. Um diese Probleme in Grenzen zu halten, wurde lediglich die monomer-
zentrierte Dichte-Responsefunktion gefittet und die Differenz von dimer- und monomerzen-
trierter Induktionsenergie als Charge-Transfer-Wechselwirkung mit einem anisotropen, expo-
nentiell abfallenden Fitmodell getrennt gefittet. Doch selbst fu¨r die monomerzentrierte Dichte-
Responsefunktion konnte scheinbar kein geeigneter Fitbasissatz gefunden werden, denn die so
modellierte Induktionsenergie ist nur von ma¨ßiger Qualita¨t.
Ein großer Nachteil dieser Dichtefit-Methoden ist, daß die Berechnung der intermolekula-
ren Wechselwirkungen mit einem Fitbasissatz im Vergleich zur entsprechenden multipolent-
wickelten Wechselwirkungsenergie aufwendig ist. Allerdings wurde von Gill [169] ein Verfahren
entwickelt, das die hierfu¨r beno¨tigte Berechnung der Coulombintegrale bei großen Absta¨nden
kontinuierlich in eine modifizierte Multipolentwicklung u¨bergehen la¨ßt. Man teilt hierbei den
1/R-Term in den Dichte-Dichte-Coulombintegralen mit Hilfe der Fehlerfunktion in einen lang-
reichweitigen L(r) und einen kurzreichweitigen Anteil S(r) auf:
1
r
= L(r) + S(r) (13.1)
=
erf(r)
r
+
1− erf(r)
r
(13.2)
mit
L(r) =
erf(r)
r
, S(r) =
1− erf(r)
r
. (13.3)
Mit dem kurzreichweitigen Anteil S(r) werden die Dichte-Dichte-Coulomb-Integrale berechnet,
wa¨hrend L(r) multipolentwickelt wird. Weil S(R) durch die Fehlerfunktion abgeschnitten wird,
mu¨ssen nur bei kurzen intermolekularen Absta¨nden r Integrale berechnet werden. Die bipolare
Multipolentwicklung von L(r) in kartesische Momente wurde von Hetzer [161] durchgefu¨hrt.
171
In dieser Arbeit wurde die entsprechende Multipolentwicklung in spha¨rische Multipolmomente
vorgenommen.
Um ein Modell zu finden, das noch unaufwendiger zu berechnen ist, wurde hier die Be-
obachtung ausgenutzt, daß sich die elektrostatische Wechselwirkungsenergie zwischen zwei
neutralen Atomen mit Slater-1s-Ladungsdichten sehr gut durch Morsefunktionen beschrei-
ben la¨ßt. Daher wurden in dieser Arbeit zu einer ungeda¨mpften bzw. zu einer geda¨mpften
Multipolentwicklung anisotrope Morsefunktionen addiert. Die Fitqualita¨t des Resultates war
befriedigend, doch die Vorhersagekraft des Potentials fu¨r Punkte, die nicht im Fit enthalten
waren, ist so schlecht, daß dieses Modell im Gegensatz zum oben beschriebenen Dichtefit der
Elektronendichte des Wassermonomers an Gauß-1s-Funktionen leider nicht brauchbar ist.
Eine Methode, Modellpotentiale fu¨r Energiebeitra¨ge zu finden, bei denen Ladungs-U¨ber-
lappungseffekte sich nicht sehr stark auswirken, ist, die Ausdru¨cke fu¨r die Multipol-Wech-
selwirkung zu modifizieren. So hat z.B. Thole [99] einen der beiden wechselwirkenden Mul-
tipole “verschmiert”, was sich unabha¨ngig davon, welcher der beiden Multipole verschmiert
wird, in der gleichen Modifikation des elektrostatischen Wechselwirkungstensors auswirkt. Am
ha¨ufigsten wird hingegen wie bei den beliebten Tang-Toennies-Da¨mpfungsfunktionen [95] der
Ansatz gewa¨hlt, daß man den 1/Rn-Term mit einer Da¨mpfungsfunktion fn(R) multipliziert.
In dieser Arbeit wurde der Ansatz gewa¨hlt, den 1/R-Term im elektrostatischen Wechselwir-
kungstensor durch eine Funktion zu ersetzen, die der Funktion a¨hnelt, die von Ohno [165] und
Klopman [166] zur Modellierung von p-p-pi-Coulombintegralen verwendet wurde. Da¨mpft man
die multipolentwickelten Induktions- und Dispersionsbeitra¨ge und fu¨gt anisotrope, exponen-
tiell abfallende Funktionen hinzu, erha¨lt man befriedigende Fitresultate.
Die Austauschwechselwirkungsenergiebeitra¨ge lassen sich, wie in dieser Arbeit untersucht,
gut durch anisotrope, exponentiell abfallende Funktionen a¨hnlich denen von Stone et al. [207,
208] oder durch Skalierung der Ladungsdichte-U¨berlappung a¨hnlich einem Ansatz von Kim et
al. [210] modellieren.
Fu¨r die intermolekulare Gesamtwechselwirkungsenergie wurden letztlich zwei Ansa¨tze ge-
macht, die sich in dem verwendeten Fitmodell fu¨r die Austauschwechselwirkungsenergie un-
terscheiden. Es wurden vier unterschiedliche Komponenten zur intermolekularen Wechselwir-
kungsenergie getrennt gfittet, und zwar die Summen
Eelstat = E
(10)
pol + ε
(1)
pol,resp(3),
Eexch = E
(10)
exch + ε
(1)
exch(CCSD),
Eind+exch = E
(20)
ind,resp +
tE
(22)
ind + E
(20)
exch−ind,resp +
tE
(22)
exch−ind + δ
HF
int und
Edisp+exch = E
(20)
disp + ε
(2)
disp(2) + E
(20)
exch−disp.
Eelstat wurde durch den Fit der Elektronendichte des Wassermonomers an Gauß-1s-Funk-
tionen beschrieben. Eind+exch und Edisp+exch wurden durch Einzentren-Multipolentwicklungen
der statischen bzw. dynamischen Polarisierbarkeiten dargestellt, wobei in den elektrostatischen
Wechselwirkungstensoren der 1/R-Term durch geda¨mpfte Funktionen a¨hnlich denen von Ohno
[165] und Klopman [166] ersetzt wurde. Sowohl bei der Induktions- als auch bei der Disper-
sionsenergie wurden anisotrope exponentiell abfallende Funktionen hinzuaddiert, die denen
von Stone entsprechen [207, 208], die jedoch einen zusa¨tzlichen isotropen 1/R-Term im Expo-
nenten enthalten. Fu¨r Eexch wurden bei einem der beiden Fitmodelle wieder die Stone’schen
anisotropen exponentiell abfallenden Funktionen [207, 208] verwendet, die um einen isotropen
1/R-Term im Exponenten erweitert wurden und damit die gleiche Form haben, wie die ani-
sotropen exponentiell abfallenden Funktionen bei den Induktions- und Dispersionsenergien.
Bei dem anderen der beiden Fitmodelle wurde Eexch durch Skalierung der Ladungsdichte-
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U¨berlappung a¨hnlich einem Ansatz von Kim et al. [210] modelliert. Wa¨hrend alle anderen
Fits an intermolekulare Wechselwirkungsenergiebeitra¨ge mit einer prozentualen Gewichtung
der Abweichungen zwischen Fit und ab-initio-Punkten erfolgten, mußte der Fit von Eexch
durch Skalierung der Ladungsdichte-U¨berlappung nach einem Least Squares-Verfahren mit
gleicher Gewichtung aller Punkte durchgefu¨hrt werden, um eine hinreichende Fitqualita¨t zu
erzielen. Die Fitqualita¨t wurde sowohl bei den Fits der Einzelenergiebeitra¨ge als auch bei der
Potentialenergiefla¨che der Gesamt-Wechselwirkungsenergien durch Vergleich der mit SAPT
berechneten Werte mit den entsprechenden Werten des Modellpotentials sowohl an den Fit-
punkten als auch an den 10 stationa¨ren Punkten der intermolekularen Potentialenergiefla¨che
des Wasserdimers nach Smith et al. [113] (vgl. Abbildung 2.1 in Kapitel 2.1) getestet, wobei
die 10 stationa¨ren Punkte nicht beim Anpassen der Potentialenergiefla¨chen der Einzelenergie-
beitra¨ge beru¨cksichtigt wurden.
Das Fitmodell fu¨r die intermolekulare Gesamt-Wechselwirkungsenergie, bei dem Eexch
durch das modifizierte Stone-Modell mit zusa¨tzlichem 1/R-Term im Exponenten beschrieben
wurde, zeigt an 6 stationa¨ren Punkten der Potentialenergiefla¨che des Wasserdimers nach Smith
et al. [113] Abweichungen EFit −ESAPT von -1.24 kJ/mol bis -2.03 kJ/mol und an den ande-
ren vier stationa¨ren Punkten Abweichungen von -0.26 bis +0.47 kJ/mol. Die Abweichungen
bei Geometrien, die dem absoluten Minimum der intermolekularen Potentialenergiefla¨che des
Wasserdimers a¨hneln, liegen zwischen -0.50 kJ/mol und -1.57 kJ/mol. Der Großteil der Punk-
te der intermolekularen Potentialenergiefla¨che, die bei dem Fitprozess beru¨cksichtigt wurden,
zeigt Abweichungen der Gesamt-Wechselwirkungsenergie zwischen -1 kJ/mol und +1 kJ/mol.
Die Hauptschuld an den verha¨ltnisma¨ßig großen Abweichungen an den 10 stationa¨ren Punk-
ten tragen die Fits von Eexch und Eind+exch, wobei der Fit von Eexch bei allen 10 stationa¨ren
Punkten zu niedrig liegt.
Bei dem Fitmodell, bei dem Eexch durch Skalierung der Ladungsdichte-U¨berlappung mo-
delliert wurde, zeigen drei stationa¨re Punkte der intermolekularen Potentialenergiefla¨che nach
Smith et al. [113] Abweichungen EFit−ESAPT zwischen -0.78 und -1.33 kJ/mol, vier stationa¨re
Punkte Abweichungen zwischen +0.67 und +1.56 kJ/mol und drei stationa¨re Punkte Abwei-
chungen zwischen +0.02 und +0.41 kJ/mol. Die Geometrien, die dem absoluten Minimum
der intermolekularen Potentialenergiefla¨che a¨hneln, zeigen Abweichungen zwischen -1.06 und
-0.22 kJ/mol. Auch bei diesem Fitmodell tragen der Fit von Eexch und Eind+exch die Haupt-
schuld an den verha¨ltnisma¨ßig großen Abweichungen an den stationa¨ren Punkten. Mehr als
die Ha¨lfte der Punkte, die beim Fitten dieser Potentialenergiefla¨che verwendet wurden, zeigt
Abweichungen zwischen -0.5 und +0.5 kJ/mol. Somit la¨ßt sich allgemein sagen, daß an diesen
Punkten sowie an den 10 stationa¨ren Punkten der intermolekularen Potentialenergiefla¨che des
Wasserdimers nach Smith et al. [113] bei diesem Fit die U¨bereinstimmung besser ist als bei der
Potentialenergiefla¨che, bei der Eexch nach dem modifizierten Stone-Modell mit zusa¨tzlichem
1/R-Term im Exponenten beschrieben wurde.
Bestimmt man mit den beiden Fitmodellen fu¨r die intermolekulare Gesamtwechselwir-
kungsenergie die stationa¨ren Punkte, bemerkt man bei dem Fitmodell, bei dem Eexch durch
das modifizierte Stone-Modell mit zusa¨tzlichem 1/R-Term im Exponenten beschrieben wurde,
daß dieses nicht die Geometrie ada¨quat wiedergibt, die dem absoluten Minimum der inter-
molekularen Potentialenergiefla¨che entspricht. Demgegenu¨ber beschreibt das Fitmodell, bei
dem Eexch durch Skalierung der Ladungsdichte-U¨berlappung modelliert wurde, alle 10 stati-
ona¨ren Punkte der intermolekularen Potentialenergiefla¨che qualitativ richtig und reproduziert
sogar bei 9 stationa¨ren Punkten die nach Smith et al. auf nicht Counterpoise-korrigiertem
MP2-Niveau berechnete Anzahl der imagina¨ren Frequenzen.
Diesen Tendenzen widersprechend ist die Qualita¨t der zweiten Virialkoeffizienten des Fit-
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modells fu¨r die intermolekulare Gesamt-Wechselwirkungsenergie, bei dem Eexch durch Ska-
lierung der Ladungsdichte-U¨berlappung modelliert wurde, deutlich schlechter als bei dem
Fitmodell, bei dem Eexch durch das modifizierte Stone-Modell mit zusa¨tzlichem 1/R-Term
im Exponenten beschrieben wurde, wobei die zweiten Virialkoeffizienten des letztgenannten
Fitmodells eine geringfu¨gig bessere Qualita¨t als die des SAPT-5st-Potentials [96, 97] haben.
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Anhang A
Fu¨r die Untersuchung der Effekte der
Bondfunktionen und der
Basis-Teilsa¨tze verwendete Geometrien
xyz-Koordinaten (in A˚) der in dem Kapitel
u¨ber die Effekte der Bondfunktionen und der
Basis-Teilsa¨tze mit H-H bezeichneten Geo-
metrie.
x y z
O 0.000000 0.000000 0.000000
H 0.040528 0.000000 0.970777
H 0.928766 0.000000 -0.285382
F 0.000000 0.000000 1.750000
O 0.000000 0.000000 3.500000
H -0.040528 0.000000 2.529223
H -0.928766 0.000000 3.785382
xyz-Koordinaten (in A˚) der in dem Kapitel
u¨ber die Effekte der Bondfunktionen und der
Basis-Teilsa¨tze mit H-X2 bezeichneten Geo-
metrie.
x y z
O 0.000000 0.000000 0.000000
H 0.000000 0.000000 0.971601
H 0.939840 0.000000 -0.246387
F -0.174772 0.000000 1.465969
O -0.349550 0.000000 2.931981
H -0.877487 -0.769228 3.203237
H -0.877487 0.769228 3.203237
xyz-Koordinaten (in A˚) der in dem Kapitel
u¨ber die Effekte der Bondfunktionen und der
Basis-Teilsa¨tze mit H-X1 bezeichneten Geo-
metrie.
x y z
O 0.000000 0.000000 0.000000
H 0.000000 0.000000 0.971601
H 0.939840 0.000000 -0.246387
F -0.174774 0.000000 1.215989
O -0.349550 0.000000 2.431981
H -0.877487 -0.769228 2.703237
H -0.877487 0.769228 2.703237
xyz-Koordinaten (in A˚) der in dem Kapitel
u¨ber die Effekte der Bondfunktionen und der
Basis-Teilsa¨tze mit H-X3 bezeichneten Geo-
metrie.
x y z
O 0.000000 0.000000 0.000000
H 0.000000 0.000000 0.971601
H 0.939840 0.000000 -0.246387
F -0.174777 0.000000 1.716002
O -0.349550 0.000000 3.431981
H -0.877487 -0.769228 3.703237
H -0.877487 0.769228 3.703237
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xyz-Koordinaten (in A˚) der in dem Kapitel
u¨ber die Effekte der Bondfunktionen und der
Basis-Teilsa¨tze mit X-HH bezeichneten Geo-
metrie.
x y z
O 0.000000 0.000000 0.000000
H 0.769237 -0.484647 -0.342697
H -0.769237 -0.484647 -0.342697
F 0.000000 0.000000 1.476405
O 0.000000 0.000000 2.952809
H -0.769237 0.000000 2.359240
H 0.769237 0.000000 2.359240
xyz-Koordinaten (in A˚) der in dem Kapitel
u¨ber die Effekte der Bondfunktionen und der
Basis-Teilsa¨tze mit X-X bezeichneten Geo-
metrie.
x y z
O 0.000000 0.000000 0.000000
H 0.769237 -0.484647 -0.342697
H -0.769237 -0.484647 -0.342697
F 0.000000 0.000000 1.476405
O 0.000000 0.000000 2.952809
H 0.769237 0.484647 3.295506
H -0.769237 0.484647 3.295506
Anhang B
Stationa¨re Punkte der gefitteten
Potentialenergiefla¨che
xyz-Koordinaten (in A˚) des stationa¨ren
Punktes der gefitteten Potentialener-
giefla¨che, der der Geometrie 1 aus
Abbildung 2.1 entspricht. Die Poten-
tialenergiefla¨che wurde in Kapitel 12.2
erla¨utert.
x y z
O -0.023149 0.000000 -0.149570
H 0.083906 -0.000000 0.816140
H 0.883847 -0.000000 -0.498017
O 0.010645 -0.000000 2.711885
H -0.383851 0.769239 3.155394
H -0.383851 -0.769239 3.155394
xyz-Koordinaten (in A˚) des stationa¨ren
Punktes der gefitteten Potentialener-
giefla¨che, der der Geometrie 3 aus
Abbildung 2.1 entspricht. Die Poten-
tialenergiefla¨che wurde in Kapitel 12.2
erla¨utert.
x y z
O -0.053369 0.000000 -0.038677
H 0.855153 0.000000 -0.383124
H 0.049429 0.000000 0.927496
O 0.011346 -0.000000 2.854960
H -0.867404 0.000000 3.269513
H 0.635189 0.000000 3.599860
xyz-Koordinaten (in A˚) des stationa¨ren
Punktes der gefitteten Potentialener-
giefla¨che, der der Geometrie 2 aus
Abbildung 2.1 entspricht. Die Poten-
tialenergiefla¨che wurde in Kapitel 12.2
erla¨utert.
x y z
O 0.000088 -0.000090 0.000121
H -0.564153 -0.713555 -0.341429
H -0.000841 -0.125081 0.963674
O -0.000088 0.000090 2.873311
H -0.306291 -0.663705 3.513367
H -0.349818 0.843199 3.206346
xyz-Koordinaten (in A˚) des stationa¨ren
Punktes der gefitteten Potentialener-
giefla¨che, der der Geometrie 4 aus
Abbildung 2.1 entspricht. Die Poten-
tialenergiefla¨che wurde in Kapitel 12.2
erla¨utert.
x y z
O -0.025072 -0.113079 -0.068961
H 0.380197 0.621703 -0.558767
H -0.573380 0.315505 0.609073
O 0.025072 0.113079 2.838146
H 0.573380 -0.315505 2.160112
H -0.380197 -0.621703 3.327951
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xyz-Koordinaten (in A˚) des stationa¨ren
Punktes der gefitteten Potentialener-
giefla¨che, der der Geometrie 5 aus
Abbildung 2.1 entspricht. Die Poten-
tialenergiefla¨che wurde in Kapitel 12.2
erla¨utert.
x y z
O 0.025971 0.064585 -0.080311
H 0.235026 -0.662520 -0.689960
H -0.580623 -0.326160 0.570395
O -0.069326 0.005394 2.826216
H 0.488675 -0.505580 3.435803
H 0.550603 0.374600 2.175500
xyz-Koordinaten (in A˚) des stationa¨ren
Punktes der gefitteten Potentialener-
giefla¨che, der der Geometrie 7 aus
Abbildung 2.1 entspricht. Die Poten-
tialenergiefla¨che wurde in Kapitel 12.2
erla¨utert.
x y z
O -0.036423 0.000000 -0.007482
H 0.935177 0.000000 -0.000482
H -0.276038 -0.000000 -0.949097
O 0.018607 -0.000000 2.989413
H -0.187045 -0.769239 2.432605
H -0.187045 0.769239 2.432605
xyz-Koordinaten (in A˚) des stationa¨ren
Punktes der gefitteten Potentialener-
giefla¨che, der der Geometrie 9 aus
Abbildung 2.1 entspricht. Die Poten-
tialenergiefla¨che wurde in Kapitel 12.2
erla¨utert.
x y z
O -0.000000 0.000000 -0.131076
H 0.769239 -0.000000 0.462495
H -0.769239 -0.000000 0.462495
O 0.000000 -0.000000 2.917055
H -0.000000 -0.769239 3.510627
H -0.000000 0.769239 3.510627
xyz-Koordinaten (in A˚) des stationa¨ren
Punktes der gefitteten Potentialener-
giefla¨che, der der Geometrie 6 aus
Abbildung 2.1 entspricht. Die Poten-
tialenergiefla¨che wurde in Kapitel 12.2
erla¨utert.
x y z
O 0.060676 0.000000 -0.008682
H -0.310385 -0.000000 -0.906663
H -0.713855 -0.000000 0.577967
O -0.060676 0.000000 2.742941
H 0.713855 -0.000000 2.156292
H 0.310385 -0.000000 3.640922
xyz-Koordinaten (in A˚) des stationa¨ren
Punktes der gefitteten Potentialener-
giefla¨che, der der Geometrie 8 aus
Abbildung 2.1 entspricht. Die Poten-
tialenergiefla¨che wurde in Kapitel 12.2
erla¨utert.
x y z
O 0.000000 0.038039 -0.019940
H 0.769239 -0.462558 0.299012
H -0.769239 -0.462558 0.299012
O -0.000000 -0.038039 3.401382
H 0.769239 0.462558 3.082431
H -0.769239 0.462558 3.082431
xyz-Koordinaten (in A˚) des stationa¨ren
Punktes der gefitteten Potentialener-
giefla¨che, der der Geometrie 10 aus
Abbildung 2.1 entspricht. Die Poten-
tialenergiefla¨che wurde in Kapitel 12.2
erla¨utert.
x y z
O -0.000000 -0.000000 0.011416
H 0.769239 0.000000 -0.582156
H -0.769239 0.000000 -0.582156
O 0.000000 0.000000 3.224643
H 0.769239 -0.000000 2.631071
H -0.769239 -0.000000 2.631071
Anhang C
Untersuchte Geometrien
g1 g3
g4 g2
Abbildung C.1: Spitze-Spitze-Geometrien, bei denen ein Wasserstoffatom und ein freies Elek-
tronenpaar aufeinander gerichtet sind (H-X). Der Diederwinkel ist fu¨r g1 0◦, fu¨r g3 60◦, fu¨r g4
120◦ und fu¨r g2 180◦.
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g5 g8
g6 g7
Abbildung C.2: Spitze-Spitze-Geometrien, bei denen zwei freie Elektronenpaare aufeinander
gerichtet sind (X-X). Der Diederwinkel ist fu¨r g5 0◦, fu¨r g8 60◦, fu¨r g6 120◦ und fu¨r g7 180◦.
g9 g12
g11 g10
Abbildung C.3: Spitze-Spitze-Geometrien, bei denen zwei Wasserstoffatome aufeinander ge-
richtet sind (H-H). Der Diederwinkel ist fu¨r g9 0◦, fu¨r g12 60◦, fu¨r g11 120◦ und fu¨r g10
180◦.
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g13 g15
Abbildung C.4: Spitze-Kante-Geometrien, bei denen ein Wasserstoffatom auf eine
Wasserstoffatom-Wasserstoffatom-Kante gerichtet ist (H-HH). Der Diederwinkel ist fu¨r g13
0◦ und fu¨r g15 60◦.
g17 g19
Abbildung C.5: Spitze-Kante-Geometrien, bei denen ein freies Elektronenpaar auf eine
Wasserstoffatom-Wasserstoffatom-Kante gerichtet ist (X-HH). Der Diederwinkel ist fu¨r g17
0◦ und fu¨r g19 60◦.
g21 g23
Abbildung C.6: Spitze-Kante-Geometrien, bei denen ein Wasserstoffatom auf eine
Elektronenpaar-Elektronenpaar-Kante gerichtet ist (H-XX). Der Diederwinkel ist fu¨r g21 0◦
und fu¨r g23 60◦.
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g25 g27
Abbildung C.7: Spitze-Kante-Geometrien, bei denen ein freies Elektronenpaar auf eine
Elektronenpaar-Elektronenpaar-Kante gerichtet ist (X-XX). Der Diederwinkel ist fu¨r g25 0◦
und fu¨r g27 60◦.
g29 g30
g31 g32
g33 g34
Abbildung C.8: Spitze-Kante-Geometrien, bei denen ein Wasserstoffatom auf eine
Wasserstoffatom-Elektronenpaar-Kante gerichtet ist (H-HX). Der Diederwinkel ist fu¨r g29 0◦,
fu¨r g30 60◦, fu¨r g31 120◦, fu¨r g32 180◦, fu¨r g33 240◦ und fu¨r g34 300◦.
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g35 g36
g37 g38
g39 g40
Abbildung C.9: Spitze-Kante-Geometrien, bei denen ein freies Elektronenpaar auf eine
Wasserstoffatom-Elektronenpaar-Kante gerichtet ist (X-HX). Der Diederwinkel ist fu¨r g35 0◦,
fu¨r g36 60◦, fu¨r g37 120◦, fu¨r g38 180◦, fu¨r g39 240◦ und fu¨r g40 300◦.
g41 g48
Abbildung C.10: Kante-Kante-Geometrien, bei denen eine Wasserstoffatom-Wasserstoffatom-
Kante auf eine Wasserstoffatom-Wasserstoffatom-Kante gerichtet ist (HH-HH). Der Dieder-
winkel ist fu¨r g41 0◦ und fu¨r g48 90◦.
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g42 g49
Abbildung C.11: Kante-Kante-Geometrien, bei denen eine Wasserstoffatom-Wasserstoffatom-
Kante auf eine Wasserstoffatom-Elektronenpaar-Kante gerichtet ist (HH-HX). Der Diederwin-
kel ist fu¨r g42 0◦ und fu¨r g49 90◦.
g43 g50
Abbildung C.12: Kante-Kante-Geometrien, bei denen eine Wasserstoffatom-Wasserstoffatom-
Kante auf eine Elektronenpaar-Elektronenpaar-Kante gerichtet ist (HH-XX). Der Diederwin-
kel ist fu¨r g43 0◦ und fu¨r g50 90◦.
g46 g53
Abbildung C.13: Kante-Kante-Geometrien, bei denen eine Wasserstoffatom-Elektronenpaar-
Kante auf eine Elektronenpaar-Elektronenpaar-Kante gerichtet ist (HX-XX). Der Diederwin-
kel ist fu¨r g46 0◦ und fu¨r g53 90◦.
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g44 g51
g45 g52
Abbildung C.14: Kante-Kante-Geometrien, bei denen eine Wasserstoffatom-Elektronenpaar-
Kante auf eine Wasserstoffatom-Elektronenpaar-Kante gerichtet ist (HX-HX). Der Diederwin-
kel ist fu¨r g44 0◦, fu¨r g51 90◦, fu¨r g45 180◦ und fu¨r g52 270◦.
g47 g54
Abbildung C.15: Kante-Kante-Geometrien, bei denen eine Elektronenpaar-Elektronenpaar-
Kante auf eine Elektronenpaar-Elektronenpaar-Kante gerichtet ist (XX-XX). Der Diederwin-
kel ist fu¨r g47 0◦ und fu¨r g54 90◦.
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g55 g57
g58 g56
Abbildung C.16: Fla¨che-Fla¨che-Geometrien, bei denen eine Wasserstoffatom-Wasserstoffatom-
Elektronenpaar-Fla¨che auf eine Wasserstoffatom-Elektronenpaar-Elektronenpaar-Fla¨che ge-
richtet ist (HHX-HXX). Der Diederwinkel ist fu¨r g55 0◦, fu¨r g57 60◦, fu¨r g58 120◦ und fu¨r g56
180◦.
g59 g62
g60 g61
Abbildung C.17: Fla¨che-Fla¨che-Geometrien, bei denen eine Wasserstoffatom-Wasserstoffatom-
Elektronenpaar-Fla¨che auf eine Wasserstoffatom-Wasserstoffatom-Elektronenpaar-Fla¨che ge-
richtet ist (HHX-HHX). Der Diederwinkel ist fu¨r g59 0◦, fu¨r g62 60◦, fu¨r g60 120◦ und fu¨r g61
180◦.
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g63 g66
g65 g64
Abbildung C.18: Fla¨che-Fla¨che-Geometrien, bei denen eine Wasserstoffatom-Elektronenpaar-
Elektronenpaar-Fla¨che auf eine Wasserstoffatom-Elektronenpaar-Elektronenpaar-Fla¨che ge-
richtet ist (HXX-HXX). Der Diederwinkel ist fu¨r g63 0◦, fu¨r g66 60◦, fu¨r g65 120◦ und fu¨r g64
180◦.
g67 g69
g70 g68
Abbildung C.19: Spitze-Fla¨che-Geometrien, bei denen eine Elektronenpaar-Spitze auf eine
Wasserstoffatom-Elektronenpaar-Elektronenpaar-Fla¨che gerichtet ist (X-HXX). Der Dieder-
winkel ist fu¨r g67 0◦, fu¨r g69 60◦, fu¨r g70 120◦ und fu¨r g68 180◦.
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g73 g72
g74 g71
Abbildung C.20: Spitze-Fla¨che-Geometrien, bei denen eine Elektronenpaar-Spitze auf eine
Wasserstoffatom-Wasserstoffatom-Elektronenpaar-Fla¨che gerichtet ist (X-HHX). Der Dieder-
winkel ist fu¨r g73 0◦, fu¨r g72 60◦, fu¨r g74 120◦ und fu¨r g71 180◦.
g75 g78
g77 g76
Abbildung C.21: Spitze-Fla¨che-Geometrien, bei denen eine Wasserstoffatom-Spitze auf eine
Wasserstoffatom-Elektronenpaar-Elektronenpaar-Fla¨che gerichtet ist (H-HXX). Der Dieder-
winkel ist fu¨r g75 0◦, fu¨r g78 60◦, fu¨r g77 120◦ und fu¨r g76 180◦.
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g79 g80
g81 g82
Abbildung C.22: Spitze-Fla¨che-Geometrien, bei denen eine Wasserstoffatom-Spitze auf eine
Wasserstoffatom-Wasserstoffatom-Elektronenpaar-Fla¨che gerichtet ist (H-HHX). Der Dieder-
winkel ist fu¨r g79 0◦, fu¨r g80 60◦, fu¨r g81 120◦ und fu¨r g82 180◦.
g83 g84
Abbildung C.23: Kante-Fla¨che-Geometrien, bei denen eine Wasserstoffatom-Wasserstoffatom-
Kante auf eine Wasserstoffatom-Elektronenpaar-Elektronenpaar-Fla¨che gerichtet ist (HH-
HXX). Der Diederwinkel ist fu¨r g83 0◦ und fu¨r g84 60◦.
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g85 g86
Abbildung C.24: Kante-Fla¨che-Geometrien, bei denen eine Wasserstoffatom-Wasserstoffatom-
Kante auf eine Wasserstoffatom-Wasserstoffatom-Elektronenpaar-Fla¨che gerichtet ist (HH-
HHX). Der Diederwinkel ist fu¨r g85 0◦ und fu¨r g86 60◦.
g87 g88
Abbildung C.25: Kante-Fla¨che-Geometrien, bei denen eine Elektronenpaar-Elektronenpaar-
Kante auf eine Wasserstoffatom-Elektronenpaar-Elektronenpaar-Fla¨che gerichtet ist (XX-
HXX). Der Diederwinkel ist fu¨r g87 0◦ und fu¨r g88 60◦.
g89 g90
Abbildung C.26: Kante-Fla¨che-Geometrien, bei denen eine Elektronenpaar-Elektronenpaar-
Kante auf eine Wasserstoffatom-Wasserstoffatom-Elektronenpaar-Fla¨che gerichtet ist (XX-
HHX). Der Diederwinkel ist fu¨r g89 0◦ und fu¨r g90 60◦.
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Abbildung C.27: Kante-Fla¨che-Geometrien, bei denen eine Wasserstoffatom-Elektronenpaar-
Kante auf eine Wasserstoffatom-Elektronenpaar-Elektronenpaar-Fla¨che gerichtet ist (HX-
HXX). Der Diederwinkel ist fu¨r g91 0◦, fu¨r g92 60◦, fu¨r g93 120◦, fu¨r g94 180◦, fu¨r g95 240◦
und fu¨r g96 300◦.
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g97 g98
g99 g100
g101 g102
Abbildung C.28: Kante-Fla¨che-Geometrien, bei denen eine Wasserstoffatom-Elektronenpaar-
Kante auf eine Wasserstoffatom-Wasserstoffatom-Elektronenpaar-Fla¨che gerichtet ist (HX-
HHX). Der Diederwinkel ist fu¨r g97 0◦, fu¨r g98 60◦, fu¨r g99 120◦, fu¨r g100 180◦, fu¨r g101
240◦ und fu¨r g102 300◦.
Anhang D
Parameter der in dieser Arbeit
konstruierten Modellpotentiale
Tabelle D.1: Ladungen der Atomkerne, Exponenten und multipolnormierte Koeffizienten der
Slaterfunktionen in dem Slaterfunktionsmodell aus Kapitel 8.5.1, das durch Fit an die rela-
xierten MP2-Elektronendichten in dem aug-cc-pVQZ-Basissatz fu¨r das Wassermonomer kon-
struiert wurde. Der Slaterbasissatz bezieht sich auf ein Wassermonomer, das wie in Tab. D.4
in der xz-Ebene liegt.
multipolnormierter
n l κ Koeffizient Exponent
O Kernladung: 4.73365796
1 0 0 0.0438875107 1.28572629
1 0 0 5.6875016322 2.24212294
2 1 0 −0.3863787824 2.07599798
3 2 0 0.0833518750 2.24790493
3 2 2c −0.4296064721 2.24670386
H Kernladung: 1.0045417
1 0 0 0.5056761071 2.80204585
H Kernladung: 1.0045417
1 0 0 0.5056761071 2.80204585
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Tabelle D.2: Ungeda¨mpfter Morse - Fit der elektrostatischen Wechselwirkungsenergie aus Ka-
pitel 8.4 mit Multipolmomenten bis zum Rang 2 bzw. bis zum Rang 3 am Sauerstoff. qO bzw.
qH bezeichnet die Partialladung am Sauerstoff- bzw. Wasserstoffatom. Die Bedeutung der an-
deren Parameter ist aus den Formeln (8.152) und (8.153) ersichtlich. Formel (8.152) bezieht
sich auf Absta¨nde in atomaren Einheiten und ergibt Energien in der Einheit Hartree.
Rang 2 Rang 3
qO −0.917574832458548 −1.019804751943368
qH 0.458787416229274 0.509902375971684
DOOisotr 1.02749823459839e−01 1.09909839614814e−01
DOHisotr 3.36673013068930e−02 1.84382766384832e−02
DHHisotr 1.57337686318624e−10 2.39364490867830e−08
αOOisotr 1.95371061492885e+00 1.96051767483576e+00
αOHisotr 1.58061365039892e+00 1.55122220376937e+00
αHHisotr 1.11536748101349e+00 8.69955128651949e−01
ρOOisotr 2.99023685824362e+00 2.98692539128384e+00
ρOHisotr −6.28329634859800e−02 1.90643427454265e−01
ρHHisotr 6.66687008539730e+00 5.84857139108865e+00
ρO10c −7.67214870615179e−02 −9.59778474457345e−02
ρO20c −5.37288271141124e−02 −5.44038900657333e−02
ρO22c −1.32551440176116e−01 −1.79104601506689e−01
ρO30c −6.88172142141734e−02 −3.76950738618879e−02
ρO32c 3.56220761080067e−02 −3.31079098725993e−03
ρO40c 1.01282928286654e−01 8.54994627696138e−02
ρO42c −7.45198131564878e−02 3.20936704401656e−02
ρH10c 8.48557404112512e−01 7.97149197508903e−01
ρH11c −1.48326548116610e+00 −1.38380509732924e+00
ρH20c 2.28141850950434e−01 2.73272252428053e−01
ρH21c −2.36974867015383e−01 −2.99015228240293e−01
ρH22c −9.12587371241799e−01 −1.04451369756378e+00
ρH30c 4.64970091140193e−01 2.95884705699468e−01
ρH31c 8.95769661988107e−01 1.80207670787992e+00
ρH32c 2.91390876009916e−01 4.99661859806546e−01
ρH33c 3.32375265719963e−01 2.11271988451759e−01
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Tabelle D.3: Geda¨mpfter Morse-Fit der elektrostatischen Wechselwirkungsenergie mit Multi-
polmomenten aus Kapitel 8.4 bis zum Rang 2 bzw. bis zum Rang 3 am Sauerstoff. qO bzw. qH
bezeichnet die Partialladung am Sauerstoff- bzw. am Wasserstoffatom. Die Parameter αdamp
und βdamp stehen fu¨r die entsprechenden Parameter α und β im Ausdruck (8.50), der den
1/Rm-Term in den elektrostatischen Wechselwirkungstensoren ersetzt. Die Bedeutung der an-
deren Parameter ist aus den Formeln (8.152) und (8.153) ersichtlich. Formel (8.152) und (8.50)
beziehen sich auf Absta¨nde in bohr. Die Energien, die mit (8.152) erhalten werden, haben die
Einheit Hartree.
Rang 2 Rang 3
qO −0.921791277189250 −1.032025069995234
qH 0.460895638594625 0.516012534997617
DOOisotr 9.51220402353558e−02 1.63308857081398e+00
DOHisotr 3.43584263647705e−02 9.69202624063160e−03
DHHisotr 3.88382258482225e−11 6.69509881123604e−09
αOOisotr 1.93799395107035e+00 1.91556288468864e+00
αOHisotr 1.63396036702220e+00 1.60044904663147e+00
αHHisotr 1.17935644808455e+00 8.80512805649089e−01
ρOOisotr 3.03143896105693e+00 1.54735888282110e+00
ρOHisotr −3.24060095898750e−02 6.42818839976172e−01
ρHHisotr 6.87486442852075e+00 6.54914433429888e+00
αOOdamp 5.94270538896347e−01 4.77040596835293e−01
αOHdamp 1.52167136987165e−01 3.75997191245172e−02
αHHdamp 1.31412997457010e+00 1.34873378791091e+00
βOOdamp 2.18745798427016e+00 2.25746628253359e+00
βOHdamp 2.25052245544925e+00 2.36090805346703e+00
βHHdamp 1.67277197764802e+00 2.54698782998024e+00
ρO10c −7.89406793641455e−02 −1.04420596562734e−01
ρO20c −4.10116228540810e−02 −3.98070409441570e−02
ρO22c −1.07763211223073e−01 −2.26966082632116e−01
ρO30c −6.97422559141399e−02 −2.35803838072609e−02
ρO32c 2.62616409036509e−02 −9.53412024306327e−03
ρO40c 1.02110636278795e−01 7.07035350515748e−02
ρO42c −8.02967176007836e−02 9.99287650747235e−02
ρH10c 5.16101324277835e−01 5.31056954381821e−01
ρH11c −1.49603033981902e+00 −1.33909720967522e+00
ρH20c 2.25836857051435e−01 1.60720346284283e−01
ρH21c −2.56958888712721e−01 −3.95116592429034e−01
ρH22c −1.13207666907258e+00 −7.92118840460385e−01
ρH30c 7.77599354281702e−01 6.54606354755269e−01
ρH31c 9.11923369506511e−01 1.85150482793099e+00
ρH32c 2.27718743434295e−01 1.94534449163264e−01
ρH33c 2.74814082429304e−01 1.62626339339532e−01
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Tabelle D.4: Positionen (in bohr) und Basisfunktionen des Gauß-1s-Basissatzes der Elektro-
nendichte (insgesamt 81 Basisfunktionen) aus Kapitel 8.5.2.1
Basis- Kern-
Typ Nr. xyz-Position [bohr] Typ Ladung
O 1 0.0000000000 0.0000000000 0.0000000000 O 8
H 2 −1.4536519623 0.0000000000 −1.1216873242 H 1
H 3 1.4536519623 0.0000000000 −1.1216873242 H 1
x 4 −0.2834588983 0.0000000000 0.0000000000 H3 0
x 5 0.2834588983 0.0000000000 0.0000000000 H3 0
m 6 0.0000000000 0.0000000000 −0.5196746469 H3 0
z 7 0.0000000000 0.0000000000 0.4724314971 H3 0
b1 8 −0.5370000000 0.0000000000 −0.4260000000 H3 0
b1 9 0.5370000000 0.0000000000 −0.4260000000 H3 0
b2 10 −0.9400000000 0.0000000000 −0.7000000000 H3 0
b2 11 0.9400000000 0.0000000000 −0.7000000000 H3 0
b3 12 −1.6150753055 0.0000000000 −1.2462470693 H1 0
b3 13 1.6150753055 0.0000000000 −1.2462470693 H1 0
b4 14 −1.4140667832 0.0000000000 −1.0911420529 H4 0
b4 15 1.4140667832 0.0000000000 −1.0911420529 H4 0
b5 16 −0.7268259812 0.0000000000 −0.5608436621 H3 0
b5 17 0.7268259812 0.0000000000 −0.5608436621 H3 0
l 18 0.0000000000 −0.3779451977 0.1039349294 H3 0
l 19 0.0000000000 0.3779451977 0.1039349294 H3 0
Typ Gauß-1s-Exponenten
O 957.843253, 281.967425, 90.1998320, 31.1382990, 11.4937320,
4.48404900, 1.82350400, 0.76090300, 0.32029200
H 60.0, 20.0, 9.30813000, 2.30671800, 0.75201200, 0.27397800
H1 30.0
H3 4.48404900, 1.82350400, 0.76090300, 0.32029200
H4 20.0, 9.30813000, 2.30671800, 0.75201200, 0.27397800
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Tabelle D.5: Multipolnormierte Koeffizienten des Fits der relaxierten MP3-Elektronendichten
an Gauß-1s-Funktionen aus Kapitel 8.5.2.1 nach den Gleichungen (8.165), (8.169)-(8.176). Die
Positionen der Zentren der Gauß-1s-Funktionen findet man in Tabelle D.4.
multipolnormierter multipolnormierter
Typ Nr. Koeffizient Exponent Typ Nr. Koeffizient Exponent
O 1 1.53858184e− 02 9.57843253e+02 b1 8 −6.28137758e− 03 4.48404900e+00
7.56377300e− 02 2.81967425e+02 −3.62297690e− 01 1.82350400e+00
5.38691300e− 01 9.01998320e+01 5.31941696e− 01 7.60903000e−01
1.06239701e+ 00 3.11382990e+01 2.16060599e+ 00 3.20292000e−01
1.62652883e− 01 1.14937320e+01 b1 9 −6.28137758e− 03 4.48404900e+00
1.92723877e− 01 4.48404900e+00 −3.62297690e− 01 1.82350400e+00
3.06797063e+ 00 1.82350400e+00 5.31941696e− 01 7.60903000e−01
−1.17090184e+ 00 7.60903000e−01 2.16060599e+ 00 3.20292000e−01
−2.08546163e+ 00 3.20292000e−01 b2 10 −2.56982905e− 02 4.48404900e+00
H 2 7.06309326e− 04 6.00000000e+01 −5.60602447e− 01 1.82350400e+00
−2.71210593e− 04 2.00000000e+01 −5.50724861e− 01 7.60903000e−01
−1.13384981e− 02 9.30813000e+00 −1.98027331e+ 00 3.20292000e−01
−9.14999408e− 01 2.30671800e+00 b2 11 −2.56982905e− 02 4.48404900e+00
1.04367480e+ 00 7.52012000e−01 −5.60602447e− 01 1.82350400e+00
−7.20636338e− 01 2.73978000e−01 −5.50724861e− 01 7.60903000e−01
H 3 7.06309326e− 04 6.00000000e+01 −1.98027331e+ 00 3.20292000e−01
−2.71210593e− 04 2.00000000e+01 b3 12 1.05600472e− 03 3.00000000e+01
−1.13384981e− 02 9.30813000e+00 b3 13 1.05600472e− 03 3.00000000e+01
−9.14999408e− 01 2.30671800e+00 b4 14 1.67523309e− 03 2.00000000e+01
1.04367480e+ 00 7.52012000e−01 2.58230110e− 02 9.30813000e+00
−7.20636338e− 01 2.73978000e−01 1.22381909e+ 00 2.30671800e+00
x 4 −2.07574905e− 01 4.48404900e+00 −7.62481234e− 01 7.52012000e−01
−2.95009804e− 01 1.82350400e+00 9.66441512e− 01 2.73978000e−01
−4.64968645e− 01 7.60903000e−01 b4 15 1.67523309e− 03 2.00000000e+01
−2.06863960e+ 00 3.20292000e−01 2.58230110e− 02 9.30813000e+00
x 5 −2.07574905e− 01 4.48404900e+00 1.22381909e+ 00 2.30671800e+00
−2.95009804e− 01 1.82350400e+00 −7.62481234e− 01 7.52012000e−01
−4.64968645e− 01 7.60903000e−01 9.66441512e− 01 2.73978000e−01
−2.06863960e+ 00 3.20292000e−01 b5 16 2.45659266e− 02 4.48404900e+00
m 6 −6.18641482e− 02 4.48404900e+00 1.06139764e+ 00 1.82350400e+00
−1.72132751e− 01 1.82350400e+00 1.06519984e+ 00 7.60903000e−01
−2.96150718e− 01 7.60903000e−01 1.66970262e+ 00 3.20292000e−01
−1.06076083e+ 00 3.20292000e−01 b5 17 2.45659266e− 02 4.48404900e+00
z 7 −2.59695378e− 02 4.48404900e+00 1.06139764e+ 00 1.82350400e+00
1.43458448e− 01 1.82350400e+00 1.06519984e+ 00 7.60903000e−01
6.60849667e− 01 7.60903000e−01 1.66970262e+ 00 3.20292000e−01
7.52732886e− 01 3.20292000e−01 l 18 7.96364865e− 02 4.48404900e+00
2.23811022e− 01 1.82350400e+00
1.39640695e+ 00 7.60903000e−01
1.55570459e+ 00 3.20292000e−01
l 19 7.96364865e− 02 4.48404900e+00
2.23811022e− 01 1.82350400e+00
1.39640695e+ 00 7.60903000e−01
1.55570459e+ 00 3.20292000e−01
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Tabelle D.6: Multipolnormierte Koeffizienten des Gauß-1s-Basissatzes aus Tabelle D.4, wie sie
von den Coulomb-Fit-Routinen eines Standard-ab-initio-Programmpacketes [159] fu¨r Hartree-
Fock-Elektronendichten erhalten wurden und im Vergleich dazu die entsprechenden Koeffi-
zienten, wie sie nach den Gleichungen (8.165), (8.169)-(8.176) erhalten wurden (vgl. Kapitel
8.5.2.2).
Typ multipolnormierter Koeffizient Exponent Typ multipolnormierter Koeffizient Exponent
und Hartree-Fock- (8.165), und Hartree-Fock- (8.165),
Nr. Density-Fitting (8.169)-(8.176) Nr. Density-Fitting (8.169)-(8.176)
O 1 1.28368056e−02 1.57021482e− 02 9.57843253e+02 b1 8 2.59362842e−02−2.37638279e− 03 4.48404900e+00
8.59371309e−02 7.58985621e− 02 2.81967425e+02 −4.35015396e−01−1.74572240e− 01 1.82350400e+00
5.18638042e−01 5.37890281e− 01 9.01998320e+01 −1.11148998e+00 4.37084474e− 01 7.60903000e−01
1.08501445e+00 1.06380776e+ 00 3.11382990e+01 −2.10434628e+00 1.79654995e+ 00 3.20292000e−01
1.44599727e−01 1.61604283e− 01 1.14937320e+01 b1 9 2.59362841e−02−2.37638279e− 03 4.48404900e+00
1.60201698e−01 2.15797199e− 01 4.48404900e+00 −4.35015394e−01−1.74572240e− 01 1.82350400e+00
3.32722841e+00 2.70582361e+ 00 1.82350400e+00 −1.11149000e+00 4.37084474e− 01 7.60903000e−01
3.55736296e+00−1.12471693e+ 00 7.60903000e−01 −2.10434638e+00 1.79654995e+ 00 3.20292000e−01
3.20088295e+00−1.60866238e+ 00 3.20292000e−01 b2 10 2.52787346e−04−2.22859217e− 02 4.48404900e+00
H 2 9.69197385e−04 7.77238112e− 04 6.00000000e+01 −2.69597763e−01−4.51387764e− 01 1.82350400e+00
−6.84475014e−04−2.39036730e− 04 2.00000000e+01 −2.30167676e+00−4.16731546e− 01 7.60903000e−01
−3.95041167e−03−1.27183931e− 02 9.30813000e+00 −3.67502414e+00−1.57260259e+ 00 3.20292000e−01
−4.34362220e−01−8.52154530e− 01 2.30671800e+00 b2 11 2.52787398e−04−2.22859217e− 02 4.48404900e+00
−1.23363253e+00 9.69554642e− 01 7.52012000e−01 −2.69597764e−01−4.51387764e− 01 1.82350400e+00
−1.06888865e+00−5.16185009e− 01 2.73978000e−01 −2.30167675e+00−4.16731546e− 01 7.60903000e−01
H 3 9.69197384e−04 7.77238112e− 04 6.00000000e+01 −3.67502420e+00−1.57260259e+ 00 3.20292000e−01
−6.84475053e−04−2.39036730e− 04 2.00000000e+01 b3 12 5.42927857e−04 9.85613631e− 04 3.00000000e+01
−3.95041155e−03−1.27183931e− 02 9.30813000e+00 b3 13 5.42927860e−04 9.85613631e− 04 3.00000000e+01
−4.34362223e−01−8.52154530e− 01 2.30671800e+00 b4 14 −4.32390537e−04 8.41618891e− 04 2.00000000e+01
−1.23363250e+00 9.69554642e− 01 7.52012000e−01 2.60167161e−02 2.87341490e− 02 9.30813000e+00
−1.06888872e+00−5.16185009e− 01 2.73978000e−01 6.55416292e−01 1.14064591e+ 00 2.30671800e+00
x 4 −2.05027755e−01−2.29282040e− 01 4.48404900e+00 1.85481299e+00−7.25987711e− 01 7.52012000e−01
−3.71515145e−01−2.62723572e− 01 1.82350400e+00 1.38900305e+00 7.09626020e− 01 2.73978000e−01
−1.89831337e+00−5.19870338e− 01 7.60903000e−01 b4 15 −4.32390490e−04 8.41618891e− 04 2.00000000e+01
−2.77294770e+00−1.71996464e+ 00 3.20292000e−01 2.60167159e−02 2.87341490e− 02 9.30813000e+00
x 5 −2.05027755e−01−2.29282040e− 01 4.48404900e+00 6.55416295e−01 1.14064591e+ 00 2.30671800e+00
−3.71515145e−01−2.62723572e− 01 1.82350400e+00 1.85481295e+00−7.25987711e− 01 7.52012000e−01
−1.89831336e+00−5.19870338e− 01 7.60903000e−01 1.38900312e+00 7.09626020e− 01 2.73978000e−01
−2.77294769e+00−1.71996464e+ 00 3.20292000e−01 b5 16 −1.37626100e−02 1.81741959e− 02 4.48404900e+00
m 6 −5.72509380e−02−6.86049402e− 02 4.48404900e+00 8.45603358e−01 8.56670241e− 01 1.82350400e+00
−1.64850279e−01−1.70698190e− 01 1.82350400e+00 3.94540909e+00 9.86010076e− 01 7.60903000e−01
−6.97126147e−01−1.90759373e− 01 7.60903000e−01 6.80232164e+00 1.30933724e+ 00 3.20292000e−01
−1.59687082e+00−8.61173630e− 01 3.20292000e−01 b5 17 −1.37626099e−02 1.81741959e− 02 4.48404900e+00
z 7 −2.60247749e−02−2.61055594e− 02 4.48404900e+00 8.45603358e−01 8.56670241e− 01 1.82350400e+00
1.28642524e−01 2.01547721e− 01 1.82350400e+00 3.94540911e+00 9.86010076e− 01 7.60903000e−01
1.93645493e−01 6.23960424e− 01 7.60903000e−01 6.80232177e+00 1.30933724e+ 00 3.20292000e−01
4.41852982e−01 6.38497223e− 01 3.20292000e−01 l 18 9.03703455e−02 9.06854230e− 02 4.48404900e+00
9.76874988e−02 3.00407700e− 01 1.82350400e+00
1.18971382e+00 1.45577129e+ 00 7.60903000e−01
8.19461043e−01 1.28232204e+ 00 3.20292000e−01
l 19 9.03703455e−02 9.06854230e− 02 4.48404900e+00
9.76874988e−02 3.00407700e− 01 1.82350400e+00
1.18971382e+00 1.45577129e+ 00 7.60903000e−01
8.19461043e−01 1.28232204e+ 00 3.20292000e−01
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Tabelle D.7: Parameter von den Fits der Summe der Austauschenergiebeitra¨ge nach einem
Stone-Modell ohne und mit 1
R
-Term aus Kapitel 9.1. Alle Parameter beziehen sich auf Atom-
Atom-Absta¨nde in bohr. Anwendung von (9.7) auf den Parametersatz liefert Energien in
mHartree.
Formel (9.1) Formel (9.7)
αOOisotr 1.77510568367751e+00 1.82594383716887e+00
αOHisotr 2.03179977366846e+00 2.19882501009732e+00
αHHisotr 2.37693770117687e+00 2.28924840212444e+00
ρOOisotr 6.49773899052876e+00 6.64484040012084e+00
ρOHisotr 5.13422653590006e+00 5.81216368573595e+00
ρHHisotr 3.75413772948325e+00 4.53394475334926e+00
COOisotr -3.07053191690886e+00
COHisotr -5.97243909846563e+00
CHHisotr -1.04604344990623e+00
ρO10c -4.21645398507647e-01 -3.07259897066784e-01
ρO20c -2.91238073902782e-02 -3.19276008472138e-02
ρO22c -1.37851308884557e-01 -1.68748467364504e-01
ρO30c 1.61607808228328e-01 8.57076551337144e-02
ρO32c -2.59748037669600e-01 -1.38597490200087e-01
ρO40c 2.53746941483734e-02 4.57543987665216e-02
ρO42c -5.78399705800039e-03 -4.53855940204662e-02
ρH10c -1.16497938310961e+00 -1.09259423221516e+00
ρH11c 6.27198015054352e-02 -3.28317347052197e-02
ρH20c 9.72710414036784e-01 8.24057958357461e-01
ρH21c -2.26947771174758e-01 -4.77275282655702e-02
ρH22c -1.15727075131796e-01 -5.27706553336788e-02
ρH30c -5.29595612145323e-01 -2.68870174825673e-01
ρH31c -3.91708050402705e-02 1.17068936634972e-02
ρH32c -6.46686391113247e-02 -4.04612531605614e-02
ρH33c -9.61814677538786e-02 -9.66823757098787e-02
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Tabelle D.8: Parameter von dem Fit der elektrostatischen Austauschwechselwirkungsenergie
(E
(10)
exch + ε
(1)
exch(CCSD)) nach Formel (9.7) (vgl. Kapitel 9.1). Alle Parameter beziehen sich auf
Atom-Atom-Absta¨nde in bohr. Anwendung von (9.7) auf den Parametersatz liefert Energien
in mHartree.
αOOisotr 1.83135398846741e+00
αOHisotr 2.16492309182961e+00
αHHisotr 2.22793486875287e+00
ρOOisotr 6.83913986566622e+00
ρOHisotr 5.67432293038726e+00
ρHHisotr 4.48214458141732e+00
COOisotr -6.77476568190102e+00
COHisotr -5.62526788048852e+00
CHHisotr -1.17891377052444e+00
ρO10c -3.02000243294335e-01
ρO20c -1.48084058313404e-02
ρO22c -1.44294552596376e-01
ρO30c 8.72616529058663e-02
ρO32c -1.38477946205992e-01
ρO40c 3.40649341836682e-02
ρO42c -4.36359377082718e-02
ρH10c -1.10340757469839e+00
ρH11c -7.68578590915612e-04
ρH20c 7.94963028647446e-01
ρH21c -3.53431206530248e-02
ρH22c -4.51042719477786e-02
ρH30c -2.42976046711915e-01
ρH31c 2.28422757924012e-03
ρH32c -2.39467268859213e-02
ρH33c -1.03826136295801e-01
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Tabelle D.9: Fitparameter des Fits von E
(10)
exch + ε
(1)
exch(CCSD) durch Skalierung der Ladungs-
dichteu¨berlappung (vgl. Kapitel 9.2) des Gauß-1s-Modells fu¨r die Ladungsdichte aus Kapitel
8.5.2.1 nach Formel 9.10. Die Indizes von c und K bezeichnen die in Tabelle D.4 angegebenen
Sites. Die Parameter wurden durch Minimierung der absoluten Abweichungen des Fits von
den SAPT-Punkten erhalten. Die c-Parameter haben die Einheit mHartree.
cO 9.263769715622e-01 KO 5.372031939620e-01
cH 2.295294423180e+00 KH 4.716376480465e-01
cx 3.450511480844e+00 Kx 5.087170072374e-01
cm 4.220366317242e+00 Km 6.197676095184e-01
cz 2.744023096198e+00 Kz 5.471867548195e-01
cb1 2.184679579969e+00 Kb1 4.684941828449e-01
cb2 1.757418837930e+00 Kb2 4.909858741043e-01
cb3 2.927215979362e+00 Kb3 7.046842685602e-01
cb4 2.145109451423e+00 Kb4 4.642179667889e-01
cb5 2.433892324840e+00 Kb5 5.775880818241e-01
cl 2.718229249360e+00 Kl 4.966168375696e-01
Tabelle D.10: Zusa¨tzliche Sites (Erweiterung von Tabelle D.4) und deren Gauß-1s-Basissatz
fu¨r die dichtegefittete statische Dichte-Responsefunktion (insgesamt 111 Basisfunktionen) aus
Kapitel 10.3.
Typ Nr. xyz - Position [bohr] Basis-Typ Ladung
b6 20 −1.53282231 0.00000000 −1.20085768 H4 0
b6 21 1.53282231 0.00000000 −1.20085768 H4 0
p1 22 −1.45365196 0.10000000 −1.12168732 H4 0
p1 23 −1.45365196 −0.10000000 −1.12168732 H4 0
p1 24 1.45365196 0.10000000 −1.12168732 H4 0
p1 25 1.45365196 −0.10000000 −1.12168732 H4 0
Typ Exponenten
H4 20.0, 9.30813000, 2.30671800, 0.75201200, 0.27397800
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Tabelle D.11: Fitparameter fu¨r den Fit der austauschkorrigierten Induktionsenergien Eind+exch
(vgl. Kapitel 10.4) an eine nach (8.50) geda¨mpfte, am Sauerstoffatom zentrierte Multipolent-
wicklung entsprechend (10.7) mit anisotropen exponentiell abfallenden Termen entsprechend
(9.7). Die αisotr, ρisotr, Cisotr und ρ sind die Parameter von (9.7). Die αdamp und βdamp sind
die Parameter in (8.50). Alle Parameter beziehen sich auf Atom-Atom-Absta¨nde in bohr.
Anwendung von (9.7) auf den Parametersatz liefert Energien in mHartree.
αOOisotr 1.36623297287808e+00
αOHisotr 2.31342997834032e+00
αHHisotr 5.19854053550561e-01
ρOOisotr 2.04818801814947e+00
ρOHisotr 3.82156460172574e+00
ρHHisotr -1.36185626945017e+00
COOisotr 1.39031756324675e+01
COHisotr -3.74944948537390e+00
CHHisotr -2.41782449726220e+00
αOOdamp 4.64114982201757e+00
βOOdamp 1.02038328797725e+01
ρO10c -1.75162785503783e-01
ρO20c 5.59406763162650e-02
ρO22c 1.33645824241741e-01
ρO30c 1.36786968638139e-01
ρO32c -2.07256597610827e-01
ρO40c -1.00953657814055e-01
ρO42c -1.83166164217279e-02
ρH10c 3.21208941358338e-03
ρH11c 7.93239279482922e-03
ρH20c 3.09470789745329e-02
ρH21c -6.23601247396726e-01
ρH22c -2.16848491363003e-01
ρH30c 5.67007509567317e-01
ρH31c 9.97028894632418e-01
ρH32c -8.25196610118067e-01
ρH33c -8.83807077763696e-01
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Tabelle D.12: Parameter des δHFint -Fits (vgl. Kapitel 10.5) nach Formel (9.7). Alle Parameter
beziehen sich auf Atom-Atom-Absta¨nde in bohr. Anwendung von (9.7) auf den Parametersatz
liefert Energien in mHartree.
αOOisotr -1.25806461803994e+00
αOHisotr -2.68138512117728e+00
αHHisotr -3.51322033876395e+00
ρOOisotr 4.81972760717936e+00
ρOHisotr 1.25445887895109e+01
ρHHisotr 1.74631787740235e+01
COOisotr 1.36214927721723e+00
COHisotr -7.86181952989273e+00
CHHisotr -3.51877023118203e+01
ρO10c -2.97021228440218e-01
ρO20c 1.00665823028207e-01
ρO22c 1.48442509792853e-01
ρO30c 2.04935186116110e-01
ρO32c -3.64578615783281e-01
ρO40c -1.83186108169314e-01
ρO42c -5.03487867905726e-02
ρH10c -8.10390788766831e-01
ρH11c 1.88399339727495e-01
ρH20c 2.42858861211428e+00
ρH21c -7.34296724768727e-01
ρH22c -1.48734938729028e+00
ρH30c -2.07863960354295e+00
ρH31c 1.10748310639873e+00
ρH32c 4.05287413119796e-01
ρH33c -3.27488571901706e-02
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Tabelle D.13: Parameter des Fits der Charge-Transfer-Wechselwirkungsenergie (vgl. Kapitel
10.6), welche als Differenz von E
(20)
ind,resp +
tE
(22)
ind in dem dimerzentrierten und dem monomer-
zentrierten Basis-Teilsatz bestimmt wurde. Alle Parameter beziehen sich auf Atom-Atom-
Absta¨nde in bohr. Anwendung von (9.7) auf den Parametersatz liefert Energien in mHartree.
αOOisotr -1.73353290e+00
αOHisotr -2.23587342e+00
αHHisotr -3.03656387e+00
ρOOisotr 8.12879631e+00
ρOHisotr 1.12227675e+01
ρHHisotr 1.88234882e+01
COOisotr 1.21453759e+00
COHisotr -5.60429433e+00
CHHisotr -3.12578615e+01
ρO10c -6.41463741e-01
ρO20c -3.62921822e-02
ρO22c -3.77285448e-01
ρO30c 2.38092802e-01
ρO32c -4.29308769e-01
ρO40c 3.21077106e-02
ρO42c -1.81849760e-01
ρH10c -2.87272431e+00
ρH11c -1.15483856e-01
ρH20c 1.43413638e+00
ρH21c -2.80996537e-02
ρH22c -2.31378942e-01
ρH30c -3.95661634e-01
ρH31c 1.32321177e-01
ρH32c -9.16116919e-02
ρH33c -1.29553840e-01
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Tabelle D.14: Fitparameter des Fits von E
(20)
disp + ε
(2)
disp(2) (vgl. Kapitel 11.2) an eine nach
(8.50) geda¨mpfte, am Sauerstoffatom zentrierte Multipolentwicklung entsprechend 11.12 mit
anisotropen exponentiell abfallenden Termen entsprechend (9.7). Die αisotr, ρisotr, Cisotr und ρ
sind die Parameter von (9.7). Die αdamp und βdamp sind die Parameter in (8.50). Alle Parameter
beziehen sich auf Atom-Atom-Absta¨nde in bohr. Anwendung von (9.7) auf den Parametersatz
liefert Energien in mHartree.
αOOisotr 8.85429198317201e-01
αOHisotr 1.17255532607485e+00
αHHisotr 1.67618277047867e+00
ρOOisotr 2.78695758933058e+00
ρOHisotr 1.67014990857452e+00
ρHHisotr 1.11380497723578e+00
COOisotr 1.35121643942130e+01
COHisotr 4.35845397948874e-01
CHHisotr -6.64283234671936e-01
αOOdamp 4.60994103370079e+00
βOOdamp 4.88088018191706e+00
ρO10c -3.36775123054865e-01
ρO20c 7.41041521248250e-02
ρO22c 2.14611789616657e-01
ρO30c 1.50854789876394e-01
ρO32c -2.91213591029840e-01
ρO40c -9.21984754419373e-02
ρO42c -1.29876413886408e-01
ρH10c -6.34222820099432e-02
ρH11c 1.09250104631907e+00
ρH20c 5.87399514504525e-01
ρH21c -1.19183419233554e+00
ρH22c 3.48390922136663e-02
ρH30c -1.35640994896084e-01
ρH31c 1.59134911930299e-01
ρH32c -1.47183333011273e-01
ρH33c -3.93742562047624e-01
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Tabelle D.15: Fitparameter der austauschkorrigierten Dispersionsenergien Edisp+exch (vgl. Ka-
pitel 11.2) an eine nach (8.50) geda¨mpfte, am Sauerstoffatom zentrierte Multipolentwicklung
entsprechend 11.12 mit anisotropen exponentiell abfallenden Termen entsprechend (9.7). Die
αisotr, ρisotr, Cisotr und ρ sind die Parameter von (9.7). Die αdamp und βdamp sind die Parameter
in (8.50). Alle Parameter beziehen sich auf Atom-Atom-Absta¨nde in bohr. Anwendung von
(9.7) auf den Parametersatz liefert Energien in mHartree.
αOOisotr 8.12644284599842e-01
αOHisotr 1.09986695387337e+00
αHHisotr 1.75986263580569e+00
ρOOisotr 2.34734657695330e+00
ρOHisotr 1.67729181132871e+00
ρHHisotr 1.10107222772343e+00
COOisotr 1.36492531503584e+01
COHisotr 5.39512581539670e-01
CHHisotr -6.71359579132488e-01
αOOdamp 4.89110385789307e+00
βOOdamp 4.85854439894813e+00
ρO10c -3.36114116629821e-01
ρO20c 5.85008706510234e-02
ρO22c 1.90290112330480e-01
ρO30c 1.28366177864842e-01
ρO32c -2.73826444023003e-01
ρO40c -8.04576524902040e-02
ρO42c -4.00848300789656e-02
ρH10c -7.05485094660502e-03
ρH11c 9.30917142307745e-01
ρH20c 4.83728409440138e-01
ρH21c -1.21413762675457e+00
ρH22c -4.21501872094578e-02
ρH30c -3.98591014665402e-02
ρH31c 2.18484430511678e-01
ρH32c -1.31050117209786e-01
ρH33c -1.48452172546721e-01
Anhang E
Numerische Daten zur Konvergenz der
SAPT-
Wechselwirkungsenergiebeitra¨ge mit
Basisfunktions-Teilsa¨tzen
Dieses Kapitel entha¨lt die numerischen Daten, anhand derer die Abbildungen 5.2 bis 5.5 in
Kapitel 5.5 erstellt wurden.
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Anhang F
Das OOFit-Programm
Das zum Fitten und Berechnen der Potentialenergiefla¨chen aus dieser Arbeit entworfene, etwa
80000 Zeilen umfassende, objektorientierte C++-Programm wurde OOFit genannt. An dieser
Stelle soll zuna¨chst kurz der Aufbau bzw. die Funktionsweise von OOFit erla¨utert werden.
Anschließend soll auf den Funktionsumfang von OOFit eingegangen werden.
F.1 Aufbau von OOFit
In OOFit werden die Mo¨glichkeiten von C++ zur objektorientierten Programmierung und
Templates benutzt [220]. Von zentraler Bedeutung in OOFit sind die Klassen MolecSys und
MolecSys T adapt. MolecSys entha¨lt die Koordinaten und lokalen Koordinatensysteme al-
ler Atome bzw. Sites in einem Moleku¨lsystem. MolecSys T adapt entha¨lt zusa¨tzlich Arrays
fu¨r die elektrostatischen Wechselwirkungstensoren der multipolentwickelten Wechselwirkungs-
energien zwischen den Sites bzw. Atomen unterschiedlicher Moleku¨le in dem Moleku¨lsystem.
Durch Memberfunktionen dieser Klassen ko¨nnen einzelne Moleku¨le in dem Moleku¨lsystem
gedreht und verschoben werden. In diesem Fall mu¨ssen anschließend in MolecSys T adapt
die elektrostatischen Wechselwirkungstensoren durch Aufrufen der entsprechenden Member-
funktionen neu berechnet werden. MolecSys ist Basisklasse fu¨r alle intermolekularen Wechsel-
wirkungsenergiemodelle, die keine elektrostatischen Wechselwirkungstensoren beno¨tigen und
MolecSys T adapt Basisklasse fu¨r die von der multipolentwickelten Wechselwirkungsener-
gie abgeleiteten Wechselwirkungsenergiemodelle. Die Klassen der ungeda¨mpften multipolent-
wickelten Wechselwirkungsenergiebeitra¨ge erha¨lt man durch Ableiten von MolecSys T adapt,
indem man Attribute fu¨r die Multipolmomente bzw. fu¨r die Multipolpolarisierbarkeiten
einfu¨gt. Die verwendeten isotropen und anisotropen Parameter werden in der Regel eingefu¨gt,
indem man von der betreffenden Klasse und von der Klasse MolecSys IsoAniso Param ablei-
tet.
Alle nichtlinearen Optimierungen werden mit einer Simulated-Annealing-Routine durch-
gefu¨hrt, die als Argument ein Objekt der Klasse Simanneal adapt verwendet.
Simanneal adapt ist eine rein virtuelle Basisklasse, von der die Klassen der Fitmodelle abge-
leitet werden. Die Klasse Simanneal adapt verlangt, daß in den von ihr abgeleiteten Klassen
die Memberfunktionen ::eval energy, welche die Wechselwirkungsenergie berechnet, ::X,
welche den Parametervektor liefert, ::fromX, welche anhand eines gegebenen Parametervek-
tors die Parameter in der entsprechenden Klasse u¨berschreibt, und ::outputf, welche die
Parameter formatiert ausdruckt, vorhanden sind. Sind die betreffenden Klassen der Fitmodel-
le von MolecSys IsoAniso Param abgeleitet worden, so sind die Memberfunktionen ::X und
::fromX bereits implementiert und brauchen in der Regel nicht erneut geschrieben werden.
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F.2 Funktionalita¨ten von OOFit
OOFit entha¨lt eine Wrapper-Template-Klasse, die es ermo¨glicht, auf alloziierte eindimensiona-
le und mehrdimensionale Arrays nach der Indizierungsordnung von C oder Fortran zuzugrei-
fen, was nu¨tzlich ist, wenn man in dem C++-Programm in Fortran geschriebene Matrixver-
arbeitungsroutinen aufrufen will. Die Speicherverwaltung der Arrays wird hierbei allerdings
nicht von der Wrapper-Klasse erledigt. Man kann sich von diesen Wrapper-Klassen auch die
Wrapper-Klassen der Untermatrizen niedrigerer Dimension direkt erzeugen lassen.
In OOFit wurden effiziente rekursive Algorithmen zur Berechnung von Wigner-3j-Symbolen
[221] und von Wigner-Rotationsmatrizen [222] implementiert. Die Wigner-3j-Symbole werden
bei Start von OOFit einmalig berechnet und einer Singleton-Klasse [223] abgespeichert. Da-
nach werden diese abgespeicherten Wigner-3j-Symbole verwendet, ohne neu berechnet werden
zu mu¨ssen. Bei der Berechnung der elektrostatischen Wechselwirkungstensoren (8.39), (8.38)
werden drei Arrays von Wigner-Rotationsmatrizen mit allen Quantenzahlen bis hinauf zur
ho¨chsten beno¨tigten Drehimpulsquantenzahl rekursiv berechnet und abgespeichert und dann
schließlich anhand dieser Arrays von Wigner-Rotationsmatrizen die elektrostatischen Wech-
selwirkungstensoren erzeugt, so daß diese bis hinauf zu beliebigen Quantenzahlen schnell und
effizient berechnet werden ko¨nnen. In OOFit wurden ferner die Klassen zur Berechnung der
multipolentwickelten Einzentren- und Mehrzentren- elektrostatischen, Induktions- und Disper-
sionswechselwirkungsenergien implementiert. OOFit hat zudem Routinen zur Konversion von
kartesischen in spha¨rische Multipolmomente und zur Darstellung von Multipolmomenten in
verschobenen oder rotierten Koordinatensystemen.
OOFit hat ferner Routinen zum linearen Least Squares Fit von in Gaussian [205] Cu-
be Files dargestellten Elektronendichten, Routinen zur Berechnung von Zweizentren-Slater-
U¨berlappungs- [200] und -Coulomb-Integralen [199], Routinen zur Berechnung von elektrosta-
tischen- und Induktionswechselwirkungen in einer Gauß-1s-Basis sowie Routinen zur globalen
Optimierung mit einem schrittweitenadaptierenden Simulated-Annealing, das keine Energie-
gradienten beno¨tigt.
OOFit kann ferner die numerischen Gradienten und Hessians der intermolekularen Wech-
selwirkungsenergien berechnen und besitzt ein Interface zu dem ORIENT-Programm [218] von
Stone et al., so daß die Mo¨glichkeit gegeben ist, durch Aufrufen von OOFit u¨ber ORIENT
zweite Virialkoeffizienten mit numerischen Gradienten zu berechnen und Sattelpunkte auf der
intermolekularen Potentialenergiefla¨che mit Hilfe von numerischen Gradienten und Hessians
zu lokalisieren.
Anhang G
Quantentheorie des Drehimpulses
In diesem Anhang soll die Quantentheorie des Drehimpulses kurz dargestellt werden, um die
in dieser Arbeit beno¨tigten diesbezu¨glichen Formeln leicht zuga¨nglich zu machen und um die
hier verwendete Konvention fu¨r die Rotationen um die Eulerwinkel festzulegen.
G.1 Legendre-Funktionen und Kugelfla¨chenfunktionen
Die Kugelfla¨chenfunktionen Ylm(θ, φ) sind die Eigenfunktionen der Differentialgleichungen
L2Ylm(θ, φ) = ~2l(l + 1)Ylm(θ, φ) und (G.1)
LzYlm(θ, φ) = ~mYlm(θ, φ). (G.2)
Hierbei ist
L2 = − ~
2
sin2 θ
[
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
∂2
∂φ2
]
. (G.3)
das Quadrat des Drehimpulsoperators und
Lz = −i~ ∂
∂φ
(G.4)
die z-Komponente des Drehimpulsoperators in spha¨rischen Polarkoordinaten. Fu¨r Ylm(θ, φ)
wird der Ansatz
Ylm(θ, φ) = N(l,m)Φm(φ)Θlm(θ) (G.5)
gemacht, wobei N(l,m) eine Normalisierungskonstante ist, die gewa¨hrleistet, daß∫ 2pi
φ=0
∫ pi
θ=0
Y ∗l1m1(θ, φ)Yl2m2(θ, φ) sin (θ)dθdφ = δl1,l2δm1m2 (G.6)
erfu¨llt ist. Wie sich leicht zeigen la¨ßt, ist
Φm(φ) = e
imφ. (G.7)
Aus (G.1) mit (G.3) und (G.7) ergibt sich fu¨r Θ(θ) die Differentialgleichung:
− 1
sin2 θ
[
sin θ
d
dθ
(
sin θ
d
dθ
)
−m2
]
Θ(θ) = l(l + 1)Θ(θ). (G.8)
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Durch die Substitution z = cos θ → sin θ d
dθ
= (z2−1) d
dz
erha¨lt man hieraus die verallgemeinerte
oder zugeordnete Legendresche Differentialgleichung:[
d
dz
(1− z2) d
dz
+
(
l(l + 1)− m
2
1− z2
)]
Θ(z) = 0. (G.9)
Fu¨r den Spezialfall m = 0 wird diese Differentialgleichung zu der gewo¨hnlichen Legendreschen
Differentialgleichung: [
d
dz
(
1− z2) d
dz
+ l (l + 1)
]
Θ(z) = 0, (G.10)
deren Lo¨sungen die Legendre-Polynome Pl sind:
Pl(z) =
[l/2]∑
k=0
(−1)k (2l − 2k)!
2lk!(l − k)!(l − 2k)!z
l−2k (G.11)
mit
[l/2] =
{
l
2
fu¨r x gerade
l−1
2
fu¨r x ungerade.
(G.12)
Man beachte, daß die Legendre-Polynome orthogonal, aber nicht normiert sind:∫ 1
−1
Pl′(z)Pl(z)dz =
2
2l + 1
δl′l. (G.13)
Ausgedru¨ckt durch diese Funktionen sind die Lo¨sungen der zugeordneten Legendreschen Diffe-
rentialgleichung, die sogenannten zugeordneten Legendreschen Funktionen Plm(z), fu¨r positive
m:
Plm(z) = v(z) = (1− z2)m/2 d
m
dzm
Pl(z). (G.14)
Die Plm(z) mit negativem m erha¨lt man dann nach:
Pl(−m)(z) = (−1)m (l −m)!
(l +m)!
Plm(z). (G.15)
Setzt man nun in (G.5) Θlm(θ) = Plm(cos θ) und bestimmt N(l,m) gema¨ß (G.6), erha¨lt man:
Ylm(θ, φ) = (−1)m
√
2l + 1
4pi
(l −m)!
(l +m)!
Plm(cos θ)e
imφ. (G.16)
Der Faktor (−1)m in obiger Gleichung ist erforderlich, damit die Phasenkonvention von Condon
und Shortley [224] erfu¨llt ist. Fu¨r die komplex konjugierten Kugelfla¨chenfunktionen gilt dann:
Y ∗lm(θ, φ) = (−1)mYl(−m)(θ, φ). (G.17)
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G.1.1 Reelle Kugelfla¨chenfunktionen
Da der Wert einer komplexen Kugelfla¨chenfunktion aus zwei Zahlen besteht, na¨mlich aus der
reellen und der imagina¨ren Komponente, ist es bequemer, reelle Kugelfla¨chenfunktionen Ylκ zu
benutzen, von denen Sinus- und Cosinus-Komponenten existieren. Diese sind entsprechende
Linearkombinationen der komplexen Kugelfla¨chenfunktionen:
Ylmc = bmYlm + b−mYl(−m), (G.18)
iYlms = bmYlm − b−mYl(−m) (G.19)
mit
bm =

(−1)m
√
1
2
, m > 0
1
2
, m = 0√
1
2
, m < 0.
(G.20)
Die Ru¨cktransformation zu komplexen Kugelfla¨chenfunktionen erfolgt nach:
Ylm =
Ylmc + iYlms
2bm
. (G.21)
So wie die komplexen Kugelfla¨chenfunktionen Ylm proportional zu e
imφ sind, sind die Cosinus-
Komponenten Ylmc proportional zu cos (mφ) und die Sinus-Komponenten Ylms proportional zu
sin (mφ). Die Beziehung zwischen einer Summe von Produkten zweier Gro¨ßen mit komplexen
Indizes und einer Summe von Produkten zweier Gro¨ßen mit reellen Indizes ist laut [163],
Kapitel B4: ∑
m
(−1)mAl(−m)Blm =
∑
κ
AlκBlκ, (G.22)
wobei κ u¨ber 0, alle mc und alle ms la¨uft.
G.1.2 Von den Kugelfla¨chenfunktionen abgeleitete Funktionen
Oft ist es bequemer, statt der Kugelfla¨chenfunktionen die renormalisierten Kugelfla¨chenfunk-
tionen zu benutzen
Clm(θ.φ) =
√
4pi
2l + 1
Ylm(θ.φ), (G.23)
denn mit ihnen lassen sich die sogenannten regula¨ren (Rlm(r)) und irregula¨ren (Ilm(r)) Ku-
gelfunktionen einfach definieren als
Rlm(r) = r
lClm(θ, φ), (G.24)
Ilm(r) = r
−l−1Clm(θ, φ). (G.25)
Oft definiert man ferner die ”solid Harmonics” Ylm
Ylm(r) = rlYlm(θ.φ), (G.26)
so daß
Rlm(r) =
√
4pi
2l + 1
Ylm(r). (G.27)
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Wie bei den Kugelfla¨chenfunktionen gibt es zusa¨tzlich zu den komplexen Funktionen Clm, Rlm,
Ilm, Ylm deren reelle Analoga Clκ, Rlκ, Ilκ, Ylκ. Der Zusammenhang zwischen den reellen und
den entsprechenden komplexen Funktionen ist identisch mit dem Zusammenhang zwischen
den reellen und komplexen Kugelfla¨chenfunktionen.
G.1.3 Additionstheoreme
Wenn (θ1, φ1) und (θ2, φ2) zwei unterschiedliche Richtungen im spha¨rischen Koordinatensy-
stem bezeichnen, wobei diese beiden Richtungen einen Winkel von γ aufspannen, so gilt das
folgende Additionstheorem:
Pl(cos γ) =
4pi
2l + 1
l∑
k=−l
Y ∗lk(θ1, φ1)Ylk(θ2, φ2)
=
4pi
2l + 1
l∑
k=−l
(−1)kYl(−k)(θ1, φ1)Ylk(θ2, φ2) (G.28)
oder ausgedru¨ckt durch renormalisierte Kugelfla¨chenfunktionen:
Pl(cos γ) =
l∑
k=−l
C∗lk(θ1, φ1)Clk(θ2, φ2)
=
l∑
k=−l
(−1)kCl(−k)(θ1, φ1)Clk(θ2, φ2). (G.29)
Fu¨r eine Herleitung dieser Beziehung sei auf [225], Kapitel 12.8 verwiesen.
Von besonderer Wichtigkeit ist diese Formel fu¨r die Entwicklung eines an einem Punkt r1
herrschenden Potentials, das von einer Einheitsladung an der Stelle r2 herru¨hrt ([226], Kapitel
3.3):
1
|r1 − r2| =
∞∑
l=0
rl<
rl+1>
Pl(cos γ), (G.30)
wobei r< bzw. r> die kleinere bzw. gro¨ßere der beiden Gro¨ßen |r1| und |r2| darstellt und γ der
Winkel zwischen r1 und r2 ist. Durch Einsetzen von (G.28) erha¨lt man aus dieser Gleichung:
1
|r1 − r2| =
∞∑
l=0
l∑
m=−l
4pi
2l + 1
rl<
rl+1>
(−1)mYl(−m)(θ1, φ1)Ylm(θ2, φ2) (G.31)
oder
1
|r1 − r2| =
∞∑
l=0
l∑
m=−l
rl<
rl+1>
(−1)mCl(−m)(θ1, φ1)Clm(θ2, φ2). (G.32)
Fu¨r die regula¨ren Kugelfunktionen an der Position eines Ortsvektors r = a + b existiert
folgendes Additionstheorem ([163], Formel 2.7.3 sowie [175], Anhang 6):
RLM(r) =
∑
l1,l2
∑
m1,m2
δl1+l2,L(−1)L+M
√
(2L+ 1)!
(2l1)!(2l2)!
Rl1m1(a)Rl2m2(b)
(
l1 l2 L
m1 m2 −M
)
.
(G.33)
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In diesem Fall ist L = l1 + l2. Setzt man nun den Ausdruck fu¨r das Wigner-3j-Symbol mit
L = l1 + l2 in die obige Formel ein, la¨ßt sich ein Ausdruck fu¨r eine verschobene regula¨re
Kugelfunktion herleiten [163]:
Rlk(r− c) =
l∑
l′=0
l′∑
k′=−l′
[(
l + k
l′ + k′
)(
l − k
l′ − k′
)]1/2
Rl′k′(r)R(l−l′)(k−k′)(−c). (G.34)
G.1.4 Die Ylm und Ylκ ausgedru¨ckt durch kartesische Komponenten
An dieser Stelle seien nur die Formeln fu¨r die Zusammenha¨nge zwischen den ”solid Harmonics”
in spha¨rischen und kartesischen Koordinaten gegeben. Fu¨r die Ansa¨tze zur Herleitung dieser
Relationen sei lediglich erwa¨hnt, daß man fu¨r die komplexen Ylm Drehimpuls-Leiteroperatoren
(ausgedru¨ckt in kartesischen Koordinaten) verwendet und daß man fu¨r die reellen Ylκ folgende
Beziehungen benutzen kann:
Re
{
(x+ iy)|m|
}
=
[ |m|2 ]∑
v=0
(−1)v
( |m|
2v
)
x|m|−2vy2v, (G.35)
Im
{
(x+ iy)|m|
}
=
[ (|m|−1)2 ]+
1
2∑
v= 1
2
(−1)v− 12
( |m|
2v
)
x|m|−2vy2v. (G.36)
Die Bedeutung der eckigen Klammern wird in Anhang H, 1 erla¨utert.
Fu¨r weitere Details sei auf [227], Kapitel 6.4.2 - 6.4.4, Exercise/Solution 6.2 - 6.4 verwiesen.
Fu¨r die komplexen Ylm lautet der Zusammenhang:
Ylm(r) = Nlm [x+ sgn(m)iy]|m|
[ (l−|m|)2 ]∑
t=0
C
l|m|
t
(
x2 + y2
)t
zl−2t−|m|, (G.37)
C lmt =
(
−1
4
)t(
l − t
|m|+ t
)(
l
t
)
, (G.38)
Nlm = (−1)
(m+|m|)
2
1
2|m|l!
√
2l + 1
4pi
(l + |m|)!(l − |m|)!. (G.39)
Die Bedeutung der Funktion sgn(m) wird in Anhang H, 3 erla¨utert.
Fu¨r die reellen Ylκ gilt:
κ = kc ⇔ m = k, (G.40)
κ = ks ⇔ m = −k, (G.41)
Ylκ(r) = Nlκ
[ (l−|m|)2 ]∑
t=0
t∑
u=0
[ |m|2 −vm]+vm∑
v=vm
C lmtuvx
2t+|m|−2(u+v)y2(u+v)zl−2t−|m|, (G.42)
C lmtuv = (−1)t+v−vm
(
1
4
)t(
l
t
)(
l − t
|m|+ t
)(
t
u
)( |m|
2v
)
, (G.43)
Nlκ =
1
2|m|l!
√
2(l + |m|)!(l − |m|)!
2δ0m
, (G.44)
vm =
{
0 m ≥ 0
1
2
m < 0.
(G.45)
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G.2 Quantenmechanische Rotationsoperatoren
Bei der Beschreibung quantenmechanischer Rotationsoperatoren in der Literatur (z.B. [162,
175, 228, 229, 230, 231, 232, 233, 234, 235, 236, 237]) existiert das Problem, daß bei deren
Definition unterschiedliche Konventionen fu¨r die Art der Rotation und die Eulerwinkel ange-
nommen wurden:
• Die Rotationen ko¨nnen als aktiv (Rotation des Systems bei feststehendem Koordina-
tensystem) oder als passiv (das Koordinatensystem rotiert zusammen mit dem System)
betrachtet werden.
• Die Rotation um die Eulerwinkel φ, θ, ψ um die unterschiedlichen Achsen kann in ihrer
Reihenfolge vertauscht sein.
• Die Rotationen ko¨nnen im mathematisch positiven Sinne (d. h. in Gegenuhrzeigersinn)
erfolgen oder nicht.
In diesem Kapitel sei lediglich auf die hier verwendeten Konventionen eingegangen. Hinsichtlich
einer ausfu¨hrlicheren Diskussion unterschiedlicher Konventionen sei auf die Artikel [238] und
[239] verwiesen.
G.2.1 Wahl der Eulerwinkel
G.2.1.1 Passive Rotationen
Das urspru¨ngliche Koordinatensystem (x, y, z) wird durch die drei aufeinanderfolgenden, im
mathematisch positiven Sinne ausgefu¨hrten Rotationen auf das Koordinatensystem (x′′, y′′, z′′)
abgebildet (Abb. G.1):
1. Rotation um φ um die z-Achse : y → y′.
2. Rotation um θ um die y′-Achse: z → z′′.
3. Rotation um ψ um die z′′-Achse.
Bei der passiven Rotation wird ein Punkt mit den Koordinaten (rx, ry, rz) im nicht rotier-
ten Koordinatensystem (x, y, z) zum Punkt (rx′′ , ry′′ , rz′′) im rotierten Koordinatensystem
(x′′, y′′, z′′):  rx′′ry′′
rz′′
 = P(φ, θ, ψ) ·
 rxry
rz
 . (G.46)
Es la¨ßt sich nun zeigen, daß fu¨r die zugeho¨rige Abbildungsmatrix P(φ, θ, ψ) gilt [238]:
P =
 cosφ cos θ cosψ − sinφ sinψ sinφ cos θ cosψ + cosφ sinψ − sin θ cosψ− cosφ cos θ sinψ − sinφ cosψ − sinφ cos θ sinψ + cosφ cosψ sin θ sinψ
cosφ sin θ sinφ sin θ cos θ
 .
(G.47)
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Abbildung G.1: Euler-Rotation um die Winkel φ, θ, ψ
G.2.1.2 Aktive Rotationen
Ein Punkt P habe vor der Rotation die Koordinaten (xP , yP , zP ) und nach der Rotation die
Koordinaten (x′′P , y
′′
P , z
′′
P ). Wie gesagt verdreht sich hierbei das Koordinatensystem (x, y, z)
nicht.
1. Rotation um ψ um die z-Achse des festen Koordinatensystems.
2. Rotation um θ um die y-Achse des festen Koordinatensystems.
3. Rotation um φ um die z-Achse des festen Koordinatensystems.
Die Rotationsmatrix fu¨r die Rotation um φ um die z-Achse des festen Koordinatensystems
lautet:
Rz(φ) =
 cosφ − sinφ 0sinφ cosφ 0
0 0 1
 . (G.48)
Fu¨r die Rotationsmatrix fu¨r die Rotation um φ um die y-Achse des festen Koordinatensystems
gilt:
Ry(φ) =
 cosφ 0 sinφ0 1 0
− sinφ 0 cosφ
 . (G.49)
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Die Rotationsmatrix fu¨r aktive Rotationen gema¨ß obiger Konvention ist dann:
A(φ, θ, ψ) = Rz(φ) · Ry(θ) · Rz(ψ), (G.50)
A =
 cosφ cos θ cosψ − sinφ sinψ − cosφ cos θ sinψ − sinφ cosψ cosφ sin θsinφ cos θ cosψ + cosφ sinψ − sinφ cos θ sinψ + cosφ cosψ sinφ sin θ
− sin θ cosψ sin θ sinψ cos θ
 . (G.51)
Diese Matrix bildet einen Punkt ~r mit den Koordinaten rx, ry, rz vor der aktiven Rotation auf
den entsprechenden Punkt ~r′ nach der aktiven Rotation mit den Koordinaten r′x, r
′
y, r
′
z ab: r′xr′y
r′z
 = A(φ, θ, ψ) ·
 rxry
rz
 . (G.52)
G.2.1.3 Vergleich der obigen Konventionen fu¨r aktive und passive Rotationen
Die obige Konvention fu¨r passive Rotationen, ausgedru¨ckt durch aktive Rotationen, lautet
(vgl. Formel (6) in [238]):
1. Rotation um −φ um die z-Achse des festen Koordinatensystems.
2. Rotation um −θ um die y-Achse des festen Koordinatensystems.
3. Rotation um −ψ um die z-Achse des festen Koordinatensystems.
Durch Vergleich der Ausdru¨cke fu¨r A und P sieht man, daß A und P zueinander transponierte
Matrizen sind. Da Rotationsmatrizen unita¨r und reell sind, heißt das, daß A und P invers
zueinander sind:
P(φ, θ, ψ) = A−1(φ, θ, ψ). (G.53)
Somit gilt entsprechend (G.50) fu¨r P :
P(φ, θ, ψ) = Rz(−ψ)Ry(−θ)Rz(−φ), (G.54)
wa¨hrend fu¨r die aktiven Rotationen, wie bereits erwa¨hnt, gilt:
A(φ, θ, ψ) = Rz(φ) · Ry(θ) · Rz(ψ).
G.2.2 Rotationsoperatoren in der Quantenmechanik - Wignersche
Rotationsmatrizen
Die aktiven Rotationen Rz(φ), Ry(θ) und Rz(ψ) entsprechen den quantenmechanischen Rota-
tionsoperatoren OA,zφ , OA,yθ und OA,zψ [162]:
Rz(φ) ↔ OA,zφ = exp (−iφLz), (G.55)
Ry(θ) ↔ OA,yθ = exp (−iθLy), (G.56)
Rz(ψ) ↔ OA,zψ = exp (−iψLz). (G.57)
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Damit gilt nach (G.50) fu¨r den quantenmechanischen Rotationsoperator, der der aktiven Ro-
tation A(φ, θ, ψ) entspricht:
A(φ, θ, ψ) ↔ OAφθψ = exp (−iφLz) exp (−iθLy) exp (−iψLz). (G.58)
In dieser Arbeit wird ausschließlich mit aktiven Rotationen gearbeitet. Fu¨r die aktive Rotation
einer Kugelfla¨chenfunktion mit OAφθψ gilt dann:
OAφθψ|Ylm(~r)〉 =
∑
l′m′
|Yl′m′(~r)〉〈Yl′m′(~r)|OAφθψ|Ylm(~r)〉. (G.59)
Hierbei wurde die Auflo¨sung der Identita¨t benutzt:
1 =
∑
l′m′
|Yl′m′(~r)〉〈Yl′m′(~r)|.
Der Ausdruck 〈l′m′|OAφθψ|lm〉 ist nur bei l = l′ ungleich Null und entspricht den Wignerschen
Rotationsmatrizen Dlm′m(φ, θ, ψ). Mit (G.58) erha¨lt man:
Dlm′m(φ, θ, ψ) = 〈lm′|e−iφlze−iθlye−iψlz |lm〉. (G.60)
Weil nun |lm′〉 und |lm〉 Eigenfunktionen von lz sind, vereinfacht sich dieser Ausdruck zu:
Dlm′m = e
−i(φm′+ψm)〈lm′|e−iθly |lm〉 = e−i(φm′+ψm)dlm′m(θ). (G.61)
Der Ausdruck fu¨r dlm′m(θ) ist, wie in [231], Kapitel 15 hergeleitet:
dlm′m(θ) =
∑
t
(−1)t
√
(l +m)!(l −m)!(l +m′)!(l −m′)!
(l −m′ − t)!(l +m− t)!t!(t+m′ −m)!
·
(
cos
(
1
2
θ
))2l+m−m′−2t
·
(
sin
(
1
2
θ
))2l+m′−m
. (G.62)
([231], Formel 15.27). Eine Literaturstelle, die mehrere alternative Herleitungsverfahren dieses
Ausdruckes vorstellt, ist [228]. Die Summe in (G.62) la¨uft u¨ber alle ganzzahligen Werte t, fu¨r
die die in den Summanden auftretenden Faktoren einen Sinn haben (0! = 1).
G.2.3 Kopplung von Drehimpulsen - Wigner-3j-Symbole
Gegeben seien zwei Drehimpulse l1 und l2 mit den z-Komponenten m1 und m2, die zu einem
Gesamtdrehimpuls L mit der z-Komponente M koppeln. Aufgrund der Unscha¨rferelationen
und der Kommutatoreigenschaften fu¨r Drehimpulse la¨ßt sich ein solcher Zustand auf zwei
unterschiedliche Weisen beschreiben:
1. |l1l2LM〉.
2. |l1m1l2m2〉.
Ein Zustand, der durch |l1l2LM〉, also durch die Drehimpulsquantenzahlen der beiden gekop-
pelten Einzelsysteme l1 und l2 sowie durch die Quantenzahl des Drehimpulses des Gesamtsy-
stems L und dessen Magnetquantenzahl M spezifiziert ist, la¨ßt sich als eine Linearkombination
von Zusta¨nden |l1m1l2m2〉 schreiben, die durch die Drehimpuls- und Magnetquantenzahlen der
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beiden gekoppelten Einzelsysteme l1, m1, l2 und m2 charakterisiert sind, wobei in dieser Line-
arkombination alle erlaubten Werte von m1 und m2 auftreten:
|l1l2LM〉 =
∑
m1,m2
C l1l2Lm1m2M |l1m1l2m2〉. (G.63)
Die Koeffizienten C l1l2Lm1m2M , genannt Clebsch-Gordan-Koeffizienten oder Vektor-Kopplungsko-
effizienten, lassen sich durch Auflo¨sung der Identita¨t∑
m1,m2
|l1m1l2m2〉〈l1m1l2m2| (G.64)
darstellen als
|l1l2LM〉 =
∑
m1,m2
|l1m1l2m2〉〈l1m1l2m2|l1l2LM〉, (G.65)
C l1l2Lm1m2M = 〈l1m1l2m2|l1l2LM〉 = 〈l1m1l2m2|LM〉. (G.66)
Der analytische Ausdruck fu¨r die Clebsch-Gordan-Koeffizienten ist:
C l1l2Lm1m2M = δ(m1 +m2,M)
·
√
(2L+ 1)(l1 + l2 − L)!(l1 −m1)!(l2 −m2)!(L−M)!(L+M)!
(l1 + l2 + L+ 1)!(L+ l1 − l2)!(L+ l2 − l1)!(l1 +m1)!(l2 +m2)!
·
∑
t
(−1)l1−m1+t (l1 +m1 + t)!(L+ l2 −m1 − t)!
t!(L−M − t)!(l1 −m1 − t)!(l2 − L+m1 + t)! . (G.67)
Die Herleitung dieses Ausdrucks ist in [228] skizziert.
Die Clebsch-Gordan-Koeffizienten sind nicht symmetrisch hinsichtlich der drei beteiligten
Drehimpulse. Daher hat man die Wigner-3j-Symbole definiert:(
l1 l2 l3
m1 m2 m3
)
=
(−1)l1−l2−m3√
2l3 + 1
〈l1m1, l2m2|l3 −m3〉. (G.68)
Die Wigner-3j-Symbole verschwinden unter folgenden Bedingungen:
• Wenn m1 +m2 +m3 6= 0 ist.
• Wenn m1 > l1 oder m2 > l2 oder m3 > l3 ist.
• Wenn m1, m2 und m3 allesamt Null sind und l1 + l2 + l3 ungerade ist.
• Wenn die l’s nicht die Dreiecksungleichungen erfu¨llen, d. h. wenn |lj − lk| ≤ li ≤ lj + lk
fu¨r alle {i, j, k} ∈ {1, 2, 3} nicht gilt.
Eine gerade Vertauschung der Spalten a¨ndert das Vorzeichen der Wigner-3j-Symbole nicht:(
l1 l2 l3
m1 m2 m3
)
=
(
l2 l3 l1
m2 m3 m1
)
=
(
l3 l1 l2
m3 m1 m2
)
. (G.69)
Ungerade Vertauschungen von Spalten fu¨hren dagegen einen Phasenfaktor (−1)l1+l2+l3 ein:(
l2 l1 l3
m2 m1 m3
)
= (−1)l1+l2+l3
(
l1 l2 l3
m1 m2 m3
)
. (G.70)
Ferner gilt: (
l1 l2 l3
−m1 −m2 −m3
)
= (−1)l1+l2+l3
(
l1 l2 l3
m1 m2 m3
)
. (G.71)
Anhang H
Konventionen in den Formeln
1. [k]= gro¨ßte ganze Zahl, die kleiner oder gleich k ist.
2. ceil(k) ist die kleinste ganze Zahl, die gro¨ßer oder gleich k ist.
3.
sgn(m) =
{
1 m ≥ 0
−1 m < 0.
4. Die Doppelfakulta¨t ist definiert als
(2k − 1)!! = (2k − 1) · (2k − 3) . . . 3 · 1,
(2k)!! = (2k) · (2k − 2) . . . 4 · 2
mit den speziellen Werten
(−1)!! = 1 , 0!! = 1.
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