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Digital microfluidics is a rapidly growing field wherein droplets are manipulated for use in
small-scale applications such as variable focus lenses, display technology, fiber optics, and lab-on-a-
chip devices. There has been considerable interest in digital microfluidics and the various methods
for liquid actuation by thermal, chemical, and electrical means, where each of the actuation methods
make use of the favorable scaling relationship of surface tension forces at the micro scale.
Another increasingly important field is addressing the ever growing need for improved heat
transfer techniques in the next generation of electronic devices. As device size decreases and device
efficiency increases, high heat flux removal capabilities (100 - 1000 W/cm2) are critical to achieve
the lower device operating temperatures necessary to ensure reliably and performance.
In this thesis, we investigate the nature of the forcing that occurs in the transport of liquid
drops by electrical means. The effects of system parameters on the force density and its net integral
are considered in the case of dielectrophoresis (insulating fluids) and electrowetting-on-dielectric
(conductive fluids). Moreover, we explore the effectiveness of a new heat transfer technique called
digitized heat transfer (DHT), where droplets are utilized to enhance the removal of heat from
electronic devices. Numerical computations of the Nusselt number for these types of flows provide
strong evidence of the effectiveness of DHT in comparison to continuous flows.
These two physical phenomena are but two examples that illustrate the growing need for
numerical techniques that simply and efficiently handle problems on irregular domains. We present
two algorithms appropriate in this environment. The first extends the recently introduced Immersed
Boundary Projection Method (IBPM), originally developed for the incompressible Navier-Stokes
equations, to elliptic and parabolic problems on irregular domains in a second-order accurate man-
iv
ner. The second algorithm employs a boundary integral approach to the solution of elliptic problems
in three-dimensional axisymmetric domains with non-axisymmetric boundary conditions. By us-
ing Fourier transforms to reduce the three-dimensional problem to a series of problems defined
on the generating curve of the surface, a Nystro¨m discretization employing generalized Gaussian
quadratures can be applied to rapidly compute the solution with high accuracy. We demonstrate
the high order nature of the discretization. An accelerated technique for computing the kernels of
the reduced integral equations is developed for those kernels arising from Laplace’s equation, over-
coming what was previously the major obstacle in the solution to such problems. We extend this
technique to a wide class of kernels, with a particular emphasis on those arising from the Helmholtz
equation, and provide strong numerical evidence of the efficiency of this approach. By combining
the above approach with the Fast Multipole Method, we develop an efficient and accurate technique
for solving boundary integral equations on multiply connected domains.
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Chapter 1
Introduction
This thesis represents a collected body of work by the author (under the guidance of his
advisors) that closely investigates two problems that arise in the field of microfluidics, and develops
several numerical algorithms that are relevant to simulating these phenomena.
In Chapters 2 and 3 of this thesis, we provide an in depth investigation into two physical
phenomena. In Chapter 2, we investigate a novel technique for heat removal called digitized heat
transfer (DHT). This technique relies on a discretized flow in place of a continuous flow. We
provide strong numerical evidence of the increased Nusselt numbers in DHT in comparison to the
classical Graetz flow. In Chapter 3, we focus on the nature of forcing that arises in the electrical
actuation of liquid drops. We consider the limiting cases of electrically conducting and electrically
insulating fluids. The former is commonly known as electrowetting-on-dielectric (EWOD) and the
latter is referred to as dielectrophoresis. We formulate the equations governing the forcing for
these actuation methods and clear up a common discrepancy regarding the nature of the forcing
in dielectrophoresis. We give an in depth numerical investigation for the the net force experienced
by a droplet, particularly in regards to edge effects when the liquid is near the fringing field of
an electrode. From this, we give several recommendations for the design of devices that utilize
electrowetting and dielectrophoresis to transport droplets.
The work presented in Chapters 2 and 3 has also been published, and can additionally be
found in the following papers:
• P.M. Young and K. Mohseni. DEP forcing for application in digital microfluidics. Annals
2of the New York Academy of Sciences, 1161, 463-471, 2009.
• P.M. Young and K. Mohseni. Calculation of DEP and EWOD forces for application in
digital microuidics. ASME J. Fluid Eng., 130(8), 2008.
• P.M. Young and K. Mohseni. The effect of droplet length on Nusselt numbers in digitized
heat transfer. Proceedings of the IEEE ITherm 2008: Eleventh Intersociety Conference
on Thermal and Thermomechanical Phenomena in Electronic Systems, Lake Buena Vista,
FL, May 28-31, 2008.
• E. Baird, P.M. Young, and K. Mohseni. Electrostatic force calculation for an EWOD-
actuated droplet. Microfluid Nanofluid, 3(6) 635-644, 2007.
Chapters 2 and 3 give but a few examples of complex problems that are commonly encoun-
tered by today’s engineers and scientists. Of course, as the complexity of such problems grows, we
are in an ever growing need of more accurate and refined numerical techniques to model them.
In Chapter 4, we present a numerical technique that is applicable to elliptic and parabolic
problems containing an immersed boundary upon which a Dirichlet boundary condition is present.
By incorporating ideas from both the Immersed Boundary Method (IBM) and the Immersed In-
terface Method (IIM), we can overcome major limitations of both procedures - the lack of spatial
accuracy in the IBM and the requirement on a priori knowledge of jump conditions in the IIM. A
force along this boundary is found implicitly to enforce the boundary condition using a structure
similar to the Immersed Boundary Projection Method (IBPM). By modifying the IBPM with the
methodology employed by the IIM and avoiding the use of discrete delta functions when inter-
polating to the immersed boundary, second-order spatial accuracy is achieved at all points in the
Cartesian mesh.
In Chapter 5, we present a technique for solving boundary integral equations on axisymmet-
ric domains. We make no such assumption on the boundary load; it is a fully three dimensional
problem. Under the axisymmetric assumption, it is possible to decouple the integral equation into a
3series of integral equations defined on the generating curve of the body. We combine this approach
with a high order Nystro¨m discretization that employs special purpose Gaussian quadratures to
integrate the weakly singular kernel of the reduced equations. The reduction to a series of integral
equations defined on the generating curve presents an additional difficulty in that the kernels of
the new integral equations are no longer given explicitly; they are defined in terms of a Fourier
integral on the torus. In past approaches, this has been a major bottleneck in utilizing the axisym-
metric approach. We have overcome this difficulty for the kernels related to Laplace’s equation by
exploiting recursion relations and the FFT. Further, we have extended this technique to a wide
variety of kernels, with particular emphasis on the single and double layer kernels associated with
the Helmholtz equation. We have developed efficient algorithms for computing solutions to the
Laplace and Helmholtz equations on simply connected domains. These algorithms are very effi-
cient; problems with hundreds of thousands of unknowns can be setup, inverted, and applied to a
vector in a handful of minutes. If additional boundary loads are required to be solved, this can
be done in a fraction of a second. A further advantage of our approach is that direct solvers can
be utilized, mostly circumventing issues regarding any ill conditioning of the linear systems, which
is particularly prevalent for the Helmholtz equation. We have also combined the axisymmetric
methodology with the Fast Multipole Method (FMM) to efficiently solve problems on multiply
connected domains. This class of problems demonstrates clearly the benefit of the axisymmetric
approach; we observe that the bottleneck in this algorithm arises the FMM, an algorithm that runs
in linear time for the problems we consider.
We also include two appendices, one with tables of the special purpose quadratures used to
discretize the integral equations, and a second on numerical homogenization via the approximation
of the solution operator. We include the latter as a further demonstration of the usefulness of the
integral equation approach when dealing with complex domains.
The algorithms presented in Chapters 4 and 5 and the appendices are currently (or soon to
be) under review for publication. The papers currently under review are listed below, and we are
in the process of finishing preprints on articles related to the extension of the BIE algorithm to the
4Helmholtz equation and multiply connected domains.
• P.M. Young and P.G. Martinsson. A direct solver for the rapid solution of boundary integral
equations on axisymmetric surfaces in three dimensions. 2010.
In review. http://arxiv.org/abs/1002.2001v1
• A. Gillman, P.M. Young, P.G. Martinsson. Numerical homogenization via approximation of
the solution operator. To appear in the proceedings of the Numerical Analysis of Multiscale
Computations workshop in Banff, December 2010.
• P.M. Young and K. Mohseni. A second-order immersed boundary projection method for
elliptic and parabolic problems. 2010. In review.
We have made concluding remarks at the end of each chapter, indicating how results can be
extended and future directions of work. The complexity of the physical problems we have explored
in Chapters 2 and 3 are extremely challenging when coupled together into a full, direct simulation.
The analysis and algorithms developed in this thesis should represent a major step in achieving
such a goal.
Chapter 2
Digitized Heat Transfer
2.1 Introduction
The next generation of electronic devices is facing an ever growing need for improved heat
transfer techniques. As device size decreases and device efficiency increases, high heat flux removal
capabilities (100 - 1000 W/cm2) are critical to achieve the lower device operating temperatures
necessary to ensure reliably and performance [58].
Candidates for achieving high flux heat removal include jet-impingement cooling, liquid-
immersion cooling, microchannel heat sinks, pool boiling, thermoelectric cooling, and spray cooling
[33, 52, 81, 82, 103, 113, 127, 131, 132, 154]. The cooling mechanism investigated here is most
closely related to liquid cooling through microchannels, first proposed in 1981 by Tuckerman and
Pease [144]. A comprehensive review of microchannel transport can be found in [57] and a detailed
summary of experimental results for single-phase heat transfer in microchannels can be found in
[112].
In addition to steady state cooling requirements, “hot spots” are a major consideration for
thermal management of integrated circuit technology [75, 154]. Rather than attempt to increase the
heat removal capabilities of the entire device to handle these heat spikes, it would be more efficient
if a technique could target hot spots individually and on-demand while working in conjunction with
conventional heat transfer technology.
Digital microfluidics is an fast growing field [38, 141] wherein droplets are manipulated for
small-scale applications such as variable focus lenses, display technology, fiber-optics, and lab-on-a-
6(a) Continuous Flow
(b) DHT Flow
Figure 2.1: Different flows in a parallel plate geometry.
chip devices. There has been considerable interest in digital microfluidics and the various methods
for liquid actuation including thermal [39, 115], chemical [56], and electrical means [6, 79, 88,
114, 123, 133, 148], where the actuation methods make use of the favorable scaling relationship of
surface tension forces at the micro scale. A detailed investigation into the nature of the forcing
that induces motion in liquid droplets by electrical means is provided in Chapter 3 of this thesis.
The use of droplets for thermal management, referred to here as “digital heat transfer” (DHT), has
been proposed in previous works [105, 106, 108, 109, 116], but an investigation of the heat transfer
capabilities of DHT is lacking. This chapter investigates the heat transfer capabilities of DHT in
comparison with continuous flow in the parallel plate geometry, commonly known as the Graetz
problem [10], see Figure 2.1.
2.2 Digitized Heat Transfer
For the following investigation, it is assumed that droplet digitization and transport has been
achieved using either chemical, thermal, or electrical methods. Electrical methods of actuation
appear to be particularly well suited to DHT. Electrodes are patterned in such a way that a
droplet can be transported anywhere along the surface where the heat is to be removed. If the
droplet is conductive, a dielectric layer is required to insulate the droplet away from the electrodes.
This transport mechanism is commonly referred to as electrowetting-on-dielectric (EWOD). No
moving parts are required to activate a drop by this method, it requires little power, and has
7Figure 2.2: Concept of a DHT system driven by EWOD actuation.
experimentally observed droplet velocities of 25 cm/s [32]. Furthermore, liquids that are excellent
electrical conductors often perform well as thermal conductors, such as liquid metals. Their use
has been proposed for high heat flux chip cooling [103]. See Figure 2.2 for a concept schematic of
a EWOD driven DHT system and Chapter 3 for more details on EWOD and dielectrophoresis.
Using patterned electrodes to transport a droplet allows for droplet trajectories to be fully
programmable. In view of the increasing demand to handle hot spots effectively, DHT provides a
possible method for handling hot spots. If a hot spot was detected, a droplet could immediately
be drawn from a reservoir and brought to the hot spot along a programmed path anywhere on the
chip. Once the temperature spike had been absorbed, the droplet would simply be transported to
a reservoir off of the chip for cooling.
Regardless of the actuation method, DHT only requires the use of a digital flow in place of
a continuous flow. It is the discrete nature of the flow that allows for the improvement in heat
transfer over continuous flows.
2.3 Governing Equations
For the DHT flow considered in this chapter, a droplet has replaced a continuous flow between
two parallel plates, and the flow is assumed to be two dimensional. The no-slip condition present
at the wall induces a circulation inside the droplet as it travels between the plates [106], and this
8characteristic behavior of the flow has been observed experimentally [93]. Twin vortices form inside
the droplet, and it is these vortices that enhance the convection inside the droplet in comparison
to the continuous flow, where the velocity field is simply that of Poiseuille flow. A recirculation
time scale for such a flow has been identified previously [5].
Throughout this discussion surface forces are neglected. It is assumed that the mean droplet
velocity U is constant, and that the droplet is symmetric about the horizontal plane that divides
it in half.
The governing equations for an incompressible DHT flow are those that arise from the con-
servation of mass, momentum, and energy. These are given by
∂u
∂x
+
∂v
∂y
= 0, (2.1)
ρ
(
∂u
∂t
+
∂(u2)
∂x
+
∂(uv)
∂y
)
= −∂p
∂x
+ µ
(
∂2u
∂x2
+
∂2u
∂y2
)
, (2.2)
ρ
(
∂v
∂t
+
∂(uv)
∂x
+
∂(v2)
∂y
)
= −∂p
∂y
+ µ
(
∂2v
∂x2
+
∂2v
∂y2
)
, (2.3)
ρcp
(
∂T
∂t
+ u
∂T
∂x
+ v
∂T
∂y
)
= k
(
∂2T
∂x2
+
∂2T
∂y2
)
, (2.4)
respectively, where t is time, x and y are the horizontal and vertical coordinates, u and v are the
horizontal and vertical velocities, p is the fluid static pressure, T is the fluid temperature, and ρ,
µ, cp, and k are the density, dynamic viscosity, specific heat, and thermal conductivity of the fluid.
2.3.1 Nondimensionalization
Define
t¯ =
U
H
t, x¯ =
1
L
x, y¯ =
1
H
y, u¯ =
1
U
u, v¯ =
L
HU
v, p¯ =
p− p∞
ρU2
, and T¯ =
T − Tref
Tc
,
where the overbar denotes a nondimensional variable, H and L are the height and length of the
droplet, U is the mean velocity of the droplet, p∞ is the reference pressure, and Tref and Tc are
reference temperatures that are defined later in this section. Define
A =
H
L
, ν =
µ
ρ
, Re =
HU
ν
, α =
k
ρcp
, and Pe =
HU
α
,
9Figure 2.3: Geometry of the DHT setup.
where A is the aspect ratio of the droplet, ν is the kinematic viscosity, Re is the Reynolds number,
α is the thermal diffusivity, and Pe is the Peclet number. Then equations (2.1) - (2.4) become
∂u¯
∂x¯
+
∂v¯
∂y¯
= 0, (2.5)
∂u¯
∂t¯
+A
(
∂(u¯2)
∂x¯
+
∂(u¯v¯)
∂y¯
)
= −A∂p¯
∂x¯
+
1
Re
(
A2
∂2u¯
∂x¯2
+
∂2u¯
∂y¯2
)
, (2.6)
∂v¯
∂t¯
+A
(
∂(u¯v¯)
∂x¯
+
∂(v¯2)
∂y¯
)
= − 1
A
∂p¯
∂y¯
+
1
Re
(
A2
∂2v¯
∂x¯2
+
∂2v¯
∂y¯2
)
, (2.7)
∂T¯
∂t¯
+A
(
u¯
∂T¯
∂x¯
+ v¯
∂T¯
∂y¯
)
=
1
Pe
(
A2
∂2T¯
∂x¯2
+
∂2T¯
∂y¯2
)
. (2.8)
There are two common boundary conditions to consider, constant wall temperature and
constant wall flux.
2.3.1.1 Constant Wall Temperature
If the wall temperature is held constant, we set Tref = Tw and Tc = Tw − Tm, where Tw and
Tm are the fluid temperature at the wall and the mean temperature of the fluid.
2.3.1.2 Constant Wall Flux
If the heat flux is held constant at the wall, we set Tref = TI and Tc = Hq
′′
/k, where TI is
the initial temperature of the fluid and q
′′
is the heat flux at the wall.
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2.3.2 Nusselt Number
In laminar duct flow problems, the heat transfer coefficient h is conventionally defined as [10]
h =
q
′′
Tw − Tm , (2.9)
the heat flux at the wall is given by
q
′′
= k
∂T
∂n
∣∣∣∣
w
, (2.10)
where n is the normal at the wall, and the mean temperature of the fluid at a given point in the
channel is defined as
Tm =
1
HU
∫ H
0
uT dy. (2.11)
If T is nondimensionalized using the relation
T˜ =
T − Tw
Tw − Tm ,
the natural way of defining the local Nusselt number Nu` is given by
Nu` =
Hh
k
=
∂T˜
∂y¯
∣∣∣∣∣
y¯=0
. (2.12)
This definition of Nu` cannot be used directly because temperature is not necessarily nondimen-
sionalized in terms of Tm and Tw. However, Nu` can be related to nondimensional temperature
used for the constant wall temperature and flux boundary conditions [10]. For the constant wall
temperature boundary condition,
Nu` =
1
T¯m
∂T¯
∂y¯
∣∣∣∣
y¯=0
(2.13)
and for the constant heat flux at the wall boundary condition
Nu` =
1
T¯w − T¯m . (2.14)
Note that when there is a constant wall temperature, Nu` is a measure of the change in heat flux
at the wall, while if the heat flux is constant, Nu` is a measure of the wall temperature itself.
The mean Nusselt number Num is given by
Num =
1
L
∫ L
0
Nu` dx. (2.15)
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(a) Horizontal Velocity (b) Vertical Velocity
Figure 2.4: Velocities along lines through the geometric center of the cavity for Re = 400. The
velocity field was developed in time until the condition given in (2.16) was met. Results were
compared with [60].
2.4 Computational Technique
In the frame of reference of the droplet, we see that the flow arising in DHT is very similar to
that of the lid driven cavity, with the caveat that the DHT flow is driven from both the top and the
bottom [5]. With this in mind, the technique used to compute the velocity field is the well known
projection method for incompressible flows, with use of a MAC mesh [122] (a staggered grid with
horizontal velocity nodes on the left and right, vertical velocity nodes on the top and bottom, and
pressure nodes at the center of each cell in the grid) and standard central finite differences in space.
A first-order explicit time discretization is used, and the velocity field is iterated until steady state
is reached, given by the condition
‖un+1 − un‖ ≤ 10−8 (2.16)
where the norm above is the discrete l2 norm.
Boundary conditions for the droplet are assumed to be no slip at the walls. To ensure that the
solver is performing as desired, the algorithm was benchmarked against the results of the standard
driven cavity flow given by Ghia [60]. As seen in Figure 2.4, the convergence criterion given in
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2
(c) A = 1
4
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Figure 2.5: Streamlines of flow inside droplets with various aspect ratios A at Re = 100.
(2.16) is sufficient in driving the velocity field to steady state.
Figure 2.5 shows the steady-state streamlines for droplets of increasing length in a DHT
system with Re = 100. As the aspect ratio A decreases, corresponding to the droplet growing in
length, the streamlines begin to straighten out horizontally.
Once the steady-state velocity is obtained for a particular value of A, the energy equation
(2.8) can be solved. T¯ is solved at the cell centers of the MAC mesh, with centered second-order
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(a) Tw constant (b) q
′′
w constant
Figure 2.6: The Nusselt number Num plotted against the nondimensional spatial coordinate
(
x/H
Pe
)
.
This is coordinate that is usually used when giving results for the continuous Graetz problem [10].
finite differences applied in space and a explicit first-order finite difference discretization used in
time. At each time step, Num is calculated using either (2.14) or (2.15) depending upon which
temperature boundary condition is present at the wall. The droplet interface itself is assumed to
be thermally insulating. The setup is given in Figure 2.3.
2.5 Results
Figure 2.6 displays Num for the constant wall temperature and constant wall flux boundary
conditions plotted against the nondimensionalized spatial coordinate (x/H)/Pe. This coordinate
can also be viewed as the nondimensionalized distance that the drop has travelled down the heated
channel. Included in this figure is the Nusselt number for a continuous flow, the classical Graetz
problem. Independent of the boundary conditions, a strong oscillatory behavior is seen initially
in the case of a discrete flow. The values of Num then proceed to asymptote to a constant value.
In all investigated cases of droplets with different aspect ratios, it is seen that the values of Num
achieved are greater than that achieved in continuous Graetz flow.
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(a) Tw constant (b) q
′′
w constant
Figure 2.7: The Nusselt number Nu plotted against the period of fluid rotation ≈ 1H+2L .
This increase in Nusselt number in DHT flows is a direct consequence of the addition of
interfaces inducing a wall-normal velocity component to the flow. This additional convection in-
creases the mixing inside the droplet in comparison to continuous flows, providing the larger Nusselt
number. A larger aspect ratio (corresponding to a shorter droplet) results in a larger asymptotic
Nusselt number because there is relatively more cool fluid inside the droplet that can be brought
into contact with the heated wall in comparison to a longer droplet.
Figure 2.7 displays the same values of Num as in Figure 2.6, except the scaling used in plotting
Num is the approximate recirculation time in the cavity, t¯/(H + 2L) [5]. Using this scaling, the
peaks in Num all align. This gives a strong indication that the peaks in Num are a direct result of
droplet circulation. Heuristically, the initial climb in Num can be attributed to the cold fluid that is
initially present in the center of the droplet being transported to the heated walls by the droplet’s
internal circulation. This rise in Num reaches a maximum, and then begins to decline as fluid that
has previously been heated completes its circulation and is brought back to the heated walls. This
cycle repeats, resulting in a chain of oscillations, until a balance between droplet circulation and
heat diffusion is reached. At this point, the oscillations have been completely damped, and the
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Figure 2.8: Peak of Nusslet number for various aspect ratios.
value of Num is steady.
A curious phenomenon can be seen in Figure 2.7(b); the peak value of Num is greater for
A = 1/2 than for A = 1. This behavior is not present in Figure 2.7a, the constant wall temperature
case, where a greater aspect ratio results in a greater value of Num for any given time. Figure 2.8
gives a detailed view of the peak in Num for aspect ratios of A = 2, A = 1, A = 2/3, and A = 1/2
with constant wall flux.
This phenomenon can be explained by looking to the characteristic time scales for heat
diffusion. For a longer droplet, the majority of the heat diffusion is occurring in the wall-normal
direction. As the droplet becomes shorter, diffusion in the wall-tangent direction plays a growing
role. When these two diffusion times are near equal in magnitude, the highest peaks in Num are
achieved. As the wall-tangent diffusion begins to dominate, the peak in Num begins to decline.
Figures 2.9, 2.10, and 2.11 show this transition occurring from longer to shorter droplets.
This phenomenon is not seen in the constant wall temperature case, because diffusion time
in the wall normal direction is greater for this boundary condition. This is a result of the constant
flux boundary condition introducing more heat to the fluid as it travels along the heated wall. In
the constant temperature case, the fluid becomes more and more saturated as it travels along the
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(a) Tempurature (b) Nusselt Number
Figure 2.9: Local temperature and Nusselt number plots at peak value of Num for A = 1/4.
(a) Tempurature (b) Nusselt Number
Figure 2.10: Local temperature and Nusselt number plots at peak value of Num for A = 1/2.
(a) Tempurature (b) Nusselt Number
Figure 2.11: Local temperature and Nusselt number plots at peak value of Num for A = 2.
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heated wall, limiting the amount of heat it can absorb. This is not the case for constant heat flux
boundary conditions at the wall. It is possible that the same effect in peak height may occur for
the constant wall temperature case, but for larger values of A.
The oscillations of Num discussed previously are a phenomenon that occurs when the droplet
first begins to remove heat. It is damped out once the droplet has traveled its own length in distance
a few times. It may well be that a device utilizing digitized heat transfer may require the droplet to
travel a distance considerably greater than the droplet length, in which case the oscillations would
have little effect on the overall heat transfer capability of the device.
2.6 Conclusions
The increasing demand for efficient, compact heat removal techniques has made thermal
management an increasingly greater factor in the design of electronic devices. In this chapter, we
have demonstrated the promise of DHT as a candidate for high heat flux removal and hot spot
cooling. In both the constant wall and temperature cases, the higher Nusselt numbers obtained by
DHT in comparison to continuous Graetz flow is a strong indicator of DHT’s potential as a heat
transfer mechanism. A periodic fluctuation in Nusselt number has been observed, and its origins
investigated. There are many challenges in building a fully integrated DHT device, but in light
of the encouraging results presented within this chapter, experimental research is desired to fully
assess DHT as a method for heat removal.
Chapter 3
The Characterization of Forcing in Electrowetting and Dielectrophoresis
3.1 Introduction
The field of digital microfluidics, in which discrete droplets are manipulated in place of
continuous flows, has seen rapid development over the last few years for a variety of applications,
from engineering to the life sciences [32, 37, 89, 123, 124, 133, 148], including variable focus lenses,
display technology, fiber-optics, and lab-on-a-chip devices. In particular, efficient and cost-effective
lab-on-a-chip devices are in great demand, as they allow for highly repetitive laboratory tasks
to become automated with the introduction of miniaturized and integrated systems [29]. This
technique typically makes use of forces possessing favorable scaling relationships; prevalent examples
include thermal or chemical surface tension modulation, electrowetting, and dielectrophoresis. In
our group, digital microfluidics has been employed for active thermal management of compact
electronic devices [5, 105, 106], design of a zero leakage microvalve [110], investigation of droplet
morphology under electrowetting actuation [42], and design of an electrowetting microlense [28].
In Chapter 3, we investigated the heat removal technique digitized heat transfer. This technique
relies on the rapid and efficient movement of liquid droplets across a substrate, and as we will see,
electrical methods for inducing droplet motion are excellent candidates for use in digitized heat
transfer.
Accurate descriptions of actuation forces and resultant droplet velocities must be available
when designing an integrated device making use of discretized flows. Currently, the most promising
methods of droplet actuation in microfluidic devices are electrowetting on dielectric (EWOD) for
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conductive droplets [49, 111] and dielectrophoresis (DEP) for electrically insulating droplets [40,
59, 77, 78, 79], where in both cases droplets are transported by sweeping an applied voltage along
a microchannel ahead of the droplet. Numerical modeling of the droplet dynamics for EWOD and
DEP configurations has been done using approximations of the electrostatic effect [42, 147], but
incorporation of the electrostatic force density into a direct simulation of the fluid mechanics is
desired. For an example of such a simulation, see [136]. This chapter presents numerical results
describing the forces in DEP and EWOD for a droplet of fixed geometry. The lumped parameter
result for the net droplet force is stated for DEP, and then compared with results from direct
numerical simulation of electrostatic forces. An analysis of the lumped force acting upon an EWOD
droplet has previously been presented by our group and others [4, 6, 37]. Here we extend these
results to DEP, investigate the net forces and force distributions in DEP actuation, and provide
comparison with EWOD.
The primary difference between a EWOD and DEP actuated droplet is the nature of the fluid
and its effect on the electric field’s penetration into the media, see Figure 3.1 for the basic setup
of EWOD and DEP. For EWOD, an electrically conducting droplet is placed in a dielectric-coated
channel lined with electrodes. A given electrode is then activated, creating an electric field that
induces a charge accumulation on the surface of the fluid. This charge accumulation allows for
the creation of a net force upon the droplet, drawing the droplet towards the actuated electrode.
Investigation of the interface profile and electrostatic distribution in EWOD has been explored in
several papers [23, 80, 145]. The charge distribution near the contact line was found analytically,
giving rise to a force distribution that is clustered in a region near the contact line on the order of
h, the thickness of the dielectric layer. The interface profile used in this chapter is assumed circular
and fixed for all time, so any dynamic response to the electric field is not included.
DEP differs from EWOD in that the liquid is insulating, charge does not accumulate on the
surface, and the electric field penetrates into the liquid. It is well known that a dielectric material
is drawn into the gap between the parallel plate of a charged capacitor [76]. This is a result of the
non-uniform fringing field located at the edge of the capacitor, providing a force pointing towards
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its center [76, 87]. As opposed to EWOD, the dielectrophoretic force can act over the droplet’s
front face or within the bulk of the fluid itself. Jones [77, 78] has explored the close relationship
between DEP and EWOD on a theoretical basis, but for direct simulation of EWOD and DEP
flows including electrostatic effects, a clear description of the force distribution is required. The
cases considered here are for a perfect conductor (EWOD) and a perfect insulator (DEP), but
there exists many fluids that exhibit properties of both a conductor and dielectric, namely leaky
dielectrics [130].
3.2 Governing Equations
In the problems considered in this chapter, the focus is on droplet flow resulting from electrical
forces. In many microfluidic applications the dynamic currents are so small that the magnetic field
can be ignored. In this situation the governing equations for the electrical field are the electrostatic
laws 1 .
The governing equations of motion for incompressible fluids under electric effects are the
mass, momentum, and electrostatic equations. Aside from the mechanical forces (pressure and
shear stress), there exists Columbic forces due to any existing free charges as well as forces due to
polarization. The corresponding boundary conditions at a fluid interface are obtained by integrating
the mass and momentum equations through the interface.
The net effect of an applied electrical field on a given fluid is represented by an extra body
force on the right hand side of the Navier-Stokes equations. The body force density fb in a fluid
resulting from the influence of an electric field can be written as
fb = ρfE− 12E
2∇+∇(1
2
E ·E ∂
∂ρ
) (3.1)
where  is the fluid permittivity, ρ is the density of the fluid, ρf is the free electric charge density,
and E is the electric field. This is the Korteweg-Helmholtz electric force density formulation
1 For the electrostatic approximation to apply, the characteristic time scale for electric phenomena, τ = /σ must
be small. Note that τ is the ratio of dielectric permeability to conductivity of the medium. For the microfluidic
applications considered here, this condition will usually be valid. For example, pure water has a electrical relaxation
time of ≈ 10−4 and a hydrodynamic time scale of ≈ 0.045. See [99] for more details.
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[117, 139, 150]. The last term in this equation, the electrostriction force density term, can be
ignored for incompressible flows. Hence, the body force density considered here is given by
fb = ρfE− 12E
2∇. (3.2)
This force density provides a coupling between the droplet hydrodynamics and electric field. The
first term of (3.2) is attributed to free charge in the system, while the second term is the contribution
from the polarization of the medium.
The body force density (3.2) can be identically written as the divergence of a stress tensor,
namely the Maxwell stress tensor
fb = ∇ ·TM, (3.3)
or in tensorial notation
TMij = EiEj −

2
δijEkEk. (3.4)
This stress term accounts for both the forces due to free electric charges and the forces due to
polarization of the material.
For a system consisting of perfectly insulating fluids (such as in DEP) with no free charge
present, the first term in (3.2) can be disregarded. The second term in (3.2) is only nonzero at the
interface between the two fluids, where there exists a gradient in . This indicates that the force
density is located at the fluid interface, not distributed throughout the bulk of the fluid as the
physical interpretation of the polarization effect indicates. The debate as to what point of view is
correct is long standing, but these seemingly contradictory interpretations of the body force density
can be shown to be equivalent if care is taken [13]. The body force density due to polarization
forces is traditionally given by the Kelvin polarization body force density [98],
fb = (P · ∇)E = ((− 0)E · ∇)E = ∇
(
1
2
E2
)
−∇
(0
2
E2
)
(3.5)
where P = (− 0)E is the polarization field. For an incompressible fluid, the scalar pressure only
appears in the Navier-Stokes equations in terms of a gradient. The role of pressure is to ensure
continuity of the vector field is satisfied, and it takes on whatever value is needed to guarantee this
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condition is always fulfilled. Hence, any other term that appears in the Navier-Stokes equations
as the gradient of a scalar can be absorbed into the pressure [98]. This is true of the last term in
(3.5), and so the effective body force density in view of the Kelvin representation is
fb = ∇
(
1
2
E2
)
. (3.6)
Now consider the Korteweg-Helmholtz formulation. Using the vector identity ∇(φψ) = φ∇ψ+ψ∇φ
and recalling that there is no free charge present in this system, (3.2) becomes
fb = ∇
(
1
2
E2
)
−∇
( 
2
E2
)
. (3.7)
Since the last term in (3.7) is the gradient of a scalar, it can be absorbed into the pressure. Therefore,
the difference in the Kelvin and Korteweg-Helmholtz body force densities is the gradient of a scalar,
a term that has no dynamic significance for incompressible flows.
For a system where one fluid is significantly more conductive than the other (such as EWOD),
the electric relaxation time for the conductive liquid can be assumed to be significantly shorter
than the relevant hydrodynamic time scales. As a result, the interface can be regarded as a perfect
conductor. For such a conductor under the influence of an electric field, all free charge in the system
accumulates on the surface of the droplet. For such a setup, the force density is given by the first
term in (3.2), except that for an ideal conductor we have ρf → σf , where σf is the surface charge
density. Note that this is no longer a body force density, it is confined to the surface of the droplet.
The surface charge density can be rewritten using Gauss’ Law and the field itself is expressed as
the average electric field intensity at the surface. Applying these two conditions and recalling that
the electric field is always normal to the surface of a conductor gives the surface force density fs at
the interface,
fs = σfE =
ext
2
E2, (3.8)
where ext refers to the dielectric constant of the fluid external to the conductive droplet [151].
Thus, the difference in the force distribution for dielectric and conductive fluids is that of a
body force density as opposed to a surface force density. This is an essential difference in regards
to a numerical implementation of these forces coupled with the fluid equations.
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(a)
(b)
Figure 3.1: The (a) EWOD and (b) DEP configurations. H is the droplet and the channel height
and L, Le, and Lc, are the droplet, electrode, and channel widths. l is the spacing between the hot
and grounded electrodes.
The investigation of the electric force acting upon droplets that are perfectly conductive and
perfectly insulating is now considered in detail. The following introduces the nondimensionalization
of the system considered in this chapter.
3.2.1 Nondimensionalization
Figure 3.1 shows the setup for both the EWOD and DEP systems considered in this chapter.
Let the primes denote the nondimensionalized variables and set
x′ =
x
H
, y′ =
y
H
, V ′ =
V
V0
, and ′ =

0
(3.9)
where H is the channel height, V0 is the charged electrode voltage, and 0 is the electric permittivity
of free space. This nomenclature is used to nondimensionalize the governing equations.
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3.2.1.1 DEP
In electrostatics, E = −∇V defines the relationship between the electric field E and the
electric potential V . Using the potential formulation, Gauss’ Law reads
∇ · (∇V ) = 
(
∂2V
∂x2
+
∂2V
∂y2
)
+
∂
∂x
∂V
∂x
+
∂
∂y
∂V
∂y
= 0. (3.10)
For the system considered in this chapter,  is a continuous function that takes on the value ext
outside the droplet, int inside the droplet, and continuously transitions between ext and int
linearly on the scale of the grid. Nondimensionalization of (3.10) gives
′
(
∂2V ′
∂x′2
+
∂2V ′
∂y′2
)
+
∂′
∂x′
∂V ′
∂x′
+
∂′
∂y′
∂V ′
∂y′
= 0 (3.11)
In the presence of the electric field, the atoms in a dielectric material polarize. The resulting
dipoles experience a force from the electric field, and this electrostatic force density fb of the
electrically insulating droplet is given by (3.5). Equation (3.5) can then be integrated over the
entire domain to give the net force acting upon the insulating droplet. The relationship between
the nondimensional body force density fb′ and the dimensional body force density fb is
fb =
0V
2
0
H3
fb′.
3.2.1.2 EWOD
In EWOD, the droplet is a conductor and hence there is no electric field present internally.
Therefore, equation (3.10) reduces to Laplace’s equation,
∂2V ′
∂x′2
+
∂2V ′
∂y′2
= 0
with the appropriate boundary conditions.
The charge distribution resulting from the electric field present on the conducting droplet
feels a force from the external electric field, giving rise to an electrostatic force always felt normal
to the surface, given by (3.8). The integration of this force density gives the net force on the
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conductive droplet. The relationship between the nondimensional surface force density fs′ and the
dimensional surface force density fs for the EWOD configuration considered here is
fs =
0V
2
0
H2
fs′.
The use of the primes has been dropped in the remainder of this chapter for notational clarity.
3.3 Lumped Forced Calculations
The next two sections pertain to the forces at work in DEP and EWOD. The total force, per
unit area, experienced by a droplet can be directly derived from capacitive energy considerations
[76, 87]. Differentiation of the system energy U gives the net force F in the horizontal direction,
per unit area,
F =
dU
dx
.
This method is demonstrated for both EWOD and DEP droplets in the section below. To calculate
force distributions, numerical methods must be utilized, and this is presented in the second section.
3.3.1 Lumped EWOD Force
Under EWOD actuation, the droplet is a conductor, and so all the charge is located at the
fluid interface. Hence, the droplet experiences a surface force near its front and rear contact lines.
We consider here only the case of a continuously grounded electrode, with the opposing side of the
droplet in contact with a hot electrode with potential V on its advancing face, and a grounded
electrode on its receding face as seen in Figure 3.1(a). Ignoring the contributions of edge effects at
the contact lines and the hot/cold electrode interface, the total capacitive energy in the system is
W =
1
2
clLV
2
drop +
1
2
cu(x+
L
2
)(V − Vdrop)2 (3.12)
+
1
2
cu(
L
2
− x)(−Vdrop)2,
where cu and cl are the capacitances per unit area of the top and bottom dielectric coatings, Vdrop is
the voltage of the droplet, d is the thickness of the dielectric layers insulating the droplet from the
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electrode, and x = 0 when the center of the droplet is directly under the left edge of the electrode.
Assume cu = cl = c = lay/d where lay is the dielectric constant of the insulating layers. Then
the droplet voltage is found by minimizing the total energy with respect to Vdrop, giving a result
of [150, 151, 152]
Vdrop =
V
2
(
x
L
+
1
2
)
. (3.13)
Adding (3.13) to (3.12) gives the system energy, which can be differentiated by x to give the net
force in the horizontal direction,
F =
dU
dx
=
lay
4d
V 2
(
1− 2x
L
)
. (3.14)
Note that the total force on the droplet is a function of the droplet position with respect to the
electrode. As a result, a droplet under EWOD actuation experiences a cyclic total force as it moves
over a periodic array of electrodes. However, one should note that this lumped model breaks down
when the droplet interfaces approach the electrode edges, as edge effects play an important role [6].
In such cases one requires direct numerical simulation of the governing equations to obtain the net
force, as described in the following sections.
3.3.2 Lumped DEP Force
Let int and ext be the dielectric constant of the droplet and the external fluid respectively.
Consider the system in Figure 3.1(b) and recall that x = 0 when the center of the droplet is directly
under the left edge of the electrode in this section. The energy stored in the region where the droplet
is under the charged electrode is given by 12cintV
2, where cint = intH (x − L)V 2 is the capacitance,
per unit area, of this region. The energy stored in the region under the charged electrode where
the droplet is not present is given by 12cextV
2, where cext = extH (Le − x)V 2 is the capacitance, per
unit area, of this second region. Then the net force, per unit area, is given by
F =
dU
dx
=
d
dx
(
1
2
cintV
2 +
1
2
cextV
2
)
=
1
2
int − ext
H
V 2, (3.15)
where int is the dielectric constant of the fluid itself and ext is the dielectric constant of the
external fluid. This force is seen to be the difference in capacitive energy between a dielectric-filled
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(a)
(b)
Figure 3.2: Integration paths used when calculating the force with the Maxwell stress tensor when
(a) the droplet interface is far away from the electrode interface and (b) when the droplet interface
is near the electrode interface.
channel and an empty channel. Again, this model is only valid when the droplet interfaces are well
away from any fringing fields. Note that the droplet height, H, appears directly in this expression
for F ; this factor gives dielectrophoresis a different scaling than EWOD [6, 107]. The velocity of
an EWOD droplet depends on H/L, where L is the length of the droplet. In contrast, the velocity
of a dielectric droplet depends only on 1/L, making dielectrophoresis increasingly effective for very
small channel sizes.
3.3.2.1 Maxwell Stress Tensor
The above lumped parameter analysis can equivalently be derived using the Maxwell stress
tensor with a judicious choice of integration path [77]. However, the stress tensor calculation fails
when the droplet interface nears the edge of the electrode.
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First consider the integration paths in Figure 3.2(a). Here the droplet interface is well away
from the electrode interface. The vertical components of the integration path are assumed to be
far enough away from regions of nonuniformity that E is known analytically. The contributions
along the horizontal components of the integration path take the form (when only concerned with
force in the horizontal direction) ∫
T12da =
∫
E1E2da
where the subscripts 1 and 2 refer to the x and y directions respectively. Since the horizontal
components lie along the electrodes, E1 = 0 and so these parts of the integration path contribute
nothing to the stress tensor integration.
Now consider the integration path in Figure 3.2(b). The droplet interface is now near the
electrode interface, and the integration path must lie across the hot/cold electrode interface to
ensure that the vertical components of the path are in regions where E is known analytically.
Unfortunately, it can no longer be assumed that E1 = 0 all along the upper horizontal path
because of the discontinuity, and so the stress tensor method fails when droplet interfaces are near
electrode interfaces. In order to calculate the net force in these regions, numerical methods need
to be utilized.
Note that the same problem persists even when a gap is added between the hot and cold
electrodes, as one would need to integrate around the corners of the electrode, where the normal
direction is ambiguous.
3.4 Force Distribution
In this section we present a detailed analysis of the electric force distribution of a droplet for
both EWOD and DEP. The lumped analysis is only valid when the interface is far from the fringing
fields. While the total force experienced by a droplet under EWOD and DEP was given in the
previous section, a complete solution of the Navier-Stokes equations including electrohydrodynamic
effects requires a detailed knowledge of the force distribution, as given below.
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Figure 3.3: Example calculation of the electric equipotentials surrounding a droplet in EWOD
configuration, the contact angle is 10◦. In nondimensional units, h = 1, L = 2, and the length of
the computational domain = 10. See [6] for more details.
3.4.1 EWOD Force Distribution
Consider a droplet with no net charge while it is electrically isolated from the electrodes.
Since no volumetric free charge exists in the solution region, the potential is found by solving
Laplace’s equation outside of the droplet with the appropriate boundary conditions2 . The boundary
condition on the surface of the conductor is
σf = −ext∂V
∂n
, (3.16)
with the entire droplet itself held at a constant potential Vdrop. The charge distribution and droplet
potential are not in general known a priori, and must be found as part of the numerical solution.3
This is accomplished using a technique in which two initial guesses for the droplet voltage are
assumed, the net charge on the surface is calculated by integrating σf = −ext ∂V∂n over the boundary,
and a subsequent guess for Vdrop is calculated via the secant method. Convergence is reached when
the integration of the surface charge is near enough to zero, specified by the user (a value of 10−6
was used in these calculations). See [6] for details.
Laplace’s equation is discretized using second-order centered differences and the resulting
system is solved iteratively. An example calculation of the electric potential around a conducting
droplet is shown in Figure 3.3. The droplet is centered over the voltage step, and the channel is
lined with dielectric layers equal thicknesses given by d = 0.1H. The contour lines are densely
2 If the droplet is initially charged or if it is short-cut to the electrodes on one side of the channel while isolated
from the electrodes on the other side there will be another source of force on the droplet represented locally by ρfE.
Our approach here can be easily extended to this case as well.
3 Unless the droplet is isolated only from the electrodes on one side of the channel. In this case the droplet stays
at the voltage of the electrodes on the other side of the channel.
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(a)
(b)
Figure 3.4: Charge distributions (a) and force densities (b) on the leading and trailing interfaces
of an EWOD-activated droplet. Contact angle is 0◦. See [6] for more details.
concentrated around the four corners of the droplet, indicating the outward pressure along both
faces.
The charge distribution and force densities on the surfaces of a straight-sided centered droplet
are shown in Figure 3.4. On the rear interface, the distributions are symmetric about the center
line and always of the same sign. On the front of the droplet, the charge changes sign at a location
given roughly by
y =
Vdrop
V
H, (3.17)
and the force density is most strongly peaked near the hot electrode. Note that the force distribu-
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tions are localized within a distance of order d near the droplet edges. In many EWOD applications,
d is less than 1% of H, and the force is often treated as if it were a point force acting exactly at
the contact line [23]. For more details on the numerical force calculation in EWOD including
verification, see [6].
3.4.2 DEP Force Distribution
The simple bulk parameter analysis presented earlier for a dielectric medium is only valid
for certain locations of the dielectric fluid slug relative to the actuating electrode. When the fluid
interface is near a voltage jump, the form of the system energy will be strongly dependent on
the exact location of the fluid. Equation (3.15) is therefore expected to be accurate only when
the droplet is straddling the hot/cold electrode interface with its own faces reasonably far away.
In addition, Equation (3.15) does not address the force on a droplet approaching, but not yet in
contact with, a voltage jump. To address these situations, numerical methods must be utilized.
To calculate the desired force density, we must first solve Equation (3.10) numerically to
obtain the electric field of the system. The net force upon the droplet is an artifact of the increase
in the gradient of the square of the electric field. If the interface is located in a region where the
divergence of E2 is large, the contribution to the net body force of this region is greatly increased.
Because of this, it is critically important that the electric field is accurately resolved near the
fringing fields located at the edges of the electrodes. To achieve this resolution, a non-uniform grid
is applied in the x-direction. Let x and x′ denote the horizontal coordinate in the physical and
computational planes respectively. We define the relationship between the two planes as
x′ = xmax
(
A+
1
βx
sinh−1
((
x
x0
− 1
)
B
))
where
A =
1
2βx
log
(
1 + (eβx − 1)x0/xmax
1 + (e−βx − 1)x0/xmax
)
,
B = sinh(βxA),
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Figure 3.5: Representative grid used in computation, not all computational nodes are shown. x0 is
the point of maximum clustering.
xmax is the maximum value in the physical domain, x0 is where we desire to cluster nodes, and βx
controls the amount of clustering about x0, where greater values of βx lead to a higher concentration
of points about x0 [74]. See Figure 3.5 for an schematics of the grid distribution in the computational
domain.
Transforming (3.10) to the computational plane, we arrive at

(
∂2V
∂x′2
(
∂x′
∂x
)2
+
∂V
∂x′
∂2x′
∂x2
+
∂2V
∂y2
)
+
∂
∂x′
∂V
∂x′
(
∂x′
∂x
)2
+
∂
∂y
∂V
∂y
= 0, (3.18)
where
∂x′
∂x
=
xmaxB
βxx0((x/x0 − 1)2B2 + 1)1/2
,
∂2x′
∂x2
= − xmaxB
3(x/x0 − 1)
βxx20((x/x0 − 1)2B2 + 1)3/2
.
Each term in Equation (3.18) is discretized using the standard second-order centered finite difference
approximation. For a given node (i, j), the discretization of Equation (3.18) yields the following
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Figure 3.6: Boundary conditions used in numerically solving for the electric potential surrounding
a dielectric fluid in DEP configuration.
relationship:
1
(∆y)2
(
i,j − i,j+1 − i,j−14
)
Vi,j−1+(
i,j
(∆x)2
(
∂x′
∂x
)2
− i,j
2∆x
∂2x′
∂x2
− i+1,j − i−1,j
4(∆x)2
(
∂x′
∂x
)2)
Vi−1,j−
2i,j
(
1
(∆x)2
(
∂x′
∂x
)2
+
1
(∆y)2
)
Vi,j+(
i,j
(∆x)2
(
∂x′
∂x
)2
+
i,j
2∆x
∂2x′
∂x2
+
i+1,j − i−1,j
4(∆x)2
(
∂x′
∂x
)2)
Vi+1,j+
1
(∆y)2
(
i,j +
i,j+1 − i,j−1
4
)
Vi,j+1 = 0.
The domain in Figure 3.6 is discretized using this formula, and the resulting matrix equation
is then solved using iterative methods. For the gap between the hot and cold electrodes, the
boundary condition ∂V∂n = 0, where n designates the normal direction, is applied.
Recall that the electrostatic force density is given by (3.6). To find the net force on a fluid
slug, it is necessary to integrate (3.6) all along the channel, not just over the volume of droplet itself.
This is because the fringing fields at the edge of the charged capacitor exert an inward force on
whatever material is present, including the external fluid surrounding the droplet; this force is felt
as a pressure on the droplet interfaces, and the flow proceeds such that the material with greatest
electric permittivity is drawn into the ‘hot’ capacitive region. The force on a droplet thus changes
sign as it moves over a charged electrode. In addition, the DEP force becomes repulsive for droplets
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Figure 3.7: Example calculation of the electric potential V for a droplet centered under the left
edge of an electrode.
immersed in a fluid of higher dielectric permittivity. Note that, for completeness, in this chapter
we consider the full, symmetric case of a droplet moving into and out of a capacitor, resulting in
antisymmetric force peaks on the fluid. Therefore, it is recommended that the electrodes in a DEP
device be narrower than the droplet’s length, and that they be actuated so that a fluid slug is
pulled forward with a force always of the same sign.
The nondimensionalized values used in the following computations are H = 1, L = 2, Lc = 10,
Le = 2, ext = 1, and int = 3, unless otherwise stated. Generally 2001 nodes were used in the
horizontal direction with Bx = 2 and x0 located at the leading edge of the droplet, and 51 nodes were
used in the vertical direction unless otherwise specified. Figure 3.7 shows an example calculation of
the electric potential for a droplet centered underneath the left edge of the electrode. The electric
field is found by taking the gradient of this potential and the electrostatic force density is then
found by squaring the electric field and again taking the gradient. As a consequence, the force
density is very strongly localized in regions where the potential gradient is largest; this occurs near
the hot/cold electrode interface.
To ensure that the resolution is high enough to capture the behavior of the net force, the
force was calculated as the droplet moved over the edge of the electrode. The convergence of the
method for a varied number of points in the horizontal direction is seen in Figure 3.8. Note that
capturing the height of the peak requires more resolution than nearby values of the total force.
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Figure 3.8: Convergence of force calculation as resolution increases. The number of points is in
terms of the discretization in the x-direction.
Figure 3.9(a) shows the net force experienced by the droplet as a function of position. The
gap width between the hot and cold electrodes is set to 2.5% of H. A sharp spike in force as the
droplet approaches the electrode can be seen. Once the leading droplet edge has passed underneath
the electrode, the force experienced by the droplet approaches a net nondimensionalized force of 1,
which agrees with the theoretical result (3.15) from the lumped force calculation. As the droplet
continues to move, it experiences a strong increase in force to the right as the leading edge of the
droplet approaches the far edge of the electrode. It is at this point that one would want to activate
the next electrode in the series to keep the droplet moving to the right. This force is counteracted
as the leading edge exits the region covered by the hot electrode and the behavior described above
is repeated, but in the opposite direction.
Figures 3.9(b) and 3.9(c) show a similar force plot, but but with wider electrodes so that the
active electrode is longer than the entire length of the droplet. In this case, we observe a decrease
in net force as the leading droplet edge approaches the right edge of the active electrode. Because
the electrode is longer than the droplet, the trailing edge of the droplet experiences a negative force
as it nears the left edge of the electrode, causing the force to be directed to the left. This occurs
before the leading edge of the droplet nears the right edge of the electrode, as in Figure 3.9(a).
This situation is not ideal if one hopes to use a sequence of electrodes to transport the droplet to
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(a) Le = 1.8 and L = 2.0
(b) Le = 2.0 and L = 2.0
(c) Le = 2.2 and L = 2.0
(d) Setup for force calculations in
(a)-(c)
Figure 3.9: The net horizontal force experienced by the droplet as a function of position. Position
is given by the location of the center of the droplet with respect to the center of the electrode.
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the right. Clearly, a smaller electrode is desirable in applications. This phenomenon demonstrates
how the use of narrow electrodes and timely electrode actuation is critical in dielectrophoresis to
avoid ‘stalling’ the droplet in the channel.
The spikes in force seen in Figures 3.9(a), (b), and (c) can be explained by the drastic change
in the gradient of the electric field when the droplet edge (and hence the dielectric medium) passes
through the fringing field induced by the electrodes. The effect of droplet contact angle can enhance
this effect, see Figure 3.10 and Figure 3.11, increasing the net force upon the droplet while it is
in this region. This effect will only be seen when the droplet interface is located near the fringing
field, otherwise the net force can be obtained by the previously mentioned analytical results. This
is a result of the interface physically extending farther into the domain when the contact angle is
increased; the nonuniformity of the fringing field gives rise to the increase in force as the interface
extends further into the region.
The scaling in dielectrophoresis varies with L, when the droplet interfaces are well removed
from the electrode edges. However, when the interfaces are near the edges of the electrode, the
force scaling is dependent upon l, the distance between the hot and cold electrodes, as seen in
Figure 3.12. In EWOD, a surface force density is distributed over the droplet’s front and rear
interfaces, and is localized within a length scale equal to the thickness of the dielectric layers lining
the channel. Dielectrophoresis differs from EWOD in that a volumetric force density is localized
within a radius on the order of the gap between the hot and cold electrodes. While varying the
electrode gap width does not affect the net force when the droplet interfaces are sufficiently far
from the voltage jump, it does spread the force distribution over a larger area.
Figure 3.13 (a) shows the decrease in total force on the droplet as l increases. As the leading
edge of the droplet approaches the electrode, the net force felt by the droplet begins to grow. The
rise in force occurs over the same distance as l, resulting in a broadening of the peak as l increases
and a reduction in maximum force obtained. Reducing the magnitude of the force by increasing
the gap width of the electrodes may be beneficial in applications, as strong electric fields can cause
local dielectric breakdown of the fluid.
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Figure 3.10: Electric potential for various contact angles. The increased gradient from the curvature
results in greater net horizontal force.
Scaling these peaks with respect to the gap width demonstrates the linearity of the relation-
ship. We see the same characteristic features of the peaks align when scaled in this manner, as
seen in Figure 3.13(b). This is a beneficial relationship for the fabrication of microfluidic devices,
as the behavior of droplets with different gap scalings can be extrapolated from known data.
Note that the net forces calculated in this chapter pertain to a solid as well as a liquid; the
dynamics of the medium do not play a role in these calculations. To fully integrate the electrostatics
into a fluid solver, the force density (3.2) resulting from the electric field can be added as a body
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Figure 3.11: Increase in net horizontal force as the contact angle θ increases for a droplet with the
leading edge placed near the left edge of the electrode near the fringing field.
Figure 3.12: DEP configuration. The gap between the adjacent electrodes is l.
force acting upon the fluid. Investigation into fluid solvers coupled with the electrostatic effect are
beginning to occur, for example see [136]. Besides the bulk transport of the droplet, it is expected
that some interesting dynamics would arise from adding the force distribution into a fluid solver.
For instance, consider a droplet centered over the edge of a hot electrode as seen in Figure 3.7.
The droplet experiences a net force pulling it into the region of the hot electrode resulting from
nonuniformity of the field. The field is particularly nonuniform in the region of the droplet located
near the gap separating the hot and cold electrodes (i.e. the points P1 and P2 seen in Figure 3.12).
This region contains two peaks of extremely large magnitude but opposite sign. The net effect from
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Figure 3.13: Net horizontal force vs x, for various values of l. The percentage shown indicates the
width of the gap with respect to H. P1 and P2 are the same as shown in Figure 3.12. (a) Force
vs position. x = −1 when the leading edge of the droplet is flush with the edge of the electrode.
(b) Net horizontal force vs nondimensional position (relative to the length of the gap between the
electrodes). l2.5% is the length of the gap for l = 0.025H and xpeak is the location of the maximum
net force.
this region is canceled out in the integration of the force density, but one would expect the fluid
to respond to these peaks locally, creating some local fluid circulation. Furthermore, the net force
is only in the horizontal direction, but forces are present in the vertical direction as well which
certainly will change the shape of the droplet.
3.5 Conclusions
The two primary methods for droplet transport in digital microfluidics, namely DEP and
EWOD have been investigated. EWOD works with conductive fluids while DEP pertains to insu-
lating fluids. In both cases, droplet transport is achieved by sweeping a voltage along a microchannel
ahead of the droplet. A review of the Korteweg-Helmholtz and Kelvin force density formulations
has been given as well as how these force densities apply to DEP and EWOD.
41
An energy minimization approach was used to calculate the total force acting upon a droplet
under EWOD and DEP actuation. It is seen that the total force for EWOD scales as 1/d, where
d is the dielectric layer thickness, while for DEP the total force scales as 1/H, where H is the
channel height, which leads to a different velocity scaling of H/L and 1/L for EWOD and DEP
respectively. This indicates that DEP will be increasingly effective for small channel heights.
Investigation of the force distributions for EWOD shows how the density is confined to the
surface of the droplet while in DEP it is spread throughout the bulk. This is a critical difference
to note when implementing any computational simulation of EWOD and DEP. Two methods were
demonstrated for numerically calculating the force distribution for EWOD and DEP. To fully resolve
the force when interfaces are located near regions of non-uniformity in the electric field, greater
resolution is required. In DEP, it is noted that interface curvature can enhance the net force
experienced by the droplet as a result of the fluid interface extending further into the electric field.
When a droplet is under DEP actuation, small electrode sizes in comparison to droplet length are
preferable, as they keep the net force pointing in the same direction as the droplet moves under the
electrode and avoiding any possible stalling of the droplet in the channel. Investigation of the gap
width l between electrodes demonstrates how DEP scales with respect to l. As the interface travels
through the region represented by l, the net force acting on the droplet increases. A decrease in the
maximum force obtained also occurs as l grows. In engineering applications, this parameter could
be used to lessen the magnitude of the force if dielectric breakdown of the fluid was a concern.
Chapter 4
A Second-Order Immersed Boundary Method for Applying Dirichlet Boundary
Conditions in Elliptic and Parabolic Problems
4.1 Introduction
The numerical solution to partial differential equations on irregular domains is a ubiquitous
problem in mathematics, physics, and engineering, and a wide variety of solution techniques are
available for such problems. In regards to the Navier-Stokes equations, immersed boundary methods
(IBMs) [104, 121] are a popular class of techniques that naturally handle complex moving and
deformable boundaries. Usually, immersed boundary methods employ a Cartesian grid to discretize
the governing equations on a regular domain in which the immersed boundary is imbedded. The
immersed boundary is itself discretized by another set of points which in general, do not conform
to the Cartesian mesh. At these points, appropriate forces (e.g. surface tension) are determined to
enforce the conditions present along the immersed boundary. Discrete delta functions are used to
both interpolate information from the grid to the immersed boundary, as well as to communicate
the boundary forces to nearby Cartesian grid points.
The original IBM was developed to simulate blood flow around flexible heart valves. The
walls of the heart were assumed to be an elastic boundary, and as such, their influence on the flow
was found by applying a boundary force determined by Hooke’s law [119, 120]. The IBM has been
extended to handle rigid bodies [62, 86, 129] by treating the immersed boundary as an extremely
stiff elastic interface. In these approaches, the choice of parameters governing the stiffness of the
boundary is done in an ad hoc manner, and this treatment can lead to stiffness in the discretized
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equations.
To circumvent the issue of selecting parameters that govern the stiffness of the immersed
boundary when dealing with flow around irregular rigid bodies, Taira and Colonius developed the
Immersed Boundary Projection Method (IBPM) [36, 140]. In the IBPM, the boundary force is
determined implicitly by treating the no-slip boundary conditions along the immersed boundary
as a Lagrange multiplier, similar to how pressure is used to satisfy the divergence-free condition
in projection methods for the incompressible Navier-Stokes equations, e.g. [118]. The IBPM uses
operators constructed from discrete delta functions to both interpolate values of the velocity field
to the immersed boundary, and to spread the resulting boundary forces back to the Cartesian grid.
The IBPM achieves second-order accuracy temporally, but not spatially, when measured in the
L2-norm. This lack of spatial accuracy has been reported in previous methods that utilize discrete
delta functions to spread forces located along an immersed boundary to a Cartesian grid, e.g. [142].
In part motivated by the lack of accuracy observed when using discrete delta functions to
spread forces located along an immersed boundary to Cartesian grid points, Li and LeVeque devel-
oped the Immersed Interface Method (IIM) [90], which provides a second-order accurate technique
for discretizing partial differential equations (PDEs) containing irregular interfaces where param-
eters of the differential equation or even the solution itself are discontinuous or contain singular
sources. By carefully modifying both the stencil and the right hand side of the discretized equa-
tions, accuracy can be restored at the interface. The IIM has been applied to many problems, see
Li and Ito [91] for a comprehensive review and the references within. In general, the IIM requires
a priori knowledge of the discontinuities present along the immersed interface, and as such, is not
immediately applicable to problems where Dirichlet boundary conditions are to be applied along
the irregular boundary.
The method presented in this chapter provides a modification of the IBPM applicable to
elliptic and parabolic problems containing an immersed boundary upon which a Dirichlet boundary
condition is present. By incorporating ideas from both the IBM and the IIM, we can overcome
major limitations of both procedures - the lack of spatial accuracy in the IBM and the requirement
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on a priori knowledge of jump conditions in the IIM. A force along this boundary is found implicitly
to enforce the boundary condition using a structure similar to the IBPM. By modifying the IBPM
with the methodology employed by the IIM and avoiding the use of discrete delta functions when
interpolating to the immersed boundary, second-order spatial accuracy is achieved at all points in
the Cartesian mesh.
This chapter proceeds as follows: In Section 4.2, we introduce the governing equations and
recast them in a form applicable to the method of this chapter. In Sections 4.3 and 4.4, we
review the IIM and IBPM in the context of elliptic and parabolic problems. Section 4.5 describes
the modifications used to restore the accuracy of the IBPM at the interface. In Section 4.6, we
summarize the new algorithm, and Section 4.7 presents several numerical examples demonstrating
the method for elliptic and parabolic problems. In Section 4.9, we give some concluding remarks.
4.2 Preliminaries
Figure 4.1: A typical domain of interest.
Let D = D+∪D− ∈ R2 be an easily discretized domain (a square, etc.), and let Γ be a closed,
smooth contour of codimension 1 contained inside of D, for example see Figure 4.1. Consider the
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Poisson equation defined on D,
∆u = f,
u = h(x), x ∈ Γ,
u = g(x), x ∈ ∂D,
(4.1)
as well as the heat equation
∂u
∂t
= ∆u+ f,
u = h(x), x ∈ Γ,
u = g(x), x ∈ ∂D,
(4.2)
where f is smooth and g and h are the Dirichlet boundary conditions on ∂D and Γ. These functions
may be time dependent in the parabolic case, but for notational clarity we will not explicitly include
this dependence in the arguments. Letting Γ be parameterized by a vector-valued smooth function
X : [0, S]→ R2, we define the following notation for u(X),
u±(X) = lim
x→X, x∈D±
u(x),
u±n(X) =
(
lim
x→X, x∈D±
∇u(x)
)
· n(X),
where n(X) is the normal direction of Γ pointing into D+ at X.
With a Dirichlet boundary condition imposed along Γ, the solution u will be continuous across
Γ but may experience a jump in its normal derivative (the tangential derivates must be continuous
in this case). Letting L represent the differential operator in (4.1) and (4.2), these equations can
equivalently be written as [91]
Lu = f +
∫
Γ
v(s)δ(x−X(s)) dΓ(s), x ∈ D, X ∈ Γ,
u = g(x), x ∈ ∂D,
(4.3)
where δ is the Dirac delta function and v(s) = [un]X(s)∈Γ = u+n(X(s)) − u−n(X(s)) is the jump
in the normal derivative of u along Γ at X(s). We can explicitly include the Dirichlet boundary
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condition along Γ by writing (4.3) as
Lu = f +
∫
Γ
v(s)δ(x−X(s)) dΓ(s), x ∈ D, X ∈ Γ,
u(X(s)) =
∫
D
u(x)δ(x−X(s))dA = h(X(s)), x ∈ D, X ∈ Γ,
u = g(x), x ∈ ∂D.
(4.4)
We will now review how to find the numerical solution to (4.1) using the IIM and IBPM by
solving (4.3) and (4.4), respectively. The extension to the heat equation is described in Section
4.5. For both methods, we will assume that the domain D is a square and discretize it using a
uniform Cartesian mesh, the grid locations interior to ∂D are given by {xi}Ni=1 = {(x(1)i , x(2)i )}Ni=1.
The standard five-point stencil is used to discretize the spatial derivatives. In the absence of Γ, the
discrete linear system associated with the discretization of (4.1) can be written as
Lu˜ = f˜ , (4.5)
where L is the discrete Laplacian matrix of size N × N associated with the five-point stencil, u˜
is a vector of length N containing the approximation to u at the grid points, and f˜ is a vector of
length N containing the values of f at the grid points as well as contributions from the boundary
conditions defined on ∂D. Such a discretization is of second-order. In what follows, Γ is discretized
at K points {X(sk)}Kk=1 = {(X(1)(sk), X(2)(sk))}Kk=1 where {sk}Kk=1 ∈ [0, S], and these points are
used to enforce the condition along Γ. The selection of these points differs in the IIM and IBPM,
and will be described in the following two sections.
4.3 The Immersed Interface Method
In this section, we review how to apply the IIM to find the solution of (4.1). It is assumed
that the jump in the normal derivative along Γ is known a priori, and so (4.3) can be utilized. The
details of this method can be found in the original chapter on the IIM [90], and a summary is given
below.
In the presence of Γ, modifications to the linear system (4.5) must be made to incorporate
the boundary conditions defined along Γ. The IIM systematically modifies the stencil and right
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Figure 4.2: Schematic for the IIM. The red dots represent irregular grid points and the blue squares
are the points on Γ associated with each irregular grid point. We have drawn the local coordinates
(ξ, η) about one of the immersed boundary points X(sk).
hand side at points near Γ such that second-order accuracy is still achieved. In the particular case
where the only condition along Γ is v(s) = [un]X∈Γ, corrections are only required to the right hand
side of (4.5). That is, L remains the usual N × N discrete Laplacian matrix generated from the
five-point stencil and the discrete linear system takes the form
Lu˜ = f˜ +Hv˜, (4.6)
where v˜ is a vector of length K containing the known values v(X(sk)) and H is the N ×K matrix
that when applied to v˜, communicates these values to the uniform Cartesian grid.
The construction of H is as follows. Recall that the locations of the grid points in the uniform
Cartesian mesh are given by {xi}Ni=1 = {(x(1)i , x(2)i )}Ni=1, and let the set {xˆk}Kk=1 ⊂ {xi}Ni=1 be the
grid points where the finite difference stencil centered at xi is cut by Γ, for example see Figure 4.2.
We will refer to these points as irregular grid points. Points on the grid that are not irregular will
be referred to as regular grid points.
We select the set {X(sk)}Kk=1 discretizing Γ such that X(sk) is near xˆi, usually chosen so
that X(sk) is the closest point on Γ to xˆk. Note that there is a one-to-one correspondence between
the irregular grid points {xˆk}Kk=1 and the points {X(sk)}Kk=1 used to discretize Γ. A coordinate
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transformation composed of a shift and a rotation of the form
ξ = (x(1) −X(1)(sk)) cos θ + (x(2) −X(2)(sk)) sin θ,
η = −(x(1) −X(1)(sk)) sin θ + (x(2) −X(2)(sk)) cos θ,
is then defined at the points {X(sk)}Kk=1, where θ is the angle between the x(1)-axis and the outward
normal at X(sk). Using this transformation, we can assume that Γ has the local parameterization
ξ = χ(η), η = η near X(sk). Note that χ′′ is the negative of the curvature of Γ at X(sk).
We can now define the nonzero entries of the N ×K matrix H as
Hik,k = (ak +
1
2
(bk − ck)χ′′), k = 1, 2, . . . ,K, (4.7)
where ik is the row of H associated with xˆk and
ak =
∑
n∈N+k
ξnγn, bk =
∑
n∈N+k
ξ2nγn, and ck =
∑
n∈N+k
η2nγn,
where N+k is the index vector marking grid points contained in the stencil centered at xˆk that are
located in D+, and γn is the coefficient of the stencil at that point. Note that (4.7) can be viewed
as a discretization of the integral term in (4.3), and that H contains K nonzero entries. This form
of H is chosen to restore the truncation error in the discretization of the PDE, see [90] for details.
Given v(s), this provides a simple second-order accurate method for solving (4.3). However,
in general the IIM cannot be directly applied to (4.1), unless v(s) known beforehand. As an
alternative, we now describe how the IBPM can be applied to the solution of (4.1) when v is
unknown.
4.4 The Immersed Boundary Projection Method
In this section, we describe the application of the IBPM to the solution of (4.1). The IBPM
was originally developed to simulate incompressible flow around irregular objects that may have
some pre-prescribed motion [140]. Given an easily discretized domain containing solid bodies that
do not necessarily conform to the grid, a set of points is introduced along the boundaries of the solid
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bodies. The IBPM implicitly finds appropriate forces located at these points to apply the desired
no-slip boundary conditions along the edges of these bodies. In essence, this implicit force acts as
a Lagrange multiplier of the governing equation, enforcing the no-slip constraint at the boundary.
The methodology of the IBPM can easily be extended to other environments. To apply the
IBPM to (4.1), we instead consider (4.4). We define D and construct the matrix L as in the previous
sections, and discretize Γ by selecting a set of points {X(sk)}Kk=1 on Γ. In contrast to the IIM
(where points on Γ are determined by the location of the irregular Cartesian grid points), these
points are selected to ensure that Γ is sufficiently resolved; usually these points are separated by a
distance approximately equal to the Cartesian grid spacing.
Figure 4.3: Schematic for the IBPM. The red dots represent irregular grid points and the blue
squares are the points on Γ. On the left, the box represents the area of a discrete delta function
with a radius equal to the grid spacing centered at the point X(sk). On the right, we see the
Cartesian grid points (in red) that are used to interpolate to X(sk) via the operator E. The action
of the operator H is to spread the force at X(sk) to these same Cartesian grid points.
Discrete representations of the integrals in the first and third equations of (4.4) are utilized,
which are given by the N ×K matrix H (defined differently than as in the IIM) and the K × N
matrix E. These are constructed using discrete delta functions, which are described in detail in
Sections 4.4.1, 4.4.2, and 4.4.3. The algebraic system of equations associated with the discretization
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of (4.4) can now be written as  L −H
E 0

 u˜
v˜
 =
 f˜
h˜
 , (4.8)
where u˜ and f˜ are vectors of length N representing the values to u and f at the Cartesian grid
points, and v˜ and h˜ are vectors of length K representing the values of v and h at the points
discretizing Γ. Note that H is of size N ×K and acts to “smear” the K values of v˜ to the uniform
Cartesian grid points while E is of size K×N and acts to interpolate u˜ from the grid to the points
{X(sk)}Kk=1. See Figure 4.3 for a representative example of the setup in the IBPM.
We now explain the construction of H and E in detail.
4.4.1 Discrete Delta Functions in One Dimension
The properties of discrete delta functions for both interpolation and “smearing” (often re-
ferred to as regularizing) has been investigated by many authors [11, 142, 146]. The properties
of a discrete delta function in one spatial dimension when interpolating a sufficiently continuous
function f to a point X are given by certain discrete moment conditions [11, 142].
Definition 4.4.1 Let X ∈ R and define xj = jh, where h > 0 and j ∈ Z. Then we say a discrete
delta function δ(x) ∈ Qq, if it has compact support in [−, ], where  = mh for m > 0, and
satisfies the q discrete moment conditions
Mi(δ, X, h) = h
∑
j∈Z
δ(xj −X)(xj −X)i =
 1, i = 00, 1 ≤ i < q . (4.9)
The accuracy achieved by a discrete delta function interpolating a sufficiently smooth function
is given in the following lemma [11, 142].
Lemma 4.4.2 Suppose δ(x) satisfies 0, 1, . . . , q discrete moment conditions such that δ(x) ∈ Qq,
and suppose f(x) ∈ Cq(R). Then for a point X ∈ R,
f(X)− h
∑
j∈Z
f(xj)δ(xj −X) = O(hq). (4.10)
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A wide variety of discrete delta functions can be generated using polynomial interpolation.
Let {xj}nj=0 be the set of points such that xj ∈ [X − ,X + ] for j = 0, . . . , n, and define
`j(X) =
∏
i 6=j
(
X − xi
xj − xi
)
, i = 0, 1, . . . , n. (4.11)
Then the Lagrange interpolating polynomial that interpolates a function f at the points {xj}nj=0
to the point X can be written as
f(X) ≈
n∑
j=0
f(xj)`j(X). (4.12)
From Lemma 4.4.2, we have that
f(X) ≈ h
∑
j∈Z
f(xj)δ(xj −X). (4.13)
Comparing (4.12) with (4.13), we see that the value of δ at each point xj is given by
δ(xj −X) =
 `j(X)/h, xj ∈ [X − ,X + ]0, otherwise. (4.14)
Using this representation, the discrete moment conditions can be written as
Mi(δ, X, h) =
n∑
j=0
`j(X)(xj −X)i. (4.15)
Setting f(xj) in (4.12) equal to (xj −X)i we see that the M0,M1, . . . ,Mn moment conditions are
satisfied by the discrete delta function given in (4.14). Figure 4.4 shows second, fourth, sixth,
and eight order accurate discrete delta functions generated by Lagrange interpolating polynomials.
Note that Lemma 4.4.2 assumes that the function and its 1, 2, . . . , n derivatives are continuous at
the point X we are interpolating to.
Now suppose the function f we are interpolating is continuous everywhere, but does not have
continuous derivatives at X. Interpolating f using the discrete delta functions described previously
will not achieve a high level of accuracy, as the Taylor expansion used in the proof of Lemma 4.4.2
will not be valid for higher order derivatives. Accuracy can be restored by building interpolation
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Figure 4.4: From top left to bottom right, second, forth, sixth, and eighth order accurate discrete
delta functions for interpolating a smooth function. The grid spacing is h = 1 and the x-axis is
distance from X.
Figure 4.5: From left to right, first, second and third order accurate discrete delta functions for in-
terpolating a continuous function with discontinuous derivatives where the interpolant is evaluated.
The grid spacing is h = 1 and the x-axis is distance from X.
rules using nodes located on the same side of X, and then combining these rules using a weighted
average. Then, Lemma 4.4.2 will still be valid so long as we use derivatives on the correct side
of the discontinuity. Figure 4.5 shows first, second, and third order accurate regularizations for
interpolating functions without smooth derivatives at X.
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4.4.2 Discrete Delta Functions in Higher Dimensions
Building discrete delta functions in higher dimensions using their one-dimensional counter-
parts is a relatively simple task. Suppose we wish to construct a discrete delta function in the
space D ∈ Rd, where d > 1. Let X = (X(1), X(2), . . . , X(d)) represent a point on a boundary
contained inside of D and x = (x(1), x(2), . . . , x(d)) be a point in D. Following Peskin [121], we
define a multidimensional delta function as the product of one-dimensional delta functions,
δ(x−X) =
d∏
i=1
δ(x(i) −X(i)). (4.16)
The multidimensional discrete delta functions based on Lagrange interpolation follow directly from
substitution of the discrete one-dimensional versions described in Section 4.4.1 into (4.16). A
multidimensional analog to Lemma 4.4.2 is given by Tornburg [142] when the interpolated function
f is sufficiently smooth at X. However, as in the one-dimensional case the function that we are
interpolating to X will not necessarily have smooth derivatives along the surface that X is located
on. In this case, a regularization based on (4.16) combined with any of the one-dimensional versions
we described previously will fail to achieve the desired level of accuracy, since they inherently use
points on both sides of the surface.
4.4.3 Construction of H and E Using Discrete Delta Functions
We can now describe the construction of the discrete operators H and E used in the IBPM.
Assuming that the domain D ∈ R2 is discretized with a uniform Cartesian grid with grid spacing
h, recall that {X(sk)}Kk=1 are the points discretizing Γ and {xi}Ni=1 are the Cartesian grid points
used in the discretization of D. The entries of the kth row of the K ×N interpolation operator E
acting on u is then given by
Ek,i = h2δ(xi −X(sk)), i = 1, 2, . . . , N.
Similarly, The entries of the kth column of the N ×K operator H acting on v is given by
Hi,k = βδ(xi −X(sk)), i = 1, 2, . . . , N.
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where β is the parameterization factor associated with dΓ(s). These operators are simply discrete
delta functions centered at the points X(sk) along the boundary, and note that most of the entries
in E and H are zeros, since the discrete delta functions have very small support.
With H and E readily available, solving the linear system (4.8) provides a simple method for
computing the solution to (4.1). Unfortunately, both H and E suffer from defects that reduce the
overall accuracy of the solution. Suppose we know the value of v that is required along Γ to enforce
the boundary condition there. As shown by previous authors [90, 142], smearing this force with a
discrete delta function leads to first-order accuracy at Cartesian grid points near Γ (a defect not
seen when using (4.7) in passing v to the grid). Similarly, when E is used to interpolate u at grid
points to Γ, where u is continuous but has discontinuous derivates, the accuracy is greatly reduced.
In the following section, we correct the deficiencies in E andH to regain second-order accuracy
in the solution to (4.8).
4.5 Modification of the IBPM
We now present modifications to the operators E and H that will yield second-order accurate
solutions at all grid points in D.
4.5.1 Modifying H
Rather than constructing H from discrete delta functions, we instead use (4.7) as defined by
the IIM to transfer v defined on Γ to the grid. As stated before, when v is known a priori, this
form of H will yield a second-order accurate solution. With this form of H, the points {X(sk)}Kk=1
placed on Γ are selected as in the IIM. This differs from the IBPM, where points along Γ are
uniformly distributed.
4.5.2 Modifying E
From the construction of H, the locations of the points {X(sk)}Kk=1 along Γ have already
been selected. What remains is to build an accurate interpolation operator E to interpolate grid
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values to these points. Discrete delta functions generated from the product of one-dimensional
discrete delta functions will usually yield low accuracy, as they use nodes located on both sides of
Γ.
Recall that a point X(sk) is associated with a single irregular grid point xˆk that lies either
just inside or just outside of Γ. We will construct an interpolation rule that interpolates to X(sk)
using its associated grid point xˆk, and nearby grid points on the same side of the boundary. To
facilitate the construction of such a rule, we will use radial basis function (RBF) interpolation,
which allows for simple and accurate construction of an interpolant using scattered grid points.
Other interpolants can be used, but RBF interpolants are often times simpler to construct when
dealing with irregular node placements. Further, the complexity in finding the RBF interpolant
does not increase as the dimension grows, making it particularly appealing for multidimensional
applications.
4.5.2.1 Interpolation using radial basis functions
Figure 4.6: An illustration of the Cartesian grid points (red and green circles) used for RBF
interpolation to X(sk) (the blue square). Note that xˆk, the irregular Cartesian grid point that
the force centered at X(sk) (the red circle) is transferred to, is included as a node in defining the
interpolant.
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Let φ(‖x‖) be a univariate basis function, where ‖ · ‖ is the Euclidean norm. Then the RBF
interpolant that interpolates values given at a set of grid nodes {x¯j}nj=1 ⊂ {xi}Ni=1 to a point X(sk)
can be written as
s(X) =
n∑
j=1
λjφ(‖X − x¯j‖), (4.17)
where λ1, . . . , λn are expansion coefficients dependent upon the values of the function at {x¯j}nj=1.
Three common choices for φ in (4.17) that are smooth include the multiquadric (MQ), inverse
multiquadric (IQ), and Gaussian (GA),
φ(r) =
√
1 + (r)2 (MQ),
φ(r) =
1
1 + (r)2
(IQ),
φ(r) = e−(r)
2
(GA),
where  is a user-defined shape parameter. Smaller and larger values of  correspond to interpo-
lation with flatter and sharply peaked radial functions, respectively. We will focus on GA RBFs
constructed in the → 0 limit for reasons that will become clear later on. The expansion coefficients
can be determined by solving the following linear system,
φ(‖x¯1 − x¯1‖) φ(‖x¯1 − x¯2‖) · · · φ(‖x¯1 − x¯n‖)
φ(‖x¯2 − x¯1‖) φ(‖x¯2 − x¯2‖) · · · φ(‖x¯2 − x¯n‖)
...
...
. . .
...
φ(‖x¯n − x¯1‖) φ(‖x¯n − x¯2‖) · · · φ(‖x¯n − x¯n‖)

︸ ︷︷ ︸
R

λ1
λ2
...
λn

︸ ︷︷ ︸
λ
=

u(x¯1)
u(x¯2)
...
u(x¯n)

︸ ︷︷ ︸
u¯
. (4.18)
The existence and uniqueness of the interpolant s has been proven in one-dimension for IQ,
GA, and MQ [30, 100, 125]. Generally, small values of  are desirable as they can lead to especially
accurate interpolants. Letting h be the typical distance between the data nodes, then as h and 
approach zero, the entries of R approach unity and R becomes increasingly ill-conditioned, limiting
the values of  that can be used in solving (4.18). This ill-conditioning can be overcome through
the use of the Contour-Pade´ algorithm [54] or the RBF-QR algorithm [53]. Due to the availability
of these stable algorithms and the increased accuracy of the interpolate in the flat limit, the → 0
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limit is used in the numerical examples presented in this chapter. Note that in the limit as → 0,
RBF interpolation (under mild restrictions) is equivalent to Lagrange interpolation [44].
The choice of using Gaussians in constructing the RBF interpolant is based on several proper-
ties. Several features of GA RBFs have been proven or conjectured [55]. Notably, GA interpolants
will not diverge as  → 0 for data placed on a finite rectangular lattice in d dimensions. Further,
GA interpolants are unique in that they can be written as a product, φ(r) =
∑d
i=1 φ(x˜
(i)), where
r2 =
∑d
i=1(x˜
(i))2, similar to the product rule interpolation given by (4.16).
To construct the interpolation operator E using RBF interpolation, select n Cartesian grid
points, which include the grid point xˆk and the rest given by nearby grid points that are located on
the same side of Γ. We designate this set of points {x˜i}ni=1, and Figure 4.6 shows an example of the
grid points used for interpolation. We need E to operate on the vector u˜ to find the interpolated
values {u(X(sk))}Kk=1.
Letting i1, i2, . . . , in be the indices of the locations of the values of u¯ in the vector u˜, we see
that by combining (4.17) with λ = R−1 u¯, the nonzero entries in the kth row of E are given by
[Ek,i1 Ek,i2 · · · Ek,in ] = [φ(‖X − x¯1‖) φ(‖X − x¯2‖) · · · φ(‖X − x¯n‖)]R−1. (4.19)
These values can be found by directly inverting R, or if  is small, using the Contour-Pade` or
RBF-QR algorithm.
4.5.3 Application to the Heat Equation
So far, we have presented an algorithm for solving Poisson’s equation with an irregular
boundary imbedded in a uniform domain. Without modification, it is equally applicable to the
heat equation; that is, setting the differential operator in (4.1) to ∂/∂t−∆ and discretizing using
the Crank-Nicolson method, the same technique described here can be used. This problem is
investigated in Section 4.7.
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4.6 Summary of Algorithm
We now know the modifications of the original IBPM necessary to extend it to the numerical
solution of (4.1) by means of (4.4) in a second-order accurate manner. To summarize:
(1) Form the N×N matrix L and its associated right hand side f˜ using the standard five-point
stencil.
(2) Following the methodology of the IIM, identify the irregular grid points {xˆk}Kk=1 where the
stencil centered at xˆk is cut by Γ. From this, the points {X(sk)}Kk=1 on Γ can then be
found and the N ×K matrix H can be constructed using (4.7).
(3) Form the K ×N matrix E that interpolates values from the Cartesian grid to the points
{X(sk)}Kk=1 on Γ, using RBF interpolation as given by (4.19). Recall that the grid points
used to interpolate to each point X(sk) are selected from the same side of Γ.
(4) With L, H, and E available, form the linear system (4.8) and solve to obtain u˜.
Although not explored in this chapter, efficient means should be utilized to solve (4.8). By
design, the IBPM constructed the off-diagonal blocks in (4.8) as transposes of each other, preserving
the symmetry of the system and allowing for the use of fast solvers. The modifications we have
presented no longer preserve this property. Nevertheless, the system can be decomposed using
Schur compliments yielding a projection-like procedure for solving (4.8) as in the IBPM, allowing
for one to use fast solvers (e.g. multigrid) to first solve a Poisson-like problem and then solve a
smaller system of size K ×K directly to arrive at the solution.
4.7 Numerical Results
We have implemented the algorithm summarized in Section 4.6 and present several numeri-
cal examples pertaining to elliptic and parabolic partial differential equations. All spacial deriva-
tives are computed using the second-order five-point stencil on a uniform Cartesian grid. For the
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parabolic problems, the Crank-Nicolson discretization is used in time. The RBF interpolants were
formed with the user-defined shape parameter  set equal to 0.
4.7.1 Elliptic Problems
4.7.1.1 Example 1
Let D = [−1, 1]× [−1, 1], let Γ be a circle of radius 1/2 centered at the origin, and consider
the solution to Laplace’s equation,
∆u = 0. (4.20)
The exact solution is given by
u(x) =
 1, |x| ≤ 1/21− log(2|x|)/2, |x| ≥ 1/2,
and from this, the boundary conditions on ∂D and Γ are determined. For this problem, note that
[un]Γ = 2, and so we can compare the algorithm presented in this chapter directly with the IIM.
Figure 4.7: The exact solution in Example 1.
To assess the accuracy of the new method, the solution to (4.20) was computed on increasingly
finer grids and the ratio between the errors was calculated. A ratio of 4 corresponds to second-order
convergence.
Table 4.1 displays numerical results for the new algorithm and the original IIM applied to
the solution of (4.20). We have freedom in choosing how many points to use in interpolating to the
boundary. In building the interpolation matrix E, we have chosen to use the grid points contained
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(a) (b) (c)
Figure 4.8: Error in the numerical solution to Example 1 on a 40× 40 grid. (a). The original IIM.
(b). Current method with E = E2h. (c). Current method with E = E4h.
IIM E = E2h E = E4h
h ‖u− u˜‖∞ Ratio ‖u− u˜‖∞ Ratio ‖u− u˜‖∞ Ratio
1.0000e-01 4.3350e-03 - 1.6255e-02 - 2.6321e-03 -
5.0000e-02 1.1096e-03 3.907 4.5153e-03 3.600 2.2293e-04 11.807
2.5000e-02 2.6564e-04 4.178 1.3215e-03 3.417 1.0061e-04 2.216
1.2500e-02 6.4824e-05 4.098 3.6191e-04 3.652 1.5614e-05 6.444
6.2500e-03 1.6968e-05 3.820 1.0083e-04 3.589 3.1856e-06 4.901
3.1250e-03 4.2166e-06 4.024 2.7896e-05 3.615 7.9941e-07 3.985
1.5625e-03 1.0403e-06 4.053 7.4677e-06 3.736 2.0035e-07 3.990
Table 4.1: Errors and convergence for the solution to (4.20) using the original IIM and the method
described in this chapter, with the grid points used to interpolate to the boundary of various size
(E = E2h, E = E4h).
in a square centered about each grid point xˆk that is near the boundary. The points selected from
this square are on the same side of Γ. We have tested for two lengths of this square, either 2h (see
an example in Figure 4.6) or 4h. We refer to these cases as E = E2h and E = E4h.
All three cases presented in Table 4.1 display second-order convergence in the infinity norm.
Note that when we set E = E2h the algorithm performs worse than the IIM, but with E = E4h,
the error is actually less than in the IIM. This phenomenon can be explained by looking at a plot
of the error in the solution as given in Figure 4.8. We see that in the E = E2h case, spikes in the
error are present along Γ, while in the case E = E4h, these spikes are greatly reduced. Evidently,
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the accuracy of the interpolant used plays a key role in determining the overall accuracy of the
solution; increasing the number of grid points used in interpolation leads to an increase in accuracy.
Another interesting aspect of Figure 4.8 is that the numerical solution obtained by the new
method interior to Γ is exact (to machine precision). Since the analytic solution is constant in
this region of the domain, the interpolation from grid points interior to Γ is exact. Further, the
finite-difference approximation centered at grid points interior to Γ whose stencil is not cut by Γ
is also exact, so it must be the case that the values of v˜ determined by the algorithm reduce the
truncation error to zero for the grid points that are interior to Γ whose stencil is cut by Γ. Note
that this is not the case for the IIM, as seen in Figure 4.8(a).
4.7.1.2 Example 2
We now consider an example for solving Laplace’s equation interior to an irregular boundary.
Let Γ be the starfish shaped boundary given by the parameterization
x =
(
cos s(9pi + 7 sin 5s)
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,
sin s(9pi + 7 sin 5s)
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)
, s ∈ [0, 2pi].
and set the exact solution given interior to Γ as
u(x) = log(
√
(x(1) + 0.75)2 + (x(2) − 1)2))− log(
√
(x(1) − 0.8)2 + (x(2) + 0.9)2))
We imbed Γ in the square D = [−1, 1]× [−1, 1] and set the boundary condition on D to zero. The
boundary conditions along Γ are given by the exact solution. We then proceed to calculate the
numerical solution to this problem on D, using the new method.
Table 4.2 gives the errors in the infinity norm calculated at grid points interior to Γ (the
closed form of the solution outside of Γ is not readily available), calculated for both E = E2h and
E = E4h. The convergence of the method in the E = E2h case appears not to be of second-order,
and in Figure 4.9(b), we can see that that spikes in error are generated near Γ. Convergence
is restored in the case E = E4h, and again we see that increasing the accuracy of interpolation
increases the accuracy of the numerical solution.
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(a) (b) (c)
Figure 4.9: Results for Example 2 on a 40× 40 grid. The values outside of Γ have artificially been
set to zero. (a). The exact solution. (b). Error of current method with E = E2h. (c). Error of
current method with E = E4h.
E = E2h E = E4h
h ‖u− u˜‖∞ Ratio ‖u− u˜‖∞ Ratio
1.0000e-01 1.0225e-02 - 4.4562e-02 -
5.0000e-02 1.6268e-03 6.285 3.2765e-04 136.005
2.5000e-02 3.7317e-04 4.360 1.4711e-05 22.272
1.2500e-02 9.7871e-05 3.813 4.3026e-06 3.419
6.2500e-03 2.1774e-05 4.495 8.1993e-07 5.248
3.1250e-03 6.5866e-06 3.306 1.7518e-07 4.681
1.5625e-03 2.1282e-06 3.095 4.3244e-08 4.051
Table 4.2: Numerical results for Example 2 using the current method with E = E2h and E = E4h.
4.7.1.3 Example 3
We repeat Example 2 but with the exact solution interior to Γ given by
u(x) = (x(1))2 − (x(2))2.
Note that this solution is quadratic function, and that the truncation error of the five-point stencil
is zero at all points whose stencil is not cut by Γ. Using the new algorithm with E = E4h, the
calculated numerical solution is accurate to within machine precision at all interior grid points, but
this is not the case for E = E2h. As noted before, RBF interpolants limit to polynomial interpolants
as the shape parameter  → 0. Evidently, the interpolant for E = E4h is of high enough order to
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be exact for a quadratic function, while E = E2h is not.
4.7.2 Parabolic Problems
4.7.2.1 Example 4
Figure 4.10: The exact solution in Example 4.
We now apply the method presented in this chapter to the heat equation,
∂u
∂t
= ∆u. (4.21)
Again, we set D = [−1, 1] × [−1, 1] and determine the initial and boundary conditions from the
exact solution
u(x) =
 J0(|x|)e
−t, |x| ≤ 1/2
J0(1/2)(Y0(|x|)/Y0(1/2))e−t, |x| ≥ 1/2,
where J0 and Y0 are Bessel functions of the first and second kind of order 0. In this case, [un]Γ =
e−t(Y ′0(1/2)J0(1/2)/Y0(1/2) − J ′0(1/2)) and so a comparison with the IIM can be made. The
Crank-Nicolson scheme is used to discretize in time. Starting with t = 0, the numerical solution is
calculated at t = 0.1 and the time step is made sufficiently small to ensure that the errors in the
calculated solution are dominated by the spatial discretization.
The results here are much the same as in Example 1. An increase in the accuracy of the
interpolation operator leads to an increase in accuracy. We also achieve higher accuracy when
E = E4h than when using the IIM.
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(a) (b) (c)
Figure 4.11: Error in the numerical solution to Example 4 on a 40×40 grid. (a). The original IIM.
(b). Current method with E = E2h. (c). Current method with E = E4h.
IIM E = E2h E = E4h
h ‖u− u˜‖∞ Ratio ‖u− u˜‖∞ Ratio ‖u− u˜‖∞ Ratio
1.0000e-01 3.4281e-03 - 1.9970e-02 - 3.2870e-03 -
5.0000e-02 8.9818e-04 3.817 5.4614e-03 3.657 2.8553e-04 11.512
2.5000e-02 2.2190e-04 4.048 1.5869e-03 3.441 1.1395e-04 2.506
1.2500e-02 5.4819e-05 4.048 4.3306e-04 3.664 1.7717e-05 6.432
6.2500e-03 1.4245e-05 3.848 1.2046e-04 3.595 4.0035e-06 4.425
3.1250e-03 3.5270e-06 4.039 3.3303e-05 3.617 1.0031e-06 3.991
1.5625e-03 8.7157e-07 4.047 8.9114e-06 3.737 2.5121e-07 3.993
Table 4.3: Errors and convergence for the solution to (4.21) for Example 4 using the original IIM
and the current method.
4.7.2.2 Example 5
We demonstrate that we can imbed irregular boundaries inside the regular domain and solve
for the solution inside the irregular boundary for (4.21). We set Γ as in Example 2 and set the
boundary conditions along the irregular boundary and initial condition interior to the domain from
the exact solution
u(x) =
e−((x−0.05)2+(y−0.15)2)/(4(t+ 0.01))
4pi(t+ 0.01)
.
Outside the irregular boundary, the initial condition is again set to 0 as well as along ∂D. We only
measure the error interior to the irregular boundary at time t = 0.1.
In Table 4.4, we again see how increasing the accuracy of the interpolation operator E
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(a) (b) (c)
Figure 4.12: Results for Example 5 on a 40× 40 grid. The values outside of Γ have artificially been
set to zero. (a). The exact solution. (b). Error for the current method with E = E2h. (c). Error
for the current method with E = E4h.
E = E2h E = E4h
h ‖u− u˜‖∞ Ratio ‖u− u˜‖∞ Ratio
1.0000e-01 1.3643e-02 - 1.3302e-02 -
5.0000e-02 2.9340e-03 4.650 1.6373e-03 8.124
2.5000e-02 1.2812e-03 2.290 3.9582e-04 4.137
1.2500e-02 1.5227e-04 8.414 9.3478e-05 4.234
6.2500e-03 5.2229e-05 2.915 2.2877e-05 4.086
3.1250e-03 2.2515e-05 2.320 5.4312e-06 4.212
1.5625e-03 5.1017e-06 4.413 1.1049e-06 4.916
Table 4.4: Numerical results for Example 5 using the method presented in this chapter with E = E2h
and E = E4h.
increases the accuracy of the solution, just as in the previous examples.
4.8 On Extension to the Navier-Stokes Equations
Consider the incompressible Navier-Stokes equations in two dimensions,
∂u
∂t
+ u · ∇u = −∇p+ 1
Re
∇2u +
∫
Γ
f(s)δ(x−X(s)) dΓ(s),
∇ · u = 0,
u(X(s)) =
∫
D
u(x)δ(x−X(s))dA = u0(X(s)), x ∈ D, X ∈ Γ,
(4.22)
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where the last equation in (4.22) represents the velocity boundary condition on the irregular bound-
ary, and f is an unknown force that enforces the velocity boundary condition. In the original
immersed boundary projection method [140], this system was discretized with a staggered grid
formulation using the implicit Crank-Nicolson integration for the viscous terms and the explicit
second- order Adams-Bashforth scheme for the convective terms. The delta functions were dis-
cretized using the discrete delta function methodology, leading to a linear system of the form
A G −H
D 0 0
E 0 0


u
p
f
 =

r
0
u0
 ,
where A is the implicit components of the discretization, G is the discrete gradient operator, D
is the discrete divergence operator, and r is the explicit components of the discretization. This
approach suffers from the same drawbacks as discussed previously.
To provide an accurate method for this problem, we can replace the interpolation operator
E as described previously. To modify H, we can use the immersed interface approach for (4.22)
as described in [92]. However, the correction terms described in [92] not only depend on f , but
also on its derivative with respect to its position along the boundary. This is the primary obstacle
in forming such a method, as the new linear system corresponding to this approach takes a more
complicated form in comparison to (4.22) to reflect this change.
4.9 Conclusions
We have presented a modification to the original immersed boundary projection method that
increases its accuracy to second-order at all points in the domain. We have discussed several aspects
of discrete delta functions used in the original immersed boundary projection method (IBPM) and
the difficulties in using them in dimensions greater than 1 while retaining second-order accuracy.
The method described here modifies the original IBPM by using the methodology of the immersed
interface method (IIM) in constructing the operator that communicates the boundary force to the
Cartesian grid, and utilizes an interpolation operator that retains its accuracy by using nodes only
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contained on the same side of the immersed boundary. With these modifications, the algorithm
successfully applies Dirichlet boundary conditions present along irregular boundaries while allowing
for the use of a standard finite difference discretization and a uniform Cartesian grid. The method
preserves second-order accuracy at all grid points and is simple to implement.
The algorithm has been applied to several elliptic and parabolic partial differential equations.
We have observed second-order convergence in all the tested cases, and have shown how the method
can be utilized to find solutions to problems on nonuniform domains by first imbedding the irregular
domain inside a regular domain, discretizing using a standard Cartesian grid, and employing the
techniques described by this chapter.
The expectation is that the methodology presented here can be extended to other differential
equations where immersed boundaries are present, providing a technique for sharpening the reso-
lution at the irregular boundaries. As Chapters 2 and 3 clearly demonstrate, a unified technique
for computing electrostatic forces, heat transfer, and fluid flow is highly desirable.
Chapter 5
On the Solution to Boundary Integral Equations Defined on Rotationally
Symmetric Surfaces: High Order Discretization, Fast Kernel Computation, and
Multibody Problems
5.1 Introduction
In this chapter, we present a numerical technique for discretizing and solving boundary
integral equations (BIEs) defined on axisymmetric surfaces in R3. Specifically, we consider second
kind Fredholm equations of the form
σ(x) +
∫
Γ
k(x,x′)σ(x′) dA(x′) = f(x), x ∈ Γ, (5.1)
under two assumptions: First, that Γ is a surface in R3 obtained by rotating a curve γ about an
axis. Second, that the kernel k is invariant under rotation about the symmetry axis in the sense
that
k(x,x′) = k(θ − θ′, r, z, r′, z′), (5.2)
where (r, z, θ) and (r′, z′, θ′) are cylindrical coordinates for x and x′, respectively,
x = (r cos θ, r sin θ, z),
x′ = (r′ cos θ′, r′ sin θ′, z′).
For an example of such a geometry, see Figure 5.1. Under these assumptions, the BIE given by (5.1),
which is defined on the two-dimensional surface Γ, can via a Fourier transform in the azimuthal
variable be recast as a sequence of equations defined on the one-dimensional curve γ. To be precise,
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letting σn, fn, and kn denote the Fourier coefficients of σ, f , and k, respectively (so that (5.11),
(5.12), and (5.13) hold), the equation (5.1) is equivalent to the sequence of equations
σn(r, z) +
√
2pi
∫
γ
kn(r, z, r′, z′)σn(r′, z′) r′ dl(r′, z′) = fn(r, z), (5.3)
where (r, z) ∈ γ, n ∈ Z. Whenever f can be represented with a moderate number of Fourier modes,
the formula (5.3) provides an efficient technique for computing the corresponding modes of σ. The
conversion of (5.1) to (5.3) appears in, e.g., [128], and is described in detail in Section 5.2.
Equations of the type (5.1) arise in many areas of mathematical physics and engineering,
commonly as reformulations of elliptic partial differential equations. Advantages of a BIE ap-
proach include a reduction in dimensionality, often a radical improvement in the conditioning of
the mathematical equation to be solved, a natural way of handling problems defined on exterior
domains, and a relative ease in implementing high-order discretization schemes, see, e.g., [3].
The numerical solution of BIEs such as (5.1) poses certain difficulties, the foremost being that
the discretizations generally involve dense matrices. Until the 1980s, this issue often times made
it prohibitively expensive to use BIE formulations as numerical tools. However, with the advent
of “fast” algorithms (the Fast Multipole Method [65, 66], panel clustering [69], etc.) for matrix-
vector multiplication and the inversion of dense matrices arising from the discretization of BIE
operators, these problems have largely been overcome for problems in two dimensions. This is not
necessarily the case in three dimensions; issues such as surface representation and the construction
of quadrature rules in a three dimensional environment still pose unresolved questions. The point of
recasting the single BIE (5.1) defined on a surface as the sequence of BIEs (5.3) defined on a curve
is in part to avoid these difficulties in discretizing surfaces, and in part to exploit the exceptionally
high speed of the Fast Fourier Transform (FFT).
The reduction of (5.1) to (5.3) is only applicable when the geometry of the boundary is
axisymmetric, but presents no such restriction in regard to the boundary load. Formulations of
this kind have been known for a long time, and have been applied to problems in stress analysis
[8], scattering [51, 85, 137, 143, 149], and potential theory [68, 126, 128, 135]. Most of these
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approaches have relied on collocation or Galerkin discretizations and have generally employed
low-order accurate discretizations. A complication of the axisymmetric formulation is the need
to determine the kernels kn for a large number of Fourier modes n, since direct integration of
(5.2) through the azimuthal variable tends to be prohibitively expensive. When k is smooth,
this calculation can rapidly be accomplished using the FFT, but when k is near-singular, other
techniques are required (quadrature, local refinement, etc.) that can lead to significant slowdown
in the construction of the linear systems.
The technique described in this chapter improves upon previous work in terms of both accu-
racy and speed. The gain in accuracy is attained by constructing a high-order quadrature scheme
for kernels with integrable singularities. This quadrature is obtained by locally modifying a Gaus-
sian quadrature scheme, in a manner similar to that of [17, 19]. Numerical experiments indicate
that for simple surfaces, a relative accuracy of 10−10 is obtained using as few as a hundred points
along the generating curve. The rapid convergence of the discretization leads to linear systems of
small size that can be solved directly via, e.g., Gaussian elimination, making the algorithm par-
ticularly effective in environments involving multiple right hand sides and when the linear system
is ill-conditioned. To describe the asymptotic complexity of the method, we need to introduce
some notation. We let Nγ denote the number of points used to discretize the generating curve γ,
and we let NF denote the number of Fourier modes included in the calculation. Then, assuming
Nγ ≈ NF, the total number of degrees of freedom in the discretization is N = NγNF. Splitting the
computational cost into a “set-up” cost that needs to be incurred only once for a given geometry
and given discretization parameters, and a “solve” cost representing the time required to process
each right hand side, we have
Tsetup ∼ N3/2 log(N)︸ ︷︷ ︸
construction of linear systems
+ N2︸︷︷︸
inversion of systems
, (5.4)
and
Tsolve ∼ N log(N)︸ ︷︷ ︸
FFT of boundary data
+ N3/2︸ ︷︷ ︸
application of inverses
. (5.5)
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The technique described gets particularly efficient for problems of the form (5.1) in which the
kernel k is either the single or the double layer potential associated with Laplace’s equation and
the Helmholtz equation. We demonstrate that for such problems, it is possible to exploit recursion
relations for Legendre functions to very rapidly construct the Fourier coefficients kn in (5.3). This
greatly reduces the constant of proportionality of the setup (which requires the construction of
a sequence of dense matrices), as one would alternatively have to use composite quadrature in
calculating the kernels. Numerical experiments demonstrate that for a problem with NP = 80,
NG = 10, and NF = 400 (for a total of 80×10×400 = 320 000 degrees of freedom), this accelerated
scheme requires only 57 seconds for the setup, and 0.39 seconds for each solve when implemented
on a standard desktop PC.
We further extend the algorithm to problems involving multiply connected domains. By
combining the high order discretization described in this paper with the Fast Multipole Method,
we can achieve ten digits of accuracy for a problem containing 27 bodies and over 500 000 unknowns
in a handful of minutes.
The final extension of the technique described in this paper is the development of an acceler-
ated method for calculating the kernels of the Helmholtz equation in the axisymmetric environment.
The high accuracy of the discretization combined with a direct solver allows us to solve problems
of up to 25 wavelengths in size in 92 seconds with 10 digits of accuracy, with additional solves
computed in 0.56 seconds on a standard PC.
The techniques described in this chapter can be accelerated further by combining it with a
fast solver applied to each of the equations in (5.3), such as those based on the Fast Multipole
Method, or the fast direct solver of [95]. This would result in a highly accurate scheme with near
optimal complexity.
The chapter is organized as follows: Section 5.2 describes the reduction of (5.1) to (5.3) and
quantifies the error incurred by truncating the Fourier series. Section 5.3 presents the Nystro¨m
discretization of the reduced equations using high-order quadrature applicable to kernels with
integrable singularities, and the construction of the resulting linear systems. Section 5.4 summarizes
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Figure 5.1: The axisymmetric domain Γ generated by the curve γ.
the algorithm for the numerical solution of (5.3) and describes its computational costs. Section 5.5
presents the application of the algorithm for BIE formulations of Laplace’s equation and describes
the rapid calculation of kn in this setting. Section 5.6 presents numerical examples applied to
Laplace’s equation. Section 5.7 extends our approach to multiply connected domains and Section
5.8 presents numerical results for this geometry. Section 5.9 presents an accelerated technique for
calculating the kernels related to the Helmholtz equation and presents numerical results. Section
5.10 gives conclusions and possible extensions and generalizations.
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5.2 Fourier Representation of BIE
5.2.1 Problem Formulation
Suppose that Γ is a surface in R3 obtained by rotating a smooth contour γ about a fixed axis
and consider the boundary integral equation
σ(x) +
∫
Γ
k(x,x′)σ(x′) dA(x′) = f(x), x ∈ Γ. (5.6)
In this section, we will demonstrate that if the kernel k is rotationally symmetric in a sense to be
made precise, then by taking the Fourier transform in the azimuthal variable, (5.6) can be recast as a
sequence of BIEs defined on the curve γ. To this end, we introduce a Cartesian coordinate system
in R3 with the third coordinate axis being the axis of symmetry. Then cylindrical coordinates
(r, z, θ) are defined such that
x1 = r cos θ,
x2 = r sin θ,
x3 = z.
Figure 5.1 illustrates the coordinate system.
The kernel k in (5.6) is now rotationally symmetric if for any two points x,x′ ∈ Γ,
k(x,x′) = k(θ − θ′, r, z, r′, z′), (5.7)
where (θ′, r′, z′) are the cylindrical coordinates of x′.
5.2.2 Separation of Variables
We define for n ∈ Z the functions fn, σn, and kn via
fn(r, z) =
∫
T
e−inθ√
2pi
f(θ, r, z) dθ, (5.8)
σn(r, z) =
∫
T
e−inθ√
2pi
σ(θ, r, z) dθ, (5.9)
kn(r, z, r′, z′) =
∫
T
e−inθ√
2pi
k(θ, r, z, r′, z′) dθ. (5.10)
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The definitions (5.8), (5.9), and (5.10) define fn, σn, and kn as the coefficients in the Fourier series
of the functions f , σ, and k about the azimuthal variable,
f(x) =
∑
n∈Z
einθ√
2pi
fn(r, z), (5.11)
σ(x) =
∑
n∈Z
einθ√
2pi
σn(r, z), (5.12)
k(x,x′) = k(θ − θ′, r, z, r′, z′) =
∑
n∈Z
ein(θ−θ′)√
2pi
kn(r, z, r′, z′). (5.13)
To determine the Fourier representation of (5.6), we multiply the equation by e−inθ/
√
2pi and
integrate θ over T (for our purposes, we can think of T as simply the interval [−pi, pi]). Equation
(5.6) can then be said to be equivalent to the sequence of equations
σn(r, z) +
∫
γ×T
[∫
T
e−inθ√
2pi
k(x,x′) dθ
]
σ(x′) dA(x′) = fn(r, z), n ∈ Z. (5.14)
Invoking (5.13), we evaluate the bracketed factor in (5.14) as∫
T
e−inθ√
2pi
k(x,x′) dθ =
∫
T
e−inθ√
2pi
k(θ − θ′, r, z, r′, z′) dθ
= e−inθ
′
∫
T
e−in(θ−θ′)√
2pi
k(θ − θ′, r, z, r′, z′) dθ = e−inθ′ kn(r, z, r′, z′). (5.15)
Inserting (5.15) into (5.14) and executing the integration of θ′ over T, we find that (5.6) is equivalent
to the sequence of equations
σn(r, z) +
√
2pi
∫
γ
kn(r, z, r′, z′)σn(r′, z′) r′ dl(r′, z′) = fn(r, z), n ∈ Z. (5.16)
For future reference, we define for n ∈ Z the boundary integral operators Kn via
[Kn σn](r, z) =
√
2pi
∫
γ
kn(r, z, r′, z′)σn(r′, z′) r′ dl(r′, z′). (5.17)
Then equation (5.16) can be written
(
I +Kn)σn = fn, n ∈ Z. (5.18)
When each operator I +Kn is continuously invertible, we can write the solution of (5.6) as
σ(r, z, θ) =
∑
n∈Z
einθ√
2pi
[(I +Kn)−1fn](r, z). (5.19)
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5.2.3 Truncation of the Fourier series
When evaluating the solution operator (5.19) in practice, we will choose a truncation param-
eter NF, and evaluate only the lowest 2NF + 1 Fourier modes. If NF is chosen so that the given
function f is well-represented by its lowest 2NF +1 Fourier modes, then in typical environments the
solution obtained by truncating the sum (5.19) will also be accurate. To substantiate this claim,
suppose that ε is a given tolerance, and that NF has been chosen so that
||f −
NF∑
n=−NF
einθ√
2pi
fn|| ≤ ε, (5.20)
We define an approximate solution via
σapprox =
NF∑
n=−NF
einθ√
2pi
(I +Kn)−1fn. (5.21)
From Parseval’s identity, we then find that the error in the solution satisfies
||σ − σapprox||2 =
∑
|n|>NF
||(I +Kn)−1fn||2 ≤
∑
|n|>NF
||(I +Kn)−1||2 ||fn||2
≤
(
max
|n|>NF
||(I +Kn)−1||2
) ∑
|n|>NF
||fn||2 ≤
(
max
|n|>NF
||(I +Kn)−1||2
)
ε2.
It is typically the case that the kernel k(x,x′) has sufficient smoothness such that the Fourier
modes kn(r, z, r′, z′) decay as n→∞. Then ||Kn|| → 0 as n→∞ and ||(I+Kn)−1|| → 1. Thus, an
accurate approximation of f leads to an approximation in σ that is of the same order of accuracy.
Figure 5.4 illustrates that when k is the double layer kernel associated with the Laplace equation,
and γ is a simple curve, then ||(I +Kn)−1|| → 1 with rapid convergence.
5.3 Discretization of BIEs in Two Dimensions
The technique described in Section 5.2 reduces the BIE (5.1) defined on an axisymmetric
surface Γ = γ × T contained in R3, to a sequence of BIEs defined on the curve γ contained in R2.
These equations take the form
σ(x) +
√
2pi
∫
γ
kn(x,x′)σ(x′) r′ dl(x′) = f(x), x ∈ γ, (5.22)
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where the kernel kn is defined as in (5.10). In this section, we describe a standard technique for
discretizing an equation such as (5.22). For simplicity, we limit attention to the case where γ is a
smooth closed curve, but extensions to non-smooth curves can be handled by slight variations of
the techniques described here, [17, 19, 72].
5.3.1 Parameterization of the Curve
Let γ be parameterized by a vector-valued smooth function τ : [0, T ]→ R2. The parameter-
ization converts (5.22) to an integral equation defined on the interval [0, T ]:
σ(τ (t)) +
√
2pi
∫ T
0
kn(τ (t), τ (s))σ(τ (s)) r′(τ (s)) |dτ/ds| ds = f(τ (t)), (5.23)
where t ∈ [0, T ]. To keep our formulas uncluttered, we suppress the parameterization of the curve
and the dependence on n and introduce a new kernel
K(t, s) =
√
2pi kn(τ (t), τ (s)) r′(τ (s)) |dτ/ds|, (5.24)
as well as the functions
ϕ(t) = σ(τ (t)) and ψ(t) = f(τ (t)).
Then techniques for solving
ϕ(t) +
∫ T
0
K(t, s)ϕ(s) ds = ψ(t), t ∈ [0, T ], (5.25)
where ψ is given and ϕ is to be determined, will be equally applicable to (5.23).
5.3.2 Nystro¨m Method
We will discretize (5.25) via Nystro¨m discretization on standard Gaussian quadrature nodes,
see [3]. To this end, we divide the interval Ω = [0, T ] into a disjoint partition of NP intervals,
Ω =
NP⋃
p=1
Ωp,
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where each Ωp is a subinterval called a panel. On each panel Ωp, we place the nodes of a standard
NG-point Gaussian quadrature rule {t(p)i }NGi=1. The idea is now to enforce (5.25) at each of the
NPNG nodes:
σ(t(p)i ) +
∫ T
0
K(t(p)i , s)ϕ(s) ds = ψ(t
(p)
i ), (i, p) ∈ {1, 2, . . . , NG} × {1, 2, . . . , NP}.
To obtain a numerical method, suppose that we can construct for p, q ∈ {1, 2, . . . , NP} and i, j ∈
{1, 2, . . . , NG} numbers A(p,q)i,j such that∫ T
0
K(t(p)i , s)ϕ(s) ds ≈
NP∑
q=1
NG∑
j=1
A
(p,q)
i,j ϕ(t
(q)
j ). (5.26)
Then the Nystro¨m method is given by solving the linear system
ϕ
(p)
i +
NP∑
q=1
NG∑
j=1
A
(p,q)
i,j ϕ
(q)
j = ψ
(p)
i , (i, p) ∈ {1, 2, . . . , NG} × {1, 2, . . . , NP}, (5.27)
where ψ(p)i = ψ(t
(p)
i ) and ϕ
(p)
i approximates ϕ(t
(p)
i ). We write (5.27) compactly as
(I +A)ϕ = ψ
where A is a matrix formed by NP × NP blocks, each of size NG × NG. We let A(p,q) denote the
block of A representing the interactions between the panels Ωp and Ωq.
5.3.3 Quadrature and Interpolation
We need to determine the numbers A(p,q)i,j such that (5.26) holds. The detailed construction
is given in Section 5.3.4, and utilizes some well-known techniques of quadrature and interpolation,
which we review in this section.
5.3.3.1 Standard Gaussian Quadratures
Given an interval [0, h] and a positive integer NG, the NG-point standard Gaussian quadra-
ture rule consists of a set of NG nodes {tj}NGj=1 ⊂ [0, h], and NG weights {wj}NGj=1 such that∫ h
0
g(s) ds =
NG∑
j=1
wj g(tj),
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whenever g is a polynomial of degree at most 2NG − 1, and such that∫ h
0
g(s) ds =
NG∑
j=1
wj g(tj) +O(h2NG),
whenever g is a function with 2NG continuous derivatives, see [1].
5.3.3.2 Quadrature Rules for Singular Functions
Now suppose that given an interval [0, h] and a point t ∈ [−h, 2h], we seek to integrate over
[0, h] functions g that take the form
g(s) = φ1(s) log |s− t|+ φ2(s), (5.28)
where φ1 and φ2 are polynomials of degree at most 2NG− 1. Standard Gaussian quadrature would
be highly inaccurate if applied to integrate (5.28). Rather, we seek a N ′G-node quadrature that will
evaluate ∫ h
0
g(s) ds (5.29)
exactly. Techniques for constructing such generalized quadratures are readily available in the lit-
erature, see for example [83]. These quadratures will be of degree 2NG − 1, just as with standard
Gaussian quadratures and exhibit comparable accuracy, although in general N ′G > NG. The gen-
eralized quadratures used in this chapter were determined using the techniques of [83], and can be
found in the appendix.
We observe that the quadrature nodes constructed by such methods are typically different
from the nodes of the standard Gaussian quadrature. This complicates the the construction of the
matrix A, as described in Section 5.3.4.
5.3.3.3 Lagrange Interpolation
Let {tj}NGj=1 denote the nodes of a NG-point Gaussian quadrature rule on the interval [0, h].
If the values of a polynomial g of degree at most NG − 1 are specified at these nodes, the entire
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polynomial g can be recovered via the formula
g(s) =
NG∑
j=1
Lj(s) g(tj),
where the functions Lj are the Lagrange interpolating polynomials
Lj(s) =
∏
i 6=j
(
s− ti
tj − ti
)
.
If g is a smooth function with NG continuous derivatives that is not a polynomial, then the Lagrange
interpolant provides an approximation to g satisfying∣∣∣∣∣∣g(s)−
NG∑
j=1
Lj(s) g(tj)
∣∣∣∣∣∣ ≤ C hNG ,
where
C =
(
sup
s∈[0,h]
|g(NG)(s)|
)
/NG!.
5.3.4 Constructing the Matrix A
Using the tools reviewed in Section 5.3.3, we are now in position to construct numbers A(p,q)i,j
such that (5.26) holds. We first note that in forming block A(p,q) of A, we need to find numbers
A
(p,q)
i,j such that ∫
Ωq
K(t(p)i , s)ϕ(s) ds ≈
NG∑
j=1
A
(p,q)
i,j ϕ(t
(q)
j ), i = 1, 2, . . . , NG. (5.30)
When Ωp and Ωq are well separated, the integrand in (5.30) is smooth, and our task is easily solved
using standard Gaussian quadrature (as described in Section 5.3.3.1):∫
Ωq
K(t(p)i , s)ϕ(s) ds ≈
NG∑
j=1
wjK(t
(p)
i , t
(q)
j )ϕ(t
(q)
j ).
It directly follows that the ij entry of the block A(p,q) takes the form
A
(p,q)
i,j = wjK(t
(p)
i , t
(q)
j ). (5.31)
Complications arise when we seek to form a diagonal block A(p,p), or even a block that is
adjacent to a diagonal block. The difficulty is that the kernel K(t, s) has a singularity as s → t.
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To be precise, for the kernels considered in this chapter, we have that for any fixed t, there exist
smooth functions ut and vt such that
K(t, s) = log |t− s|ut(s) + vt(s).
We see that when t(p)i is a point in Ωq the integrand in (5.30) becomes singular. When t
(p)
i is a
point in a panel neighboring Ωq, the problem is less severe, but Gaussian quadrature would still be
inaccurate. To maintain full accuracy, we use the modified quadrature rules described in Section
5.3.3.2. For every node t(p)i ∈ Ωp, we construct a quadrature {wˆ(p,q)i,` , tˆ(p,q)i,` }
N ′G
`=1 such that
∫
Ωq
K(t(p)i , s)ϕ(s) ds ≈
N ′G∑
`=1
wˆ
(p,q)
i,` K(t
(p)
i , tˆ
(p,q)
i,` )ϕ(tˆ
(p,q)
i,` ). (5.32)
In order to have a quadrature evaluated at the Gaussian nodes t(q)j ∈ Ωq, we next use Lagrange
interpolation as described in Section 5.3.3.3. With {L(q)j }NGj=1 denoting the Lagrange interpolants
of order NG − 1 defined on Ωq, we have
ϕ(t) ≈
NG∑
j=1
L
(q)
j (t)ϕ(t
(q)
j ), t ∈ Ωq. (5.33)
Inserting (5.33) into (5.32), we find that
∫
Ωq
K(t(p)i , s)ϕ(s) ds ≈
N ′G∑
`=1
wˆ
(p,q)
i,` K(t
(p)
i , tˆ
(p,q)
i,` )
NG∑
j=1
L
(q)
j (tˆ
(p,q)
i,` )ϕ(t
(q)
j ).
We now find that the block A(p,q) of A has entries
A
(p,q)
i,j =
N ′G∑
`=1
wˆ
(p,q)
i,` K(t
(p)
i , tˆ
(p,q)
i,` )L
(q)
j (tˆ
(p,q)
i,` ), i, j ∈ {1, 2, . . . , NG}. (5.34)
We observe that the formula (5.34) is quite expensive to evaluate; in addition to the summation,
it requires the construction of a quadrature rule for each point t(p)i and evaluation of Lagrange
interpolants. Fortunately, this process must be executed for at most three blocks in each row of
blocks of A.
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5.4 A General Algorithm
5.4.1 Summary
At this point, we have shown how to convert a BIE defined on an axisymmetric surface in
R3 to a sequence of equations defined on a curve in R2 (Section 5.2), and then how to discretize
each of these reduced equations (Section 5.3). Putting everything together, we obtain the following
algorithm for solving (5.1):
(1) Given the right hand side f , and a computational tolerance ε, determine a truncation
parameter NF such that (5.20) holds.
(2) Form for n = −NF, −NF + 1, −NF + 2, . . . , NF the matrix An discretizing the equation
(5.18) encapsulating the n’th Fourier mode. The matrix is formed via Nystro¨m discretiza-
tion as described in Section 5.3 with the discretization parameters NP and NG chosen to
meet the computational tolerance ε.
(3) Evaluate via the FFT the terms {fn}NFn=−NF in the Fourier representation of f (as defined
by (5.8)), and solve for n = −NF, −NF +1, −NF +2, . . . , NF the equation (I+An)σn = fn
for σn. Construct σapprox using formula (5.21) evaluated via the FFT.
The construction of the matrices An in Step 2 can be accelerated using the FFT (as described
in Section 5.4.2), but even with such acceleration, it is typically by a wide margin the most expensive
part of the algorithm. However, this step needs to be performed only once for any given geometry,
and given discretization parameters NF, NP, and NG. The method therefore becomes particularly
efficient when (5.1) needs to be solved for a sequence of right-hand sides. In this case, it may be
worth the cost to pre-compute the inverse of each matrix I +An.
5.4.2 Techniques for Forming the Matrices
We need to construct for each Fourier mode n, a matrix An consisting of NP × NP blocks
A
(p,q)
n , each of size NG × NG. Constructing an off-diagonal block A(p,q)n when Ωp and Ωq are not
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directly adjacent is straightforward. For any pair of nodes t(p)i ∈ Ωp and t(q)j ∈ Ωq, we need to
construct the numbers, cf. (5.24) and (5.31),
A
(p,q)
n;i,j =
√
2pi wj kn(τ (t
(p)
i ), τ (t
(q)
j )) r
′(τ (t(q)j )) |dτ (t(q)j )/ds|, (5.35)
for n = −NF, −NF + 1, . . . , NF, where τ is a parameterization of γ (see Section 5.3.1) and the
kernel kn is defined by (5.10). Fortunately, we do not need to explicitly evaluate the integrals in
(5.10) since all the 2NF + 1 numbers can be evaluated by a single application of the FFT to the
function
θ 7→ k(θ, τ (t(p)i ), τ (t(q)j )). (5.36)
When τ (t(p)i ) is not close to τ (t
(q)
j ), the function in (5.36) is smooth, and the trapezoidal rule
implicit in applying the FFT is highly accurate.
Evaluating the blocks on the diagonal, or directly adjacent to the diagonal is somewhat more
involved. The matrix entries are now given by the formula, cf. (5.24) and (5.34),
A
(p,q)
k;i,j =
N ′G∑
`=1
wˆ
(p,q)
i,` kn(τ (t
(p)
i ), τ (tˆ
(p,q)
i,` )) r
′(tˆ(p,q)i,` ) |dτ (tˆ(p,q)i,` )/ds|L(q)j (tˆ(p,q)i,` ), (5.37)
where τ and kn are as in (5.35). To further complicate things, the points τ (t
(p)
i ) and τ (tˆ
(p,q)
i,` ) are
now in close proximity to each other, and so the functions
θ 7→ k(θ, τ (t(p)i ), τ (tˆ(p,q)i,` )) (5.38)
have a sharp peak around the point θ = 0. They are typically still easy to integrate away from
the origin, so the integrals in (5.10) can for a general kernel be evaluated relatively efficiently using
quadratures that are adaptively refined near the origin.
Even with the accelerations described in this section, the cost of forming the matrices An
tends to dominate the computation whenever the kernels kn must be evaluated via formula (5.10).
In particular environments, it is possible to side-step this problem by evaluating the integral in
(5.10) analytically. That this can be done for the single and double layer kernels associated with
Laplace’s equation is demonstrated in Section 5.5.
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5.4.3 Computational Costs
The asymptotic cost of the algorithm described in Section 5.4.1 has three components: (a)
the cost of forming the matrices {An}NFn=−NF , (b) the cost of transforming functions from physical
space to Fourier space and back, and (c) the cost of solving the linear systems (I+An)σn = fn. In
this section, we investigate the asymptotic cost of these steps. We consider a situation where NF
Fourier modes need to be resolved, and where NPNG nodes are used to discretize the curve γ. For
simplicity of the presentation, we will assume that the parameter NG is fixed, and set Nγ = NGNP .
Further, we will make the assumption that NF ≈ Nγ so that the total number of degrees of freedom
used in the discretization by N , where N1/2 = NF = Nγ .
(a) Cost of forming the linear systems: Suppose first that we have an analytic formula for each
kernel kn (As we do, e.g., when the original BIE (5.1) involves either the single or the double layer
kernel associated with Laplace’s equation, see Section 5.5). Then the cost Tmat of forming the
matrices satisfies
Tmat ∼ N3/2︸ ︷︷ ︸
cost from kernel evaluations
+ N︸︷︷︸
cost from composite quadrature
= N3/2.
When the kernels have to be evaluated numerically via formula (5.10), the cost of forming the
matrices is still moderate. In the rare situations where the kernel is smooth, standard Gaussian
quadrature can be used everywhere and the FFT acceleration described in Section 5.4.2 can be
used for all entries. In this situation,
Tmat ∼ N3/2 logN
Note that the constant of proportionality is very small in this case. In the more typical situation
where each kernel kn involves an integrable singularity at the diagonal, the FFT acceleration can
still be used to rapidly evaluate all entries well-removed from the diagonal. However, entries close to
the diagonal must be formed via the composite quadrature rule combined with numerical evaluation
of kn via an adaptive quadrature. In this situation,
Tmat ∼ N3/2 logN +N3/2 = N3/2 logN,
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but the constant of proportionality can be very large in this situation.
(b) Cost of Fourier transforms: The boundary data defined on the surface must be converted into
the Fourier domain. This is executed via the FFT at a cost Tfft satisfying
Tfft ∼ N log(N). (5.39)
We observe that the constant of proportionality in (5.39) is very small, and the cost of this step is
typically negligible compared to the costs of the other steps.
(c) Cost of linear solves: Using standard Gaussian elimination, the cost Tsolve of solving NF linear
systems (I +An)σn = fn, each of size Nγ ×Nγ under the assumptions stated previously satisfies
Tsolve ∼ N2.
In situations where the equations need to be solved for multiple right hand sides, it pays off to
first compute the inverses (I + An)−1, and then simply apply these to each right hand side (or,
alternatively, to form the LU factorizations, and then perform triangular solves). The cost Tinv of
computing the inverses, and the cost Tapply of applying them then satisfy
Tinv ∼ N2,
Tapply ∼ N3/2.
We make some practical observations:
• The cost of forming the matrices and inverting them dominates the other costs of the
algorithm unless the kernel is either smooth, or analytic formulas for kn are available.
• The scheme is highly efficient in situations where the same equation needs to be solved for
a sequence of different right hand sides. Given an additional right hand side, the added
cost Tsolve is given by
Tsolve ∼ N logN +N3/2,
with a very small constant of proportionality. We note that this cost remains small even if
an analytic formula for kn is not available.
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• The system matrices I + An often have internal structure that allow them to be inverted
using “fast methods” such as, e.g., those in [95]. The cost of inversion and application can
then be accelerated to near optimal complexity.
• The high order discretization employed requires a small number of points to to obtain a
highly accurate solution. In practical terms, this means that despite non-optimal asymp-
totic work estimates, the time to solution for a given problem is extremely rapid.
• The estimates for this section critically rely on the assumption that Nγ ≈ NF . When this
is not true, similar estimates hold but the bookkeeping is more involved.
5.5 Accelerations for the Single and Double Layer Kernels Associated with
Laplace’s Equation
In this section, we present a rapid technique based on recursion relations for calculating the
single and double layer kernels associated with Laplace’s equation. These results are then extended
in Section 5.9 to the single and double layer kernels associated with the Helmholtz equation.
5.5.1 The Double Layer Kernels of Laplace’s Equation
Let D ⊂ R3 be a bounded domain whose boundary is given by a smooth surface Γ, let E = D¯c
denote the domain exterior to D, and let n and be the outward unit normal to D. Consider the
interior and exterior Dirichlet problems of potential theory [67],
∆u = 0 in D, u = f on Γ, (interior Dirichlet problem) (5.40)
∆u = 0 in E, u = f on Γ. (exterior Dirichlet problem) (5.41)
The solutions to (5.40) and (5.41) can be written in the respective forms
u(x) =
∫
Γ
n(x′) · (x− x′)
4pi|x− x′|3 σ(x
′) dA(x′), x ∈ D,
u(x) =
∫
Γ
(
−n(x
′) · (x− x′)
4pi|x− x′|3 +
1
4pi|x− x0|
)
σ(x′) dA(x′), x ∈ E, x0 ∈ D,
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where σ is a boundary charge distribution that can be determined using the boundary conditions.
The resulting equations are
−1
2
σ(x) +
∫
Γ
n(x′) · (x− x′)
4pi|x− x′|3 σ(x
′) dA(x′) = f(x), (5.42)
−1
2
σ(x) +
∫
Γ
(
−n(x
′) · (x− x′)
4pi|x− x′|3 +
1
4pi|x− x0|
)
σ(x′) dA(x′) = f(x), (5.43)
where x ∈ Γ in (5.42) and (5.43).
Remark 1 There are other integral formulations for the solution to Laplace’s equation. The double
layer formulation presented here is a good choice in that it provides an integral operator that leads
to well conditioned linear systems. However, the methodology of this chapter is equally applicable
to single-layer formulations that lead to first kind Fredholm BIEs.
5.5.2 Separation of Variables
Using the procedure given in Section 5.2, if Γ = γ × T, then (5.40) and (5.41) can be recast
as a series of BIEs defined along γ. We express n in cylindrical coordinates as
n(x′) = (nr′ cos θ′, nr′ sin θ′, nz′).
Further,
|x− x′|2 = (r cos θ − r′ cos θ′)2 + (r sin θ − r′ sin θ′)2 + (z − z′)2
= r2 + (r′)2 − 2rr′(sin θ sin θ′ + cos θ cos θ′) + (z − z′)2
= r2 + (r′)2 − 2rr′ cos(θ − θ′) + (z − z′)2
and
n(x′) · (x− x′) = (nr′ cos θ′, nr′ sin θ′, nz′) · (r cos θ − r′ cos θ′, r sin θ − r′ sin θ′, z − z′)
= nr′r(sin θ sin θ′ + cos θ cos θ′)− nr′r′ + nz′(z − z′)
= nr′(r cos(θ − θ′)− r′) + nz′(z − z′).
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Then for a point x′ ∈ Γ, the kernel of the internal Dirichlet problem can be expanded as
n(x′) · (x− x′)
4pi|x− x′|3 =
1√
2pi
∑
n∈Z
ein(θ−θ
′)d(i)n (r, z, r
′, z′),
where
d(i)n (r, z, r
′, z′) =
1√
32pi3
∫
T
e−inθ
[
nr′(r cos θ − r′) + nz′(z − z′)
(r2 + (r′)2 − 2rr′ cos θ + (z − z′)2)3/2
]
dθ.
Similarly, the kernel of the external Dirichlet problem can be written as
−n(x
′) · (x− x′)
4pi|x− x′|3 +
1
4pi|x− x0| =
1√
2pi
∑
n∈Z
ein(θ−θ
′)d(e)n (r, z, r
′, z′),
with
d(e)n (r, z, r
′, z′) =
1√
32pi3
∫
T
e−inθ
(
− nr′(r cos θ − r
′) + nz′(z − z′)
(r2 + (r′)2 − 2rr′ cos θ + (z − z′)2)3/2 +
+
1
(r2 + r20 − 2rr0 cos θ + (z − z0)2)1/2
)
dθ,
where x0 has been written in cylindrical coordinates as (r0 cos(θ0), r0 sin(θ0), z0). With the expan-
sions of the kernels available, the procedure described in Section 5.4 can be used to solve (5.42)
and (5.43) by solving
σn(r, z) +
√
2pi
∫
γ
d(i)n (r, r
′, z, z′)σn(r′, z′) r′ dl(r′, z′) = fn(r, z) (5.44)
and
σn(r, z) +
√
2pi
∫
γ
d(e)n (r, r
′, z, z′)σn(r′, z′) r′ dl(r′, z′) = fn(r, z), (5.45)
respectively for n = −NF,−NF + 1, . . . , NF. Note that the kernels d(i)n and d(e)n contain a log-
singularity when both r′ = r and z′ = z.
Equivalently, (5.44) and (5.45) can be arrived at by considering Laplace’s equation written
in cylindrical coordinates,
∂2u
∂2r
+
1
r
∂u
∂r
+
1
r2
∂2u
∂2θ
+
∂2u
∂2z
= 0,
Taking the Fourier transform of u with respect to theta θ gives
∂2un
∂2r
+
1
r
∂un
∂r
− n
2
r2
∂2un
∂2θ
+
∂2un
∂2z
= 0, n ∈ Z,
where en = en(θ) = einθ/
√
2pi and u =
∑
n∈Z
enun. Then (5.44) and (5.45) are now associated with
this sequence of PDEs.
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5.5.3 Evaluation of Kernels
The values of d(i)n and d
(e)
n for n = −NF,−NF + 1, . . . , NF need to be computed efficiently
and with high accuracy to construct the Nystro¨m discretization of (5.44) and (5.45). Note that the
integrands of d(i)n and d
(e)
n are real valued and even functions on the interval [−pi, pi]. Therefore, d(i)n
can be written as
d(i)n (r, z, r
′, z′) =
1√
32pi3
∫
T
[
nr′(r cos t− r′) + nz′(z − z′)
(r2 + (r′)2 − 2rr′ cos t+ (z − z′)2)3/2
]
cos(nt) dt. (5.46)
Note that d(e)n can be written in a similar form.
This integrand is oscillatory and increasingly peaked at the origin as both r′ → r and z′ → z.
As long as r′ and r as well as z′ and z are well separated, the integrand does not experience peaks
near the origin, and as mentioned before, the FFT provides a fast and accurate way for calculating
d
(i)
n and d
(e)
n .
In regimes where the integrand is peaked, the FFT no longer provides a means of evaluating
d
(i)
n and d
(e)
n with the desired accuracy. One possible solution to this issue is applying adaptive
quadrature to fully resolve the peak. However, this must be done for each value of n required and
becomes prohibitively expensive if NF is large.
Fortunately, an analytical solution to (5.46) exists. As noted in [35], the single-layer kernel
can be expanded with respect to the azimuthal variable as
s(x,x′) =
1
4pi|x− x′| =
1
4pi(r2 + (r′)2 − 2rr′ cos(θ − θ′) + (z − z′)2)1/2
=
1√
2pi
∑
n∈Z
ein(θ−θ
′)sn(r, z, r′, z′),
where
sn(r, z, r′, z′) =
1√
32pi3
∫
T
cos(nt)
(r2 + (r′)2 − 2rr′ cos(t) + (z − z′)2)1/2 dt
=
1√
8pi3rr′
∫
T
cos(nt)√
8(χ− cos(t)) dt
=
1√
8pi3rr′
Qn−1/2(χ),
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Qn−1/2 is the half-integer degree Legendre function of the second kind, and
χ =
r2 + (r′)2 + (z − z′)2
2rr′
.
To find an analytical form for (5.46), first note that in cylindrical coordinates the double-layer
kernel can be written in terms of the single-layer kernel,
n(x′) · (x− x′)
4pi|x− x′|3 =
nr′(r cos(θ − θ′)− r′) + nz′(z − z′)
4pi(r2 + (r′)2 − 2rr′ cos(θ − θ′) + (z − z′)2)3/2
=
1
4pi
[
nr′
∂
∂r′
(
1
(r2 + (r′)2 − 2rr′ cos(θ − θ′) + (z − z′)2)1/2
)
+
+ nz′
∂
∂z′
(
1
(r2 + (r′)2 − 2rr′ cos(θ − θ′) + (z − z′)2)1/2
)]
.
The coefficients of the Fourier series expansion of the double-layer kernel are then given by d(i)n ,
which can be written using the previous equation as
d(i)n (r, z, r
′, z′) =nr′
∫
T
∂
∂r′
(
cos(nt)
(32pi3(r2 + (r′)2 − 2rr′ cos(t) + (z − z′)2))1/2
)
dt+
+ nz′
∫
T
∂
∂z′
(
cos(nt)
(32pi3(r2 + (r′)2 − 2rr′ cos(t) + (z − z′)2))1/2
)
dt
=nr′
∂
∂r′
(
1√
8pi3rr′
Qn−1/2(χ)
)
+ nz′
∂
∂z′
(
1√
8pi3rr′
Qn−1/2(χ)
)
=
1√
8pi3rr′
[
nr′
(
∂Qn−1/2(χ)
∂χ
∂χ
∂r′
− Qn−1/2(χ)
2r′
)
+ nz′
∂Qn−1/2(χ)
∂χ
∂χ
∂z′
]
.
To utilize this form of d(i)n , set µ =
√
2
χ+1 and note that
∂χ
∂r′
=
(r′)2 − r2 − (z − z′)2
2r(r′)2
,
∂χ
∂z′
=
z′ − z
rr′
,
Q−1/2(χ) = µK(µ),
Q1/2(χ) = χµK(µ)−
√
2(χ+ 1)E(µ),
Q−n−1/2(χ) = Qn−1/2(χ),
Qn−1/2(χ) = 4
n− 1
2n− 1χQn−3/2(χ)−
2n− 3
2n− 1Qn−5/2(χ),
∂Qn−1/2(χ)
∂χ
=
2n− 1
2(χ2 − 1)
(
χQn−1/2 −Qn−3/2
)
,
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where K and E are the complete elliptic integrals of the first and second kinds, respectively. The
first two relations follow immediately from the definition of χ and the relations for the Legendre
functions of the second kind can be found in [1]. With these relations in hand, the calculation of
d
(i)
n for n = −NF,−NF + 1, . . . , NF can be done accurately and efficiently when r′ and r as well as
z′ and z are in close proximity. The calculation of d(e)n can be done analogously.
Remark 2 Note that the forward recursion relation for the Legendre functions Qn−1/2(χ) is un-
stable when χ > 1. In practice, the instability is mild when χ is near 1 and the recursion relation
can still be employed to accurately compute values in this regime. Additionally, if stability becomes
an issue, Miller’s algorithm [61] can be used to calculate the values of the Legendre functions using
the backwards recursion relation, which is stable for χ > 1.
5.6 Numerical Results for the Single Body Laplace Equation
This section describes several numerical experiments performed to assess the efficiency and
accuracy of the the numerical scheme outlined in Section 5.4.1. All experiments were executed for
the double layer kernels associated with Laplace’s equation, calculated using the recursion relation
described in Section 5.5.3. Note that the kernels in this case give us the property that A−n = An,
and so we need only to invert NF + 1 matrices. Further, the FFT used here is complex-valued,
and a real-valued FFT would yield a significant decrease in computation time. The geometries
investigated are described in Figure 5.2. The generating curves were parameterized by arc length,
and split into NP panels of equal length. A 10-point Gaussian quadrature has been used along
each panel, with the modified quadratures used to handle the integrable singularities in the kernel.
These quadratures are listed in the appendix. The algorithm was implemented in FORTRAN, using
BLAS, LAPACK, and the FFT library provided by Intel’s MKL library. All numerical experiments
in this section have been carried out on a Macbook Pro with a 2.5 GHz Intel Core 2 Duo and 2GB
of RAM.
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(a)
(b)
(c)
Figure 5.2: Domains used in numerical examples. All items are rotated about the vertical axis. (a)
A sphere. (b) A wavy block. (c) A starfish torus.
5.6.1 Computational Costs
Using the domain in Figure 5.2(a) and the interior Dirichlet problem, timing results are given
in Table 5.1. The reported results include:
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NP the number of panels used to discretize the contour
NF the Fourier truncation parameter (we keep 2NF + 1 modes)
Tmat time to construct the linear systems (utilizing the recursion relation)
Tinv time to invert the linear systems
Tfft time to Fourier transform the right hand side and the solution
Tapply time to apply the inverse to the right hand side
The most expensive component of the calculation is the construction of the linear systems
and their inversion. This is primarily a result of the cost of evaluating the kernel and applying the
modified quadrature rules, and the use of dense matrix algebra to invert the matrices. Table 5.2
compares the use of the recursion relation in evaluating the kernel when it is near-singular to using
an adaptive Gaussian quadrature. The efficiency of the recursion relation is clearly evident in this
case.
Figure 5.3 plots the time to construct the linear systems as the number of degrees of freedom
N = Nγ(2NF + 1) increases, for the case when Nγ ≈ 2NF + 1. The estimated asymptotic costs
given in this Figure match well with the estimates derived in Section 5.4.3. It is also clear that as
N grows, the cost of inversion will eventually dominate. We remark that this cost can be greatly
lowered by using fast techniques for the inversion of boundary integral operators, but the algorithm
is quite fast for the problem sizes considered here.
We observe that the largest problem reported in Table 5.1 involves 320 000 degrees of free-
dom. The method requires 57 seconds of pre-computation for this example, and is then capable of
computing a solution u from a given data function f in 0.39 seconds.
5.6.2 Accuracy and Conditioning of the Discretization
The accuracy of the discretization has been tested using the interior and exterior Dirichlet
problems on the domains given in Figure 5.2. Exact solutions were generated by placing a few
random point charges outside of the domain where the solution was calculated. The solution was
evaluated at points defined on a sphere encompassing (or interior to) the boundary. The errors
reported in Tables 5.3-5.5 are relative errors measured in the l∞-norm, ||u − u||∞/||u||∞, where u
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NP 2NF + 1 Tmat Tinv Tfft Tapply
5 25 1.62946e-02 1.36140e-03 6.97000e-05 3.80000e-05
10 25 3.38219e-02 5.64690e-03 1.37100e-04 1.40100e-04
20 25 9.29729e-02 3.24038e-02 2.84600e-04 8.61000e-04
40 25 3.08036e-01 2.18462e-01 6.31300e-04 6.04500e-03
80 25 1.04748e+00 1.62193e+00 1.17040e-03 2.05759e-02
5 51 2.43118e-02 2.61800e-03 2.00400e-04 6.54000e-05
10 51 5.94078e-02 1.11537e-02 3.93100e-04 2.57300e-04
20 51 1.83887e-01 6.55384e-02 8.11200e-04 3.09950e-03
40 51 6.56846e-01 4.36035e-01 1.68690e-03 1.08002e-02
80 51 2.37916e+00 3.25536e+00 3.23780e-03 4.66582e-02
5 101 5.17718e-02 5.01950e-03 8.18000e-04 1.24700e-04
10 101 1.48422e-01 2.17932e-02 1.64440e-03 6.77100e-04
20 101 4.98615e-01 1.28403e-01 3.34810e-03 5.83030e-03
40 101 1.83856e+00 8.57550e-01 6.71140e-03 1.99509e-02
80 101 7.78611e+00 6.36054e+00 1.33346e-02 8.29963e-02
5 201 9.96437e-02 9.79930e-03 1.64870e-03 2.48900e-04
10 201 3.05792e-01 4.42244e-02 3.38140e-03 3.16150e-03
20 201 1.05618e+00 2.54758e-01 6.76460e-03 1.04266e-02
40 201 3.98176e+00 1.69139e+00 1.37381e-02 3.93247e-02
80 201 1.67122e+01 1.25839e+01 2.83274e-02 1.61082e-01
5 401 1.74281e-01 1.95047e-02 3.15610e-03 6.96600e-04
10 401 5.48732e-01 8.80375e-02 6.47000e-03 5.94290e-03
20 401 1.91440e+00 5.07339e-01 1.29201e-02 1.94150e-02
40 401 7.95480e+00 3.36656e+00 2.68350e-02 7.65999e-02
80 401 3.17200e+01 2.55822e+01 5.58125e-02 3.35029e-01
Table 5.1: Timing results in seconds performed for the domain given in Figure 5.2(a) for the interior
Dirichlet problem.
2NF + 1 Composite Quadrature Recursion Relation
25 1.9 0.016
50 3.1 0.024
100 6.6 0.052
200 18.9 0.10
Table 5.2: Timing comparison in seconds for constructing the matrices (I + An) using composite
Gaussian quadrature and the recursion relation described in Section 5.5.3 to evaluate kn for diagonal
and near diagonal blocks. The FFT is used to evaluate kn at all other entries. 2NF + 1 is the total
number of Fourier modes used. 5 panels were used to discretize the boundary.
is the exact potential and u is the potential obtained from the numerical solution.
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Figure 5.3: Timings of the algorithm as the number of degrees of freedom N = Nγ(2NF + 1)
increases. The timings reported here are for the case Nγ ≈ 2NF + 1. The numbers in parentheses
correspond to the scaling of the timings.
In all cases, 10 digits of accuracy has been obtained from a discretization involving a relatively
small number of panels, due to the rapid convergence of the Gaussian quadrature. This is especially
advantageous, as the most expensive component of the algorithm is the construction of the linear
systems, the majority of the cost being directly related to the number of panels used. Further, the
number of Fourier modes required to obtain 10 digits of accuracy is on the order of 100 modes.
Although not investigated here, the discretization technique naturally lends itself to nonuniform
refinement of the surface, allowing one to resolve features of the surface that require finer resolution.
The number of correct digits obtained as the number of panels and number of Fourier modes
increases eventually stalls. This is a result of a loss of precision in determining the kernels, as
well as cancelation errors incurred when evaluating interactions between nearby points. This is
especially prominent with the use of Gaussian quadratures, as points cluster near the ends of the
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panels. If more digits are required, high precision arithmetic can be employed in the setup phase
of the algorithm.
NP 2NF + 1
- 25 50 100 200 400
5 1.93869e-04 4.10935e-07 5.37883e-08 5.37880e-08 5.37880e-08
10 1.93869e-04 4.10513e-07 3.27169e-12 6.72270e-13 6.72270e-13
20 1.93869e-04 4.10513e-07 3.30601e-12 1.66132e-13 1.66132e-13
40 1.93869e-04 4.10513e-07 3.23162e-12 8.28568e-14 8.28568e-14
80 1.93869e-04 4.10512e-07 2.92918e-12 2.92091e-13 2.92091e-13
Table 5.3: Error in internal Dirichlet problem solved on domain (a) in Figure 5.2.
NP 2NF + 1
- 25 50 100 200 400
5 9.11452e-04 9.11464e-04 9.11464e-04 9.11464e-04 9.11464e-04
10 4.15377e-05 4.15416e-05 4.15416e-05 4.15416e-05 4.15416e-05
20 6.31923e-07 1.29234e-07 1.29235e-07 1.29235e-07 1.29235e-07
40 7.04741e-07 3.10049e-11 3.08152e-11 3.08305e-11 3.08359e-11
80 7.04779e-07 5.62558e-11 5.05306e-11 5.05257e-11 5.05232e-11
Table 5.4: Error in external Dirichlet problem solved on domain (b) in Figure 5.2.
NP 2NF + 1
- 25 50 100 200 400
5 3.80837e-04 3.83707e-04 3.83707e-04 3.83707e-04 3.83707e-04
10 2.41602e-05 6.81564e-06 6.81556e-06 6.81556e-06 6.81556e-06
20 3.03272e-05 5.98506e-09 2.53980e-11 2.54112e-11 2.54118e-11
40 3.03272e-05 6.01273e-09 6.95662e-12 6.94592e-12 6.94546e-12
80 3.03272e-05 6.01059e-09 5.25217e-12 5.26674e-12 5.26515e-12
Table 5.5: Error in external Dirichlet problem solved on domain (c) in Figure 5.2.
Figure 5.4 shows the singular values as well as the condition numbers of an 80 panel dis-
cretization for the NF = −200, . . . , 200 Fourier modes used in the discretization of the interior
Dirichlet problem, on the domain shown in Figure 5.2(a). The integral equations of this chapter
are second kind Fredholm equations, and generally lead to well-conditioned systems. As seen in
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Figure 5.4: Maximum and minimum singular values for the matrices resulting from an 80 panel
discretization of a sphere using 400 Fourier modes, where n is the the matrix associated with the
nth Fourier mode.
Figure 5.4, this holds true for the discretization presented in this chapter.
5.7 Extension to Multiply Connected Domains
We have so far restricted ourselves to the solution of boundary integral equations defined on
a single surface in space. In this section, we extend the results of the previous sections to multiply
connected domains. Specifically, we utilize the high order Gaussian quadrature to discretize each
surface, and then solve the system via an iterative solver that is accelerated with the Fast Multipole
Method. We will restrict our attention to the exterior Dirichlet problem, but the treatment of other
integral equations, boundary conditions, and domains is analogous.
5.7.1 Formulation
Multiply connected domains introduce an additional complication in obtaining the solution
of Laplace’s equation via a boundary integral approach. Denote the number of bodies defining the
boundary Γ as NB, so that Γ = Γ1∪Γ2∪ . . .∪ΓNB , and assume that the bodies are well separated.
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We will also assume that each of these bodies individually satisfies the axisymmetric constraint,
but they need not be oriented in the same direction or along the same axis. Then the boundary
integral operator defined by (5.43) has a nontrivial null space of dimension NB−1 [102]. A standard
approach to remove this null space is provided by variants of Mikhlin’s method, c.f. [64, 73, 155].
Alternatively, one can represent the solution to Laplace’s equation on a multiply connected
domain at a point x outside of the bodies by a combination of a single and a double layer [73],
u(x) =
∫
Γ
1
4pi
(
1
|x− x′| +
n(x′) · (x− x′)
|x− x′|3
)
σ(x′) dA(x′).
The resulting boundary integral equation is given by
1
2
σ(x) +
∫
Γ
1
4pi
(
1
|x− x′| +
n(x′) · (x− x′)
|x− x′|3
)
σ(x′) dA(x′) = f(x). (5.47)
This is the approach we take, as it leads to particularly simple linear systems and is effective for a
moderate number of bodies.
5.7.2 Construction of the Linear System
There is no straightforward way to decouple the multiply connected problem into a series
of integral equations defined on a generating curve, as the axes of symmetry for each body are
not necessarily aligned. Instead, we consider a Nystro¨m discretization of the surfaces defining the
boundary Γ. Let Ki,j denote the interactions between the surfaces Γi and Γj . Then (5.47) can be
written as
1
2
σI +

K1,1 K1,2 · · · K1,NB
K2,1 K2,2 · · · K2,NB
...
...
. . .
...
KNB ,1 KNB ,2 · · · KNB ,NB


σ1
σ2
...
σNB

=

f1
f2
...
fNB

, (5.48)
where σi and fi are the charge potential and boundary conditions on the ith body. The blocks Ki,j
when i 6= j represent integral operators with smooth kernels, and thus any standard quadrature can
be used to discretize these blocks in (5.48). The natural choice in light of the discretization used
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previously in this chapter is to discretize each body with a standard Gaussian quadrature along
the body’s generating curve, and to use the trapezoidal rule in the other direction. This gives a
highly accurate representation of Ki,j when i 6= j, and leads to N = NBNγ(2NF + 1) unknowns in
the linear system, assuming each body is discretized with the same number of points.
Unfortunately, using this discretization on the diagonal blocks Ki,i, for i = 1, . . . , NB, does
not represent the self interactions of the ith body in an accurate manner; the kernel is singular in
this regime. To construct a high-order discretization of the diagonal blocks in (5.48), we will use
the technique described in Section 5.3 coupled with the Fourier representation of the BIE given
in Section 5.2. Let Kˆi,i be the block-diagonal operator whose diagonal blocks are given by the
operators Kn defined by (5.17), for the surface Γi. Then the action of the diagonal block Ki,i in
(5.48) can be represented by
Ki,i = F−1i Kˆi,iFi, (5.49)
where the periodic Fourier transform Fi : L2(T) 7→ `2(Z) maps a function’s azimuthal dependence
to its azimuthal Fourier coefficients. The expression given by (5.49) is discretized by the appropriate
number of Fourier modes and panels to ensure that the nodes coincide with those resulting from
the discretization of Ki,j when i 6= j.
Note that the kernels in (5.49) can be calculated efficiently using the procedure described in
Section 5.5.3.
5.7.3 Solution to the Linear System
In general, the linear system defined by (5.48) is of size N = NBNγ(2NF + 1), assuming
each body is discretized with the same number of panels and Fourier modes, and is too large to
be explicitly formed and inverted. Further, since the system of equations cannot be formulated in
its entirety with the Fourier representation used when the domain is simply connected, we do not
have access to the inverse of the matrix in (5.48) as given by (5.19).
However, because the off diagonal blocks in (5.48) are discretized by a conventional Nystro¨m
method in R3, this portion of the matrix can be applied to a vector with a conventional fast
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multipole method in O(N) operations, c.f. [31, 66].
The diagonal blocks of the matrix can be applied to a vector using (5.49). This costs
O(NBN2γNF logNF ) operations. Asymptotically, this cost would dominate the cost of applying
the matrix, but in practice, the high accuracy of the discretization results in a small number of
unknowns on each body and as shown in Section 5.8, the FMM is the primary bottleneck in the
application of the matrix.
With access to a fast matrix-vector multiply for applying the operator in (5.48), iterative
methods become accessible for obtaining the solution. Further, since we are solving a second kind
Fredholm equation containing a compact operator, the resulting discretized system will be well
conditioned and an iterative solver like GMRES will converge in a small number of iterations (at
least when the number of bodies is of moderate size).
5.7.4 An Algorithm for Multiply Connected Domains
A summary of the algorithm described in Sections 5.7.1-5.7.3 is given below:
(1) Given the right hand side f , and a computational tolerance ε, for each body i = 1, . . . , NB
determine a truncation parameter NF such that (5.20) holds on that body.
(2) For each body i = 1, . . . , NB, form the block diagonal matrices as given by (5.49), using
the techniques described in Section 5.4 and the accelerations given in Section 5.5.3 for
calculating the kernels.
(3) Using an iterative solver appropriate for nonsymmetric systems, solve the system given by
(5.48). Apply the off diagonal component of the matrix with the FMM, and apply the
diagonal blocks directly as described in Section 5.7.3.
We make no claim that this algorithm is optimal for multiply connected domains. Certainly,
the low-rank of the interactions between bodies could be further exploited by techniques such as
skeletonization [95] to further increase the speed. However, we have found the algorithm described
in this section is very simple to implement and effective enough for problems of reasonable size.
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5.8 Numerical Results for Multiply Connected Domains
The algorithm described in Section 5.7.4 has been implemented in FORTRAN, using BLAS,
LAPACK, and the FFT library provided by Intel’s MKL library. The adaptive fast multiple
algorithm described in [31] has been utilized in applying the off diagonal parts of a matrix, and
GMRES is employed to solve the linear system of equations. All numerical experiments in this
section have been carried out on a Macbook Pro with a 2.5 GHz Intel Core 2 Duo and 2GB of
RAM.
Table 5.6 gives the results for the exterior Dirichlet problem for the domain given in Figure
5.5. The domain consists of 27 ellipses contained in the box [0, 6.1]× [0, 6.1]× [0, 6.1], where each
ellipse has a major axis of length 2, and a minor axis of length 1. The minimal distance between
any two ellipses is 0.05. We solve the linear system via GMRES until the residual is less than 10−9,
applying the matrix as described in Section 5.7.3. We have employed the adaptive FMM described
in [31], with 9 digits of accuracy requested. The boundary conditions are generated by placing
point charges inside the ellipse, and the solution is evaluated at 1000 random points on a sphere
encompassing the domain.
Note that this geometry consists of one surface that repeatedly translated and rotated
throughout the domain. This allows us to construct the discretization representing the self in-
teractions of an ellipse just once, and repeatedly use it in applying the block-diagonal of the matrix
in (5.48), greatly reducing the memory requirements. The parameters in Table 5.6 are:
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Figure 5.5: Randomly oriented ellipses contained in the box [0, 6.1]× [0, 6.1]× [0, 6.1]. Each ellipse
has a major axis of length 2, and a minor axis of length 1. The minimal distance between any two
ellipses is 0.05.
N the total number of unknowns in the system
NBODY the number of points discretizing each body
Tdiag time (in seconds) to apply the diagonal blocks to a vector
Toff-diag time (in seconds) to apply the off diagonal blocks to a vector via the FMM
IGMRES The number of GMRES iterations required to reduce the residual to 10−9
TGMRES time (in seconds) to solution via GMRES
Error the maximal error in evaluating the solution at 1000 random points on a
sphere encompassing the boundary
N NBODY Tsetup Tdiag Toff-diag IGMRES TGMRES Error
542700 20100 6.72e-01 1.43e-01 2.27e02 22 5.00e03 8.41e-11
Table 5.6: Results for the domain given in Figure 5.5 for the exterior Dirichlet problem.
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Several comments are in order. We observe that the time to apply the block diagonal of the
matrix is 3 orders of magnitude faster than the time to apply the off diagonal blocks via the FMM.
This confirms the comments made in Section 5.7.3; for practical situations, the cost of the FMM
is by far the dominate cost in the algorithm. The primary reason for this is the high accuracy of
the discretization. We require only a small number of panels and Fourier modes to discretize the
surface, and this results in diagonal blocks of small size. The small size of these matrices results
in a rapid execution time. We remark that the cost of the FMM as implemented can be roughly
halved. This is because the algorithm is called twice per iteration, once to apply the full matrix,
and again to remove contributions from the diagonal blocks that it incorrectly calculated.
We have tested the algorithm on a variety of geometrical domains. The results are similar
in nature; in general the number of GMRES iterations required mildly increases with the number
of bodies and also increases if the bodies are in close proximity. Note that a finer discretization is
required if the bodies are extremely close together.
5.9 Fast Kernel Evaluation for the Helmholtz Equation
The algorithm described in Section 5.4 applies to a wide variety of integral equations. The
primary obstacle of this approach is the need to calculate the kernel of the reduced integral equation,
which is a Fourier expansion of the original kernel in the azimuthal variable. For a general kernel,
this can be done via a brute force approach, but this can be prohibitively expensive for large problem
sizes. In Section 5.5, we described a procedure for rapidly computing the single and double layer
kernels for Laplace’s equation, and as demonstrated in Sections 5.6 and 5.7, the accelerated kernel
evaluation brings large problem sizes into practical reach. In this section, we demonstrate how to
extend this approach for a wide variety of kernels that are of practical importance, with a particular
emphasis on the Helmholtz equation.
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5.9.1 Rapid Kernel Calculation via Convolution
Consider a kernel of the form
f(x,x′) = s(x,x′) g(x,x′), (5.50)
where
s(x,x′) =
1
4pi|x− x′|
is the single layer kernel of Laplace’s equation and g(x,x′) is a smooth function for all x,x′ ∈ R3.
Common examples of kernels that take this form include the fundamental solution of the Helmholtz
equation and screened Coulomb (Yukawa) potentials.
Letting
x = (r cos θ, r sin θ, z),
x′ = (r′ cos θ′, r′ sin θ′, z′),
we are interested in calculating the Fourier expansion of (5.50) in terms of the azimuthal variable.
When g(x,x′) = 1 (the Laplace kernel), we know how to rapidly compute these Fourier coefficients
rapidly and efficiently. However, when g takes a nontrivial form, this is not generally true; there is
no known analytical formula for calculating the Fourier coefficients of (5.50).
We will now describe an efficient technique for calculating the the Fourier coefficients of (5.50),
when the function g is sufficiently smooth. For a fixed value of (r, z) and (r′, z′), the functions s
and g are periodic in the azimuthal variable over the interval T. Dropping the dependence of s
and g on (r, z) and (r′, z′) for notational clarity, we define t = θ − θ′ ∈ T and the Fourier series
expansions of s and g as
s(t) =
∑
n∈Z
eint√
2pi
sn, (5.51)
g(t) =
∑
n∈Z
eint√
2pi
gn, (5.52)
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where
sn =
∫
T
e−int√
2pi
s(t) dt, (5.53)
gn =
∫
T
e−int√
2pi
g(t) dt. (5.54)
The values given by (5.53) can be calculated as described in Section 5.5, while the values given by
(5.54) can be rapidly and accurately computed using the FFT.
Assuming the Fourier series defined by (5.51) and (5.52) are uniformly convergent, we have
that
fn =
1√
2pi
∫
T
s(t) g(t) e−int dt
=
1
2pi
∑
k∈Z
∑
`∈Z
∫
T
sk g` e
i(k+`−n) dt
=
∑
k∈Z
sk gn−k
= sn ∗ gn,
where sn ∗ gn is the discrete convolution of the sequences defined by (5.53) and (5.54).
In a practical setting, the Fourier series are finite in length. Assuming that we have kept
−NF ,−NF + 1, . . . , NF + 1 terms, directly calculating the convolution would require O(N2F ) opera-
tions. Fortunately, this computation can be accelerated to O(NF logNF ) operations by employing
the discrete convolution theorem and the FFT [21].
Letting D denote the discrete Fourier transform (DFT), the discrete convolution theorem
states that the convolution of two periodic sequences {an} and {bn} is related by
D{an ∗ bn}k = αAkBk,
where {An} = D{an}, {Bn} = D{bn}, and α is a known constant depending upon the length of the
periodic sequences and the definition of the DFT. Thus, we can rapidly calculate the convolution
of two periodic sequences by taking the FFT of each sequence, computing the pointwise product
of the result, and then applying the inverse FFT.
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Of course, the sequences that we need to convolute are not periodic. Applying the discrete
convolution to the sequences defined by (5.53) and (5.54) will not be exact, but the error incurred
will be small assuming that the Fourier coefficients decay rapidly and that NF is large enough. To
see this, assume that
s(t) =
NF∑
n=−NF
eint√
2pi
sn,
g(t) =
NF∑
n=−NF
eint√
2pi
gn.
Then the exact Fourier representation of f can be found by taking the product of these two series,
which will be of length 4NF + 1. As is well known, the coefficients of this product is given by
the discrete convolution of the sequences containing the coefficients of the two series, and these
sequences must first be padded with 2NF zeros. Thus, we can effectively calculate the Fourier
coefficients of the function given by (5.50) by calculating 2NF + 1 Fourier coefficients of s and g,
padding these sequences with zeros, calculating the discrete convolution of these sequences, and
truncating the resulting sequence. In practice, padding may not even be required if the Fourier
coefficients of s and g decay sufficiently fast.
Note that the procedure described in this section is quite general. The azimuthal Fourier
coefficients of any kernel that can be represented as the product of a singular function and a smooth
function can be found, assuming that there is an accurate technique for determining the coefficients
of the singular function.
5.9.2 Application to the Helmholtz Equation
In this section, we will apply the fast kernel calculation technique described in Section 5.9
to the exterior Dirichlet problem for the Helmholtz equation. Let D ⊂ R3 be a bounded domain
whose boundary is given by a smooth surface Γ, let E = D¯c denote the domain exterior to D, and
let n and be the outward unit normal to D. The partial differential equation representing this
problem is given by
∆u+ k2u = 0 in E, u = f on Γ, (5.55)
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where k > 0 is the wavenumber, and u satisfies the Sommerfeld radiation condition
lim
r→∞ r
(
∂u
∂r
− i k u
)
= 0, (5.56)
where r = |x| and the limit holds uniformly in all directions x/|x|. Let the single and double layer
potentials for the Helmholtz equation be given by
φ(x,x′) =
eik|x−x′|
4pi|x− x′| , (single layer) (5.57)
∂φ(x,x′)
∂n(x′)
=
n(x′) · (x− x′)
4pi|x− x′|3
[(
1− ik|x− x′|) eik|x−x′|] . (double layer) (5.58)
The solution to (5.55) can be written in in terms of the double layer potential,
u(x) =
∫
Γ
∂φ(x,x′)
∂n(x′)
σ(x′) dA(x′), x ∈ E,
where σ is a boundary charge density that can be determined using the boundary conditions. The
resulting boundary integral equation is given by
1
2
σ(x) +
∫
Γ
∂φ(x,x′)
∂n(x′)
σ(x′) dA(x′) = f(x). (5.59)
As is well known, (5.59) is not always uniquely solvable, even though (5.55) is uniquely solvable for
all k > 0. A common solution to this is to represent the the solution to (5.55) as a combined single
and double layer potential,
u(x) =
∫
Γ
(
∂φ(x,x′)
∂n(x′)
− i ν φ(x,x′)
)
σ(x′) dA(x′), x ∈ E,
where ν > 0. We have freedom in choosing ν, see e.g., [22, 84], for some analysis on this choice.
The boundary integral equation we need to solve is given by
1
2
σ(x) +
∫
Γ
(
∂φ(x,x′)
∂n(x′)
− i ν φ(x,x′)
)
σ(x′) dA(x′) = f(x). (5.60)
5.9.3 Numerical Results for the Single Body Helmholtz Equation
In this section, we present numerical solutions for the Helmholtz equation on exterior domains
and with Dirichlet boundary conditions. We use the formulation described in Section 5.9.2 to
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reformulate the problem as a boundary integral equation. The algorithm employed to solve the
integral equation is the same as described in Section 5.4, with the caveat that the kernels are
calculated using the fast procedure described in Section 5.9.1.
The algorithm has been implemented in FORTRAN, using BLAS, LAPACK, and the FFT
library provided by Intel’s MKL library. All numerical experiments in this section have been carried
out on a Macbook Pro with a 2.5 GHz Intel Core 2 Duo and 2GB of RAM.
Table 5.7 presents timing results for the algorithm, and include:
NP the number of panels used to discretize the contour
NF the Fourier truncation parameter (we keep 2NF + 1 modes)
Tmat time to construct the linear systems (utilizing the recursion relation)
Tinv time to invert the linear systems
Tfft time to Fourier transform the right hand side and the solution
Tapply time to apply the inverse to the right hand side
The largest problem size considered here has 40 panels and 201 Fourier modes, leading to
160 800 unknowns discretizing the surface. Note that this problem size is slightly smaller than the
largest considered in Section 5.6, due to memory constraints. This is because the matrices now
contain complex entries, and thus use twice the memory compared with the Laplace case. The total
running time of the algorithm is 92 seconds for this problem size. If given additional right hand
sides, we can solve them in 0.56 seconds. We also remark that the asymptotic scaling of the cost
of this algorithm is identical to that of the Laplace case, it simply takes more operations (roughly
twice as many) to calculate the kernels and perform the required matrix operations.
We have assessed the accuracy of the algorithm for various domains, discretization parame-
ters, and Fourier modes. The boundary conditions used are determined by placing point charges
inside the domains, and we evaluate the solution at random points placed on a sphere that encom-
passes the boundary. We have set the parameter ν = k. We note that this parameter is usually
chosen to improve the conditioning of the system, but this is less of a concern for us, as we are
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NP 2NF + 1 Tmat Tinv Tfft Tapply
5 25 3.81e-02 5.73e-03 1.99e-04 1.00e-04
10 25 1.41e-01 1.78e-02 3.65e-04 3.39e-04
20 25 3.34e-01 1.18e-01 7.65e-04 3.72e-03
40 25 1.19e+00 8.47e-01 1.54e-03 1.23e-02
80 25 4.32e+00 6.45e+00 3.03e-03 6.51e-02
5 51 7.07e-02 5.98e-03 4.10e-04 1.78e-04
10 51 1.76e-01 3.53e-02 8.37e-04 8.36e-04
20 51 6.59e-01 2.36e-01 1.74e-03 6.88e-03
40 51 2.39e+00 1.70e+00 3.44e-03 2.36e-02
80 51 9.14e+00 1.30e+01 6.86e-03 1.21e-01
5 101 1.52e-01 1.16e-02 1.33e-03 3.53e-04
10 101 4.72e-01 6.95e-02 2.71e-03 3.63e-03
20 101 1.60e+00 4.61e-01 5.44e-03 1.22e-02
40 101 5.86e+00 3.32e+00 1.10e-02 4.51e-02
80 101 2.21e+01 2.53e+01 2.19e-02 2.61e-01
5 201 2.70e-01 2.30e-02 2.28e-03 8.04e-04
10 201 8.54e-01 1.38e-01 4.63e-03 6.81e-03
20 201 2.92e+00 9.13e-01 9.41e-03 2.92e-02
40 201 1.12e+01 6.58e+00 1.94e-02 8.81e-02
80 201 4.11e+01 5.02e+01 3.83e-02 5.18e-01
5 401 5.54e-01 4.62e-02 5.06e-03 3.77e-03
10 401 1.76e+00 2.74e-01 1.01e-02 1.23e-02
20 401 6.16e+00 1.81e+00 2.10e-02 4.43e-02
40 401 2.33e+01 1.31e+01 4.23e-02 1.74e-01
Table 5.7: Timing results in seconds performed for a spherical domain.
employing a direct solver in solving the linear systems.
NP 2NF + 1
- 25 51 101 201 401
5 1.40471e-03 2.51347e-05 8.85603e-08 1.00143e-07 1.00144e-07
10 1.74067e-03 3.84922e-05 3.04542e-08 1.60822e-10 1.60840e-10
20 1.34819e-03 2.33130e-05 1.38725e-08 1.84954e-10 1.84947e-10
40 1.34590e-03 2.45615e-05 1.69741e-08 1.92141e-10 1.92131e-10
80 1.33110e-03 2.45351e-05 1.95272e-08 2.07781e-10 -
Table 5.8: Relative error in external Helmholtz problem for the domain in Figure 5.6(a). The
domain is 1 wavelength in length (the major axis).
First, we consider the ellipsoidal domain given in Figure 5.6(a). The major axis of this
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(a)
(b)
Figure 5.6: Domains used in numerical examples for the Helmholtz problem. All items are rotated
about the vertical axis. (a) An ellipse. (b) A bowl shaped cavity.
NP 2NF + 1
- 25 51 101 201 401
5 5.29342e+00 5.75699e+00 5.78126e+00 5.77903e+00 5.78141e+00
10 1.49940e+00 1.58969e-02 1.20480e-02 1.20492e-02 1.20492e-02
20 1.51959e+00 1.62647e-02 1.21925e-07 5.73071e-08 5.73070e-08
40 1.55201e+00 1.58736e-02 9.27649e-08 8.83812e-09 8.83812e-09
80 1.54093e+00 1.63505e-02 9.97691e-08 9.13593e-09 -
Table 5.9: Relative error in external Helmholtz problem for the domain in Figure 5.6(a). The
domain is 25 wavelengths in length (the major axis).
ellipse has a diameter of 2, and its minor axes have a diameter of 1/2. Table 5.8 lists the accuracy
achieved. We achieve 10 digits of accuracy in this problem with 10 panels and 201 Fourier modes. As
implemented, the algorithm generally requires more discretization points in the azimuthal direction
than along the generating curve. This is because the accuracy of the kernel calculations is dependent
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upon the number of Fourier modes used. We have not padded the two sequences, but as more
modes are used the tails of the sequence rapidly approach zero, increasing the accuracy of the
convolution algorithm utilized to calculate the kernels. Table 5.9 displays the same data, but with
the wavenumber increased so that there is 25 wavelengths along the length of the ellipsoid. We see
a minor decrease in accuracy as we would expect, but it only takes 20 panels to achieve 8 digits of
accuracy.
NP 2NF + 1
- 25 51 101 201 401
5 8.04443e+00 2.86947e+01 1.51245e+01 1.51155e+01 1.51197e+01
10 5.69627e+00 1.23791e+00 2.34526e-02 6.84333e-03 6.84330e-03
20 5.71855e+00 1.25654e+00 2.39729e-02 1.27589e-05 1.27591e-05
40 6.05163e+00 1.26475e+00 2.26774e-02 1.25417e-08 1.27665e-09
80 5.94335e+00 1.25812e+00 2.30597e-02 1.22779e-08 -
Table 5.10: Relative error in external Helmholtz problem for the domain in Figure 5.6(b). The
domain is 10 wavelengths in length (the major axis).
We now consider the more complex domain given in Figure 5.6(b). This is a spherical shaped
cavity with the outer diameter of size 2. The accuracy for various values of NP and NF are given
in Table 5.10. We achieve 8 digits of accuracy with 40 panels; this is expected as the length of
the contour is roughly twice that of the contour in Figure 5.6(a). Note that we would expect a
geometry such as this to experience near resonance at certain frequencies. Any iterative solver
would suffer in this regime, but the natural inversion of the operator given by the discretization
circumvents such issues.
5.10 Generalizations and Conclusions
This chapter describes a numerical technique for computing solutions to boundary integral
equations defined on axisymmetric surfaces in R3 with no assumption on the loads being axisym-
metric. The technique is introduced as a generic method with only very mild conditions imposed on
the kernel; specifically, we assume that the kernel has an integrable singularity at the diagonal, and
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that it is rotationally symmetric (in the sense that (5.7) holds). The technique described improves
upon previous work in several regards:
(1) A highly accurate quadrature scheme for kernels with integrable singularities is introduced.
Numerical experiments indicate that solutions with a relative accuracy of 10−10 or better
can easily be constructed.
(2) A rapid technique for numerically constructing the kernel functions kn in (5.3) is introduced.
It works when k is either the single or the double layer potential associated with Laplace’s
equation. The technique is a hybrid scheme that relies on the FFT when possible, and uses
recursion relations for Legendre functions when not. The resulting scheme is fast enough
that a problem involving 320 000 degrees of freedom can be solved in 2.2 minutes on a
standard desktop PC. Once one problem has been solved, additional right hand sides can
be processed in 0.46 seconds.
(3) The extension of the axisymmetric methodology to multibody problems. Each body is
discretized using the high order Nystro¨m discretization developed for simply connected
surfaces that are axisymmetric. The resulting matrix can then be applied efficiently to a
vector using a combination of the fast multipole method to apply the interactions between
bodies, and the fast Fourier transform can be used in applying self body interactions. This
allows for the solution of the linear system via an appropriate iterative solver. We note that
the primary bottleneck in this approach is in fact the FMM - the axisymmetric methodology
allows for extremely rapid application of the self interactions of bodies to a vector.
(4) A rapid technique for evaluating kernels associated with the Helmholtz equation. This
technique also extends to a general class of kernels that are of similar form to the Helmholtz
kernels. We have found that for a problem size with 160 800 degrees of freedom, the initial
setup and solve takes 92 seconds, while additional solves can be processed in 0.56 seconds.
Some possible extensions of this work include:
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(1) Application to the Helmholtz equation defined on multiply connected domains and high
frequencies. Note that the framework for such problems has already been developed in this
chapter. However, these problems can be difficult to solve via iterative methods. We remark
that a natural block-diagonal preconditioner arises from the axisymmetric methodology
which may prove advantageous in accelerating the convergence of the iterative solver.
(2) Acceleration of the solution of the discretized systems via fast methods. Specifically, the
matrices arising from the discretization presented here fall into the class of hierarchically
semi-separable matrices, and recently developed fast algorithms for this class of matrices
can be exploited, see e.g., [95].
(3) The extension of the algorithms presented in the chapter to other integral equations, in-
cluding the Stokes equations and the time harmonic Maxwell equations. A particularly
appealing direction would be numerically exploring a new integral formulation for the time
harmonic Maxwell equations introduced in [48], which appears to have many advantages
over classical approaches.
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Appendix A
Numerical Homogenization via Approximation of the Solution Operator
A.1 Introduction
A.1.1 Background
The purpose of this report is to draw attention to a number of recent developments in
computational harmonic analysis that may prove helpful to the construction of simplified models
for heterogeneous media. We consider problems modeled by elliptic PDEs such as electrostatics
and linear elasticity in composite materials, and Stokes’ flow in porous media.
Many different solution approaches have been proposed for the type of problems under con-
sideration. A classical technique that works relatively well in situations where there is a clear
separation of length-scales is to derive so called homogenized equations which accurately model
the macro-scale behavior of the constitutive equations without fully resolving the micro-structure.
The homogenized equations can sometimes be derived analytically, but they are typically obtained
from numerically solving a set of equations defined on a Representative Volume Element (RVE).
An unfortunate aspect of this approach is that its accuracy is held hostage to many factors that
are outside of the control of the modeler. Phenomena that tend to lead to less accurate solutions
include:
(1) Concentrated loads.
(2) Boundaries, in particular non-smooth boundaries.
(3) Irregular micro-structures.
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The accuracy cannot readily be improved using generic techniques, but a number of strategies
for developing coarse-grained models for specific situations have been developed. A popular class
of such methods consists of variations of finite element methods in which a discretization on the
macro-scale is constructed by solving a set of local problems defined on a representative collection
of patches of fully resolved micro-structure [45, 50, 153].
We contend that it is in many situations advantageous to approximate the solution operator,
rather than the differential operator. For the elliptic problems under consideration in this paper, the
solution operator takes the form of an integral operator with the Green’s function of the problem
as its kernel. That such operators should in principle allow compressed representations has been
known for some time (at least since [12]), but efficient techniques for actually computing them have
become available only recently.
To illustrate the viability of the proposed techniques, we demonstrate how they apply to a
couple of archetypical model problems. We first consider situations in which the micro-structure
needs to be fully resolved and a coarse-grained model be constructed computationally. We show that
this computation can be executed efficiently, and that once it has been, the reduced model allows
for very fast solves, and is highly accurate even in situations that are challenging to existing coarse-
graining methods. We then show that the proposed methods can fully exploit the simplifications
possible when an accurate model of the material can be derived from computations on an RVE.
A.1.2 Mathematical problem formulation
While the ideas described are applicable in a broad range of environments, we will for ex-
positional clarity focus on scalar elliptic boundary value problems defined on some regular domain
Ω ⊂ R2 with boundary Γ. Specifically, we consider Neumann problems of the form
−∇ · (a(x) · ∇u(x)) = 0, x ∈ Ω,
un(x) = f(x), x ∈ Γ,
(A.1)
where a : Ω → R2×2 is a matrix-valued function that varies “rapidly” (on the length-scale of the
micro-structure), and where un(x) denotes the normal derivative of u at x ∈ Γ. Our objective is to
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rapidly construct u|Γ, from a given boundary function f . We are interested both in the situation
where we are allowed a pre-computation involving some given function a, and in the situation in
which a is specified probabilistically.
Some of our numerical work will focus on the special case where (A.1) represents a two-
phase material. To be precise, we suppose that Ω can be partitioned into two disjoint “phases,”
Ω¯ = Ω¯1 ∪ Ω¯2, and that there exist constants a1 and a2 such that
a(x) =
 a1 I, x ∈ Ω1,a2 I, x ∈ Ω2,
where I is the identity matrix. We further suppose that Ω¯2 is wholly contained inside Ω, and let Γint
denote the boundary between Ω1 and Ω2, see Figure ??. Then (A.1) can more clearly be written
−a1∆u(x) = 0, x ∈ Ω1,
−a2∆u(x) = 0, x ∈ Ω2,
[u](x) = 0, x ∈ Γint,
[a un](x) = 0, x ∈ Γint,
un(x) = f(x), x ∈ Γ,
(A.2)
where for x ∈ Γ, [u](x) and [a un](x) denote the jumps in the potential and in the flow −a(x)∇u(x)
in the normal direction, respectively.
While the current paper concerns only situations modeled by equations of the types (A.1)
and (A.2), the methodology extends to more general elliptic differential equations, see Section A.4.
A.1.3 Coarse-graining of the differential operator (homogenization)
A classical technique [7, 34] for handling a problem such as (A.1) with a rapidly varying
coefficient function a is to construct a function ahom that varies on the macroscale only (or may
even be constant) such that the solution u is in some sense approximated by the solution uhom to
−∇ · (ahom(x) · ∇uhom(x)) = 0, x ∈ Ω,
∂n uhom(x) = f(x), x ∈ Γ.
(A.3)
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The derivation of an equation such as (A.3) typically relies on fairly strong assumptions on
separation of length-scales, rendering this technique problematic in situations involving boundary
effects, concentrated loads, multiple or undifferentiated length-scales, etc. A common technique for
ameliorating these difficulties is to preserve a piece of the fully resolved micro-structure near the
boundary, or the concentrated load, and then to “glue” the two models together.
Another common approach is to forego the construction of a coarse-grained continuum model
and construct an equation involving a discretized differential operator whose solution in some sense
captures the macro-scale behavior of the solution of (A.3), see e.g. [45]. The elements of the
discretized matrix are typically constructed via local computations on patches of micro-structure.
A.1.4 Coarse-graining of the solution operator
The premise of our work is that it is possible, and often advantageous, to approximate the
solution operator of (A.1), rather than the differential operator itself. We will demonstrate that
with this approach, many of the difficulties encountered in common coarse-graining strategies can
be side-stepped entirely. To be precise, we note that mathematically, the solution to (A.1) takes
the form
u(x) = [K f ](x) =
∫
Γ
G(x, y) f(y) ds(y), x ∈ Γ, (A.4)
where G is a kernel function that depends both on the function a, and on the domain Ω. It is
known analytically only in the most trivial cases (such as a being constant, and Ω being a square or
a circle). However, it turns out that the solution operator can be constructed numerically relatively
cheaply, and that it admits very data-sparse representations.
Roughly speaking, our proposal is that instead of seeking an approximation of the form (A.3)
of (A.1), it is often advantageous to seek an approximation of the form
uhom(x) = [Khom f ](x) =
∫
Γ
Ghom(x, y) f(y) ds(y), x ∈ Γ.
of (A.4). The purpose of the manuscript is to demonstrate the basic viability and desirability of
this approach. Specifically, we seek to:
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(1) Demonstrate via numerical examples that the solution operators can to high precision be
approximated by “data-sparse” representations.
(2) Illustrate a framework in which highly accurate reduced models can be constructed even
for situations involving boundary effects, and concentrated loads.
(3) Demonstrate that in situations where the full micro-structure needs to be resolved, there
exist highly efficient techniques for doing so, and that the resulting reduced models form
natural building blocks in computational models.
Remark 3 In this paper, we focus on problems with no body load, such as (A.1). However, the
ideas set out can equally well be applied to problems such as
−∇ · (a(x) · ∇u(x)) = h(x), x ∈ Ω,
un(x) = f(x), x ∈ Γ.
(A.5)
The mathematical solution operator then contains two terms, one corresponding to each of the two
data functions f and h,
u(x) =
∫
Γ
G(x, y) f(y) ds(y) +
∫
Ω
K(x, y)h(y) dA(y), x ∈ Ω. (A.6)
The second term in (A.6) is compressible in a manner very similar to that of the first.
Remark 4 A reason why approximation of the solution operator may prove advantageous com-
pared to approximating the differential operator is hinted at by the spectral properties of the
problem. For a bounded domain, an elliptic operator A such as the one defined by equation (A.1)
or (A.2) typically has a discrete spectrum (λn)∞n=1, where λn → ∞, and where eigenfunctions get
more oscillatory the larger λn is. In up-scaling A, we seek to construct an operator Ahom whose low
eigenvalues and eigenfunctions approximate those of A. Measuring success is tricky, however, since
the operator A − Ahom is in many ways dominated by the high eigenvalues. One way of handling
this is to consider multi-scale representations of the operators, see, e.g., [2, 20, 43, 46, 47]. Another
way is to try to approximate the inverse of the operator. We observe that A−1 is typically compact,
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and its dominant eigenmodes are precisely those that we seek to capture. Roughly speaking, we
advocate the numerical construction of a finite dimensional operator T such that ||A−1 − T || is
small.
Remark 5 Our goal with this paper is not to set up a mathematical analysis of the properties
of kernels such as the function G in (A.4). However, to give a sense of the type of questions that
arise, let us consider a situation where the function a in (A.1) represents a micro-structure with a
characteristic length-scale λ. We then let d denote a cut-off parameter that separates the near-field
from the far-field, say d = 5λ, and set
Gnear(x, y) =
 G(x, y), |x− y| ≤ d,0, |x− y| > d, Gfar(x, y) =
 0, |x− y| ≤ d,G(x, y), |x− y| > d,
and
unear(x) =
∫
Γ
Gnear(x, y) f(y) ds(y), ufar(x) =
∫
Γ
Gfar(x, y) f(y) ds(y).
The function y 7→ Gnear(x, y) depends strongly on the local micro-structure near x, and cannot
easily be compressed. This part of the operator must be resolved sufficiently finely to fully represent
the micro-structure. However, this is a local interaction, and unear can be evaluated cheaply once
Gnear has been determined. In contrast, Gfar is compressible. If Γ1 and Γ2 are two non-touching
pieces of the boundary, then the integral operator
[TΓ1←Γ2σ](x) =
∫
Γ2
Gfar(x, y)σ(y) ds(y), x ∈ Γ1,
is not only compact, but its singular values typically decay exponentially fast, with the rate of decay
depending on the sizes of Γ1 and Γ2, and on the distance between them. More careful analysis of
these issues in an appropriate multi-scale framework can be found in [63].
A.2 Data-sparse matrices
A ubiquitous task in computational science is to rapidly perform linear algebraic operations
involving very large matrices. Such operations typically exploit special structure in the matrix
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since the costs for methods capable of handling general matrices tend to scale prohibitively fast
with matrix size: For a general N×N matrix, it costs O(N2) operations to perform a matrix-vector
multiplication, O(N3) operations to perform Gaussian elimination or to invert the matrix, etc. A
well-known form of structure in a matrix is sparsity. When at most a few entries in each row of the
matrix are non-zero (as is the case, e.g., for matrices arising upon the discretization of differential
equations, or representing the link structure of the World Wide Web) matrix-vector multiplications
can be performed in O(N) operations instead of O(N2). The description data-sparse applies to a
matrix that may be dense, but that shares the key characteristic of a sparse matrix that some linear
algebraic operations, typically the matrix-vector multiplication, can to high precision be executed
in fewer than O(N2) operations (often in close to linear time).
There are many different types of data-sparse representations of a matrix. In this paper,
we will utilize techniques for so called Hierarchically Semi-Separable (HSS) matrices [25, 27, 134],
which arise upon the discretization of many of the integral operators of mathematical physics, in
signal processing, in algorithms for inverting certain finite element matrices, and in many other
applications, see e.g. [26, 94, 134]. An HSS matrix is a dense matrix whose off-diagonal blocks are
rank-deficient in a certain sense. Without going into details, we for now simply note that an HSS
matrix A can be expressed via a recursive formula in L levels,
A(`) = U(`) A(`−1) V(`) + B(`), ` = 2, 3, . . . , L, (A.7)
where A = A(L), and the sequence A(L), A(L−1), . . . , A(1) consists of matrices that are successively
smaller (typically, A(`−1) is roughly half the size of A(`)). In (A.7), the matrices U(`), V(`) and B(`)
are all block-diagonal, so the formula directly leads to a fast technique for evaluating a matrix-
vector product. The HSS property is similar to many other data-sparse representations in that
it exploits rank-deficiencies in off-diagonal blocks to allow matrix-vector products to be evaluated
rapidly; the Fast Multipole Method [65, 66], Barnes-Hut [9], and panel clustering [69] are all similar
in this regard. The HSS property is different from these other formats in that it also allows the
rapid computation of a matrix inverse, of an LU factorization, etc, [24, 25, 41, 96, 138]. The ability
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to perform algebraic operations other than the matrix-vector multiplication is also characteristic
of the H-matrix format of Hackbusch [70].
Remark 6 There currently is little consistency in terminology when it comes to “data-sparse”
matrices. The property that we refer to as the “HSS” property has appeared under different names
in, e.g., [96, 97, 101, 138]. It is closely related to the “H2-matrix” format [14, 15, 16, 71] which is
more restrictive than the H-matrix format, and often admits O(N) algorithms.
A.3 Case study: Two-phase media
In this section, we briefly investigate the compressibility of the Neumann-to-Dirichlet operator
for a two-phase material modeled by equation (A.2). The two geometries we consider are shown
in Figure A.1, with the conductivity of the inclusions set to zero. In this case, the operator under
consideration is a boundary integral operator T supported on the square outer boundary. Using
techniques described in Remark 7, we constructed an 1144× 1144 matrix T that approximated T .
With this number of nodes, any Neumann data generated by point sources up to a distance of 0.5%
of the side length of the square can be resolved to eight digits of accuracy. We compressed the
matrix T into the HSS format described in Section A.2 to a relative precision of 10−10. The resulting
data required 1.19KB of memory to store for the geometry shown in Figure A.1(a), and 1.22KB of
memory for the geometry shown in Figure A.1(b). This corresponds to about 135 words of storage
per row in the matrix. The HSS-ranks are reported in Table A.1. We make three observations:
• The two geometries shown in Figure A.1 require about the same amount of memory. This is
note-worthy since the one labeled (b) corresponds to an almost singular geometry in which
the domain is very close to being split in two halves. The effect is illustrated the solution
shown in Figure A.2(b) where steep gradients are seen in middle of the piece. Standard
assumptions used when homogenizing an elliptic differential operator are violated in this
case.
• In Table A.1, the ranks of HSS-blocks of size 143 are larger than those of HSS-blocks of
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(a) (b)
Figure A.1: Geometry for computations in Section A.3. (a) A perforated material. (b) A perforated
material with a chain of holes that almost line up.
size 286. We speculate that this unusual situation can be traced to the fact that the larger
blocks are larger than the inclusions, and largely do not “see” the heterogeneities.
Remark 7 (Details of computation) To derive our approximation to the Neumann-to-Dirichlet
operator, we recast the Neumann Laplace equation (A.2) as a BIE defined on the joint boundary
Γ∪Γint. In the present case with non-conducting inclusions, the boundary condition on all interior
boundaries simplifies to a homogeneous Neumann condition. We represented the solution as a sin-
gle layer representation supported on both the outer boundary Γ and the interior boundary Γint.
In other words, we sought a solution of the form
u(x) =
∫
Γ
log |x− y|σ(y) ds(y) +
∫
Γint
log |x− y| τ(y) ds(y). (A.8)
The resulting BIE was discretized using a Nystro¨m method combined with trapezoidal quadrature
on the interior holes, and a Gaussian quadrature on the exterior boundary supported on 44 panels
with 26 nodes each. The quadrature rule was locally modified as described in [18] to maintain
eight digit accuracy in the presence of corners. This resulted in a large linear system from which all
degrees of freedom associated with internal nodes (those associated with the density τ in (A.8)) were
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(a) (b)
Figure A.2: Solutions to the Laplace’s equation with Neumann boundary conditions on the geome-
tries (a) and (b) shown in Figure A.1. The boundary flux is set to be identically zero, except for
two point sources of strengths ±1.
Average ranks of HSS blocks for composite material example in Section A.3
Nblock = 36 Nblock = 71 Nblock = 143 Nblock = 286
Geometry shown in Figure A.1(a) 18.2 27.0 39.5 25.8
Geometry shown in Figure A.1(b) 18.3 27.3 41.1 28.0
Table A.1: The average HSS-ranks for the blocks in a data-sparse representation of the Neumann-
to-Dirichlet operator for the geometries shown in Figure A.1.
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eliminated. The resulting Schur complement was multiplied by a matrix representing evaluation
of a single layer potential on the boundary to produce the final discrete approximation T to the
“true” analytic Neumann-to-Dirichlet operator T .
A.4 Generalizations
This report focused on problems modeled by simple Laplace-type problems in two dimen-
sions involving no body loads. However, the techniques can be extended to much more general
environments:
Other boundary conditions: While we focused on problems with Neumann boundary conditions,
the extension to Dirichlet or mixed boundary conditions is trivial.
Other elliptic equations: The methods described extend readily to other elliptic equations whose
kernels are non-oscillary such as Stokes, elasticity, Yukawa, etc. The extension to wave problems
modeled by Helmholtz equation, or the time-harmonic version of Maxwell, is more complicated for
two reasons: (1) The presence of resonances (both true ones corresponding to the actual physics,
and artificial ones present in the mathematical model only) must be dealt with. This can be done,
but requires careful attention. (2) As the wave-number increases, the compressibility of the solution
operator deteriorates, and eventually renders the proposed approach wholly unaffordable.
Body loads: The extension to problems involving body loads is in principle straight-forward.
However, the compressed solution operator becomes more expensive to store.
Problems in three dimensions: In principle, the methodology proposed extends straight-
forwardly to problems in three dimensions. However, the construction of the solution operator
does become more expensive, and the method might be best suited for environments where a pre-
computation is possible, or where the construction of the solution operator can be accelerated via
the use of homogenized models in parts of the domain (as illustrated in Section ??). Moreover, for
problems in three dimensions involving body loads, memory requirements may become prohibitive.
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A.5 Conclusions
The purpose of this report is to attempt to draw attention to recent developments in numeri-
cal analysis that could be very useful in modeling heterogeneous media. Specifically, it has become
possible to inexpensively compute an approximation to the solution operator associated with many
elliptic PDEs, and to perform various operations involving such solution operators: addition, multi-
plication, inversion, merging operators for different sub-domains, etc. We argue that such solution
operators form excellent “reduced models” for many problems that have proven difficult to handle
using traditional homogenization techniques.
Constructing reduced models by approximating the solution operator is particularly advan-
tageous in the following environments:
Domains that are loaded on the boundary only: For problems that involve no body load,
the solution operator is defined on the boundary only. This reduction in dimensionality means that
once it is computed, it can be stored very efficiently, and applied to vectors sufficiently fast that
real time simulations become possible. For some problems in this category, the actual construction
of the solution operator requires a large-scale (but very efficient) computation involving the entire
micro-structure, but the solution operator can sometimes be dramatically accelerated by using a
homogenized model in the interior of the domain.
Situations where a pre-computation is possible: When the entire micro-structure needs to be
resolved (as happens when the problem involves a body load, or a micro-structure not suitable for
homogenization methods), the initial construction of the solution operator can become somewhat
expensive, in particular for problems in three dimensions. However, once it has been constructed, it
can usually be applied to a vector very rapidly. This raises the possibility of pre-computing a library
of compressed models which can then be used as building blocks in computational simulations.
Problems in two dimensions (whether involving volume loads or not): Given current
trends in algorithmic and hardware development, we predict that for a great many problems in
two dimensions, it will soon become entirely affordable to resolve the entire micro-structure, and
135
computationally derive a reduced model of the solution operator. The automatic nature of such a
procedure would save much human effort, and would be very robust in the sense that the computed
model would be guaranteed to be accurate to whichever tolerance was requested.
Appendix B
Tables of Quadrature Nodes and Weights
The quadrature rules in this appendix are of Gaussian type. They are all designed to integrate
polynomials of up to degree 20 exactly. Note that the singular and near singular rules also handle
polynomials of up to degree 20 multiplied by the indicated singularities.
B.1 Standard 10 Point Gauss-Legendre Rule
10 Point Gauss-Legendre Rule for
integrals of the form
R 1
−1 f(x) dx
NODES WEIGHTS
-9.739065285171716e-01 6.667134430868814e-02
-8.650633666889845e-01 1.494513491505806e-01
-6.794095682990244e-01 2.190863625159820e-01
-4.333953941292472e-01 2.692667193099963e-01
-1.488743389816312e-01 2.955242247147529e-01
1.488743389816312e-01 2.955242247147529e-01
4.333953941292472e-01 2.692667193099963e-01
6.794095682990244e-01 2.190863625159820e-01
8.650633666889845e-01 1.494513491505806e-01
9.739065285171716e-01 6.667134430868814e-02
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B.2 20 Point Rules for Log-Singularities at the Standard 10 Point
Gauss-Legendre Nodes
20 point quadrature rule for integrals
of the form
R 1
−1 f(x) + g(x) log |x1 − x| dx,
where x1 is a Gauss-Legendre node
NODES WEIGHTS
-9.981629455677877e-01 4.550772157144354e-03
-9.915520723139890e-01 8.062764683328619e-03
-9.832812993252168e-01 7.845621096866406e-03
-9.767801773920733e-01 4.375212351185101e-03
-9.717169387169078e-01 1.021414662954223e-02
-9.510630103726074e-01 3.157199356768625e-02
-9.075765988474132e-01 5.592493151946541e-02
-8.382582352569804e-01 8.310260847601852e-02
-7.408522006801963e-01 1.118164522164500e-01
-6.147619568252419e-01 1.401105427713687e-01
-4.615244999958006e-01 1.657233639623953e-01
-2.849772954295424e-01 1.863566566231937e-01
-9.117593460489747e-02 1.999093145144455e-01
1.119089520342051e-01 2.046841584582030e-01
3.148842536644393e-01 1.995580161940930e-01
5.075733846631832e-01 1.841025430283230e-01
6.797470718157004e-01 1.586456191174843e-01
8.218833662202629e-01 1.242680229936124e-01
9.258924858821892e-01 8.273794370795576e-02
9.857595961761246e-01 3.643931593123844e-02
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20 point quadrature rule for integrals
of the form
R 1
−1 f(x) + g(x) log |x2 − x| dx,
where x2 is a Gauss-Legendre node
NODES WEIGHTS
-9.954896691005256e-01 1.141744473788874e-02
-9.775532683688947e-01 2.368593568061651e-02
-9.500346715183706e-01 3.027205199814611e-02
-9.192373372373420e-01 3.021809354380292e-02
-8.916563772395616e-01 2.397183723558556e-02
-8.727728136507039e-01 1.253574079839078e-02
-8.607963163061316e-01 2.070840476545303e-02
-8.201318720954396e-01 6.080709508468810e-02
-7.394732321355052e-01 1.002402801599464e-01
-6.204853512352519e-01 1.371499151597280e-01
-4.667290485167077e-01 1.693838059093582e-01
-2.840823320902124e-01 1.945292086962893e-01
-8.079364608026202e-02 2.103223087093422e-01
1.328455136645940e-01 2.149900928447852e-01
3.451233500669768e-01 2.074984762344433e-01
5.437321547508867e-01 1.877085225595498e-01
7.167077216635750e-01 1.564543949958065e-01
8.534299232009863e-01 1.156104890379952e-01
9.458275339169444e-01 6.859369195724087e-02
9.912353127269481e-01 2.390220989094312e-02
20 point quadrature rule for integrals
of the form
R 1
−1 f(x) + g(x) log |x3 − x| dx,
where x3 is a Gauss-Legendre node
NODES WEIGHTS
-9.930122613589740e-01 1.779185041193254e-02
-9.643941806993207e-01 3.870503119897836e-02
-9.175869559770760e-01 5.371120494602663e-02
-8.596474181980754e-01 6.073467932536858e-02
-7.990442708271941e-01 5.901993373645797e-02
-7.443700671611690e-01 4.905519963921684e-02
-7.031684479828371e-01 3.249237036645046e-02
-6.811221147275545e-01 1.335394660596527e-02
-6.579449960254029e-01 4.151626407911676e-02
-5.949471688137100e-01 8.451456165895121e-02
-4.893032793226841e-01 1.262522607368499e-01
-3.441659232382107e-01 1.628408264966550e-01
-1.665388322404095e-01 1.907085686614375e-01
3.344207582228461e-02 2.071802230953481e-01
2.434356263087524e-01 2.105274833603497e-01
4.498696863725133e-01 2.000282912446872e-01
6.389777518528792e-01 1.760212445284564e-01
7.978632877793501e-01 1.399000904426490e-01
9.155180703268415e-01 9.402669072995991e-02
9.837258757826489e-01 4.161927873514264e-02
139
20 point quadrature rule for integrals
of the form
R 1
−1 f(x) + g(x) log |x4 − x| dx,
where x4 is a Gauss-Legendre node
NODES WEIGHTS
-9.903478871133073e-01 2.462513260640712e-02
-9.504025146897784e-01 5.449201732062665e-02
-8.834986023815121e-01 7.799498604905293e-02
-7.974523551287549e-01 9.241688894090601e-02
-7.022255002503461e-01 9.619882322938848e-02
-6.087194789244920e-01 8.902783806614303e-02
-5.275278952351541e-01 7.181973054766198e-02
-4.677586540799037e-01 4.663017060126023e-02
-4.360689210457623e-01 1.794303974050253e-02
-4.121945474875853e-01 4.061799823415495e-02
-3.494226766911471e-01 8.507517518447759e-02
-2.425993523586304e-01 1.277525783357134e-01
-9.646839923908594e-02 1.628510773009247e-01
7.921243716767302e-02 1.863323765408308e-01
2.715178194484646e-01 1.958227701927855e-01
4.658440358656903e-01 1.903138548150517e-01
6.472213975763533e-01 1.700731513381802e-01
8.015601619414859e-01 1.365784674773513e-01
9.168056007307982e-01 9.239595239693155e-02
9.839468743284722e-01 4.103797108164931e-02
20 point quadrature rule for integrals
of the form
R 1
−1 f(x) + g(x) log |x5 − x| dx,
where x5 is a Gauss-Legendre node
NODES WEIGHTS
-9.883561797860961e-01 2.974603958509255e-02
-9.398305159297058e-01 6.657945456889164e-02
-8.572399919019390e-01 9.731775484182564e-02
-7.482086250804679e-01 1.190433988432928e-01
-6.228514167093102e-01 1.297088242013777e-01
-4.928317114329241e-01 1.282900896966494e-01
-3.702771193724617e-01 1.148917968875341e-01
-2.666412108172461e-01 9.074932908233864e-02
-1.916083010783277e-01 5.818196361216740e-02
-1.521937160593461e-01 2.224697059733435e-02
-1.233125650067164e-01 4.788826761346366e-02
-5.257959675044444e-02 9.237500180593534e-02
5.877314311857769e-02 1.287410543031414e-01
2.012559739993003e-01 1.541960911507042e-01
3.627988191760868e-01 1.665885274544506e-01
5.297121321076323e-01 1.648585116745725e-01
6.878399330187783e-01 1.491408089644010e-01
8.237603202215137e-01 1.207592726093190e-01
9.259297297557394e-01 8.212177982524418e-02
9.856881498392895e-01 3.657506268226379e-02
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20 point quadrature rule for integrals
of the form
R 1
−1 f(x) + g(x) log |x6 − x| dx,
where x6 is a Gauss-Legendre node
NODES WEIGHTS
-9.856881498392895e-01 3.657506268226379e-02
-9.259297297557394e-01 8.212177982524418e-02
-8.237603202215137e-01 1.207592726093190e-01
-6.878399330187783e-01 1.491408089644010e-01
-5.297121321076323e-01 1.648585116745725e-01
-3.627988191760868e-01 1.665885274544506e-01
-2.012559739993003e-01 1.541960911507042e-01
-5.877314311857769e-02 1.287410543031414e-01
5.257959675044444e-02 9.237500180593534e-02
1.233125650067164e-01 4.788826761346366e-02
1.521937160593461e-01 2.224697059733435e-02
1.916083010783277e-01 5.818196361216740e-02
2.666412108172461e-01 9.074932908233864e-02
3.702771193724617e-01 1.148917968875341e-01
4.928317114329241e-01 1.282900896966494e-01
6.228514167093102e-01 1.297088242013777e-01
7.482086250804679e-01 1.190433988432928e-01
8.572399919019390e-01 9.731775484182564e-02
9.398305159297058e-01 6.657945456889164e-02
9.883561797860961e-01 2.974603958509255e-02
20 point quadrature rule for integrals
of the form
R 1
−1 f(x) + g(x) log |x7 − x| dx,
where x7 is a Gauss-Legendre node
NODES WEIGHTS
-9.839468743284722e-01 4.103797108164931e-02
-9.168056007307982e-01 9.239595239693155e-02
-8.015601619414859e-01 1.365784674773513e-01
-6.472213975763533e-01 1.700731513381802e-01
-4.658440358656903e-01 1.903138548150517e-01
-2.715178194484646e-01 1.958227701927855e-01
-7.921243716767302e-02 1.863323765408308e-01
9.646839923908594e-02 1.628510773009247e-01
2.425993523586304e-01 1.277525783357134e-01
3.494226766911471e-01 8.507517518447759e-02
4.121945474875853e-01 4.061799823415495e-02
4.360689210457623e-01 1.794303974050253e-02
4.677586540799037e-01 4.663017060126023e-02
5.275278952351541e-01 7.181973054766198e-02
6.087194789244920e-01 8.902783806614303e-02
7.022255002503461e-01 9.619882322938848e-02
7.974523551287549e-01 9.241688894090601e-02
8.834986023815121e-01 7.799498604905293e-02
9.504025146897784e-01 5.449201732062665e-02
9.903478871133073e-01 2.462513260640712e-02
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20 point quadrature rule for integrals
of the form
R 1
−1 f(x) + g(x) log |x8 − x| dx,
where x8 is a Gauss-Legendre node
NODES WEIGHTS
-9.837258757826489e-01 4.161927873514264e-02
-9.155180703268415e-01 9.402669072995991e-02
-7.978632877793501e-01 1.399000904426490e-01
-6.389777518528792e-01 1.760212445284564e-01
-4.498696863725133e-01 2.000282912446872e-01
-2.434356263087524e-01 2.105274833603497e-01
-3.344207582228461e-02 2.071802230953481e-01
1.665388322404095e-01 1.907085686614375e-01
3.441659232382107e-01 1.628408264966550e-01
4.893032793226841e-01 1.262522607368499e-01
5.949471688137100e-01 8.451456165895121e-02
6.579449960254029e-01 4.151626407911676e-02
6.811221147275545e-01 1.335394660596527e-02
7.031684479828371e-01 3.249237036645046e-02
7.443700671611690e-01 4.905519963921684e-02
7.990442708271941e-01 5.901993373645797e-02
8.596474181980754e-01 6.073467932536858e-02
9.175869559770760e-01 5.371120494602663e-02
9.643941806993207e-01 3.870503119897836e-02
9.930122613589740e-01 1.779185041193254e-02
20 point quadrature rule for integrals
of the form
R 1
−1 f(x) + g(x) log |x9 − x| dx,
where x9 is a Gauss-Legendre node
NODES WEIGHTS
-9.912353127269481e-01 2.390220989094312e-02
-9.458275339169444e-01 6.859369195724087e-02
-8.534299232009863e-01 1.156104890379952e-01
-7.167077216635750e-01 1.564543949958065e-01
-5.437321547508867e-01 1.877085225595498e-01
-3.451233500669768e-01 2.074984762344433e-01
-1.328455136645940e-01 2.149900928447852e-01
8.079364608026202e-02 2.103223087093422e-01
2.840823320902124e-01 1.945292086962893e-01
4.667290485167077e-01 1.693838059093582e-01
6.204853512352519e-01 1.371499151597280e-01
7.394732321355052e-01 1.002402801599464e-01
8.201318720954396e-01 6.080709508468810e-02
8.607963163061316e-01 2.070840476545303e-02
8.727728136507039e-01 1.253574079839078e-02
8.916563772395616e-01 2.397183723558556e-02
9.192373372373420e-01 3.021809354380292e-02
9.500346715183706e-01 3.027205199814611e-02
9.775532683688947e-01 2.368593568061651e-02
9.954896691005256e-01 1.141744473788874e-02
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20 point quadrature rule for integrals
of the form
R 1
−1 f(x) + g(x) log |x10 − x| dx,
where x10 is a Gauss-Legendre node
NODES WEIGHTS
-9.857595961761246e-01 3.643931593123844e-02
-9.258924858821892e-01 8.273794370795576e-02
-8.218833662202629e-01 1.242680229936124e-01
-6.797470718157004e-01 1.586456191174843e-01
-5.075733846631832e-01 1.841025430283230e-01
-3.148842536644393e-01 1.995580161940930e-01
-1.119089520342051e-01 2.046841584582030e-01
9.117593460489747e-02 1.999093145144455e-01
2.849772954295424e-01 1.863566566231937e-01
4.615244999958006e-01 1.657233639623953e-01
6.147619568252419e-01 1.401105427713687e-01
7.408522006801963e-01 1.118164522164500e-01
8.382582352569804e-01 8.310260847601852e-02
9.075765988474132e-01 5.592493151946541e-02
9.510630103726074e-01 3.157199356768625e-02
9.717169387169078e-01 1.021414662954223e-02
9.767801773920733e-01 4.375212351185101e-03
9.832812993252168e-01 7.845621096866406e-03
9.915520723139890e-01 8.062764683328619e-03
9.981629455677877e-01 4.550772157144354e-03
143
B.3 24 Point Rules for Log-Singularities Near the Interval of Integration
24 point quadrature rule for integrals
of the form
R 1
0
f(x) + g(x) log(x+ x¯)dx,
where x¯ ≥ 10−1
NODES WEIGHTS
3.916216329415252e-02 4.880755296918116e-02
8.135233983530081e-02 3.196002785163611e-02
1.123448211344994e-01 3.883416642507362e-02
1.595931983965030e-01 5.148898992140820e-02
2.085759027831349e-01 4.219328148763533e-02
2.426241962027560e-01 3.420686213633789e-02
2.886190312538522e-01 5.512488680719239e-02
3.469021762354675e-01 6.007112809843418e-02
4.072910101569611e-01 6.022350479415180e-02
4.664019722595442e-01 5.735022004401478e-02
5.182120817844112e-01 4.167923417118068e-02
5.501308436771654e-01 3.346089628879600e-02
5.970302980854608e-01 5.574716218423796e-02
6.548457960388209e-01 5.847838243344473e-02
7.119542126106005e-01 5.464156990092474e-02
7.607920420946340e-01 4.092186343704961e-02
7.953017051155684e-01 3.283728166050225e-02
8.303900341517088e-01 3.438233273473095e-02
8.612724919009394e-01 3.022585192226418e-02
8.954049128027080e-01 3.700769701277380e-02
9.315909369155358e-01 3.410213679365162e-02
9.621742249068356e-01 2.665791885274193e-02
9.843663446380599e-01 1.754420526360429e-02
9.970087425823398e-01 7.662283104388867e-03
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24 point quadrature rule for integrals
of the form
R 1
0
f(x) + g(x) log(x+ x¯)dx,
where 10−2 ≤ x¯ ≤ 10−1
NODES WEIGHTS
1.940564616937581e-02 2.514022176052795e-02
4.545433992382339e-02 2.703526530535647e-02
7.378866604396420e-02 2.980872487617485e-02
1.054147718077606e-01 3.360626237885489e-02
1.412997888401000e-01 3.829678083416609e-02
1.822325567811081e-01 4.365651045780837e-02
2.287282121202408e-01 4.935846322319046e-02
2.809170925514041e-01 5.495967924055210e-02
3.384320962237970e-01 5.991162198705084e-02
4.003108031244078e-01 6.356960862248889e-02
4.648605571606025e-01 6.506868552467118e-02
5.290714994276687e-01 6.219588235225894e-02
5.829663557386375e-01 3.889986041695310e-02
6.128301889979477e-01 3.573431931940621e-02
6.606072156240962e-01 5.296315368353523e-02
7.139495966128518e-01 5.369033999927759e-02
7.677830914961244e-01 5.340793573367282e-02
8.187382423336450e-01 4.704756013998560e-02
8.587068551739496e-01 3.276576301747068e-02
8.906873285570645e-01 3.449175311880027e-02
9.267772492129903e-01 3.560168848238671e-02
9.592137652582382e-01 2.857367151127661e-02
9.830962712794008e-01 1.894042942442201e-02
9.967621546194148e-01 8.291994770212826e-03
24 point quadrature rule for integrals
of the form
R 1
0
f(x) + g(x) log(x+ x¯)dx,
where 10−3 ≤ x¯ ≤ 10−2
NODES WEIGHTS
7.571097817272427e-03 9.878088201321919e-03
1.800655325976786e-02 1.109316819462674e-02
3.003901004577040e-02 1.313311581321880e-02
4.462882147989575e-02 1.624262442061470e-02
6.295732618092606e-02 2.065168462990214e-02
8.644035241970913e-02 2.657795406825320e-02
1.166164809306920e-01 3.399052299072427e-02
1.546690628394902e-01 4.208214612865170e-02
1.999554346680615e-01 4.732516974042797e-02
2.434683359132119e-01 3.618419415803922e-02
2.800846274146029e-01 4.547346840583578e-02
3.368595257878888e-01 6.463153575242817e-02
4.044418359833648e-01 6.859104457897808e-02
4.685002493634456e-01 5.589917935916451e-02
5.185062817085154e-01 5.199232318335285e-02
5.811314144990846e-01 7.089840644422261e-02
6.545700991450585e-01 7.427400331494240e-02
7.276588861478224e-01 7.125308736931726e-02
7.960626077582168e-01 6.513697474660338e-02
8.572037183403355e-01 5.682298546820264e-02
9.091330485015775e-01 4.678000924507099e-02
9.503131649503738e-01 3.538488886617123e-02
9.795718963793163e-01 2.299723483013955e-02
9.961006479199827e-01 9.993597414733579e-03
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24 point quadrature rule for integrals
of the form
R 1
0
f(x) + g(x) log(x+ x¯)dx,
where 10−4 ≤ x¯ ≤ 10−3
NODES WEIGHTS
2.625961371586153e-03 3.441901737135120e-03
6.309383772392260e-03 3.978799794732070e-03
1.073246133489697e-02 4.958449505644980e-03
1.645170499644402e-02 6.620822501994994e-03
2.433800511777796e-02 9.385496468197222e-03
3.582530925992294e-02 1.396512052439178e-02
5.315827372101662e-02 2.119383832447796e-02
7.917327903614484e-02 3.124989308824302e-02
1.162053707416708e-01 4.291481168916344e-02
1.648139164451449e-01 5.400832278279924e-02
2.231934088488800e-01 6.197424674301215e-02
2.864519293820641e-01 6.297221626131570e-02
3.466729491189400e-01 5.794981636764223e-02
4.076175535528108e-01 6.650501614478806e-02
4.800964107543535e-01 7.716379373230733e-02
5.594105009204460e-01 8.047814122759604e-02
6.395390292352857e-01 7.917822434973971e-02
7.167410782176877e-01 7.477646096014055e-02
7.882807127957939e-01 6.793424765652059e-02
8.519356675821297e-01 5.906852968947303e-02
9.058606177202579e-01 4.853108558910315e-02
9.485539755760567e-01 3.666228059710319e-02
9.788566874094059e-01 2.380850649522536e-02
9.959649506960162e-01 1.034186239262945e-02
24 point quadrature rule for integrals
of the form
R 1
0
f(x) + g(x) log(x+ x¯)dx,
where 10−5 ≤ x¯ ≤ 10−4
NODES WEIGHTS
7.759451679242260e-04 1.049591733965263e-03
1.952854410117286e-03 1.314968855711329e-03
3.429053832116395e-03 1.651475072547296e-03
5.301128540262913e-03 2.135645684467029e-03
7.878118775220067e-03 3.165043382856636e-03
1.205537050949829e-02 5.479528688655274e-03
1.965871512055557e-02 1.028817002915096e-02
3.403328641997047e-02 1.923291785614007e-02
5.947430305925957e-02 3.212643438782854e-02
9.873500543531440e-02 4.638626850049229e-02
1.518862681939413e-01 5.960676923068444e-02
2.171724325134259e-01 7.052360405410943e-02
2.919941878735093e-01 7.863451090237836e-02
3.734637353255530e-01 8.381771698595157e-02
4.586710018443288e-01 8.612755554083525e-02
5.448057416999684e-01 8.569938467103264e-02
6.292158981939618e-01 8.271051499695768e-02
7.094415843889587e-01 7.736692567834522e-02
7.832417328632321e-01 6.990012937760461e-02
8.486194141302759e-01 6.056687669667680e-02
9.038469149367938e-01 4.964868706783169e-02
9.474898150194623e-01 3.745026957972177e-02
9.784290662963747e-01 2.429741981889855e-02
9.958843370550371e-01 1.054906616108520e-02
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24 point quadrature rule for integrals
of the form
R 1
0
f(x) + g(x) log(x+ x¯)dx,
where 10−6 ≤ x¯ ≤ 10−5
NODES WEIGHTS
3.126377187332637e-04 4.136479682893960e-04
7.671264269072188e-04 5.068714387414649e-04
1.359575160544077e-03 7.008932527842778e-04
2.238313285727558e-03 1.110264922990352e-03
3.770276623583326e-03 2.120108385941761e-03
7.146583956092048e-03 5.249076343206215e-03
1.635515250548719e-02 1.450809938905405e-02
3.828062855101241e-02 2.987724029376343e-02
7.628984500206759e-02 4.593298717863718e-02
1.294255336121595e-01 5.987634475538021e-02
1.949876755761554e-01 7.065953519392547e-02
2.693852297828856e-01 7.729918562776261e-02
3.469762441631538e-01 7.556635340171830e-02
4.122748928895491e-01 5.234123638339037e-02
4.662499202239145e-01 6.532130125393047e-02
5.421402737123784e-01 8.188272080198840e-02
6.248832413655412e-01 8.237354882288161e-02
7.053258496784840e-01 7.795795664563893e-02
7.798841313231049e-01 7.076514272025076e-02
8.461534275163378e-01 6.145788741452406e-02
9.022312524979976e-01 5.044339641339403e-02
9.465899812310277e-01 3.807817118430632e-02
9.780549563823810e-01 2.471549011101626e-02
9.958125149101927e-01 1.073289672726758e-02
24 point quadrature rule for integrals
of the form
R 1
0
f(x) + g(x) log(x+ x¯)dx,
where 10−7 ≤ x¯ ≤ 10−6
NODES WEIGHTS
1.019234906342863e-04 1.349775051746596e-04
2.506087227631447e-04 1.663411550150506e-04
4.461429005344285e-04 2.328782111562424e-04
7.422845421202523e-04 3.804721779784063e-04
1.289196091156456e-03 7.930350452911450e-04
2.739287668024851e-03 2.600694722423854e-03
9.075168969969708e-03 1.212249113599252e-02
2.968005234555358e-02 2.946708975720586e-02
6.781742979962609e-02 4.647771960691390e-02
1.217792474402805e-01 6.095376889009233e-02
1.886625378438471e-01 7.224844725827559e-02
2.650602155844836e-01 7.986429603884565e-02
3.465113608339080e-01 8.143206462900546e-02
4.178374197420536e-01 5.040529357007135e-02
4.597624982511183e-01 5.592137651001418e-02
5.348065111487157e-01 8.398073572656715e-02
6.194640153146728e-01 8.402586870225486e-02
7.013481004172354e-01 7.922223490159952e-02
7.770386175609082e-01 7.177919251691964e-02
8.442211768916794e-01 6.227551999401272e-02
9.010272836291835e-01 5.108407212719758e-02
9.459409782755001e-01 3.854783279333592e-02
9.777905486554876e-01 2.501496650831813e-02
9.957622871041650e-01 1.086176801402067e-02
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24 point quadrature rule for integrals
of the form
R 1
0
f(x) + g(x) log(x+ x¯)dx,
where 10−8 ≤ x¯ ≤ 10−7
NODES WEIGHTS
3.421721832247593e-05 4.559730842497453e-05
8.533906255442380e-05 5.840391255974745e-05
1.563524616155011e-04 8.761580900682040e-05
2.746612401575526e-04 1.617264666294872e-04
5.408643931265062e-04 4.433543035169213e-04
1.782382096488333e-03 3.116175111368442e-03
1.101243912052365e-02 1.655494413772595e-02
3.553172024884285e-02 3.242539256461602e-02
7.554170435463801e-02 4.734426463929677e-02
1.295711894941649e-01 6.032614603579952e-02
1.953213037793089e-01 7.069975187373848e-02
2.699680545714222e-01 7.806973621204365e-02
3.503697281371090e-01 8.216350598137868e-02
4.330838596494367e-01 8.261286657092808e-02
5.141801680435878e-01 7.883476216668445e-02
5.895097016206093e-01 7.157205125318401e-02
6.582708672338614e-01 6.703064468754417e-02
7.252543617887320e-01 6.706137273719630e-02
7.914154485613720e-01 6.449984116349734e-02
8.528383935857844e-01 5.775434959088197e-02
9.059696536862878e-01 4.812600239023880e-02
9.484664124578303e-01 3.661415869304224e-02
9.787863313133854e-01 2.386304203446463e-02
9.959482975155097e-01 1.038268695581411e-02
24 point quadrature rule for integrals
of the form
R 1
0
f(x) + g(x) log(x+ x¯)dx,
where 10−9 ≤ x¯ ≤ 10−8
NODES WEIGHTS
6.538987938840374e-06 1.500332421093607e-05
2.613485075847413e-05 2.367234654253158e-05
5.664183720634991e-05 4.007286246706405e-05
1.179374114362569e-04 9.497743501485505e-05
3.299119431334128e-04 4.619067037944727e-04
3.626828607577001e-03 9.985382463808036e-03
2.265102906572155e-02 2.805741744607257e-02
5.896796231680340e-02 4.404106103008398e-02
1.092496277855923e-01 5.548413172821072e-02
1.666701689499393e-01 5.693235996372726e-02
2.196889385898800e-01 5.087307376046002e-02
2.770352260035617e-01 6.593729718379782e-02
3.483163928268329e-01 7.335680008972614e-02
4.153287664837260e-01 5.675029500743735e-02
4.695624219668608e-01 6.117926027541254e-02
5.421129318998841e-01 8.004805067067550e-02
6.238832212055707e-01 8.196991767042605e-02
7.041842972237081e-01 7.800219127200407e-02
7.788817007552110e-01 7.097175077519494e-02
8.453877637047045e-01 6.171193295041172e-02
9.017178251963006e-01 5.068671319716005e-02
9.462999385952402e-01 3.827738423897266e-02
9.779333485180249e-01 2.485063762733620e-02
9.957890687155009e-01 1.079284973329516e-02
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24 point quadrature rule for integrals
of the form
R 1
0
f(x) + g(x) log(x+ x¯)dx,
where 10−10 ≤ x¯ ≤ 10−9
NODES WEIGHTS
6.725520559705825e-06 8.128391913974039e-05
6.986424152770461e-06 -7.773900735768282e-05
1.217363416714366e-05 1.287386499666193e-05
2.677746219601529e-05 1.895577251914526e-05
5.597036348896741e-05 4.732580352158076e-05
2.729343280943077e-04 9.857909615386162e-04
9.445526806263141e-03 1.756872897270054e-02
3.556725025161542e-02 3.439422017906772e-02
7.765556668177810e-02 4.944188361792970e-02
1.336848150648662e-01 6.219733934997792e-02
2.011576917683550e-01 7.228007436918939e-02
2.772736854314979e-01 7.944986391225688e-02
3.590124362607926e-01 8.347646288178011e-02
4.430074035214462e-01 8.380433020121207e-02
5.247388219574510e-01 7.832768209682506e-02
5.961053238782420e-01 6.300796225242940e-02
6.547331131213409e-01 5.923406014585053e-02
7.192258519628951e-01 6.834293563803810e-02
7.874251789073102e-01 6.660337204499726e-02
8.505852012775045e-01 5.911988751082552e-02
9.047824617894323e-01 4.893575310568894e-02
9.479045131744448e-01 3.708256438629509e-02
9.785770588866582e-01 2.411463784693618e-02
9.959104692340199e-01 1.048087156697020e-02
24 point quadrature rule for integrals
of the form
R 1
0
f(x) + g(x) log(x+ x¯)dx,
where 10−11 ≤ x¯ ≤ 10−10
NODES WEIGHTS
2.828736694877886e-08 1.665602686704325e-05
2.302233157554212e-06 2.577419924039251e-06
5.853587143444178e-06 4.957941112780975e-06
1.451588770083244e-05 1.537074702915107e-05
9.711965099273031e-05 4.640075239797995e-04
9.004761967373848e-03 1.705687938176189e-02
3.442077924035546e-02 3.349724914160473e-02
7.543926781582543e-02 4.820210872119093e-02
1.300373356318913e-01 6.054547286337976e-02
1.955182772803384e-01 6.984354388121057e-02
2.683608546664295e-01 7.498721497014774e-02
3.430029178740901e-01 7.240620145057083e-02
4.085056107803621e-01 5.774925310174693e-02
4.660198270439085e-01 6.238505554837956e-02
5.336124745634699e-01 6.940394677081842e-02
5.985245800106473e-01 5.910843483407385e-02
6.564089719608276e-01 6.059752321454190e-02
7.216666024232565e-01 6.823362237770209e-02
7.893712241343741e-01 6.593839664071163e-02
8.518883782001418e-01 5.853014420243146e-02
9.055688088881344e-01 4.849217100974983e-02
9.483163097840529e-01 3.677417821170115e-02
9.787413692715607e-01 2.392585642844202e-02
9.959413203611228e-01 1.040149939671874e-02
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24 point quadrature rule for integrals
of the form
R 1
0
f(x) + g(x) log(x+ x¯)dx,
where 10−12 ≤ x¯ ≤ 10−11
NODES WEIGHTS
6.147063879573664e-07 8.763741095000331e-07
2.102921984985835e-06 1.784696796288373e-05
2.188366117432289e-06 -1.795398395983826e-05
3.482602942694880e-06 5.117514567175025e-06
2.768001888608636e-05 1.698863549284390e-04
8.942779215792784e-03 1.701975216672032e-02
3.432218364237253e-02 3.346025972593909e-02
7.530931328026620e-02 4.817949622196712e-02
1.298983048592572e-01 6.055152664710045e-02
1.954020797117703e-01 6.988313730886592e-02
2.682970870436427e-01 7.504602275463067e-02
3.429540704041702e-01 7.230942674874111e-02
4.080399755202422e-01 5.705952259766429e-02
4.652562798154792e-01 6.265021180818162e-02
5.333220999210325e-01 6.993669694523695e-02
5.986982369433125e-01 5.937130986945129e-02
6.564773600603511e-01 6.026572020863567e-02
7.215159032030418e-01 6.815292696374753e-02
7.892098210760941e-01 6.596804590657802e-02
8.517672777806986e-01 5.857483758149194e-02
9.054906995605498e-01 4.853209199396977e-02
9.482736017320823e-01 3.680469214176019e-02
9.787238593479314e-01 2.394561701705853e-02
9.959379852805677e-01 1.041005152890511e-02
24 point quadrature rule for integrals
of the form
R 1
0
f(x) + g(x) log(x+ x¯)dx,
where 10−13 ≤ x¯ ≤ 10−12
NODES WEIGHTS
4.523740015216508e-08 4.418138082366788e-07
4.281855233588279e-07 4.389108058643120e-07
1.036900153156159e-06 9.539585150737866e-07
7.825849325746907e-06 5.823980947200484e-05
8.617419723953112e-03 1.634464263521301e-02
3.268881163637599e-02 3.129682188728318e-02
6.988441391437043e-02 4.212468617589480e-02
1.142202307676442e-01 4.505120897719191e-02
1.596471081833281e-01 4.769069780026684e-02
2.135336418959620e-01 6.038503382768951e-02
2.781100275296151e-01 6.695343672694180e-02
3.433392803364457e-01 6.163298712826237e-02
4.019960595528027e-01 5.877742624357513e-02
4.656415679416787e-01 6.800053637773440e-02
5.334880548894250e-01 6.516918103589647e-02
5.943298528903542e-01 5.853785375926075e-02
6.562968737815924e-01 6.639396325654251e-02
7.250343344601498e-01 6.948738324081696e-02
7.928820737781136e-01 6.538801703374268e-02
8.546103048745466e-01 5.761503751629250e-02
9.073762310762705e-01 4.761344859555310e-02
9.493253659835347e-01 3.607033097268266e-02
9.791606801267259e-01 2.345690720840071e-02
9.960217573957566e-01 1.019557402722854e-02
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24 point quadrature rule for integrals
of the form
R 1
0
f(x) + g(x) log(x+ x¯)dx,
where 10−14 ≤ x¯ ≤ 10−13
NODES WEIGHTS
6.025980282801020e-08 9.079353616441234e-07
6.411245262925473e-08 -8.390389042773805e-07
1.862815529429129e-07 2.782460677485016e-07
2.029190208906422e-06 1.821115881362725e-05
8.902881307076499e-03 1.695809650660321e-02
3.420089035164912e-02 3.336370146025145e-02
7.508687525931594e-02 4.807898681796971e-02
1.295858123029775e-01 6.047672723211479e-02
1.950409815188335e-01 6.986774906175534e-02
2.679751967812604e-01 7.515608233194288e-02
3.428525062164689e-01 7.264249904037610e-02
4.080941369413548e-01 5.672507168477261e-02
4.646644511900009e-01 6.220316364524964e-02
5.328071517215501e-01 7.032362652293805e-02
5.978508749698001e-01 5.742730804758014e-02
6.521214523350964e-01 5.644075454541152e-02
7.134921670665336e-01 6.318643666150391e-02
7.679317896479284e-01 3.945995610428228e-02
8.029718487208403e-01 4.324200884758527e-02
8.551101435866935e-01 5.478223695609097e-02
9.067319102017767e-01 4.740856250832772e-02
9.487765213293372e-01 3.633314063504751e-02
9.788979796532736e-01 2.372788917088821e-02
9.959684838634199e-01 1.033036588606145e-02
