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Abstract 
We prove that in the case of a Galois extension of commutative rings R&S with Galois 
group G, the correspondence H + &(SH) (H 5 G) defines a cohomological G-functor. This 
gives a partial generalisation of results of Roggenkamp, Scott and Verschoren who consider 
the case of Picard groups. We use the equivalence of cohomological G-functors and Hecke 
actions (Yoshida, 1983) to derive some results about the structure of K-theory groups of rings 
of algebraic integers. 
0. Introduction 
In [8] Perlis showed the following: given a Galois extension K of Q with Galois 
group G and any two subgroups H and H’ of G there is a functorial way of associating 
a homomorphism from the classgroup of KH to the classgroup of KH’ to each homo- 
morphism of Z[G] -modules from Z[G/H] to Z[G/H’]. In particular, the classgroup 
of KH is a module over the Hecke algebra EndZrcl(Z[G/H]). This phenomenon was 
clarified and generalised by Roggenkamp and Scott in [lo] and Verschoren in [ 121, 
where the results of Perlis were extended to Picard groups of schemes. These results 
are then used to compare classgroups or Picard groups of different rings. 
The purpose of the present paper is to extend the results of Perlis in a different 
direction, namely to the higher K-theory of rings of integers. In order to do this, 
we use the equivalence of ‘Hecke actions’ (as described above) and cohomological 
G-functors (see Yoshida [ 131 or Section 2 below). In Section 3 we prove a quite 
general result about Hecke actions on the K-theory of commutative rings (Theorem 
3.3) and in Section 4 we apply this to the K-theory of rings of integers. However the 
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arguments here only work for low-dimensional (n 2 4) and even-dimensional K-theory 
of rings of integers. We leave open the question of whether the results hold also for 
the odd-dimensional K-groups. 
In the first section of the paper we give a somewhat nonstandard definition of the 
Hecke algebra as a subquotient of the group algebra, which is easily seen to be equiv- 
alent to the usual definitions. This viewpoint makes the action of the Hecke algebra on 
cohomology more or less transparent (see Lemma 1.1) as well as being adapted for our 
intended applications (e.g., Lemma 5.1). In Section 5 we consider certain applications 
of these results. First we use the fact that the Hecke algebra of a certain metacyclic 
group relative to a non-normal subgroup can be explicitly described (and is essentially 
a ring of integers) to get some results about the structure of K-theory groups which 
are naturally modules over this algebra. This kind of application is analogous to the 
use of the Galois group in a cyclic extension to restrict the structure of the classgroup. 
Our point of view here is that the Hecke algebra plays - to a certain extent - the 
role of Galois group for a non-normal extension. Finally, we also note that the various 
applications to classgroups and Picard groups in Roggenkamp and Scott [lo] extend 
to other cohomological G-functors, and thus, in particular, to other K-groups. 
1. Elementary properties of Hecke algebras 
Suppose that G is a group and H is a subgroup. Then the quotient set G/H is a left 
G-set and hence for any commutative ring k the corresponding free module k[G/H] 
is a left k[G]-module. Let ZG(H) denote the kernel of the (surjective) map of left 
k[G]-modules rr: k[G] -+ k[G/H], g H gH. Then ZG(H) is a left ideal in k[G]. In 
fact it is clearly the left ideal generated by the elements h - 1 , h E H. Now let Rc(H) 
denote the subring {U E k[G] : ZG(H)~ c ZG(H) } of k[G]. ZG(H) is a two-sided ideal 
in RG(H). 
Definition. The Hecke algebra of G relative to H, denoted k[G; H], is the k-algebra 
RG(H)/IG(H). 
Here are some elementary properties of the Hecke algebra. 
Lemma 1.1. Zf A4 is a k[G]-module, then MH = {m E M: hm = m for all h E H} is 
a k[G; HI-module. 
Proof. MH = {m E M: ZG(H)m = 0). Thus, if u E R&H) and m E MH then ZG(H) 
(am) = (ZG(H)c.?)m cZG(H)m = 0, which implies that urn E MH. Thus MH is an 
KG(H)-module annihilated by ZG(H) and hence is a k[G;H]-module as claimed. Cl 
For example, if L/k is a Galois extension of fields with group G and if K = LH, 
then K is a k[G; HI-module and K* is a Z[G; HI-module in a natural way. 
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Lemma 1.2. The map x: k[G] + k[G/H] induces an isomorphism of k-modules from 
k[G;H] to k[G/HIH. Zf, furthermore, H has a normal complement Q in G, then H 
acts on Q by conjugation and k[G; H] is isomorphic to the subalgebra k[QIH of k[Q]. 
Proof. a E &(H) iff ZG(H)M cZo(H) iff x(ZG(H)M) = 0 iff Zc(H)(z(a)) = 0 iff 
n(a) E k[G/HIH. 
For the second statement, note that the natural bijection k[Q] -+ k[G/H] is a map 
of k[H]-modules with H acting on Q by conjugation 0. 
Of course, H acts trivially on G/H if and only if H is normal in G and, in this 
case, k[G; H] is just the group algebra of the quotient group G/H. 
Corollary 1.3. As a k-module, k[G; H] is free with one basis element for every finite 
orbit of H on G/H. 
Proof. In general, if X is a H-set and if a = C u,x E k[X] is H-invariant then the 
coefficients a, must be constant on H-orbits. Thus k[XIH is free with basis 
c x: 0 a finite orbit . 
XEO 1 
Applying this to the H-set G/H thus gives the result. 0 
If g E G then the stabilizer in H of the coset gH is the subgroup H(g) = HngHg-‘. 
Thus the corresonding orbit is finite if and only if n, = [H: H(g)] is finite. The 
corresponding basis element of k[G; H] is 
(Here, of course, the sum is taken over a set of representatives of the cosets of H(g) in 
H. This gives an ambiguously defined element of &(H), but a well-defined element 
of k[G; HI.) 
Note that Eg, = E,, in k[G; H] if and only if the orbit of H on glH equals the 
orbit of H on gzH, i.e., if and only if HglH = Hg2H. 
We note here the following multiplication formula in k[G; H]: 
Lemma 1.4. Zf gl,g2 E G and if [H: H(g;)] < 03, i = 1,2 then 
ES?, .E92 = c ahEcnhgz 
hEH(g;’ )\WMgz) 
where ah = [H(glhgz) : H(glJw) n H(a )I. 
Since we will not use this lemma in any essential way in what follows, we merely 
sketch the proof: 
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To begin with 
Now H(g,‘) acts on H/H(g2) with orbits H(g,‘)\H/H(gz) and the stabilizer of 
hH(g2) is H(g;‘) nh H(g2) (where 9K denotes gKg_’ for g E G, K < G). Thus 
where 
Ah= c c hg1wq?2. 
hl WH(gI) h&H(g;‘)/H(g;‘)n*H(g2) 
A little work shows that Ah E&(H) and, furthermore, for h2 EH(gF1),Hh1g1h2hg2H =
Hglhg2H and hence Ah = ahEg,hgZ for some ah E N U (0). A straightforward count 
now shows that ah = [H(grhgs) : H(glhgz) fl H(gl)]. 
For convenience, we suppose from now on that G is a finite group, although some 
of the results below remain valid for infinite groups. 
From above remarks, we see that k[G; H] % R[H\G,/H] as k-modules ( E, e-t HgH). 
If k[H\G/H] is given the standard algebra structure (see, for example, Yoshida [13, 
Lemma 3.2]), this is an anti-isomorphism of algebras (the map E, I-+ Hg-‘H gives an 
isomorphism). This is why we refer to k[G;H] as a Hecke algebra. 
Furthermore, if M is any k[G]-module, then 
HomkIGl(k[G/H],M) = Homkrcl(k[G]/lc(H),M) g {m E M : Io(H)m = 0) = MH 
and thus, in particular, 
Endklol(k[G/H]) !Z k[G/HIH 2 k[G;H] 
and this induces an isomorphism of k-algebras EndkloI(k[G/H]) S k[G; H]“P, where 
()“P denotes the opposite algebra. 
The augmentation homomorphism E : k[G] --P k, g H 1, induces a map E : k[G;H] --) 
k since Io(H) C I(G), the augmentation ideal of G. Note that &(Eg) = [H : H(g)]. Via 
E, k becomes a (left or right) module which we will refer to as the trivial module. 
Definition. The norm element of k[G;H], denoted NGIH is the element of k[G;H] 
represented by &o,H g E &(H) (where the sum is taken over a set of coset repre- 
sentatives.) Equivalently, we have 
the sum being taken over a set of representatives for the double cosets. 
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If, for instance, L/k is a Galois extension of fields with group G and if K = LH, 
then NCiH acts on K as the usual trace map and on K* as the usual norm. 
Another feature of the Hecke algebra is the existence of a k-algebra anti-involution 
S sending E, to Ee-I. (To see this, note that Hg;‘H = Hg;‘H iff HgtH = HgzH and 
thus S is a well defined map of k-modules satisfying S2 = 1. The identity 
follows from the formula of Lemma 1.4 for instance.) Note also that s(No,~) = 
N~/H and s(S(a)) = a(tl) for all CI E k[G;H]. Furthermore we can use S to define 
an isomorphism of k-algebras k[G; H] % Endklol(k[G/H]) by composing the anti- 
isomorphism mentioned above with S. 
Lemma 1.6. For all c( E k[G; H] 
N,, . a = a NGiH = E(U) . N,,, 
Proof. We identify k[G; H] with k[G/H]n C_ k[G/H], the multiplication being induced 
from that of k[G]. Clearly /I E k[G/H] is G-invariant if and only if /I = uN~,H for 
some Q E k. Now if u E k[G;H] then No/~a is a G-invariant element of k[G/H] 
and hence equals 6(c()N C/H for some 6(a) E k. Since NC/H # 0 in k[G; H] and since 
k[G; H] is free over k, clearly c( H 6(a) is a well-defined k-linear map k[G; H] + k. 
If [G : H] is not a zero divisor in k then applying the augmentation shows 6(a) = E(U). 
In particular, 6 coincides with E on Z[G; H]. Since k[G; H] = k $3 Z[G; H] it follows 
that &(Ee) = &Es) for g E G and hence by k-linearity E = 6 on k[G; H]. On the other 
hand, 
S(a .NG/H) =NG/H .%a) = ~S(~))NG/H = E(M)NG/H 
and thus 
x .NG/H = s2(a.N~/~) = S(E(~)NG/H) = ~~)NGIH 
as required. 0 
Corollary 1.7. NGiH is central in k[G;H] and the (two-sided) ideal generated by NGiH 
is free of rank one as a k-module and is isomorphic as a (left or right) k[G; HI- 
module to the trivial module. 
We will denote this ideal by T,_,“, 
Example. Suppose that p is an odd prime and that 
G=D2p=(~,~:02=rP=1, oz=t-‘a) 
(the dihedral group of order 2~). Let H = (o) and let C = (r). Then Z[G;H] = 
Z[C]n. This is the subring of Z[C] with basis 1, r+z-‘, r2+rh2,. . . ,~(P-~)/~+z(p+~)/~ 
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(since E,, = ?+s-‘). Note that N,,, = N, = 1 +z+- . -+zP-’ .Let cP E c be a primitive 
pth root of unity, Then the minimal polynomial of cP over Q is 1 + x + . . . + xP_’ 
and the ring of integers of O({,) is Z[[,]. Thus the map Z[C] ---t Z[c,],z ~--f cP 
induces an isomorphism Z[C]/(N,) 2 k[[p] which in turn induces an isomorphism 
Z[G;H]/T,, E k[cp + cP-‘]. Z[lp + cP-‘] is the ring of integers in the maximal real 
subfield of Q([,). 
Now suppose that L/Q is a &,-extension and that K = LN (so [K : Q] = p). 
Let U, (resp. UK ) denote the group of units of L (resp. K). Then UK = 17” and 
thus UK is a Z[G;H]-module. Furthermore V, = U,/{fl} is a Z[G;H]/T,,-module, 
since {*I} is clearly a submodule and lvGIH - u = f 1 for all u E UK. Thus V, is a 
k[[, + c,-‘l-module, the action being determined as follows: 
the final product being taken in U,. 
Now V, is a free abelian group of finite rank, since (fl} is the torsion subgroup of 
UK. It follows that V, is finitely generated and torsion-free as a Z[c, + [P-l]-module 
and hence is projective by the theory of Dedekind domains. Thus V, is isomorphic to 
a direct sum of ideals of Z[c, + [,‘I. This has several consequencs for the structure 
of u,: 
As an abelian group, Z[[, + iP-‘] is free of rank (p - 1)/Z. Since any nonzero 
ideal has finite index, each nonzero ideal also is free of rank (p - 1)/2. Thus the 
rank of UK is a multiple of (p - 1)/2. On the other hand, if rt and r2 are the num- 
bers of real and complex embeddings of K, then ~1 + 2~ = p and rank( UK ) = 
rt + r2 - 1. From these facts it follows at once that there are exactly two possibilities; 
either ~1 = 1 and rank( UK )= (p- 1)/2 or rl = p (i.e., K is totally real) and rank(U, ) = 
p- 1. 
Furthermore, since V, is torsion-free over Z[&‘, + [P-1] it follows that if u @ {zt 1) 
is a unit in K, then the set of units 
u T+TP-’ ,u 
r2+rP-’ uTP-w+TP+1,‘2 
,‘.a, 
is linearly independent over Z. This follows from the fact that 
cp + i*-‘, . . . , y-1/2 + p2 
is a Z-basis of k[[, + 5p-‘1. In particular, in the case ~1 = 1 this set of units will 
generate a subgroup of finite index in UK. 
Note also that if V, is free over Z[[, + [,-‘I (e.g., if hi = 1) and if ~1 = 1, then 
there exists a unit u E UK such that {u”+~~-’ : i = I, 2, . . . . (p - 1)/2} is a system of 
fundamental units of UK. 
We will generalise this example in Section 5. 
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2. Cohomological G-functors 
By Lemma 1.1, if h4 is a k[G]-module and if H is a subgroup of G, then MH = 
H’(H,M) is a k[G;H] -module. The action is described as follows: 
E,m = .m= c h(gm) = co$&es&~gm 
where co$ and resf are the corestriction (transfer) and restriction maps on cohomology 
and gH = gHg-‘. It follows that k[G; H] acts on H’(H,M) for all i 2 0 by the 
same formula; i.e., E, acts as cor&g)res~~g~g. . This was noted by Cline et al. [2]. 
Subsequently this result was generalised to all cohomological G-functors by Yoshida 
[ 131 (Theorem 2.1 and Corollary 2.2 below). 
We recall the definition of a G-functor (Green [6]). For the rest of this section G 
will denote a finite group and k a commutative ring with unit. 
Definition. A G-functor F = (F,R,Z, C) over k consists of a k-module F(H) corre- 
sponding to each subgroup H of G and the following operations: 
(restriction) R;: F(K) + F(L) ifLlK<G 
(induction) If: F(L) + F(K) ifL,lK<G 
(conjugation) C: : F(H) -+ F(gH) if gEG, HIG 
satisfying the following axioms ( where idx denotes the identity map on the set X): 
(G.1) I: = idjqH), I;$ = Zf; when H 5 K 5 L; 
(G.2) R$ = idF(H), R$Ri = Ri when H 5 K 5 L; 
(G.3) c;ac; = c;g, Cf = idF(H) when g,g’ E G, h E H, H 5 G; 
(G.4) CH@ = RgK CK Cf Ifi = Iy”H”Cf for g E G, H < K 5 G; 
(G.5) (&ackey akyom; If H,K 5 L 5 G then 
&I& = c &,VH@,HnYHC:, 
gEK\LIH 
where g runs over a complete set of representatives of the double cosets K\L/H. 
Definition. A G-functor is said to be cohomological if it satisfies 
(C) Z$Rg(n) = [K : H]x whenever H 5 K, x E F(K). 
Example 2.1. If M is any G-module, then the ordinary and Tate homology and coho- 
mology groups are cohomological G-functors as follows: Let F(K) = H(K,M) where 
K < G and H( ,M) is any of the above cohomology groups. Let R$ = resfi, Ii = cor$ 
and Cf be the map H(K,M) -+ H(gK,M) induced by the map of pairs (K,M) ---f 
(gK, M), ( k --) gkg-‘, m -+ gm). Then (F, R, Z, C) is a cohomological G-functor. 
In particular, suppose that M is any k-module. Then M is a k[G]-module with G 
acting trivially. Thus M = H’(H,M) is a G-functor, which we will call the constant 
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G-fimctor. Note that, in this case, restriction and conjugation are the identity map, 
while Z$ is multiplication by [K : H]. 
We will give some further examples below. 
Definition. A morphism of G-functors 4 : F -+ F’ is a family of k-linear maps, 4(H) : 
F(H) + F’(H), H 5 G, commuting with restriction, induction and conjugation. 
It is easy to verify that the kernel and cokemel (in the obvious sense) of a map of 
G-functors (resp. cohomological G-functors) are again G-functors (resp. cohomological 
G- functors). 
Example 2.2. Suppose F is a G-hmctor and let 1 denote the trivial subgroup of G. 
Then F( 1) is a k[G]-module, via g x = Cjx. Thus we have a G-functor F’(H) = 
F( 1 )H = H’(H, F( 1)). Note that the image of the restriction map Ry : F(H) -+ F( 1) 
lies in F(l)H since C,‘(Ryx) = RfCfx = REX by (G.4) and (G.3). The resulting 
family of maps $(H) = Ry : F(H) -+ F’(H) is easily seen to be a map of G-functors 
(to verify that 4 commutes with induction requires the Mackey axiom). It follows that 
the kernel and cokemel of this map are also G-functors. 
Example 2.3. Suppose F is a G-functor. Let FG denote the constant G-functor FG(H)= 
F(G). Let 4(H) : FG(H) + F(H) be the map Rg. Then if F is a cohomological G- 
functor, 4 is a map of G-functors. It follows that F(H)/R$(F(G)) and Ker(R$ : 
F(G) --t F(H)) are also G-functors. 
Example 2.4. Similarly, let FG denote the G-functor FG(H) = Ho(H,F(G)) = F(G), 
where G acts trivially on F(G). Here, induction and conjugation are trivial and R$ 
is multiplication by [K : H]. The maps $(H) = 1; then induce a map of G-functors 
F + FG if F is cohomological. Thus ker(Z$ : F(H) -+ F(G)) and F(G)/Ig(F(H)) 
are also cohomological G-functors. 
Deli&ion. The Hecke category, HQGI, is the full subcategory of the category of k[G]- 
modules whose objects are the modules k[G/H],H 5 G. 
Note that we have k-module isomorphisms 
HomH,,,,(k[G/Hl,k[G/Kl) = HomkrGl(k[G/Hl,k[G/Kl) g QWIH 2 W\GKl 
( 
f :lH++ 
c ) 
hgK ++ c hgK H HgK 
hEH/HngK hEH/Hr-VK 
and k-algebra isomorphisms 
End~k,,I(k[G/Hl) z 4G; HI. 
Let Mk denote the category of k-modules. In [ 131, Yoshida proved the following 
result: 
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Theorem 2.5 (Yoshida [13]). There is an isomorphism of categories between the cat- 
egory of additive functors from Hk[o] to I& and the category of cohomological G- 
functors over k, described as follows: 
If F is an additive functor Hk[o] -+ k& then the corresponding (cohomological) 
G-functor (F,R,I,C) is given by 
F(H) = F(k[G/H]), for H 5 G, 
R!$ = F(Ntqn) where NK/H = c kH E k[G/HIK = Hom(k[G/K],k[G/H]), 
kEK/H 
Ii = F(l . K) where 1 . K E k[G/KIH = Hom(k[G/H], k[G/K]), 
Cg” = F(g- ’ J H) where g- ’ eg H E k[GlgHIH = Hom(k[G/H], k[G/gH]). 
Conversely, given a cohomological G-functor F, the corresponding additive functor 
F : Hk[q 4 I& is described as follows: 
F(k[G/Hl) = F(H), 
F(k[G/H] 4 k[G/K], 1 H H g-lK) = I,K,,,R;,H,,,C,H 
[Note: Because in this paper operators are always on the left, there is a slight variation 
on Yoshida’s formulas.] 
Corollary 2.6. Zf F is a cohomological G-functor then for each H < G, F(H) is a 
k[G;H]-module where Eg acts as IH RYH CH n(g) n(e) g ’ 
The corollary can also be proved directly as follows: 
If F is a cohomological G-functor, let Fg n = IH RgH CH E Endk(F(H)). Then H(g) H(g) g 
using the above axioms (including (C)) one can show that 
with ah as in Lemma 1.4. Comparison with Lemma 1.4 shows that the k-module map 
k[G; H] -+ Endk(F(H)), Eg -+ Ff is a map of k-algebras. 
3. Galois extensions of commutative rings 
We begin by recalling the notion of a Galois extension of commutative rings (for 
details, see DeMeyer and Ingraham [4]). Let R CS be an extension of commutative 
rings and let G be a finite group of R-automorphisms of S. 
Definition. S is said to be a Galois extension of R with Galois group G if 
(i) SC = R 
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(ii) The map 
e=eG:S&s+$ S, 
UEG 
8(s, @s2) = ~.w(s2) 
UEG 
is an isomorphism of S-modules. 
If S is a Galois extension of R with group G, then S is a finitely generated projective 
R-module of constant rank (GI and for any subgroup H 5 G, S is a Galois extension 
of SH with group H and SH is a finitely generated projective R-module. 
For the rest of this section, G is a finite group and R s S is a Galois extension of 
rings with group G. 
The key result needed is the following: 
Lemma 3.1. Suppose that H,K 5 L _< G. Then the map 
9 = tl& : SK 63.p SH -+ @ SKnaH 
aEK\LJH 
a@ b +-+ c aa 
aEK\LjH 
is an isomorphism of SK-modules. 
Proof. It is easily verified that 6 is a map of SK-modules and we need only show it 
is bijective. 
Case I. Suppose that K = { 1). First note that the map 
B”H,, :S@sSH+ @ s 
&L/H 
is a homomorphism of right SH-modules if the right hand side is given the SH-module 
structure: (C a,) . b = c a,a(b) for b E S H. Noting that b E SH implies o(b) E SuH, 
it follows that the map 
( ) 63 
s @“S --t $ (S @.SOH S)
~ELIH aEL/H 
(C@w - c(aO @ a(b)) 
is an isomorphism. Consider now the composition of maps 
s@lsLs+s@sLsH~sHs~ @ (s@Ws) + @ @s = @s, 
&L/H CCL/H rEH &L 
where the second map is the map gH, r&~ S composed with the above isomorphism, 
and the third map is the isomorphism C,,EL,H OUH. The total composition is just # 
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and hence is an isomorphism. It follows that &i @H S is an isomorphism, and hence 
so is &, since S is a projective SH-module. This proves case 1. 
Case 2 (the general case). Consider the composition 
where the first map is S @SK f$HK and the second map is CaEK\L/H @ncH,i which 
is an isomorphism by case 1. Since the total composition is just 6&, which is an 
isomorphism by case 1, it follows that S @SK tiH,,K is an isomorphism and thus so is 
%.K as required. This proves the lemma. 0 
Suppose that H 5 G and that a E G. If M is an SH-module, let a . M denote the 
SnH-module SaH 8s~ M, where SaH is an SH-module in the obvious way: a. b = aa 
for a E SaHH, b E SH. With this definition, a induces an isomorphism of SH-modules 
a:M-+a.M, m++a(m)=l@m. 
Corollary 3.2. Suppose H, K < L 2 G. Let M be any SH-module. Then the map 
SK 8s~ M -+ @ SKnuH @sq~ a. M 
oEK\LIH 
aC3m -+ Ca@a(m) 
is an isomorphism of SK-modules. 
Proof. The stated map is just the composition of the isomorphisms 
(SK @)SL SH) &H M + (@SKnun) Bs~ M -+ @(SKnuH 8s~~ a. M). 0 
For H 5 G, we now let Mn (resp.Pn) denote the category of finitely generated 
(resp. finitely generated projective) SH-modules. If H 5 K 5 G, let R$ : MK -+ Mn 
(resp. PK ---) Pn) be the extension of scalars functor SH@s~; let I: : Mn 4 MK (resp. 
Pn -+ PK) be the restriction of scalars fiurctor (which makes sense in the latter case 
since SH is a finitely generated projective SK-module ); let C: : Mn -+ Mgn (resp. 
Pn -+ Pqn) be the functor SYH@s~ sending the module A to g . A. For i 2 0, let 
Gi(H) (resp Ki(H)) denote the K-theory groups K;(SH) = Kt(Mn) (resp. Ki(SH) = 
Ki(Pn)). We let R,I, and C denote also the maps induced on these K-groups by the 
above functors (so that R is the homomorphism on K-theory induced by the inclusion 
SK -+ SH, and I is the transfer map). 
Theorem 3.3. With the stated operations, Gi and Ki are G-functors (over Z) for all 
i > 0. If, furthermore, SH is free as an SK-module whenever H 5 K 5 G, then they 
are cohomological G-functors. 
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Proof. We use the following elementary facts about K-theory (see Quillen [9]): If 
FI and F2 are isomorphic exact functors on an exact category, then they induce the 
same map on K-theory; if F1 and F2 are exact functors on an exact category induc- 
ing homomorphisms f 1 and f 2 on K-groups, then the functor Fl @ F2 induces the 
homomorphism f 1 + f 2, 
Identities (G.l) - (G.4) are thus immediate, since the relevant identities of maps 
follow from the existence of natural isomorphisms at the level of ftmctors. For the 
Mackey axiom, we observe that if A is a finitely generated SH-module and if H, K 5 
L I G then 
&lHR$!“yHC;(A) = SKnYH @sgH 9. A 
(where the right hand side is considered as an SK-module). Thus, by Corollary 3.2 
there is a natural isomorphism of functors 
proving (G.5). 
If SH is a free SK-module, necessarily 
over SK we get an isomorphism 
of rank [K : H], then fixing a basis of SH 
[K:H] 
$R$(A)=SH@s~A2 @A 
i=l 
of SK-modules which is natural in A. This proves (C), and also the theorem. q 
Corollary 3.4. Zf SK is free over SL whenever K < L then the groups Ki(SH) and 
Gi(SH) are Z[G; HI-modules for all H 5 G. 
4. Dedekind domains 
Suppose now that E/F is a Galois extension of fields with group G and that R c F 
is a Dedekind domain and that S is the integral closure of R in E. Then for every 
subgroup H of G, SH is the integral closure of R in E* and SH is finitely generated 
and projective as an R-module. It can be easily seen from the results in DeMeyer and 
Ingraham that S/R is Galois (with group G) if and only if no prime of R ramifies in 
S. However, even in the case of ramified extensions we can say the following: 
Theorem 4.1. Suppose that the residuejelds of R are$nite. Then the groups K2i(SH), 
with the same operations as above, are cohomological G-functors for i > 0. 
Proof. The hypothesis implies that the residue fields of SH are finite for all H < G. 
The localization exact sequence of K-theory for Dedekind domains, together with the 
vanishing of the even-dimensional K-theory of finite fields implies that the maps 
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Kzi(SH) --+ K2i(EH) are injective (for i > 0). These maps commute with R,Z and 
C. Thus the Mackey axiom and the axiom (C) hold also for the groups K2i(SH) as 
required. 0 
Note that in the case where F is an algebraic number field and R is the ring of 
algebraic integers in F (or a localization of this ring), then K1 is just the units functor 
and so gives rise to a cohomological G-functor (since the units ftmctor commutes with 
ZZ’(ZZ, )). Furthermore, in this case, it is known that Kj(Sn) = K3(EH) (see, for 
example, SoulC [ 111) so that K3 also gives a cohomological G-functor. We will deal 
with the case of KO below, but first we look at the group of fractional ideals. 
For the rest of this section, E/F is a Galois extension of fields with group G, R is 
a Dedekind domain in F and S is the integral closure of R in E. 
For a Dedekind domain A we let S(A) denote the group of fractional ideals of A. 
In the situation in question the extension of ideals maps S(SH) + S(S) are all 
injective and we identify 3(SH) with its image under this map so that all these groups 
are regarded as subgroups of S(S). The group G acts on S(S) in the obvious way. 
If H 5 K < G let NK/H : 3(SH) -+ S(S) be the map Z H nSEKIHg(Z) (and let 
NH = NH,{,>). We will show that this is the usual ideal norm: 
Lemma 4.2. Suppose that H 5 K < G. If I E s(SH), then NK,H(I) E Q(SK). 
Furthermore, tf the prime ideal P of SH lies over the prime p of SK with relative 
degree f, then NK,H(P) = pf. 
Proof. If H = {l}, then EH/EK is Galois with group K and the result is standard. For 
the general case, suppose that P = (PI . . . P,>’ in Q(S) where the Pi’s are primes of 
S. Let F be the relative degree of Pi over p and let n = IHI. Then 
N,(P) = fJNK(Piy = fJfl =peFg = (pf)“. 
i=l i=l 
On the other hand, 
NK(~) = NK/H(NH(p)) = NK/H(Pn) = (NKIH(p))‘. 
Thus, (NK,H(~))~ = (pfY, whence NK,H(P) = pf as claimed since S(S) is torsion- 
free. 0 
Theorem 4.3. For H < G, let 3(H) = ‘s(SH), and for H 5 K 5 G let Rs : 3(K) -+ 
S(H) be the inclusion (or extension of scalars) map and let I$ : 3(H) + S(K) be 
the map NKJH. Finally, let Cf : S(H) -+ %(eH) be the map induced by the action of 
G on S(S). Then (3, R,Z, C) is a cohomological G-functor. 
Proof. This follows at once from the fact that %(S>H = HO(H,Q(S)) with the same 
operations is a cohomological G-functor and S(H) c S(S)H. 0 
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Corollary 4.4. Let Cl(A) denote the ideal class group of the Dedekind domain A. The 
assignment H + CI(S*), with the induced operations, is a cohomological G-functor. 
Proof. This is just the cokernel of the map (EH)* + s(S*) of G-functors. 0 
It can now be easily shown that &(SH) is a cohomological G-functor, although the 
transfer must now be replaced by a less natural operation. To see this, we just observe 
that if F1 and F2 are G-functors then so is their direct sum F1 @Fz. If A is a Dedekind 
domain, then &(A) is isomorphic to CZ(A)$Z as an abelian group and thus Ks(S*) ” 
CZ(S*) $ H as abelian groups. The constant functor Z is a G-functor in the obvious 
way; i.e., H = H”(H, E) for all H 5 G, where G acts trivially on Z. Thus KO becomes 
a cohomological G-mnctor in this way. It can be easily verified that the operations R 
and C are those described above, while the ‘induction’ operation, Ii, is determined as 
follows: If f is a fractional ideal of SH, then Z$[J] = [(SKY-’ @NK,H(J)], where [Z’] 
denotes the class of the finitely generated projective module P in Ko and n = [K : H]. 
Since every finitely generated projective over a Dedekind domain is isomorphic to a 
direct sum of ideals, this determines the induction operation. If SH is free over SK then 
it is not hard to show that if f is any fractional ideal of SH then J E (S” )n-l @VK,H(J) 
as #-modules and hence, in this case ‘induction’ is just the usual transfer. However, 
if S* is not free, then taking J = SH in the above formula shows that this operation 
is certainly not the transfer map in general. It would be interesting to have a more 
natural or fimctorial description of it in general. 
5. Some applications 
Suppose that p is an odd prime and that n is a positive integer with p E 1 (modn). 
We fix an injective map C, -+ (Z/p??)* = Aut(C,,) (where C, denotes the cyclic 
group of order m) and let G be the resulting semidirect product. So G has a subgroup 
H which is cyclic of order n, with generator 0, say, and H has a normal complement 
C which is cyclic of order p with generator z, say. Let K be the field a([,), where 
iP E @ is a primitive pth root of unity. Then Gal(K/Q) = (Z/pE)* and thus we can 
consider H as a subgroup of the Galois group. Let L be the fixed field of H. Let A 
be the ring of integers of L. 
Lemma 5.1. With the above notations, 
EIIGffl g A, 
TGIH 
Proof. As observed in Section 1, Z[G;H] = Z[C]* in this situation. Furthermore, 
TG/H = (NG/H) = (NC). Thus 
Z[G; HI aclH -=-= 
TG/H NC) 
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the last equality holding since (NC) is isomorphic to the trivial module Z as a H- 
module. But Z[C]/(Nc) 2 Z[cP], the ring of integers in K. This isomotphism (sending 
r~ to cP) is clearly a map of H-modules. Thus 
ac1 H ( > - z (z[i,])H =A (NC) 
as required. 0 
Corollary 5.2. With notation as above, suppose that F is a cohomological G-jiinctor. 
Then the following are A-modules: 
coker(Rg : F(G) -+ F(H)) ker(Iz : F(H) + F(G)). 
Proof. From Examples 2.3 and 2.4 we deduce that these groups are Z[G; HI-modules. 
However, recall that NG/H = c SEH\o~H Eg in Z[G; HI and thus NGIH acts as CSEH\G/H 
Z&elRgs,Cf and this latter is just R$I$ by the Mackey axiom. It follows that both 
of these modules are annihilated by N G/H and hence are Z[G;H]/TolH-modules and so 
A-modules by the lemma. 0 
Note that as a Z-module A is free of rank (p - 1)/n, and thus the same holds for 
any fractional ideal of A. Thus any finitely generated A-module which is free as an 
abelian group (and hence projective over A) has a E-rank which is divisible by p - l/n. 
Furthermore, suppose that q # p is a rational prime. Then the Frobenius of q for the 
extension L/Q is just the image of q in the group (H/pZ)*/C, = Gal(L/Q). If f is the 
order of this element then f is the relative degree of q in L and thus A/qA E $=,F 
as a ring, where F is the finite field of order qf and g = (p - 1 )/fn. It follows that 
if M is any finitely generated A-module then the q-rank of M (i.e, dimz,,&MlqM)) 
is divisible by f. 
Now let k be any number field and suppose R C k is the ring of integers of k or 
a localization thereof. Let K/k be an extension with Galois group G (as above) and 
let L = KH. Let S (resp. T) be the integral closure of R in L (resp. K). Let ki(S) = 
Ki(S)/‘Ki(R) and k,‘(S) = ker(l$ : K,(S) + Ki(T)). Then we have the following: 
Theorem 5.3. For i 5 4 or i even, Ki(S) is a Z[G;H]-module while ki(S) and k,‘(S) 
are A-modules. 
Corollary 5.4. For i 5 4 or i even 
(i) (p - 1)/n divides rank(ki(S)) and rank(k,‘(S)); 
(ii) rf q # p is any prime and if q has order f in the group (h/pZ)*/C,, then f 
divides q-rank(ki(S)) and q-rank(k,‘(S)). 
In particular, applying these results to the group of units, RI(S), we note that the 
Hecke algebra action thus puts restrictions on the possible number of complex embed- 
dings of the field L. For instance, if k = Q and R = Z then kl(S) is just the group of 
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units of the ring of integers S modulo torsion. Denote this group by U and let r and 
s be the number of real and complex embeddings of L. Then r + 2s = [L : Cl] = p 
and thus rank(U)= r + s - 1 = (p - 1) - s. Since (p - 1)/n divides rank(U), we 
deduce that it divides s. Thus s is of the form k. ((p - 1)/n) for some k E (0, 1,. . .}, 
k < np/2(p - I ) (since s < p/2). This last inequality is easily seen to imply that 
k < n/2 (since n 5 p - 1 and p 2 3). Note that rank(U)= ((p - 1)/n). (n - k) and 
thus rank(U) is of the form ((p - 1)/n) . j where n/2 5 j 5 n. (Compare with the 
example at the end of Section 1.) Note also that in this situation ko(S) is just the class 
group of S and so the corollary applies to the classgroup in particular. 
We return now to the case where G is an arbitrary finite group. 
The following results are implicit in the paper of RoggenkampScott [lo]: 
Theorem 5.5. Suppose that F is a cohomological G-finctor over k. Then any iso- 
morphism of the form 
&j k[G,Hifa8) E 6 k[G,H#“), 
i=l 1=I 
where HI, . . . . H,, are subgroups of G and ai, bi are nonnegative integers, gives an 
isomorphism 
F H, (=*) ( .I M &(H#‘:‘. 
i=l i=l 
Proof. By Yoshida’s theorem, F corresponds to an additive functor on the Hecke 
category &[o) sending k[G/H] to F(H). Such a functor extends in the obvious way 
to a functor on the category &QG) of all finite direct sums of objects in &[oJ (see 
[lo, Remark 2.31). The theorem is immediate from the existence of such a functor. 0 
Corollary 5.6. Suppose that F is a cohomological G-functor with values in the cate- 
gory of j&rite abelian groups, and let p be a fixed prime. Let Z, denote the ring of 
p-adic integers andfor any finite abelian group A let A, denote the Sylow p-subgroup 
of A. Then any isomorphism of the form 
i=l i=l 
gives an isomorphism 
n n 
@ F(Hi)F) E @ F(Hi)p). 
i=l i=l 
Proof. Roggenkamp and Scott point out (see remarks following their Corollary 2.2) 
that any additive timctor from HZ~GJ to the category of abelian groups gives rise by 
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‘tensoring with k’ to an additive functor from E-llkto] to the category of k-modules (i.e., 
a cohomological G-fimctor over k). Taking k = Z, and noting that for any finite 
abelian group A, Z, @IZ A = A, gives the result. Cl 
Thus these results apply not only to classgroups of number fields as in Roggenkamp- 
Scott, but to other K-theory groups as well. Nontrivial isomorphisms of the kind men- 
tioned in Corollary 5.6 can be shown to exist using representation theory and some 
applications are given by Roggenkamp-Scott. 
Finally, taking the G-ftmctor point of view we can apply the abstract representation 
theory of Green and induction theorems of Dress and Conlon. Roggenkamp-Scott’s 
Corollary 2.6 generalises as follows: 
Corollary 5.7. Let K/k be a finite Galois extension of number fields with Galois 
group G, and let p be a fixed prime. Then the p-primary part of the even (or low- 
dimensional) K-groups of the ring of algebraic integers of arbitrary subjields KH, 
with H a subgroup of G, are computable from knowledge of G and the structure of 
these K-groups for all cases in which H is a cyclic extension of a p-subgroup. 
Proof. Suppose that H is an arbitrary subgroup of G. A result of Dress [5] says that 
there exist subgroups HI , . . . , H,, of H which are cyclic extensions of p-groups and an 
isomorphism 
z’p’) g, {& z,[H,H~]@~)} M 6 Z,[H,HJ@~) 
i=l i=l 
for some r > O,ai, bi 2 0. Applying iZ,[G] &,[H] - gives an isomorphism 
Zr[G/H](‘) @ {h Zp[G/Hi](ai)} z 6 Zr[G/Hi]‘bi’ 
i=l i=l 
and the result follows by Corollary 5.6. q 
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