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Abstract: We propose a numerical method of estimating various physical quantities in
lattice (supersymmetric) quantum mechanics. The method consists only of deterministic
processes such as computing a product of transfer matrix, and has no statistical uncertain-
ties. We use the numerical quadrature to define the transfer matrix as a finite dimensional
matrix, and find that it effectively works by rescaling variable for sufficiently small lattice
spacings. For a lattice supersymmetric quantum mechanics, the correlators can be esti-
mated without statistical errors, and the effective masses coincide with the exact solution
within very small errors less than 0.001%. The SUSY Ward identity is also precisely stud-
ied in compared with the Monte-Carlo method. Our method is not limited to a lattice
SUSY quantum mechanics, but is also applicable to any other lattice models of quantum
mechanics.
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1 Introduction
Supersymmetric quantum mechanics (SUSY QM) has been extensively studied since it
provides a good testing ground for supersymmetric field theories [1–3]. Supersymmetry
breaking triggered by instantons has been deeply understood and the associated topolog-
ical index (Witten index) are widely used in other theories. In early studies, a class of
exactly solvable potentials, so-called shape invariant potentials (SIP), was discovered and
has attracted much attentions in revealing various aspects of SUSY QM [4]. However,
to learn SUSY models beyond those cases, numerical approaches including lattice theory
could play a significant role.
There have been many attempts to define SUSY QM and low dimensional Wess-Zumino
model on the lattice [5–21]. The proposed lattice models have provided not only further
understanding of SUSY models but also testing grounds for lattice formulations of higher
dimensional SUSY theories [22–35]. As for numerical studies, the standard Monte-Carlo
techniques have been utilized so far in many literatures. It is, however, a demanding
task to obtain precise results from Monte-Carlo simulations, especially for the case of
supersymmetry breaking that causes the notorious sign problem.
Recently, a direct computational method has been proposed by Baumgartner and
Wenger [36–38]. This approach could help us to solve the sign problem because a product
of transfer matrix is directly estimated without any stochastic processes in principle. In this
sense, it is similar to the tensor network renormalization (TNR) [39] which has developed
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over the last decade, including applications to field theory [40–48]. In TNR, the partition
function and correlators are represented as a product of tensors, which are estimated by
coarse graining of network. Those two methods share common idea in the sense that a
product of local matrix or tensor is directly estimated by matrix operations. Keeping this
point in mind, we may say that further developments in SUSY QM using transfer matrix
are associated with TNR and applications to higher dimensional field theories.
In this paper, we propose an explicit and simple computational method in lattice
(SUSY) QM, which is based on the transfer matrix representation of Euclidean path in-
tegrals. Although the transfer matrix is an infinite dimensional matrix, we express it as
a finite dimensional ones by approximating the integrals of coordinate. The well-known
Gaussian quadrature is used for the approximation. As we will see later, such simple
quadrature effectively works with some scale transformation of variables. In this proce-
dure, we can estimate the correlators in tremendous lattice volume with sufficiently small
lattice spacings.
We test our method for two cases without supersymmetry breaking, φ6 theory and a
SIP potential (Scarf I). Although the energy spectra can be directly estimated from transfer
matrices, we use the standard technique to evaluate the effective masses from correlators,
which are used in the Monte-Carlo method, in order to compare our results with Monte-
Carlo ones. The estimated masses reproduce the known results in high precision. For Scarf
I potential, energy eigenvalues are exactly solvable, and the lowest one for A/α = 10, B = 0
in (2.7) is
mexact/α
2 = 10.5. (1.1)
As the effective mass, we have
m/α2 = 10.49998(2). (1.2)
Thus one can say that our approach effectively works compared with the previous Monte
Carlo simulations.
This paper is organized as follow. In section 2, SUSY QM is given in the path integral
formulation with Euclidean time, and a lattice theory which partially keeps supersymmetry
is also given. We propose a direct computational method using the transfer matrix in
section 3. The numerical results for φ6-theory and Scarf I potential are given in section 4.
We conclude this paper with some discussions in section 5.
2 Supersymmetric quantum mechanics
We start with reviewing N = 2 supersymmetric quantum mechanics which is defined
in Euclidean path integral formulation. The lattice theory is then defined according to
Refs.[23] in a form which retains one supersymmetry exactly on the lattice.
2.1 Continuum theory
The supersymmetric quantum mechanics is described by a coordinate φ(t) ∈ R and one-
component Grassmann variables ψ(t) and ψ(t). We assume that they obey the periodic
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boundary condition with a period β for the Euclidean time t ∈ R. The action of SUSY
QM is given by
S =
∫ β
0
dt
{
1
2
(∂tφ(t))
2 +
1
2
W (φ(t))2 + ψ(t)
(
∂t +W
′(φ(t))
)
ψ(t)
}
. (2.1)
We refer to W (φ), which is an arbitrary function of φ, as a superpotential. 1 For any
superpotential, (2.1) is invariant under supersymmetry transformation,
δφ = ǫψ + ǫψ, (2.2)
δψ = −ǫ(∂tφ−W (φ)), (2.3)
δψ = −ǫ(∂tφ+W (φ)), (2.4)
where ǫ and ǫ are one-component Grassmann numbers.
In the path integral formulation, the partition function is given by 2
Z =
∫
DφDψDψ e−S , (2.5)
and the correlation functions are also defined in the usual manner. For periodic boundary
condition, Z is just the Witten index Tr(−1)F which measures the difference of the num-
ber of bosonic and fermionic vacuum states. In the case of SUSY QM, we can perfectly
learn from the index whether supersymmetry is broken or not: Z = 0 if and only if su-
persymmetry is broken. As well-known, this index is unchanged under any deformation of
parameters which retains the asymptotic behavior of W (φ). In the case of |W (±∞)| =∞,
supersymmetry is unbroken when the signs of W (∞) and W (−∞) are different from each
other, while supersymmetry is broken when they are the same [1, 2].
In this paper, we focus on two cases which do not exhibit supersymmetry breaking:
φ6 theory and Scarf I potential. The φ6 theory is given by the cubic superpotential,
W (φ) = mφ+ gφ3, (2.6)
with the mass m and coupling g > 0, and Scarf I potential is given by
W (φ) = Atan(αφ)−Bsec(αφ), −π
2
≤ αφ ≤ π
2
, (2.7)
where A > B ≥ 0 and α > 0. We have Z = 1 for these two cases. In section 4, we
will test our computational method proposed in section 3 for (2.6) and (2.7). The former
potential is used to compare our results with the previous Monte-Carlo results since it has
been studied in many literatures. The later one provides a comparison between our results
and exact solution because it is one of shape invariant potentials (SIPs) which are exactly
solvable [3].
1 For W = d
dφ
h, h is often referred to as a superpotential in several literatures.
2 The fermion measure is normalized such that Z = 1 at large m in the free theory.
– 3 –
2.2 Lattice theory
The lattice theory is defined by considering the bosonic and fermionic coordinates as vari-
ables φt and ψt living on the integer sites, t ∈ Z. We now take the lattice spacing a = 1
without loss of generality, and often express a-dependence of dimensionful quantities explic-
itly. We again assume that all variables φt, ψt, ψt satisfy the periodic boundary condition
of the period β = Na, where N ∈ N is the lattice size.
The lattice action is given by
S =
N∑
t=1
[
1
2
(∇φt +W (φt))2 + ψt(∇ +W ′(φt))ψt
]
, (2.8)
where the backward difference operator,
∇φt = φt − φt−1 (2.9)
is used to approximate the derivative ∂t. More generally, we can use∇ = ∇++∇−2 − r2∇+∇−
with forward and backward difference operators∇+, ∇−, and the Wilson parameter r. Here
we have the backward one by setting r = 1 for simplicity.
We now consider lattice supersymmetry transformation which is defined by replacing
∂t in (2.2)-(2.4) by ∇± as
δφ = ǫψ + ǫψ, (2.10)
δψ = −ǫ(∇+φ−W (φ)), (2.11)
δψ = −ǫ(∇−φ+W (φ)). (2.12)
For free theory, the lattice action (2.8) is invariant under this transformation. For interact-
ing theories, it is, however, not invariant for any ǫ and ǫ; one-supersymmetry (ǫ = 0, ǫ 6= 0)
remains as an exact symmetry, while the other (ǫ 6= 0, ǫ = 0) is broken at finite lattice
spacing. The full N = 2 supersymmetry is shown to be restored in the continuum limit as
seen in Ref[23, 25, 27, 30, 34] and also precisely shown in section 4.
The partition function is given by (2.5), and after integrating fermionic variables, we
have
Z =
∫
Dφe−SBdet(∇+W ′(φ)), (2.13)
with
SB =
N∑
t=1
1
2
(∇φt +W (φt))2. (2.14)
The fermion determinant is well-defined since the size of matrix ∇ +W ′(φ) is finite. In
this case, we can explicitly write it down as 3
det(∇+W ′(φ)) = −1 +
N∏
t=1
[
1 +W ′(φt)
]
, (2.15)
3 The first term of RHS is affected from the boundary condition. In the case of anti-periodic boundary
condition, −1 is replaced by +1 as det(∇+W ′(φ)) = 1 +
∏N
t=1
[1 +W ′(φt)].
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which is strictly positive for (2.6) and (2.7). The integrations of φ are given by the finite
dimensional integrals on the lattice as
∫
Dφ ≡
N∏
t=1
∫
∞
−∞
dφt√
2π
. (2.16)
Thus the Monte-Carlo techniques can be applied to this lattice model.
As seen in the following sections, the transfer matrix representation of (2.13) is very
useful to study this model. Using (2.15) and (2.16), we can easily show that
Z =
∫
∞
−∞
dφ1dφ2 . . . dφN
{ N∏
t=1
Sφtφt−1 −
N∏
t=1
Tφtφt−1
}
(2.17)
where
Tφφ′ =
1√
2π
exp
{
−1
2
(
φ− φ′ +W (φ))2} , (2.18)
Sφφ′ = (1 +W
′(φ))Tφφ′ . (2.19)
(2.17) is formally denoted as
Z = Tr(SN )− Tr(TN ), (2.20)
where Tr(A) =
∫
∞
−∞
dφAφφ. We now note that numerical approaches are not applicable to
this representation in a straightforward way since the traces in (2.20) can not be performed
for the infinite dimensional matrices Tφφ′ and Sφφ′ with φ, φ
′ ∈ R.
The two transfer matrices S and T have specific meanings. In SUSY QM, there are two
Hamiltonian HB and HF which act on the fermionic and bosonic states, respectively[3].
Let EBi (i = 0, 1, 2, . . .) be the eigenvalues of HB and let E
F
i (i = 1, 2, . . .) be ones of HF
where EBi and E
F
i are sorted in ascending order. In the continuum theory, one can show
that
EB0 = 0, E
B
i = E
F
i > 0 (i = 1, 2, · · · ). (2.21)
The transfer matrices are interpreted as S = exp(−aHB) and T = exp(−aHF ) on the
lattice as discussed in Ref [36–38]. Then, we can estimate the energy spectra for bosonic
and fermionic states from the eigenvalues of S and T .
3 Simple computational method of lattice (SUSY) QM
3.1 Partition function
We first consider the partition function which is the simplest example to describe our
computational method.
In order to express the transfer matrices as finite dimensional matrices, we replace
(2.16) by a numerical quadrature which is given as a weighted summation, 4∫
∞
−∞
dφF (φ) ≈
∑
φ∈SK
gK(φ)F (φ), (3.1)
4The similar techniques are used in the TNR formulations for scalar systems [40, 48].
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where gK(φ) is a weight function and SK is a set of K points which are used for the
approximation. gK and SK is determined for each quadrature rule. For instance, the
Gauss-Hermite quadrature is provided by
gK(φ) =
2K−1K!
√
π
K2HK−1(φ)
eφ
2
, (3.2)
and taking SK as a set of roots of K-th Hermite polynomial HK . We expect that in (3.1)
the true value of LHS can be obtained within small systematic errors by evaluating RHS
at sufficiently large K for well-behaved function F (φ) for which the quadrature effectively
works.
The partition function (2.13) is now approximated by replacing each measure of φ by
(3.1), and (2.17) turns out to be
Z ≈
∑
φ1∈SK
∑
φ2∈SK
. . .
∑
φN∈SK
{ N∏
t=1
Sφtφt−1 −
N∏
t=1
Tφtφt−1
}
(3.3)
where
Tφφ′ =
√
gK(φ)gK(φ′)
2π
exp
{
−1
2
(
φ− φ′ +W (φ))2} , (3.4)
Sφφ′ = (1 +W
′(φ))Tφφ′ , (3.5)
Since T and S are matrices of size K, (3.3) can be written as
Z ≈ tr(SN )− tr(TN ), (3.6)
where ”tr” is the trace of K byK matrices. Note that T and S are not uniquely determined
because (3.6) is invariant under similarity transformations of them.
We can estimate Z by computing the RHS of (3.6) at large K once an effective quadra-
ture is found. One might think that conventional methods such as trapezoidal rule, Simp-
son’s rule, or a kind of Gaussian quadrature are less effective for multiple integrations since
the number of required sample points increases exponentially with multiplicity. Besides,
(3.3) is likely ineffective since it is just a superposition of one-dimensional quadrature (3.1).
However, numerical results shown in section 4 show that a simple Gaussian quadrature ef-
fectively works by using it with a scale transformation of variables, explained in section
3.3.
3.2 Correlation functions
The correlation functions are estimated in a similar manner as with the partition function.
As simple examples, we present two-point functions of φt and ψt. It is very easy to extend
our method to general correlation functions which are given as a product of local operators
Oi(t).5
5We assume that Oi(t) consists only of φt, ψt and φt−1, ψt−1.
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The expectation value of an operator O is defined by
〈O〉 = 〈〈O〉〉
Z
, (3.7)
where
〈〈O〉〉 ≡
∫
DφDψDψO e−S . (3.8)
For later use, let us define the fermionic part of (3.8) as
〈〈O〉〉F =
∫
DψDψO e−SF , (3.9)
with
SF =
N∑
t=1
{
(1 +W ′(φt))ψtψt − ψtψt−1
}
. (3.10)
In our approach, Z and 〈〈O〉〉 are individually estimated in contrast to the Monte-Carlo
method which provides the expectation value 〈O〉 itself.
We can easily show that 〈〈φtφs〉〉 is written as a product of matrices by expressing the
operator insertion as impurity matrix Dφφ′ = φ · δφφ′ :
〈〈φtφs〉〉 = tr
(
DSN−kDSk
)
− tr
(
DTN−kDT k
)
, (3.11)
where k = (s−t)modN . 6 The translational invariance and 〈φtφs〉 = 〈φsφt〉 are manifestly
follows from this representation. (3.11) is extended to a case of two local operators made
of φt and φt−1, Oi(t) = O˜i[φt, φt−1]:
〈〈O1(t)O2(s)〉〉 = tr
(
O˜1SN−kO˜2Sk
)
− tr
(
O˜1TN−kO˜2T k
)
, (3.12)
where k = (s− t)modN and O˜i[φ, φ′] are regarded as a matrix with the column φ and the
row φ′.
Similarly, 〈ψtψs〉 is given in terms of a product of the transfer matrices. Since ψt is
connected to ψs by the hopping term of (3.10), it is easy to show that, for k = 1, · · · , N ,
〈〈ψNψk〉〉F =
∫
dψk−1dψk−1 . . . dψ1dψ1
{
k−1∏
t=1
e−(1+W
′(φt))ψtψt
}
×
∫
dψNdψN . . . dψkdψk
{
N∏
t=k+1
eψtψt−1
}
ψNψk, (3.13)
and integrating fermionic variables,
〈〈ψNψk〉〉F =
k−1∏
t=1
(
1 +W ′(φt)
)
. (3.14)
6 xmodN is basically the reminder that is obtained dividing x by N , and here we use kN modN =
N for k ∈ Z.
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Instead of (2.15), we have (3.14) as a contribution of the fermion-part. Finally we find that
〈〈ψtψs〉〉 = tr
[
Sk−1TN−k+1
]
, (3.15)
where k = (s− t)modN .
Once the matrix representations like (3.11) and (3.15) are obtained, one can evaluate
the expectation value directly by computing the matrix products and traces and dividing
them by Z.
3.3 Some improvements
The efficiency of our method depends on whether the quadrature is compatible with the
lattice action, e.g. W and the difference operator ∇. To improve the efficiency, let us
consider a rescaling of φ in (2.13) as
Φt = sφt (s 6= 0). (3.16)
Approximating the integrals of Φ by a quadrature, the same formula (3.3) is derived for
the modified transfer matrices,
TΦΦ′ =
√
gK(Φ)gK(Φ′)
2π|s| exp
{
−1
2
(
Φ− Φ′
s
+W (Φ/s)
)2}
, (3.17)
SΦΦ′ = (1 +W
′(Φ/s))TΦΦ′ . (3.18)
In the free theory, Gauss-Hermite quadrature could be effective for large masses ma ≫ 1
by taking s = ma/
√
2 so that the damping factor is just a Gaussian with rate one, e−Φ
2
.
Near the continuum limit ma ≪ 1, one might think that such rescaling is less effective
because T and S have long tails in the field space, which corresponds to the zero kinetic
term, Φ = Φ′. For interacting cases, the situation becomes more complicated since we have
to find an effective quadrature for each interaction term.
The Gauss-Hermite quadrature with rescaling φ, however, effectively works by tuning
s even for interacting cases, as seen in the numerical results in section 4. We can choose s
in such a way that some exact relations are obtained with as high precision as possible. In
section 4, s is determined such that |Z − 1| is minimized for each lattice spacing since the
Witten index is exactly one thanks to exact supersymmetry. Then we find that the energy
eigenvalues and correlators are obtained in high precision even for small lattice spacings.
The computational cost of our method basically behaves as O(K3logN) for the parti-
tion function, while it is multiplied by Nn−1 for n-point function. The lattice size depen-
dence follows from computing a matrix product T 2n as (T n)2 for n = 1, 2, . . ., recursively.
The diagonalization of transfer matrices often significantly reduces the cost. We show that
(3.6) is expressed as
Z ≈
K∑
i=1
(λi)
N −
K∑
i=1
(ρi)
N , (3.19)
where λi and ρi are eigenvalues of S and T , respectively. Solving all eigenvalues of square
matrices with size K requires O(K3) as the cost. We actually need a few eigenvalues for
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large N if the lowest eigenvalues are isolated. Furthermore, for Gaussian quadrature, T
and S given as (3.4) and (3.5) are actually sparse matrices since gK(φ) ≃ 0 for |φ| ≫ 1.
In the case, the diagonalization is not a demanding task, and it is better to use (3.19) in
estimating (3.6) for large N (small lattice spacings for fixed physical lattice size). The cost
of computing correlation functions reduces in the similar manner.
Although one-point functions are evaluated in the same way as correlation functions
shown in section 3.2, we may use another way with the numerical derivative. For given
local bosonic operator O(t), let us consider
S′ = S + p
N∑
t=1
O(t). (3.20)
The partition function Z ′ with the action S′ is also expressed as the form (3.6) with modified
T ′ and S′. We have
〈O(t)〉 = − 1
N
∂
∂p
log(Z ′)
∣∣∣∣
p=0
, (3.21)
and the one-point local function can be estimated without using an impurity matrix. Also
in the case, the cost reduces by diagonalizing S′ and T ′.
4 Numerical results
We have proposed a method of computing the partition function and correlators based on
the transfer matrices in the previous section. In this section, we demonstrate our method
for φ6-theory and Scarf I potential for which supersymmetry is unbroken.
4.1 φ6-theory
Let us consider the φ6-interactions given by the cubic superpotential,
W (φ) = mφ+m2λφ3, (4.1)
where m is the mass and λ = g/m2 is the dimensionless coupling. Then, any dimensionful
quantities are given in a unit of the physical scale m. For instance, ma is the physical
lattice spacing and βm is the period (lattice size) in the physical unit.
Figure 1 shows the partition function ZP against βm at fixed am = 0.01, K = 150.
At first, using the Gauss-Hermite quadrature without rescaling φ explained in section
3.3, we use (3.6) with the transfer matrices (3.4) and (3.5) to compute ZP . We also plot
ZAP , which is the partition function with anti-periodic boundary condition, evaluated from
ZAP = tr(T
N )+ tr(SN ). Since one exact supersymmetry leads to the correct Witten index
even at finite lattice spacing, we find that ZP = 1 within the errors of O(10−9) for all βm.
This is because S only has the eigenvalue one and the other eigenvalues coincide with those
of T . We also confirm that tr(SN ) and tr(TN ) rapidly converge as βm increases. So, in
the following, we take βm = 30 which is large enough for the purpose of this section since
the finite β effects are of the order of e−βm.
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 0
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 1
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 3.5
 0  2  4  6  8  10
Z
βm
tr[TN]
tr[SN]
ZAP
ZP
Figure 1. Partition function against βm for am = 0.01, λ = 1, K = 150 in φ6 theory. ZP (green
triangle) and ZAP (blue square) are ones with periodic and anti-periodic boundary conditions,
respectively. The traces of TN (black cross) and SN (red circle) are also presented.
The Gauss-Hermite quadrature with the scaling is employed in the computation. We
have to choose the number of Gauss-Hermite points K and the scale parameter s for each
ma. Although the approximation is expected to be improved as K increases, we find that
K ≃ 150 − 200 is large enough to show the convergence of results, for instance, as seen in
Figure 2. For fixed K, we optimize s such that the relative error δ = |ZP − 1| is smaller
than O(10−9). Figure 3 is an example of calculation for determining s. In this case, we
have δ . O(10−9) for 0.21 . s . 0.24.
Table 1 shows the parameters used to compute the energy eigenvalues and correlators
of φ6 theory, chosen by the procedures above. We concentrate on the case of
λ = 1, βm = 30. (4.2)
This value of λ has been used in the previous Monte-Carlo studies. The continuum limit
is achieved by taking ma→ 0 for fixed βm. In the table, we basically choose N such that
the lattice spacings are given in equal intervals as ma = (βm)/N . 7 Same as the free
theory, the scale parameter s approaches zero as ma decreases. Although we could not
find s that realizes ZP = 1 within errors of O(10−9) for ma < 0.001 within K ≤ 200, the
lattice spacings are smaller than those used in the Monte-Carlo studies.
The energy eigenvalues can be read directly from the transfer matrices S and T . As
already mentioned in section 2.2, S and T correspond to two Hamiltonians in SUSY QM,
HB and HF . We can read the eigenvalues of bosonic states from S = exp(−aHB) and
ones of fermionic states from T = exp(−aHF ), and obtain EBi and EFi by diagonalizing
the transfer matrices S and T . We find that the lattice results satisfy (2.21) within the
7 In Table 1, ma is shown in round off: e.g. ma = 0.01898 · · · for N = 1580 is written as ma = 0.019.
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Tr
ac
e
K
tr[TN]
tr[SN]
Figure 2. Traces of TN (black cross) and SN (red circle) with varying K, which are estimated
for N = 3000, am = 0.01, λ = 1 in φ6-theory.
1.0×10-11
1.0×10-9
1.0×10-7
1.0×10-5
1.0×10-3
1.0×10-1
1.0×101
 0.1  0.15  0.2  0.25  0.3  0.35  0.4
|Z P
 
-
 
1|
s
Figure 3. s-dependence of |ZP − 1| for N = 30000, am = 0.001, λ = 1, K = 200.
relative errors of O(10−9) in all parameters (finite lattice spacings), at least, for five smallest
eigenvalues. This is because the one supersymmetry remains exactly on the lattice.
Figure 4 shows the five smallest non-zero energy eigenvalues for several lattice spacings.
To extrapolate the values to the continuum limit, we use a fit formula,
E/m = a0 + a1(ma) + a2(ma)
2. (4.3)
Note that a0 is the value of E/m at continuum limit. Table 2 shows the fit results. The
main results are obtained from a fit for ten data points at small lattice spacings, while
the errors are given by the largest difference between the main fit and other fits; one for
– 11 –
am s N K
0.020 0.88 1500 150
0.019 0.86 1580
0.018 0.84 1670
0.017 0.82 1760
0.016 0.80 1880
0.015 0.78 2000
0.014 0.76 2140
0.013 0.74 2310 ·
0.012 0.72 2500 ·
0.011 0.70 2730 ·
0.010 0.68 3000
0.009 0.62 3330
0.008 0.60 3750
0.007 0.55 4290
0.006 0.5 5000
0.005 0.45 6000 150
0.004 0.44 7500 170
0.003 0.38 10000 170
0.002 0.32 15000 170
0.001 0.23 30000 200
Table 1. Parameters used in the computations of φ6 theory.
E1/m E2/m E3/m E4/m E5/m
a0 1.686497(3) 4.37180(2) 7.63091(4) 11.3748(1) 15.5396(2)
a1 -1.897(2) -6.417(9) -13.29(2) -22.39(5) -33.69(8)
a2 3.0(2) 12(1) 29(3) 55(5) 91(9)
Table 2. Energy eigenvalues of φ6 theory. The lowest five eigenvalues are obtained by using a fit,
E/m = a0 + a1(ma) + a2(ma)
2, with a0 the values of E/m at the continuum limit.
twenty points, and fits using cubic polynomial for ten and twenty points. As explained
above, Ei ≡ EBi = EFi and EB0 = 0 within the relative errors of O(10−9) for all lattice
spacings. So the values given in this table are common for EBi and E
F
i because the errors
of the extrapolation are larger than O(10−9). The extrapolated values of E/m can be
determined in very high precision, within the errors less than 0.001%.
In Figure 5, the correlation functions 〈φNφt〉 and 〈ψtψN 〉 are shown as the black points
and the red ones, respectively, in the case of am = 0.01. Those points look like two curves
since they are estimated for all t without statistical errors. The correlators clearly show
the exponential damping, and the slope is expected to be E1/m. One can obtain any
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Figure 5. Boson and fermion correlators for am = 0.01, λ = 1 in φ6 theory. The results of boson
and fermion look like curves, but actually they are black and red points plotted for all t.
correlators in the same manner as 〈φNφt〉 and 〈ψtψN 〉, namely, as very clear signals since
there are no statistical uncertainties in our method.
Although the energy eigenvalues can be read from the transfer matrices and were
already shown above, let us apply the standard techniques to extract the effective masses
from the correlation functions for the purpose of making a comparison our approach and
Monte-Carlo method.
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Figure 6. Effective masses amboson(t) and amfermi(t) for N = 3000, am = 0.01, λ = 1.
Figure 6 shows the effective masses defined by
mboson(t) ≡
∣∣∣∣ log 〈φNφt〉〈φNφt+1〉
∣∣∣∣, (4.4)
mfermi(t) ≡
∣∣∣∣ log 〈ψtψN 〉〈ψt+1ψN 〉
∣∣∣∣, (4.5)
which are estimated for ma = 0.01 (N = 3000). The signals are also very clear without
any statistical errors in comparison with the Monte-Carlo results. They are not constants
since the high energy modes contribute near t = 0 and the finite size effects are seen
around t = N/2. The degenerated plateaus are seen for 0 ≪ t ≪ N/2. Estimating
the effective masses at t ≃ N/5 = 600, we have mfermi/m = 1.6678215773620(2) and
mboson/m = 1.667821577(1). The errors are estimated by varying t from 500 to 700. This
degeneracy is realized in the accuracy of nine digits. In Figure 7, the finite size effect
is shown by changing βm with the other parameters fixed. The masses are estimated at
t = [N/5]. 8 We find that βm = 30 is large enough to obtain meff having no finite size
effects.
In Figure 8, an extrapolation to the continuum limit are shown for the effective masses
estimated at t = [N/5]. We simply use the polynomials f(x) = a0 + a1x + a2x
2 as a
fit function. The systematic errors of the fit are estimated in the same manner as the
extrapolation of energy eigenvalues. The resultant effective mass is meff/m = 1.686497(3)
which is completely same as E1/m shown in Table 2.
Finally we show the numerical result of the SUSY Ward identity in the present lattice
model. The SUSY Ward identity is used to show whether the broken supersymmetry
is restored as a symmetry in the continuum limit. Consider the lattice supersymmetry
8[x] denotes Gauss symbol, which is the greatest integer less than x.
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Figure 7. Finite volume effect of effective masses. We plot amboson and amfermi estimated at
t = [N/5] against βm, which are measured from the correlators for am = 0.01, λ = 1, K = 150.
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Figure 8. Continuum limit of effective masses. amboson and amfermi, which are estimated at
t = N/5 for λ = 1, βm = 30, are plotted.
transformation of 〈ψNφt − ψtφN 〉. Then one find that
〈δ(ψNφt − ψtφN )〉 = ǫR(1)(t) + ǫR(2)(t), (4.6)
where
R(1)(t) = −〈ψNψt〉 − 〈(∇−φN +W (φN ))φt〉, (4.7)
R(2)(t) = −〈ψNψt〉+ 〈φN (∇+φt +W (φt))〉. (4.8)
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Figure 9. SUSY Ward identity in φ6 theory. Left figure shows the results in the free theory
(am = 0.4 and λ = 0), and Right figure shows an interacting case (am = 0.01 and λ = 1).
We can test whether full N = 2 supersymmetry are restored in the continuum limit by
examining R(1)(t) and R(2)(t) because 〈δ(ψNφt−ψtφN )〉 vanishes in the continuum theory.
Figure 12 shows numerical results of SUSY Ward identity for free theory (λ = 0) and
interacting case (λ = 1). In the free theory, we observe that R(1)(t) = R(2)(t) = 0 within
the error of O(10−9) for all t since full N = 2 supersymmetry remain on the lattice. For
interacting case, although R(1)(t) vanishes for all t, R(2)(t) does not. We found that it
vanishes for 1≪ t/a≪ N , and SUSY breaking effect does not survive at a scale lower than
the cut-off. Thus we find that full N = 2 supersymmetry are restored in the continuum
limit even for interacting case.
4.2 Scarf I potential
The Scarf I model is characterized by the superpotential,
W (φ) = λαtan(αφ), (4.9)
where α is a parameter with the mass dimension 1/2 and λ is the dimensionless coupling.
This potential is one of SIPs, and the energy spectra are exactly solved as
En
α2
=
(2nλ+ n2)
2
. (4.10)
We now take
λ = 10, βα2 = 5, (4.11)
to test our method in strong coupling region λ ≫ 1. One find that the finite size effect is
small enough by taking βα2 = 5, since it is of the order of e−βE1 and βE1 ≃ 10βα2.
Table 3 shows our parameters used in the computations of Scarf I model. We determine
them using the same prescription as that of φ6 theory. We also use the Gauss-Legendre
quadrature which is more effective than Gauss-Hermite method for small lattice spacings
in the sense that ZP = 1 for smaller K by choosing the scale parameter s.
In Figure 10, the energy spectra obtained by our method are shown. Same as φ6-
theory, the eigenvalues of T and S satisfy (2.21) within the errors of O(10−9). Table 4
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α2a s N K Quadrature
0.00110 0.35 4550 150 Gauss-Hermite
0.00105 0.33 4760
0.00100 0.33 5000
0.00095 0.30 5260
0.00090 0.30 5560
0.00085 0.30 5880
0.00080 0.30 6250 ·
0.00075 0.29 6670 ·
0.00070 0.29 7140 ·
0.00065 0.28 7690
0.00060 0.275 8330
0.00055 0.275 9100
0.00050 0.27 10000
0.00045 0.27 11100 150
0.00040 0.013 12500 320 Gauss-Legendre
0.00035 0.012 14300 340
0.00030 0.012 16700 340
0.00025 0.011 20000 420
0.00020 0.010 25000 440
0.00015 0.008 33300 520
0.00010 0.007 50000 600
Table 3. Parameters in Scarf I model.
E1/α
2 E2/α
2 E3/α
2 E4/α
2 E5/α
2
Exact 10.5 22 35 48 62.5
a0 10.49998(2) 21.99996(5) 34.4999(1) 47.9999(2) 62.4998(2)
a1 -57.7(1) -131.9(3) -224.0(5) -335.5(8) -468.0(12)
Table 4. Energy eigenvalues of Scarf I model. The lowest five eigenvalues are obtained by using
a fit, E/m = a0 + a1(ma), with a0 the values of E/m at the continuum limit.
shows the results of extrapolation to the continuum limit. We use a linear function to fit
five data points at small lattice sizes, and the errors are estimated from the maximum of
differences between the fit and ones for ten points and using quadratic polynomial. The
obtained a0 coincide with the exact solution within the small errors less than 0.001%.
We also estimate the effective masses from correlators 〈φNφt〉 and 〈ψNψt〉 by the stan-
dard techniques used in the Monte-Carlo studies. The detailed procedures were already
explained in φ6-theory. Figure 11 shows the extrapolation of effective masses to the contin-
uum limit. We employ f(x) = a0+ a1x as a fit formula. The main fit and error estimation
are performed in the same manner as energy eigenvalues in Table 4. Since the values at
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Figure 10. Energy spectra against the lattice spacing for Scarf I model. The lowest five eigenvalues
are estimated for each α2a at fixed λ = 10, βα2 = 5.
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Figure 11. Continuum limit of effective masses. amboson and amfermi are estimated at t = [N/5]
for λ = 10, βα2 = 5.
the continuum limit also reproduce the exact solutions with accuracy of 99.999%, we can
say that the correlators are evaluated in high precision by our method.
SUSY Ward identity is shown in Figure 12. R(1)(t) vanishes for all t thanks to the
exact supersymmetry, while R(2)(t) vanishes for 1≪ t≪ N as with the case of φ6-theory.
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Figure 12. SUSY Ward identity in Scarf I model, which are estimated for λ = 10 and βα2 = 5.
Since two identities hold at a scale lower than the cut-off, full supersymmetry is restored
in the continuum limit. In this way, one can confirm the supersymmetry restoration with
high precision, compared to the Monte-Carlo method.
5 Conclusion and discussion
We have proposed a computational method based on the transfer matrix representation of
lattice quantum mechanics. The numerical quadrature has been used to define the transfer
matrices as finite dimensional ones, and Gaussian quadrature with rescaling variable went
well even for interacting cases. We have tested our method for cubic and Scarf I potentials,
and found that the energy eigenvalues and correlators can be evaluated in high precision
within reasonable number of discretized points K.
Compared to Monte-Carlo method, stochastic processes are not needed to estimate the
expectation values, and the sign problem does not exist in this method. The systematic
error from finite-K effect is well-controlled by taking larger K and tuning the scale pa-
rameter s. The computational cost grows up with the logarithm of lattice size. Thus one
can perform the computations at very small lattice spacings by taking large lattice sizes.
Our method is useful for improving lattice SUSY models since one can examine the SUSY
Ward identity and determine the cut-off dependence of physical quantities precisely.
Although we demonstrate our method in a specific lattice model of SUSY QM, the
main idea of this paper is not limited to that case. Also, for non-SUSY models, a finite
dimensional transfer matrix is defined by the numerical quadrature, and one can improve
the method by rescaling variables. The scale parameter s is chosen such that the Witten
– 19 –
index reproduces the correct value for the present lattice SUSY model. However, a method
of tuning s is unknown for general models and remains an open question.
The higher dimensional theories could be studied by extending our method since the
transfer matrix approach is related with not only TNR but also worldlines and worldsheets
representation of SU(N) gauge theory with fermions [49–51]. These kinds of extensions
are applicable to higher dimensional models, and the techniques established in this paper
could be useful.
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