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Introduction and Theory  
In dynamic decision tasks such as managing a production process, decision makers attempt to control an 
evolving situation in real-time. This type of dynamic decision task can be distinguished from one-time 
decision tasks such as buying a house, by the presence of four elements: (1) The tasks require a series of 
decisions rather than one isolated decision; (2) The decisions are interdependent; (3) The environment 
changes both autonomously and as a result of decision makers' actions; (4) Decisions are goal-directed and 
made under time pressure, thereby reducing the decision-maker's opportunities to consider and explore 
options (Brehmer, 1990, 1992, 1995; Rapoport, 1975; Edwards, 1962).  
Hogarth (1981) has hypothesized that an important feature of many dynamic decision environments is that 
they provide decision makers with feedback on the outcomes of their actions. Decision makers may use this 
outcome feedback to adapt their decisions on-line as they perform the task. Recently, Davis and Kottemann 
(1995) have shown evidence that decision makers' performance improves in a dynamic task when they are 
provided with continuous and cumulative outcome feedback. Sengupta and Abdel-Hamid (1993) find 
similar results when they provide their subjects with a decision aid that immediately models the 
environment's long-term response to their actions. 
However, Sterman (1989a, 1989b, 1994; Paich & Sterman, 1993; Diehl & Sterman, 1995) provides and 
discusses evidence that subjects using outcome feedback alone fail to learn to control dynamic systems to 
the level that they could with simple linear heuristics. Furthermore, several researchers have obtained 
results supporting the general finding that subjects in dynamic tasks fail to use outcome feedback to adapt 
to the point where they can effectively cope with the demands of the decision environment, at least in the 
time-frame dictated by the experiment and with the information provided about the environment (Brehmer, 
1990, 1992, 1995; Kleinmuntz, 1993; Kleinmuntz & Thomas, 1987; Richardson & Rohrbaugh, 1990). 
Attempts to improve subjects' performance by providing various decision aids in addition to outcome 
feedback have generated mixed results (e.g., Kleinmuntz & Thomas, 1987; Richardson & Rohrbaugh, 
1990). 
The mixture of results described in the last two paragraphs suggests that, while central to improving 
performance, the process by which people adapt or learn learn on-line from outcome feedback in dynamic 
decision tasks is only partially understood. To begin to address this issue, we have developed a 
computational formulation of how people might learn in these situations. 
Our formulation builds on previous theoretical work in dynamic decision making by Brehmer (1990, 1992, 
1995) and motor learning by Jordan and Rumelhart (1992; Jordan, 1992, in press; Jordan, Flash, & Arnon, 
1994; Wolpert, Gharamani, & Jordan, 1995). It proposes two central assumptions about how decision 
makers learn on-line from outcome feedback in dynamic decision tasks. The first is that decision makers 
use outcome feedback to form two interdependent, internal submodels of the task as they participate in it. 
These two submodels represent knowledge, conditioned by environmental context, about: (1) How the 
decision maker's actions affect outcomes; (2) Which actions to take to achieve desired outcomes. Our 
formulation's second major assumption is that the acquisition of these two types of knowledge from 
outcome feedback can be simulated using on-line learning of parallel distributed processing (PDP) or 
neural network models. This second assumption is important because, among other reasons, it focuses the 
applicability of the model to situations where decision makers have little time for reflection. 
Computational and Laboratory Studies  
The advantage of constructing a computational formulation is that we can use it to generate testable 
predictions about human performance in different task manipulations and settings. We have done this using 
the Sugar Production Factory, a simple dynamic decision task in which subjects, using outcome feedback 
alone, learn to manipulate an input (typically workforce) to achieve target levels of sugar production as 
they participate in the task. The task has been widely used to investigate on-line learning in dynamic 
decision environments (Gibson, in press; Berry, 1991; Berry & Broadbent, 1984, 1987, 1988; Buchner, 
Funke, & Berry, 1995; Gibson & Plaut, 1995; Hayes & Broadbent, 1988; Marescaux, Luc, & Karnas, 1989; 
McGeorge & Burton, 1989; Squire & Frambach, 1990; Stanley, Matthews, Buss, & Kotler-Cope, 1989; 
Sanderson, 1990; Dienes & Fahey, 1994, 1995; Dienes, 1990; Berry & Dienes, 1993).  
Figure 1: A comparison of the average learning performance across training sessions of Stanley et al.'s 
human subjects and our base simulation (source: Gibson & Plaut, 1995) 
We have used these previous results (principally from Stanley et al., 1989, and Berry & Broadbent, 1984) 
as a replication test for our formulation. As illustrated in Figure 1, our formulation is able to broadly match 
human learning in the Sugar Production Factory over 3 training sessions of 200 trials each. Each trial 
represents one attempt by the learner to bring the factory to goal production by setting workforce. As used 
originally by Stanley et al. (1989) with their human subjects, the dependent measure is average number of 
trials per session out of 10 in which the learner is able to reach within plus-or-minus one level of the 
production goal. 
However, our formulation suggests three properties of learning that we were unable to test by replicating 
these results:  
• Learning is approximate.  
• Learning is most applicable locally  
• Because of this approximate, local learning, transfer of knowledge is best nearest the training 
region.  
In a second study, which is on-going, we are using results from the first study and additional simulation 
results that illustrate these properties to make and test predictions concerning human learning in the Sugar 
Production Factory. 
Conclusion 
At the mini-track, I will report in detail on the findings from the computational and laboratory studies 
outlined above. This work has served as the theoretical basis for a field study at a large credit collections 
facility. As time permits, I will describe our work at this facility, further computational work based on 
insights gained there, and plans for future work.  
A much more extensive treatment of this work is given in Learning in Dynamic Decision Tasks: 
Computational Model and Empirical Evidence which can be found at the URL at the beginning of this 
paper. 
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