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Abstract:- This paper mainly focuses on the development of using wavelet coefficients’ intra scale dependency 
of natural images. Wavelet transform(WT) coefficients have statistical dependency. WT coefficients have 
dependency between local coefficients (intra-scale). This paper uses dependency between children’s coefficient 
for estimating corrupted by noise. For this purpose, we derive the bivariate model using correlation between 
coefficients and shrinkage function for denoising. 
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1  Introduction 
Multiscale decompositions have shown 
significant advantages in the representation of signals, 
and they are used extensively in image compression 
[1], segmentation [2] and denoising [3, 4, 5] for 
example. In this thesis, we will deal with the 
dependency of the wavelet transform coefficients of 
natural image and its application to the image 
denoising problem. The denoising of a natural image 
corrupted by Gaussian noise is a classic problem in 
signal processing. The wavelet transform has become 
an important tool for this problem due to its energy 
compaction property. Crudely, it states that the 
wavelet transform yields a large number of small 
coefficients and a small number of large coefficients. 
Simple denoising algorithms that use the wavelet 
tran    sform consist of three steps.     
1. Calculate the wavelet transform of the noisy signal, 
2. Modify the noisy wavelet coefficients according to 
some rule, 
3. Compute the inverse transform using the modified 
coefficients. 
 
One of the most well-known rules for the second step 
is soft thresholding analyzed by Donoho [6. Due to 
its effectiveness and simplicity, it is frequently used 
in the literature.   
Donoho’s method of denoising performance is 
degradation because its method assumed wavelet 
coefficients are independent. But wavelet 
coefficients have statistically dependency. So we use 
the statistical dependency for denoising. The basic 
idea using the statistical dependency for denoising is 
to model wavelet transform coefficients with prior 
probability distributions. Then the problem can be 
expressed as the estimation of clean coefficients 
using this priori information with Bayesian 
estimation techniques, such as the MAP estimator. In 
this paper, we use correlation between children’s 
coefficients of wavelet coefficients. For this purpose, 
we show bivariate model and from this, we derive 
the shrinkage function for denoising. 
 
 
2  Denoising  with  Wavelets  
In this paper, we will assume the signal is corrupted 
by additive white Gaussian noise. In denoising, we 
observe  y (noisy signal), and estimate the desired 
signal  x  as closely as possible according to some 
criteria such as mean square error. 
yxm = +      (1) 
where the  m   is white Gaussian noise. 
If we translate denoising problem in Eq. (1) in 
wavelet domain, the problem becomes, 
ˆ ww η = +      (2) 
where  ˆ w   is noisy wavelet coefficients, w  is 
desired wavelet coefficients, and η  is  white 
Gaussian noise. 
To remove noise from a signal in transform 
domain can be simply explained of three steps. 
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2. Modify the transform domain coefficients 
according to some rule. 
3. Inverse transform by using modified coefficients 
into original domain. 
 
Fig. 1 General block diagram of wavelet domain 
denoising 
 
The simplest denoising rule is hard thresholding [7] 
and soft thresholding[6]. Due to its effectiveness and 
simplicity, it is frequently used in signal processing. 
MAP based denoising method needs pdf model of 
wavelet coefficients. The general assumptions are 
Gaussian distribution and Laplacian distribution. 
From this assumption, one derive the shrinkage 
function for denoising. It is as below. 
When the pdf is assumed Gaussian distributed, the 
shrinkage function is as   
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But these all method is derived from the 
assumption that wavelet coefficients are independent. 
Due to its false assumation, the denoising 
performance is degradation. For using the 
dependency between wavelet coefficients, we show 
the bivariate model between wavelet coefficients and 
use it for denoising.   
 
 
3    Bivariate Model for Denoising 
Sendur[8] derive the bivariate model between 
parent and its children coefficient for denoising using 
MAP based method. He derived the bivariate model 
of wavelet coefficients’ inter scale dependency 
between parent-children coefficients. However 
Wavelet coefficients have intra-scale dependency as 
well as inter-scale dependency. It means wavelet 
coefficients have dependency between coefficients in 
same subband. So we use intra scale dependency for 
denoising using MAP based method We adopt [8]’s 
pdf model for modeling the bivariate model between 
children coefficients. In fact [8]’s pdf model is the 
joint pdf between parent-children coefficient for 
inter-scale dependency. But we assume the pdf 
model between local coefficients (i.e. intra-scale) is 
same as the pdf model between parent-children 
coefficient(i.e. inter-scale). Now, we derive the 
bivariate model using this pdf model.   
Let  2 w   represent the one neighbor of  1 w . Then   
11 1 ywn = +       
22 2 ywn = +           
where  1 y  and  2 y   are noisy observations of  1 w  
and  2 w ; and  1 n  and  2 n   are noise samples. We 
can write   
y =w+n                    ( 5 )    
where  12 12 1 2 =( , ) ,  =( , ) and  =( , ) ww yy nn wy n . 
The standard MAP estimator for  w given the   
corrupted observation  y  is 
ˆ )a r g m a x ) p = w| y w w(y (w|y .     (6) 
After some manipulations, this equation can be 
written as 
ˆ )a r g m a x [ ) ) ] pp = y|w w w w(y (y|w( w g  
     argmax[ ) )] pp = nw w (y-w (w g .            ( 7 )  
From this equation, Bayes rule allows us to write this 
estimation in terms of the probability densities of 
noise and the prior density of the wavelet coefficients. 
We assume the noise is i.i.d.(identically independent 
distributed) Gaussian, and we write the noise pdf as 
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And the joint pdf of signal for children coefficient 
and its one neighbor is adopted from [3]. It is as   
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Where  1 w  means children coefficient,  2 w  means 
its one neighbor. We use this joint pdf for modeling 
dependency between children coefficient and its one 
neighbor. This pdf is illustrated in Fig.2. and Fig. 3. 
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given in (7), which is equivalent to   
ˆ ( ) argmax[log( ( )) log( ( ))] pp =− + nw w w yy ww
                 ( 1 0 )  
Let’s define  () l o g ( () ) fp = w ww . By using 
(8), (10) becomes   
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This is equivalent to solving the following equations 
together, if  () pw w   is assumed to be strictly convex 
and differentiable. 
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where  1 f  and  2 f   represent the derivative of 
() f w   with respect to  1 w  and  2 w  respectively. 
Let’s find the MAP estimator corresponding to 
model given in (9).  () f w   can be written as 
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From this,   
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Solving (12) and (13) by using (15) and (16), the 
MAP estimator (or “the joint shrinkage function”) 
can be written as   
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Fig. 4 shows the plot of this bivariate shrinkage 
function. As this plot illustrates, there is a circular 
deadzone (the deadzone is the region where the 
estimated value is zero), i.e. 
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This results clearly show that the estimated value 
should depend on the neighbor value. The smaller the 
neighbor value, the greater the shrinkage.   
 
Fig. 2 Bivariate pdf eq. (9) proposed for joint pdf 
of children coefficient and its one neighbor pairs. 
 
 
Fig. 3 Contour of bivariate pdf    eq. (9) 
 
 
Fig. 4 Bivariate shrinkage function derived from 
the proposed method (Fig. 2) 
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4  One  Neighbor  Selection 
We have derived the shirinkage function for 
denoising using bivariate model between coefficient 
and its one neighbor coefficient. This method is 
estimated a coefficient from one neighbor. So, if 
neighbor coefficient is almost noise free, the 
estimated result is also good. Now we focus what 
one neighbor coefficient selects for denoising. For 
this, we experiment three choosing method.   
The choosing method is as below 
1. Median Selection 
2. Random Selection 
3. 1 upper Selection 
 
We use median selection due to one assumption. 
This assumption is based the noise is zero mean 
Gaussian noise. As you know, one coefficient has 8 
neighbors. The noise is additive Gaussian, and zero 
mean, so the probability that coefficient is corrupted 
by additive zero is very high..   
Second, we use random selection among 8 
neighbors.  
Third, we also use 1 upper selection method i.e. 
selecting 1 upper one of coefficient for estimation. 
This method is done for fast simulation time. It 
selects merely 1 upper one. So we also experiment 
this method how to do good for denoising.   
 
 
5  Simulation  and  Result 
We simulate the proposed algorithm using the 
condition –orthogonal wavelet transform- 
Daubeiches length 8 filter- and 5 level decomposition. 
We implement the propsed algorithm by using 
Matlab program. The simulation is done using 
Pentium4 1.6Ghz computer. The PSNR values of 
these systems are tabulated in Table 1. The Lena, 
Barbara 512 by 512 size images are used for 
comparison purpose with different noise levels, 
2
n σ . 
Sendur’s method is using dependency between 
parent-children coefficient proposed in 2002. Our 
method is using dependency between coefficient and 
its one neighbor. It takes about 1.85, 13.30, 3.85, 
1.82 seconds for Sendur’s, median selection, random 
selection, 1 upper selection respectively when we 
check the consuming time for simulation. 
As seen in Table 1, we see 1 upper one selection 
method has best performance among our method. For 
more comparison we compare with [8] proposed 
recently. The performance of our proposed method is 
betten than [8]’s for Barbara image about 0.5dB but 
has degradation performance for Lena image about 
maximum 0.59dB.   
Denoising example using 512 by 512 Lena image 
and Barbara image is given in Fig. 5, Fig. 6 
respectively.  
 
unit: dB 
 
(a) (b) (c) (d) 
10 28.17 30.34  33.94 
15 24.66 28.52  - 
20 22.15 27.24  30.73 
25 20.21 26.34  - 
Lena
30 18.60 -  28.94 
10 28.16 27.29  31.13 
15 24.64 25.01  - 
20 22.13 23.65  27.25 
25 20.22 22.83  - 
Bar-
bara
 
 
30 18.62 -  25.21 
 
 (a) (b) (e)  (f) (g) 
10 28.17 33.00  33.20 33.35
15 24.66 31.15  31.37 31.52
20 22.15 30.00  30.16 30.32
25 20.21 28.97  29.20 29.37
Lena
30 18.60 28.24  28.49 28.63
10 28.16 31.00  31.18 31.26
15 24.64 28.82  29.20 29.24
20 22.13 27.09  27.54 27.76
25 20.22 25.63  26.23 26.55
Bar-
bara
30 18.62 24.66  25.12 25.51
Table 1 The PSNR values of denoised images for 
different test images and (a)noise levels  n σ , 
(b)noisy, (c)hard shirinkage[1], (d)Sendur’s , 
(e)median selection, (f)random selection, 
(g) 1 upper selection.   
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(a) 
 
(b) 
 
(c) 
Fig. 5 (a) Original Lena image. (b) Noisy image 
with PSNR= 18.60dB.( n σ =30 ) (c) Denoised image 
using proposed method, PSNR= 28.63dB.  
 
(a) 
 
(b) 
 
(c) 
Fig. 6 (a) Original Barbara image. (b) Noisy 
image with PSNR= 18.62dB.( n σ =30 ) (c) Denoised 
image using proposed method, PSNR= 25.51dB. 
 
 
6  Conclusion 
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we use this dependency for denoising. First we 
characterize the dependencies between children and 
its one neighbor using bivariate model. And we need 
one noise free coefficient for denoising. For this 
purpose, we select one neighbor coefficient by 
selection method among 8 neighbors. We have seen 1 
upper selection method has best performance. 
Performance of our method is better than classical 
denoising method of hard threshold. And also we 
compare with recent denoising method[8]. Our 
method is better than [8] for Barbara image but less 
for Lena image.   
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