Response surface methodology is widely used for process development and optimisation, product design, and as part of the modern framework for robust parameter design. For normally distributed responses, the standard second-order designs such as the central composite design and the Box-Behnken design have relatively high D and G efficiencies. In situations where these designs are inappropriate, standard computer software can be used to construct D-optimal and I-optimal designs for fitting second-order models. When the response distribution is either binomial or Poisson, the choice of an appropriate design is not as straightforward. We illustrate the construction of D-optimal second-order designs for these situations and show that they are considerably better choices than the standard designs. We present an example applying this approach to optimisation of an etching process.
Introduction
Response surface methodology (RSM), introduced by Box and Wilson (1951) , has become the standard framework for much of industrial experimentation, including process development and optimisation and product design and development. RSM is also the basis of the modern approach to robust parameter design (see Myers et al., 1992) . For a recent review of RSM, see Myers et al. (2004) . There are also three books devoted exclusively to various aspects of RSM; Khuri and Cornell (1996) , Box and Draper (2007) and Myers et al. (2009) .
Fitting a second-order model to the response variable(s) of interest is an integral aspect of RSM. Consequently, the development of appropriate second-order designs and guidance on how to use them is extremely important. There are many standard second-order RSM designs, including the central composite design (CCD) and its variations (the rotatable CCD, the spherical CCD, the small composite design, and the face-centred cube), the Box-Behnken design, the hybrid family of designs, and the Hoke designs. There are situations where standard designs are not always appropriate, such as unusual sample size requirements, non-standard blocking conditions and variations from the standard model. For these scenarios, optimal designs have been suggested and are used frequently in practice. Both D-optimal and I-optimal designs can be easily constructed using commercial software.
Another non-standard situation arises when the distribution of the response variable is non-normal. For example, the response may be a proportion such as a fraction non-conforming in which case the response distribution is binomial, or it may be a count such as the number of defects on a unit of product in which a logical choice for the response distribution is the Poisson. A widely-used approach to handing a non-normal response is to use a variance-stabilising transformation, such as a power family transformation, and to conduct the RSM model fitting and optimisation in the transformed metric. Another approach is to fit an appropriate generalised linear model to the response data. This is often a better approach than the use of transformations. For example, Myers et al. (2002) present an example where the response variable is a Poisson count and a square root transformation is employed. The resulting second-order model gives negative predictions of the transformed response in the region that is most likely to be of interest to the experimenters, clearly an impossible result. A generalised linear model with a Poisson response would be a better modelling approach because the predicted counts cannot be negative. Lewis et al. (2001) show that a generalised linear model is often preferable to a data transformation because it results in shorter confidence intervals on the mean response, a measure of model fit quality as well as potential prediction accuracy.
If the experimenter plans to fit a second-order model and has a response that is known to be non-normal but is a member of the exponential family (which includes the binomial, Poisson, exponential and gamma distributions), he or she must select an appropriate response surface design. One alternative is to use a standard design. Another alternative is to use an optimal design for the specific response distribution. Until recently, the construction of a D-optimal design for a generalised linear model was computationally prohibitive. We discuss this problem in the next section, construct several examples of D-optimal designs for the binomial and Poisson response distribution cases, and then compare the resulting designs with standard designs. The D-optimal designs are considerably better than the standard designs for both binomial and Poisson responses. We also present an example of using a D-optimal design for a Poisson response surface model applied to optimisation of an etching process.
Optimal designs for generalised linear models
A generalised linear model is an extension of ordinary normal-theory linear regression that encompasses both linear and non-linear models, and admits any response distribution that is a member of the exponential family. This includes the familiar normal distribution, as well as the binomial, negative binomial, Poisson, geometric, exponential, gamma and inverse normal distributions. A generalised linear model contains three elements: 1 a response distribution 2 a linear predictor that involves the design variables, say ! x ! 3 a link function g that relates the natural mean of the response distribution to the linear predictor, say ( ) . Myers and Montgomery (1997) for a tutorial on generalised linear models and Myers et al. (2002) for a more comprehensive presentation.
We are focusing on second-order response surface models, so the linear predictor will always be of the complete second-order model
where k is the number of design variables. The number of parameters in this model is
For the binomial response distribution, we will use the logistic link, so that the model the experimenter fits is
the familiar logistic regression model. For the Poisson response distribution, we will use the log link, resulting in the model
Now consider finding D-optimal designs for these models. For the case of a linear model, finding a D-optimal design involves selecting the n design points so that the determinant of the information matrix ! X X is maximised, where X is the n × p model matrix constructed by expanding the design matrix to model form. In linear models, the model matrix and consequently, the ! X X matrix contains only functions of the design points. Generalised linear models are non-linear models and the D-optimal design must be chosen to maximise the determinant of the asymptotic information matrix , ! X VX where V is the n × n diagonal matrix of weights that depends on the specific generalised linear model that has been used. For equation (2), the logistic regression model, the diagonal elements of V are ) *
and for the Poisson model
Because the information matrix ! X VX contains the unknown model parameters ', the usual approach to finding a D-optimal design for a linear model will not work. In general, the covariance matrix for any non-linear model will contain the unknown model parameters. Box and Lucas (1959) have applied the D-criterion to find designs for non-linear regression models. There are reviews of designs for non-linear models in Ford et al. (1989) and Atkinson et al. (2007) . Chernoff (1953) proposed choosing values for the unknown model parameters and finding the design that maximised the determinant of the covariance for this specific set of parameters. This leads to the idea of a local D-optimal design. This approach can work well if the estimates of the unknown parameters are close to the actual values. Another approach is to use a sequential design strategy; begin with a design that is smaller than the size of the final design, run this experiment and obtain preliminary estimates of the model parameters, then use these parameter estimates as if they were the true values of the parameters and augment the original design with additional runs to produce the final design.
A Bayesian approach uses a prior distribution f(') to specify the uncertainty in the parameter values. This leads to a design criterion
This is the expectation of the logarithm of the determinant of the information matrix. This criterion was proposed by Chaloner and Larntz (1989) for single-factor logistic regression. The difficulty in using equation (6) as a design criterion is that the p-dimensional integral must be evaluated a very large number of times. Gotwalt et al. (2009) have recently developed a novel quadrature scheme that greatly improves the computing time to evaluate the integral in equation (6) and which exhibits excellent numerical accuracy. This procedure is implemented in the non-linear design platform of JMP, and uses a coordinate exchange algorithm as the basis of design construction.
We will use this approach to construct D-optimal design for second-order response surface designs for both the logistic and Poisson regression models for k = 2, 3, and 4 design factors. Consider first the case of a logistic regression response surface model with k = 2 factors. Suppose that the prior information on the model parameters can be summarised by a normal distribution with means and ±2-limits as follows: . .
The 12-run D-optimal design from JMP is shown in Table 1 and Figure 1 . A logical 'standard' 12-run design to compare this design to would be a face-centred cube with four centre runs. The D-optimal design has 12 distinct design points where the face-centred cube has only nine, and the D-optimal design shares only two points in common with the face-centred cube. The two designs are quite different.
Table 1
A 12-run D-optimal second-order design for a logistic regression model with k = 2 using the normal prior in equation ( A 12-run D-optimal second-order design for a logistic regression model using the normal prior in equation (7) Now, consider the case of a logistic regression response surface model with k = 3 factors. Suppose that the prior information on the model parameters can be summarised by a normal distribution with means and ±2-limits as follows: 
The 18-run D-optimal design that we constructed for this scenario is shown in Table 2 . The face-centred cube with four centre points would be a logical standard design to compare to this optimal design. The face-centred cube has 15 distinct design points while the optimal design in Table 2 has no replicates, and it does not share any points in common with the face-centred cube. As we saw in the k = 2 case, the optimal design is very different from a comparable standard design with the same number of runs. The final case that we consider for logistic regression is for k = 4 factors. We assume that the prior distribution for the model parameters is normal with means and ±2-limits as follows: 
. .
The second-order model for k = 4 factors has 15 parameters. We constructed both an 18-run design and a 28-run design for this model. These designs are shown in Tables 3  and 4 respectively. There is no 'standard' 18-run design to compare to the 18-run optimal design in Table 3 so we constructed an 18-run D-optimal design for a normal-theory second-order response surface model using JMP. This design is shown in Table 5 . The D-optimal design in Table 3 does not share any points in common with this design. A logical standard design to compare to the 28-run design is a face-centred cube with four centre runs. The optimal design in Table 4 does not share any runs in common with the face-centred cube and it does not have any replicates. The face-centred cube has 25 distinct design points. Table 3 An 18-run D-optimal second-order design for a logistic regression model with k = 4 using the normal prior in equation (9) Run x1 x2 x3 x4 Table 4 A 28-run D-optimal second-order design for a logistic regression model with k = 4 using the normal prior in equation (9) Run x1 x2 x3 x4 We now consider the case of a Poisson regression response surface model with k = 2 factors. Suppose that the prior information on the model parameters can be summarised by a normal distribution with means and ±2-limits as follows: 
The 12-run D-optimal design from JMP is shown in Table 6 and Figure 2 . A logical 'standard' 12-run design to compare this design to would be a face-centred cube with four centre runs. The D-optimal design has eight distinct design points compared to nine for the face-centred cube, but the D-optimal design only shares five points in common with the face-centred cube.
Table 6
A 12-run D-optimal second-order design for a Poisson regression model with k = 2 using the normal prior in equation ( 
Once again, we see that there are a number of runs in common with the face-centred cube and four replicated runs.
Table 7
An 18-run D-optimal second-order design for a Poisson regression model with k = 3 using the normal prior in equation ( Finally, we constructed both an 18-run design and a 28-run design for the second-order model for k = 4 factors. These designs are shown in Tables 8 and 9 respectively. Recall that there is no 'standard' 18-run design to compare to the 18-run optimal design in Table 8 so we will use the 18-run D-optimal design for a normal-theory second-order model from JMP, shown previously in Table 5 . The 28-run design is compared to a face-centred cube with four centre runs. The normal prior on the parameters and the prior information on the model parameters is as follows and the designs are shown in Table 8 and Table 9 . 
Efficiency of standard designs
We have observed that the D-optimal response surface design for a generalised linear model can differ quite a bit from a response surface standard design, such as a face-centred cube. It is of interest to more formally compare the D-optimal design with the standard design. We will do this using a measure of design efficiency based on the design criterion in equation (6). Specifically, for a particular scenario (type of generalised linear model, prior distribution, and design), we will use Monte Carlo methods to randomly sample 1,000 times from the prior distribution for that scenario and for each choice of the parameter vector evaluate log ! X VX for the standard design and the D-optimal design to produce a local efficiency at that set of prior parameters. The average of these log ! X VX values for each design is an approximation of the integral in equation (6). We take as the efficiency of the standard response surface design relative to the D-optimal design the ratio 1000 1000 1 1 log log
where p is the number of parameters in the model. Values of this ratio that are less than unity indicate that the standard design is less efficient than the D-optimal design for that particular scenario. Table 10 shows the average of the local efficiencies for the optimal designs for the logistic and Poisson regression models compared to the standard design choices. The efficiencies vary from about 16% to slightly over 80%, with the standard designs exhibiting higher efficiencies for the Poisson case than for the logistic regression case. The efficiencies for the 18-run D-optimal design for the linear model for k = 4 are lower that the efficiencies for the face-centred cube with 28 runs. This is not unexpected, as the 18-run design is nearly saturated and additional runs often improve design efficiency in these situation.
Table 10
Average relative efficiency of a standard response surface design to the D-optimal design for a second-order logistic or Poisson regression model Figures 3 and 4 present the histograms and summary statistics for the local efficiencies for all designs considered. Figure 3 contains the results for the logistic regression model and Figure 4 presents the Poisson regression model results. The histograms indicate that the local efficiencies can vary considerably. For example, in the logistic regression case with k = 3, the local efficiencies vary from about 14.5% to over 83%, and in the Poisson regression case with k = 3 and n = 18, the local efficiencies vary from about 38.5% to almost 66%. Generally, there is less variability in the local efficiencies for the Poisson case than for the logistic regression model (binomial) case. This variability in local efficiency is a reflection of sampling different parameter vectors from the prior distribution. It is interesting to note, and not unexpected, that there are no situations where the local efficiency of the standard design exceeds the local efficiency of the optimal design chosen from that particular response distribution. 
An application to plasma etching
Semiconductor wafers usually undergo a series of repeated processing steps, one of which is plasma etching. This is often accomplished in a single-wafer tool in which the factors pressure, anode-cathode gap, and RF power are among those that can be controlled. Sometimes, the mixture of gas species is studied as well, but those components were fixed in this experiment. The objective of the experiment was to reduce and if possible, eliminate surface defects on the wafers that arise during etching. Previous experiments had determined operating conditions on pressure, anode-cathode gap and RF power that resulted in a satisfactory etch rate and near-optimal uniformity of the etched surface. The boundaries on those operating conditions cannot be exceeded, so a face-centred cube would be a reasonable choice of design if a standard design is to be used. However, the experimenter did not want to use this design because the response variable most likely has a Poisson distribution and a generalised linear model is going to be required to model the response. Therefore, an 18-run D-optimal design for a second-order Poisson regression model was selected. Based on previous experience with this etching tool and from conducting earlier experiments to study the occurrence of defects, the experimenters selected a normal prior with means and ±2-ranges on the parameters as follows: 
The design is shown in Table 11 and the output from JMP for fitting a Poisson generalised linear model to this data is shown in Table 12 . There is no indication of lack-of-fit of the model, but some of the model terms, specifically 2 1 3 2 3 3 , and , x x x x x have large P-values. We eliminated these terms and fit the reduced model shown in Table  13 . This model is also an excellent fit to the data.
Table 11
The D-optimal design for the plasma etching experiment Figures 5 and 6 present the prediction profiler and contour plot from JMP for the reduced model. From examining these plots, it is apparent that operating this process in the vicinity of low pressure, small gap and high power presents the best opportunity for defect reduction. Because the operating conditions are near the extremes of the region, one might be tempted to conduct further experiments outside of these boundaries. However, it has been established that operating outside of this region leads to unacceptable etch rate and uniformity. 
Conclusions
We have demonstrated that modern computer software implementation of the Bayesian criterion makes it relatively straightforward to generate D-optimal designs for generalised linear models. For two specific cases, second-order response surface models involving logistic and Poisson regression, we have shown that a standard design choice has relatively low efficiency in comparison to the D-optimal design. We also showed that a D-optimal design for a second-order response model and a logistic regression model was superior to a D-optimal design for a linear model with a second-order polynomial in the exponent when that design was used to fit the generalised linear model. While our study is limited, we suspect that in many situations, these optimal designs will significantly outperform standard designs when fitting generalised linear models. We have developed a relatively straightforward procedure to evaluate the efficiency of these comparisons.
