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Palindromes and periodic continued fractions. ∗
OlegN.German, IbragimA.Tlyustangelov
Abstract
This paper is devoted to a detailed exposition of geometry of continued frac-
tions. We pay particular interest to the case of quadratic irrationalities and
use the technique described to prove a criterion for the continued fraction of a
quadratic surd to have a symmetric period.
1 Introduction
Since the times of Legendre [1] it has been well known that for each rational r > 1
different from a perfect square we have
√
r = [a0; a1, a2, . . . , a2, a1, 2a0]. (1)
Particularly, a period of this continued fraction read back to front is again a period.
Lately we have been witnessing attempts to find a criterion for a quadratic irrationality
to have this kind of period symmetry (see [2], [3], and also [4]). However, the corre-
sponding criterion has been known for almost a century, though apparently it has never
been formulated in a straightforward way. We decided to use these circumstances to
demonstrate how geometry of numbers can be applied to prove such statements. To
this end we describe in detail the geometric approach to continued fractions with an
emphasis on quadratic irrationalities (see also [5], [6], [7]).
First of all, let us agree on terminology. We use the word period to denote both
a repeating finite sequence of elements of a periodic sequence and the whole family of
such sequences.
Definition 1. We say that a finite sequence (a1, a2, . . . , at−1, at) is
a) a regular palindrome if ak = at+1−k for each k ∈ {1, . . . , t};
b) a cyclic palindrome if there is a cyclic shift σ of indices, such that ak = aσ(t+1−k)
for each k ∈ {1, . . . , t}.
If a finite sequence is a cyclic palindrome, then so is its image under any cyclic
shift. Thus, if at least one of the ‘words’ representing the period of a periodic sequence
is a cyclic palindrome, then so are all such ‘words’, so it is correct to talk about cyclic
palindromic periods.
Definition 2. We say that the period of a periodic sequence is cyclic palindromic if
the ‘words’ representing the period are cyclic palindromes.
∗This research was supported by RFBR grant 15-01-05700, and “Dynasty” Foundation
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Clearly, a period read back to front is again a period of the same periodic sequence
if and only if this period is cyclic palindromic. So, the initial question is actually the
question of finding a ‘nice’ criterion for a continued fraction to have a cyclic palindromic
period. Notice that a similar question concerning regular palindromes differs from
ours. Indeed, not every cyclic palindrome can be turned into a regular one by a cyclic
shift: (1, 2) and (1, 1, 1, 2) are examples of such sequences. Moreover, the answer to
the question concerning regular palindromes follows easily from the classical Galois
theorem on reduced quadratic irrationalities. It was his first paper [8] where he proved
particularly that if
α = [a0; a1, . . . , at],
then for the conjugate α¯ of α we have
−1/α¯ = [at; at−1, . . . , a0].
Hence a criterion follows immediately:
Proposition 1. Let α be a quadratic irrationality. Then its continued fraction has a
period which is a regular palindrome if and only if α ∼ ω: ωω¯ = −1.
Here and below ω¯ denotes the conjugate of ω, and the equivalence α ∼ ω means
(cf. [9], [10]) that the continued fractions of α and ω have same ‘tails’. An equivalent
description is provided by Serret’s theorem [12], which states that α ∼ ω if and only if
there are a, b, c, d ∈ Z, such that ac− bd = ±1 and
α =
aω + b
cω + d
.
Given a cyclic palindrome, it can be cyclicly shifted so that it becomes either
a regular palindrome or a regular palindrome with an extra symbol attached to it.
In case this extra symbol is an integer, it is either even or odd. The following two
statements with very simple proofs involving the mentioned above Galois theorem can
be found in Perron’s book [10] (Satz 3.9 and Satz 3.30, see also [11]).
Proposition 2 (Legendre [1], Perron [10]). Let α be a quadratic irrationality. Then
its continued fraction has a period which is a regular palindrome with an extra even
partial quotient attached if and only if α ∼ √r, r ∈ Q.
Proposition 3 (Kraitchik [13], Perron [10]). Let α be a quadratic irrationality. Then
its continued fraction has a period which is a regular palindrome with an extra odd
partial quotient attached if and only if α ∼ 1/2 +√r, r ∈ Q.
Now, Propositions 1, 2, 3 together give us the desired criterion. We formulate it as
follows, with a little symmetrizing addition (statement (c)).
Theorem 1. The continued fraction of a quadratic irrationality α has a cyclic palin-
dromic period if and only if one of the following statements holds:
(a) α ∼ ω : ω + ω¯ = 0 (i.e. ω2 ∈ Q);
(b) α ∼ ω : ω + ω¯ = 1 (i.e. (ω − 1/2)2 ∈ Q);
(c) α ∼ ω : ωω¯ = 1;
(d) α ∼ ω : ωω¯ = −1.
Besides that, (b) is equivalent to (c).
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In Section 3, after having described in Section 2 geometry of continued fractions of
quadratic irrationalities, we shall prove Theorem 1 geometrically. We notice that the
only thing in Theorem 1 which does not follow directly from Propositions 1, 2, 3 is the
equivalence of statements (b) and (c).
Before finishing this Introduction we would also like to notice that it follows from
Propositions 2 and 3 (or statements (a) and (b) of Theorem 1) that all quadratic
integers have cyclic palindromic periods. One may ask if the periods of quadratic units
can be described more explicitly. Such a description is provided by the following simple
statement.
Proposition 4. For each positive integer q we have
(a) α2 − qα− 1 = 0 ⇐⇒ α = q + 1
α
= [q];
(b) α2 − (q + 2)α + 1 = 0 ⇐⇒ α− 1 = q + 1
1 +
1
α− 1
= [q; 1].
Despite its simplicity we could not find Proposition 4 in the literature, so we would
be glad to find out who was the first to discover it.
2 Geometry of continued fractions
Given a real α we shall denote by Lα the line in R2 which passes through the points
(0, 0) and (1, α). Clearly, there are no nonzero integer points on Lα if and only if α is
irrational.
Throughout this paper we shall consider only irrational α in order to avoid the
necessity to take into account what happens when Lα meets an integer point.
2.1 Klein polygons of adjacent angles
First, let us consider the following general construction. Let α and β be distinct
(irrational) real numbers. Then Lα and Lβ split the plane into four angles. For each
of those angles let us consider the convex hull of nonzero integer points contained in it.
The four unbounded (generalised) polygons thus obtained are called Klein polygons1.
We say that two Klein polygons are adjacent if they correspond to adjacent angles.
The vertices of Klein polygons all belong to Z2, therefore, we can talk about integer
lengths of their edges and integer angles between them.
Definition 3. A line segment is said to be integer if its endpoints are in Z2. An
integer segment is called empty if it contains no integer points other than its endpoints.
The integer length of an integer segment is defined as the number of empty segments
contained in it.
Definition 4. Given two empty integer segments with a common endpoint, the area of
the parallelogram spanned by them is called the integer angle between those segments.
1Sometimes the term Klein polygon is applied to the boundary of the convex hull, which is a broken
line with vertices in Z2. We prefer to call this boundary a sail, following Skubenko, Arnold et al.
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Given two arbitrary integer segments with a common endpoint, the integer angle be-
tween them is defined as the integer angle between their empty subsegments incident
to their common endpoint.
Generally, the set of integer points contained in the parallelogram mentioned in
Definition 4 may have a rather chaotic structure. It appears that in the case of a Klein
polygon’s adjacent edges all those points lie on a fixed diagonal of the parallelogram.
Proposition 5. Let v be a vertex of a Klein polygon K and let u and w be the closest
to v integer points on the edges of K incident to v (see Fig. 1). Denote by P
v
the
parallelogram determined by u, v, w. Then all the integer points in P
v
different from
u and w are positive integer multiples of v. Particularly, they all lie on the diagonal
of P
v
incident to v.
Proof. Since u, v, w lie on edges of K, the triangles 0vu and 0vw are empty (i.e.
they contain no integer points other than the vertices). This means that both pairs
{v,u} and {v,w} are bases of Z2. Hence u and w lie at the same distance from the
line generated by v, their sum u+w belongs to it, and all the integer points closer to
that line than u and w are integer multiples of v.
Lα
Lβ
0 v
u
w
u+w − v
K
P
v
sprout
Figure 1: Vertex sprout
Definition 5. Let K, v and P
v
be as in Proposition 5. We call the diagonal of P
v
incident to v a vertex sprout.
Thus, the integer angle between two adjacent edges of a Klein polygon equals the
integer length of the corresponding vertex sprout. There is a nice correspondence
between the edges of a given Klein polygon and the vertex sprouts of the adjacent one
(see also [5]).
Proposition 6. Let K1 and K2 be two adjacent Klein polygons. Let E1 denote the set
of all the edges of K1 and let S1 denote the set of all the vertex sprouts of K1. Let E2
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and S2 denote the same for K2. Then there is a bijection ϕ : E1 ∪ S1 → E2 ∪ S2 such
that
(a) ϕ(E1) = S2, ϕ(S1) = E2;
(b) ϕ preserves integer lengths;
(c) each element of E1 ∪ S1 is parallel to its image under ϕ;
(d) an edge and a sprout have a common endpoint whenever so do their images
under ϕ.
Lα
Lβ
0 v
u
w
u+w − v
−w
v −w u− v
w− v
K1
K2
edge
sprout
Figure 2: Edge–sprout correspondence
Proof. Let us denote by C1 the angle to which K1 corresponds, and by C2 — the one to
which K2 corresponds. Let v be a vertex of K1 and let u and w be as in Proposition
5. Then, the points u − v and w − v do not belong to C1, but one of them belongs
to C2 and the other one to −C2. We may assume that u− v ∈ C2. Then, the segment
[v−w,u−v] is an edge of K2, since −w and u are not in C2, v is primitive, and there
are no integer points between the line containing this segment and the line generated
by v (see Fig. 2). Obviously, the image of this edge under parallel translation by w is
exactly the sprout [v,u+w − v].
Thus, given a vertex v of K1, there is exactly one edge of K2 parallel to v and
having integer length equal to that of v’s sprout. Consider the endpoints of this edge.
As we have shown, those are v −w and u− v. For each of them there is exactly one
edge of K1 parallel to it and incident to v. For v −w it is the edge starting with the
segment [v,w], and for u− v — the one starting with [v,u].
Continuing this argument in both directions, we get the desired correspondence.
Notice that each vertex sprout has a ‘root’ at the vertex and a ‘top’ at its other
endpoint, and the ‘root’ is always closer to Lβ and to Lα than the ‘top’. This generates
an orientation of all the edges, so that the ‘beginning’ of an edge is closer to Lβ and
farther from Lα than its ‘end’ (if K1 and K2 are in same half-plane w.r.t. Lβ and are
separated by Lα, as in Fig. 2). Which allows enumerating all the vertices the following
way.
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Corollary 1. Let K1 and K2 be two adjacent Klein polygons separated by Lα. We can
denote all the vertices of K1 and K2 as vk, k ∈ Z, so that for each integer k
(a) vk−1, vk form a basis of Z
2;
(b) [vk−2,vk] is an edge of K1 if k is even, and of K2 if k is odd;
(c) vk is closer to Lα than vk−2;
(d) vk = vk−2 + akvk−1,
where ak equals both the integer length of [vk−2,vk] and the integer angle between the
edges incident to vk−1.
This numeration of vertices is unique up to the choice of the initial vertex.
Thus, we have the sequence (ak)k∈Z written twice along the boundaries of K1 and
K2 (cf. Fig. 3 below).
2.2 Korkina’s lemma
Given a basis v−2, v−1 of Z
2 and a sequence (ak)k∈Z of positive integers the recurrence
relation
vk = vk−2 + akvk−1 (2)
determines the whole sequence (vk)k∈Z.
Proposition 7 (Korkina [5]). Let (ak)k∈Z be an arbitrary sequence of positive integers
and let [v−2,v0] be an integer segment of integer length a0. Suppose that all the integer
points that are closer to the line through v−2 and v0 than the origin belong to that line.
Then there is a unique Klein polygon K with vertices v2m, m ∈ Z, such that for each
integer m
(a) [v2m−2,v2m] is an edge of K;
(b) a2m equals the integer length of [v2m−2,v2m];
(c) a2m+1 equals the integer angle at v2m.
Proof. If such a K exists, then by Corollary 1 its vertices and the vertices of an adjacent
Klein polygon should satisfy (2). This compels us to set v−1 = (v0−v−2)/a0 and define
the sequence (vk)k∈Z by (2). Let us also denote
∆k = conv(0,vk−2,vk).
Vectors v−2,v−1 form a basis of Z
2. We may assume without loss of generality that
det(v−2,v−1) = 1. Then it follows from (2) that for each integer k we have
det(vk−1,vk) = (−1)k−1 and det(vk−2,vk) = (−1)kak.
The latter equality implies that every two triangles ∆k and ∆k+2 share a common side
and do not overlap. Moreover,
det(vk−2 − vk,vk+2 − vk) = −akak+2 det(vk−1,vk+1) = (−1)kakak+1ak+2.
Hence it follows that each quadrilateral ∆k ∪∆k+2 is not convex, i.e. the broken line
with vertices . . . ,v−2,v0,v2, . . . bounds a convex region, a (generalised) convex polygon
K, which borders every ∆2m, but does not overlap any of them. Thus, the union
K ∪
⋃
m∈Z
∆2m
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is an angle C formed by some Lα and Lβ. It remains to notice that all the nonzero
integer points contained in ∆k belong to its side [vk−2,vk], so that
K = conv(C ∩ Z2\{0}).
For any two segments [v−2,v0] and [v
′
−2,v
′
0] satisfying the hypothesis of Proposition
7 there is a unique operator A ∈ GL2(Z) such that Av−2 = v′−2 and Av0 = v′0.
Applying Proposition 7 we get the following useful statement.
Corollary 2. Given two Klein polygons, suppose their 1-skeletons equipped with integer
lengths of edges and integer angles at vertices are isomorphic. Then there is an operator
in GL2(Z) which maps one Klein polygon onto the other and respects this isomorphism.
2.3 Klein polygons and continued fractions
Proposition 8. Within the notation of Corollary 1 fix k,m ∈ Z, k > m, and define p
and q by vk = qvm−2 + pvm−1. Then p and q are coprime integers and
p
q
= [am; am+1, . . . , ak].
Proof. Coprimality follows immediately from the fact that vk is primitive. The rest is
proven by induction on m while k is fixed. The base case m = k repeats statement (d)
of Corollary 1. The inductive step from m to m− 1 is provided by the relation
vk = qvm−2 + pvm−1 =
= qvm−2 + p(vm−3 + am−1vm−2) =
= p
(
vm−3 + (am−1 + q/p)vm−2
)
.
Proposition 8 already allows us to call the boundaries of two adjacent Klein polygons
a geometric continued fraction (cf. [6]). But let us show how the sequence (ak)k∈Z of
integer lengths and angles written along those boundaries is connected to the sequences
of partial quotients of α and β. Most explicitly it is observed if
α > 1, −1 < β < 0. (3)
In this case the points (1, 0) and (0, 1) are vertices of K1 and K2 (see Fig. 3) and we
can set
v−2 = (1, 0), v−1 = (0, 1). (4)
Proposition 9. Let α and β satisfy (3). Let (vk)k∈Z, (ak)k∈Z be defined by (4) and
Corollary 1. Then
α = [a0; a1, a2, . . .] and − 1/β = [a−1; a−2, a−3, . . .].
Moreover, for each k > 0 we have vk = (qk, pk), where pk and qk are the numerator
and denominator of the kth convergent to α.
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Lα
Lβ
a0
a2
a4
a−2
a1
a3
a−1
a−3
a−1
a1
a3
a2
a0a−2
v−2
v−1v−3
v2
v1
v−4
v0
K1
K2
Figure 3: Klein polygons and continued fractions
Proof. Proposition 8 with m = 0 under condition (4) immediately implies that vk =
(qk, pk) with coprime pk and qk such that
pk
qk
= [a0; a1, . . . , ak].
Furthermore, the points vk tend to Lα as k →∞. Particularly, pk/qk → α as k →∞.
Hence
α = lim
k→∞
[a0; a1, . . . , ak] = [a0; a1, a2, . . .].
As for the statement concerning the expansion of −1/β, it follows from the one
concerning α, since the rotation of the whole construction by pi/2 turns Lα and Lβ into
L−1/β and L−1/α respectively, and we have −1/β > 1 and −1 < −1/α < 0.
If α > β but (3) does not hold, the correspondence demonstrated in Proposition 9
is no longer exact, because then the segment with the endpoints (1, 0) and ([α], 0) fails
to be an edge of the corresponding Klein polygon. One can easily prove the following.
Proposition 10. If α > β, then (3) is equivalent to any of the following statements:
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(a) the points (1, 0) and (0, 1) are vertices of adjacent Klein polygons corresponding
to Lα and Lβ;
(b) the segment with the endpoints (1, 0) and (1, [α]) is an edge of a Klein polygon
corresponding to Lα and Lβ.
Since integer lengths and angles are invariant under the action of operators from
GL2(Z), for arbitrary α and β the exact correspondence is restored as follows.
Proposition 11. Let K1 and K2 be adjacent Klein polygons corresponding to Lα and
Lβ separated by Lα. Let (vk)k∈Z, (ak)k∈Z be as in Corollary 1, with arbitrary choice of
v0. Then there is a unique operator A ∈ GL2(Z) such that
(a) Av−2 = (1, 0), Av−1 = (0, 1), Av0 = (1, a0);
(b) ALα = Lα′, ALβ = Lβ′ (particularly, α ∼ α′, β ∼ β ′);
(c) α′ > 1, −1 < β ′ < 0;
(d) the sequence (ak) coincides with the sequence obtained by gluing together the
sequences of partial quotients of α′ and −1/β ′.
The proof is left to the reader.
2.4 Quadratic irrationalities
Lagrange’s theorem. It follows from Proposition 9 and Corollary 1 that if the
continued fraction of α is (eventually) periodic, then (1, α) is an eigenvector of an
operator from SL2(Z). Indeed, we may assume that α > 1 and complement it with β
satisfying (3). Let (vk) be as in Corollary 1. Then, if t is the period length and s is
the length of the preperiod, the operator A determined by
Avs = vs+2t, Avs+1 = vs+1+2t
maps the whole sequence (vk)k>s onto its proper subset and preserves orientation.
Hence A ∈ SL2(Z) and ALα = Lα. Thus α appears to be a quadratic irrationality,
which is the simplest half of Lagrange’s theorem on continued fractions.
In order to prove the hardest half of Lagrange’s theorem, let us consider an operator
A ∈ SL2(Z) with positive irrational eigenvalues. It has eigenvectors (1, α), (1, β),
α 6= β. It is easy to see that α and β are conjugate quadratic irrationalities. Denote
by C the angle between (1, α) and (1, β) and by K the corresponding Klein polygon,
K = conv(C ∩ Z2\{0}).
Then A(C) = C, A(K) = K, A(∂K) = ∂K, where ∂K denotes the boundary of K. This
means that the sequence (ak) of integer lengths and angles written along ∂K is mapped
onto itself under the action of A. Hence it is periodic. Applying Proposition 11 we see
that α and β have eventually periodic continued fraction expansions.
It remains to show that for any quadratic irrationality α there is an operator A ∈
SL2(Z) such that (1, α) is its eigenvector. One of the standard ways to do this is to
show that if α is a root of ax2 + 2bx+ c, a, b, c ∈ Z, ac < 0, then the quadratic form
f(x, y) = cx2 + 2bxy + ay2
admits a nontrivial SL2(Z)-automorphism with nonnegative entries. Such an automor-
phism would generate a hyperbolic shift with the axes generated by (1, α), (1, β), where
β is the conjugate of α.
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Remark. The condition ac < 0 can be easily satisfied due to statements (b) and (c) of
Proposition 11, for if α and β are conjugates, so will be α′ and β ′.
An automorphism of f(x, y) is found by iterating the substitutions
(x, y)→ (x, x+ y) or (x, y)→ (x+ y, y),
of which we choose according to the sign of f(1, 1). Initially we have f(0, 1)f(1, 0) =
ac < 0. So, if for the current f(x, y) we have f(1, 1)f(0, 1) < 0, we apply the first sub-
stitution, if f(1, 1)f(1, 0) < 0, we apply the second one. Those products are nonzero,
since f(x, y) is never zero at nonzero integer points. The choice of the substitution is
determined uniquely and it preserves the condition
f(0, 1)f(1, 0) < 0.
Moreover, this process does not change the discriminant b2−ac, which is positive. This
bounds possible values of coefficients. Therefore, since this process is invertible, the
initial triple (a, b, c) appears again inevitably. Thus we find a nonidentity A ∈ SL2(Z)
with nonnegative entries such that
f(x, y) = (x y)
(
c b
b a
)(
x
y
)
= (x y)A⊺
(
c b
b a
)
A
(
x
y
)
.
Hence (1, α) and (1, β) are eigenvectors of A, which completes the proof of Lagrange’s
theorem.
Galois’ theorem. Let α and β be conjugate quadratic irrationalities. Then, as we
have just shown, (1, α), (1, β) are eigenvectors of an operator A ∈ SL2(Z). Taking into
account Proposition 11 we see that a period of α is a reversed period of β. Moreover,
if α and β satisfy (3), then by Proposition 9 neither α, nor −1/β have any preperiod.
In addition to that, if α is purely periodic, then statement (b) of Proposition 10 holds,
so that α and β satisfy (3), whence, again by Proposition 9, −1/β has no preperiod.
This gives us Galois’ theorem quoted in the Introduction.
Geometry of quadratic irrationalities. While proving Lagrange’s and Galois’
theorems we have particularly shown the following.
Proposition 12. Let α and β be quadratic irrationalities. Then the following state-
ments are equivalent:
(a) α and β are conjugates;
(b) (1, α) and (1, β) are eigenvectors of an operator from SL2(Z);
(c) the sequence (ak) of integer lengths and angles written along the boundary of a
Klein polygon corresponding to Lα and Lβ is periodic;
(d) there is an A ∈ GL2(Z) such that for α′ and β ′ determined by ALα = Lα′,
ALβ = Lβ′ we have
α′ = [a0; a1, . . . , at], −1/β ′ = [at; at−1, . . . , a0].
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3 Proof of Theorem 1
Let α be a quadratic irrationality, and let (ak)k∈Z be the sequence of integer lengths
and angles written along the boundaries of the Klein polygons corresponding to Lα
and Lα¯. Given a specific edge or a vertex of one of the Klein polygons, we may assume
that a0 is attached to it.
If ω ∼ α, then there is an A ∈ GL2(Z) such that ALα = Lω and ALα¯ = Lω¯, so,
we have the same sequence (ak) written along the boundaries of the Klein polygons
corresponding to Lω and Lω¯.
The sequence (ak) is periodic and its period coincides with the period of the contin-
ued fraction of α. This period is cyclic palindromic if and only if (ak) is symmetric. A
center of this symmetry is either an element of (ak), or a space between neighbouring
elements. In case it is an element of (ak), being a positive integer, it is either even, or
odd. Thus, a center may be even, odd, or intermediate.
We split the proof of Theorem 1 into four lemmas, which are proved similarly.
Lemma 1. The sequence (ak) has an even center if and only if
α ∼ ω : ω + ω¯ = 0. (5)
Proof. Suppose ω satisfies (5). Then Lω and Lω¯ are symmetric with respect to the
coordinate axes. Denote by K the Klein polygon containing the point (1, 1) and set
A =
(
1 0
0 −1
)
, B =
(−1 0
0 1
)
.
Then, if |ω| > 1, we have AK = K, and we can attach a0 to the vertical edge of K (see
Fig. 4). If |ω| < 1, we have BK = K, and we can attach a0 to the horizontal edge of
K (see Fig. 4). Then a0 is even and is a center of (ak).
Conversely, given (ak) with an even center at a0, let us set
v−2 = (1,−a0/2), v0 = (1, a0/2)
and apply Proposition 7. We get a Klein polygon K corresponding to some Lω and Lω¯.
Clearly, Av−2 = v0 and Av0 = v−2. Applying Proposition 7 to Av−2 and Av0 we get
AK = K,
whence ALω = Lω¯ and ALω¯ = Lω. Thus, ω¯ = −ω.
Remark 1. It is clear from the proof of Lemma 1 that the upper half of the segment
[v−2,v0] provides ω with a preperiod consisting of a0/2, which results in (1).
Lemma 2. The sequence (ak) has an odd center if and only if
α ∼ ω : ω + ω¯ = 1. (6)
Proof. Suppose ω satisfies (6). Then Lω and Lω¯ are interchanged by
A =
(
1 0
1 −1
)
and B =
(−1 0
−1 1
)
.
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Lω
L−ω
a0
a1
a−1
a2
a−2
K = K′
|ω| > 1
Lω
L−ω
a0
a1a−1
a2a−2 K = K′′
|ω| < 1
(
1 0
0 −1
)
K′ = K′
(−1 0
0 1
)
K′′ = K′′
Figure 4: Symmetries for the case ω + ω¯ = 0
Denote by K the Klein polygon containing the point (1, 1).
We may assume that ω > ω¯. Particularly, ω > 1/2.
If ω > 1, there is an edge of K which contains (1, 0) and (1, 1). Let us attach a0 to
this edge (see Fig. 5). Then a0 is odd and is a center of (ak), since
AK = K and A
(
1
1/2
)
=
(
1
1/2
)
.
If ω < 1, there is an edge of K which contains (−1, 0) and (1, 1), and we attach a0
to this edge (see Fig. 5). Then, again, a0 is odd and is a center of (ak), since
BK = K and B
(
0
1/2
)
=
(
0
1/2
)
.
Conversely, given (ak) with an odd center at a0, let us set
v−2 = (1, (1− a0)/2), v0 = (1, (1 + a0)/2)
and apply Proposition 7. We get a Klein polygon K corresponding to some Lω and
Lω¯. Clearly, Av−2 = v0 and Av0 = v−2. Same as in the proof of Lemma 1, we apply
again Proposition 7 to Av−2 and Av0 and get
AK = K,
whence ALω = Lω¯ and ALω¯ = Lω. Thus, ω¯ = 1− ω.
Lemma 3. The sequence (ak) has an odd center if and only if
α ∼ ω : ωω¯ = 1. (7)
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Lω
L1−ω
a0
a1
a−1
a2
a−2
K = K′
ω > 1
Lω
L1−ω
a0
a1
a−1
K = K′′
ω < 1
(
1 0
1 −1
)
K′ = K′
(−1 0
−1 1
)
K′′ = K′′
Figure 5: Symmetries for the case ω + ω¯ = 1
Proof. Suppose ω satisfies (7). Then Lω and Lω¯ are interchanged by
A =
(
0 1
1 0
)
.
We may assume that ω < 0. Then the points (1, 0) and (0, 1) lie on an edge of a Klein
polygon K (see Fig. 6). Attaching a0 to this edge we see that a0 is odd and is a center
of (ak), since
AK = K and A
(
1/2
1/2
)
=
(
1/2
1/2
)
.
Conversely, given (ak) with an odd center at a0, let us set
v−2 =
(
1 + a0
2
,
1− a0
2
)
, v0 =
(
1− a0
2
,
1 + a0
2
)
,
notice that Av−2 = v0, Av0 = v−2, and apply Proposition 7 twice. As before, we
thus obtain a Klein polygon K corresponding to some Lω and Lω¯ such that AK = K,
ALω = Lω¯, and ALω¯ = Lω. Hence ω¯ = 1/ω.
Lemma 4. The sequence (ak) has an intermediate center if and only if
α ∼ ω : ωω¯ = −1. (8)
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LωL1/ω
a0
a1
a−1
a−2
a2
K
(
0 1
1 0
)
K = K
Figure 6: Symmetry for the case ωω¯ = 1
Proof. Suppose ω satisfies (8). Then Lω and Lω¯ are orthogonal and are interchanged
by
A =
(
0 −1
1 0
)
.
We may assume that ω > 1. Then ω and ω¯ satisfy (3) and we can set
v−2 = (1, 0), v−1 = (0, 1),
attaching thus a0 to the vertical edge of the Klein polygon corresponding to the angle
between (1, ω) and (1, ω¯) (see Fig. 7). Then for each even k we have Avk = v−3−k ,
whence it follows that for each integer k we have
ak = a−1−k , (9)
i.e. the space between a0 and a−1 is a center of symmetry of (ak).
Conversely, given (ak) with an intermediate center between a0 and a−1, let us set
v−2 = (1, 0), v0 = (1, a0).
Applying Proposition 7 we get a Klein polygon K1 with vertices v2m,m ∈ Z. The points
v2m+1, m ∈ Z, are vertices of an adjacent Klein polygon K2. Since (ak) satisfies (9),
1-skeletons of K1 and K2 are isomorphic, so that by Corollary 2 there is a B ∈ GL2(Z)
such that
Bvk = v−3−k .
But the segment [v−1,v−3], being parallel to v−2, is orthogonal to [v−2,v0]. Hence
B = A and, thus, ωω¯ = −1.
Combining Lemmas 1–4 we get Theorem 1.
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Lω
L−1/ω
a0
a1
a−1
a−2
a2
a0
a1
a−1a−2 K1
K2
(
0 −1
1 0
)
K1 = K2
Figure 7: Symmetry for the case ωω¯ = −1
References
[1] A.M.Legendre The´orie des nombres. (3 e´d.), Paris (1830).
[2] V. I. Arnold Continued fractions of square roots of rational numbers and their
statistics. Russian Math. Surveys, 62:5 (2007), 843–855.
[3] F.Aicardi Symmetries of quadratic form classes and of quadratic surd continued
fractions. Part II: Classification of the periods’ palindromes. Bull. Braz. Math.
Soc., New Series, 41:1 (2010), 83–124.
[4] E.B.Burger A tail of two palindromes. Amer. Math. Monthly, 112:4 (2005),
311–321.
[5] E. I. Korkina Two-dimensional continued fractions. Simplest examples. Proc.
Steklov Inst. Math., 209 (1995), 124–144.
[6] O.N.Karpenkov Geometry of Continued Fractions. Algorithms and Computa-
tion in Mathematics, 26, Springer-Verlag (2013).
[7] P.Erdo¨s, P.Gruber, J.Hammer Lattice Points. Pitman Monographs and Sur-
veys in Pure and Applied Mathematics, 39. Longman Scientific & Technical, Har-
low (1989).
[8] E´. Galois De´monstration d’un the´ore`me sur les fractions continues pe´riodiques.
Annales de Mathe´matiques, 19 (1828), 294–301.
[9] A.Ya.Khintchine Continued fractions. Dover Publications (1997).
[10] O.Perron Die Lehre von den Kettenbru¨chen. Band I. (3 Aufl.), Teubner (1954).
[11] B.A.Venkov Elementary number theory.Wolters–Noordhoff, Groningen (1970).
15
[12] J.-A. Serret Sur le de´veloppement en fraction continue de la racine carre´e d’un
nombre entier. J. Math. Pures Appl., 12 (1847), 518–520.
[13] M.Kraitchik The´orie des nombres. Tome II. Paris (1926).
16
