Abstract As whole genome sequence becomes a routine component of gene discovery studies in humans, we will have an exhaustive catalog of genetic variation and the challenge becomes understanding the phenotypic consequences of these variants. Statistical genetic methods and analytical approaches that are concerned with optimizing phenotypes for gene discovery for complex traits offer two general categories of advantages. They may increase power to localize genes of interest and also aid in interpreting associations between genetic variants and disease outcomes by suggesting potential mechanisms and pathways through which genes may affect outcomes. Such phenotype optimization approaches include use of allied phenotypes such as symptoms or ages of onset to reduce genetic heterogeneity within a set of cases, study of quantitative risk factors or endophenotypes, joint analyses of related phenotypes, and derivation of new phenotypes designed to extract independent measures underlying the correlations among a set of related phenotypes through approaches such as principal components. New opportunities are also presented by technological advances that permit efficient collection of hundreds or thousands of phenotypes on an individual, including phenotypes more proximal to the level of gene action such as levels of gene expression, microRNAs, or metabolic and proteomic profiles.
Introduction
In recent years, the field of complex disease genetics has been increasingly focused on maximizing the genetic information in our studies, driven largely by technological advances. We have sought to increase power for genetic studies by better capturing unobserved underlying genetic variation through the development of microsatellite and SNP maps for linkage studies and then by the use of dense SNP panels designed to maximize linkage disequilibrium with common variants for association studies. Similarly, exome sequencing represents an attempt to intelligently sample parts of the genome enriched for functional variants. One indicator of the focus of methods development in complex disease genetics is the Genetic Analysis Workshop (GAW), a forum for development, testing, and comparison of statistical genetic methods held every 2 years. GAW 14 focused on the transition from microsatellites to SNPs for genome scanning (Bailey-Wilson et al. 2005) . Genome-wide association was the topic of GAW16 (Cupples et al. 2009 ) and analysis of exome sequence data was featured at GAW17 (Ghosh et al. 2011) . However, this sweep of technological development is reaching its natural conclusion. Costs for whole genome sequencing are rapidly dropping and it will soon become the standard means of genome scanning for human complex disease genetics. We will begin our studies knowing that the functional variants of interest will be among our genotyped markers and increasing power by improving coverage of the genome will cease to be a key issue. The challenge then for maximizing power to detect effects of interest will be to make better use of this comprehensive data on DNA variation by optimizing other aspects of the study design, such as the choice of individuals and phenotypes to be studied.
In the GWAS era, the hopes for advancement of the field were invested in maximizing the informativeness of the genotype data available for study with phenotype most frequently simplified to a case/control dichotomy. In the post-GWAS era, attention will now turn to the phenotype half of the phenotype-genotype connection. High throughput methods for proteomics, metabolomics, and transcriptomics as well as growing caches of data in electronic medical records are introducing technology-driven enhancements in the availability and comprehensiveness of phenotype information. One might say that this is the start of a ''phenome project'' that is the natural successor to the human genome project, as having a complete catalog of human genome sequence does not tell us what that sequence does. In essence, we will have the genotypes and will be searching for the phenotypes whose variation they influence. Methodologically, approaches originally developed to deal with genetic heterogeneity or extract additional phenotypic information to improve power in linkage studies will see a resurgence as they are applied to GWAS and whole genome sequencing studies.
Phenotypic complexity: challenges and opportunities
It is generally accepted that complex human phenotypes that are heritable are most likely influenced by multiple genes and their interactions with each other and with the environment. Thus far, the common variants with allele frequencies over 1 % that are well captured through GWAS appear to account for a small portion of the heritability of complex traits. Given this 'missing heritability' unaccounted for by GWAS, there is growing realization that many complex human phenotypes are likely influenced by a collection of rare variants of varying effect sizes and that two individuals with the same clinical diagnosis may carry entirely different risk alleles. One implication of this is that what is a single disorder on a clinical level may actually be a heterogeneous group of potentially overlapping disorders on a genetic or etiologic level. Such heterogeneity presents both challenges and opportunities. All methods of gene localization are sensitive to locus heterogeneity in which different genes contribute to phenotypic variation in different subsets of individuals, and association methods are also sensitive to allelic heterogeneity in which different variants in the same locus affect variation. In these cases, heterogeneity reduces power for gene localization.
One approach to dealing with this potential complexity is to try to use clinical features or quantitative measures to identify etiologically more homogeneous subsets within a group of patients with a given diagnosis. If the number of individuals genotyped or sequenced is a limiting factor, concentrating these scarce resources on a more homogeneous subset of individuals, and thereby limiting both locus and allelic heterogeneity, should increase the power for gene localization. A classical example of the successful application of this approach is the division of affected individuals into early-and late-onset groups, which facilitated the identification of APOE as a major locus for Alzheimer's disease (St. George-Hyslop et al. 1987 ) and BRCA1 for breast cancer (Hall et al. 1990 ). Hall et al. noted that only a portion of their 23 extended families with multiple cases of breast cancer showed evidence of linkage on chromosome 17 and found that the linkage signal was strongest (LOD = 5.98) in the seven families where the mean age at diagnosis was B45 years and linkage to the same location was formally excluded (LOD \ -2) in the families with older ages of onset. Use of age at onset to identify potentially more homogenous subgroups of cases continues to be applied in GWAS studies of traits such as obesity (Meyre et al. 2009 ), myocardial infarction (Myocardial Infarction Genetics Consortium et al. 2009), and major depression (Shi et al. 2011) . The Myocardial Infarction Consortium began their GWAS with a cohort of cases with early-onset myocardial infarction (MI), defined as Bage 50 in men or B60 in women, and followed this with replication samples where the cases were chosen to be at or below the mean age of onset for MI. They identified nine loci associated with MI at genome-wide levels of significance. Four of these loci had been reported in a previous MI GWAS study that did not utilize age at onset; two loci had previously been associated with LDL, a quantitative risk factor for MI; and the final three were novel.
For any given complex disease, there may be a variety of potential markers of heterogeneity. Familial aggregation may be useful in selecting among them. Family members are likely to share variants that influence the trait of interest, and in theory phenotypes that index a particular underlying risk allele should also be correlated among those family members. Alternatively, cluster analysis may be used to jointly analyze numerous clinical features to identify subgroups of patients who share a set of characteristics, so that they may be analyzed as a separate group. For example, Gelernter et al. (2006) utilized cluster analysis of symptom variables related to opioid use from the Semi-Structured Assessment for Drug Dependence and Alcoholism to identify five phenotypic subgroups within participants in a linkage study of opioid and cocaine dependence. The highest LOD score observed in their study for a conventionally defined diagnosis of opioid dependence was 2.43. In contrast, two LOD scores[3 were obtained with cluster analysis phenotypes, one with affection status defined by membership in a cluster of heavy opioid users and one based on a cluster of non-opioid users with a high rate of cocaine dependence. A recent variation on this approach utilizes cluster analysis of high-dimensional proteomic, metabolomic, or transcriptomic data to identify subgroups of patients. For example, Harvey et al. (2010) examined gene expression profiles in 207 children with high-risk B-precursor acute lymphoblastic leukemia to identify eight subgroups of patients. Supporting the idea that these mRNA-defined clusters may represent genetically homogeneous groups of patients, they showed that two of the clusters were associated with previously identified translocations.
Attempts to reduce heterogeneity in a sample are, however, not without costs. One that is obvious is that subsetting the sample through cluster analysis or on the basis of some clinical feature necessarily reduces sample size; for continuous variables, it requires the selection of a threshold at which to divide the sample, the choice of which might not always be clear. One method of dealing with this uncertainty is to use ordered subset analysis in which cases or families are ordered on the basis of a quantitative variable (e.g., age at onset) and the analysis is performed multiple times with the threshold for inclusion being systematically increased or decreased (Chung et al. 2008; Qin et al. 2010 ). This may be used to identify the threshold at which a gene localization signal is maximized; however, it makes interpretation of statistical significance problematic as it inherently increases multiple testing. Typically, permutation of the data set is used to demonstrate that the observed signal is unlikely to occur by chance in random subsets of the data.
Intermediate phenotypes, endophenotypes, and risk factors
Another strategy for dealing with underlying genetic heterogeneity and potentially a complex network of etiologies contributing to variation in a phenotype is to directly study quantitative risk factors that may index different underlying aspects of disease etiology in the hope that these intermediate phenotypes may be genetically less complex with potentially stronger genetic signals. The incorporation of quantitative risk factors into genetic studies of complex disease has varied greatly between different phenotypic areas. Such studies have a long and productive history in cardiovascular disease research, where phenotypes such as cholesterol levels and blood pressure have long been included in genetic studies. In contrast, in psychiatric genetics, such quantitative risk factors have been named endophenotypes and have been less readily accepted.
One argument used against genetic studies of endophenotypes is that frequently the heritability for the clinical end point, i.e., the psychiatric disorder, is higher than the heritability of a proposed endophenotype. However, as heritability is an aggregate composite of the effects of an unknown number of genetic loci with unknown individual effect sizes, the overall heritability of a trait is not necessarily a useful indicator of the power to detect genes. It is important that non-zero heritability be demonstrated to support gene localization for a trait and the overall heritability certainly places an upper bound on possible effect sizes of individual loci. But a trait with a heritability of 80 % may be more difficult to localize genes for than a trait with a heritability of 40 % if the heritability for the first trait is due to dozens or hundreds of loci of very small effect (e.g., height), and the heritability for the second trait is due to a handful of loci some of which have moderate effect sizes (e.g., levels of gene expression). In general, the closer a phenotype is to the level of gene action, the larger we might expect the genetic effects to be. If a genetic variant alters transcription factor binding, which leads to decreased gene expression that decreases protein levels thus impairing physiological function and increasing risk of disease, the effect size of that variant is largest on transcription factor binding, still quite substantial on gene expression, moderate on physiological function, and smallest on disease risk. As yet, there are relatively few examples directly comparing the effect of the same functional variant in the same sample at these different levels of physiological functioning. Göring et al. (2007) utilized gene expression measures to search for genes involved in regulation of HDL cholesterol and identified a promoter variant affecting a transcription binding site upstream of VNN1 that showed exceptionally strong association with VNN1 transcript levels (p = 5.7 9 10 -83 ) and weaker association with HDL cholesterol measures (4.0 9 10 -4 ), consistent with the notion that effect sizes are highest for phenotypic measures most proximal to the action of the variant. High throughput transcriptomic, metabolomic, and proteomic approaches now provide opportunities to screen thousands of phenotypes close to the level of gene action to identify novel quantitative risk factors.
For more traditional quantitative risk factors, even if they are not genetically simpler, under most circumstances they offer better power for gene localization than comparable dichotomous phenotypes simply because of the loss of information inherent in dichotomizing what is essentially a continuous process. For an extreme example, direct analyses of body mass index (BMI) are better powered than analyses of the yes/no trait of obesity defined as a threshold on the BMI continuum. In this case, it is obvious that variations in BMIs over the threshold provide meaningful information about phenotype severity among affected individuals and variations in BMIs under the threshold may provide information about greater and lesser degrees of liability among unaffected individuals. Blangero et al. (2003) assessed the loss of information for gene localization incurred in dichotomizing a directly measurable quantitative phenotype and found that the relative efficiency of the discrete categorization, as compared to the original quantitative measure, varied from 0.01 to 0.33 depending on the prevalence of the discrete phenotype. Quantitative ways of measuring the phenotype of interest also better reflect our understanding of the genetics of complex human traits than yes/no dichotomous phenotypes (Plomin et al. 2009 ). In general, we conceptualize common, complex human diseases as resulting from an accumulation of risk factors under a 'liability threshold' model (Falconer 1989) . That is, rather than individuals with and without disease being different in kind, they are different in degree. It is likely that many unaffected individuals carry risk alleles, just fewer of them than affected individuals.
To establish a quantitative risk factor or endophenotype, it is necessary to document that the measure differs between affected and unaffected individuals and is heritable (Gottesman and Gould 2003) . Further, it needs to vary meaningfully in unaffected individuals such that it is differentiating degrees of risk rather than simply recapitulating the yes/no diagnostic dichotomy. And for use in genetic studies, it should ideally be practically and economically feasible to measure in large numbers of individuals. If it is indexing disease liability, the quantitative risk factor should also differ not only between affected and unaffected individuals but also between unaffected relatives of patients and unaffected individuals with no family history of disease. That phenotypes in unaffected relatives of patients should be intermediate between patients and controls is implied by the existence of pleiotropy between the quantitative risk factor and the disease, which occurs when two phenotypes are influenced by overlapping sets of genes. Although demonstrating intermediate mean trait values in unaffected relatives of patients is more common, a more direct means of establishing the existence of pleiotropy is the genetic correlation between the two traits which quantifies the degree of overlap in the genetic effects on the phenotypes (Falconer 1989 ).
Screening potential endophenotypes-the endophenotype ranking value
Traditionally, the time required to collect extensive medical history or behavioral data or the biological samples and costs to perform numerous laboratory assays have limited the number of phenotypes collected for a genetic study. However, new technologies are automating phenotyping as well as genotyping, and the quickly expanding opportunities to collect large numbers of potential endophenotypes, clinical measures, and quantitative risk factors correlated with disease present new challenges. With the advent of electronic medical records, it may be possible to access a wide variety of ancillary information on study participants at little or no cost to a research study, and new genetic studies are being developed from clinical populations in which patients have consented to use of their medical records for genetic research (e.g., Bielinski et al. 2011 ). In addition to more classical biomedical, clinical, and neuropsychological measures, high throughput ''omics'' technologies now provide potentially tens of thousand of quantitative risk factors in the form of measures of gene transcription, microRNA levels, proteomics, and metabolomics. These measures are likely close to the level of gene action, improving power to detect genetic effects, but the sheer number of phenotypes available compounds the multiple testing problems inherent in genome-wide screening if such screens are conducted for potentially hundreds or thousands of phenotypes. The endophenotype ranking value (ERV; Glahn et al. 2012 ) represents a simple mechanism for objectively ranking quantitative risk factors to identify those that may provide the best power to localize genes with pleiotropic effects on a related human disease. The ERV is based on the standardized genetic covariance between the risk factor and the disease and is a simple composite of the heritability of the endophenotype ( h 2 endo ), the heritability of the disease (h 2 dis ), and the genetic correlation between them (q G ): ERV = sqrt(h 2 endo Þsqrt(h 2 dis Þq G Varying between zero and one, with higher values representing a stronger endophenotype, the ERV identifies phenotypes with a balance between a strong genetic signal (the heritability of the endophenotype) and pleiotropy between the endophenotype and the disease of interest (the genetic correlation). An ideal quantitative risk factor has both a high heritability and a high genetic correlation with disease liability. Glahn et al. (2012) screened 11,000-plus measures of RNA transcription in lymphocytes and identified eight genes whose expression levels were as strong or stronger endophenotypes for recurrent major depression as the Beck Depression Inventory (BDI).
The ''reverse endophenotype'' approach
In addition to their value for gene finding, it has been suggested that endophenotypes or quantitative risk factors may also facilitate the understanding and interpretation of loci identified through genome scans of a disease end point. By their nature, complex human diseases likely involve multiple potential biological pathways through which risk alleles may affect liability to disease. Demonstrating an association between a particular genetic marker and disease risk is only a first step to understanding how a gene and its variants may affect disease and, therefore, what kind of interventions on the underlying biological systems may treat or prevent illness.
The 'reverse endophenotype' approach advocates using clinical features or quantitative measures of intermediate phenotypes not for gene finding, but for understanding the action of previously identified loci. Consider a locus associated with risk of heart disease. It might act through effects on blood pressure homeostasis, lipid metabolism, inflammation, or any of a variety of other mechanisms. Identifying which of these quantitative clinical markers is also associated with the locus helps to clarify how variation in the gene affects disease risk, particularly in cases where the function of the associated gene was previously unknown or in cases where a gene of known function could affect one or more of a number of underlying pathways such as is the case for transcription factors. This may help to inform future functional studies of the gene. For example, Denny et al. (2011) screened electronic medical records of 13,617 individuals to identify additional phenotypes also associated with an SNP near FOXE1 that was previously identified through case/control analyses of hypothyroidism. They found that frequency of thyroiditis, goiters, and thyrotoxicosis differed by SNP genotype, but that Graves disease did not. A closely related concept is the phenome-wide association study (Pendergrass et al. 2011) , in which a large number of phenotypes are screened and the patterns of results examined for additional insight into potential pleiotropic effects.
Other techniques discussed above may also be applied with the goal of interpreting existing signals, rather than increasing the power for localization. For example, ordered subset analysis may be used to identify clinical features associated with a previously detected locus or to select a subset of cases with the strongest evidence for localization for sequencing or other follow-up studies.
Multiple testing
Even with the application of ranking systems such as the ERV, it is likely that a genome-wide screen will utilize multiple phenotypes. While the cost of whole genome sequencing is rapidly decreasing, it is still not trivial and investigators will naturally want to extract the maximum possible scientific value from these expensive and ambitious studies by studying as many relevant phenotypes for which they have adequate power to detect genetic signals. Such phenotype screening compounds the already formidable multiple testing issues inherent in genome-wide sequence screens. This issue is not unique to whole genome sequence, of course, and has been raised repeatedly in the context of linkage and genome-wide association screens. Essentially, if many phenotypes are tested, but the usual genome-wide p value threshold is used, the results are not as protected against false positives as that p value would suggest. The greater the number of phenotypes screened, the greater are the chances of exceeding that genome-wide p value threshold by chance alone.
Compounding the problem is the fact that the phenotypes being screened will typically be correlated with each other, as they were likely selected for their common relation to a disease of interest. This correlation among phenotypes makes a Bonferroni correction overly conservative. There are a number of potential strategies for dealing with multiple testing issues raised by the use of multiple phenotypes. From an analytical standpoint, the simplest is to reimagine the study as hypothesis generating, rather than hypothesis testing, and rely on replication of a small number of specific phenotype/genotype hypotheses in an independent sample to establish the significance threshold. Of course, this may not always be possible, particularly for phenotypes that are not commonly measured or are expensive to obtain and therefore may not be available in sufficient numbers of individuals in more than one genetic study. An alternative is to utilize the correlational structure between the phenotypes to estimate an effective number of independent phenotypes, which can be done easily using methods originally developed for estimating the number of independent SNPs given the pattern of linkage disequilibrium between them (e.g., Moskvina and Schimidt 2008) . A Bonferroni correction to the desired p value threshold can then be made based on the effective number of independent phenotypes, taking into account the correlations between them. Stein et al. (2012) utilized this approach in a meta-analysis of GWAS of hippocampal, intracranial, and total brain volumes. They examined associations for eight measures of brain volume and used a matrix of cross-correlations among phenotypes that was calculated from the t statistics for associations with each of these phenotypes with each GWAS SNP. The eigenvalues of the correlation matrix were then used to determine that these eight measures were equivalent to testing of four independent phenotypes, and the desired significance threshold for their GWAS was Bonferroni corrected for the effective number of independent phenotypes tested.
Joint analyses of multiple phenotypes
Many studies of quantitative risk factors screen the genome with these measures and then test whether associated markers also show a signal with a disease of interest. Particularly in the case of studies of normal variation, the Hum Genet (2012 ) 131:1533 -1540 1537 genome screening results for multiple traits that are known to be related may be examined for concordance of findings across phenotypes. An alternative to these sequential sorts of approaches is joint analysis of multiple phenotypes. Methods for joint analyses of multiple traits have been developed for both linkage (e.g., Almasy et al. 1997 ) and association (e.g., Saint-Pierre et al. 2011) . While joint analyses reduce multiple testing and may increase power, they generally come at the cost of additional degrees of freedom in the test statistic. Additionally, although in theory these multivariate analysis methods can be expanded to include any number of phenotypes, in practice, they can become computationally prohibitive as the number of phenotypes increases and it is uncommon to see more than two phenotypes in an analysis and quite rare to find more than three phenotypes analyzed jointly. Theoretical and simulation studies suggest that multitrait analyses increase power to localize genes influencing a phenotype of interest under a variety of genetic models, but that power is maximized when there are multiple loci with genetic correlations of different directions jointly influencing two phenotypes such that the correlation due to the locus of interest and the correlation due to residual genetic effects of other loci are in opposite directions (Amos et al. 2001; Saint-Pierre et al. 2011) . In addition to simulations documenting the improvement in power of their bivariate association approach, Saint-Pierre et al. illustrated the potential results in a GWAS of bone mineral density measured at the lumbar spine and femoral neck. All of the top association signals from univariate GWAS of either trait alone were also picked up in the bivariate GWAS. In contrast, of the top 100 associations from the bivariate GWAS, 52 SNPs also had strong signals from at least one of the univariate scans and many markers had weaker signals, but 16 SNPs with strong signals in the bivariate GWAS failed to reach even nominal significance (p \ 0.05) in either of the univariate GWAS, suggesting that the bivariate approach may pick up associations that would otherwise be missed.
Deriving a new phenotype that captures commonalities among a set of phenotypes
An alternate approach to jointly analyzing a set of related traits is to attempt to derive a new phenotype or phenotypes that represent one or more underlying common factors shared among the set of traits. Ideally, these new phenotypes are orthogonal to each other and uncorrelated in the hope that each of them represents a different underlying pathway or domain of genetic influence. This is commonly done by factor analysis and particularly by principal components analysis. If the set of related phenotypes is particularly large, this approach may greatly reduce the multiple testing that would be incurred in conducting separate genome screens for each phenotype and is computationally more tractable than full multivariate analyses. A variant of this strategy is the ''Principal Components of Heritability'' (PCH) method in which rather than maximizing the overall phenotypic variance explained by the largest derived components, the approach maximizes the heritability of the main components, i.e., the genetic variance explained by the component (Ott and Rabinowitz 1999) . While there are numerous examples of linkage studies conducted on principal components derived from suites of related phenotypes (e.g., Dick et al. 2002; Arya et al. 2002) , this approach has not yet been widely applied in GWAS.
The cluster analysis approach described above to identify more homogenous subgroups of patients may also be used as a means of extracting new phenotypes from a set of clinical features. In this application, rather than assigning patients to a particular subgroup, the probability of group membership obtained from the cluster analysis is analyzed as a quantitative trait for each individual for each subgroup. For example, Wilcox et al. (2009) utilized this approach in a GWAS of phenotypes related to cardiovascular disease in the Framingham Heart Study. They identified five clusters among participants in the Framingham Offspring Cohort, including one characterized by high rates of obesity and one by features of the metabolic syndrome. A case/control GWAS comparing cases in these clusters to controls in two other clusters resulted in one genome-wide significant SNP on chromosome 4. GWAS using probability of membership in the obesity and metabolic syndrome clusters also identified the region on chromosome 4 with stronger p values.
Conclusions
Methods and study designs that take advantage of phenotype complexity, intermediate phenotypes or endophenotypes, and multiple related phenotypes offer two primary advantages in the age of genome-wide sequencing studies. They can aid in interpreting the results of our gene localization and identification studies, helping to understand the biological pathways through which DNA variants have their effects on human variation and allowing us to form more detailed hypotheses for follow-up functional studies. They may also improve power for gene localization and identification studies by reducing or explicitly modeling genetic heterogeneity, by utilizing phenotypes more proximal to gene action, or by exploiting correlational structures to identify genes jointly influencing suites of related phenotypes. Many of these approaches were developed in the linkage era and have, as yet, not been widely applied in GWAS or sequencing studies. Simulations to assess power and false positive rates in these contexts and additional examples of practical applications of these strategies will be needed to establish their potential utility. On the phenotyping end, continued technological developments in high-throughput gene expression and metabolomic and proteomic techniques have made possible the collection of thousands of measures on each individual that will present analytical challenges as well as opportunities, and continued development of statistical genetic methods to take advantage of richer and more detailed phenome data will be required.
