Metric learning is a significant factor for media retrieval. In this paper, we propose an attribute label enhanced metric learning model to assist face image retrieval. Different from general cross-media retrieval, in the proposed model, the information of attribute labels are embedded in a hypergraph metric learning framework for face image retrieval tasks. The attribute labels serve to build a hypergraph, in which each image is abstracted as a vertex and is contained in several hyperedges. The learned hypergraph combines the attribute label to reform the topology of image similarity relationship. With the mined correlation among multiple facial attributes, the reformed metrics incorporates the semantic information in the general image similarity measure. We apply the metric learning strategy to both similarity face retrieval and interactive face retrieval. The proposed metric learning model effectively narrows down the semantic gap between human and machine face perception. The learned distance metric not only increases the precision of similarity retrieval but also speeds up the convergence distinctively in interactive face retrieval.
Introduction
The rapid increase of available face images in media, security, and Internet comes up with enormous requirements for retrieval applications. As in most media retrieval tasks, the similarity measure is an essential step in face retrieval. Traditionally, image similarity is measured with distance metrics between the feature vectors of a pair of images. Such measurements rely mainly on the feature extraction strategies, which cannot incorporate sufficient semantic information such as attribute labels. Hence, it is hard to use simple distance metrics to annotate complex semantic correlations in media database and accomplish high-level media retrieval tasks. As a more advanced technique, metric learning takes advantage of more supervision information to refine the general distance metric and reveal the hidden correlations in the retrieval set of media [1] [2] [3] . Metric learning has made great achievements in image classification [4, 5] and pedestrian re-identification [6] .
Graph-aided metric learning attracts special concentration in the domain of media retrieval. Pourdamghani et al. [7] proposed semi-supervised metric learning to build up the nearest neighbor graph. Baya and Granitto *Correspondence: ycfang@shu.edu.cn School of Computer Engineering and Science, Shanghai University, Shanghai, China [8] presented a penalized K-nearest neighbor graph metric by minimizing the average silhouette. Graph-based metric learning strategies are usually helpful in annotating the topological structure of high-dimensional image spaces.
In the case of complex attribute correlation of multiple media data, the simple graph is not sufficient to represent complex conceptions. Hypergraph, a more complex model, has been proved more applicable in retrieval tasks. Hypergraph bears good structure to reflect complex semantic correlations [9] [10] [11] and proves to be advantageous in various tasks such as image re-ranking [12] , clustering [13, 14] , classification [15, 16] , and contentbased image retrieval [9] . Gao et al. [10] used multiple hypergraphs to unify the similarity measurements among the 3-D objects at different granularities. Liu et al. [11] proposed a novel image retrieval framework based on soft hypergraph to better utilize the correlation of image information.
As a very special media content, face image bears very complex semantic conceptions such as identity, demographics, and decorations. Normally, such information is annotated as attribute labels. Multiple facial attributes form very complex conceptional relations in the image database. Hence, it is very natural to model facial attributes with the hypergraph learning framework.
An example of facial attribute hypergraph is illustrated in Fig. 1 , in which each ellipse denotes a hyperedge corresponding to a facial attribute and all images in the same hyperedge share the same facial attribute.
Attribute analysis has received significant attention in recent years and resulted in very promising applications such as object classification [17] , image re-ranking [18] , image retrieval [19, 20] , and face verification [21] .
In general cross-media systems, it is a very natural thought to combine attribute labels and image content for retrieval tasks. Unfortunately, the facial attributes are not standardly labeled across various databases and various media. It is hard to design a universal model to adapt to multiple databases and application scenario. Hence, as an extension of our previous work [22] , we propose to separately handle the label information and image contents. The attribute labels are utilized to establish a hypergraph learning model, which bears the information of attribute correlation. For any general similarity measure of image contents, the attribute hypergraph serves as a metric learning model to reform the distance metrics with reinforced attribute information. The proposed attribute hypergraph framework for metric learning is shown in Fig. 2 . The right block shows the hypergraph model builtup with the attribute labels. For any image database, lowlevel features can be extracted and mapped into attribute features with general machine learning methods.
Besides its easy adaptation to cross-database applications, another advantage of the metric learning model is to incorporate the semantic annotation for the scenario of human-computer interaction. The visual variance of face image semantics is normally too rich to be annotated with the general low-level features. The resulted semantic gap is often regarded as an obstacle to interactive retrieval. With the attribute-enhanced hypergraph model, the highlevel semantic information is embedded into the learned metrics. We validate the proposed model in interactive face retrieval as well as in similarity retrieval. As shown in Fig. 3 , the learned attribute-enhanced metrics are utilized in relevance feedback model for interactive retrieval. The coherence between human and machine face perception is promoted with the reformed metrics.
Methods
We propose an attribute hypergraph framework for metric learning and apply it in various face image retrieval tasks. The proposed framework can be adapted to face databases labeled with different attribute protocols. In interactive face retrieval, the framework serves to narrow down the semantic gap between human and computer face perception.
Attribute-based hypergraph learning
The idea of hypergraph originally appeared in [23] . Since Zhou et al. [24] proposed the normalized Laplacian method, hypergraph learning has gradually become popular in various applications. We develop it in matrix level adjustment and adopt the improved learning framework in metric learning.
To describe the method, some important notations and corresponding definitions about hypergraph used throughout this paper are summarized in Table 1 .
Different from other hypergraph learning tasks, we intend to transform the source similarity matrix Y into a target similarity matrix F through embedding the attribute information. Therefore, the regularization 
where λ and μ are regularization coefficients. Let
The normalized cost function (F) can be calculated according to Eq. (3). 
The item (1) is corresponding to the selection of the hyperedges, considering not all the attributes are available in the hypergraph. The initial values of the hyperedge weights ω(e i ) can be set flexibly according to the availability of attribute labels corresponding to different databases, for which the details and examples are described in the next Section.
Table 1 Notations and definitions in hypergraph learning model
Notation Definition
Hypergraph of a face image set containing n images and m attributes.
The set of vertices.
The set of hyperedges.
ω(e i )
The weight of the hyperedge e i .
The diagonal matrix of the hyperedge weights.
The incidence between a pair of vertex v i and hyperedge e i .
H
The incidence matrix of the hypergraph.
δ(e i )
The degree of the hyperedge e i .
D e
The diagonal matrix of the hyperedge degrees.
d(v i )
The degree of the vertex v i .
D v
The diagonal matrix of the vertex degrees.
The source similarity matrix. Y i,j represents the distance between image i and image j. y k denotes a column of Y.
The target similarity matrix. F i,j represents the reformed distance between image i and image j. f k denotes a column of F.
The solution to Eq. (1) is realized via alternative optimization. With fixed ω, we can obtain the adjustment to F as Eq. (5),
When fixing F, we can obtain the adjustment to ω as Eq. (6) ,
where R is an m × m matrix with all entries equal to zero, except R(i, i) = 1. Each iteration of the alternative optimization contributes to the decrease of the value of the objective function until reaching the minimum value 0. The convergence of the iterative process is thus guaranteed [10] . A more detailed deduction about the hypergraph learning theory can be referenced in [22] .
With the similarity matrix Y as input, the calculation of the reformed similarity matrix F is summarized in Algorithm 1.
Algorithm 1 Attribute Hypergraph Learning

Input:
A distance metric computed through feature 
Attribute adaptation for metric
When introducing attribute information, several problems are specially considered in this work. The first problem is to represent facial attributes. The second problem is to incorporate the attribute representation in the metric learning model. Since the attributes are labeled according to different protocols across databases and problems, the third problem is to adapt and transfer the attributeenhanced metric learning model for general application scenario.
As to face images, the aim of similarity retrieval or interactive retrieval is to find a target with specified personal identity. Hence, an attribute related to personal identification is used for the task. The facial attributes defined in [21] are very typical in facial analysis applications. Besides the identity and demographic labels, the attribute labels such as Oval Face and Chubby are very close to the semantic description of human perception. Except for manual labels of facial attributes, semi-supervised machine learning models are very helpful in annotating facial attribute labels. Any facial image can be transformed into a signature s with any classic feature extraction models such as the Uniform Local Binary Pattern (ULBP) [25] , or with deep learning models such as the Very Deep Convolution Networks proposed by the Visual Geometry Group (VGG) [26] and the Deep Residual Networks (Resnet) [27] . In the attribute space, the general binary classifier such as Support Vector Machine (SVM) can be trained to map the signature vector into a scalar as output. The scalar output can either be used as the attribute value [21] or concatenated into an attribute vector a. For each attribute, the scalar output can be thresholded into a binary value o to denote the status of being with or without an attribute.
The setting of the initial value for the hyperedge weights ω(e k ) serves as incorporating the attribute representation in the hypergraph metric learning model in the section above. Let each entry in A(i, j) ∈[0, 1] of the similarity matrix A represents the distance between v i and v j . We define the initial value of the hyperedge weight ω(e k ) as in Eq. (7) .
Since both the raw image representation r and the learned attribute vector s bear useful identity information, we combine both to define the similarity matrix A in Eq. (8) .
where D(·) denotes the distance metrics and α and β are the balance coefficients of the two parts in Eq. (8) .
Besides setting the initial values of the hyperedge weights, the attribute information is utilized to establish the hypergraph model. The available attribute labels or the learned binary values o are utilized to build the incidence matrix H, the diagonal matrix of the hyperedge degrees D e , and the vertex degrees D v .
The above measures can be easily transferred to crossdatabase situations in several aspects. With the attribute provided database, the raw hypergraph model can be constructed directly. For those attribute unavailable or partly available databases, we can first use the classic feature extraction models to obtain signature s. Using the raw features as inputs to the attribute learning models, we can obtain the attribute vector a and the binary attribute value o as well.
Interactive face retrieval
Face retrieval is a hot topic that has a very close connection to both face recognition and content-based image retrieval. Besides the feature extraction and distance metrics in similarity retrieval, human factor should also be involved in the user feedback during retrieval. Hence, interactive face retrieval is developed to address the interdisciplinary problem of face cognition and image retrieval [28] [29] [30] . Interactive face retrieval has wide applications in personal identification, human resource administration, and criminal detection.
In this paper, we use the interactive face retrieval model mentioned in [31, 32] as the experimental platform. The retrieval process is illustrated in Fig. 3 . The system aims to search a target face in a database through relevant feedback when the target has no physical form but exists in the memory of a user. During retrieval, the user is required to select the most similar image to the target mental face among the candidates. Then, the probabilistic relevance feedback model provides a new group of candidates based on the one selected as the response by the user. The retrieval process is an iterative process, ending when the target appears or the user abandons the search. The retrieval terminates when the number of iterations exceeds a certain threshold set according to the actual conditions. The probabilistic relevance feedback model updates the candidates based on the posterior calculated from both the user feedback and the distance metric defined in the feature space. Hence, it is challenging to validate and assess the proposed metric learning model with interactive face retrieval.
Two measures are adopted to evaluate the retrieval performance. For K retrieval tests, the iteration number of each test is recorded as T i , i = 1, . . . , N. The average iteration number E(T) [32] measure with Eq. (9) is a statistic of multiple tests.
E(T) =
The smaller the number of E(T) is, the smaller the average number of feedback iterations is. Hence, E(T) indicates the retrieval speed of interactive retrieval. Another measurement is the cumulative probability P(T ≤ t) [32] as shown in Eq. (10) .
where L = | {T i |T i ≤ t, i ∈ {1, . . . , K}} | is the number of targets found in fewer than t iterations among K retrieval tests. When t is fixed, larger value of P(T ≤ t) means higher probability of targets found in less than t iterations and better performance of retrieval algorithm. Another role that the interactive retrieval can play is to measure the representation ability of the models.
Since the convergence of the interactive retrieval process relies heavily on the cognition coherence between human and computer in representing semantic information. The coherence measurement is used to evaluate the effectiveness of the reformed distance metric in narrowing the semantic gap between human and computer face perception. The computer selects the most similar image among candidates according to the distance metric, while the human user makes the choice by the memory. As mentioned in [31, 32] , cognition coherence is largely influenced by the semantic gap measured by the coherence distribution P(r), which is the percentage of the selection of the user is the r-th (r = 1, 2, . . . , |X|) closest to the target. Higher coherence leads to faster retrieval.
Experimental
We conduct the tests on the public dataset LFW [33] and the CFW [20] to assess the performance of the proposed model. The LFW dataset consists of 13,233 face images from 5749 different subjects. The CFW [20] face data set is a large collection of celebrity face images. It contains 200,000 images from 1500 subjects labeled with 14 attributes. Various subsets are selected from LFW and CFW to fit the requirement for further experiments. For parameter selection of hypergraph learning, we use a small subset of LFW with 33 attribute labels, which includes 1680 subjects, 4 images per subject. The obtained results are validated on a subset of CFW for similarity face retrieval to validate the ability of attribute adaptation. To evaluate the coherence between human and machine face perception, the reformed metrics are evaluated on relevance feedback dataset collected on LFW. In the simulation of interactive retrieval, we compare the effect of the metric learning model on several popular metrics. Based on the results of parameter setting experiments, we evaluate the proposed metric learning model in real user experiments of interactive face retrieval.
The attribute feature learning process contains two stages for each image in the datasets. The first stage is extracting the raw image feature with the ULBP [25] and the fine-tuned VGG [26] neural network model. The obtained 3304-dimensional ULBP feature and 1024-dimensional VGG feature are very popular in face recognition or facial attribute recognition. These raw features are usually very high-dimensional and the semantic information is 'hidden' inside them. We project the raw feature into a scalar with a learning model supervised by each attribute. The concatenation of the outputs of these models forms the attribute feature vector. For ULBP feature, a 33-dimensional attribute feature vector is composed of the SVM values as in [21] . For VGG feature, a 14-dimensional attribute vector is composed of the outputs of the fine-tuned VGG.
To evaluate the performance of the proposed attribute hypergraph learning framework in reforming the topology of the image distance metric, four distance measures, including L2, L1, SCD [34] and Chi2 [35] , are used in the experiment. The union of the distance measure in Eq. (8) on the raw image features and attribute features is adjusted with the balance coefficients.
According to Eq. (8), the similarity matrix is calculated by the raw image representation and the learned attributes. The coefficients α and β respectively indicate the weight of their contributions to the result of the similarity matrix. We set α = 0.5 and β = 0.5 in the experiments to ensure the balance of raw image information and image attribute information. A series of experiments are conducted in both similarity face retrieval and interactive face retrieval.
Results and discussion
In this section, in order to select the appropriate hyperparameter, we first carry out the experiments of parameter selection. On this basis, we apply the proposed attribute-enhanced metric learning model in similarity face retrieval, coherence analysis, simulation of interactive face retrieval, and real user interactive face retrieval experiments in the LFW and CFW datasets.
Parameter selection for hypergraph learning
For utilizing the proposed metric learning model in retrieval, we need to determine parameter λ in the hypergraph framework. The other parameters can be directly computed from the experimental data. As in [24] , we vary λ from 0 to 1 to evaluate its effect in metric learning. We adopt similarity retrieval in parameter setting of λ since it is easier to observe the variation of the parameter with regard to algorithm performance.
In similarity face retrieval experiments, we need each subject to have multiple images. Hence, a subset is selected from LFW containing 1680 subjects and 4 images per subject. The regular measure of precision in information retrieval is adopted to assess the performance of the metric learning model with regard to the parameter λ. Figure 4 illustrates the precision of the original and reformed distance metrics. By the precision curves obtained with 4 general metrics L2, L1, SCD, and Chi2, we can observe that the performance first increases with the growth of λ and then decreases gradually or remains stable. By the measure of precision, it can be concluded that the reformed distance metrics can achieve better performance compared with the original distance metrics. On average, λ ∈[0.7, 0.9] shows superiority to other values.
Similarity face retrieval
We first do experiments on similarity face retrieval. To verify the easy adaptation of the proposed metric learning model, we carry out the face retrieval experiments in a subset of the CFW with 400 subjects and 20 images per subject. Based on the analysis in the above section, we fix the value λ = 0.8. The raw feature is the VGG feature and the attribute feature is the output value of VGG for 14 kinds of face attributes such as gender, race, and age. For the four general metrics L2, L1, SCD, and Chi2, we use the proposed hypergraph metric learning model to learn the reformed metrics respectively. In the evaluation, we select top 16 retrieved images to compare with the index image. For one aspect, 16 closest images are sufficient to obtain the precision in the setting of 20 images per subject. For another, we choose top-16 retrieval results in similarity retrieval since the number of displays in interactive retrieval is also 16. Such choice makes it comparable for the two types of retrieval experiments. The performance is evaluated with several general similarity retrieval measurements, i.e., precision, recall, and F1-measure. The experimental results are shown in Table 2 .
For all compared distance metrics, the reformed distance metrics result in by par or better performance. The experiments reveal that the metric learning model with the attribute hypergraph is effective in similarity face retrieval. The reformed topology of the image similarity relationship can be effectively transferred across face databases, general image representation schemes, and similarity metrics.
Coherence analysis
In interactive face retrieval experiments, we evaluate the effectiveness of the reformed distance metric not only by the retrieval convergence speed but also by evaluating the semantic gap between human and computer face perception.
The data for measure the semantic gap is collected under the framework of interactive retrieval. A total of 2838 user feedback records are collected from 15 users in 107 tests. During the retrieval, the number of display images is set to 16 in each query and the user is required to select only 1 from the 16 as the most similar to the target. For the four general metrics, L1, L2, SCD and Chi2, Figs. 5 and 6 show that the reformed metrics have higher P(r = 1) than the original metrics for both ULBP and VGG features. A higher P(r) means more effective in narrowing the semantic gap.
Simulation experiments of interactive face retrieval
As the process of the real user interactive retrieval is time-consuming, we first conduct simulation experiments to enrich the comparisons. The simulation experiments make use of a designed computer model to simulate a real user retrieval process according to the coherence distribution obtained in the above subsection. In simulation tests, we conduct experiments on the same 200 targets, which are randomly selected from the experimental dataset. We take E(T) as the measurement of convergence speed in the simulation experiment. In simulation retrieval, we especially compare the effect of SCD metrics in raw feature (ULBP) and attribute feature space, as well as the mixture metrics, are shown in Eq. (8) . Figure 7 shows curves of the cumulative probability with respect to iteration numbers. As a comparison reference, the straight line corresponds to the case of retrieval with a random display, in which the candidates are randomly selected. The reformed SCD metrics obtain higher cumulative probability than the mixture metrics and the SCD metrics in both feature spaces. The higher cumulative probability of the reformed metrics leads to faster retrieval. In addition, the proposed metric learning model obtains the best performance on the proposed mixture metrics.
The coherence distribution at r = 1 and the average iteration number E(T) of the above comparisons are summarized in Table 3 . It can be observed that the reformed distance metrics have higher P(r = 1), and the reformed Mixture metrics has the highest coherence distribution at 
Real users experiments in interactive face retrieval
To further validate the ability of the proposed metric learning, we conduct interactive retrieval with real users. We collect 150 tests from 24 users in the experiments. Generally, most users feel it hard to concentrate on the search after over 60 iterations [31] . Therefore, the users are allowed to give up retrieval when the maximum iteration number exceeds 60. In this experiment, there are 122 tests among all 150 tests that users actually have the target found before the abortion. A simulation test is also performed as the comparison reference. Figure 8 shows the statistical results, including the simulation experiment, real user experiment, and random display test. According to the curves of cumulative probability with respect to iteration numbers in Fig. 8 , the performance of the simulation experiment is close to that of the real user experiment. With the reformed metrics, a cumulative precision approaches 94% in less than 50 iterations. This demonstrates the effectiveness of the reformed metrics with the attribute hypergraph in interactive retrieval.
Conclusions
In this paper, we propose an attribute-enhanced metric learning model for face retrieval. The model combines the strength of attribute and hypergraph in a unified framework. The attribute labels are expressed as hypergraph model to reform the distance metrics to incorporate the semantic information. The proposed model combines the attribute semantic in both feature and decision level. Metrics reforming is formulated as learning tasks with the regularization framework on attribute hypergraph. The framework can be easily adapted to various databases, low-level features, attribute learning models, and general metrics. The reformed metrics can promote the coherence of face cognition between human and computer. The effectiveness of the proposed metric learning model is validated with both similarity retrieval and interactive retrieval. 
