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Hiter napredek pri tehnikah pridobivanja podatkov, je povzročil, da se količina
podatkov iz dneva v dan eksponentno veča. Ocenjuje se, da je 80% svetovnih
podatkov shranjenih v nestrukturiranem besedilu. Tekstovno rudarjenje je tako
postalo zanimivo raziskovalno področje, saj poskuša odkriti dragocene informacije
iz nestrukturiranih besedil. Temeljni problem tekstovnega rudarjenja je grupiranje
dokumentov. V delu diplomskega seminarja je, kot ena izmed najbolj priljubljenih
metod grupiranja dokumentov, predstavljena sferična metoda k-voditeljev. Za lažje
razumevanje metode, sta na začetku opisana problema grupiranja in reprezentacije
dokumentov. Glavni cilj dela je izpeljava algoritma sferične metode k-voditeljev.
S tem namenom je najprej predstavljena paketna verzija algoritma, z njenimi sla-
bostmi in računskimi izboljšavami. Sledi opis inkrementalne verzije algoritma, ki
izboljša rezultate paketne verzije. Končen algoritem sferične metode k-voditeljev je
dobljen s kombinacijo prejšnjih dveh. V zaključku dela je opisan še zgled uporabe
algoritma sferične metode k-voditeljev, kjer je problem avtorstvo knjig ”Čarovnik z
Oza”. Algoritem posameznim knjigam poišče avtorja besedila na podlagi pogostosti
besed, ki jih avtor uporablja.
Spherical k-means algorithm
Abstract
Rapid progress in digital data acquisition techniques has led to huge volume of
data. Approximately 80% of the world’s data is in stored as an unstructured text.
Text mining has therefore become an exciting research field as it tries to discover
valuable information from unstructured texts. Clustering is one of the most inter-
esting and important topics in text mining. This work presents one of the most
popular document clustering algorithms, the spherical k-means. First, the problem
of clustering and representation of documents is described to better understand the
method. The main goal of this work is to derive the spherical k-means algorithm.
For this purpose, the batch version of the algorithm, with its weaknesses and cal-
culation improvements, is introduced first. A description of the incremental version
of the algorithm which improves the results of the batch version is presented next.
Finally, the batch and incremental iterations are combined to generate the spherical
k-means algorithm. To conclude the work an example of the use of the spherical
k-means is given, where the problem is the authorship of books “The Wizard of Oz”.
The algorithm assigns authors to the books based on the frequency of used words.
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1. Uvod
V sodobnem času so informacijsko-komunikacijske tehnologije naplavile množico
podatkov. Te so v večini primerov shranjeni na različnih mestih in v nestrukturirani
obliki, npr. v obliki digitalnih knjižnic, repozitorijev, spletnih medijev in drugih
besedilnih dokumentov kot so blogi, socialna omrežja ter elektronska sporočila. S
povečanjem števila elektronskih dokumentov je ročna organizacija in analiza le-teh
postala nemogoča. Odkrivanje primernih vzorcev in trendov za obdelavo besedilnih
dokumentov iz ogromne količine podatkov je tako postal glavni izziv sodobne analize
podatkov.
Proces pridobivanja zanimivih in netrivialnih vzorcev iz ogromne količine besedil-
nih dokumentov imenujemo tekstovno rudarjenje. Temeljni problem tekstovnega
rudarjenja je grupiranje besedilnih dokumentov, saj ta igra pomembno vlogo pri
učinkoviti organizaciji informacij. Eden izmed možnih pristopov za reševanje omen-
jenega problema je tudi sferična metoda k-voditeljev.
2. Grupiranje
Grupiranje je razvrščanje podatkovne množice v smiselne in uporabne gruče, ki
opisujejo lastnosti pripadajočih elementov. Grupiranje ima že od nekdaj pomembno
vlogo na številnih področjih kot so psihologija, biologija, statistika, prepoznavanje
vzorcev, strojno učenje in podatkovno rudarjenje.
Cilj grupiranja je, da so si elementi v posamezni gruči bolj podobni med seboj,
kot pa so podobni elementom v ostalih gručah in da je vsota razdalj med elementi
posamezne gruče čim manjša. Večja kot je podobnost med elementi v posamezni
gruči in bolj kot se gruče razlikujejo, boljše je grupiranje.
Grupiranje samo po sebi ni le en poseben algoritem, ampak splošen problem, ki
ga je potrebno rešiti. To je mogoče doseči z različnimi algoritmi, ki pa se bistveno
razlikujejo pri razumevanju tega, kaj predstavlja gručo. Ravno zato, ker pojma
"gruče" ni mogoče natančno opredeliti, obstaja veliko različnih metod za grupiranje.
Grupiranje najpogosteje ločimo na hierarhično in particijsko. Hierarhično grupiranje
je množica gnezdenih gruč, ki so organizirane v drevo. Particijsko grupiranje pa je
preprosto delitev podatkovne množice na medsebojno disjunktne gruče. Sem spada
tudi metoda k-voditeljev.
2.1. Grupiranje dokumentov. Grupiranje dokumentov je tehnika podatkovnega
rudarjenja, ki vključuje koncepte iz področja pridobivanja informacij, obdelave nar-
avnega jezika in strojnega učenja. Gre za samodejno organiziranje dokumentov v
gruče, tako da so si dokumenti znotraj gruče bolj podobni kot pa so podobni doku-
mentom iz ostalih gruč. Področje grupiranja dokumentov se intenzivno preučuje
zaradi njegove široke uporabnosti na področjih, kot so spletno rudarjenje, samode-
jna organizacija dokumentov, ekstrakcija teme in hitro iskanje ali filtriranje doku-
mentov.
3. Motivacija
Dober primer za grupiranje dokumentov je svetovni splet, ki je sestavljen iz več
milijard spletnih strani. Rezultat spletnega iskalnika je lahko več tisoče strani.
Grupiranje se tu lahko uporabi, da se te rezultate iskanja razvrsti v majhno število
gruč, kjer vsaka zajema določen vidik iskanja. Na primer, če v iskalnik napišemo
besedo "virus", bodo rezultati povezani z "računalniški virus" v eni gruči, rezultati
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povezani z "virus, ki povzroči prehlad" pa v drugi gruči. Grupiranje s tem pomaga
pri izboljšanju kakovosti in učinkovitosti spletnega iskalnika, saj se poizvedba na-
jprej primerja z gručami, namesto da se primerja neposredno z dokumenti.
Predstavimo zgornji problem še v bolj formalni obliki. Za dano množico dokumentov
D = {D1, . . . , Dm} in poizvedbo Q imamo podana dva osnovna problema:
(1) Poišči dokumente v D, ki so povezani s poizvedbo Q. Na primer, če je
razdalja med dokumentoma Di in Dj definirana kot d(Di, Dj) in imamo
podano neko mejo M > 0, želimo določiti podmnožico dokumentov DM ⊆ D
podano s predpisom
DM = {D; D ∈ D, d(Q, D) < M}.
(2) Delitev množice D v disjunktne podmnožice π1, π2, . . . , πk (gruče) tako, da
so si dokumenti v posamezni gruči bolj podobni med seboj kot pa so podobni
dokumentom v ostalih gručah. Število gruč k mora biti določeno.
Za vsako gručo πi, i = 1, . . . , k, lahko določimo "predstavnika" gruče in ga oz-
načimo s ci. Predstavnike gruč uporabimo namesto dokumentov za identifikacijo
DM . Zamenjava dokumentov s predstavniki gruč zmanjša velikost podatkovne baze
in pospeši iskanje, vendar to na račun natančnosti. Čim "boljše" kot so gruče, manj
natančnosti se izgubi pri iskanju, zato je za prvi problem zelo pomembna konstruk-
cija kvalitetnih gruč.
Zgoraj omenjenih problemov se lotimo v dveh korakih, tako da
(1) dokumente in poizvedbo predstavimo v metričnem prostoru,
(2) problema (1) in (2) rešujemo kot probleme s točkami v metričnem prostoru.
Za reševanje lahko uporabimo sferično metodo k-voditeljev.
4. Predstavitev tekstovnih dokumentov v metričnem prostoru
Algoritimi strojnega učenja ne morejo neposredno delovati s surovim besedilom.
Tega je potrebno pretvoriti v številke oz. natančneje v vektorje. V tem poglavju
si bomo ogledali ustrezno predstavitev dokumentov, saj le ta drastično vpliva na
končen rezultat.
4.1. Vreča besed. Velik izziv pri razvrščanju tekstovnih dokumentov je izbira mod-
ela, s katerim bomo tekstovni dokument predstavili. Na voljo je več različno za-
htevnih modelov, vendar se v praksi najpogosteje uporablja model vreče besed.
Model vreče besed je način, s katerim predstavimo tekstovne dokumente v končno
razsežnem evklidskem prostoru. Prav zaradi njegove preprostost je eden izmed naj-
pogosteje uporabljenih modelov. To pa ne pomeni, da je slabši od njemu podobnih,
računsko zahtevnejših modelov. Vreča besed se imenuje, ker se vse informacije o
vrstnem redu ali strukturi besed v dokumentu zavržejo. Nanaša se le na to, če se
znane besede pojavijo v dokumentu.
Podajmo kratek opis delovanja modela. Predpostavimo, da imamo množico tek-
stovnih dokumentov D = {D1, . . . , Dm}. Najprej sestavimo slovar S znanih besed,
v katerega dodamo vse besede, ki se pojavijo v naši množici dokumentov D. Če je
v slovarju n različnih besed, potem vsakemu dokumentu Di, i = 1, . . . , m, prired-
imo vektor besed vi ∈ Rn na sledeč način. Prva koordinata vi[1] vektorja vi je
število pojavitev prve besede slovarja v dokumentu Di (če se beseda ne pojavi v Di,
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je vi[1] = 0). Druga koordinata vi[2] je število pojavitev druge besede slovarja v
dokumentu Di, in tako naprej. Za boljšo predstavo si poglejmo naslednji primer.
Primer 4.1. Dano imamo naslednje besedilo
All my cats in a row.
When my cat sits down, she looks like a Furby toy!
Za ta majhen primer obravnavajmo vsako vrstico kot ločen dokument (Di, i = 1, 2)
in obe vrstici kot našo celotno množico dokumentov D. Sedaj lahko naredimo slo-
var vseh besed, ki se pojavijo v D, pri čemer ignoriramo velike začetnice in ločila.
Dobimo
S ={all[1], my[2], cats[3], in[4], a[5], row[6], when[7], cat[8], sits[9], down[10],
she[11], looks[12], like[13], furby[14],toy[15]}.
Ko imamo slovar, pa lahko vsakemu dokumentu priredimo še ustrezen vektor besed:
v1 = (1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0),
v2 = (0, 1, 0, 0, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1).
V tem primeru že opazimo prvo pomankljivost, saj se beseda "cat" v slovarju pojavi
dvakrat, enkrat zapisana v množini drugič pa v ednini. ♦
4.1.1. Upravljanje slovarja. Število elementov slovarja S določa dimenzijo vek-
torjev besed. Lahko si predstavljamo, da je za velik korpus besedil (npr. 1000 knjig)
dimenzija vektorja več tisoč ali celo milijon. Poleg tega lahko vsak dokument v
besedilu vsebuje le malo znanih besed. Rezultat tega je vektor, ki ima veliko ničel,
t.i. razpršen vektor (angl. sparse vector). Razpršeni vektorji zahtevajo več pom-
nilnika ter računalniške moči pri modeliranju. Še več, visoke dimenzije vektorjev
lahko naredijo modeliranje zahtevno za tradicionalne algoritme. Zato se pri pred-
stavitvi dokumentov teži k temu, da se besedila predhodno ustrezno filtrira in se s
tem zmanjša velikost slovarja.
Obstajajo preproste tehnike filtriranja besedil:
• ignoriranje velikih začetnic,
• ignoriranje ločil,
• ignoriranje pogostih besed, ki ne vsebujejo veliko informaciji,
• popravljanje nepravilno črkovanih besed,
• krnjenje besed na njihov koren (npr. iz besede "playing" bi dobili "play").
Podrobneje si bomo filtriranje dokumentov ogledali v naslednjem poglavju. Bolj
dovršen pristop je izgradnja slovarja združenih besed. Slednjega ustvarimo tako, da
besedila predstavimo kot množico N-gram-ov – to so sekvence N -tih elementov, ki so
lahko besede, fonemi, znaki, zlogi itd. V našem primeru bomo uporabili besede. Če
za N izberemo 1, dobimo t.i. unigram in s tem klasično reprezentacijo vreče besed.
Mi si bomo za primer pogledali model bigram-ov (N-gram z vrednostjo N = 2).
Primer 4.2. Vzemimo dokument D1 z besedilom
All my cats in a row
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in zanj zgradimo slovar združenih besed oz. množico bigram-ov:
S ={allmy[1], mycats[2], catsin[3], ina[4], arow[5]}.
Sedaj lahko dokumentu D1 priredimo vektor besed dolžine 5:
v1 = (1, 1, 1, 1, 1).
♦
Predstavitev besedila z množico bigram-ov bolje zajame vsebino in pomen besedila,
saj upošteva vrstni red besed. Zato se velikokrat izkaže, da je za klasifikacijo doku-
mentov bolj učinkovit preprost model bigram-ov kot pa vreča besed.
4.1.2. Omejitve modela vreče besed.
Kljub temu, da je vreča besed eden najbolj popularnih modelov za predstavitev
besedil in se uspešno uporablja na področjih, kot sta jezikovno modeliranje ter
klasifikacija dokumentov, ima nekatere pomanjkljivosti:
• Konstrukcija slovarja, ki zahteva skrbno zasnovo, saj z njim določamo di-
menzijo vektorjev besed.
• Razpršene vektorje je težje modelirati zaradi časovne in prostorske računske
zahtevnosti ter informacijskih razlogov, kjer je izziv da model uporabi tako
malo informacij v tako velikem reprezentativnem prostoru.
• Model ne zajame pomena besedil, saj ne upošteva vrstnega reda besed.
Pomen in kontekst besed pa nudijo modelu veliko informacij, če jih ta us-
trezno modelira in prepozna razliko med istimi besedami, ki so različno ure-
jene (npr. "This is interesting" in "Is this interesting") ali sopomenkami (npr.
"old bike" in "used bike").
4.2. Filtriranje tekstovnih dokumentov. Tekstovni dokumenti vsebujejo tudi
besede, ki nam ne dajo informacije o temi in vsebini besedila. Primeri takih besed
so vezniki, predlogi, nepolnopomenske besede itd. Poleg tega, da takšni tipi besed ne
pripomorejo k ustrezni klasifikaciji besedila, povečajo tudi dimenzijo vektorjev besed
tekstovnih dokumentov in s tem povečajo časovno zahtevnost algoritma. Tega prob-
lema se lotimo tako, da besedilo najprej filtriramo ter šele nato ustvarimo reprezen-
tativni vektor besed. S filtriranjem iz besedila izberemo le besede, za katere mislimo,
da opisujejo temo in vsebino besedila. V tem poglavju si bomo pogledali najbolj
priljubljen algoritem za krnjenje besed.
4.3. Porterjev algoritem. Porterjev algoritem za krnjenje besed je bil napisan
že davnega leta 1979, a je še danes eden izmed najbolj popularnih algoritmov. V
prvotni verziji je bil oblikovan za angleški jezik, vendar so se kmalu pojavile tudi
verzije v drugih jezikih. Algoritem zmanjša velikost slovarja za približno 30% in
prihrani prostor na pomnilniku, ne da bi pri tem resno ogrozil kvaliteto grupiranja
dokumentov. Njegova velika priljubljenost je posledica njegovega razmerja med
hitrostjo in učinkovitostjo.
Sestavljen je iz šestih korakov, ki skupaj vsebujejo približno 60 pravil. Koraki se
delijo na:
(1) Znebi se pripone množine (-s) in pripon -ed in -ing.
(2) Spremeni končnico -y v -i, če je v besedi prisoten samoglasnik.
(3) Spremeni dvojno pripono v enojno (npr. optional → option).
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(4) Obravnva pripone tipa -full, -ness,...
(5) Odstrani pripone -ant, -ence,...
(6) Odstrani morebitno končnico -e.
Lahko se zgodi, da dobimo za koren nekaj, kar sploh ni prava beseda, vendar je to
razumljivo, saj algoritem ne krči besed na morfeme.
Primer 4.3. Vzemimo besedilo iz primera 4.1:
All my cats in a row.
When my cat sits down, she looks like a Furby toy!
Najprej iz besedila odstranimo vse nepomembne besede, pri čemer ignoriramo ločila
ter velike začetnice:
cats row
cat sits looks like furby toy
Nato pa besede še skrčimo s pomočjo Porterjevega algoritma:
cat row
cat sit look like furbi toy
Sedaj ko smo besedilo ustrezno filtrirali, lahko sestavimo slovar besed:
S ={cat[1], row[2], sit[3], look[4], like[5], furbi[6], toy[7]}.
Vidimo, da smo velikost slovarja iz primera 4.1 zmanjšali za več kot polovico, kar
pa je bil tudi naš cilj. ♦
5. Metoda k-voditeljev
Metoda k-voditeljev je eden izmed najbolj preprostih algoritmov nenadzorovanega
strojnega učenja, ki se uporablja na podatkih brez opredeljenih kategorij ali skupin.
Cilj algoritma je razvrstiti podatke na disjunktne gruče, kjer število gruč predstavlja
spremenljivka k. Algoritem deluje iterativno tako, da vsakemu podatku dodeli eno
izmed k-tih gruč. Podatki so grupirani na podlagi podobnih lastnosti, tj. podatki v
posamezni gruči so bolj podobni ostalim podatkom v isti gruči kot tistim v ostalih
gručah.
Algoritem sprejme množico podatkov in število gruč k, vrne pa centre gruč ter par-
ticijo (informacijo o pripadajoči gruči za vsak podatek). Začne se z začetno izbiro
k centrov. Te lahko generira naključno ali pa jih naključno izbere iz podatkovne
množice. Algoritem nato iterira med naslednjima korakoma:
(1) Vsak center določa eno gručo. V tem koraku se vsakemu podatku pripiše
najbližji center in s tem pripadajoča gruča.
(2) Ponovno se preračuna pozicije centrov in s tem zmanjša razpršenost gruč.
S pomočjo iteracij se minimizira vsota razdalj znotraj gruč. Manjša kot je njihova
vsota, manjša je razpršenost gruč in bolj učinkovito je grupiranje. Prvi in drugi korak
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se ponavljata, dokler ni dosežen zaustavitveni pogoj (centri ostanejo nespremenjeni
ali pa je preseženo maksimalno število korakov iteracije). Izhod algoritma pa ni
nujno vedno optimalna rešitev. Minimizacija vsote razdalj znotraj gruč je dosežena
s pomočjo gradientnega spusta, kar pomeni, da se na vsakem koraku premaknemo
v smeri gradienta, to pa nas pripelje do lokalnega minimuma, ki ni nujno globalen.
Algoritem je prav tako občutljiv na začetne naključno izbrane centre, kar pomeni,
da lahko pridemo z različnimi začetnimi centri do različnih rezultatov. Da se ta
učinek zmanjša, se algoritem izvede večkrat.
5.1. Mere podobnosti. Pri metodi k-voditeljev je ključnega pomena način, s ka-
terim merimo podobnost oz. razdaljo med elementi. V ta namen najprej pojasnimo
osnovno terminologijo mer podobnosti ter opredelimo t.i. razdaljno funkcijo.
• Mera podobnosti je funkcija z realnimi vrednostmi, ki kvantificira podob-
nost med dvema elementoma. Zavzame velike vrednosti za podobne objekte
in bodisi nič ali negativne vrednosti za zelo različne objekte. Mero podob-
nosti elementov x in y označimo kot s(x, y).
• Mera različnosti je funkcija z realnimi vrednostmi, ki nam pove, kako
različna sta si dva elementa. Bolj kot sta si različna, večja je mera različnosti.
Mero različnosti elementov x in y označimo kot d(x, y).
5.1.1. Pretvorba mer. Mero podobnosti lahko pretvorimo v mero različnosti in
obratno. Pretvorbe se lahko razlikujejo. Na primer, če je d mera različnosti, jo
lahko pretvorimo v mero podobnosti s na sledeča načina:
s(x, y) = 1
d(x, y)
ali
s(x, y) = 1
d(x, y) + 0, 5 .
V primeru, da mera podobnosti zavzame vrednosti med 0 in 1 (t.i. stopnja podob-
nosti), pa jo v mero različnosti lahko pretvorimo z




1 − s(x, y).
V splošnem lahko uporabimo katerokoli monotono padajočo funkcijo za transforma-
cijo mere podobnosti v mero različnosti in katerokoli monotono naraščajočo funkcijo
za transformacijo v obratno smer.
5.1.2. Razdaljna funkcija. Metrika oz. razdalja je poseben primer mere ra-
zličnosti med dvema elementoma. Če želimo, da je mera metrika, mora ustrezati
naslednji definiciji.
Definicija 5.1. Naj bo M dana množica in d : M × M −→ R. Predpis d, ki poljub-
nemu paru elementov x, y ∈ M priredi realno število d(x, y), je metrika natanko
tedaj, ko izpolnjuje naslednje pogoje:
(1) Je vedno nenegativna t.j. d(x, y) ≥ 0.
(2) d(x, y) = 0 ⇔ x = y.
(3) Je simetrična, t.j. d(x, y) = d(y, x).
(4) Zadostuje trikotniški neenakosti, t.j. d(x, z) ≤ d(x, y) + d(y, z).
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Opomba 5.2. Večina mer različnosti, ki so v uporabi v grupiranju, ne zadošča vsem
pogojem metrike. Zato bomo od sedaj naprej pojem razdalje zamenjali s pojmom
razdaljne funkcije (angl. distance-like function).
5.1.3. Evklidska razdalja. Evklidska razdalja ustreza vsem pogojem metrike, po-
leg tega pa je računsko preprosta. Ravno zato je velikokrat uporabljena v algoritmih,
ki so namenjeni razvrščanju besedil. Je tudi privzeta metrika kvadratične metode
k-voditeljev.
Naj bosta dana vektorja x, y ∈ Rn. Potem je evklidska razdalja med njima
podana z
d(x, y) = ∥x − y∥2 =
√
(x1 − y1)2 + ... + (xn − yn)2.
5.1.4. Kosinusna podobnost. Kosinusna podobnost je mera podobnosti, ki meri
kot med dvema neničelnima vektorjema. Poda nam oceno orientacije vektorjev in ne
dolžine. Kosinusna podobnost med dvema vektorjema, ki sta enako usmerjena, za-
vzame vrednost 1, za pravokotna vektorja zavzame vrednost 0, če pa sta diametralno
nasprotna, pa imata podobnost -1, neodvisno od njune dolžine.
Kosinusna podobnost se uporablja zlasti z nenegativnimi vektorji, kjer zavzame
vrednosti na intervalu [0, 1]. V tem primeru so enotski vektorji identični, če so vz-
poredni in popolnoma različni, če so pravokotni.
Kosinusna podobnost med vektorjema x in y je podana s formulo
s(x, y) = ⟨x, y⟩
∥x∥ ∥y∥
,
ker pa je to mera podobnosti, ki zavzame vrednosti iz intervala [−1, 1], jo lahko
pretvorimo v mero različnosti
d(x, y) = 1 − ⟨x, y⟩
∥x∥ ∥y∥
,
ki jo imenujemo kosinusna razdaljna funkcija. Le-ta pa ne ustreza popolni definiciji
metrike, saj zanjo ne velja trikotniška neenakost.
Kosinusna podobnost se najpogosteje uporablja v visoko dimenzionalnih pros-
torih, kjer je vsaka komponenta nenegativno število, na primer pri tekstovnem
rudarjenju in pridobivanju informacij, kjer so dokumenti predstavljeni kot neneg-
ativni vektorji. Kosinusna podobnost nam da mero podobnosti med dokumenti v
smislu vsebine in pomena. Motivacija za uporabo kosinusne podobnosti pri primer-
javi besedil je lepo predstavljena v naslednjem primeru.
Primer 5.3. Predstavljajmo si, da je naš besednjak sestavljen samo iz dveh besed:
"mačka" in "pes". Vsak tekst lahko predstavimo kot točko v ravnini. Npr. besedilo
"pes pes mačka" bi predstavljal vektor (1,2).
Če nas pri primerjavi besedil zanima njihov pomen, lahko rečemo, da je to odvisno
od deleža besed "mačka" in "pes" v besedilih, npr. "pes mačka pes mačka" je podobno
kot "pes pes pes mačka mačka mačka".
Če bi uporabljali standardno evklidsko razdaljo bi bila (1,1) in (28,28) zelo oddaljena
in bi bil (1,2) bližje (1,1), vendar pa je (28,28) bolj podoben (1,1), ker ima enak delež
besed "mačka" in "pes". ♦
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5.2. Splošna formulacija problema.
Naj bo dana množica podatkov A = {a1, . . . , am} ⊆ S ⊆ Rn , kjer je ai ∈ Rn
en podatek, ter razdaljna funkcija d. Definiramo center c = c(A) množice A kot
rešitev minimizacijskega problema











d(c, ai), kjer je c = c(A).
Naj bo Π = {π1, . . . , πk} particija množice A, torej velja
k⋃
i=1
πi = A in πi ∩ πj = ∅, če i ̸= j.
Zlorabimo notacijo in definirajmo kvaliteto particije Π kot
Q(Π) = Q(π1) + . . . + Q(πk).
Naš problem se nanaša na iskanje optimalne particije Πmin = {πmin1 , . . . , πmink }, ki
minimizira vrednost objektne funkcije Q. Problem velja za NP-težek.
Povezave med centri gruč in particijami opišemo na sledeč način:
(1) Za dano particijo Π = {π1, . . . , πk} množice A definiramo pripadajoče centre
gruč {c(π1), . . . , c(πk)} kot






(2) Za množico k-tih centrov {c1, . . . , ck} definiramo particijo Π = {π1, . . . , πk}
množice A kot
πi = {a; a ∈ A, d(ci, a) ≤ d(cℓ, a) za vsak ℓ = 1, . . . , k}.
6. Sferična metoda k-voditeljev
Sferična metoda k-voditeljev je zasnovana tako, da deluje na ℓ2 norminarnih vek-
torjih. Algoritem je podoben algoritmu kvadratične metode k-voditeljev, le da je
razdalja med dvema enotskima vektorjema x in y definirana kot d(x, y) = 1−xT y.V
tem primeru sta enotska vektorja x in y enaka natanko tedaj, ko je d(x, y) = 0.
Za lažji opis algoritma na tem mestu definiramo še množico S kot ℓ2 enotsko sfero
centrirano okoli izhodišča.
Definicija 6.1. Enotska sfera je množica točk, ki so vse oddaljene za 1 od izhodišča:
S = {x : x ∈ Rn, xT x = 1}.
6.1. Paketna verzija algoritma sferične metode k-voditeljev.
Za dano množico A = {a1, . . . , am} ⊂ Rn in razdaljno funkcijo d(x, a) = 1−xT a
definiramo center c = c(A) množice A kot rešitev minimizacijskega problema
c =
⎧⎨⎩ arg minx∈S {m −
∑
a∈A x
T a} , če a1 + . . . + am ̸= 0,
0, sicer
. (1)




a1 + . . . + am
∥a1 + . . . + am∥
, če a1 + . . . + am ̸= 0,
0, sicer
. (2)













⎛⎝( a1 + . . . + am





( a1 + . . . + am
∥a1 + . . . + am∥
)T m∑
i=1
ai = m − ∥a1 + . . . + am∥ .
Opomba 6.2.
(1) Za množico A ⊂ Rn+ (kar je tipično pri grupiranju tekstovnih dokumentov)
vsota vektorjev iz A ni nikoli 0.
(2) Medtem ko motivacija za sferično metodo k-voditeljev izhaja iz praktičnih
aplikacij, ki obravnavajo nenegativne enotske vektorje, nam formula (2) poda
rešitev minimizacijskega problema (1) za vsako množico A ⊂ Rn.
Cilj je poiskati tako particijo Πmin = {πmin1 , . . . , πmink }, ki minimizira







Predstavimo algoritem paketne verzije sferične metode k-voditeljev, kjer gre za it-
erativen postopek, ki se začne z začetno particijo Π(0) in generira zaporedje particij
Π(1), ..., Π(t), Π(t+1)..., za katere velja
Q(Π(t) ≥ Q(Π(t+1)), t = 0, 1, . . .
Z namenom, da lažje predstavimo algoritem ter da poudarimo zvezo med particijama
Π(t) in Π(t+1) definiramo naslednje oznake:
• Π(t+1) označimo z nextSKM(Π(t)).
• Za particijo Π(t) = {π(t)1 , . . . , π
(t)
k } s centri {c1, . . . , ck} in vektor a ∈ π
(t)
i
definiramo indeks i gruče π(t)i s trenutni(t, a) , z minCenter(t, a) pa oz-
načimo indeks najbližjega centra od a. Torej je i-ti center najbližji vektorju
a, ko velja
i = minCenter(t, a) ⇔ 1 − aT ci ≤ 1 − aT cj, j = 1, . . . , k.
Algoritem paketne verzije sferične metode k-voditeljev je podan v Algoritmu 1.
Trditev 6.3. Za particijo Π(t) in particijo nextSKM(Π(t)), generirano v Algoritmu
1, velja




1 − aT1 ctrenutni(t,a1)
)








1 − aT1 cminCenter(t,a1)
)











1 − aTi ctrenutni(t,ai)
)
, i = 1, . . . , k, velja
Q(Π(t)) ≥ q(Π(t)). (4)
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Algoritem 1 Paketna verzija algoritma sferične metode
VHOD: Množica enotskih vektorjev A, k (število gruč), tol ≥ 0 (toleranca).
IZHOD: Particija dane množice.
1. Določi poljubno začetno particijo Π(0) in nastavi indeks iteracije t = 0.
2. Izračunaj naslednjo particijo nextSKM(Π(t)) = {π(t+1)1 , . . . , π
(t+1)
k }, kjer so
π
(t+1)






Nastavi Π(t+1) = nextSKM(Π(t))
Povečaj t za 1
Vrni se na korak 2.
4. Vrni particijo.


















1 − aT c(π(t+1)ℓ )
)
= Q(π(t+1)ℓ )




















Neenakosti (4) in (5) dokazujeta trditev 6.3. 
6.1.1. Slabosti paketne verzije sferične metode k-voditeljev. Algoritem 1 s
pomočjo gradientnega spusta manjša vrednost objektne funkcije iz ene iteracije v
naslednjo. Vendar tako kot druge metode, ki uporabljajo gradientni spust, ni nujno,
da vrne optimalno rešitev. To lepo kaže sledeč primer.
Primer 6.4. Naj bo dana množica enotskih vektorjev A = {a1, a2, a3}, kjer je






, a3 = (0, 1)T .
Denimo, da imamo začetno particijo Π(0) = {π(0)1 , π
(0)
2 }, kjer je π
(0)
1 = {a1, a2},
π
(0)
2 = {a3}. Uporaba paketne verzije algoritma ne bo spremenila začetne particije
{π(0)1 , π
(0)
2 }. Jasno pa je, da bi bila particija {π∗1, π∗2} z π∗1 = {a1}, π∗2 = {a2, a3}
boljša (glej sliko 1).
♦
6.1.2. Računske izboljšave. V tem razdelku si bomo ogledali računske izboljšave
povezane z algoritmom paketne verzije sferične metode k-voditeljev. Upoštevajmo,
da za vsak enotski vektor a ter vektorja c in c′ veljata naslednji zvezi:⏐⏐⏐aT c − aT c′⏐⏐⏐ ≤ ∥c − c′∥
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Slika 1. Začetna particija.
in
aT c − ∥c − c′∥ ≤ aT c′ ≤ aT c + ∥c − c′∥ .
V posebnem, ko je c = c(t)ℓ = c(π
(t)








c(t)ℓ − c(t+1)ℓ  ≤ aT c(t+1)ℓ ≤ aT c(t)ℓ + c(t)ℓ − c(t+1)ℓ  . (6)
Desna stran enačbe (6) poda računsko izboljšavo algoritma. Zaporedna uporaba
zgornje neenakosti nam da zgornjo mejo za aT c(t+m)ℓ , m = 1, 2, . . . :
aT c
(t+m)





c(t+i)ℓ − c(t+i+1)ℓ  .
Zgornje meje za vektorje ai in centre cj shranimo v matriko B velikosti m × k, ki
ima elemente









j ≤ Bij. (7)
Denimo, da je particija Π(t+m) že na voljo. Za izračun naslednje particije Π(t+m+1) =
nextSKM(Π(t+m)), drugi korak algoritma zahteva izračun minCenter(t + m, ai) za
vsak ai ∈ A. Če za nek ai velja
Bij ≤ aTi ctrenutni(t+m,ai) za vsak j ̸= trenutni(t + m, ai), (8)
potem je
aTi cj ≤ Bij ≤ aTi ctrenutni(t+m,ai) za vsak j ̸= trenutni(t + m, ai)
in trenutni(t + m, ai) = minCenter(t + m, ai). V tem primeru ai ostane v gruči
πtrenutni(t+m,ai). Tekom algoritma se izkaže, da je v prvih iteracijah veliko premikanja
vektorjev med gručami. Po nekaj iteracijah pa gruče postanejo bolj "stabilne" z
vedno manj vektorji, ki se premikajo med njimi. V tem primeru nam neenakost (8)
pripomore k temu da se izognemo potratnemu računanju skalarnega produkta med
vektorji in "zelo oddaljenimi" centri.
Če pa je za nek j neenakost (8) kršena, potem moramo izračunati skalarni produkt
aTi c
(t+m)




Drugi korak algoritma paketne verzije sferične metode k-voditeljev lahko tako
zamenjamo s korakom, ki po prvih tmin iteracijah uporabi zgoraj opisani postopek
z manjšo računsko zahtevnostjo (glej Algoritem 2).
Algoritem 2 Posodobitev drugega koraka paketne verzije algoritma sferične metode
VHOD: Množica enotskih vektorjev A, particija Π(t).
IZHOD: Particija nextSKM(Π(t)).
if (t ≤ tmin) then
izvedi 2. korak sferične metode k-voditeljev
if (t = tmin) then
definiraj Bij = aTi c
(t)
j , i = 1, . . . , m, j = 1, . . . , k
end if
else if (t > tmin) then
posodobi Bij = Bij +
c(t−1)j − c(t)j  , i = 1, . . . , m, j = 1, . . . , k
for i = 1 to m do
izračunaj aTi ctrenutni(t,ai)
if (Bij ≤ aTi ctrenutni(t,ai) za vsak j = 1, . . . , k) then
minCenter(t, ai) = trenutni(t, ai)
else
izračunaj aTi cj, j = 1, . . . , k, in določi minCenter(t, ai)
posodobi Bij = aTi cj
end if
end for
Izračunaj naslednjo particijo Π(t+1) = nextSKM(Π(t))
end if
6.2. Delitev ravninskih podatkov na dve gruči. V tem poglavju si bomo
ogledali optimalno particijo dvodimenzionalnih enotskih vektorjev na dve gruči. Al-
goritem, ki določi particijo, je predstavljen spodaj, vendar pa njegova izpeljava ni
tako enostavna in očitna kot v primeru kvadratične objektne funkcije.
Recimo, da imamo dan naslednji problem. Množico enotskih vektorjev Z =
{z1, . . . , zm} ⊂ R2 razvrsti na dve optimalni gruči πmin1 in πmin2 . Problem je v
bistvu enodimenzionalen, saj se da vsak enotski vektor z ∈ R2 predstaviti kot eiθ,
kjer je 0 ≤ θ < 2π. Označimo zj kot eiθj in predpostavimo (brez izgube splošnosti),
da velja
0 ≤ θ1 ≤ θ2 ≤ . . . ≤ θm < 2π.
Na tem mestu definirajmo še središče ("središčni" vektor) enotskih vektorjev z′ =
eiθ
′ in z′′ = eiθ′′ , kot sred(z′, z′′) := ei(θ′+θ′′)/2.
Ker je problem enodimenzionalen, je mamljivo domnevati, da za nek j obstaja
premica, ki gre skozi izhodišče in središče vektorjev zj in zj+1 ter določa optimalno
particijo. Naslednji primer pokaže, da to ni nujno res.
Primer 6.5. Naj bodo
z1 = (1, 0)T , z2 =
(














Ko je e = 0, je očitno najboljša particija Πmin = {{z1}, {z2, z3, z4}} z vrednostjo
objektne funkcije Q(Πmin) = 1 (glej sliko 2). Medtem ko majhen e (npr. e = π36)
ne spremeni optimalne particije, pa vsaka gruča, skonstruirana z zgoraj omenjenim
pristopom (particija i je določena s premico, ki gre skozi izhodišče in središče vektor-
jev zi in zi+1), vsebuje dva vektorja. Te particije ne vsebujejo optimalne particije
{πmin1 , πmin2 }. Sliki 3 in 4 prikazujeta particije generirane na ta način pri danem
e = π36 . ♦
Slika 2. Optimalna particija.
6.2.1. Optimalna particija na dve gruči. Z namenom, da razjasnimo neuspeh
primera 6.5 in podamo njegovo rešitev, predstavimo formalno definicijo "leve" in
"desne" polravnine, določene z vektorjem x, in opišimo postopek, ki izračuna opti-
malni "delilni" vektor x0.
Slika 3. Neoptimalni particiji določeni s premico, ki gre skozi
izhodišče in sred(z1, z2) (levo) ter sred(z2, z3) (desno).
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Slika 4. Neoptimalni particiji določeni s premico, ki gre skozi
izhodišče in sred(z1, z4) (levo) ter sred(z3, z4) (desno).
• Za neničelen vektor x ∈ R2 označimo x⊥ vektor, ki ga dobimo, ko x zavrtimo







• Za neničelen vektor x ∈ R2 in množico vektorjev Z = {z1, . . . , zm} ⊂ R2
definiramo dve podmnožici, "pozitivno" Z+(x) = Z+ in "negativno" Z−(x) =
Z−, na sledeč način:
Z+ = {z : z ∈ Z, zT x⊥ ≥ 0} in Z− = {z : z ∈ Z, zT x⊥ < 0}.
Ko se "optimalna" delilna premica v primeru 6.5 zavrti v smeri urinega kazalca od
z2 proti sred(z2, z1) prečka z4 in ga s tem prestavi v drugo gručo (glej sliko 5).
Temu problemu se lahko izognemo tako, da "optimalno" delilno premico zavrtimo
Slika 5. Optimalna particija in particija določena s premico, ki gre
skozi izhodišče in sred(z2, z1).
do sred(z2, −z4) namesto do sred(z2, z1). "Optimalna" delilna premica in prem-
ica, ki gre skozi izhodišče ter sred(z2, −z4) določata enako particijo (glej sliko 6).
V splošnem, če je množica Z = {z1 = eiθ1 , . . . , zm = eiθm} simetrična glede na
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Slika 6. Pravilno določena optimalna particija.
izhodišče (za vsak zi ∈ Z obstaja tak vektor zl ∈ Z, da velja zi = −zl) , potem sta
za vektorja
x′ = eiθ′ , x′′ = eiθ′′ z θj < θ′ ≤ θ′′ < θj+1
particiji {Z+(x′), Z−(x′)}, in {Z+(x′′), Z−(x′′)} identični. S pomočjo te ugotovitve
podamo enostaven postopek za izračun optimalne particije {πmin1 , πmin2 } :
(1) Naj bo W = {w1, . . . , wm, wm+1, . . . , w2m} množica dvodimenzionalnih vek-
torjev definiranih na sledeč način:
wi = zi i = 1, . . . , m,
wi = −zi i = m + 1, . . . , 2m.
(2) Če je potrebno, prerazporedi indekse tako, da velja
wj = eiθj in 0 ≤ θ1 ≤ θ2 ≤ . . . ≤ θ2m < 2π.
(3) Za vsak j izračunaj particijo {πj1, πj2} množice Z na sledeč način:
(a) Izračunaj vektor x = wj + wj+12 .
(b) Določi gruči πj1 = Z+(x) in πj2 = Z−(x).
(4) Za vsako particijo {πj1, πj2} izračunaj vrednost objektne funkcije
Qj = Q({πj1, πj2}), j = 1, . . . , m.
Če je Qk = min
j=1,...,m
Qj, potem je {πmin1 , πmin2 } = {πk1 , πk2} optimalna particija
množice Z.
Opomba 6.6.
• V točki (3) velja, da indeksa j in j +m generirata enaki particiji. Zato lahko
pričakujemo kvečjem m različnih particij generiranih z j = 1, . . . , m.
• Optimalna particija, ki minimizira (3), je ena izmed generiranih.
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6.3. Inkrementalna verzija sferične metode k-voditeljev. V tem poglavju si
bomo ogledali inkrementalno verzijo algoritma, saj ta lahko odpravi problem, ki
nam je povzročal preglavice v primeru 6.4. Kombinacija obeh algoritmov tako os-
novnega kot inkrementalnega pa ima potencial, da izboljša particije generirane samo
z osnovnim algoritmom.
6.3.1. Prva varianta sferične metode k-voditeljev. Za konstrukcijo inkremen-
talne verzije algoritma definirajmo naslednje pojme.
Definicija 6.7. Prva varianta particije Π je particija Π′, ki jo dobimo iz Π tako, da
prestavimo en vektor a iz gruče πi ∈ Π v gručo πj ∈ Π.
Definicija 6.8. Particija nextSFV(Π) je taka prva varianta Π, da za vsako prvo
varianto Π′ velja
Q(nextSFV(Π)) ≤ Q(Π′).
Predlagani algoritem (glej Algoritem 3) , ki uporabi prve variante particij, se
začne z začetno particijo Π(0) in generira zaporedje particij Π(1), ..., Π(t), Π(t+1) . . .
kjer velja
Π(t+1) = nextSFV(Π(t)), t = 0, 1, . . .
Poglejmo si razlike med iteracijami, ki uporabljajo prve variante particij in it-
eracijami paketne verzije algoritma. Za lažjo obravnavo denimo, da imamo dve
množici A = {a1, . . . , ap} in B = {b1, . . . , bq}. Naš cilj je ugotoviti, če je potrebno
posamezen vektor bq odstraniti iz B in ga dodeliti A. Dobljeni množici označimo z
B− in A+ :
A+ = {a1, . . . , ap, bq}, B− = {b1, . . . , bq−1}.
Aplikacija paketne verzije algoritma sferične metode k-voditeljev na dvodelni parti-






Če je ∆k > 0, potem paketna verzija algoritma prestavi vektor bq iz B v A, sicer pa
































































































Prejšni neenakosti skupaj z (9) implicirajo ∆ ≥ ∆k. Zadnja neenakost nam pokaže
tudi to, da v primeru, ko je ∆k ≤ 0 in bq ni prestavljen v drugo gručo, je ∆ lahko
še vedno pozitivna. Algoritem paketne verzije zato lahko particijo {B−, A+} zgreši,
pa čeprav je Q({B−, A+}) < Q({B, A}) (glej primer 6.4).
Sedaj pa si poglejmo še velikost razlike ∆ − ∆k. Za množico vektorjev X =
{x1, . . . , xr} označimo vsoto vektorjev z sum(X) = x1 + . . . + xr. Zaradi (9) velja









Ker sta vektorja sum(B−) in c(B−) kolinearna, se z večanjem razlike c(B−) − c(B)









. Zato lahko pričakujemo bistveno razliko med ∆ in ∆k
pri premiku posameznega vektorja iz gruče B v gručo A. Pri tem se tudi znatno
spremenijo lokacije centrov gruč. Ta pojav se verjetno ne bo zgodil, če so gruče
velike. Vendar pa iteracije inkrementalne verzije algoritma postanejo učinkovite, ko
particija vsebuje majhne gruče (velikosti 100 ali manj).
Inkrementalna verzija algoritma sferične metode k-voditeljev je podana v Algo-
ritmu 3.
Algoritem 3 Inkrementalna verzija algoritma sferične metode
VHOD: Množica enotskih vektorjev A, k (število gruč), tolI ≥ 0 (toleranca).
IZHOD: Particija dane množice.
1. Določi poljubno particijo Π(0) in nastavi indeks iteracije t = 0.






Nastavi Π(t+1) = nextSFV(Π(t))
Povečaj t za 1
Vrni se na korak 2.
4. Vrni particijo.
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Enostavno je opaziti, da ena iteracija inkrementale verzije algoritma sferične
metode k-voditeljev, uporabljena na začetni particiji v primeru 6.4, generira op-
timalno particijo (glej sliko 7).
Slika 7. Optimalna particija generirana s kobiniranim algoritmom.
6.3.2. Računska zahtevnost sferičnih inkrementalnih iteracij.
Na tem mestu si še na kratko oglejmo računsko zahtevnost v povezavi z iteracijami
inkrementalne verzije algoritma sferične metode. Časovna in prostorska zahtevnost
inkrementalnih iteracij sta v bistvu enaki kot pri iteracijah paketne verzije algoritma.
Za vsak a ∈ πℓ in gručo πj algoritem izračuna
δj(a) =
(




Q(πj) − Q(π+j )
)
,
kjer je π−ℓ = πℓ − {a} in π+j = πj ∪ {a}. Če je δj(a) ≤ 0 vektorja a ne prestavimo
v gručo πj. Izračun vrednosti
Q(πℓ) − Q(π−ℓ ) in Q(πj) − Q(π+j )
za vsak vektor a ∈ A je računsko "ozko grlo" iteracij inkrementalne verzije algoritma.
Upoštevajmo
Q(πℓ) − Q(π−ℓ ) = |πℓ| − ∥sum(πℓ)∥ −
(
|πℓ| − 1 − ∥sum(πℓ) − a∥
)
= ∥sum(πℓ) − a∥ − ∥sum(πℓ)∥ + 1
=
√
(sum(πℓ) − a)T (sum(πℓ) − a) − ∥sum(πℓ)∥ + 1
=
√
∥sum(πℓ)∥2 − 2 ∥sum(πℓ)∥ aT c(πℓ) + 1 − ∥sum(πℓ)∥ + 1
(10)
in
Q(πj) − Q(π+j ) = |πj| − ∥sum(πj)∥ −
(




∥sum(πj)∥2 + 2 ∥sum(πj)∥ aT c(πj) + 1 − ∥sum(πj)∥ − 1.
(11)
Opomnimo, da je za iteracije paketne verzije algoritma prav tako potreben izračun
vrednosti ∥sum(πℓ)∥ in aT c(πℓ), a ∈ A, ℓ = 1, . . . , k. Nadalje, preprost izračun
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pokaže
Q(πj) − Q(π+j ) = ∥sum(πj)∥









































Pri tem smo upoštevali aT c(πj) ≥ 0. Posledično, če je a = ai in







(glej poglavje 6.1.2, neenakost (7)), je potem δj(ai) ≤ 0. S shranjevanjem matrike B
in vrednosti skalarjev ∥sum(πℓ)∥ , ℓ = 1, . . . , k se tako lahko izognemo potratnemu
računanju povezanem z vrednotenjem δj(ai).
6.4. Ping pong algoritem. Medtem ko ena iteracija inkrementalne verzije algo-
ritma sferične metode natančno izračuna spremembo objektne funkcije, prestavljanje
enega vektorja ponavadi vodi do manjše spremembe pri vrednosti objektne funkcije.
Po drugi strani iteracije paketne verzije algoritma ponavadi vodijo do večjega zman-
jšanja vrednosti objektne funkcije. Da dosežemo čim boljše rezultate kombiniramo
oba algoritma v tako imenovan ping pong algoritem. Ping pong algoritem poteka
v dveh korakih. V prvem koraku potekajo iteracije paketne verzije algoritma. Ko
algoritmu v prvem koraku ne uspe več spremeniti particije, drugi korak požene eno
iteracijo inkrementalne verzije. Algoritem je predstavljen v Algoritmu 4. Tu pouda-
rimo, da je bila večina izračunov, ki nastopijo v 3. koraku, že izvedenih v 2. koraku
(glej (10) in (11)). Zato je računska zahtevnost za izvedbo inkrementalne iteracije,
takoj po iteraciji paketne verzije sferične metode, zanemarljiva.
6.5. Kvadratična in sferična metoda k-voditeljev. Predstavljajmo si nov al-
goritem metode k-voditeljev opremljen z razdaljno funkcijo d(x, y) = ∥x − y∥2.
Kot v primeru sferične metode je tu dana množica ℓ2 normiranih podatkov A =
{a1, . . . , am} in enotska sfera S. Tako kot je pogosto pri praktičnih aplikacijah
sferične metode predpostavimo, da so vse koordinate vektorjev a nenegativne.
Problem (5.2) je v tem primeru sledeč:





∥x − a∥2}. (12)
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Algoritem 4 "Ping pong" algoritem
VHOD: Množica enotskih vektorjev A, k (število gruč), toleranci tol ≥ 0 in
tolI ≥ 0.
IZHOD: Particija dane množice.
1. Začni z začetno particijo Π(0) in nastavi index iteracije t = 0.






Nastavi Π(t+1) = nextSKM(Π(t))
Povečaj t za 1
Vrni se na 2. korak.






Nastavi Π(t+1) = nextSFV(Π(t))
Povečaj t za 1
Vrni se na 2. korak.
4. Vrni particijo.
Trditev 6.9. Rešitev minimizacijskega problema (12) je enaka rešitvi minimizaci-
jskega problema (1), ki je
c(A) = a1 + . . . + am
∥a1 + . . . + am∥
.
Dokaz. Ker smo omejeni na enotsko sfero S, centri kvadratične in sferične metode
k-voditeljev sovpadajo, saj za enotska vektorja x in a velja
∥x − a∥2 = 2 − 2xT a.
Z uporabo zgornje zveze pa je očitno, da se problem (12) prevede na problem (1). 
Zlahka je videti, da je sferična metoda k-voditeljev le poseben primer kvadratične.
7. Uporaba sferične metode k-voditeljev
Knjige "Čarovnik z Oza", katerih avtor je Frank Baum, veljajo za ene najbolj
priljubljenih otroških knjig. V času svojega življenja jih je Frank Baum napisal 14.
Po njegovi smrti pa je bilo napisanih še 26 knjig, vključno z 19 knjigami pisateljice
Ruth Plumly Thompson. Danes imamo tako 40 uradnih knjig z naslovom "Čarovnik
z Oza". Petnajsta knjiga ("The Royal Book of Oz") je bila prva knjiga, ki jo je
pisateljica Thompson objavila leta 1921, dve leti po smrti Franka Bauma. Avtorstvo
te knjige je bilo dolgo jabolko spora med strokovnjaki za literaturo, danes pa se po
številnih stilometričnih analizah knjig, avtorstvo pripisuje pisateljici Thompson.
Problema se bomo lotili s sferično metodo k-voditeljev. Pri tem bomo uporabili
programski jezik R, saj ima že veliko implementiranih funkcij za analizo tekstovnih
dokumentov.
Na začetku si iz spletnega repozitorija ekonomske fakultete na Dunaju (WU Wien)
prenesemo knjižnico tm.corpus.Oz.Books [13]. V knjižnici je 21 knjig "Čarovnik
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z Oza" (14 knjig Franka Bauma in 7 knjig pisatljice Thompson) predstavljenih kot
tm Corpus objekt. Knjige Thompsonove, ki so na voljo v tem korpusu, sta njeni
prvi dve in zadnjih pet. V nadaljevanju bomo uporabili paket skmeans za preprosto
stilometrično analizo, ki temelji na grupiranju teh knjig z uporabo sferične metode.
Začnemo z uvozom korpusa knjig "Čarovnik z Oza". Besedila knjig nato s pomočjo
funkcije tm_map iz knjižnice tm ustrezno uredimo in filtriramo. Torej, odstranimo
odvečne presledke, velike začetnice spremenimo v male, odstranimo nepomembne
besede ter na koncu vsa besedila filtriramo s Porterjevim algoritmom.
1 data("Oz_Books", package = "tm. corpus .Oz.Books")
2
3 library (tm)
4 Oz_Books <- tm_map(Oz_Books , stripWhitespace )
5 Oz_Books <- tm_map(Oz_Books , content _ transformer ( tolower ))
6 Oz_Books <- tm_map(Oz_Books , removeWords , stopwords (" english "))
7 Oz_Books <- tm_map(Oz_Books , stemDocument )
Za uporabo algoritma moramo knjige predstaviti kot vektorje. To naredimo s po-
močjo funkcije DocumentTermMatrix, ki vsaki knjigi priredi vektor besed, te pa
zloži v matriko podatkov, ki ima na mestu (i, j) število pojavitev j-te besede v i-ti
knjigi.
1 dtm <- DocumentTermMatrix (Oz_Books)
2 dtm
Dobimo matriko podatkov velikosti 21 × 36083, torej je naš slovar znanih besed
sestavljen iz 36083 različnih izrazov. Prirejeni vektorji besed pa imajo v povprečju
85% delež koordinat z vrednostjo 0. Iz matrike si lahko pogledamo, katere so najbolj
pogoste besede v našem naboru knjig in njihovo število pojavitev (glej tabelo 1). Za
primerjavo pa si lahko pogledamo tudi najbolj pogoste besede obeh avtorjev (glej
tabeli 2 in 3).









































Kot zanimivost, s pomočjo knjižnice wordcloud lahko najbolj pogoste besede pred-
stavimo na bolj privlačen način, in sicer z oblakom besed (angl. word cloud). Ve-
likost besed v oblaku odraža njihovo pogostost, torej večja kot je beseda, večkrat se
je pojavila v besedilu. Na sliki 8 je predstavljen oblak besed za naš primer.
Slika 8. Oblak 30 najbolj pogostih besed.
Sedaj ko smo knjige pretvorili v ustrezno obliko, pa jih lahko razvrstimo z algorit-
mom sferične metode k-voditeljev. Tu uporabimo funkcijo skmeans, ki za vhodne
argumente sprejeme matriko podatkov, število gruč k in seznam ustreznih nadzornih
parametrov control. Naš cilj je ugotoviti avtorstvo 15. knjige "Čarovnik z Oza",
zato bomo knjige razvrstili v dve gruči (k=2), kjer vsaka predstavlja enega avtorja.
Za začetna centra bomo določili dve knjigi iz naše množice. Izberemo jih tako, da
prvo določimo naključno, za drugo pa izberemo tisto, ki je najbolj oddaljena od
prve (start=’s’). Algoritem sferične metode bomo pognali 1000-krat, zato da se
izognemo neoptimalnim rešitvam, ki nastopijo v primeru lokalnega minimuma.
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1 set.seed(123)
2 party <- skmeans (dtm , k=2, control = list(nruns = 1000, start=’s’))
3 party
Algoritem vrne particijo knjig, katere vrednost objektne funkcije je enaka 3,85.
Sedaj lahko primerjamo klasifikacijo avtorstva knjig z dejanskimi avtorji. To storimo
na sledeč način.
1 ids <- abbreviate ( unlist (meta(Oz_Books , " author ", type="local")))
2 data <- data.frame( Cluster = party$cluster , Author = ids)
3 View(data)
Dobimo tabelo (tabela 4), ki nam poda informacijo o particiji knjig ter njihovem
avtorstvu. Klasifikacija je popolna, saj so vse knjige Franka Bauma v gruči 1 ter
vse knjige Ruth Thompson v gruči 2. V gruči 2 je tudi 15. knjiga "The Royal Book
of Oz", zato lahko domnevamo, da je njena avtorica res Ruth Plumly Thompson.
Tabela 4. Particija knjig.
Cluster Author
The Wonderful Wizard of Oz 1 L.FB
The Marvelous Land of Oz 1 L.FB
Ozma of Oz 1 L.FB
Dorothy and the Wizard in Oz 1 L.FB
The Road to Oz 1 L.FB
The Emerald City of Oz 1 L.FB
The Patchwork Girl of Oz 1 L.FB
Tik-Tok of Oz 1 L.FB
The Scarecrow of Oz 1 L.FB
Rinkitink in Oz 1 L.FB
The Lost Princess of Oz 1 L.FB
The Tin Woodman of Oz 1 L.FB
The Magic of Oz 1 L.FB
Glinda of Oz 1 L.FB
The Royal Book of Oz 2 RtPT
Kabumpo in Oz 2 RtPT
The Wishing Horse of Oz 2 RtPT
Captain Salt in Oz 2 RtPT
Handy Mandy in Oz 2 RtPT
The Silver Princess in Oz 2 RtPT
Ozoplaning with the Wizard of Oz 2 RtPT
Da knjige lahko ločimo, preverimo z metodo analize glavnih komponent [3] (angl.
principal component analysis), ki jo v programskem jeziku R izvedemo s klicem na
funkcijo prcomp. S pomočjo metode lahko v našem primeru projeciramo vektorje
besed na ravnino. Dana projekcija je prikazana na sliki 9, iz katere je razvidno, da
je zbirko knjig možno ločiti na dve skupini.
26
Slika 9. Projekcija vektorjev besed zbirke knjig "Čarovnik z Oza"
z metodo PCA. Rdeče točke predstavljajo knjige pisatelja Franka
Bauma, modre pa knjige pisateljice Ruth Plumly Thompson.
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