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Zusammenfassung
Im Rahmen der vorliegenden Arbeit wurden ultraschnelle zeitaufgelöste Elektronenbeugungs-(TR-
RHEED)-Experimente an verschiedenen Adsorbatsystemen auf Silizium-(Si)-Substraten durchge-
führt. Durch Anwendung des Debye-Waller Eﬀektes kann experimentell direkt die Schwingungs-
amplitude der angeregten Adsorbatatome als Funktion der Zeit verfolgt werden. Blei (Pb) bildet
auf Si(1 1 1) bei einer Bedeckung von 4/3 Monolagen eine (
√
3×√3)-Rekonstruktion aus. Im TR-
RHEED-Experiment wird das transiente Verhalten der Intensität der Beugungsreﬂexe aufgezeichnet.
Nach der Anregung mit dem fs-Laserpuls bricht die Intensität auf Grund des Debye-Waller-Eﬀektes
ein. Das zeitliche Verhalten des Abregeprozesses kann durch zwei exponentielle Funktionen beschrie-
ben werden: eine schnelle Zeitkonstante von 100 ps und eine deutlich langsamere von 2800 ps. Diese
beiden Zeitkonstanten werden zwei unterschiedlichen Phononenmoden des Blei-Adsorbats zugeord-
net. Der große Unterschied zwischen den Zeitkonstanten und damit der Kopplung zum Substrat wird
durch die Bindungsgeometrie im Strukturmodell erklärt. Zur Bestätigung dieses Erklärungsansatzes
wurden TR-RHEED-Experimente an der (
√
7 × √3)-Rekonstruktion von Pb auf Si(1 1 1) durchge-
führt. Diese Phase mit einer Bedeckung von 1.2 Monolagen zeigt ähnliche strukturelle Elemente.
Das transiente Verhalten kann mit denselben zwei Zeitkonstanten beschrieben werden.
Darüber hinaus wurden erste Experimente an der β(
√
3×√3)-Phase von Pb/Si(1 1 1) durchgeführt.
Diese Rekonstruktion mit einer Bedeckung von 1/3 Monolagen Pb weist einen Phasenübergang zur
(3× 3)-Rekonstruktion auf, der auch experimentell beobachtet werden konnte. Weitere untersuchte
Adsorbatsysteme sind: (
√
3×√3)Ag/Si(1 1 1), (√3×√3)In/Si(1 1 1), (√31×√31)In/Si(1 1 1) und
(
√
3×√3)Bi/Si(1 1 1).
Im zweiten Teil der vorliegenden Arbeit wurde erstmalig die strukturelle Dynamik von Oberﬂächen-
Phasenübergängen mit TR-RHEED untersucht. Als erstes Modellsystem wurde der Si(0 0 1) c(4 ×
2)− (2× 1)-Ordnungs-Unordnungs-Phasenübergang gewählt. Die Dynamik dieses Phasenübergangs
kann mit TR-RHEED beobachtet werden; die Laue-Ringe, auf denen die c(4 × 2)-Reﬂexe liegen,
verschwinden im zeitlichen Überlapp nahezu vollständig. Der beobachtete Intensitätseinbruch in den
(2 × 1)-Reﬂexen ist jedoch sehr klein. Auf Grund der direkten Bandlücke von Silizium kann eine
direkte Absorption der Photonen in der Silizium-Oberﬂäche ausgeschlossen werden. Stattdessen wird
die Anregung des Phasenübergangs durch eine Absorption im Oberﬂächenzustand der gebuckelten
Dimere erklärt.
Außerdem wurde der Peierlsartige Phasenübergang von In/Si(1 1 1) (4× 1)− (8× ”2”) ausführlich
analysiert. Der Phasenübergang kann mit zeitaufgelöstem RHEED sehr deutlich beobachtet werden:
die Reﬂexe der (8 × ”2”)- verschwinden, während zeitgleich die Intensität in denen der (4 × 1)-
Rekonstruktion ansteigt. Der Intensitätsanstieg kann nicht mit einem einfachen Debye-Waller-Eﬀekt
erklärt werden, es ﬁndet ein echter struktureller Übergang auf der Oberﬂäche statt. Es werden
ﬂuenz- und basistemperaturabhängige Messungen präsentiert, wodurch gezeigt werden kann, dass
eine elektronische Anregung und keine thermische Anregung die Tieftemperatur-Phase zerstört. Es
kann zwischen einer kompletten strukturellen Neubildung der (8 × ”2”)-Rekonstruktion (Zeitkons-
tante von > 500 ps) und einer Fortbildung von Keimzellen um zusätzliche Adsorbatatome herum
(runter bis zu 50 ps) unterschieden werden. Darüber hinaus kann ein thermisches Abkühlen vor der
Strukturänderung beobachtet werden, wenn die Oberﬂäche über die Phasenübergangs-Temperatur
erwärmt wird (Zeitkonstante bis zu 2000 ps).
I

Summary
In the present work ultra fast time resolved electron diﬀraction (TR-RHEED) at various adsorbate
systems on silicon (Si) substrates was performed. Using the Debye-Waller-eﬀect, the vibrational
amplitude of the excited adsorbate atoms can be directly observed in the experiments as a function
of time. For a coverage of 4/3 monolayers Lead (Pb) on Si(1 1 1) forms a (
√
3×√3)-reconstruction.
The transient intensity evolution of the diﬀraction spots is recorded in a TR-RHEED-experiment.
After excitation with a fs-laser pulse the intensity decreases due to the Debye-Waller-eﬀect. The
temporal behavior of the de-excitation process can be described with two exponential functions: a
short time constant of 100 ps and a long one of 2800 ps. The two time constants can be assigned
to two diﬀerent phonon modes of the Pb-adsorbate. The huge diﬀerence between the two time
constants and thus diﬀerence in the coupling to the substrate is explained by the bonding geometry
in the structural model. To conﬁrm this possible explanation, further TR-RHEED-experiments for
the (
√
7 × √3)-reconstruction of Pb on Si(1 1 1) were performed. The (√7 × √3)-reconstruction
with a coverage of 1.2 monolayers shows compareable structural elements. The transient intensity
evolution can be described with the identical two time constants.
In addition, ﬁrst experiments on the β(
√
3×√3)-phase of Pb/Si(1 1 1) are presented. This β(√3×√
3)-reconstruction, with a coverage of 1/3 monolayers of Pb, shows a phase transition to a (3×3)-
reconstruction, which was observed in the experiments. Further investigated adsorbate systems are:
(
√
3×√3)Ag/Si(1 1 1), (√3×√3)In/Si(1 1 1), (√31×√31)In/Si(1 1 1), and (√3×√3)Bi/Si(1 1 1).
In the second part of the present work the structural dynamics of strongly driven surface phase
transitions was analysed for the ﬁrst time with TR-RHEED. As a ﬁrst modell system, the Si(0 0 1)
c(4×2)−(2×1) order disorder phase transition was analyzed. The dynamics of this phase transition
can be observed with TR-RHEED, as the Laue rings on which the c(4×2)-spots are located vanishes
almost completely in the temporal overlap. The observed intensity decrease of the (2 × 1)-reﬂexes
is however quiet small. Due to the direct bandgap of Silicon, a direct absorption of the photons in
the Silicon substrate can be excluded. Instead, the excitation of the phase transition is explained by
absorption in the surface state of the tilted dimer.
Furthermore, the Peierls like phase transition of In/Si(1 1 1) (4 × 1) − (8 × ”2”) was analyzed in
detail. This phase transition can be observed excellently in TR-RHEED: the diﬀraction spots of the
(8× ”2”)-reconstruction vanish whereas the intensity of the (4× 1)-spots increases simultaneously.
The intensity increase cannot be explained with a simple Debye-Waller eﬀect. A real structural
transiton at the surface takes place. Fluence and base temperature dependent measurements are
presented to conﬁrm, that the electronic excitation instead of thermal excitation destroys the low
temperature phase. Furthermore, a complete structural formation of the (8 × ”2”)-reconstruction
(time constant of approx. 500 ps) and growth from seeds around adsorbates (down to 50 ps) can be
distinguished. In addition, the thermal cooling before the structural change can be observed when
the surface is heated above the phase transition temperature (time constant up to 2000 ps).
III
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Ein Gelehrter in seinem Laboratorium ist nicht nur ein Techniker; er steht auch vor den Naturge-
setzen wie ein Kind vor der Märchenwelt.
Marie Curie (1867- 1934, Physikerin, 1903 Nobelpreis für Physik und 1911 Nobelpreis für Chemie)
Ein Experiment ist eine List, mit der man die Natur dazu bringt, verständlich zu reden. Danach
muss man nur noch zuhören.
George Wald (1906- 1997, Physiologe, 1967 Nobelpreis für Medizin)

Einleitung
Making the molecular movie [27] - der Weg zur zeitaufgelösten Elektronenbeugung.
Es besteht schon lange der Wunsch danach, direkt sehen zu können, wie Atome auf Anregung
reagieren. Was für eine Bewegung führen Atome nach Anregung mit einem Laserpuls aus und wie
ändert sich dadurch z. B. die geometrische Struktur der Fläche? Auf welcher Zeitskala geschehen
solche Prozesse? Was ist die Dynamik von Phasenübergängen? Wie unterscheidet sich die Reaktion
des Elektronensystems von der der Struktur? Von besonderem Interesse sind solche Prozesse auf
Oberﬂächen mit Adsorbatatomen. Um diese Fragen beantworten zu können -um ein atomares (oder
auch molekulares) Movie drehen zu können- wird ein Experiment mit hoher Zeitauﬂösung, das sensitiv
auf atomare Bewegungen und Schwingungen ist, benötigt. Eine Methode, die den direkten Zugang
zur Auslenkung der Atome liefert, ist die Beugung.
In nahezu jedem Labor, in dem Oberﬂächen- oder Festkörperphysik betrieben wird, ist an den
Vakuum-Apparaturen ein LEED (Low Energy Electron Diﬀraction, Niederenergetische Elektronen-
beugung) zu ﬁnden. Die Elektronenbeugung ist eine der häuﬁgsten und auch mächtigsten Methoden
der Oberﬂächenphysik. Nachdem 1924 de Broglie den Wellencharakter von Materie vorhergesagt
hat, haben Davisson und Germer bereits im Jahr 1927 gezeigt, dass Elektronen an Oberﬂächen ge-
beugt werden können und damit die Welleneigenschaften nachgewiesen [23]. Für diese Entdeckung
der Elektronenbeugung erhielten sie 1937 den Nobelpreis. Die Elektronenbeugung ist damit eines der
ältesten Verfahren um Oberﬂäche zu untersuchen und zu charakterisieren.
Mit der Entwicklung von Vakuumpumpen in den 1960er Jahren, die Ultrahochvakuum ermöglichten,
begann der Einzug der Elektronenbeugung in die Labore. Es wurden in den darauﬀolgenden Jahren
unterschiedliche Arten der Elektronenbeugung mit verschiedenen Anwendungsbereichen entwickelt,
beispielsweise:
· Die wohl wichtigste Methode ist die bereits erwähnte Niederenergetische Elektronenbeugung,
LEED mit ihren Unterarten SPALEED (Spot Proﬁle Analyzing LEED), IV-LEED und Video-
LEED. Mit Hilfe von IV-LEED und Simulation von IV-Kurven wurden viele Oberﬂächen-
Strukturen aufgeklärt.
· Eine zweite, häuﬁg in Molekularstrahl-Epitaxie (Molecular Beam Epitaxy, MBE)-Apparaturen
verwandte Methode, ist die Reﬂexionsbeugung hochenergetischer Elektronen, RHEED (Re-
ﬂexion High Energy Electron Diﬀraction). Durch eine Kombination aus hochenergetischen
Elektronen und einem streifenden Einfallswinkel wird dabei Oberﬂächenempﬁndlichkeit ermög-
licht.
· Wird Elektronenbeugung in Durchstrahlungsgeometrie durchgeführt, z. B. in einem Trans-
missions-Elektronenmikroskop (TEM) so handelt es sich dabei um TED (Transmission Electron
Diﬀraction).
· Eine weitere Elektronenbeugungsmethode ist Elektronenbeugung in der Gasphase (Gasphase
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Electron Diﬀraction, GED). Die GED ist eine Methode zur Strukturbestimmung kleiner Mole-
küle und dient als Referenz für quantenmechanische und molekülmechanische Berechnungen,
z. B. in den Arbeiten von Odd Hassel, der 1969 den Nobelpreis für die Konformationsaufklärung
von Cyclohexan erhielt.
Die Einführung von Kurzpuls-Lasern, die zunächst Impulsdauern von Picosekunden und seit der
Entwicklung des Titan-Saphir Lasers 1982 von sogar nur Femtosekunden haben, wurde die Ent-
wicklung der Zeitaufgelösten Elektronenbeugung im Jahr 1982 durch Mourou und Williamson [84]
möglich. Durch sogenannte Anrege-Abfrage-Experimente (Pump-Probe) mit ultrakurzen Laserpulsen
ist der Zugang zu atomaren Zeitskalen möglich geworden. Die Kombination mit der Zeitauﬂösung
eröﬀnet der Methodik Elektronenbeugung somit den Zugang zu ganz neuen dynamischen Phäno-
menen. Zunächst wurden Experimente in Transmissionsgeometrie an dünnen Aluminium-Filmen mit
ps-Laserimpulsen durchgeführt. 1984 konnte hier beispielsweise der laserinduzierte Schmelzvorgang
des Aluminiums mit einer Zeitauﬂösung von 20− 100 ps direkt beobachtet werden [136]. Die ersten
oberﬂächensensitiven zeitaufgelösten Beugungsexperimente wurden 1984 von Becker, Higashi und
Golovchenko mit einem ns-LEED durchgeführt [7]. Sie haben mit Hilfe des Debye-Waller-Eﬀektes
die Oberﬂächentemperatur von Germanium während Laser Annealing gemessen.
Im Jahre 1987 haben Elsayed-Ali und Mourou [31] die Möglichkeit eines zeitaufgelösten RHEEDs
(TR-RHEED) mit einer Zeitauﬂösung von > 200 ps vorgestellt. Damit wurde die erste oberﬂächen-
sensitive zeitaufgelöste Beugungsmethode mit ps-Zeitauﬂösung entwickelt. In ihren Experimenten
wurden z. B. Blei-Einkristalle untersucht [30]. Mit Hilfe des Debye-Waller-Eﬀektes wurde die Tempe-
ratur einer Pb(1 1 0)-Oberﬂäche nach Anregung mit einem ps-Infrarot-Laser beobachtet. Das dyna-
mische Verhalten konnte mit 1-dimensionaler Wärmediﬀusion erklärt werden. In weiteren Experi-
menten wurde ein Ordnungs-Unordnungs-Phasenübergang der Pb(1 1 0)-Fläche, der kurz vor dem
Schmelzpunkt von 600.7 K reversibel auftritt, in TR-RHEED-Experimenten untersucht [42]. Wei-
tere Experimente von Elsayed-Ali et al. wurden zum Superheating von Pb(1 1 1) und Pb(0 0 1)
[43, 44, 125,142] mit einer Zeitauﬂösung von 200 ps durchgeführt.
Den Schritt von der ps- zur fs-Zeitauﬂösung haben Brad Siwick und Dwayne Miller [113] für TED
an Volumenkristallen vollzogen. Durch genaue Analyse der zeitlichen Dynamik der ultrakurzen Elek-
tronenpulse gelang es ihnen Experimente in Durchstrahlung mit einer Zeitauﬂösung von nur 600 fs
durchzuführen. Sie haben die Experimente von Mourou und Williamson an dünnen Aluminiumﬁlmen
wiederholt und konnten zeigen, dass die langreichweitige Ordnung der Atome in den dünnen Alumini-
umﬁlmen innerhalb von 3.5 ps verloren geht und ein Fest-Flüssig-Phasenübergang stattﬁndet [114].
Eine Weiterentwicklung des TR-RHEEDs ist Zewail und Mitarbeiter im Jahr 2006 gelungen. Sie
führten Beugungsexperimente in RHEED Geometrie mit sub-ps-Zeitauﬂösung durch [6]. Mit dieser
Methode haben sie den optisch induzierten Phasenübergang der monoklinen zur tetragonalen Phase
in Vanadiumoxid direkt beobachtet.
Aktuell ﬁnden bei der zeitaufgelösten Transmissionsbeugung viele technologische Weiterentwick-
lungen statt. Ihr Ziel ist eine immer bessere Zeitauﬂösung entweder durch z. B. schnellere, teilweise
relativistische [86] oder ultra-kalte Elektronen in Kombination mit einer Pulsverkürzung durch RF-
Cavitäten [121,122,130].
Trotz der phantastischen Weiterentwicklungen der letzten Jahre und dem Vorstoßen in den fs-
Zeitbereich bleibt dem TR-TED aber bedingt durch die Durchstrahlungsgeometrie der direkte Zugang
2
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zu Oberﬂächenphänomenen verwehrt. Eﬀekte an Oberﬂächen können nur mit LEED oder RHEED
untersucht werden. Die in der Gruppe von Prof. Horn-von Hoegen durchgeführten Experimente mit
TR-RHEED zum Wärmetransport in Heterosystemen, die aus wenigen nm dünnen Bismut-Filmen
auf Si-Substraten bestehen [38, 39, 56, 58, 6971], und die im Rahmen dieser Arbeit durchgeführten
Experimente zur Vibrationsanregung von Adsorbatsystemen und strukturellen Dynamik von Oberﬂä-
chenphasenübergängen [82], können zu diesem Zeitpunkt nur mit TR-RHEED untersucht werden,
da es sich um echte Oberﬂächenphysik handelt.
3

1 Grundlagen
Dieses Kapitel stellt zunächst die theoretischen Grundlagen der Elektronenbeugung vor, dazu wird
das Konzept des reziproken Raumes eingeführt. Im zweiten Unterabschnitt dieses Kapitels wird die
Beugungstheorie im Rahmen der kinematischen Näherung kurz dargestellt (Quelle [20]). Zusätz-
lich werden die Ewald-Konstruktion, Beugung an Oberﬂächen und thermische Eﬀekte erläutert. Auf
die Methoden LEED (Low Energy Electron Diﬀraction, Niederenergetische Elektronenbeugung) und
RHEED (Reﬂective High Energy Electron Diﬀration, Reﬂexionsbeugung hochenergetischer Elektro-
nen) wird näher eingegangen. Anschließend wird die Berechnung der Oberﬂächen-Debye-Temperatur
aus RHEED-Beugungsbildern veranschaulicht.
Im zweiten Teil der Grundlagen werden die elektronische Anregung eines Metalls durch einen Laser-
strahl und die dadurch ausgelösten Prozesse kurz beschrieben. Außerdem werden Gitterschwingungen
im Rahmen des Debye-Modells theoretisch berechnet.
Im letzten Punkt in den Grundlagen wird auf das Thema Phasenübergänge allgemein und die Bei-
spiele Ordnungs-Unordnungs-Phasenübergänge und Metall-Isolator-Übergänge, insbesondere Peierls-
Übergänge, eingegangen.
1.1 Grundlagen der Elektronenbeugung
1.1.1 Gitter, Reziproker Raum und Oberﬂächenrekonstruktionen
Abbildung 1.1: a) Gitter, b) Basis und c) Kristallgitter. Aus der Kombination eines periodischen Gitters und
einer Gruppe von Atomen (Basis) resultiert ein Kristallgitter. Eingetragen sind die Translationsvektoren −→ai
und der Winkel θ zwischen diesen.
Als Oberﬂäche eines Festkörpers werden seine äußeren Atomlagen bezeichnet. Um eine Kristall-
oberﬂäche beschreiben zu können, werden zwei Teile benötigt. Zum einen ein periodisches Gitter,
zum anderen eine Gruppe aus Atomen, die die Basis bildet und an den Gitterpunkten sitzt, siehe
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Abbildung 1.1. Das Gitter kann mit Hilfe sogenannter Basisvektoren −→ai beschrieben werden. Für die
Position −→r der Basis gilt dann mit dem Ursprung −→r :
−→r = −→r0 +m1−→a1 +m2−→a2 +m3−→a3, (1.1)
mit den ganzen Zahlen m1, m2 und m3. Für den 2-dimensionalen Fall einer Oberﬂäche wird m3 = 0
angenommen und es ergibt sich für den Translationsvektor einer Gittertranslation:
−→
T = m1−→a1 +m2−→a2. (1.2)
Das von den Basisvektoren −→ai aufgespannte Parallelogramm heißt Einheitszelle oder Elementarzelle
des Gitters.
Abbildung 1.2: a) Gitter im Realraum, b) Gitter im reziproken Raum. Im Realraum sind die Basisvektoren−→ai , im reziproken Raum −→gi .
Für periodische Strukturen lässt sich eine Fourier-Reihe entwickeln. Im Falle des translationsinvari-
anten Kristallgitters ergibt sich das reziproke Gitter, siehe Abbildung 1.2. Der Translationsvektor im
reziproken Gitter
−−→
Ghkl lautet:
−−→
Ghkl = h−→g1 + k−→g2 + l−→g3 . (1.3)
Für die reziproken Basisvektoren −→gi gilt:
−→gi · −→aj = δij . (1.4)
Die Basisvektoren lassen sich aus dem Realraum-Gitter folgendermaßen berechnen:
g1 = 2pi
−→a2 ×−→a3−→a1(−→a2 ×−→a3) (1.5)
und zyklisch vertauscht für −→g2 und −→g3 .
Das reziproke Gitter ist jedem Kristallgitter eindeutig zugeordnet. Die Basisvektoren −→gi stehen senk-
recht auf −→ai . Die Einheitszelle des reziproken Gitters wird Brillouin-Zone genannt.
Wird ein Kristall durchgeschnitten um eine Oberﬂäche zu präparieren, ordnen sich die Atome in
Realität häuﬁg anders an als im Gedankenexperiment. Es bildet sich eine Oberﬂächenrekonstruktion,
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die eine andere Einheitszelle als eine unrekonstruierte Oberﬂäche des vorliegenden Kristallgitters bil-
den würde. Eine solche Überstruktur, die auch bei Deposition von Fremdatomen entsteht, verringert
die freie Energie und weist somit eine geringere Gesamtenergie auf als die unrekonstruierte Oberﬂä-
che. Eine Möglichkeit, diese Oberﬂächenrekonstruktionen zu beschreiben, ist die Matrix Schreibweise
nach Park und Madden [92]. Lässt sich das Basisgitter über
−→
T = m1−→a1 + m2−→a2 beschreiben, so
kann das Oberﬂächennetz der Rekonstruktion über
−→
b1 = m11−→a1 +m12−→a2 (1.6)−→
b2 = m21−→a1 +m22−→a2 (1.7)
oder ( −→
b1−→
b2
)
= M
( −→a1−→a2
)
, (1.8)
beschrieben werden, wobei M eine 2 × 2 Matrix ist mit den Einträgen: M =
(
m11 m12
m21 m22
)
.
Die Determinante der Matrix M kann genutzt werden, um die Beziehung zwischen Substrat und
Oberﬂäche zu charakterisieren: Ist detM =
∣∣∣−→b1×−→b2∣∣∣
|−→a1×−→a2| eine ganze Zahl, so handelt es sich um eine
einfache Überstruktur (simple superlattice); bei einer rationalen Zahl wird von coincidence lattice
gesprochen. Ist detM eine irrationale Zahl, so ist die Überstruktur incommensurat.
In der Notation nach Wood werden die Längen von
−→
b1 und
−→
b2 als Vielfaches von
−→a1 und −→a2 angegeben
und zusätzlich (falls vorhanden) der Drehwinkel zwischen
−→
b1 und
−→a1. In der Abbildung 1.3 sind als
Beispiele a) eine (2× 1) auf einer (0 0 1) Oberﬂäche eines fcc-Kristalls und b) (√3×√3)R30° auf
einer (1 1 1) Oberﬂäche eines fcc-Kristalls gezeigt.
Abbildung 1.3: Beispiele für Oberﬂächenrekonstruktionen: a) (2 × 1)-Rekonstruktion für eine fcc(0 0 1)
Oberﬂäche, b) (
√
3×√3)R30° -Rekonstruktion für eine fcc(1 1 1)-Oberﬂäche.
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1.1.2 Allgemeine Beugungstheorie
Im Rahmen der kinematischen Beugungstheorie werden lediglich Einfachbeugungseﬀekte berücksich-
tigt. Damit beschreibt sie die Röntgen- und Neutronenbeugung an Einkristallen ausreichend. Wird
sie jedoch für die Interpretation der Beugung langsamer Elektronen (30-500 eV) herangezogen, stellt
sie nur eine Näherung dar: Die kinematische Beugungstheorie lässt die Vielfachbeugung der Elektro-
nen außer acht, die im Unterschied zur Röntgenbeugung bei der Streuung langsamer Elektronen auf
Grund des großen Streuquerschnittes immer auftritt. Mehrfachstreuprozesse werden erst vollständig
durch die dynamische Beugungstheorie mit einbezogen. Es ist jedoch in der Praxis meist ausreichend
und daher sinnvoll, die kinematische Beugungstheorie anzuwenden, da sie richtige Aussagen über
das Auftreten eines bestimmten Beugungsreﬂexes im Beugungsbild liefert.
Die Herleitung im Folgenden basiert auf dem Kapitel Diﬀraction Methods von E. Conrad aus dem
Buch Physical Structure [20], weitere Literatur zum Thema Oberﬂächenphysik oder Beugungs-
theorie ist z. B. in [41, 55,78,90] zu ﬁnden.
1.1.2.1 Kinematische Näherung
Abbildung 1.4: a) Eingehende ebene Welle mit Wellenvektor
−→
ki , Streukörper (rot), gestreute Kugelwelle
mit
−→
kf und dem Impulsübertrag
−→
Q . b) Streuvorgang an zwei Hindernissen.
Triﬀt eine ebene Welle beschrieben durch ei
−→
ki ·−→r auf ein Hindernis, so resultiert das in einer gestreuten
Kugelwelle wie in Abbildung 1.4 a) zu sehen.
−→
ki und
−→
kf sind der einfallende und der gestreute
Wellenvektor mit
∣∣∣−→k ∣∣∣ = 2pi/λ. In einer Entfernung D vom Streuereignis besitzt die gestreute Welle
folgende Amplitude:
Ψ =
f(ki, kf )
D
eiki , (1.9)
dabei ist f(ki, kf ) der Formfaktor. Ganz allgemein ist f(ki, kf ) proportional zu
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f(ki, kf ) ∝
ˆ
exp(−i−→ki · −→r )V (−→r )Ψ(−→kf ,−→r )d−→r . (1.10)
Das Potential V (−→r ) ist gegeben durch die Streuobjekte im vorliegenden System. Bei schwacher
Wechselwirkung (also in der kinematischen Näherung) werden zwei Vereinfachungen angenommen:
Es treten, wie bereits erwähnt, keine Mehrfachstreuprozesse auf. Das bedeutet, die gestreute Welle
triﬀt auf keine weiteren Hindernisse bis zum Auftreﬀen auf dem Detektor. Ψ(
−→
kf ,
−→r ) ist der End-
zustand der Wellenfunktion nach einem Einfachstreuereignis und f(ki, kf ) kann aus dem Potential
eines einzelnen Streukörpers berechnet werden.
Die zweite Vereinfachung ist die Born´sche Näherung: Die resultierende Wellenfunktion wird genau
wie die eingehende als ebene Welle beschrieben: Ψ = ei
−→
kf ·−→r . Damit ergibt sich, dass der Formfaktor
nur vom Impulsübertrag
−→
Q abhängt:
−→
Q =
−→
kf −−→ki (1.11)∣∣∣−→Q ∣∣∣ = |k(E)| sin |(2θ)/2| . (1.12)
Wird nun ein Streuprozess an zwei Streuköpern im Abstand −→r1 und −→r2 vom Ursprung betrachtet,
wie in Abbildung 1.4 b) dargestellt, so ergibt sich für die gesamte Streuamplitude A:
A = Ψ1 + Ψ2 =
f
D
eikfD[ei
−→
kf ·−→r1 + ei(
−→
ki ·−→r2+δ)], (1.13)
wobei δ die Phasenverschiebung ist, die sich aus dem Wegunterschied zwischen Punkt 1 und 2 ergibt:
δ = (−→r1 −−→r2) · −→ki . Die Intensität der gestreuten Welle in Abstand D ist:
I(
−→
Q) = AA∗ = I0f²
2∑
i,f=1
e[i
−→
Q ·(−→ri−−→rj )]. (1.14)
Die Intensität ist normiert auf I0. Im Folgenden wird I0 = 1 gesetzt.
Wird dieses Bild nun auf N Atome mit dem Streufaktor fi(E, 2θ) für das i-te Atom erweitert, so
gilt für die Streuamplitude und die dazu gehörige Intensität:
A = A0
N−1∑
i=0
fi(E, 2θ)ei
−→
Q ·−→ri (1.15)
I(
−→
Q) = AA∗ = I0
N−1∑
i,j=0
fi(E, 2θ)f∗j (E, 2θ)e
[i
−→
Q ·(−→ri−−→rj )]. (1.16)
Da die Atome in einem Festkörper-Kristall periodisch angeordnet sind, kann der Ortsvektor eines
jeden Atoms auf folgende Weise beschrieben werden:
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−→ri = hi−→a + ki−→b + li−→c︸ ︷︷ ︸+um−→a + vm−→b + wm︸ ︷︷ ︸−→c (1.17)
=
−→
Ri(hkl) + −→ρm. (1.18)
(hkl) sind ganze Zahlen. Die ersten drei Summanden,
−→
Ri(hkl), geben die Position der i-ten Ein-
heitszelle an, die letzten drei, −→ρm, die Position des m-ten Atoms innerhalb einer Einheitszelle. Somit
ergibt sich aus 1.15 nach Zerlegung der Summen nach i und m:
A =
{
M−1∑
m=0
fm(E, 2θ)ei
−→
Q ·−→ρm
}
︸ ︷︷ ︸
F (E,2θ,
−→
Q)
N−1∑
i=0
ei
−→
Q ·−→Ri . (1.19)
F (E, 2θ,Q) ist der Kristall-Strukturfaktor, der durch alle Atome innerhalb einer Einheitszelle gegeben
ist. Die Streuintensität kann mit dem Kristall-Strukturfaktor folgendermaßen ausgedrückt werden:
I(
−→
Q) =
∣∣∣F (E, 2θ,−→Q)∣∣∣2 N−1∑
i,j=0
e[i
−→
Q ·(−→Ri−−→Rj)] =
∣∣∣F (E, 2θ,−→Q)∣∣∣2=(−→Q). (1.20)
=(−→Q) ist die Interferenz-Funktion und beinhaltet alle Informationen zu der periodischen Anordnung
von N Einheitszellen und hängt von der Beugungsgeometrie nur durch den Impulsübertrag
−→
Q ab.
Wird nun vereinfachend angenommen, dass es sich um ein orthogonales Bravais-Gitter bestehend
aus N1, N2 und N3 Einheitszellen in x, y und z-Richtung handelt, so kann die Summe in 1.20 durch
N−1∑
n=0
xn =
1− xN
1− x (1.21)
vereinfacht werden zu:
=(−→Q) = ∑N1−1hi,hj=0 e[iQxa(hi−hj)]∑N2−1ki,kj=0 e[iQyb(ki−kj)]∑N3−1li,lj=0 e[iQzc(li−lj)]
= sin
2( 1
2
N1Q·a)
sin 2( 1
2
Q·a)
sin2( 1
2
N2Q·b)
sin2( 1
2
Q·b)
sin2( 1
2
N3Q·c)
sin2( 1
2
Q·c) .
(1.22)
In Abbildung 1.5 ist Funktion 1.22 für N = 5 dargestellt. Die maximale Intensität ist proportional zu
N² und die Halbwertsbreite (FWHM) proportional zu 1/N . Zusätzlich zum Hauptpeak, der durch
eine Gauß-Kurve angenähert werden kann (blaue, gestrichelte Linie in Abbildung 1.5), sind seitliche
Oszillationen zu beobachten. Diese Oszillationen kommen in der theoretischen Beschreibung dadurch
zustande, dass der Kristall in endlich große Teile aufgeteilt wurde. Im Experiment entstehen solche
Phänomene durch kristalline Defekte wie z. B. Korngrenzen.
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Abbildung 1.5: Abbildung zu Gleichung 1.22. In rot ist Interferenzfunktion für N = 5 eingetragen, das
Hauptmaximum kann durch eine Gaußkurve (blau-gestrichelt) angenähert werden.
Wird der Kristall als unendlich ausgedehnt angenommen, so vereinfacht sich die Interferenz-Funktion
zu einem Produkt von drei Delta-Funktionen:
=(−→Q) = δ(Qxa− 2pih)δ(Qyb− 2pik)δ(Qzc− 2pil). (1.23)
Die totale Streuintensität ist demnach nur beobachtbar, wenn für den Impulsübertrag
−→
Q =
−→
kf −−→ki = −−→Ghkl (1.24)
gilt. Dabei ist
−−→
Ghkl ein reziproker Gittervektor, wie in Abschnitt 1.1.1 in Gleichung 1.3 eingeführt
wurde. Gleichung 1.24 ist als die Laue-Bedingung für Beugung bekannt und kann mit der sogenann-
ten Ewald-Konstruktion graphisch veranschaulicht werden. Die Ewald-Konstruktion ist in Abbildung
1.6a) dargestellt:
Zunächst wird das reziproke Gitter eingezeichnet (Punkte). Der Wellenvektor der einfallenden Welle−→
ki wird so eingezeichnet, dass er den Ursprung des reziproken Gitters berührt. Da der Betrag des
Wellenvektors beim Streuvorgang erhalten bleibt, muss der Wellenvektor der gestreuten Welle
−→
kf mit
seiner Spitze auf einem Kreis mit dem Radius
∣∣∣−→ki ∣∣∣ liegen. Sein Anfangspunkt stimmt mit dem von −→ki
überein. Die Laue-Bedingung 1.24 ist immer dann erfüllt, wenn die Ewald-Kugel durch einen rezipro-
ken Gitterpunkt geschnitten wird. Durch diese graphische Darstellung kann natürlich nicht die Stärke
der gestreuten Welle bestimmt werden, da diese vom Kristall-Strukturfaktor
∣∣∣F (E, 2θ,−→Q)∣∣∣abhängt.
11
Kapitel 1. Grundlagen
Abbildung 1.6: a) Ewald-Konstruktion für das 3-dimensionale Gitter. Der einfallende Wellenvektor
−→
ki wird
so eingezeichnet, dass er auf einen Punkt des reziproken Gitters zeigt. Um seinen Ursprung herum wird die
Ewaldkugel mit dem Radius
∣∣∣−→ki ∣∣∣ eingezeichnet. Die Laue-Bedingung ist immer dann erfüllt, wenn die Ewald-
Kugel durch einen reziproken Gitterpunkt geschnitten wird. b) Seitenansicht der Ewald- Konstruktion für die
Oberﬂäche. Durch den Übergang zu einer 2-dimensionalen Oberﬂäche ergeben sich aus den Punkten des
reziproken Gitters Stangen. Die Laue-Bedingung für Beugung an Oberﬂächen 1.28 ist immer dann erfüllt,
wenn die Ewaldkugel eine reziproke Gitterstange schneidet.
1.1.2.2 Beugung an Oberﬂächen
In Abschnitt 1.1.2.1 wurde Beugung an einem perfekten, unendlich ausgedehnten Festkörper be-
schrieben. In diesem Abschnitt wird diese Betrachtung auf endliche, gegebenenfalls sogar rekonstru-
ierte Oberﬂächen erweitert.
Die elastische mittlere freie Weglänge Λ wird deﬁniert über
I = I0e−(x/Λ), (1.25)
mit x als die Wegstrecke, die im Kristall zurückgelegt wurde. Λ berücksichtigt sowohl elastische als
auch inelastische Beiträge, die den einfallenden Strahl abschwächen. Unter der Annahme, dass die
inelastischen Beiträge innerhalb des Kristalls gleichmäßig sind, kann damit die relative Amplitude
gestreut von tiefer liegenden Lagen folgendermaßen ausgedrückt werden:
Ein Teilchen triﬀt unter dem Einfallswinkel θi zur Normalen auf eine Oberﬂäche, streut an der n-ten
Atomlage und verlässt den Kristall unter dem Winkel θf . Die Wegstrecke durch den Kristall kann
nun über n(c/ cos θi + c/ cos θf ) berechnet werden. Damit ergibt sich für die relative Amplitude,
oder Dämpfung α:
An+1
An
= e[
c
Λ
(1/ cos θi+1/ cos θf )] = α. (1.26)
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Für den Fall einer (0 0 1) Oberﬂäche eines einfach kubischen Kristalls mit einer unrekonstruierten
Oberﬂäche ergibt sich, unter der Annahme, dass c parallel zur Oberﬂächennormalen ist, die Basis-
vektoren −→a1 und −→a2 in der Oberﬂächenebene liegen und der Kristallstruktur Faktor 1 ist:
I(
−→
Q) =
sin2(12N1Q1a1)
sin2(12Q1a1)
sin2(12N2Q2a2)
sin2(12Q2a2)
1 + α2Nz − 2αNz cos(NzQzc)
1 + α2 − 2α cos(Qzc) . (1.27)
Für den Fall, dass α = 1 ist, vollkommene Absorption, trägt nur die oberste Lage zur gestreu-
ten Intensität bei; I(
−→
Q) hängt nicht von Qz ab. Ist der Kristall parallel zur Oberﬂäche unendlich
ausgedehnt, d.h. N1 und N2 →∞, so ist die Laue-Bedingung für alle Qz erfüllt, solange der Impuls-
übertrag parallel zur Oberﬂäche
−→
Qq einem reziproken Gittervektor der Oberﬂäche
−−→
Ghkentspricht:
−→
Qq =
−−→
Ghk = h−→a1∗ + k−→a2∗ . (1.28)
Die Periodizität senkrecht zur Oberﬂäche ist gebrochen, damit ist die dritte Laue-Bedingung für
die z-Richtung nicht mehr gültig. Das Abbild des reziproken Raums besteht nun nicht mehr aus
Gitterpunkten, sondern aus Gitterstangen (Stangenwald) senkrecht zur Oberﬂäche. Die Ewald-
Konstruktion aus Abbildung 1.6 verändert sich zu Abbildung 1.6 b). Die Laue-Bedingung für Beu-
gung an Oberﬂächen 1.28 ist immer dann erfüllt, wenn die Ewaldkugel eine reziproke Gitterstange
schneidet.
Das Bild des Stangenwaldes bleibt auch dann noch erhalten, wenn α 6= 1 zugelassen wird. Der
Einﬂuss der tieferen Lagen wird deutlich durch eine Modulation der Beugungsintensität entlang der
Stangen. Aus dieser Intensitätsmodulation in z-Richtung kann der vertikale Abstand der Atome in
den Oberﬂächenlagen bestimmt werden. Die Breite der Beugungspeaks in z-Richtung ist ebenfalls
abhängig von der Dämpfung α, je kleiner das α desto breiter der Beugungspeak.
Wird eine rekonstruierte Oberﬂäche betrachtet, z. B. eine (0 0 1) p(2 × 1) wie in Abbildung 1.3
a) gezeigt, so entstehen durch die zusätzliche Periodizität an der Oberﬂäche weitere Gitterstangen,
sogenannte Überstrukturstangen, in der Mitte zwischen den vorhandenen. Ausführliche Erläuterungen
für den Einﬂuss von gestuften Flächen u. ä. sind beispielsweise in [41,50,90] zu ﬁnden.
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1.1.2.3 Thermische Eﬀekte
Abbildung 1.7: Thermische Bewegung: Die Atome beﬁnden sich bei T = 0K an ihrer Ruheposition −→ri . Bei
Erwärmung T > 0K werden sie aus der Ruhelage (grau) verschoben um die thermische Auslenkung −→ui (rot).
Die Betrachtungen in den vorhergegangenen Abschnitten bezogen sich alle auf starre Gitter mit
unbewegten Atomen, wo sogar die Nullpunktsschwingung vernachlässigt wurde. Unter realen Bedin-
gungen vibrieren die Atome jedoch und sind aus ihrer Ruhelage bei T = 0K um −→ui(T ) ausgelenkt,
wie in Abbildung 1.7 dargestellt. Die Position des i-ten Atoms ergibt sich aus −→ςi = −→ri +−→ui , wobei −→ri
die Ruhelage ist (vgl. Gleichung 1.17). Zur Berechnung der gestreuten Intensität muss berücksichtigt
werden, dass −→ui sich mit der Zeit ändert, und die einfallende Welle eine zeitabhängige Verteilung
der Atomposition sieht. Wird angenommen, dass die Stoßzeit zwischen der einfallenden Strahlung
und dem Gitter kurz ist im Vergleich zur Vibrationsfrequenz des Gitters, kann das Gitter während
eines einzelnen Stoßereignises als eingefroren angenommen werden. Die gestreute Intensität I(
−→
Q)
kann als Mittelung über eine große Anzahl solcher Streuereignisse mit verschiedenen möglichen −→ui
betrachtet werden. Dieses Vorgehen wird als thermische Mittelung bezeichnet.
Mit einem Streufaktor f = 1 ergibt sich aus Gleichung 1.16:
Iavg(
−→
Q) =
N∑
i,j
e[i
−→
Q ·(−→ri−−→rj )]
︸ ︷︷ ︸
I0(
−→
Q)
〈
e[i
−→
Q ·(−→ui−−→uj)]
〉
. (1.29)
I0(
−→
Q) ist die Intensitätsverteilung bei T = 0K. Die Mittelung kann durch Entwicklung der Expo-
nentialfunktion umgeschrieben werden zu:
〈
e[i
−→
Q ·(−→ui−−→uj)]
〉
=
〈
1 + i
−→
Q · (−→ui −−→uj) + 12!
(
i
−→
Q · (−→ui −−→uj)
)2
+ 13!
(
i
−→
Q · (−→ui −−→uj)
)3
+ ...
〉
=
〈
1 + i
−→
Q · (−→ui −−→uj)− 12! (Q · (−→ui −−→uj))2 − i3!
(−→
Q · (−→ui −−→uj)
)3
+ ...
〉
= exp −12
〈(−→
Q · (−→ui −−→uj)
)2〉
,
(1.30)
da aus Symmetriegründen sich alle Summanden mite ungeraden Exponenten von (−→ui −−→uj) zu Null
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addieren.
Die Auslenkung eines jeden Atoms −→ui kann als Summe der normalen Vibrationsmoden geschrieben
werden und hat sowohl Beiträge von Oberﬂächen- als auch Volumenphononen. Die Beiträge der
Volumenphononen fallen jedoch nur für Strahlung, die in den Festkörper eindringt, ins Gewicht. Für
Oberﬂächenphononen ergibt sich für die momentane Auslenkung des i-ten Atoms:
−−→
Uqκi =
∑
qκ
Uqκ
−→eqκ sin(−→q · −→riq + ωqκt+ δqκ)e−ε|
−→q |nid. (1.31)
κ ist hier eine der zwei möglichen Polarisationsrichtungen in der Oberﬂächenebene mit dem dazuge-
hörigen Polarisationsvektor −→eqκ. Uqκ ist die Amplitude der qκ-ten Normalmode. Der Lagenabstand
ist d, ni die Nummer der Lage, in der das i-te Atom sich beﬁndet und ε ist die Dämpfung der
Phononenmode im Volumen. Der Impuls eines Oberﬂächen-Phonons −→q hat nur einen Beitrag in
der Oberﬂächenebene, d.h. q = qq. Wird Gleichung 1.31 in 1.30 eingesetzt und mit Gleichung 1.29
kombiniert, so ergibt sich nach längerer Rechnung (Details in [21]):
I(
−→
Q) = e−2MI0(
−→
Q)︸ ︷︷ ︸
0−Phononen
+ e−2M
∑
qκ
U2qκ(
−→
Q · −→eqκ)2I0(−→Q ±−→q )︸ ︷︷ ︸
1−Phononen
+..., (1.32)
mit I0(
−→
Q) wie in 1.29 deﬁniert. Der Debye-Waller-Faktor ist folgendermaßen deﬁniert:
2M =
1
2
∑
qκ
U2qκ(
−→
Q · −→eqκ)2. (1.33)
Der erste Summand in Gleichung 1.32 ist der normale Debye-Waller-Eﬀekt, auch Null-Phononen-
Beitrag genannt. In der ersten Ordnung ist die thermische Anregung eines Atoms unabhängig von
der eines anderen. In diesem Fall kann 〈(−→ui −−→uj)〉 in 1.30 ersetzt werden durch U2, die mittlere
quadratische Vibrationsamplitude.
Nach dem Äquipartitionstheorem muss für Temperaturen oberhalb der Volumen-Debye-Temperatur
ΘD U
2
proportional zu T sein . Nach [133] wird der Debye-Waller-Exponent für einen Festkörper
folgendermaßen geschrieben:
2M = 2B(T ) sin
2 θ
λ2
mit 2B(T ) = 12h
2T
mkBΘD
.
(1.34)
Im Allgemeinen hängt B(T ) von der Kristallgeometrie durch unterschiedliche Ausbreitungsvekto-
ren für die Phononen ab. Nahe der Oberﬂäche wird sich der Wert von B(T ) verändern, da die
Oberﬂächen-Debye-Temperatur ΘD,surf von der Volumen-Debye-Temperatur ΘD stark abweicht.
Der zweite Summand zieht auch Beiträge aus der Entstehung und Vernichtung eines einzelnen
Phonons in Betracht, 1-Phononen-Beitrag. Die Beiträge für zwei oder mehr Phononen, Multi-
Phononen-Beitrag, sind in 1.32 nicht angegeben. Nach dem Äquipartitionstheorem ergibt sich für
die mittlere quadratische Vibrationsamplitude eines Oberﬂächenphonons:
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U2qκ =
kT2εd
mN ′c2qκ
1
q
, (1.35)
mit N ′: Anzahl der Atome pro Oberﬂächenebene, d: Abstand der Ebenen. Für diesen Ausdruck wurde
die Dispersionsbedingung der Oberﬂächenphononen ωqκ = qcqκ, mit cqκ: Ausbreitungsgeschwindig-
keit der qκ-ten Mode, eingesetzt.
Wird zur Vereinfachung für die gestreute Intensität des starren Gitters eine Delta-Funktion an I0 =
δ(
−→
Qq −−→Gq) mit −→Gq als reziproken Oberﬂächengittervektor eingesetzt, so ergibt sich:
I(
−→
Q) = e−2Mδ(
−→
Q −−→Gq) + e−2M kTεdQ
2
mpi2N ′c2qκ
∣∣∣−→Gq ±−→Qq∣∣∣︸ ︷︷ ︸
∝Q2Te−2M
. (1.36)
Der Phononen-Beitrag trägt zur gesamten gestreuten Intensität proportional zu Q2Te−2M bei. Au-
ßerdem ist zu erkennen, dass dieser Beitrag das Linienproﬁl eines Beugungsreﬂexes verbreitert. Die
Verbreiterung fällt mit 1/Qq ab. Das Verhältnis zwischen dem Null-Phononen-Beitrag und dem
1-Phononen-Beitrag ist proportional zu T .
Barnes et al. [5] haben die gesamte gestreute Intensität in eine Brillouin-Zone abgeschätzt für alle
inelastischen Beiträge: Null-Phononen, 1-Phononen und Multi-Phononen. Als relative gestreute
Intensität pro Brillouin-Zone erhalten sie:
Izero(2M) = e−2M
Ione(2M) = 2Me−2M
Imulti(2M) = e−2M (e2M − 1− 2M)
. (1.37)
In Abbildung 1.8 sind die einzelnen inelastischen Beiträge gegen 2M aufgetragen. Es ist zu erkennen,
dass der 1-Phononen-Beitrag ein Maximum bei 2M = 1 aufweist und in diesem Bereich alle drei
Beiträge vergleichbar groß sind. Für Werte von 2M < 1 ist der Null-Phononen-Beitrag dominant.
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Abbildung 1.8: Integrale Intensitäten der Null-, Ein- und Mehr-Phononen-Verluste in Abhängigkeit von dem
Debye-Waller-Faktor 2M für eine Brillouin-Zone nach [5]. Der 1-Phononen-Beitrag hat ein Maximum bei
2M = 1 . In diesem Bereich sind alle drei Beiträge vergleichbar groß. Für Werte von 2M < 1 ist der
Null-Phononen-Beitrag dominant.
Abbildung 1.9: Universelle Kurve: Mittlere freie Weglänge für Elektronen nach [111].
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1.1.3 LEED
Niederenergetische Elektronen sind sehr gut geeignete Sonden für Oberﬂächen. Durch die starke
Wechselwirkung der Elektronen mit den Elektronen der zu untersuchenden Probe, sind Elektronen mit
Energien bis zu einigen 100 eV stark oberﬂächenempﬁndlich. Zur Veranschaulichung dieser Tatsache
wird die aus Gleichung 1.25 bekannte inelastische mittlere freie Weglänge Λin mit I = I0e−(x/Λin)
herangezogen. Λin gibt die mittlere Strecke an, die sich ein Elektron durch einen Festkörper bewegen
kann, bis es inelastisch gestreut wird. Für die meisten Materialien verhält sich die mittlere freie
Weglänge gemäß der universellen Kurve, siehe Abbildung 1.9 nach Seah und Dench [111], die über
folgende Näherung beschrieben werden kann:
Λ[Å] =
538
E2
+
√
a[Å]E[eV]. (1.38)
Dabei ist a der Lagenabstand in Å und E ist die Anregungsenergie in eV. Die kleinste mittlere freie
Weglänge und somit größte Oberﬂächenempﬁndlichkeit ergibt sich für Elektronen mit Energien im
Bereich von 20−70eV. Zusätzlich müssen die Sonden für Beugungsexperimente an Oberﬂächen eine
Wellenlänge λ besitzen, die in der Größenordnung der typischen Kristallabstände liegt. Der Formel
für die De-Broglie-Wellenlänge
λ[Å] =
√
150.4/E[eV] (1.39)
kann entnommen werden, dass Elektronen mit Energien im Bereich von 50 bis 200 eV die passenden
Wellenlängen aufweisen. Im Bereich dieser Energien dringen Elektronen nur einige Monolagen tief in
den Festkörper ein, wie in der Universellen Kurve in Abbildung 1.9 [111] zu sehen.
Der schematische Aufbau eines LEEDs a) und die dazugehörige Ewaldkugel-Konstruktion b) ist
in Abbildung 1.10 gezeigt. Die Niederenergetischen Elektronen werden aus einem Filament in der
Elektronenkanone emittiert. Nach einer Beschleunigung auf die gewünschte Energie werden sie mit
einem elektrostatischen Linsensystem fokussiert und treﬀen senkrecht auf die Probe. Die gebeugten
Elektronen werden von der Probe aus stark zum Phosphorschirm hin beschleunigt (∼ 5 − 7 keV).
Auf dem Phosphorschirm erzeugen die Elektronen ein Leuchtereignis und das so sichtbar gemachte
Beugungsbild kann aufgezeichnet werden. Für eine verzerrungsfreie Abbildung wird ein gewölbter
Phosphorschirm benutzt. Mit einem Gegenfeldanalysator, dem Suppressor, werden Beiträge inelas-
tisch gestreuter Elektronen unterdrückt. In diesem Aufbau verdeckt die Elektronenkanone im Beu-
gungsbild den (00)−Reﬂex. Für die weiteren Anwendungen von LEED in der Strukturbestimmung
wird auf die Literatur verwiesen, z. B. [41,50].
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Abbildung 1.10: a) Schematischer LEED-Aufbau: Die Elektronen werden in einer Elektronenkanone er-
zeugt und zur Probe hin beschleunigt. Die an der Probenoberﬂäche gebeugten Elektronen gelangen durch
ein Gitter, werden danach beschleunigt und treﬀen auf einen Phosphorschirm. Das Gitter, an dem eine Ge-
genspannung anliegt, verhindert, dass Elektronen, die nicht elastisch gestreut wurden, detektiert werden. b)
Ewald-Konstruktion für LEED: Es sind die Stangen eines reziproken Gitters für eine Oberﬂäche eingezeichnet.
Es entstehen an den Stellen, wo die Ewaldkugel durch Stangen geschnitten wird, Beugungsreﬂexe. Durch
den zusätzlich eingezeichneten gekrümmten Phosphorschirm wird deutlich, dass auf ihm die Ewaldkugel
abgebildet wird.
1.1.4 RHEED
Werden statt niederenergetischen Elektronen, wie im Falle des LEEDs, hochenergetische Elektronen
genutzt, so muss ein streifender Einfallswinkel gewählt werden, um die Eindringtiefe senkrecht zur
Oberﬂäche weiterhin gering zu halten. Die freie Weglänge ist z. B. beim senkrechten Einfall bei
einer Energie von 7keV ca. 40ML im Fall von Si(0 0 1). Typische Energien für RHEED Experimente
liegen im Bereich von 10...100 keV und die verwendeten Winkel zwischen 3...5°. In der Ewaldkugel-
Konstruktion verändert sich im Vergleich zum LEED der Radius der Ewaldkugel deutlich auf Grund
der verwendeten höheren Elektronen-Energien. Die RHEED-Geometrie und die Ewaldkonstruktion
sind in Abbildung 1.11 dargestellt. In der Seitenansicht a) sind die Laue-Kreise L0, L1 und L2 zu
sehen, auf denen die Beugungsreﬂexe liegen (siehe Aufsicht b)). Der direkt reﬂektierte Strahl oder
Spiegelreﬂex (00) liegt auf dem 0−ten Laue-Kreis. Der Teil des Elektronenstrahls, der (eventuell, je
nach Aufbau) an der Probe vorbei geht, direkter Strahl D, gibt den (000) Reﬂex an. Der Mittel-
punkt der Laue-Kreise H ergibt sich aus der Projektion des einfallenden Wellenvektors k0 auf den
Phosphorschirm. Im unteren Halbraum sind durch Abschatten des Elektronenstrahls durch die Probe
(Schattenkante) keine Reﬂexe zu beobachten. Ist der Abstand d zwischen dem direkten Strahl D
und dem 0−ten Laue-Kreis bekannt, kann über den geometrischen Zusammenhang der Einfallswinkel
θ aus dem Abstand zwischen Probe und Schirm L bestimmt werden:
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Abbildung 1.11: Schematische Darstellung der RHEED-Geometrie mit Ewald-Konstruktion. In a) ist die
Streugeometrie in der Seitenansicht und in b) mit Schnitt parallel zur Probenoberﬂäche. L0, L1 und L2
entsprechen den Laue-Kreisen, auf denen die Beugungsreﬂexe liegen. H ist der Mittelpunkt der Laue-Kreise
und D die Position des durchgehenden Strahls. S ist der Spiegelreﬂex. Abbildung nach [45].
θ = arctan
d
2L
. (1.40)
Mit dem Abstand eines Beugungsreﬂexes t (in Abbildung 1.11b) eingezeichnet) von der zentralen
Gitterstange können die Abstände im reziproken Gitter −→gq und −→g⊥ berechnet werden [8]:
ngq = k0
[
cos θ − 1√
(Ln/L)2 + 1)
]
, (1.41)
wobei ngq gemessen wird von der Reihe, die den (00)−Reﬂex enthält. Ln ist der Radius des n−ten
Laue-Kreises, auf dem sich der Reﬂex beﬁndet, und n entsprechend die Nummer des Laue-Kreises.
Analog gilt:
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ng⊥ =
k0√
(L/nt)2 + 1)
, (1.42)
in der Kleinwinkelnäherung gilt nt L und somit:
ng⊥ =
nt
L
k0. (1.43)
Durch den streifenden Einfall des Elektronenstrahls ergeben sich Vor- und Nachteile gegenüber LEED:
Das oﬀensichtliche Problem ist, dass die RHEED-Bilder im Vergleich zu LEED-Bildern verzerrt sind
und die vorhanden Symmetrien nicht oﬀensichtlich erkenntlich sind. In Abbildung 1.12 sind zum
Vergleich in a) ein schematisches LEED-Bild einer (
√
3×√3)R30°-Rekonstruktion für eine fcc(1 1 1)-
Oberﬂäche und das dazu gehörige RHEED-Bild in b) dargestellt. Im schematischen LEED-Bild in
a) ist die Richtung des ersten Laue-Rings grau unterlegt, die Richtung des zweiten grau-gestrichelt.
Diese beiden Laue-Ringe sind auch im RHEED-Bild zu sehen und markiert.
Abbildung 1.12: Vergleich eines schematischen a) LEED und b) RHEED-Bildes einer (
√
3 × √3)R30°-
Rekonstruktion für eine fcc(1 1 1)-Oberﬂäche. In a) ist in grau die Richtung des ersten Laue-Rings und
grau-gestrichelt die des zweiten unterlegt. In b) sind der erste und zweite Laue-Ring sichtbar. Es ist jeweils
in grün die Einfallsrichtung des Elektronenstrahls eingezeichnet.
Eine Änderung des Streuvektors führt nur zu geringen Variationen des Streuvektors parallel zur
Oberﬂäche
−→
kq jedoch zu großen Änderungen in
−→
k⊥ und damit im Formfaktor. Die kinematische
Beugungstheorie ist demnach für RHEED eine gröbere Näherung als für LEED.
Auf der anderen Seite führt diese große Empﬁndlichkeit zu einem hohen Auﬂösungsvermögen in
Strahlrichtung, wie in der Ewald-Konstruktion in Abbildung 1.11 an dem ﬂachen Winkel zwischen
(00)−Stange und Ewaldkugel gut zu erkennen. Das Auﬂösungsvermögen in Strahlrichtung wird um
1/ sin θ erhöht [50].
Im RHEED-Experiment treten mehr inelastische Streuprozesse auf als im LEED, da die Elektronen
durch den streifenden Einfall stärker mit der Oberﬂäche wechselwirken, Dadurch können intensive
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Strukturen, sogenannte Kikuchi-Linien, in den Beugungsbildern sichtbar sein. Durch die Verwendung
eines Energieﬁlter ist es möglich, diese Eﬀekte abzuschwächen. Kikuchi-Linien werden von Elektro-
nen erzeugt, die unter Anregung von Oberﬂächenplasmonen gestreut werden. Die Entstehung von
Kikuchi-Linien wird in der Literatur z. B. [8] durch ein Zwei-Stufen-Modell beschrieben:
Die eingestrahlten Elektronen verlieren bei einem Stoßprozess ihre Richtungsinformation. Ist der
Energieverlust bei diesem ersten Stoßprozess gering im Vergleich zur Elektronenenergie, können die
Elektronen danach als Elektronenquelle mit isotroper Emission innerhalb des Kristalls mit nahezu
der Ausgangsenergie betrachtet werden.
Die Lage der Kikuchi-Linien kann nun mit dem sphere of reﬂection Verfahren, das der Ewald-
Konstruktion ähnelt, konstruiert werden. Der Wellenvektor
−→
k0 der Punktquelle ist isotrop auf alle
Raumrichtungen verteilt. Beugungsintensität tritt immer dann auf, wenn der gestreute Wellenvektor−→
kf die Laue-Bedingung erfüllt:
−→
kf − −→ki = −−→Ghkl. Das entspricht dem Fall, dass −→kf auf dem Rand
einer Brillouin-Zone endet, wenn er vom Mittelpunkt einer Brillouin-Zone startet. Wird nun ein
Kreis mit dem Radius kf um den Mittelpunkt einer Brillouin-Zone gezeichnet, ergeben sich die
Schnittpunkte mit den Brillouin-Zonen-Grenzen und somit alle möglichen gestreuten Wellenvektoren.
Die im Experiment beobachteten Kikuchi-Linien entsprechen der Projektion dieser Schnitte auf den
Leuchtschirm mit dem Ursprung des reziproken Gitters als Nullpunkt der Projektion.
Es ist mit diesem Verfahren möglich, die Lage der Kikuchi-Linien theoretisch zu berechnen und
mit dem Experiment zu vergleichen. Durch dieses Vorgehen können Erkenntnisse über das innere
Potential gewonnen werden, da dies bei den Streuprozessen innerhalb des Kristalls im Gegensatz zur
Oberﬂäche berücksichtigt werden muss.
1.1.5 Bestimmung der Oberﬂächen-Debye-Temperatur
Wie in Abschnitt 1.1.2.3 gezeigt, hängt die Intensität eines Beugungsreﬂexes von der Temperatur ab.
Mit dem Debye-Waller-Faktor aus Gleichung 1.34 und den Null-Phononen-, 1-Phononen- und Multi-
Phononen-Beiträgen, Gleichung 1.37, wird das Temperaturverhalten beschrieben. Für die Beugung
an Oberﬂächen geht, wie dort bereits erwähnt, die Oberﬂächen-Debye-Temperatur in den Debye-
Waller-Faktor 2M ein. Im Folgenden wird nur der Null-Phononen-Beitrag Izero(2M) = e−2M
betrachtet. Für den Debye-Waller-Faktor 2M gilt:
2M =
〈
(∆
−→
k · −→u )2
〉
=
∣∣∣∆−→k ∣∣∣2 〈−→u 2〉 〈cos 2θ〉 = 1
3
∣∣∣∆−→k ∣∣∣2 〈−→u 2〉 . (1.44)
Dieser Ausdruck gilt nur, wenn die Auslenkung −→u unkorreliert zum Streuvektor ∆−→k ist und daher
über die drei Raumrichtungen gemittelt werden kann.
Wird ein 3-dimensionaler harmonischer Oszillator mit der mittleren quadratischen Auslenkung
〈−→u 2〉
betrachtet, so gilt für die mittlere potentielle Energie [67]:
〈U〉 = 1
2
mω2
〈−→u 2〉 = 3
2
kBT. (1.45)
Dabei ist m die Masse des Oszillators, ω die Schwingungsfrequenz, kB die Boltzmann-Konstante
und T die Temperatur. Daraus folgt:
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〈−→u 2〉 = 3kBT
mω2
. (1.46)
Mit der Debye-Frequenz ωD =
kBΘD,surf
~ ergibt sich für die mittlere quadratische Auslenkung:
〈−→u 2〉 = 3~2T
mkBΘ2D,surf
. (1.47)
ΘD,surf ist die Oberﬂächen-Debye-Temperatur und materialabhängig. Für die Intensität eines Beu-
gungsreﬂexes gilt mit 1.47:
I(T ) = I0 exp
−
∣∣∣∆−→k ∣∣∣2 ~2T
mkBΘ2D,surf
 . (1.48)
Eine Auswertung der Reﬂexintensität in LEED oder RHEED-Bildern in Abhängigkeit der Temperatur
kann somit genutzt werden, um die Oberﬂächen-Debye-Temperatur ΘD,surf zu bestimmen. Nach
einer Bestimmung des Debye-Waller-Faktors 2M kann mit geometrischen Betrachtungen daraus
ΘD,surf gewonnen werden. Im Folgenden wird dies exemplarisch für die RHEED-Geometrie und den
(00)-Reﬂex durchgeführt:
In Abbildung 1.13 ist der Impulsübertrag in der RHEED-Geometrie dargestellt. Der Impulsübertrag
∆
−→
k0 für den (00)-Reﬂex lässt sich bei bekanntem Einfallswinkel θ bestimmen [29]. Der Einfallswinkel
θ kann aus dem Abstand zwischen durchgehendem Strahl und Spiegelreﬂex berechnet werden:
θ = arctan
L0D
2L
(1.49)
Damit gilt für 2M :
2M =
∣∣∣∆−→k0∣∣∣2 3~2T
mkBΘ2D,surf
= (2k0 sin θ)2
3~2T
mkBΘ2D,surf
(1.50)
und die Oberﬂächen- Debye-Temperatur ΘD,surf :
ΘD,surf = (2k0 sin θ)
~√
mkB2M/T
. (1.51)
Näheres zur Bestimmung der Oberﬂächen-Debye-Temperatur bei Reﬂexen anderer Ordnung kann in
der Diplomarbeit von Annika Kalus [62] gefunden werden.
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Abbildung 1.13: Impulsübertrag in der RHEED-Geometrie nach [29]. Es sind die Impulsüberträge ∆
−→
k0 für
den (00)-Reﬂex und ∆
−→
k1 in rot eingetragen.
∣∣∣∆−→k0∣∣∣ ist der Durchmesser des ersten Laue-Ringes auf dem der
(00)-Reﬂex liegt.
1.2 Elektronische Anregung
Triﬀt ein Laserstrahl auf eine Metalloberﬂäche, so wird das Licht teilweise reﬂektiert und teilweise
absorbiert. Die Reﬂexion wird über den Relexionskoeﬃzienten R gegeben. Die Absorption des Lichtes
kann durch das Lambert-Beer'sche Gesetz beschrieben werden:
I(z) = I0 exp(−α(ω)d). (1.52)
α(ω) ist der frequenzabhängie Absorptionskoeﬃzient, sein Inverses ist die Eindringtiefe δ = (α(ω))−1
nach der die Intensität des Lichtes auf 1/e abgefallen ist. Die Absorption ist auf verschiedene Beiträge
zurückzuführen: Anregung von Plasmonen, Elektron-Loch-Paaren oder Elektronen. In Metallen regt
das elektrische Feld des absorbierten Laserstrahls hauptsächlich die Leitungselektronen des Metalls
an. Die Elektronen werden zunächst zu einer kollektiven, gleichphasigen Schwingung angeregt, wäh-
rend die Ionenrümpfe auf Grund ihrer deutlich höheren Masse als starr betrachtet werden können. Die
Anregung der Elektronen dephasiert sehr schnell nach etwa 10 fs. Durch Stoßprozesse verlieren die
Elektronen ihre ursprüngliche Richtungsinformation. Die Energieverteilung der angeregten Elektro-
nen kann nicht mehr durch eine Fermi-Verteilung beschrieben werden, da sie nicht thermalisiert ist.
Das bedeutet, dass dem Elektronensystem in diesem Moment keine Temperatur zugeordnet werden
kann. Durch inelastische Elektron-Elektron-Streuprozesse thermalisiert die Elektronenverteilung. Die
Dauer dieses Prozesses hängt von der Stärke der Anregung und dem Metall ab und variiert zwischen
einigen 10 fs und wenigen ps. Mit der Fermi Liquid Theorie kann die Elektron-Elektron-Streuzeit
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τel−el bei der Ladungsträgerdichte n berechnet werden:
τel−el = a · n5/6 1(E − EF )2 . (1.53)
Bis zur Thermalisierung sind jedoch viele Elektron-Elektron-Streuprozesse notwendig, sodass über
τel−el nicht direkt die Thermalisierungszeit berechnet werden kann. Dem Elektronensystem kann
wieder eine Temperatur Tel zugeordnet werden, die auf Grund der zugeführten Energie jedoch höher
als vor der Anregung ist. Die Gittertemperatur bzw. die Temperatur des Phononensystems Tph ist
anfangs noch unverändert, das Metall beﬁndet sich noch nicht im thermischen Gleichgewicht. Die
Elektronen regen Gitterschwingungen (Phononen) an, die wiederum Einﬂuss auf die elektronische
Struktur haben: es kommt zu einer Elektron-Phonon-Kopplung (z. B. [101]).
1.2.1 Zwei-Temperatur-Modell
Abbildung 1.14: Schematische Darstellung zur Elektron-Phonon-Kopplung.
Das Problem zwei gekoppelter Systeme, Elektronen und Phononen, mit zwei unterschiedlichen Tem-
peraturen, Tel und Tph (Abbildung 1.14), kann über zwei gekoppelte Diﬀerentialgleichungen be-
schrieben werden:
Cel(Tel)
∂
∂t
Tel = ∇−→r (κel∇−→r Tel)︸ ︷︷ ︸ −H(Tel, Tph)︸ ︷︷ ︸+ S(−→r , t)︸ ︷︷ ︸
opt.Anregung
(1.54)
Cph(Tph)
∂
∂t
Tph =
therm.Diﬀ.︷ ︸︸ ︷
∇−→r (κph∇−→r Tph)−
e-ph-Koppl.︷ ︸︸ ︷
H(Tel, Tph) . (1.55)
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Dieser Ansatz, bekannt als Zwei-Temperatur-Modell, wurde das erste Mal in den 70er Jahren des
letzten Jahrhunderts von Anisimov verwendet [2] und kann unter folgenden Annahmen auf die
z−Dimension vereinfacht werden [24]:
Der Temperaturgradient in radialer Richtung ist im Vergleich zu dem im z−Richtung vernachlässig-
bar, wenn der Anrege-(Pump-)Puls Durchmesser  Durchmesser des Abfrage-(Probe-)Pulses ist.
Allternativ muss die Diﬀusionslänge in radialer Richtung nach der maximal beobachteten Zeitdauer
im Experiment deutlich kleiner als der Anrege-(Pump-)Puls Durchmesser sein.
Damit ergibt sich für das Zwei-Temperatur-Modell:
Cel(Tel)
∂
∂t
Tel = ∂∂z (κel
∂
∂z
Tel)−H(Tel, Tph) + S(z.t) (1.56)
Cph(Tph)
∂
∂t
Tph =
∂
∂z
(κph
∂
∂z
Tph)−H(Tel, Tph). (1.57)
H(Tel, Tph) beschreibt die Kopplung zwischen den beiden Systemen und kann im Fall der schwachen
Anregung, wenn Tel − Tph  Tph und Tph  ΘD gilt [24], durch die Elektron-Phonon-Kopplungs-
Konstante
g∞ =
3~
pikB
γλ
〈
ω2
〉
(1.58)
ausgedrückt werden. g∞ entspricht einer Relaxationsrate und ist unabhängig von der Temperatur.
λ ist die aus der BCS-Theorie der Supraleitung bekannte Kopplungskonstante und kann aus expe-
rimentellen Daten bestimmt werden. Bei Kenntnis der mittleren quadratischen Phononen-Frequenz〈
ω2
〉
und der elektronischen Wärmekapazität γ kann die Elektron-Phonon-Kopplungs-Konstante mit
Naturkonstanten und Literaturwerten berechnet werden.
γ(J/(m³K²))
〈
ω2
〉
(meV²) λ g∞(1016W/m³K)
Pb 163.1 31 1.45 12.37
Bi 0.372 160 0.2− 0.4 0.0303
Tabelle 1.1: Elektron-Phonon-Kopplungs-Konstanten: Für Bi und Pb sind die elektronische Wärmekapazität
γ, die mittlere Phononen- Frequenz
〈
ω2
〉
, die Kopplungskonstante λ aus der Supraleitung und die daraus
berechnete Elektron- Phonon-Kopplungskonstante g∞ angegeben [12,48,67].
Bei einem Vergleich der Werte der Elektron-Phonon-Kopplungskonstante in Tabelle 1.1 ist zu sehen,
dass g∞ für Blei ca. 400 mal größer ist als für Bismuth. Das bedeutet, dass in Bismuth die Kopplung
des Elektronen- an das Phononensystem schlecht ist und dadurch das Phononensystem mit größerer
Zeitverzögerung - im Vergleich zu Blei - nach der Anregung des Elektronensystems warm wird. In
Simulationen dazu ist zu erkennen, dass das Phononensystem von Blei nach weniger als 1 ps die
maximale Temperatur erreicht, während dies hingegen bei Bismuth erst einige ps nach der Anregung
der Fall ist. In der Dissertation von A. Hanisch-Blicharski wurde dieser signiﬁkante Unterschied in
der Elektron-Phonon-Kopplung zwischen Blei und Bismuth auch experimentell nachgewiesen [39].
Für Bismuth wird ein Wert von 20 ps für den Anregungsprozess beobachtet. Auch aus der Literatur
ist bekannt, dass ein ca. 100 nm dünner Bismuthﬁlm eine Zeitkonstante von 21 ps für das Erwärmen
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zeigt [138].
1.2.2 Thermische Diﬀusion
Haben das Elektronen- und Phononensystem das thermische Gleichgewicht Tel = Tph durch Elektron-
Phonon-Kopplung erreicht, so kann der weitere Transport der Anregungsenergie im Festkörper klas-
sisch über die Wärmediﬀusionsgleichung beschrieben werden:
κ∇2T + C∂T
∂t
=
∂U
∂t
. (1.59)
Dabei ist κ die Wärmeleitfähigkeit, C die Wärmekapazität und U die innere Energie. Nach einigen
ns kehrt das System wieder zu seiner Ausgangstemperatur vor der optischen Anregung zurück.
Für den Fall der Wärmeleitung in Heterosystemen (z. B. dünne Bismuth-Schichten auf Silizium) wird
auf die ausführliche Beschreibung dieses Problems in der Dissertation von Anja Hanisch-Blicharski
[39] verwiesen.
1.3 Gitterschwingungen
Gitterschwingungen können über Phononen - Quasi-Teilchen - beschrieben werden. Phononen be-
sitzen einen Wellenvektor
−→
k , die Kreisfrequenz ω und die dazu gehörige Energie E = ~ω. Es wird
zwischen akustischen und optischen Phononen unterschieden. In einem 3-dimensionalen Kristall mit
N Atomen in der Basis existieren 3N mögliche Schwingungsmoden: 3 akustische (davon eine longi-
tudinale und zwei transversale) und (3N=3) optische. Bei akustischen Phononen bewegen sich alle
Atome der Basis in Phase, während sich die Atome einer Basis bei optischen Phononen gegenphasig
bewegen. Der Zusammenhang zwischen Frequenz ω und Wellenvektor
−→
k ist durch die Phononen-
Dispersionsrelation ω(
−→
k ) gegeben. Für akustische Phononen geht ω(
−→
k ) für
−→
k → 0 gegen Null.
Der optische Zweig ist höherfrequent als der akustische und nahezu dispersionslos.
Die einfachste Näherung für die Beschreibung von akustischen Phononen ist die Debye-Näherung:
Es wird eine lineare Dispersionsrelation
ω(
−→
k ) = v
−→
k (1.60)
angenommen mit der konstanten Schallgeschwindigkeit v. Im Rahmen des Debye-Modell ergibt
sich für die phononische Zustandsdichte D(ω) gemittelt über die drei akustischen Phononenzweige
nach [67]:
D(ω) =
1
2pi2
ω2
v3
, f u¨r 0 < ω < ωD (1.61)
für 0 < ω < ωD. Im Debye-Modell gilt die lineare Dispersionsrelation bis zu einer Grenzfrequenz,
der sogenannten Debyefrequenz ωD. Da nur bis zu dieser Frequenz Phononen existieren, ist:
D(ω) = 0, fürω > ωD. (1.62)
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Dabei gilt für gemittelte Schallgeschwindigkeit v:
1
v3
=
1
3
(
1
v3l
+
2
v3t
)
. (1.63)
Für die Anzahl an Zuständen N gilt:
3N =
ωDˆ
0
D(ω)dω. (1.64)
Abbildung 1.15: Berechnete normierte Zustandsdichte im Debye-Modell für Silizium (blau) und Blei (grün).
Das Debye-Modell ist eine Näherung für die phononische Zustandsdichte unter der Annahme einer
konstanten Schallgeschwindigkeit und gibt daher nicht den realen Verlauf der Zustandsdichte wieder.
In Abbildung 1.15 ist die berechnete Zustandsdichte für Silizium in blau und für Blei in grün auf-
getragen. Die Blei Zustandsdichte liegt durch eine deultich geringere mittlere Schallgeschwindigkeit
(vgl. Tabelle 3.2) bei kleineren Energien als die von Silizium (Tabelle 3.1). Mit der so bestimmten
Zustandsdichte können z. B. die Wärmeleitfähigkeit und andere thermische Eigenschaften berechnet
werden [67].
1.4 Phasenübergänge
Ein Phasenübergang ist die Umwandlung einer oder mehrerer Phasen in andere Phasen. Mit Phase
wird eine mögliche Zustandsform eines makroskopischen Systems im thermischen Gleichgewicht
beschrieben. Ausführliche theoretische Erläuterungen zur Thermodynamik der Phasenübergänge sind
in Lehrbüchern zur Statistischen Physik von z. B. Greiner [35, 36] oder Nolting [89] zu ﬁnden und
wurden als Quelle für die folgende Beschreibung genutzt.
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Wird in der Thermodynamik ein geschlossenes System (N = const) bei einer konstanten Temperatur
T und einem konstanten Druck p betrachtet, so ist im Gleichgewicht die freie Enthalpie G minimal,
d.h. dG = 0. Die Gibbs'sche Phasenregel
f = 2 + α− pi (1.65)
gibt die Anzahl der unabhängigen Freiheitsgrade f eines solchen Systems mit α Phasen und pi Kom-
ponenten an. Bei einer homogenen Phase (α = pi = 1) gibt es demnach zwei intensive Freiheitsgrade,
für die in der Thermodynamik meist Druck p und Temperatur T gewählt werden. Die dritte intensive
Variable wird durch die Gibbs-Duhem-Relation gegeben:
G(T, F,N) =
α∑
j=1
µjNj = µN (1.66)
mit dem chemischen Potential µ, der Teilchenzahl N , der (Gibbs'schen) freien Enthalpie G, der
freien Energie F .
In Experimenten sind Phasenübergänge unterschiedlicher Art zu beobachten, die als erstes von Eh-
renfest im Jahr 1933 klassiﬁziert wurden, in dem er ihnen eine Ordnung zuschreibt. Bei einem
Phasenübergang n−ter Ordnung sind die (n−1) ersten partiellen Ableitungen der freien Enthalpie
G nach ihren natürlichen Variablen [G(N,T, p,
−→
H,
−→
E , ...) Teilchenzahl, Temperatur und intensive
Feldgrößen, von außen kontrollierbare Zustandsgrößen] am Übergangspunkt stetig, mindestens eine
der n−ten Ableitungen weist jedoch eine Unstetigkeit auf. Von praktischem Interesse sind Phasen-
übergänge erster und zweiter Ordnung.
Da die Ehrenfest-Theorie mittlerweile aus verschiedenen Gründen (besonders für Phasenübergän-
ge ab zweiter Ordnung) kritisiert wird, werden heute nur noch zwei Arten von Phasenübergängen
unterschieden:
Phasenübergänge, die mit einem Entropiesprung ∆S bzw. latenter Wärme verbunden sind, werden
als Phasenübergänge erster Ordnung oder diskontinuierlich bezeichnet. Ein Phasenübergang mit
stetigem Entropieverlauf ist hingegen ein kontinuierlicher Phasenübergang bzw. zweiter oder höherer
Ordnung.
Beispiele für Phasenübergänge erster Ordnung sind Verdampfen, Schmelzen und Sublimation. Die-
se Vorgänge sind mit latenter Wärme verbunden. Ein Beispiel für einen Phasenübergang zweiter
Ordnung ist der Übergang zur Supraleitung ohne äußeres, angelegtes Magnetfeld. Häuﬁg haben
Phasenübergänge zweiter Ordnung keinen Knickpunkt in der Entropie, sondern eine senkrechte Tan-
gente bei der Übergangstemperatur; es wird dann von λ-Übergängen gesprochen. Ein Beispiel dafür
ist die Umordnung in Legierungen oder die Orientierungsumordnung in Kristallgittern (Ordnungs-
Unordnungs-Phasenübergang). In Abbildung 1.16 sind der Verlauf der Entropie (links) und der Wär-
mekapazität (rechts) für einen Phasenübergang erster und zweiter Ordnung und einen λ-Übergang
(von oben nach unten) dargestellt.
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Abbildung 1.16: a) und b) Phasenübergang erster Ordnung, c) und d) Phasenübergang zweiter Ordnung,
e) und f) λ−Übergang (Übergang zweiter Ordnung ohne Knickpunkt in der Entropie, sondern mit einer
senkrechten Tangente bei der Übergangstemperatur) nach [35]. Es sind jeweils links die Entropie S und
rechts die Wärmekapazität Cp aufgetragen.
30
1.4. Phasenübergänge
1.4.1 Ordnungs-Unordnungs-Phasenübergänge
Ordnungs-Unordnungs-Phasenübergänge sind kontinuierliche Phasenübergänge, die sich dadurch
auszeichnen, dass die Tieftemperatur-Phase eine höhere Ordnung der Atome oder Moleküle aufweist
als die Hochtemperatur-Phase. Unter Ordnung wird in diesem Fall die Lageordnung (Anordnung im
Kristallgitter) oder die Orientierungsordnung der Moleküle zueinander verstanden. Nach Konvention
gehören nur fest-fest-Phasenübergänge zu dieser Ordnung. Eine weitere Möglichkeit für einen konti-
nuierlichen Phasenübergang sind displazive Übergänge, bei denen es zu einer geringen Verschiebung
oder Rotation der Atompositionen im Kristallgitter kommt.
Im experimentellen Teil dieser Arbeit wird der Phasenübergang Si(0 0 1) c(4×2)−(2×1) als Beispiel
für einen Ordnungs-Unordnungs-Phasenübergang mit zeitaugelöstem RHEED untersucht.
1.4.2 Peierls Übergang und Ladungsdichtewelle
Werden Metalle heruntergekühlt so treten häuﬁg Phasenübergänge, wie im letzten Abschnitt er-
läutert, auf. Es ﬁndet beispielsweise der Übergang zum Ferromagneten (Eisen oder Nickel) oder
Supraleiter (Blei oder Aluminium) statt. In 1-dimensionalen metallischen Systemen werden Pha-
senübergänge anderer Art beobachtet: es ﬁnden Metall-Isolator-Übergänge statt. Beispiele dafür
sind Peierls- oder Mott-Übergänge. Im Weiteren werden der Peierls-Übergang und die daraus resul-
tierenden Ladungsdichtewelle (Charge Density Wave, im weiteren CDW) beschrieben.Als Literatur
wurde [37,93,94] verwendet.
Bereits 1930 hat Rudolph Peierls [93] vorausgesagt, dass sich in der Bandstruktur von 1-dimensio-
nalen Metallen eine Bandlücke bei k = ±kF öﬀnet. Wird ein quasi-1-dimensionales metallisches
System bestehend aus Ketten mit äquidistanten Atomen bei T = 0K betrachtet, so formen die
erlaubten Zustände der Leitungselektronen ohne das Auftreten von Elektron-Elektron oder Elektron-
Phonon-Wechselwirkungen ein Band, das bis zur Fermi-Energie EF besetzt ist (Abbildung 1.17 c)
blaue Parabel). Das Gitter besitze eine Gitterkonstante a und die Ladungsdichte ρ ist konstant, wie
in Abbildung 1.17 a) zu sehen.
Peierls hat gezeigt, dass eine Modulation der Atome un der Form
δun = δu cos(Qz + φ) (1.67)
mit dem Wellenvektor Q = 2kF , der Amplitude δu und der Wellenlänge λ = pikF in einer Band-
lücke bei ±kF resultiert. Durch die Öﬀnung der Bandlücke bei kF wird die Energie der besetzten
Zustände bei EF abgesenkt, die Gesamtenergie des Systems wird reduziert (Abbildung 1.17 c) rote
Kurve). In quasi-1-dimensionalen Metallen ist bei tiefen Temperaturen die elastische Energie, die zur
Modulation der Atompositionen benötigt wird, geringer als die Energie, die durch die Öﬀnung der
Bandlücke gewonnen wird. Bei hohen Temperaturen ist der Energie-Gewinn durch thermisch ange-
regte Elektronen, die die Bandlücke überwinden können, reduziert. Es ﬁndet daher keine Umordnung
der Atompositionen statt und der metallische Zustand ist stabilisiert.
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Abbildung 1.17: Schematische Darstellung der Bildung einer Ladungsdichtewelle: In a) ist die konstante
Ladungsdichte der Hochtemperatur-Metall-Phase und in b) die modulierte Tieftemperatur-Phase dargestellt.
In c) ist die Bandstruktur skizziert. In der Tieftemperatur-Phase (rot) bildet sich eine Bandlücke. Der Ener-
giegewinn durch die Öﬀnung dieser Bandlücke wird benötigt, um die Periodizität der Oberﬂäche, wie in b)
dargestellt, zu ändern.
Der Phasenübergang zwischen der Tieftemperatur-Phase mit Bandlücke und der Hochtemperatur-
Metall-Phase ist ein Übergang zweiter Ordnung und wird als Peierls-Übergang bezeichnet. Die
Tieftemperatur-Phase wird durch den Ordnungsparameter beschrieben.
In Abbildung 1.17 b) ist dargestellt, dass die Ladungsdichte ρ durch die Umordnung der Atomposi-
tionen, ebenfalls ausgehend von der ungestörten Ladungsdichte ρ0, moduliert wird mit:
ρ(−→r ) = ρ0 + ρ1 cos(2−→kF · −→r + φ). (1.68)
Es bildet sich eine sogenannte Ladungsdichtewelle aus. Durch diese Ladungsmodulation ist die
Tieftemperatur-Phase kein Halbleiter, wie auf den ersten Blick erwartet, sondern weist einen kollek-
tiven Ladungstransport-Mechanismus auf. Durch das Anlegen eines äußeren elektrischen Feldes kann
die CDW relativ zum Gitter gleiten [126]. Die Gitteratome oszillieren vor und zurück. Es bildet
sich ein Potential, durch welches die Leitungselektronen weiter transportiert werden. Ein Stromﬂuss
entsteht. Viele Materialien weisen im Experiment einen Peierls-Übergang auf, aber nur wenige zeigen
den Ladungstransport durch eine CDW. Der Grund dafür ist, dass die CDW an Defekten im Kristall-
gitter pinnen - hängen bleiben - kann und somit das für den Ladungstransport nötige Gleiten nicht
möglich ist. Materialien, die CDWs zeigen, sind z. B. TaS2 oder TbTe3 (z. B. [109]). In Kapitel 3.5
wird der Phasenübergang von In/Si(1 1 1) (4× 1)− (8× 2) beschrieben, der in der Literatur unter
anderem als Peierls-Übergang mit Ausbildung einer CDW diskutiert wird. In Kapitel 4.3.2 werden
experimentelle Ergebnisse dazu gezeigt.
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Abbildung 2.1: Schematischer Aufbau des TR-RHEED Experiments: Es wird ein Pump-Probe-Aufbau, be-
stehend aus einem fs-Laser-Pump- und einem Elektronen-Probe-Puls, mit einem UHV-RHEED kombiniert.
Zur Erzeugung der kurzen Elektronenpulse wird ein Teil des fs-Laserpulses frequenzverdreifacht. Die mit-
tels äußerem Photoeﬀekt erzeugten Photolelektronen werden in der Elektronenkanone im streifenden Einfall
auf die Probe beschleunigt. Die Probenoberﬂäche wird mit dem Hauptteil des fs-Laserpulses angeregt. Es
können Beugungsbilder in Abhängigkeit der Verzögerungszeit zwischen Pump- und Probe-Puls mit einer
CCD-Kamera aufgezeichnet werden.
Im folgenden Kapitel wird der experimentelle Aufbau des zeitaufgelösten (time resolved, im weiteren
TR) RHEED vorgestellt. Bereits in der schematischen Darstellung in Abbildung 2.1 ist die große
experimentelle Herausforderung zu erkennen: Der Aufbau besteht aus einer Kombination einer UHV-
Apparatur für saubere, kontrollierbare Oberﬂächen mit einem fs-Lasersystem und einem RHEED mit
Photokathode für die Zeitauﬂösung. Aus diesem Grund werden auch zunächst das Vakuumsystem
und die Probenpräparation vorgestellt. Danach folgt eine Beschreibung des verwendeten Lasersys-
tems, des Optikaufbaus und der Elektronenkanone. Im letzten Abschnitt des Kapitels werden der
daraus resultierende Pump-Probe-Aufbau und die Begrenzung der Zeitauﬂösung durch das Velocity
Mismatch beschrieben.
2.1 Das Vakuumsystem
Die für die TR-RHEED Experimente verwendete Ultrahochvakuumkammer (siehe Abbildung 2.2) hat
zwei Messebenen. In der oberen Messebene beﬁnden sich eine Druckmessröhre (5), ein Quadrupol-
Massenspektrometer und ein Backview-LEED (6) mit Vier-Gitteroptik und Phosphorschirm (ErLEED
von Specs).
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Abbildung 2.2: Die UHV-Kammer des TR-RHEEDs: Die Kammer verfügt über eine Drehdurchführung (1)
zur Winkeländerung der Probe. An der Oberseite des Manipulators beﬁnden sich die Kontakte zum Flashen der
Probe, die Temperaturmessung und die Temperaturregelung. Zusätzlich liegt dort der Kühlmittelanschluss
des Kryostaten. Die Drehdurchführung wird diﬀerentiell über zwei Stufen gepumpt: Die erste Stufe über
die Drehschieber-Vorpumpe, die zweite Stufe mit der im Bild markierten Ionengetterpumpe (2). (3) ist der
Schrittmotor für die z-Richtung. Die x- und y-Position der Probe kann mit zwei Mikrometerschrauben (4)
(nur eine davon ist im Bild sichtbar) variiert werden. Mit (5) ist die Druckmessröhre bezeichnet. In der oberen
Messebene der Apparatur beﬁnden sich das LEED (6), in der unteren Ebene die ps-RHEED-Elektronenkanone
(7), ein UHV-Fenster (8) zur Einkopplung des Pumplaserstrahls in die Kammer und das Multichannelplate
(9) mit CCD-Kamera (im Bild nicht angebaut) zur Aufzeichnung der Beugungsbilder. Mit (10) und (11) sind
die beiden Verdampferports gekennzeichnet. Foto freundlicherweise von Anja Hanisch-Blicharski überlassen.
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Die LEED-Bilder können von dem Phosphorschirm mittels einer CCD-Kamera aufgezeichnet wer-
den. In der unteren Messebene beﬁndet sich die ps-RHEED-Elektronenkanone (7) [57] und das
Multichannelplate mit Phosphorschirm in RHEED-Geometrie (9). Die RHEED-Bilder werden mit
einer gekühlten CCD-Kamera aufgenommen. Der Pump-Laserpuls zur Anregung der Probenoberﬂä-
che wird durch ein UHV-Fenster (8) in die Kammer eingekoppelt. In der unteren Messebene sind
zwei transferierbare Verdampfer (10) und (11) eingebaut. Um Experimente an sauberen Oberﬂä-
chen durchführen zu können, beﬁndet sich die Kammer unter Ultrahochvakuum (p ≤ 10−10 Torr).
Das Pumpensystem zum Erreichen dieser Drücke besteht aus einer Vorpumpe, einer Drehschieber-
pumpe - deren Druck mit einer Vordruckmessröhre überwacht wird - einer Turbomolekularpumpe
mit einer Saugleistung von 400 l/s − 500 l/s und einer Ionengetterpumpe 250 l/s mit kühlbarem
Titansublimator. Zur Manipulation der Probenposition und Kühlung der Proben beﬁndet sich in
der Kammer in einer zweistuﬁg diﬀerentiell gepumpten Drehdurchführung (1) ein Manipulator mit
Kryostat. Die erste Pumpstufe erfolgt über die Vorpumpe. Die zweite Stufe wird über eine kleine
Ionengetter-Pumpe (2) gepumpt, die über einen Bypass mit Eckventil mit der Kammer verbunden
ist. Sowohl die Turbomolekularpumpe als auch die Getterpumpe können über Druckluft betriebene
UHV-Schiebeventile von der Kammer getrennt werden. Die Probenposition wird mit einem Schritt-
motor in z-Richtung (3) und mit zwei Mikrometerschrauben (4) in x- und y-Richtung variiert. Zur
Einkopplung des Pumplasers beﬁnden sich zusätzlich zwei Justagekameras an der Kammer.
2.2 Probenpräparation
Das Substrat, Si(0 0 1) und Si(1 1 1), wird vor dem Einbau in den Probenhalter mit einem Diamant-
schneider in 2=3.5mm breite und 15mm lange Streifen geteilt. Die Proben werden mit reinem
Ethanol (p.A.) gereinigt, um Staub und Unreinheiten vom Schneiden zu entfernen. Im UHV gasen
die Proben mehrere Stunden bei einer Temperatur von 700°C aus, um anschließend kurz auf 1200°C
zur Entfernung der natürlichen Oxidschicht erhitzt zu werden (Flashen). Die Probentemperatur wird
mit einem Pyrometer kalibriert.
2.3 Bedampfungsquellen
Für die vorgestellten Experimente werden eine Bismuth-, eine Blei-, eine Indium- und eine Silberquelle
benötigt.
Für Indium und Silber wird ein Verdampfer mit Elektronenstoß-Heizung verwendet (Abbildung 2.3
a). Der Tiegel besteht aus Tantal und das Filament aus Wolfram. An das Filament wird relativ zum
Tiegel eine Hochspannung angelegt, um einen Emissionsstrom zu erreichen.
Bismuth und Blei werden mit einer Knudsen-Zelle, einem Verdampfer mit Direktstromheizung ver-
dampft. Das Wolfram-Filament erhitzt den Keramik-Tiegel auf eine Temperatur von 190 − 200°C
(Abbildung 2.3 b). Zur Kontrolle der Verdampferrate ist ein Schwingquarz an dem Verdampfer ange-
bracht. Es besteht die Möglichkeit, über die Quarzrate eine Schichtdickenkalibrierung durchzuführen.
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Abbildung 2.3: Es sind die beiden verwendeten Verdampfertypen dargestellt. Der Unterschied liegt darin,
dass in b) eine Direktstromheizung und in a) eine Elektronenstoßheizung vorliegen. Typ a) wurde für Blei
und Bismuth und Typ b) für Indium und Silber genutzt.
2.4 Das Lasersystem
Das Lasersystem besteht aus einem Ti:Saphir-Oszillator (Micra) und einem regenerativen Verstär-
kersystem (Legend) der Firma Coherent. Im Gehäuse des Micras ist ein Dauerstrichlaser (cw-Laser)
Verdi V5 als Pumplaser integriert. Dabei handelt es sich um einen frequenzverdoppelten, dioden-
gepumpten Nd:YVO4-Laser mit einer Maximal-Leistung von 5W bei 530 nm. Der Oszillator liefert
Pulse mit einer Zentralwellenlänge von 790−800 nm. Die Repetitionsrate beträgt 80MHz, die Puls-
dauer liegt in etwa bei 45 fs, und es wird eine Leistung von 500mW erreicht. Dieser Seedstrahl wird
in einem regenerativen Verstärkersystem (Legend-USP-5k-HE) verstärkt. Bei dem Pumplaser für das
Verstärkersystem (Evolution) handelt es sich um einen gütegeschalteten ND:YLF-Laser mit einer
Leistung von 30W, bei einer Wellenlänge von 527 nm und einer Repetitionsrate von 5 kHz. Der
Ausgangslaserstrahl nach dem Verstärkersystem hat eine Repetitionsrate von 5 kHz, eine Leistung
von 2.3W und eine Pulsdauer von ca.100 fs.
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2.4.1 Ti:Saphir-Oszillator
Der Ti:Saphir-Laser (Ti:Sa) ist ein Festkörperlaser, in dem das Lasermedium ein mit Titan hochdo-
tierter im Brewsterwinkel geschnittener Saphir-Kristall ist. Als Pumpquelle wird der oben beschrie-
bene Verdi-cw-Laser verwendet. Der Ti:Sa kann als cw-Laser oder gepulst betrieben werden. Für
die gewünschten ultrakurzen Laserpulse muss der gepulste Betrieb erreicht und stabilisiert werden,
d.h. viele zehntausend Moden des Resonators müssen simultan und phasenrichtig schwingen. Da
eine Phasenkopplung der Lasermoden stattﬁndet, wird dieses Prinzip Modelocking genannt. Mode-
locking kann durch optische Modulatoren (z. B. einer Pockels-Zelle) im Laserresonator stattﬁnden;
dabei handelt es sich um aktives Modelocking. In dem verwendeten Oszillator wird jedoch passives
Modelocking durch den Kerr-Eﬀekt genutzt:
Ein Impuls hoher Intensität wird auf Grund des nichtlinearen, intensitätsabhängigen Brechungsindex
n(I) = n0(ω) + n2(ω)I (2.1)
und der gaußförmigen Intensitätsverteilung im Innern des Ti:Sa-Kristalls fokussiert. Der im Bre-
chungsindex entstehende Gradient wird auch Kerr-Linse genannt. Da die cw-Mode nicht die In-
tensität besitzt, den Kerr-Linsen-Eﬀekt zu induzieren, besteht nun die Möglichkeit, die cw-Mode
zugunsten der modengekoppelten zu unterdrücken. Eine Möglichkeit, die im Micra genutzt wird,
ist das Einbringen einer Blende in den Resonator (Hard-Aperture-Modelocking). Dabei wird aus-
genutzt, dass die Moden mit höherer Intensität stärker fokussiert werden als die mit kleiner. Die
Blende lässt demnach nur die modengekoppelten Pulse hoher Intensität durch. Wie die meisten
Kerr-Linsen-modengekoppelten Laserresonatoren ist auch der Micra nicht selbst startend, d.h. nach
dem Einschalten läuft er im cw-Betrieb. Das Modelocking wird durch eine äußere Störung des Sys-
tems gestartet. Dafür wird im Automodelocking-Betrieb des Micras durch Bewegen eines Resonator-
endspiegels kurzzeitig die Länge des Laserresonators geändert, wodurch alle longitudinalen Moden
resonant angeregt werden und sich instantan eine Kerr-Linse ausbildet. Der Micra verfügt neben
dem Auto-Modelocking auch über eine Power-Track-Funktion; das bedeutet, dass die zwei Spiegel,
die den Pumpstrahl des Verdis in den Oszillator lenken, piezo-gesteuert sind und somit immer auf
maximale Ausgangsleistung nach dem Oszillator geregelt wird. In Abbildung 2.4 a) ist ein Spektrum
der Laserpulse des Micras zu sehen. Es sind eine Zentralwellenlänge von 805 nm und eine Bandbreite
von 30 nm aus dem Gauß-Fit (schwarze, gestrichelte Linie) abzulesen.
2.4.2 Verstärker
Die Laserpulse, die der Ti:Saphir-Oszillator liefert, werden als Seed-Pulse für ein Verstärkersystem
genutzt. Das Ziel dabei ist es, verstärkte Laserpulse mit einer um ein Vielfaches größeren Intensität zu
gewinnen. Das Lasermedium des Verstärkers ist ebenfalls ein Ti:Sa-Kristall, der durch einen starken
externen Pumplaser (Evolution) eine hohe Besetzungsinversion erhält. Der Ti:Saphir-Oszillator Micra
wird als Seed-Laser für den Verstärkungsprozess verwendet. Diese Art der Verstärkung wird als CPA
(Chirped Pulse Ampliﬁcation) bezeichnet [120]. Vor der Verstärkung werden die Seedpulse in einem
Stretcheraufbau gestreckt, um Materialbeschädigung zu verhindern. Die zeitlich kurzen Pulse mit ei-
ner großen spektralen Breite erhalten im Stretcher einen großen spektralen Chirp (zeitliche Änderung
der Frequenz). Die zeitliche Separation der einzelnen Pulsfrequenzen wird durch einen Aufbau mit
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dispersiven Elementen (Prismen oder im vorliegendem Fall Gitter) erreicht. Der Puls wird dabei auf
eine Pulslänge von einigen 10 bis 100 ps gestreckt und die Spitzenintensität dabei reduziert. In einem
regenerativen Verstärker, wie dem Legend, werden die Pulse innerhalb eines Resonators verstärkt.
Der Puls verbleibt in der Kavität für mehrere Durchläufe, bis die maximale Verstärkung durch den
Kristall erreicht ist und die Verluste innerhalb der Kavität zum Tragen kommen. Der maximal ver-
stärkte Puls wird durch eine Pockelszelle und einen Polarisator aus dem Resonator ausgekoppelt. Eine
Pockelszelle besteht aus einem doppelbrechenden Kristall, der durch eine angelegte Hochspannung
die Polarisation des durchtretenden Laserfeldes ändern kann, d.h. er verhält sich wie ein variabler
Polarisator. Triﬀt der Laserpuls auf die Pockelszelle, so wirkt diese zunächst wie eine λ/4-Platte und
kann auf die Funktionsweise einer λ/2-Platte durch Anlegen einer Hochspannung umgeschaltet wer-
den, sodass der Puls den Resonator verlassen kann. Nach der Verstärkung durchläuft der Puls einen
Kompressor, einen Dispersionsaufbau (Gitter) mit einer dem Stretcher entgegengesetzten Gruppen-
geschwindigkeitsdispersion. Hier werden die Laserpulse wieder zu fs-Pulsen komprimiert. Zusätzlich
kompensiert der Kompressor die Dispersion des Verstärkers. In Abbildung 2.4 b) ist ein Spektrum
der verstärkten Laserstrahlung zu sehen. Die Repetitionsrate wurde von 80MHz auf 5 kHz und die
Leistung von 500mW auf 2.3W geändert. Es sind eine Zentralwellenlänge von 803 nm und eine
Bandbreite von 20 nm aus dem Gauß-Fit (schwarze, gestrichelte Linie) abzulesen.
Abbildung 2.4: Gemessene Spektren
a) Ti:Saphir-Oszillator (Micra) im Modelocking mit einer Zentralwellenlänge von 805 nm. Es ist eine Band-
breite von 30 nm aus dem Gauß-Fit (schwarze, gestrichelte Linie) abzulesen. Die Repetitionsrate beträgt
80MHz, die Pulsdauer liegt in etwa bei 45 fs und es wird eine Leistung von 500mW erreicht.
b) Regeneratives Verstärker-System (Legend) mit einer Ausgangsleistung von 2.3W, einer Repetitionsrate
von 5 kHz und einer Pulsdauer von etwa 100 fs. Es liegen Zentralwellenlänge von 803 nm und eine Bandbreite
von 20 nm (Gauß-Fit, schwarze, gestrichelte Linie) vor.
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Abbildung 2.5: Gemessene Spektren für a) die erzeugte zweite Harmonische (SHG) und b) dritte Harmo-
nische (THG). Die Wellenlänge der Laserpulse wird beim Durchgang durch ein bzw. zwei doppelbrechende
Kristalle von 800 nm auf 400 nm bzw. 266 nm geändert.
2.4.3 Erzeugung der zweiten und dritten Harmonischen
Zur Erzeugung der kurzen Elektronenpulse werden die vom Verstärker gelieferten Laserpulse mit
λ = 800 nm mit einem nichtlinearen Kristall aus Beta-Barium-Borat (BBO) frequenzverdoppelt und
verdreifacht [28]. Dabei wird ausgenutzt, dass das fs-Laserlicht eine hohe Intensität in sehr kurzer
Zeit besitzt und dadurch eine große Feldstärke. Die Polarisations-Terme höherer Ordnung, die in der
linearen Optik sonst vernachlässigt werden können, spielen nun eine Rolle:
−→
P = ε0
∑
n
χ(n) ~En , (2.2)
wobei P die Polarisation, E das elektrische Feld und χ(n)die dielektrische Suszeptibilität beschreiben.
Im Falle der Frequenzverdopplung ist der Term zweiter Ordnung zu betrachten. Wird für E(t) =
E0 sin(ωt) eingesetzt, so ergibt sich:
∣∣∣~P (2)∣∣∣ = ε0χ(2)E2 = ε0χ(2)E20 sin2(ωt) = ε0χ(2)E202 − ε0χ(2)E202 cos(2ωt) . (2.3)
Wie zu erkennen ist, beschreibt der letzte Term Strahlung mit der Frequenz 2ω, es kommt also zur
Frequenzverdopplung (SHG). Damit die SHG-Strahlung mit maximaler Intensität abgestrahlt werden
kann, müssen die Lichtwellen mit ω und 2ω phasengleich den Kristall durchqueren. Das gilt, wenn
die Brechzahlen n die Bedingung n(ω) = n(2ω) in Ausbreitungsrichung erfüllen (Phasenanpassung).
Diese Phasenanpassung wird nur mit optisch doppelbrechenden Materialien erreicht, d.h. Materialien,
die in unterschiedlichen Kristallrichtungen unterschiedliche Brechzahlen besitzen. BBO ist sowohl
doppelbrechend als auch nichtlinear (χ(2) > 0); zusätzlich besitzt es eine hohe Zerstörschwelle und ist
über weite Bereiche transparent. Es ist somit als Material für die SHG geeignet. Für die SHG wird ein
BBO mit einer Dicke von 0.3mm und einer Typ I-Phasenanpassung verwendet. Das bedeutet, dass die
Phasengeschwindigkeiten der Grundwelle (p-polarisiert) und der zweiten Harmonischen (s-polarisiert)
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gleich sind. In einem zweiten BBO mit derselben Dicke aber einer Typ II-Phasenanpassung, wird aus
den p-polarisierten 800 nm und den s-polarisierten 400 nm die Summenfrequenz erzeugt (SFG):
~ω1 + ~ω2 = ~ω3 (2.4)
Es wird neben den eingestrahlten Wellenlängen Licht der Wellenlänge λ = 266 nm in s-Polarisation
abgestrahlt. In Abbildung 2.5 sind die Spektren für 400 nm (rechts) und 266 nm (links) dargestellt.
2.5 Die ps-Elektronenkanone
Abbildung 2.6: a) Schematischer Aufbau der Elektronenkanone: Auf die Gold-Photokathode (orange) triﬀt
der fs-Laserpuls (blaue, gestrichelte Linie) und löst Photoelektronen aus. Die Elektronen werden zur Anode
hin beschleunigt. Der Weg der Elektronen durch die Kanone ist mit grünen Linien markiert. In b) ist ein
Foto der Elektronenkanone zu sehen. Die Ablenkplatten im obersten Bereich sind in den hier vorgestellten
Experimenten nicht vorhanden. Foto freundlicherweise von Anja Hanisch-Blicharski überlassen.
In der verwendeten Elektronenkanone werden kurze Elektronenpulse über Photoemission an einem
dünnen Metallﬁlm hergestellt [1]. Im Experiment wird eine dünne Goldkathode benutzt. Sie wird auf
der Rückseite mit Licht beleuchtet, wodurch mittels äußerem photoelektrischem Eﬀekt Elektronen
aus der Goldschicht ausgelöst werden. Als Beleuchtungsquellen stehen eine Quecksilberdampﬂampe
für statische Experimente oder fs-Laserpulse (siehe Abschnitt 2.4) für zeitaufgelöste Experimente zur
Verfügung. Diese ausgelösten Photoelektronen werden beschleunigt und mit Hilfe einer Einzellinse
fokussiert. In Abbildung 2.6 ist der Weg der Elektronen durch die Elektronenkanone schematisch
aufgezeigt [57]. Details zum Aufbau der Kanone (Schema siehe Abbildung 2.6 a), Foto in Abbildung
b), sind in der Doktorarbeit von Andreas Janzen [56] und in der Literatur [57] zu ﬁnden.
Die Photoelektronen besitzen nach der Photoemission eine Energieverteilung ∆E, die von der Energie
der Photonen ~ω und der Austrittsarbeit des Metalls Φ abhängt. Im Fall der verwendeten Kathoden
aus 10 nm dünnen Goldﬁlmen und einer Wellenlänge von 266 nm ergibt das eine Energieverteilung
∆E < 100meV [56,58]. Die Dauer des Elektronenpulses beim Erreichen der Probe wird durch diese
Energieverteilung beeinﬂusst, die Elektronen laufen auseinander (Vakuumdispersion). Zusätzlich
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treten Raumladungseﬀekte auf, das heißt, die Elektronen stoßen sich durch Coulomb-Wechselwirkung
untereinander ab.
Ein Modell zur Beschreibung dieser Eﬀekte wurde in [99] vorgestellt und durch Brad Siwick [113]
verbessert. Für die verwendete Elektronenkanone wurden Berechnungen zur Dauer des Elektronen-
pulses von Andreas Janzen [56] durchgeführt, der das TR-RHEED-Experiment im Rahmen seiner
Doktorarbeit aufgebaut hat. Unter der Annahme einer Laserpulslänge von 45 fs ergibt sich durch
die Vakuumdispersion eine Dauer von ∆tV D = 350 fs. Durch die Raumladungseﬀekte und durch
das Durchlaufen einer Einzellinse zur Fokussierung auf den Detektor kommen größere Beiträge zur
Elektronenpulsdauer hinzu, sodass sich eine Gesamtdauer von ∆t ≈ 3 ps ergibt.
An dieser Stelle wird deutlich, warum es sich um ein zeitaufgelöstes RHEED- und nicht LEED-
Experiment handelt: Die im LEED verwendeten niederenergetischen Elektronen haben eine geringe
Geschwindigkeit und somit eine längere Laufzeit von der Kanone bis zu dem Detektor (> 10 ns im
Vergleich zu 2 ns bei 7 keV). Die Vakuumdispersion ist in diesem Fall wesentlich stärker. Zusätzlich
treten vermehrt Raumladungseﬀekte auf, und der Puls wird noch mal deutlich verlängert. Nach 10 cm
Wegstrecke hätte ein Elektronenpuls mit 10 eV Energie bereits eine Pulslänge von > 200 ps. Um ein
TR-LEED-Experiment mit ps-Zeitauﬂösung durchführen zu können, muss demnach eine Alternative
zum klassischen LEED-Aufbau gesucht werden. Eine Möglichkeit besteht darin, die Elektronen wie in
einem LEEM (Low Energy Electron Microscope) erst direkt vor der Probe auf die geringen Energien
abzubremsen. Dieser Aufbau ist jedoch deutlich aufwendiger.
Die begrenzenden Faktoren der experimentellen Zeitauﬂösung sind im TR-RHEED jedoch nicht die
Vakuumdispersion und Raumladungseﬀekte, sondern das Velocity Mismatch (vgl. Abschnitt 2.7).
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2.6 Der Pump-Probe-Aufbau
Abbildung 2.7: Prinzip eines Pump-Probe-Experiments: Die Probenoberﬂäche wird von einem Pump-Puls
(rot) angeregt und nach einer Verzögerungszeit ∆t mit einem Probe-Puls (grün) abgefragt.
Zur Durchführung von zeitaufgelösten Messungen wird im TR-RHEED ein sogenannter Pump-Probe-
Aufbau verwendet. Das Pump-Probe-Verfahren funktioniert allgemein so, dass eine Probe z. B. durch
einen Laserpuls angeregt (gepumpt) und nach einer deﬁnierten Zeit ∆t der Zustand der Probe ab-
gefragt (geprobt) wird , siehe Abbildung 2.7. Im Fall des TR-RHEED bedeutet das, dass die Probe
durch einen 800 nm Laserpuls angeregt und mit einem kurzen Elektronenpuls um eine Zeit ∆t spä-
ter ein Beugungsbild aufgezeichnet wird. Um den Zeitabstand zwischen Pump und Probe genau
bestimmen zu können, werden die kurzen Elektronenpulse mit demselben Laser erzeugt, wie die
Probe angeregt wird. Im experimentellen Aufbau, siehe Abbildung 2.8, wird das so verwirklicht, dass
der vom Verstärkersystem kommende Laserstrahl mit λ = 800 nm und E = 1.55 eV mit einem
80/20−Strahlteiler aufgeteilt wird. Der durchgehende, intensivere Teil wird als Pumpstrahl auf die
Probe gelenkt. Dafür wird der Strahldurchmesser mit einem Teleskop auf 1/4 verkleinert, die Höhe
des Strahls mit einem Periskop verändert und mit einem λ/2−Plättchen und einem Dünnschicht-
polarisator, der im Brewster-Winkel getroﬀen wird, die Anregungsﬂuenz eingestellt. Der weniger
intensive, am Strahlteiler reﬂektierte Teil des Laserstrahls durchläuft eine Delayline, um einen de-
ﬁnierten Weg- und somit Laufzeitunterschied ∆t zum Pumppuls herzustellen. Danach werden der
Laserstrahl mit einem Teleskop auf 1/8 verkleinert und die Strahlhöhe mit einem Periskop erniedrigt.
In einem BBO wird der Laserstrahl zunächst frequenzverdoppelt und danach in einem zweiten BBO
frequenzverdreifacht (siehe Abschnitt 2.4.3), sodass ein Laserstrahl mit λ = 266 nm und E = 4 eV
vorliegt. Dieser Strahl erzeugt nun mittels Photoemission in einer Goldkathode kurze Elektronen-
pulse (siehe Abschnitt 2.5), die auf 7 keV beschleunigt werden und die Probe unter einem Winkel
von 5° treﬀen. Vor den BBOs beﬁndet sich ein λ/2−Plättchen, mit dem die Eﬀektivität des SHG-
und SFG-Prozesses und somit die Anzahl der Photoelektronen variiert werden können. Die an der
Probe reﬂektierten Elektronen werden mit einem Multichannelplate (MCP) detektiert und verstärkt.
Das Bild, das auf dem hinter dem MCP liegenden Phosphorschirm erscheint, wird mit einer zur
Rauschminderung gekühlten CCD-Kamera aufgezeichnet. Es wird eine Sequenz von Beugungsbil-
dern in Abhängigkeit der Delayzeit ∆t zwischen Pump- und Probepuls aufgezeichnet.
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Abbildung 2.8: Schema des Optik-Aufbaus mit dem verwendeten Lasersystem und der UHV-Apparatur.
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2.7 Zeitauﬂösung in TR-RHEED: Velocity Mismatch
Die RHEED-Geometrie ermöglicht überhaupt erst die zeitaufgelöste Untersuchung von Oberﬂächen-
dynamiken; auf der anderen Seite limitiert sie aber die mögliche Zeitauﬂösung in den Experimenten:
Der Pump-Puls triﬀt senkrecht auf die Probenoberﬂäche, der Probepuls unter einem Einfallswinkel
von 5°. Dies ist in Abbildung 2.9 dargestellt. Das bedeutet, dass der Pump-Strahl die Probenober-
ﬂäche überall simultan anregt. Durch den streifenden Einfallswinkel benötigen die Elektronen jedoch
eine gewisse Laufzeit von der linken zur rechten Seite der Probe. Zusätzlich sind die Elektronen
mit einer Energie von 7 keV mit einer Geschwindigkeit von c/6 deutlich langsamer als die Photonen
des Pumppulses. Bei einer Probenbreite von 2mm, wie sie in den meisten Experimenten genutzt
wird, bedeutet dies eine Laufzeit von 40 ps für die Elektronen. Die aufgezeichneten Beugungsbilder
sind eine Mittelung über diese 40 ps. Dieser Eﬀekt wird Velocity Mismatch genannt und die nicht
relativistische Formel dafür lautet:
tVM =
√
me
2
d cosα√
E
. (2.5)
Dabei ist E die Energie der Elektronen, me ihre Masse und α ihr Einfallswinkel. d ist die Breite
der Probe. In Abbildung 2.10 a) ist tVM pro mm Probenbreite gegen die Energie der Elektronen
aufgetragen. Ein Erhöhen der Elektronenenergie auf 30 keV hätte lediglich eine Verbesserung auf
9.7 ps zur Folge. Die Zeitauﬂösung der TR-RHEED Experimente wird folglich nicht in erster Linie
durch Raumladungseﬀekte o.ä. in der Elektronenkanone (vgl. Kapitel 2.5) begrenzt, sondern durch
die für die Oberﬂächenempﬁndlichkeit notwendige Beugungsgeometrie.
Abbildung 2.9: Velocity Mismatch: a) Der Pumpstrahl regt durch senkrechtes Auftreﬀen gleichzeitig die
ganze Probe an. In der RHEED-Geometrie beträgt der Einfallswinkel der Elektronen 5°. Die ersten Elektronen
erreichen die Probenoberﬂäche 40 ps vor den letzten, bei einer Probenbreite von 2mm. Dieser Zeitunterschied
wird Velocity Mismatch genannt. b) Durch eine Neigung der Pumplaser-Pulsfront um den Winkel γ wird die
Probe an jeder Stelle zur selben Zeit angeregt und abgefragt.
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Abbildung 2.10: In a) ist das Velocity Mismatch tVM nach Formel 2.5 pro mm Probenbreite gegen die
Energie der Elektronen aufgetragen. Gestrichelt sind die Werte für 7 keV (schwarz) und 30 keV (grau) mar-
kiert.
b) Schrägstellung der Pumplaser-Pulsfront nach Formel 2.6 für einen Einfallswinkel von 5°. In gestrichelt sind
die Werte für 7 keV (schwarz) und 30 keV (grau) eingetragen.
Die einfachste Möglichkeit zur Verbesserung der Zeitauﬂösung ist, nur einen relativ kleinen Teil der
Probe zu nutzen. Indem die Probe aus dem Elektronenstrahl gefahren wird, trägt nur der Probenrand
zum Beugungsbild bei. Mit diesem Trick wurde eine Zeitauﬂösung von 10 ps beobachtet [39]. Dieses
Verfahren geht aber mit einem starken Beugungsintensiätsverlust einher und kann daher nicht bei
jedem Materialsystem und nur bis zu einem gewissen Maße angewendet werden.
Die elegantere Lösung ist eine sogenannte Schrägstellung der Pulsfronten des Pumplasers [6,76], die
in Abbildung 2.9 b) skizziert ist. Dadurch wird die Probe an jedem Punkt gleichzeitig angeregt und
abgefragt. Da Elektronen wesentlich langsamer sind als das Laserlicht, ist bei einer Elektronenenergie
von 30 keV und einem Einfallswinkel von 5° eine Schrägstellung der Laser-Pulsfront von fast 70° nötig.
Bei einer Elektronenenergie von 7 keV wäre sogar eine Schrägstellung von > 80° notwendig, siehe
Abbildung 2.9 b). Die Formel für den Schrägstellungswinkel γ lautet [76]:
tan γ =
√
me
2
c cosα√
E
, (2.6)
mit der Lichtgeschwindigkeit c. Die Abhängigkeit von γ gegen die Elektronenenergie ist in Abbildung
2.10 b) dargestellt.
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3 Untersuchte Materialsysteme
In diesem Kapitel werden die untersuchten Materialsysteme vorgestellt. Da Silizium als Substrat
verwendet wurde, folgt eine kurze Beschreibung der Oberﬂächenstrukturen der beiden verwendeten
Substrat-Oberﬂächen. Die Si(0 0 1)-Fläche weist einen Ordnungs-Unordnungs-Phasenübergang von
c(4× 2) zur (2× 1)-Rekonstruktion auf, der hier ebenfalls vorgestellt wird.
Als Adsorbatsysteme wurden Bismuth, Blei, Silber und Indium verwendet. Für diese Materialien
werden allgemeine Eigenschaften, Details zur Adsorption auf Silizium und mögliche Rekonstruktionen
angegeben. Darüber hinaus wird für Blei und Indium der aktuelle Stand der Literatur für die Systeme
auf Si(1 1 1)-Substraten vorgestellt.
3.1 Silizium
Abbildung 3.1: Silizium kristallisiert in der Diamantstruktur. Dabei handelt es sich um ein ﬂächenzentriertes
kubisches Gitter mit einer zweiatomigen Basis, in der das zweite Atom (hellblau) um 1/4 Raumdiagonale
verschoben ist.
Silizium, auch Si, ist ein Element der vierten Hauptgruppe des Periodensystems und bildet daher in
Verbindungen vier sp3-Hybridisierungen. Daraus leitet sich ab, dass Silizium im kristallinen Zustand
ein Diamantgitter, dargestellt in Abbildung 3.1, bildet. Das Diamantgitter ist ein ﬂächenzentriertes
kubisches Gitter (fcc) mit einer zweiatomigen Basis. Das bedeutet, dass an jedem Gitterpunkt eine
Einheit aus zwei Atomen sitzt. In diesem Fall sind die beiden Atome um 1/4 Raumdiagonale ver-
schoben. Jedes Atom des einen Untergitters (blau) hat vier nächste Nachbarn im zweiten Untergitter
(hellblau). Die vier Valenzelektronen hybridisieren in der sp3-Struktur mit einer Bindungslänge von
2.35Å, der Bindungswinkel beträgt 109.47°. Bei Raumtemperatur besitzt die Einheitszelle der Dia-
mantstruktur eine Größe von 5.43Å. Je nachdem, in welcher Richtung in Bezug zum Kristallgitter ein
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Siliziumkristall geschnitten wird, ergeben sich unterschiedliche Oberﬂächen. Beim Brechen des Volu-
menkristalls werden Bindungen zerstört; diese ungesättigten Bindungen werden als dangling bonds
bezeichnet. Zur Minimierung der Oberﬂächenenergie verschieben sich die dangling bonds und bilden
neue Bindungen. In den nächsten Abschnitten werden die Si (0 0 1)- und Si (1 1 1)-Flächen mit ihren
daraus resultierenden Oberlächenrekonstruktionen vorgestellt.
Silizium ist ein Halbleiter mit einer direkten Bandlücke von 3.4 eV, die indirekte Bandlücke ist bei 0K
1.17 eV groß [67,73]. Die Eindringtiefe für die im Experiment verwendeten Photonen mit einer Energie
von 1.55 eV beträgt 12.7 µm [3]. Das bedeutet, dass Silizium nahezu transparent für Laserlicht
der Wellenlänge 800 nm ist. Dadurch wird das Substrat in den Experimenten nur minimal direkt
durch den Pumpstrahl angeregt bzw. erwärmt. Dieser geringe Beitrag wird auf Grund der hohen
Wärmeleitfähigkeit von Silizium von 1000W/(Km) sofort abtransportiert. Daraus folgt, dass die
Substrattemperatur als konstant angenommen werden kann [3, 69, 73]. Weitere Materialkonstanten
für Silizium sind in Tabelle 3.1 aufgeführt.
Die Phononen-Dispersionsrelation ist für Silizium in Abbildung 3.2 nach [72] mit Daten aus [88,119]
abgebildet. Es sind verschiedene akustische Phononenzweige dargestellt, deren Maxima bei etwa
4THz und bei ca. 12THz liegen. Dies entspricht Energien von 17meV bzw. 50meV. Darüber liegen
optische Phononenzweige.
In Abbildung 3.3 ist die normierte phononische Zustandsdichte (DOS = density of states) von
Silizium dargestellt. Die Debye-Näherung der Zustandsdichte (hellblau-gestrichelt) ist zusammen mit
der berechneten Zustandsdichte (blaue, durchgezogene Linie) aufgetragen. Die Rechnung wurde von
Ralf Meyer durchgeführt; Details dazu sind in der Arbeit von Anja Hanisch-Blicharski zu ﬁnden [39].
Bei der Debye-Näherung steigt die Zustandsdichte quadratisch mit der Energie an bis zu einer Energie
E = ~ωD, die für Silizium bei etwa 60meV liegt. Die berechnete Zustandsdichte weist bei 75meV
ein Maximum auf. Bei etwa 50meV liegt ein weiteres Maximum.
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Abbildung 3.2: Phononen-Dispersionsrelation für Silizium nach [72] mit Daten aus [88, 119]: Es sind
verschiedene akustische Phononenzweige zu erkennen mit Maxima bei etwa 4THz=ˆ17meV und bei ca.
12THz=ˆ50meV.
Abbildung 3.3: Normierte phononische Zustandsdichte von Silizium: Die Debye-Näherung (hellblau-
gestrichelt) wird mit der berechneten Zustandsdichte (blaue, durchgezogene Linie) verglichen. Die Rechnung
wurde von Ralf Meyer durchgeführt [39]. In der Debye-Näherung hängt die Zustandsdichte quadratisch von
der Energie ab bis zu E = ~ωD ≈ 60meV. Die berechnete Zustandsdichte weist bei 50meV und 75meV
Maxima auf und schneidet bei ca. 80meV ab.
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Materialgröße Formel Wert
Struktur Diamantgitter
Gitterkonstante a0 5.43Å
Atomabstand aNN =
√
3
4 a0 2.35Å
Reihenabstand in der (1 1 1)Ebene d111 =
√
3
8a0 3.33Å
Stufenhöhe (BL) der (1 1 1) hBL111 =
√
1
3a0 3.14Å
Reihenabstand in der (0 0 1)Ebene d001 =
√
1
2a0 3.84Å
Dimerabstand 2d001 =
√
1
2a0 7.68Å
Stufenhöhe (ML) der (0 0 1 1) h001 = 14a0 1.36Å
Atomgewicht 28.09 u
Dichte % 2328 kgm³
speziﬁsche Wärmekapazität c 702 JkgK
Wärmeleitfähigkeit bei 80K κ 1000 WKm
Volumen Debye Temperatur ΘD 648K
Schallgeschwindigkeit transversal bei 298K vt 5845 ms
Schallgeschwindigkeit longitudinal bei 298K vl 8433 ms
Absorptionslänge für Licht mit λ = 800 nm α−1 12732 nm
Reﬂektivität für Licht mit λ = 800 nm r 0.33
Tabelle 3.1: Materialkonstanten für Silizium [73]
3.1.1 Si(0 0 1)
Die Si(0 0 1)-Fläche ergibt sich durch Schnitt senkrecht zur [0 0 1]-Richtung des Kristalls (siehe Abbil-
dung 3.1). Die entstehende Oberﬂäche weist demnach eine quadratische Anordnung von Si-Atomen
auf. In der sogenannten truncated bulk Struktur in Abbildung 3.4 a) gehen die ungesättigten Bin-
dungen (dangling bonds) keine neue Bindung ein, und es liegt eine (1× 1) Rekonstruktion vor. Zur
Verringerung der Oberﬂächenenergie bewegen sich die dangling bonds an zwei benachbarten Atomen
aufeinander zu und bilden eine Dimerbindung. Es entsteht eine (2×1) Rekonstruktion [26,108,116],
die in Abbildung 3.4 b) schematisch dargestellt ist. Zusätzlich tritt auf der Oberﬂäche auch die um
90° gedrehte (1 × 2)- Rekonstruktion auf, deren Dimerbindungen jeweils um 90° gedreht sind. Die
Dimere können sich je nach Präparation auch nicht symmetrisch anordnen; es bilden sich gebu-
ckelte Dimere wie in Abbildung 3.4 c). Mit der nicht symmetrischen Anordnung können weitere
Strukturen erklärt werden. Neben der (2 × 1) Rekonstruktion ist auf der Si(0 0 1)-Fläche auch die
c(4 × 2) Rekonstruktion bei Temperaturen unterhalb von 200K zu ﬁnden [32, 123, 137]. Auf die-
sen Ordnungs-Unordnungs-Phasenübergang wird im folgenden Unterabschnitt genauer eingegangen.
LEED- und RHEED-Bilder für die beiden Rekonstruktionen sind in Abbildung 3.5 zu ﬁnden. Die
Materialdaten für Si(0 0 1) sind in Tabelle 3.1 eingetragen.
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Abbildung 3.4: Strukturmodelle für die Rekonstruktionen der reinen Si(0 0 1)-Oberﬂäche. a) Truncated bulk
Geometrie mit zwei ungesättigten Bindungen, b) relaxierte Oberﬂäche mit symmetrischen Dimerbindungen
und c) gebuckelte Dimere (links p(2× 2) und rechts c(4× 2)).
3.1.1.1 Phasenübergang Si(0 0 1) c(4× 2)− p(2× 1)
Einer der bekanntesten Oberﬂächen-Phasenübergänge ist der c(4 × 2) − p(2 × 1)-Übergang der
Si(0 0 1)-Oberﬂäche. Murata et al. [123] haben 1987 in LEED-Experimenten das erste Mal diesen
Phasenübergang beobachtet. Die Übergangstemperatur beträgt 200K. In Abbildung 3.5 a) ist ein
schematisches LEED-Bild für die c(4 × 2)-Fläche dargestellt. Das gemessene LEED-Bild wurde bei
90K aufgenommen. Im Vergleich zu dem LEED-Bild der (2× 1)-Fläche in e) sind die zusätzlichen
Reﬂexe deutlich zu erkennen. Auch in den RHEED-Bildern c) und f) ist der zusätzliche Laue-Ring
im Falle der c(4×2) sichtbar. Die Beugungsbilder für die (2×1)-Phase wurden entgegen der gerade
gemachten Angabe bei 90K aufgenommen - unterhalb der Phasenübergangs-Temperatur - was
dadurch zu erklären ist, dass die c(4× 2)-Fläche sehr anfällig auf Adsorbate und Verschmutzungen
der Oberﬂäche reagiert. Die hier gezeigten Bilder sind im Fall der c(4×2)- direkt und bei der (2×1)-
Rekonstruktion ca. 30 Minuten nach der Präparation der Oberﬂäche durch Flashen entstanden. In
Abbildung 3.6 sind STM-Aufnahmen der beiden Oberﬂächen mit dem jeweiligen Strukturmodell
dargestellt. In a) bei 5K ist eindeutig die rautenförmige Einheitszelle der c(4×2)-Rekonstruktion zu
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erkennen, während in b) die typischen Zick-Zack-Reihen der (2× 2)-Rekonstruktion sichtbar sind.
In zeitaufgelösten Zwei-Photonen-Photoemissions-Experimenten haben Weinelt et al. [134] gezeigt,
dass Oberﬂächenzustände der c(4 × 2)-Rekonstruktion mit einem fs-Infrarot-Laser direkt angeregt
werden können. Nach 1.5 ps relaxieren die angeregten Elektronen in das Bandminimum am Γ-Punkt
durch Emission von optischen Phononen. Nach einer mittleren Lebensdauer von 5 ps bildet sich
zusammen mit einem angeregten Loch ein Exiton, das eine Lebensdauer von einigen 10 ns besitzt.
Die Lebensdauer von angeregten Elektronen im Minimum des Leitungsbandes wurde mit 220 ps
bestimmt. Außerdem wurde durch Weinelt et al. die Relaxation der angeregten Elektronen vom
Leitungsband in das Minimum der Volumenzustände beobachtet, von wo aus die Elektronen in den
unbesetzten Oberﬂächenzustand streuen.
Der Phasenübergang kann elektronisch direkt getrieben werden durch Injektion von Elektronen mit
einer STM-Spitze [40, 63, 96]. In diesem Fall wird die langreichweitige Ordnung der abwechselnd
gebuckelten Dimere durch Bildung von sogenannten Phasonen, d.h. 0-dimensionalen Antiphasen-
Translationsdomänen, aufgehoben. Benachbarte Dimerreihen sind dann in-Phase gebuckelt, und es
bildet sich lokal eine p(2× 2)-Rekonstruktion aus.
Abbildung 3.5: Si(0 0 1): a)- c) c(4×2)-Rekonstruktion und d)- e) p(1×1)-Rekonstruktion. Von links jeweils
schematisches LEED-Bild, gemessenes LEED-Bild und RHEED-Bild.
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Abbildung 3.6: Si(0 0 1) c(4 × 2) − p(2 × 1) Phasenübergang: Oben sind Rasterelektronen-Mikroskop-
(STM)-Aufnahmen von der a) Si(0 0 1) c(4 × 2) und b) Si(0 0 1) p(2 × 2) Oberﬂäche dargestellt. Darunter
sind die jeweiligen Strukturmodelle mit Einheitszelle abgebildet. (STM: Empty states, Ubias = 1.3V, 1.0 nA,
45× 60Å).
3.1.2 Si(1 1 1)
Bei einer Spaltung eines Silizium-Kristalls senkrecht zur [1 1 1]-Richtung, entsteht eine Si(1 1 1)-Ober-
ﬂäche. Bei diesem Vorgang bilden sich abwechselnd Ebenen aus Atomen mit einer unterschiedlichen
Bindungsgeometrie. Es gibt demnach zwei Möglichkeiten für die Bildung von dangling bonds: In der
ersten Variante besitzt jedes Oberﬂächenatom drei ungesättigte Bindungen und eine Bindung zur
darunter liegenden Lage. Im zweiten Fall verfügt ein Oberﬂächenatom über drei Bindungen in die
tiefere Lage und ein dangling bond. Oﬀensichtlich ist der zweite Fall energetisch günstiger, da jede
ungesättigte Bindung 1.7 eV kostet [46]. Aus diesem Grund werden nur Oberﬂächen der zweiten
Variante beobachtet und Si(1 1 1) wächst daher nicht in Monolagen (ML), sondern in Bilagen (BL)
auf. Die Materialdaten für Si(1 1 1) sind in Tabelle 3.1 eingetragen.
Durch Absättigung der dangling bonds, entsteht bei T > 200°C sofort eine (2× 1)-Rekonstruktion,
die sogenannte pi-bonded chain structure. Bei Erwärmen auf > 200°C bildet sich eine Mischung aus
(1 × 1)-, (5 × 5)- und (7 × 7)-Domänen aus. Die energetisch günstigste Struktur ist die (7 × 7)
Rekonstruktion. In Abbildung 3.7 ist das Dimer-Adatom-Stackingfault-Modell (DAS-Modell) für die
(7 × 7)-Rekonstruktion zu sehen [124]. Diese Struktur ist zusammengesetzt aus Stapelfehlern und
Adatomen, wobei die Anzahl der dangling bonds von 49 (unrekonstruierte Oberﬂäche) auf 19 absinkt.
Zur Präparation der (7× 7)-Struktur gibt es verschiedene Möglichkeiten. In der vorliegenden Arbeit
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wird die Probe erhitzt. Eine reine (1×1)-Rekonstruktion entsteht aus der (7×7) durch Erhitzen auf
über 850°C [75,83]. Dieser Übergang ist reversibel. In Abbildung 3.8 sind ein schematisches LEED-
Bild in a), ein gemessenes LEED-Bild in b) und ein RHEED-Bild in c) der (7 × 7) Rekonstruktion
abgebildet.
Abbildung 3.7: Schematische Abbildung der Si(1 1 1) (7 × 7) Rekonstruktion im Dimer-Adatom-
Stackingfault-Modell nach [124].
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Abbildung 3.8: Si(1 1 1): a) Schematisches LEED-Bild, b) gemessenes LEED-Bild und c) RHEED-Bild der
(7× 7)-Rekonstruktion.
3.2 Bismuth
Bismuth, auch Bi, Bismut oder Wismut (vom lateinischen bismutum: weiße Masse), ist ein Ele-
ment der fünften Hauptgruppe, es hat die Ordnungszahl 83. Es kristallisiert in der A7-Struktur.
Die rhomboedrische A7-Struktur kann mit einem verformten kubisch-raumzentrierten (fcc) Gitter
mit einer zweiatomigen Einheitszelle beschrieben werden. Bismuth wird der Gruppe der Halbme-
talle zugeordnet, da der Überlapp zwischen Leitungs- und Valenzband nur 30 − 50meV beträgt.
Bei Schichtdicken unter 28 nm soll ein Übergang zu einem Halbleiter zu beobachten sein [48]. Bis-
muth ist für die zeitaufgelösten RHEED-Experimente ein ideales Modellsystem, da es eine niedrige
Debye-Temperatur ΘD besitzt und epitaktische, glatte Schichten auf Silizium bildet. Details zur Prä-
paration von Bismuth-Filmen auf Si(1 1 1) und Si(0 0 1) sind in [39,60,61,87] zu ﬁnden. LEED- und
RHEED-Bilder für diese Filme sind in Kapitel 4.1.1 in Abbildung 4.1 dargestellt. Weitere wichtige
Größen für Bi sind in der Tabelle 3.2 links angegeben.
Im Submonolagen-Bereich für Bi auf Si(1 1 1) können in Abhängigkeit von der Bedeckung drei
unterschiedliche Phasen beobachtet werden: eine Monomer-, eine Trimer- und eine Honeycomb-
Phase [4,80]. Alle drei Phasen bilden eine (
√
3×√3)-Symmetrie und sind in Abbildung 3.9 mit von
oben nach unten steigender Bedeckung aufgetragen. Für Bedeckungen bis zu 13 ML bildet sich a)
die Monomer-Phase, α-Phase genannt, in der die Bi-Atome an T4-Positionen gebunden sind. Für
die Sättigungsbedeckung von 1 ML bilden sich Trimere c) in der β-Phase [132]. Im Bedeckungsbe-
reich dazwischen b) wurde in STM-Experimenten eine Honeycomb-Struktur in Koexistenz mit der
α-Phase gefunden [4].
Die abgebildeten Strukturmodelle [80] wurden mit Dichtefunktional-Theorie (DFT) im Rahmen der
lokalen Dichte-Näherung (LDA) berechnet. In der Gleichgewichtsgeometrie liegen folgende Bindungs-
abstände vor: a) Die Bindungslänge zwischen Bi-Monomer und dem darunter liegenden Si-Atom
beträgt 2.8Å und ist somit größer als die Summe der einzelnen Atomradien. Der vertikale Abstand
zwischen Bi und Si ist 2Å. b) Im Honeycomb-Modell sind zwei Bi-Atome an T1-Positionen gebunden
und bilden eine Reihe in [1 1 0]-Richtung. Das eine restliche Si-Atom pro Einheitszelle, das nicht an
Bi gebunden ist, verschiebt um 0.06Å nach oben. c) Bei 1 ML Bedeckung sind Bi-Trimere an den
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T4-Plätzen adsorbiert. Innerhalb des Trimers haben die Bi-Atome eine Bindungslänge von 3.1Å, was
sehr nahe an dem Wert für Bi-Volumen (3.1Å) liegt. Zum Abbau von Verspannungen sind die Si-
Atome in der 3. und 4. Lage leicht verschoben. In Abbildung 3.10 sind a) ein schematisches LEED-,
b) ein gemessenes LEED- und c) ein gemessenes RHEED-Bild einer (
√
3 ×√3)Bi/Si(1 1 1) Fläche
abgebildet.
Abbildung 3.9: (
√
3 × √3)Bi/Si(1 1 1): Es sind die drei bedeckungsabhängigen Phasen dargestellt: a)
Monomer-, b) Honeycomb- und c) Trimer-Phase nach [80]. Alle drei Phasen bilden eine (
√
3×√3)-Symmetrie.
Für Bedeckungen von 13 ML bildet sich die Monomer-Phase a), in der die Bi-Atome an T4-Positionen gebun-
den sind. Für 23 ML bildet sich eine Honeycomb-Struktur b). Für die Sättigungsbedeckung von 1 ML bilden
sich Trimere c), die an T4-Positionen gebunden sind.
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Abbildung 3.10: (
√
3 × √3)Bi/Si(1 1 1): a) Schematisches LEED-Bild, b) gemessenes LEED-Bild und c)
RHEED-Bild.
Materialgröße Bismuth Blei
Struktur rhomboedrisch fcc
Gitterkonstante 4.72Å 4.95Å
Stufenhöhe (BL bzw. ML) 3.94Å 1.65Å
Atomgewicht 209.98 u 207.2 u
Dichte 9790 kgm³ 11340
kg
m³
speziﬁsche Wärmekapazität 122 JkgK 127
J
kgK
Wärmeleitfähigkeit bei 80K 7.9 WmK 35
W
mK
Schmelztemperatur 544K 601K
Volumen Debye Temperatur 119K 88K
Schallgeschwindigkeit transversal bei 298K 1014 ms 970
m
s
Schallgeschwindigkeit longitudinal bei 298K 1972 ms 2350
m
s
Absorptionslänge α−1 für Licht mit λ = 800nm 16.7 nm 15.6 nm
Reﬂektivität R für Licht mit λ = 800nm 0.7 0.7331
Tabelle 3.2: Materialkonstanten für Bismuth, Blei und Indium [14,19,29,73,115]
3.3 Blei
Blei, Kürzel Pb, ist ein Metall der vierten Hauptgruppe und sechsten Periode mit der Ordnungs-
zahl Z = 82. Es besitzt in seiner Elektronenkonﬁguration vier Valenzelektronen, 6s26p2, und kann
dadurch als Metall mit quasi-freien Elektronen beschrieben werden, wodurch es gerade für theore-
tische Berechnungen interessant ist. Als Volumenmaterial kristallisiert Pb kubisch-ﬂächenzentriert
und weist damit eine kubisch dichteste Kugelpackung auf. Die Gitterkonstante beträgt 4.95Å [68].
Weitere wichtige Größen für Pb sind in der Tabelle 3.2 rechts angegeben. Wie auch Bismuth weist
Blei keine Volumenlöslichkeit mit Silizium auf und besitzt zudem eine sehr geringe Volumen-Debye-
Temperatur ΘD, wodurch es gut geeignet ist für TR-RHEED Experimente. Darüber hinaus weist
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es in einem Bedeckungsbereich von 0.3 bis 1.3 Monolagen auf Silizium(1 1 1) verschiedene Rekon-
struktionen auf, die rekonstruktionsabhängige Messung ermöglichen. Blei auf Silizium ist ein Adsor-
batsystem, das in der Literatur intensiv diskutiert wird, da sich durch die Bandlücke des Substrats
in ultradünnen Bleiﬁlmen ein quasi 2-dimensionales Elektronengas ausbildet. Es treten Quantum
Well States auf, die einige bemerkenswerte Eﬀekte verursachen. Einer davon sind sogenannte "Ma-
gic Island Heights" [13, 17, 18, 5254, 59, 129, 139]. Bei Inselwachstum auf einer Monolage Blei als
Wettinglage bei T < 0°C weisen nahezu alle Inseln die gleiche Höhe auf. Ein weiterer Eﬀekt sind
"Devil's Staircase"- Phasen: In einem sehr kleinen Bereich zwischen 1.2 und 1.3 ML Bedeckung gibt
es sehr viele verschiedene strukturelle Phasen [53]. Für das zeitaufgelöste RHEED-Experiment ist
dieses System darüber hinaus interessant, da bisher vor allem der Wärmetransport in dünnen Filmen
untersucht und theoretisch beschrieben wurde. Die Monolage stellt eine Einschränkung auf zwei
Dimensionen dar und ist gleichzeitig der ultimativst dünnste Film. Es kann die Vibrationsanregung
in einem 2D-System untersucht werden. Die Präparation von magic island heights könnte in der
Zukunft zusätzlich die Möglichkeit bieten, Messungen an wohldeﬁnierten Nanostrukturen durchzu-
führen.
In Abbildung 3.11 ist die Phononen-Dispersionsrelation [11, 107, 118] von Blei dargestellt. Es sind
verschiedene akustische Phononenzweige zu sehen. Diese weisen ein Maximum bei etwa 1 bzw. 2THz
auf. Dies entspricht Energien von ungefähr 4 bzw. 8meV. Abbildung 3.12 zeigt die Auftragung der
Debye-Näherung 1.3 der phononischen Zustandsdichte (gestrichelt) zusammen mit der berechneten
phononischen Zustandsdichte [102,117] über der Energie. Die phononische Zustandsdichte weist bei
4 und 8meV Maxima auf. Bei Energien über etwa 10meV sind keine Zustände vorhanden. Bei der
Debye-Näherung nimmt die Zustandsdichte quadratisch bis zu einer Energie von etwa 9meV zu.
Abbildung 3.11: Phononendispersion Pb: Berechnete Phononen-Dispersionsrelation nach [107]. Die Linien
stellen die Interpolation zwischen den berechneten Datenpunkten (grüne Kreise) dar. Die Dreiecke stammen
aus Neutronen-Beugungs-Experimenten [73]. Die Phononen-Dispersion besitzt ein Maximum bei 2.2THz.
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Abbildung 3.12: Normierte phononische Zustandsdichte von Blei: Die Debye-Näherung (grün-gestrichelt)
wird verglichen mit der berechneten Zustandsdichte (blaue, durchgezogene Linie). Die Rechnung wurde von
Ralf Meyer durchgeführt [39]. In der Debye-Näherung hängt die Zustandsdichte quadratisch von der Energie
ab bis zu E = ~ωD ≈ 9meV. Die berechnete Zustandsdichte weist bei 4meV und 8meV Maxima auf und
schneidet bei ca. 9meV ab.
Zeitaufgelöste Messungen
Bereits 1990 wurden von Elsayed-Ali und Mitarbeitern erste zeitaufgelöste RHEED-Experimente an
Blei-Einkristallen durchgeführt [30]. Mit Hilfe des Debye-Waller-Eﬀektes wurde die Temperatur einer
Pb(1 1 0) nach Anregung mit einem ps-Laser mit einer Wellenlänge von λ = 1060 nm beobachtet.
Das Verhalten konnte durch 1-dimensionale Wärmediﬀusion erklärt werden. In weiteren Experimenten
wurde ein Ordnungs-Unordnungs-Phasenübergang der Pb(1 1 0)-Fläche, der kurz vor dem Schmelz-
punkt von 600.7K reversibel auftritt, in TR-RHEED-Experimenten untersucht [42]. Weitere Experi-
mente von Elsayed-Ali et al. wurden zum Superheating von Pb(1 1 1) und Pb(0 0 1) [43,44,125,142]
mit einer Zeitauﬂösung von 200 ps durchgeführt.
Dünne Blei-Filme
Blei wächst bei Raumtemperatur epitaktisch im Stranski-Krastanov-Wachstumsmodus auf [97,135].
Detaillierte Wachstumsuntersuchungen [97, 98] ergaben, dass sich bei einer Bedeckung von einer
bis zu zehn Monolagen (ML) Blei auf Si(1 1 1) neben den Reﬂexen der Silizium(1 1 1)-(7 × 7)-
Struktur noch zusätzliche Reﬂexe zeigen. Diese Reﬂexe liegen etwas weiter als die Hauptreﬂexe
vom (00)-Reﬂex entfernt und sind azimuthal ausgedehnt. Sie werden durch 3-dimensionale Blei-
Inseln hervorgerufen. Die Ausdehnung in azimuthaler Richtung entsteht durch eine Fehlordnung der
Inseln auf der Oberﬂäche. Sie entspricht 5% Brillouin-Zone, wobei 100% Brillouin-Zone als Abstand
der normalen Beugungsreﬂexe der Silizium(1 1 1)-Oberﬂäche deﬁniert ist k = 20.33 nm−1 [97]. Es
wurden weder zusätzliche Reﬂexe noch eine Aufspaltung der vorhandenen Reﬂexe beobachtet. Dies
deutet daraufhin, dass bei der Drehung der Blei-Inseln keine bevorzugten Winkel existieren und alle
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Rotationswinkel von −2 bis +2° gleich häuﬁg vorkommen. Daraus ergibt sich ein LEED-Bild, wie in
Abbildung 4.4 a) zu sehen. Bei größeren Mengen von Blei auf der Oberﬂäche wird die Inseldichte
zunehmend größer: Bei etwa 10 Monolagen Blei verschwinden die (7×7)-Überstrukurreﬂexe. Es sind
nur noch die ausgedehnten (1× 1)-Reﬂexe der Blei-Rekonstruktion zu sehen. Ein Rezept für dünne,
glatte, geschlossene Filme wird in [129] vorgestellt: Zunächst wird eine β(
√
3 × √3)Pb/Si(1 1 1)
oder andere Rekonstruktion hergestellt und danach weiteres Pb bei 100K aufgedampft. Als weiteres
Rezept zur Präparation dünner geschlossener Filme ist Adsorbtion bei 145K und anschließendes
Ausheilen bis RT zu ﬁnden [141]. Ab einer Dicke von 6 ML bilden sich Filme, ab 10 ML sollen diese
geschlossen und thermisch stabil sein.
Quantum-Size-Eﬀekte
In dünnen Bleiﬁlmen auf Si(1 1 1) sind eine Vielzahl von Eﬀekten zu beobachten, die auf Quantum-
Size-Eﬀekte [67] zurückzuführen sind. Als Beispiele wurden bereits die Devil's Staircase-Phasen
[53, 139] und Magic Island Heights [13, 17, 18, 5254, 59, 129, 139] genannt. Im letzteren Fall wird
ab einer Schichtdicke 5 ML bevorzugtes Wachstum von Inseln mit einer bestimmten Höhe beobach-
tet. Diese bevorzugten Bedeckungen unterscheiden sich in ihrer Höhe um jeweils zwei Monolagen.
Ein solches oszillatorisches Verhalten wird ebenfalls bei vielen anderen physikalischen Eigenschaf-
ten beobachtet. All diese Eﬀekte lassen sich auf die elektronische Bandstruktur zurückführen, wo
sich zwischen Substrat und Vakuum scharfe Quantum Well States (QWS) ausbilden. In Rich-
tung der Oberﬂächennormalen liegen Zustände mit diskreten Energien vor, während die Zustände
parallel zur Oberﬂäche eine Dispersion ähnlich der freier Elektronen aufweisen. Die Dynamik von
QWS in Pb/Si(1 1 1) wurde unter anderem von Kirchmann et al. mit zeit- und winkelaufgelöster
Photoemissions-Spektroskopie untersucht [6466]. Sowohl die Bindungsenergie des niedrigsten un-
besetzten QWS zeigt eine Oszillation mit einer Periode von 2 ML als auch die Lebensdauer der
heißen Elektronen. Für eine ungerade Anzahl von ML hängt die Lebensdauer von der Bedeckung
ab und ändert sich von 5 fs für 5 ML auf 37 fs für 15 ML. Im Gegensatz dazu verändert sich die
Lebensdauer in Schichten mit einer geraden Anzahl von ML nicht mit der Bedeckung, sondern bleibt
bei konstanten 115 fs. Dieses Verhalten wird in [65] mit der Fermi-Liquid-Theorie erklärt.
Adsorbatsysteme
Wird Blei auf einem Si(1 1 1)-Substrat aufgebracht, so bilden sich im Submonolagen-Bereich je nach
Temperatur und Blei-Bedeckung unterschiedliche Rekonstruktionen aus. Eine Übersicht über die
bekannten Phasen bietet das Phasendiagramm in Abbildung 3.13. Die (
√
3×√3)-Rekonstruktionen
bei 1/3, 1 , 4/3 ML und die (
√
7×√3)-Rekonstruktion bei 1.2 ML werden im Folgenden ausführlich
vorgestellt:
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Abbildung 3.13: Phasendiagramm für Blei auf Si(1 1 1) nach [18].
β(
√
3×√3)Pb/Si(1 1 1)
Ein Strukturmodell der β(
√
3×√3)-Rekonstruktion ist in Abbildung 3.14 dargestellt. Dieses Modell
wurde von Chan et al. berechnet [18]. Es erweist sich nach den Berechnungen als stabil und als das
energetisch günstigste von drei verschiedenen Modellen. In Abbildung 3.14 a) sind in der Seitenan-
sicht die Bindungsabstände zu erkennen. Die Bindungslänge zwischen Pb und Si beträgt 2.8Å. Das
unter dem Pb-Atom liegende Si-Atom ist, wie in der Zeichnung angedeutet, im Vergleich zu den
anderen Atomen der zweiten Lage um 0.46Å nach unten versetzt. Der Abstand zum darüberliegen-
den Pb-Atom beträgt 2.93Å. In Abbildung 3.15 sind in a) das schematische LEED-Bild der β-Phase
zusammen mit einem gemessenen LEED-Bild b) und einem RHEED-Bild c) dargestellt. Wie in der
Abbildung zu erkennen ist, hat diese Rekonstruktion scharfe und runde Reﬂexe, wodurch sie von der
(
√
3×√3) mit 4/3 ML unterschieden werden kann. Im schematischen LEED-Bild ist die Richtung
des ersten Lauerings, der im RHEED-Bild zu sehen ist, grau unterlegt.
Aus der Literatur ist bekannt, dass die β(
√
3×√3)-Rekonstruktion von Pb auf Si(1 1 1) einen Pha-
senübergang zu einer (3×3)-Struktur bei 86K vollzieht [9,10,22,49]. Stark diskutiert werden in der
Literatur die (
√
3×√3)−(3×3)-Phasenübergange für Pb [16] und Sn (Zinn) auf Germanium(1 1 1)
sowie die Bildung von Ladungsdichtewellen (CDWs) bei diesen Übergängen. Genau wie für den Fall
Pb/Si(1 1 1) wird die Anwesenheit weicher Oberﬂächenphononen postuliert, die im Phasenübergang
ausfrieren. In dem in Abbildung 3.15 a) gezeigten LEED-Bild, aufgenommen bei 90K, sind an den
Positionen der (3 × 3)-Reﬂexe Streifen zu erkennen, die Waben formen. Ein ähnliches Phänomen
ist in einer RHEED-Studie in [49] zu beobachten: Dort bilden sich im Phasenübergang Streaks mit
einer (3× 3)-Periodizität, die beim Runterkühlen von RT aus stärker werden. Es waren jedoch keine
scharfen Beugungsreﬂexe zu beobachten.
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Abbildung 3.14: Pb/Si(1 1 1): Es sind die vier bedeckungsabhängigen Phasen dargestellt: a) β(
√
3 ×√3),
b) HIC(
√
3×√3) c) (√7×√3) und d) SIC(√3×√3) nach [18]. Drei dieser Phasen bilden eine (√3×√3)-
Symmetrie. Für Bedeckungen von 13 ML bildet sich die β(
√
3 × √3)-Phase a), in der die Pb-Atome an
T4-Positionen gebunden sind. Für 1 ML bildet sich eine HIC(
√
3 × √3)-Struktur aus Trimeren, siehe b).
Für 1.2 ML ist eine (
√
7 × √3)-Rekonstruktion, Modell c) [51], zu beobachten. Für 43 ML bildet sich die
SIC(
√
3×√3)-Struktur aus d).
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Abbildung 3.15: Pb/Si(1 1 1): LEED- und RHEED-Bilder von: a)- c) β(
√
3 × √3), d)- f) (√7 × √3)
und g)- i) SIC(
√
3 ×√3). Von links nach rechts sind jeweils schematisches LEED-Bild, gemessenes LEED-
Bild und RHEED-Bild abgebildet. Es sind in b) und h) die Unterschiede zwischen den beiden (
√
3 × √3)-
Rekonstruktionen sichtbar: in b) sind scharfe Reﬂexe mit zusätzlichen Waben, in h) leicht unscharfe Reﬂexe
zu beobachten. In den RHEED-Bildern c) und i) wird der Unterschied noch deutlicher: In i) sind die Reﬂexe
gestreift. In dem LEED-Bild e) sind zusätzlich zu den (
√
7×√3)-Reﬂexen (√3×√3)-Reﬂexe zu erkennen, die
der HIC(
√
3×√3)-Rekonstruktion zugeordnet werden können, da sich keine reine (√7×√3)-Rekonstruktion
präparieren lässt.
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HIC(
√
3×√3)Pb/Si(1 1 1)
Für die (
√
3 ×√3)Pb/Si(1 1 1)-Rekonstruktion mit 1 ML Bedeckung, auch als α- oder hexagonal-
incommensurate-(HIC)-Phase bekannt, ist in der Literatur ein Wert für die Schottky-Barriere zu
ﬁnden: Für n-dotiertes Silizium ist die Schottky-Barriere 1.09 eV [15] bzw. (0.93 ± 0.02) eV. Das
Strukturmodell dieser Phase ist in Abbildung 3.14 b) dargestellt.
(
√
7×√3)Pb/Si(1 1 1)
Ein aktuelles Strukturmodell der (
√
7 × √3)-Rekonstruktion ist in Abbildung 3.14 c) gezeigt. Es
wurde von Hsu et al. mit Dichte-Funktional-Theorie berechnet [51]. Die Stabilitätsbetrachtungen
von Hsu et al. sind mit denen von Chan et al. [18] vereinbar. LEED- und RHEED-Bilder sind in
Abbildung 3.15 d)- f) zusammengefasst. Im schematischen LEED-Bild d) sind die Reﬂexe des ersten
Lauerings grau markiert. In Abbildung 3.15 ist zu erkennen, dass das schematische LEED-Bild in
d) nicht mit dem gemessenen in e) übereinstimmt. Zusätzlich zu den (
√
7 × √3) -Reﬂexen sind
(
√
3×√3)-Reﬂexe zu erkennen (sie können der HIC(√3×√3)-Rekonstruktion zugeordnet werden),
da sich keine reine (
√
7×√3)-Rekonstruktion präparieren lässt [127]. Im RHEED-Bild in f) daneben
sind die (
√
3×√3)-Reﬂexe kaum zu erkennen. Bei der Auswertung für die Experimente in Abschnitt
4.2.2 werden nur die (
√
7×√3)- Reﬂexe betrachtet.
Im Bedeckungsbereich der (
√
7 × √3)-Rekonstruktion wurde, wie bereits erwähnt, ein sogenann-
tes Devil's Staircase-Verhalten gefunden [53, 139]. Dabei handelt es sich um eine Vielzahl von
Oberﬂächenrekonstruktionen, die sich nur inﬁnitesimal in ihrer Bedeckung unterscheiden, aber sehr
unterschiedliche Strukturen und Periodizitäten aufweisen.
SIC(
√
3×√3)Pb/Si(1 1 1)
Chan et al. [18] haben mit Dichte-Funktional-Theorie unter lokaler Dichtenäherung verschiedene
Strukturmodelle für die striped-incommensurate (SIC) (
√
3 × √3) berechnet. Eines davon ist in
Abbildung 3.14 d) dargestellt. Links ist eine Draufsicht und rechts eine Seitenansicht zu sehen.
Dieses Modell ist nach den Berechnungen von Chan stabil. In Abbildung 3.14 d) ist zu sehen, dass
der Abstand der Pb-Lage zur ersten Lage des Substrats 2.6Å beträgt. Das Pb-Atom, das nicht
an das Substrat, sondern nur an die benachbarten Pb- Atome gebunden ist, liegt 0.23Å tiefer als
die anderen Pb-Atome. Das Si-Atom darunter ist im Vergleich zu den anderen Atomen der zweiten
Lage um 0.1Å nach oben versetzt. Die Bindungslänge zwischen den Pb-Atomen beträgt 3.09Å.
Zusammen mit einem schematischen LEED-Bild in g) einer (
√
3 × √3)R30°-Rekonstruktion sind
ein gemessenes LEED-Bild h) und ein RHEED-Bild i) davon in Abbildung 3.15 gezeigt. Wie bei den
anderen Rekonstruktionen sind auch hier die Reﬂexe des ersten Lauerings grau hinterlegt.
3.4 Silber
Silber ist ein Edelmetall mit dem Elementsymbol Ag und der Ordnungszahl 47. Es zählt zu den Über-
gangsmetallen und es steht im Periodensystem in der fünften Periode und der ersten Nebengruppe.
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Es ist ein weiches, gut verformbares Schwermetall mit der höchsten elektrischen Leitfähigkeit aller
Elemente und der höchsten thermischen Leitfähigkeit aller Metalle. Silber bildet als Volumenkristall
eine kubisch-ﬂächenzentrierte Struktur.
Wird Silber auf Silizium aufgedampft, so bilden sich bedeckungs- (und orientierungs-) abhängig ver-
schiedene Rekonstruktionen aus. Auf der Si(1 1 1)-Oberﬂäche wird die anfängliche (7×7)-Rekonstruk-
tion zerstört und es bildet sich zunächst eine (3×1)-Rekonstruktion bis 13 ML Bedeckung aus [77,105].
Für Bedeckungen von 13 bis 1 ML entsteht eine (
√
3×√3)R30°-Rekonstruktion [25,131], die in der
Literatur stark diskutiert wird. Ein Überblick über die Vielzahl an Strukturmodellen, die für eine
(
√
3 × √3)R30°-Rekonstruktion vorgeschlagen werden, ist in [75] zu ﬁnden. LEED- und RHEED-
Bilder dafür sind in Abbildung 3.16 zu ﬁnden. Bei noch höheren Bedeckungen bilden sich Inseln aus.
Ein Lage-für-Lage-Wachstum von glatten, geschlossenen Filmen ist nur bei tiefen Temperaturen zu
beobachten [74]. Literaturwerte für Silber sind in Tabelle 3.2 angegeben.
Materialgröße Indium Silber
Struktur tetragonal (A6) fcc
Gitterkonstante 3.25Å(c = 4.95Å) 5.43Å
Stufenhöhe (BL bzw. ML) 2.36Å
Atomgewicht 114.82 u 28.09 u
Dichte 7310 kgm³ 2330
kg
m³
speziﬁsche Wärmekapazität 233 JkgK 235
J
kgK
Wärmeleitfähigkeit bei 80K 82 WmK 430
W
mK
Schmelztemperatur 430K 1235K
Volumen Debye Temperatur 111K 215K
Schallgeschwindigkeit 1215 ms 2600
m
s
Absorptionslänge für Licht mit λ = 800nm 9.6 nm 11 nm
Reﬂektivität für Licht mit λ = 800nm 0.8921 0.969
Tabelle 3.3: Materialkonstanten für Silber und Indium [19,73,79,115]
Abbildung 3.16: Ag/Si(1 1 1): a) Schematisches LEED-Bild, b) gemessenes LEED-Bild und c) RHEED-Bild.
Für Bedeckungen über 13 bis zu 1 ML bildet sich eine (
√
3×√3)R30°-Rekonstruktion.
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3.5 Indium
Indium ist ein Metall mit dem Elementsymbol In und der Ordnungszahl 49. Im Periodensystem der
Elemente steht es in der fünften Periode und ist das vierte Element der dritten Hauptgruppe. Indium
ist ein seltenes, silberweißes und weiches Schwermetall.
Abbildung 3.17: Phasendiagramm für Indium auf Si(1 1 1) nach [47].
Abbildung 3.18: In/Si(1 1 1): RHEED-Bilder von: a) (
√
3 × √3), b) (√31 × √31) und c) (4 × 1). Die
Indium-Bedeckung nimmt von links nach rechts von 13 bis 1 ML zu.
Für Bedeckungen im Bereich von 13 ML bildet Indium auf Si(1 1 1) eine (
√
3 × √3)R30°-Rekon-
struktion aus. Ein RHEED-Bild dafür ist in Abbildung 3.18 a) gezeigt. Ein Strukturmodell wurde
von Mizuno et al. berechnet. Die Indium-Atome sind, wie in Abbildung 3.20 a) zu sehen, an den
T4-Plätzen an das Silizium-Substrat gebunden. Die Bindungslänge zwischen Indium und Si beträgt
2.75Å a) [81]. Für Bedeckungen oberhalb 13 ML kann eine (
√
31×√31)R9°-Rekonstruktion beobach-
tet werden. Ein RHEED-Bild dieser Struktur ist in 3.18 b) zu sehen. Die (
√
31×√31)R9°-Phase wurde
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in der Literatur - vor allem im Vergleich zur (4×1)-Phase - nur wenig untersucht. Zwei sehr komplexe
Strukturmodelle für diese Phase sind in [106] und [128] zu ﬁnden. Das In/Si-Adsorbatsystem, welches
das größte Interesse in der Wissenschaft geweckt hat, ist die (4 × 1)-Oberﬂäche. Ein RHEED-Bild
ist in 3.18 c) und das dazu gehörende Strukturmodell nach [81] in 3.20 b) dargestellt. Indium bildet
für eine Bedeckung von 1 ML eine (4×1)-Rekonstruktion aus Reihen von Indium-Atomen und weist
ein quasi 1-dimensionales metallisches Verhalten auf [34, 103, 140]. Bei einer kritischen Temperatur
von ca. 100K durchläuft das Adsorbatsystem einen Peierls-artigen Phasenübergang und bildet ei-
ne (8 × 2)-Rekonstruktion. In Abbildung 3.20 c) ist das Strukturmodell mit der im Vergleich zur
(4× 1) verdoppelten Einheitszelle dargestellt. Für diese Verdopplung der Periodizität verändert sich
die Position der Indium-Atome geringfügig, wie in der Abbildung durch die roten Pfeile angedeutet.
In der Literatur wird die mit der Peierls-Instabilität entlang der 1-dimensionalen Reihen verbundene
Ausbildung von Ladungsdichtewellen (CDW, vgl. Abschnitt 1.4.2) diskutiert. Es wurde die Öﬀnung
einer Bandlücke [140] beobachtet. In Abbildung 3.19 sind in grün für die Hochtemperatur-Phase
(4× 1) und in rot für die Tieftemperatur-Phase (8× 2) die Ladungsdichteverteilung ρ(r) a) und die
elektronische Bandstruktur b) skizziert. In Beugungsbildern wird im Experiment keine echte (8× 2)
beobachtet, sondern eine (8× ”2”) mit Streaks in der 2er-Richtung. In Abbildung 3.21 sind die da-
zugehörigen d) schematischen, e) gemessenen LEED-Bilder und in f) RHEED-Bild abgebildet. In der
Zeile darüber sind zum Vergleich die entsprechenden Bilder für die Hochtemperatur-Phase (4 × 1)
dargestellt.
Abbildung 3.19: Bildung einer Ladungsdichtewelle für In/Si(1 1 1): In a) ist in grün die konstante Ladungs-
dichte der Hochtemperatur-Metall-Phase (4× 1) und in rot die modulierte der Tieftemperatur-Phase (8× 2)
dargestellt. In b) ist die elektronische Bandstruktur skizziert: Bei der (8×2) (rot) bildet sich eine Bandlücke.
Die dadurch gewonnene Energie wird benötigt, um die Periodizität der Oberﬂäche, wie in a) dargestellt, zu
ändern.
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Abbildung 3.20: In/Si(1 1 1): Es sind die Strukturmodelle für drei Phasen dargestellt: a) (
√
3×√3), b)(4×1)
und c)(8 × ”2”) [81]. Die (√3 × √3)-Rekonstruktion bildet sich für Bedeckungen von 13 ML aus. Die In-
Atome sind an T4-Positionen an das Si-Substrat gebunden. Für Bedeckungen oberhalb 13 ML kann eine
(
√
31×√31)R9°-Rekonstruktion beobachtet werden, deren kompliziertes Strukturmodell hier nicht dargestellt
wird [105,128]. Für 1 ML bildet sich bei RT die in b) abgebildete (4× 1)-Struktur. Bei ca. 100K ﬁndet ein
Phasenübergang zu der (8× ”2”)-Phase (c) statt.
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Abbildung 3.21: (4× 1)− (8× ”2”)In/Si(1 1 1): a)- c) (4× 1) und d)- f) (8× ”2”)-Phase. Von links nach
rechts sind jeweils schematisches LEED-Bild, gemessenes LEED-Bild und RHEED-Bild abgebildet. Es sind in
e) und f) Streaks und keine scharfen Reﬂexe an den 2er-Positionen zu beobachten.
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4 Ergebnisse und Diskussion
In diesem Kapitel werden die Ergebnisse der TR-RHEED Experimente präsentiert. Zunächst wird die
Datenanalyse anhand der Modellsysteme Bi/Si(1 1 1) und Pb/Si(1 1 1) vorgestellt. An dieser Stelle
werden auch die unterschiedlichen Möglichkeiten der Datenauswertung verglichen.
In Abschnitt 4.2 werden die Resultate für die Vibrationsanregung in Adsorbatsystemen erläutert. Es
wurden Adsorbatsysteme mit einer Bedeckung von unter einer Monolage und Adsorbatsysteme mit
über einer Monolage Bedeckung untersucht. Die Ergebnisse werden anhand eines Modelles diskutiert.
Neben der Vibrationsanregung wurden im Rahmen der vorliegenden Arbeit zusätzlich noch die Dy-
namik von Oberﬂächen-Phasenübergängen untersucht. Die hierzu gehörenden Ergebnisse und deren
Interpretation sind in Abschnitt 4.3 zu ﬁnden.
4.1 Zeitaufgelöste Beugungsexperimente an Modellsystemen
Dünne Bismuth-Filme auf Si(1 1 1) und große, ﬂache Blei-Inseln auf Si(1 1 1) dienen als Modell-
systeme einerseits zur Veranschaulichung der Datenauswertung, andererseits werden sie jeden Tag
zur Bestimmung und Optimierung des zeitlichen und räumlichen Überlapps genutzt.
4.1.1 Bi/Si(1 1 1)
Aus vorherigen Arbeiten an der TR-RHEED-Apparatur [38, 57, 6971] ist bekannt, dass Bismuth
eine geringe Oberﬂächen-Debye-Temperatur von ΘD,Surf = (47 ± 6)K besitzt und dadurch große
Änderungen der Beugungsintensität bei Erwärmung, z. B. durch Anregung mit einem Laserpuls,
zeigt. Zusätzlich ist bekannt, dass Bismuth auf Silizium geschlossene, glatte, epitaktische Filme
bildet. Hierzu wurde folgendes Rezept entwickelt [60, 61]:
Deposition von 3− 6 nm Bi bei 150K und anschließendes kurzes Annealen auf 420K und 10 Minu-
ten bei 400K. Schichtdicken über 6 nm können durch zusätzliches Aufdampfen bei 400K erreicht
werden. Dieses Rezept führt sowohl bei einem Si(0 0 1)-Substrat als auch bei Si(1 1 1) zu glatten, epi-
taktischen Filmen. In Abbildung 4.1 b) und c) sind LEED- und RHEED-Bilder von 6 nm Bi/Si(0 0 1)
und in e) und f) von 5 nm Bi/Si(1 1 1) bei 90K dargestellt.
Für die alltägliche Bestimmung des räumlichen Überlapps zwischen Pump- und Probestrahl wurden
Bi-Filme bei Raumtemperatur oder bei tiefen Temperaturen mit anschließendem kurzen Annealen
bis 400°C mit Direktstrom präpariert. Ein typisches RHEED-Bild eines solchen Filmes wurde in
Abbildung 4.2 zur Veranschaulichung der Auswertung verwendet.
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Abbildung 4.1: Bismuth: a) Si(0 0 1)-Substrat, b) LEED- und c) RHEED-Bild des darauf präparierten 6 nm
dünnen Bi-Films. Es sind zwei um 90° gedrehte Domänen auf der Oberﬂäche vorhanden, daher 2 ∗ 6 Reﬂexe
im LEED-Bild b). d) Si(1 1 1)-Substrat, e) LEED- und f) RHEED-Bild des darauf präparierten 5 nm dünnen
Bi-Films.
4.1.1.1 Auswertung zeitaufgelöster Messungen
Der gesamte Ablauf der zeitaufgelösten Messungen, wie das Verfahren der Delayline, das Öﬀnen
und Schließen des Shutters im Pumpstrahl, die Aufnahme der Bilder von der CCD-Kamera und
Mittelung über eine angegebene Anzahl von Bildern, wird durch ein Labview-Programm gesteuert.
Zur Auswertung der Messdaten wird das Programm IGOR Pro der Firma Wavemetrics benutzt.
Um den Intensitätsverlauf eines oder mehrerer Beugungsreﬂexe in Abhängigkeit von der Position
der Delayline zu bestimmen, stehen mehrere Möglichkeiten der Datenauswertung zur Verfügung. In
allen Fällen werden zunächst die Beugungsbilder mit und ohne Pumppuls getrennt ausgewertet. Im
Beugungsbild wird der zu analysierende Reﬂex mit Markern gekennzeichnet (in Abbildung 4.2 b) der
rote Kasten).
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Abbildung 4.2: Skizze zur Veranschaulichung der Datenauswertung: a) Es wird im Beugungsbild ein Reﬂex
markiert, wie in b) mit dem roten Kasten hervorgehoben. In der Variante avg wird die Intensität über den
markierten Bereich aufsummiert und durch die Anzahl der Pixel geteilt. Innerhalb des markierten Bereiches
in b) kann ein vertikales (vline) c) oder horizontales (hline) d) Linienproﬁl durch den Bereich mit maximaler
Intensität gelegt und abgespeichert werden. Im nächsten Schritt wird in c) und d) an die Linienproﬁle ein
Lorentzproﬁl angeﬁttet (rote Kurven).
Folgende Möglichkeiten stehen zur Auswahl:
· Average (avg): Es wird für jede Delayzeit die Intensität im markierten Bereich (ROI) aufaddiert
und durch die Anzahl der Pixel geteilt. Diese Möglichkeit eignet sich besonders für unregelmä-
ßige Reﬂexformen. Ein Nachteil ist, dass auch die Hintergrundintensität des Beugungsbildes
mit eingeht.
· Average mit Hintergrundabzug (avg_back): Um den Einﬂuss des Beugungsbild-Hintergrundes
zu minimieren, wird hier zusätzlich über das gesamte Bild die Intensität aufaddiert und durch
die Gesamtpixelanzahl geteilt. Dieser Wert wird von dem Average des Reﬂexes abgezogen.
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· Maximum (max): Bei diesem Verfahren wird der maximale Intensitätswert im ROI bestimmt.
Dies wurde in der vorliegenden Arbeit nicht verwendet.
· Horizontales Linienproﬁl (hline): Innerhalb des ROIs wird ein horizontales Linienproﬁl durch
den Bereich mit maximaler Intensität gelegt und abgespeichert. Die Breite des Linienproﬁls in
Pixeln kann variiert werden.
· Vertikales Linienproﬁl (vline): Wie hline, jedoch wird ein vertikales Linienproﬁl durch den Be-
reich mit maximaler Intensität gelegt.
Im Falle hline und vline müssen die erhaltenen Linienproﬁle noch weiter ausgewertet werden. Es wird
eine Lorentz-Funktion, der Form:
I(x) = I0 +
A
(x−B)2 + C , (4.1)
an die Linienproﬁle, die für jede Delayzeit ermittelt wurden, angeﬁttet. Dieser Vorgang ist in Abbil-
dung 4.2 unten dargestellt. Als Ergebnis werden folgende Werte ausgegeben:
· hfit = A/C
· wfit = 2 ∗ √C
· posfit = B
· backfit = I0.
Diese Auswerteschritte werden sowohl für Bilder mit als auch ohne Pump-Puls ausgeführt. Im nächs-
ten Schritt wird die berechnete Intensität mit Pump-Puls durch die ohne Pump-Puls geteilt, um die
Werte so zu normieren und eventuelle Schwankungen durch die Delayline oder Laserintensitäts-
variationen herauszurechnen. Aus diesem Grund beﬁndet sich die Delayline im Strahlengang des
Probe-Pulses und nicht wie üblich in dem des Pump-Pulses.
Der Intensitätsverlauf in Abhängigkeit der Delayzeit wird für einen 6 nm dünnen Bismuth-Film in
Abbildung 4.3 für die Auswertung mit avg, avg_back, hline und vline gezeigt. Es ist deutlich zu er-
kennen, dass für negative Delayzeiten das Signal konstant bei 1 ist. Im zeitlichen Überlapp bricht die
Intensität ein. Das Elektronensystem der Probe wird durch den Laserpuls angeregt (vgl. Abschnitt
1.2); es ﬁndet Elektron-Phonon-Kopplung statt, und die Probe wird warm, wodurch die Intensi-
tät der Beugungsreﬂexe abnimmt (Debye-Waller-Eﬀekt). Dieser Anregungsprozess kann durch eine
Exponentialfunktion mit einer Zeitkonstante τ1 beschrieben werden.
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Abbildung 4.3: Vergleich der unterschiedlichen Auswerteoptionen: Anhand des (00)-Reﬂexes für ca. 6 nm
Bi/Si(1 1 1) werden die Unterschiede und Gemeinsamkeiten für die vier vorgestellten Auswertemöglichkeiten
verglichen. Die durchgezogenen Linien sind durch einen Fit mit der Funktion 4.2 gegeben. Für alle vier
Varianten ergeben sich im Rahmen der Genauigkeit die selben Zeitkonstanten.
In den meisten Experimenten, die in dieser Arbeit gezeigt werden, wird τ1 durch das Velocity Mis-
match (siehe Abschnitt 2.7) auf 40ps begrenzt. Für positive Delayzeiten steigt die Beugungsintensi-
tät wieder auf 1 an. Dieser Abkühl- oder Abregeprozess kann im einfachsten Fall, wie z. B. bei dem
hier gezeigten Bismuth-Film, durch eine Exponentialfunktion mit einer Zeitkonstante τ2 beschrieben
werden. Mit diesen Annahmen ergibt sich daraus folgende phänomenologische Fitfunktion:
I(t) = Θ(t− t0)(I1 − I0)((1− exp( t0 − t
τ1
)) ∗ exp( t0 − t
τ2
)) + I0. (4.2)
Dabei ist t0 der zeitliche Überlapp und Θ(t − t0) die Heaviside-Funktion, die den Einschaltprozess
also die Anregung mit dem Pumplaser zu t = t0 beschreibt. (I1 − I0) gibt die Intensitätsänderung
von der Startintensität I0 aus an. Die erste Exponentialfunktion (1 − exp( t0−tτ1 )) beschreibt den
Anregungsprozess, die zweite exp( t0−tτ2 ) die Abregung.
In Abbildung 4.3 sind alle vier Verfahren (außer max) im Vergleich dargestellt: Wie zu erwarten be-
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schreibt avg den Einbruch der Intensität nicht gut, da Hintergrundeﬀekte mit in das Signal eingehen.
Bereits durch den einfachen Hintergrundabzug, der bei avg_back durchgeführt wird, nähert sich
∆I dem Einbruch in den hline- und vline-Kurven an. Folgende Werte liefert die Fitfunktion für die
unterschiedlichen Auswerteverfahren:
ﬁt_hline_norm:
∆I = 0.622± 0.025
τ1 = (58.1± 5.55) ps
τ2 = (502.71± 26.6) ps
ﬁt_vline_norm:
∆I = 0.692± 0.045
τ1 = (69.169± 9.18) ps
τ2 = (458.64± 33.6) ps
ﬁt_avg_norm:
∆I = 0.374± 0.013
τ1 = (54.18± 4.67) ps
τ2 = (482.63± 20.8) ps
ﬁt_avg_back:
∆I = 0.474± 0.016
τ1 = (54.209± 4.63) ps
τ2 = (485.61± 20.7) ps.
Diesen Daten kann entnommen werden, dass - auch wenn die avg_back-Auswertung einen kleineren
Einbruch als hline und vline liefert - die geﬁtteten Zeitkonstanten im Rahmen der Fehler jedoch gut
übereinstimmen. Sofern nichts anderes angegeben wird, werden alle weiteren Auswertungen mit der
Methode avg_back durchgeführt. In Abbildung 4.2 d) ist gut zu erkennen, warum für die Auswer-
tung der zeitaufgelösten Daten der Adsorbatsysteme ausschließlich die Methode avg_back verwendet
wird: Sobald ein Beugungsreﬂex durch eine Lorentzfunktion nicht gut beschrieben werden kann, ist
diese Auswertemethode unzureichend. In der vorliegenden Arbeit ist das bei nahezu jedem unter-
suchten System der Fall. Ein extremes Beispiel ist das Blei-Adsorbatsystem mit 4/3 ML Bedeckung,
das in Abschnitt 3.3 und 4.2.1 beschrieben wird. Auch wenn z. B. durch einen Phasenübergang
die Intensität eines Beugungsreﬂexes vollständig auf das Hintergrundniveau zurückgeht, ist es nicht
möglich eine Auswertung mit hline oder vline durchzuführen. Der so bestimmte transiente Intensi-
tätsverlauf wird mit der phänomenologischen Fitfunktion 4.2 beschrieben. Eine Ausnahme bilden die
Daten in Abschnitt 4.2.1 und folgenden, für die eine Erweiterung der Funktion eingeführt wird.
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4.1.2 Pb/Si(1 1 1)
Abbildung 4.4: Pb/Si(1 1 1): a), b) LEED- und c) RHEED-Bilder eines bei 150K aufgedampften und kurz
annealten Pb-Films. In a) sind zusätzlich zu den Blei-Reﬂexen noch schwache Beugungsreﬂexe der Si(7× 7)-
Rekonstruktion sichtbar. Die Blei-Reﬂexe sind azimuthal ausgedehnt.
Wie bereits aus den Diplomarbeiten von Tobias Pelka und Paul Schneider bekannt [95, 110], eignet
sich auch Blei auf Si(1 1 1) zur Bestimmung des zeitlichen und räumlichen Überlapps. Folgende
Rezepte werden verwendet:
· Rezept 1: Blei wurde bei 145K auf Si(1 1 1)(7 × 7) aufgebracht und anschließend bis 300K
annealed.
· Rezept 2: Alternativ kann Blei bei tiefen Temperaturen deponiert und anschließend kurz mit
Direktstrom auf 400°C erwärmt werden.
Die so präparierten Filme sind nicht geschlossen, sondern bestehen aus großen, ﬂachen Inseln. In den
LEED-Bildern in Abbildung 4.4 a) und b) sind zusätzlich zu den Blei-Reﬂexen noch schwache Reﬂexe
der Si(7×7)-Rekonstruktion sichtbar. Die Blei-Reﬂexe sind außerdem nicht scharf, sondern azimuthal
ausgedehnt. Diese Ausdehnung wird durch eine Fehlordnung von 3-dimensionalen Blei-Inseln auf der
Oberﬂäche hervorgerufen [97].
Wird Blei direkt bei Raumtemperatur deponiert, so besteht die Möglichkeit, dass sich ein heteroge-
nes System bildet. In den LEED-Bildern sind sowohl (
√
3×√3)- als auch (1× 1)-Reﬂexe sichtbar.
Zusätzlich wurden Experimente in einem LEEM (Low Energy Electron Microscope, Niederenergeti-
sches Elektronenmikroskop) durchgeführt, um das Wachstum auf der Oberﬂäche direkt im Realraum
zu beobachten. In Abbildung 4.5 c) ist eine Aufnahme (PEEM-Modus, Photoemissions Elektronen-
mikroskop) aus diesen Experimenten dargestellt. Die Aufnahme wurde nach kurzer Blei-Deposition
bei 300K aufgenommen. Es konnte zusätzlich mit µ-Diﬀraction (LEED an einem im PEEM-Bild
vorher ausgewählten kleinen Bereich der Oberﬂäche) nachgewiesen werden, dass die hellen Berei-
che die unrekonstruierten Pb-Inseln sind und dass der graue Bereich eine (
√
3×√3)-rekonstruierte
Wetting-Lage ist (siehe schematische Skizze in Abbildung 4.5 c)). Die Pb-Inseln besitzen eine größere
Gitterkonstante als die Wetting-Lage.
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Abbildung 4.5: Pb/Si(1 1 1) Heterosystem: Bei Blei-Deposition bei Raumtemperatur bildet sich ein Hete-
rosystem aus einer (
√
3 × √3)-rekonstruierten Wetting-Lage und (1 × 1)-rekonstruierten Inseln, siehe In-
set in Abbildung c). In den a) LEED- und b) RHEED-Bildern sind sowohl (
√
3 × √3)- als auch (1 × 1)-
Reﬂexe sichtbar. c) PEEM-(Photoemissionselektronenmikroskop)-Aufnahme nach Blei-Deposition bei 300K
auf Si(1 1 1)(7× 7). Es konnte zusätzlich mit µ-Diﬀraction (ortsaufgelöstem LEED) nachgewiesen werden,
dass die hellen Bereiche unrekonstruiert und der graue Bereich (
√
3 ×√3)-rekonstruiert sind. Die Wetting-
Lage besitzt eine kleinere Gitterkonstante als die Inseln. Eine vereinfachte Skizze eines Querschnittes durch
das Heterosystems ist im Inset in c) dargestellt.
Im Folgenden wurden die Blei-Filme mit einem der ersten beiden Rezepten präpariert und zur Be-
stimmung des räumlichen und zeitlichen Überlapps sowie - für die Blei-Adsorbatsysteme - teilweise
als Ausgangsﬂäche für die Herstellung von rekonstruierten Oberﬂächen verwendet.
In Abbildung 4.6 wird eine zeitaufgelöste Messung an einem Blei-Film, bei einer Basistemperatur
von 90K und einer Anregungsﬂuenz von 1.5mJ/cm², gezeigt. Auch hier sind noch einmal alle vier
möglichen Auswerteverfahren aus Abschnitt 4.1.1.1 dargestellt. Wie zuvor ist zu erkennen, dass avg
und avg_back einen kleineren Intensitätseinbruch liefern als hline und vline. Folgende Werte liefert
die Fitfunktion für die unterschiedlichen Auswerteverfahren:
ﬁt_hline_norm:
∆I = 0.665± 0.016
τ1 = (21.25± 3.13) ps
τ2 = (533.53± 21.6) ps
ﬁt_vline_norm:
∆I = 0.495± 0.045
τ1 = (18.17± 4.78) ps
τ2 = (584.05± 43.8) ps
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ﬁt_avg_norm:
∆I = 0.337± 0.006
τ1 = (16.25± 2.17) ps
τ2 = (523.31± 18.3) ps
ﬁt_avg_back:
∆I = 0.412± 0.008
τ1 = (16.6± 2.14) ps
τ2 = (502.6± 17.2) ps.
Die Zeitkonstanten sind auch hier unabhängig von der Auswertungsvariante.
Abbildung 4.6: Pb/Si(1 1 1): Zeitaufgelöste Messung an einem Blei-Film bei 90K und 1.5mJ/cm². Es
wurde der (00)-Reﬂex ausgewertet. Auch hier sind alle vier möglichen Auswerteverfahren dargestellt. Die
durchgezogenen Linien sind durch einen Fit mit der Funktion 4.2 gegeben. Die Zeitkonstanten stimmen für
alle vier Varianten im Rahmen der Genauigkeit überein.
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Desweiteren wurde die Abkühlzeitkonstante τ2 für Blei-Filme in Abhängigkeit der deponierten Blei-
menge analysiert. Während sich die Intensitätsänderung mit der angebotenen Bleimenge linear ver-
hält, ändert sich die Zeitkonstante weniger stark. Bei einem Vervierfachen der Bleimenge steigt
bspw. τ2 nur von 350 ps auf 540 ps an. Dieses Verhalten ist darauf zurückzuführen, dass die Blei-
Filme nicht geschlossen sind: Wird eine größere Menge Blei auf die Oberﬂäche gebracht, so wachsen
die Blei-Inseln in alle 3 Raumrichtungen gleichmäßig. Es wurde der (00)-Reﬂex ausgewertet, zu des-
sen Intensität das Siliziumsubstrat, das nicht angeregt wird, auch beiträgt. Bei Zunahme der mit
Blei bedeckten Fläche nimmt somit der Intensitätseinbruch linear zu. Die Höhe der Inseln steigt
bei Deposition jedoch nicht linear sondern 3√-förmig. Die Zeitkonstante kann bei einem Hetero-
system aus einem dünnen geschlossenen Film und dem Substrat als proportional zur Schichtdicke
beschrieben werden (detailierte Beschreibung in [39]). Im Fall der Blei-Inseln zeigt die Zeitkonstante
in Abhänigikeit von der deponierten Blei-Menge somit ein 3√-förmiges Verhalten (vgl. [110]).
4.1.2.1 Auswertung statischer Messungen
Aus sogenannten statischen Messungen im thermischen Gleichgewicht, in denen der Verlauf der Beu-
gungsintensität in Abhängigkeit der Probentemperatur aufgezeichnet wird, kann der Debye-Waller-
Faktor und die Oberﬂächen-Debye-Temperatur bestimmt werden. Dazu wird die Probentemperatur
mit der Temperaturregelung von Cryovac durch Regelung der Heizung und des Kühlmittelﬂusses
konstant gehalten. In Abbildung 4.7 ist als Beispiel eine statische Messung an einem dünnen Pb-
Film auf Si(1 1 1) vorgestellt. Für diese Kurve wurde die Intensität des (00)-Reﬂexes beim Aufheizen
der Probe von 90 auf 315K und beim Abkühlen zurück auf 90K alle 5K gemessen. Die gezeigte
Kurve ist die Mittelung aus Hin- und Rückweg.
Wie in Abschnitt 1.1.2.3 gezeigt, hängt die Intensität eines Beugungsreﬂexes von der Temperatur ab.
Mit dem Debye-Waller-Faktor aus Gleichung 1.51 wird das Temperaturverhalten beschrieben. Für die
Beugung an Oberﬂächen geht, wie dort bereits erwähnt, die Oberﬂächen-Debye-Temperatur in den
Debye-Waller-Faktor 2M ein. Im Folgenden wird wie in Abschnitt 1.1.5 nur der Null-Phononen-
Beitrag Izero(2M) = e−2M betrachtet.
Aus einem exponentiellen Fit der Form In(T ) = In,0e−2MT an den Intensitätsverlauf in Abhängigkeit
der Temperatur lässt sich 2M bestimmen. Im gezeigten Beispiel ergibt sich 2M = 9.9 ∗ 10−3 K−1.
Mit der Formel 1.51 ergibt sich somit für einen dünnen, nich geschlossenen Blei-Film auf Si(1 1 1)
eine Oberﬂächen-Debye-Temperatur von (37± 6)K.
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Abbildung 4.7: Bestimmung der Oberﬂächen-Debye-Temperatur für einen dünnen Pb-Film auf Si(1 1 1)
in einem statischen Experiment. Aus dem exponentiellen Fit (blaue, durchgezogene Linie) ergibt sich eine
Oberﬂächen-Debye-Temperatur von (37± 6)K.
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4.2 Vibrationsanregung in Adsorbatsystemen auf Silizium
Wie schnell kühlt eine einzelne Lage Atome nach Anregung mit einem ultrakurzen Laserpuls ab?
Diese Frage stellte sich nach den TR-RHEED-Experimenten zum Wärmetransport in Schichtsyste-
men [38,39,56,6971]. In der Dissertation von Anja Hanisch-Blicharski sind die Ergebnisse für dünne
Bi-Filme auf Silizium-Substraten zusammengefasst: Mit theoretischen Modellen (AMM und DMM)
kann die Wärmeübergangswahrscheinlichkeit und damit der Grenzﬂächen-Wärmewiderstand (themal
boundary resistance, RK) für Schichtsysteme bestimmt werden. Für ein konstantes RK ist die Ab-
kühlzeitkonstante linear abhängig von der Schichtdicke. Diese Modelle, das AMM und DMM, sind
jedoch Volumenmodelle. Ab welcher Schichtdicke bricht diese Vorstellung zusammen? Kühlt eine
Monolage nach Laseranregung sofort wieder ab? Sind die Abweichungen, die für Bi/Si(0 0 1) beob-
achtet wurden [39] (konstantes Abkühlverhalten unter 6 nm), ein Indiz dafür, dass Monolagen sehr
langsam abkühlen? Ist das Abkühlverhalten von der Rekonstruktion auf der Oberﬂäche abhängig?
Hängt die Zeitkonstante von der Anregungsleistung oder der Substrattemperatur ab?
Im Rahmen der vorliegenden Arbeit wurden unterschiedliche Adsorbatsysteme untersucht. Sehr aus-
führlich wurden Blei-Adsorbatsysteme analysiert. Blei hat, wie Bismuth, eine große atomare Masse
und eine niedrige Volumen-Debye-Temperatur ΘD = 88K, was zu einem starken Einﬂuss der Tempe-
ratur auf die Reﬂexintensität in Beugungsexperimenten führt. Zudem weist es in einem Bedeckungs-
bereich von 0.3 bis 1.3 Monolagen auf Silizium(1 1 1) verschiedene Rekonstruktionen auf [18], die
rekonstruktionsabhängige Messungen ermöglichen. Zur Klärung der oben stehenden Fragen wurden
im Rahmen dieser Arbeit Präparationsrezepte für drei verschiedene Rekonstruktionen von Blei auf
Silizium(1 1 1) entwickelt. Alle Rekonstruktionen wurden anhand von statischen Messungen charak-
terisiert. Zudem wurden zeitaufgelöste Messungen zur Untersuchung des Abkühlverhaltens durch-
geführt. Dabei erfolgte insbesondere eine Untersuchung zur Abhängigkeit von der Anregungsﬂuenz
sowie der Probentemperatur. Prof. Dr. Peter Kratzer und Dr. Sung Sakong (Universität Duisburg-
Essen) haben erste Berechnungen zu einem der untersuchten Systeme durchgeführt [104]. Mit Hilfe
dieser Berechnungen und einem Volumen-Modell für den Wärmetransport in Heterosystemen (DMM)
werden abschließend Erklärungsansätze zu den Ergebnissen geliefert. Weiterhin wurde - als Fortset-
zung der Schichtdickenabhängigkeit von Bi/Si(1 1 1) - 1 ML Bi/Si(1 1 1) präpariert. Zusätzlich wur-
den zeitaufgelöste Experimente an Silber- und Indium-Monolagen auf Si(1 1 1) durchgeführt; auch
diese Elemente haben eine große atomare Masse und eine niedrige Debye-Temperatur im Vergleich
zu Silizium, wodurch sie sich für die TR-RHEED-Experimente besonders eignen. Indium weist zudem
einen Phasenübergang auf, der im folgenden Kapitel ausführlich untersucht wird.
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4.2.1 SIC(
√
3×√3)Pb/Si(1 1 1)
Präparation
Die SIC(
√
3 × √3)Pb/Si(1 1 1)-Rekonstruktion wird durch Aufdampfen von Blei bei 90K auf ein
frisch ﬂash-annealtes Si(1 1 1)(7× 7)-Substrat und anschließendes kurzes Ausheilen bei 420°C prä-
pariert. Die Annealtemperatur wird durch einenStromﬂuß durch die Probe eingestellt, während der
Manipulator und Probenhalter bei einer Temperatur von 90K verbleiben. Durch dieses Vorgehen
wird die Präparationszeit und damit die Adsorbtion von Restgas-Atomen auf die Probe minimiert.
Es wurden jeweils vor und nach den Messungen LEED-Bilder aufgenommen, um die Qualität der
Oberﬂäche zu überprüfen.
Abbildung 4.8: SIC(
√
3×√3)Pb/Si(1 1 1): Bestimmung der Oberﬂächen-Debye-Temperatur in einem stati-
schen Experiment. Die gezeigten Datenpunkte ergeben sich aus der Reﬂexintensität des im Insets markierten
Überstruktur-Reﬂexes gemittelt über Hin- und Rückweg. Aus dem exponentiellen Fit (blaue, durchgezogene
Linie) ergibt sich eine Oberﬂächen-Debye-Temperatur von (61± 7)K.
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Statische Messungen
In Abbildung 4.8 ist die Temperaturabhängigkeit der Beugungsintensität exemplarisch für einen
Nebenreﬂex der SIC(
√
3×√3)- Rekonstruktion von Pb/Si(1 1 1), zusammen mit dem exponentiellen
Fit aufgetragen. Die für die dargestellten Graphen ausgewerteten Reﬂexe sind im Weiteren jeweils in
einem Beugungsbild als Inset markiert. Bei der Markierung handelt es sich nur um eine graphische
Verdeutlichung und nicht um die exakten Grenzen aus der Auswertung. Es wurden nur Bereiche
ausgewertet, die gesichert zum Beugungsbild gehören. Über vier Überstruktur-Reﬂexe gemittelt ist
der Wert der Oberﬂächen-Debye-Temperatur 61 ± 7K. Der (00)-Reﬂex wurde bei der Berechnung
der Oberﬂächen-Debye-Temperatur nicht berücksichtigt, da die Reﬂexintensität der Pb-Inseln in den
(00)-Reﬂex mit eingeht.
Zeitaufgelöste Messungen
An der SIC(
√
3 ×√3)-Rekonstruktion wurden zeitaufgelöste RHEED-Experimente in Abhängigkeit
von der Anregungsﬂuenz, der Basistemperatur und des Einfallswinkels durchgeführt. Da die Reﬂexe
der SIC(
√
3×√3) gestreift sind, fand für alle Daten eine Auswertung mit der bereits in Abschnitt
4.1.1.1 vorgestellten Prozedur avg_back statt. Als Beispiel ist in Abbildung 4.9 das Verhalten eines
Reﬂexes der SIC(
√
3×√3)-Rekonstruktion in einer Messung bei 90K und mit einer Anregungsﬂu-
enz von 3.4mJ/cm² dargestellt. Der ausgewertete Reﬂex ist im RHEED-Bild markiert. Die Reﬂexe
werden im weiteren Verlauf der Arbeit als 1, 2, 3 und 4 bezeichnet, wie in Abbildung 4.9 dargestellt.
Es ist zu erkennen, dass sich der Verlauf der Datenpunkte nicht mehr mit der in Abschnitt 4.1.1.1
vorgestellten Fitfunktion 4.2 (in der Abbildung grau-gestrichelt dargestellt) beschreiben lässt. Sowohl
der schnelle Intensitätsanstieg direkt nach dem zeitlichen Überlapp als auch das Abkühlverhalten für
lange Zeiten werden nicht hinreichend gut wiedergegeben. Aus diesem Grund wurde eine erweiterte
phänomenologische Fitfunktion verwendet:
I(t) = Θ(t− t0)(I1 − I0)(1− exp t0 − t
τ1
)(A ∗ exp t0 − t
τ2
+ (1−A) ∗ exp t0 − t
τ3
)) + I0. (4.3)
In dieser Fitfunktion wird das Abregeverhalten durch zwei exponentielle Faktoren mit den Zeitkon-
stanten τ2 und τ3 beschrieben. A und (1 − A) geben die jeweilige Amplitude an. In der Abbildung
4.9 ist das Ergebnis dieser Fitfunktion in rot dargestellt. Es ergeben sich folgende Werte:
A = 0.778
τ1 = 40 ps = const
τ2 = (100± 17) ps
τ3 = (4497± 2030) ps.
Die Zeitkonstante für den Anregungsprozess wurde bei τ1 = 40 ps konstant gehalten, da das Velocity
Mismatch ein festes Minimum darstellt (vgl. Abschnitt 2.7). Im Folgenden werden ausschließlich die
Zeitkonstanten für das Abregeverhalten betrachtet.
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Abbildung 4.9: Zeitaufgelöste Messung an SIC(
√
3×√3)Pb/Si(1 1 1) bei 90K und einer Anregungsﬂuenz
von 3.4mJ/cm². Es ist die Intensität für den markierten Reﬂex aufgetragen. Die graue, gestrichelte Linie ist
ein Fit an die Datenpunkte mit Funktion 4.2. Der Verlauf der Datenpunkte wird deutlich besser durch die
rote Linie wiedergegeben. Diese Fitfunktion 4.3 berücksichtigt zwei Zeitkonstanten für das Abkühlverhalten.
Eine nährere Betrachtung des Intensitätsverlaufes für die vier im Beugungsbild durchnummerierten
Reﬂexe zeigt, dass sich die Intensität vergleichbar verhält und die Ergebnisse der Fits innerhalb der
Fehler sehr gut übereinstimmen:
Reﬂex-Nr. ∆I (%) A τ2 (ps) τ3 (ps)
1 13.9 0.778 100± 17 4497± 2030
2 15.4 0.826 104± 19 4905± 3530
3 11.2 0.811 107± 21 3664± 2110
4 19.4 0.834 67± 9 2725± 845
Tabelle 4.1: Zeitaufgelöste Messung an SIC(
√
3×√3)Pb/Si(1 1 1) bei 90K und einer Anregungsﬂuenz von
3.4mJ/cm²: Die Fitergebnisse für alle vier Nebenreﬂexe wurden mit Hilfe der Funktion 4.3 erstellt.
Für die weitere Betrachtung der Daten wurde aus diesem Grund zur Verbesserung der Statistik über
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die vier Nebenreﬂexe gemittelt. In Abbildung 4.10 ist der Intensitätsverlauf für die gemittelten Daten
dargestellt. Der Fit (rote Linie) ergibt folgende Parameter:
A = 0.810
τ1 = 40 ps = const
τ2 = (94± 10) ps
τ3 = (3874± 1200) ps.
Abbildung 4.10: Zeitaufgelöste Messung an SIC(
√
3 × √3)Pb/Si(1 1 1) bei 90K und einer Anregungs-
ﬂuenz von 3.4mJ/cm². Zur Verbesserung der Statistik wird im weiteren Verlauf über die vier markierten
Überstruktur-Reﬂexe gemittelt.
Es wird nur das Verhalten für die Nebenreﬂexe betrachtet, da in die Hauptreﬂexe, insbesondere den
(00)−Reﬂex, zusätzlich zur Rekonstruktion auch Beiträge aus (bei der Präparation verbleibenden)
Blei-Inseln und dem Substrat eingehen. Durch geringe Abweichungen in der Probenpräparation kön-
nen teilweise nur wenige Blei-Inseln vorhanden sein, dann stimmt die Messkurve für den (00)−Reﬂex
mit denen für die Nebenreﬂexe näherungsweise überein. Bei einer anderen Probe können noch rest-
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liche kleine, hohe Inseln auf der Oberﬂäche verbleiben, weshalb das Signal der Rekonstruktion durch
ein Signal für Blei-Inseln (vgl. 4.6) überlagert wird. Um eine Verfälschung der Ergebnisse durch diese
Eﬀekte auszuschließen, werden die Hauptreﬂexe in den weiteren Betrachtungen nicht berücksichtigt.
Fluenzabhängige Messungen
Abbildung 4.11: Zeitaufgelöste Messung an SIC(
√
3×√3)Pb/Si(1 1 1) bei 90K und mit unterschiedlicher
Anregungsﬂuenz. Für die Fits (durchgezogene Linien) wurde die Anregungszeitkonstante τ1 auf konstante
40 ps gesetzt. Die Ergebnisse sind in Tabelle 4.2 zusammengefasst.
Es wurden zeitaufgelöste Messungen mit unterschiedlicher Anregungsﬂuenz durchgeführt. Es fand ei-
ne Variation de Pumpleistung, wie in Abschnitt 2.6 beschrieben, statt. Um höhere Fluenzen zu ermög-
lichen, wurde zusätzlich eine Sammellinse mit einer Brennweite von 2m in 1m Entfernung von der
Probe in den Strahlengang gestellt. Zur Bestimmung der Fluenz wurde die Pumpleistung mit einem
Powermeter vor dem Eingang in die Kammer gemessen. Das Strahlproﬁl ist aus Messungen mit einem
Beamproﬁler bekannt (4.75mm × 2.55mm = 9.5mm2 ohne Linse, 2.8mm × 1.4mm = 3.1mm2
mit Linse). Um sicher zu stellen, dass die Messungen jeweils reproduzierbar sind und die Probe sich
im Laufe der Messungen nicht verändert hat, wurden regelmäßig Messungen bei einer mittleren Flu-
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enz durchgeführt und untereinander verglichen. Die Fluenzen variierten zwischen 0.4mJ/cm² und
8mJ/cm². Die Basistemperatur der Probe lag bei allen ﬂuenzabhängigen Messungen bei 90K.
In Abbildung 4.11 sind an einer Probe gemessene Intensitätsverläufe für drei verschiedene Fluenzen
dargestellt. Für die Fits (durchgezogene Linien) wurde die Anregungszeitkonstante τ1 weiterhin auf
konstante 40 ps gesetzt. Aus dem Fit ergeben sich folgende Werte in Abhängigkeit der Fluenz:
Fluenz (mJ/cm²) ∆I (%) A τ2 (ps) τ3 (ps)
1.6 14.8 0.844 92± 7 2511± 731
3.25 21.0 0.768 92± 7 2386± 411
7 27.0 0.711 125± 12 3776± 909
Tabelle 4.2: Zeitaufgelöste Messung an SIC(
√
3 × √3)Pb/Si(1 1 1) bei 90K und mit unterschiedlicher
Anregungsﬂuenz: Die Fitergebnisse für die Mittelung über die vier markierten Nebenreﬂexe wurden mit Hilfe
der Funktion 4.3 erstellt.
Aus diesen Ergebnissen lässt sich sowohl eine Änderung des Amplitudenverhältnisses A zwischen
kurzer und langer Zeitkonstante (τ2 und τ3) mit steigender Fluenz als auch eine Abhängigkeit der
langen Zeitkonstante τ3 erkennen. Die ausführliche Analyse von ca. 30 ﬂuenzabhängigen Messungen
hat ergeben, dass die Zeitkonstanten τ2 und τ3 keine eindeutige Fluenzabhängigkeit aufweisen. τ2
zeigt im Mittel einen Wert von 100 ps und τ3 ist gemittelt ca. 2800 ps (siehe Diplomarbeit von
Annika Kalus [62]). Die lange Zeitkonstante weist größere Abweichungen auf. Das liegt daran, dass
sie von der Größe her vergleichbar ist mit der gesamten beobachteten Zeitdauer im Experiment.
Das Amplitudenverhältnis A zeigt jedoch eine deutliche Fluenzabhängigkeit. Im Weiteren werden die
Zeitkonstanten τ2 = 100 ps und τ3 = 2800 ps daher als konstant betrachtet.
Für die in Abbildung 4.11 gezeigten Daten ergeben sich damit au den Fits (siehe Abbildung 4.12)
die in Tabelle 4.3 angegebenen Werten für A:
Fluenz (mJ/cm²) A
1.6 0.838
3.25 0.764
7 0.677
Tabelle 4.3: Zeitaufgelöste Messung an SIC(
√
3 × √3)Pb/Si(1 1 1) bei 90K und mit unterschiedlicher
Anregungsﬂuenz: Fitergebnisse für die Amplitude A mit den festen Zeitkonstanten τ2 = 100 ps und τ3 =
2800 ps.
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Abbildung 4.12: Zeitaufgelöste Messung an SIC(
√
3×√3)Pb/Si(1 1 1) bei 90K und mit unterschiedlicher
Anregungsﬂuenz. Für die Fits (durchgezogene Linien) wurden die Zeitkonstanten konstant gehalten. Die
Amplitude A zeigt eine Fluenzabhängigkeit. Die Ergebnisse sind in Tabelle 4.3 zusammengefasst.
In Abbildung 4.13 sind die Werte für (1−A) gegenüber der Fluenz aufgetragen und es ist, wie bereits
angedeutet, deutlich eine Abhängigkeit von der Fluenz zu erkennen: (1− A) steigt mit wachsender
Fluenz von beinahe 0 auf 0.3 an. Das bedeutet, dass die Amplitunde der langen Zeitkonstanten τ3 mit
der Fluenz deutlich zunimmt. Für kleine Fluenzen, wie in der Diplomarbeit von Paul Schneider [110],
lässt sich das Verhalten der Reﬂexintensität noch verhältnismäßig gut mit einer Zeitkonstante für die
Abregung beschreiben. Die Zeitkonstante τ2 liegt hierbei im Bereich von 100 − 200 ps. Nimmt die
Fluenz jedoch zu, so wird der Einﬂuss der langen Zeitkonstanten τ3 sichtbar, und die Daten müssen
mit der erweiterten Fitfunktion 4.3 beschrieben werden. Bis etwa 4mJ/cm² ist eine deutliche, nahezu
lineare, Zunahme zu beobachten. Für noch höhere Fluenzen deutet sich eine Sättigung an. Als
Beispiel für die beiden Extrema sind in Abbildung 4.14 noch einmal Messkurven gezeigt: Die blauen
Datenpunkte gehören zu einer Messung bei der kleinsten Fluenz, bei 0.4mJ/cm². In diesen Daten
ist keine lange Zeitkonstante zu erkennen; für A ergibt sich ein Wert von 0.995, (1 − A) = 0.005.
Im Vergleich dazu ist bei den roten Messpunkten (8mJ/cm²) A = 0.6875 und (1−A) = 0.3125.
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Abbildung 4.13: Fluenzabhängigkeit der Amplitude (1 − A) der Zeitkonstante τ3. Es ist eine deutliche
Abhängigkeit von der Fluenz zu erkennen: (1 − A) steigt mit wachsender Fluenz von beinahe 0 auf 0.3 an.
Das bedeutet, dass der Einﬂuss der langen Zeitkonstanten τ3 mit der Fluenz deutlich zunimmt.
Bei den Daten in Abbildung 4.14 fällt weiterhin auf, dass der Intensitätseinbruch kleiner ist als in
der Messung, die in Abbildung 4.12 gezeigt ist. Dieser Unterschied ist dadurch zu erklären, dass
jeden Tag der räumliche Überlapp neu bestimmt wurde. Die Größe des Intensitätseinbruch hängt
von dem räumlichen Überlapp zwischen Pump- und Probepuls ab und kann somit von Tag zu Tag
geringfügig variieren. Für die weiteren Betrachtungen zum Intensitätseinbruch in Abhängigkeit von
der Fluenz werden aus diesem Grund jeweils nur Daten von einem Messtag miteinander verglichen. In
Abbildung 4.15 ist ∆I gegen die Fluenz aufgetragen (grüne Datenpunkte). Die Daten für ∆I lassen
sich durch eine lineare Funktion beschreiben, die aber nicht durch den Ursprung verlaufen kann. Ein
solches Verhalten - ein Intensitätseinbruch ohne Anregung - ist jedoch unphysikalisch. Eine bessere
Möglichkeit ist der eingezeichnete Power-Fit. Es ergibt sich ein Exponent von 0.3− 0.4. Zusätzlich
sind die Intensitätseinbrüche für die beiden Zeitkonstanten τ2 und τ3 in rot und blau eingetragen;
dafür wurde ∆I mit A bzw. (1−A) multipliziert. Es ist deutlich zu erkennen, dass ∆I(τ2) dasselbe
Verhalten wie der Gesamteinbruch zeigt. Es wurde daher auch hier eine Power-Funktion als Fit
eingezeichnet. ∆I(τ3) hingegen zeigt ein lineares Verhalten, das durch den Ursprung geht. Für die
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Daten von ∆I und ∆I(τ2) ist durch die Datenpunkte bei sehr niedrigen Fluenzen ein linearer Fit, der
durch (0, 0) geht, gestrichelt angedeutet. Eine Erklärung für den Verlauf der Datenpunkte ist, dass
ab ca. 1.5mJ/cm² eine Sättigung bei ∆I(τ2) auftritt und der Verlauf der Kurve danach abﬂacht.
Abbildung 4.14: Zur Verdeutlichung der Fluenzabhängigkeit von (1 − A): Für die Messung (blau) bei der
kleinsten Fluenz 0.4mJ/cm² ist keine lange Zeitkonstante zu erkennen; für A ergibt sich ein Wert von
0.995, (1 − A) = 0.005. Im Vergleich dazu ist bei den roten Messpunkten für 8mJ/cm² A = 0.6875 und
(1−A) = 0.3125.
91
Kapitel 4. Ergebnisse und Diskussion
Abbildung 4.15: Intensitätseinbruch ∆I in Abhängigkeit der Anregungsﬂuenz (grüne Datenpunkte): Ein
linearer Fit durch alle grünen Datenpunkte geht nicht durch den Ursprung. Eine weitere Möglichkeit ist der
eingezeichnete Power-Fit. Zusätzlich sind die Intensitätseinbrüche für die beiden Zeitkonstanten τ2 und τ3
in rot und blau eingetragen. Dafür wurde ∆I mit A bzw. (1−A) multipliziert. Es ist deutlich zu erkennen,
dass ∆I(τ2) dasselbe Verhalten wie der Gesamteinbruch zeigt.
Basistemperaturabhängige Messungen
Für unterschiedliche Fluenzen wurde zusätzlich die Basistemperatur im Bereich zwischen 25K und
300K variiert. In Abbildung 4.16 sind Messungen bei einer Fluenz von 4.1mJ/cm² für 90K (blau),
150K (grün) und 250K (rot) dargestellt. Wie in der Abbildung zu erkennen ist, besteht für A keine
deutliche Abhängigkeit von der Basistemperatur.
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Abbildung 4.16: Zeitaufgelöste Messung an SIC(
√
3 × √3)Pb/Si(1 1 1) bei drei verschiedenen Basistem-
peraturen: In den Messungen bei einer Fluenz von 4.1mJ/cm² und 90K (blau), 150K (grün) und 250K
(rot) ist zu erkennen, dass nur eine geringe Abhängigkeit von A von der Basistemperatur zu beobachten ist,
welche im Rahmen des Fehlers liegt.
Winkelabhängige Messungen
Es wurde zunächst die Intensität der vier Nebenreﬂexe in Abhängigkeit der Streubedingung bzw.
des Einfallswinkels der Elektronenpulse zwischen 2° und 9.8° untersucht. In Abbildung 4.17 sind
exemplarisch Beugungsbilder für verschiedene Einfallswinkel gezeigt. Der (00)-Reﬂex ist jeweils be-
schriftet. Im gezeigten Winkelbereich in Abbildung 4.17 zwischen 4° und 6° nimmt die Intensiät der
Beugungsreﬂexe um fast 90% ab. Diese winkelabhängige Messung wurde zusätzlich kurz nach dem
zeitlichen Überlapp durchgeführt. Es wurde in 0.2°-Schritten jeweils ein Bild mit und ohne Anregung
durch den Pumppuls bei der Delayzeit 55 ps aufgenommen. Das daraus berechnete normierte Signal
entspricht dem Wert des maximalen Intensitätseinbruches aus den zeitaufgelösten Messungen. In
Abbildung 4.18 ist das Verhalten für die vier in Abbildung 4.17 markierten Reﬂexe in Abhängigkeit
des Winkels dargestellt. Es ist keine deutliche Veränderung zu erkennen.
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Abbildung 4.17: RHEED-Bilder der SIC(
√
3×√3)Pb/Si(1 1 1)-Rekonstruktion bei drei verschiedenen Win-
keln. Es sind die vier Nebenreﬂexe und der (00)-Reﬂex markiert.
Abbildung 4.18: Winkelabhängige Messung der Intensitätsänderung 55 ps nach dem zeitlichen Überlapp. Es
ist für die in Abbildung 4.17 markierten Nebenreﬂexe die normierte Intensität aus RHEED-Bildern mit und
ohne Anregung durch den Pumppuls in Abhängigkeit des Einfallswinkels der Elektronen aufgetragen.
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Zeitaufgelöste, winkelabhängige Messungen
Zusätzlich besteht die Möglichkeit, zeitaufgelöste Messungen über den gesamten Delaybereich bei
unterschiedlichen Winkeln durchzuführen, um eine Abhängigkeit des beobachteten Verhalten vom
Impulsübertrag zu studieren. Es wurden Messungen zwischen 3° (Nebenreﬂexe gerade eben sichtbar)
und 5.5° (Nebenreﬂexe sehr schwach) in 0.5°-Schritten durchgeführt. Die beiden Extremwerte sind
in Abbildung 4.19 dargestellt. Die Basistemperatur während der Messung betrug 90K und die An-
regungsﬂuenz 4.1mJ/cm². Im Gegensatz zu den bisher gezeigten Messkurven wurde hier nur über
jeweils zwei Reﬂexe, 1 + 4 und 2 + 3, gemittelt. Für die Fitfunktion (durchgezogene Linien) wurde
Gleichung 4.3 mit den konstanten Zeitkonstanten verwendet. Es ist deutlich zu erkennen, dass die
Amplitude der langen Zeitkonstante τ3 im Fall von 5.5° größer ist als bei 3°. In der nächsten Abbil-
dung 4.20 ist aus diesem Grund (1−A) in Abhängigkeit des Einfallswinkels der Elektronen und der
Senkrechtkomponente des Impulsübertrages ∆k⊥ aufgetragen. Die blauen Datenpunkte repräsentie-
ren wieder Reﬂexe 2 + 3, die roten 1 + 4. Zum Vergleich ist in grau-gestrichelt der bisher verwendete
Winkel (bei allen anderen gezeigten Messungen lag der Winkel bei 4.5°± 0.25°) und (1−A) = 0.25
für die genutzte Fluenz eingetragen. Der Wert von (1− A) steigt für die Reﬂexe 1 + 4 von 0.1 auf
0.38, für 2 + 3 von 0.2 auf 0.48 an. Die Werte für Reﬂexe 2 + 3 liegen oberhalb von denen für 1 + 4.
Die Parallelkomponente des Impulsübertrages beträgt für Reﬂexe 1+4 ∆kq,1+4 = 2.02Å
−1
bzw. für
2 + 3 ∆kq,1+4 = 1.06Å
−1
. In beiden Fällen ist ein linearer Fit durch die Datenpunkte eingezeichnet,
der die Daten gut beschreibt.
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Abbildung 4.19: Zeitaufgelöste Messung an SIC(
√
3×√3)Pb/Si(1 1 1) bei 90K und 4.1mJ/cm² Anregungs-
ﬂuenz und einem Einfallswinkel der Elektronen von 3° (oben) und 5.5° (unten). Es wurde jeweils über zwei
Reﬂexe gemittelt, wie in den Insets markiert. Für die Fits (durchgezogene Linien) wurden die Zeitkonstanten
konstant gehalten. Die Amplitude A zeigt eine Winkelabhängigkeit.
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Abbildung 4.20: (1 − A) in Abhängigkeit des Einfallswinkels bzw. des des Impulsübertrages in Senkrecht-
Richtung ∆k⊥der Elektronen: Die blauen Datenpunkte sind die Mittelung über Reﬂex 2 + 3, die roten über
1+4. Zum Vergleich ist in grau-gestrichelt der bisher verwendete Winkel und (1−A) = 0.25 für die genutzte
Fluenz von 4.1mJ/cm2 eingetragen. Der Wert von (1−A) steigt mit dem Winkel. Die Werte für 2+3 liegen
oberhalb von denen für 1 + 4. In beiden Fällen ist ein linearer Fit durch die Datenpunkte eingezeichnet. Die
obere Achse gibt die Änderung des Impulsübertrages in Senkrecht-Richtung ∆k⊥ an.
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Diskussion
Abbildung 4.21: a) Skizze zur Verdeutlichung der unterschiedlichen Bindungsplätze der Blei-Atome in der
SIC(
√
3×√3)-Rekonstruktion. b) Schwingungsmode T1 und c) Schwingungsmode T4.
In den zeitaufgelösten Messungen an der SIC(
√
3×√3)-Rekonstruktion von Pb/Si(1 1 1) sind zwei
Zeitkonstanten für das Abkühlverhalten zu beobachten. Diese zwei Zeitkonstanten (τ2 = 100 ps
und τ3 = 2800 ps) unterscheiden sich deutlich voneinander. Ein Erklärungsansatz ist, dass in der
Rekonstruktion zwei verschiedene Schwingungsmoden durch den Pumplaser angeregt werden. Eine
genauere Betrachtung des Strukturmodells für der SIC(
√
3 × √3)-Phase zeigt, dass es in dieser
Rekonstruktion zwei unterschiedliche Bindungsarten für die Blei-Atome gibt:
· T1: Diese roten Blei-Atome beﬁnden sich über Si-Atomen der obersten Lage und sind direkt
an diese gebunden. Die Bindungslänge beträgt 2.6Å. Zusätzlich sind diese Blei-Atome an ein
weiteres Blei-Atom gebunden. Die Bindungslänge zwischen den Pb-Atomen beträgt 3.09Å.
· T4: Das zusätzliche grüne Blei-Atom, das die Bedeckung der SIC(√3×√3)-Rekonstruktion
auf 4/3 Monolagen erhöht, sitzt in der Mitte von drei T1-Atomen und ist nur an diese ge-
bunden. Das T4 Blei-Atom liegt 0.23Å tiefer als die T1-Atome. Das Si-Atom darunter ist im
Vergleich zu den anderen Atomen der zweiten Lage um 0.1Å nach oben versetzt.
Es liegen demnach zwei unterschiedliche Kopplungsmöglichkeiten zum Substrat vor. Zur Bestimmung
möglicher Vibrationsmoden haben Sung Sakong und Peter Kratzer erste theoretische Berechnungen
zur (Laser-)Anregung von einer SIC(
√
3×√3)-Rekonstruktion mit einer 4/3 ML Bedeckung durchge-
führt [104]: Das Ergebnis für die Phononen-Dispersionsrelation ist in Abbildung 4.22 dargestellt: Im
oberen Bereich sind in blau die durch das Silizium-Substrat gegebenen Phononenzweige dargestellt.
Die durch die Rekonstruktion hervorgerufenen Phononenmoden sind in grün eingezeichnet. Dort ist
eine Unterscheidung in zwei Kategorien notwendig: Die hellgrau hinterlegten Moden mit Energien bis
etwa 4.1meV besitzen eine Schwingungskomponente senkrecht zur Oberﬂäche und können somit im
RHEED beobachtet werden. Die Moden mit höheren Energien bis 8.5meV (dunkelgrau hinterlegt)
ﬁnden nur in der Oberﬂächenebene statt. TR-RHEED ist auf diese Moden nur wenig sensitiv, da
der Debye-Waller-Faktor und damit die beobachtete Intensitätsänderung durch
〈
(−→u ·∆−→k )2
〉
be-
stimmt wird. Im RHEED-Experiment wird der Impulsübertrag von der Komponente senkrecht zur
Oberﬂäche
−→
k⊥ dominiert.
−→
k⊥ ist für diese Moden senkrecht zur Auslenkung −→u , das Skalarprodukt
ist gleich Null. Schwingungsmoden, die nur in der Oberﬂächenebene stattﬁnden, können daher nur
schlecht mit RHEED beobachtet werden.
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Abbildung 4.22: Phononen-Dispersionsrelation für SIC(
√
3 × √3)Pb/Si(1 1 1) nach [104]. Die durch die
Rekonstruktion hervorgerufenen Phononenmoden sind in grün eingezeichnet. Sie werden in zwei Bereiche
unterschieden: Moden mit einer Schwingungskomponente senkrecht zur Oberﬂäche (hellgrau hinterlegt) mit
Energien bis etwa 4.1meV und Moden mit höheren Energien bis 8.5meV (dunkelgrau hinterlegt), die nur
innerhalb der Oberﬂächenebene stattﬁnden.
Die Phononenmoden der Blei-Rekonstruktion liegen demnach bei deutlich niedrigeren Energien als
die Moden des Silizium-Substrats (Abbildung 4.22). In ersten Molekular-Dynamik-Rechnungen von
Sung Sakong [104] lassen sich die Blei-Vibrationsmoden folgenden Atomen zuordnen:
· Die Mode mit der niedrigsten Energie, 18.3 cm−1=ˆ2.27meV, entspricht einer Schwingung der
T4-Atome.
· Die höherenergetischen Moden bei 33 cm−1, 32.7 cm−1 und 32.1 cm−1 gehören zu Schwin-
gungen der T1-Atome. Die Energien liegen zwischen 3.98meV und 4.09meV.
Es sind in dem untersuchten Materialsystem zwei Arten von Schwingungsmoden für das RHEED
sichtbar. Mit diesen Überlegungen können die zwei unterschiedlichen, beobachteten Zeitkonstanten
für die Abregung dieser Moden in den zeitaufgelösten Experimenten erklärt werden. Zur Abschätzung
des Unterschiedes der Zeitkonstanten wird der Überlapp der T1- und T4-Moden mit den Phononen-
Moden des Silizium-Substrats betrachtet. Diese Überlegung basiert auf dem Diﬀuse Mismatch Modell
(DMM), das für den Wärmetransport in Heterosystemen verwendet wird. Details zu diesem Modell
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sind in der Dissertation von Anja Hanisch-Blicharski zu ﬁnden [39].
Abbildung 4.23: Schematische Darstellung der phononischen Zustandsdichte für Silizium-Volumen (blau)
und SIC(
√
3 × √3)-Rekonstruktion (grün). Es sind die T4- und T1-Schwingungsmoden eingezeichnet. In
dieser schematisch stark vereinfachten Darstellung ist deutlich zu erkennen, dass der Überlapp zwischen Pb-
und Si-Zustandsdichte (grau hinterlegt) bei der T1-Mode größer ist als bei der T4-Mode.
Zur Verdeutlichung der Argumentation ist in Abbildung 4.23 die Phononenzustandsdichte für Silizium
in blau schematisch dargestellt. Für niedrige Energien lässt sich die DOS (Density of States) mit einer
Parabel annähern (vgl. Abschnitt 1.3). Zusätzlich sind schematisch die Blei-Schwingungsmoden als
Rechteckverteilungen in grün eingezeichnet: Die T4-Mode bei etwas über 2meV und eine verbreiterte
Rechteckverteilung bei 4meV für die drei T1-Moden. In dieser schematischen, stark vereinfachten
Darstellung ist deutlich zu erkennen, dass der Überlapp zwischen der Pb- und der Si-Zustandsdichte
für die T1-Moden größer ist als für die T4-Mode. Im Debye-Modell hängt die DOS quadratisch von
der Energie ab. Der Überlappbereich (grau hinterlegt in der Abbildung) ist bei den T1-Moden also
fast viermal so groß wie bei der T4-Mode. Daraus ergibt sich, dass die T1-Moden viermal besser ans
Substrat koppeln können. Wie bereits erwähnt, sind zudem drei T1-Moden vorhanden, wodurch es zu
einer Verbreiterung um den Faktor 3 der Kurve für diese Moden kommt. Mit dieser Abschätzung kann
den T1-Moden die kurze Zeitkonstante τ2 und somit eine gute Kopplung an das Silizium-Substrat
zugeordnet werden. Die lange Zeitkonstante τ3 resultiert aus einer sehr schlechten Kopplung und
kann durch die T4-Mode verursacht werden. Als Faktor zwischen den Zeitkonstanten wird mit dieser
Abschätzung 12 erwartet, da die T1-Moden etwa 4 ∗ 3 = 12−mal so gut an das Substrat ankoppeln
können. In den Experimenten wird ein Faktor 28 beobachtet. Die Abweichung lässt sich durch die
starke Vereinfachung in dem hier vorgestellten Modell erklären.
Zur weiteren Unterstützung der Argumentation wurden zeitabhängige DFT (Dichte-Funktional-
Theorie) Berechnungen von Sung Sakong [104] durchgeführt. Die Anregung durch den Pumplaser
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wird in diesen Rechnungen durch einen Eintrag von kinetischer Energie senkrecht zur Oberﬂäche
realisiert. Die Atome der Rekonstruktion werden ausgelenkt. Diese Auslenkung wurde gemittelt und
über die Zeit beobachtet. In den aller ersten Simulationen ergab sich eine Zeitkonstante von 280 ps.
Deutliche Nachteile dieser Berechnungen lagen in der Höhe des Energie-Eintrages von 2 eV. Die da-
durch verursachte Auslenkung lag bei 0.8Å. Im Experiment entspricht eine so große Auslenkung der
Desorption der Blei-Atome. In den durchgeführten Experimenten lässt sich die mittlere Auslenkung
mit dem Debye-Waller-Faktor aus den statischen Experimenten abschätzen. Für eine Intensitätsände-
rung von 20%, wie es bei den höchsten Fluenzen der Fall ist, ergibt sich eine Amplitude von 0.25Åbei
90K und 0.234Åbei 170K. Für eine Auslenkung von 0.8Å müsste die Oberﬂäche auf 935K er-
wärmt werden. Der in den Simulationen genutzte Energie-Eintrag ist demnach nicht realistisch. In
weiteren Berechnungen wurden daher Energieeinträge von 200, 100, 50 und 10meV genutzt, für die
sich im Vergleich zu den Experimenten eine realistische mittlere Auslenkung der Blei-Atome ergibt.
Das Abklingen der Anregung der Pb-Atome kann mit zwei Zeitkonstanten beschrieben werden, einer
kurzen und einer deutlich längeren. Wird jedoch der Abstand zwischen Pb-Adsorbat und Si-Substrat
betrachtet, so kann das Verhalten wiederum mit nur einer kurzen Zeitkonstante von 100 ps beschrie-
ben werden. Die zweite, sehr lange Zeitkonstante wird hingegen vermutlich durch ein Artefakt der
Berechnung verursacht: Das Si-Substrat besteht aus 80 Lagen und wird als Randbedingung an der
untersten Lage festgehalten. Durch den Energieeintrag senkrecht zur Oberﬂäche wird das Substrat zu
einer Schwingung mit einem Knotenpunkt an der Stelle der untersten Lage angeregt. Im Experiment
würde eine solche Vibration direkt vom Substrat abgeleitet. In Zukunft werden weitere Simulatio-
nen durchgeführt mit unterschiedlich vielen Substratlagen, um zu zeigen, dass sich damit auch die
Schwingung mit der langen Zeitkonstanten verändert und es sich dabei um ein Simulations-Artefakt
handelt. Das bedeutet, dass die gemessene kurze Zeitkonstante τ2 = 100 ps auch theoretisch nach-
gewiesen werden kann - die lange Zeitkonstante τ3 = 2800 ps zu diesem Zeitpunkt jedoch nicht.
Eine Erklärung dafür ist, dass in diesen Simulationen weiterhin nur eine Einheitszelle betrachtet wird.
Den Pb-Atomen kann während der Rechnungen kein fester Bindungsplatz (T1 oder T4) zugewiesen
werden. Eﬀekte, die durch diese Bindungsplätze oder auch Kopplung zwischen den Einheitszellen
hervorgerufen werden, können durch die bisherigen Berechnungen nicht wiedergegeben werden. Die
Kopplung zwischen den Einheitszellen könnte jedoch für langsame Schwingungsmoden und damit
für die lange Zeitkonstante verantwortlich sein.
Die Fluenzabhängigkeit der Amplitude von τ3 kann durch die betrachteten Modelle nicht erklärt
werden. Ein Erklärungsansatz kann die Darstellung des Intensitätseinbruches in Abhängigkeit der
Fluenz in Abbildung 4.15 liefern:
Der Intensitätseinbruch ∆I(τ2) der T1-Mode scheint ein Sättigungsverhalten zu zeigen, während
der Fit für ∆I(τ3) linear durch den Ursprung geht. Dieses Verhalten kann durch eine anharmonische
Kopplung der T1-Mode in die T4-Mode erklärt werden. Bei niedrigen Fluenzen von (< 1.5mJ/cm²)
wird vorrangig die schnelle T1-Mode angeregt. Diese Beobachtung stimmt mit den Ergebnissen von
Paul Schneider [110] überein; dort war nur eine Zeitkonstante von 150 ps zu beobachten. Ab einer
Fluenz vom > 1.5mJ/cm² koppelt die T1-Mode an die T4-Mode. In den Messdaten ist zusätzlich
eine lange Zeitkonstante sichtbar. Die T1-Mode zeigt während dessen ein Sättigungsverhalten.
Auf Grund der linearen Abhängigkeit von ∆I(τ3) kann deﬁnitiv ausgeschlossen werden, dass die
lange Zeitkonstante τ3 durch Anregung im Silizium-Substrat hervorgerufen wird. Die direkte Band-
lücke von Silizium beträgt 3.4 eV. Zur Anregung des Substrates wäre demnach bei der verwendeten
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Photonenenergie von 1.55 eV ein 3PPE-Prozess, also ein hoch nicht linearer Vorgang, notwendig. In
diesem Fall müßte ∆I(τ3) mit der dritten Potenz von der Anregungsﬂuenz abhängen. Da dies ein-
deutig nicht der Fall ist, kann für das vorliegende Materialsystem ein Substrateinﬂuss ausgeschlossen
werden.
Abbildung 4.24: Schematische Darstellung zur Änderung der Senkrechtkomponente des Impulsübertrages
∆k⊥ bei Verdopplung des Einfallswinkel von a) nach b).
Die winkelabhängigen Daten in Abbildung 4.20 zeigen, dass (1−A) mit steigendem Winkel zunimmt.
Eine Änderung des Winkels hat somit einen größeren Einﬂuss auf die Beobachtung der T4-Mode als
auf die der T1-Mode, da sonst das Amplitudenverhältnis unverändert bleiben würde. Bei einer Ver-
größerung des Einfallswinkels, wie in Abbildung 4.24, wird die Senkrechtkomponente des Impulsüber-
trages ∆k⊥ vergrößert. Daraus kann abgeleitet werden, dass die T4-Mode im Vergleich zur T1-Mode
einen größeren Senkrecht-Anteil in der Schwinung besitzt und dadurch sensitiver auf eine Winkelän-
derung reagiert. Eine erneute Betrachtung des Strukturmodells und der beiden Schwingungsmoden
4.21 zeigt, dass diese Überlegung mit der Bindungsgeometrie übereinstimmt: Die Pb-Atome, die die
T4-Mode verursachen, sind durch drei Bindungen an die T1-Atome gebunden. Diese Bindungsgeo-
metrie erlaubt bevorzugt Schwingungen in die vertikale und nicht in die horizontale Richtung. Im
Gegensatz dazu sind die T1-Atome dazu in der Lage sowohl horizontal als auch vertikal zu schwingen.
Ein weiteres Indiz für diese Annahme ist, dass sich (1−A) beim Übergang von den Reﬂexen 2 + 3
zu 1 + 4 verkleinert, wie in Abbildung 4.20 zu sehen ist. Beim (00)-Reﬂex liegt nur ein senkrechter
Impulsübertrag vor. Für die Reﬂexe 2 + 3 liegt die Parallelkomponente des Impulsübertrages bei
∆kq,1+4 = 1.06Å
−1
und bei 1 + 4 vergrößert sie sich zu ∆kq,1+4 = 2.12Å
−1
. Das bedeutet, dass
in den inneren Überstrukturreﬂexen 2 + 3 im Vergleich zu den äußeren 1 + 4 ein höherer Beitrag des
Impulsvektors durch ∆k⊥ geliefert wird. Auch hier gilt demnach, dass (1−A) bei höherer Sensitivität
auf ∆k⊥ zunimmt. Die T4-Mode weist also eine größere Schwingungsamplitude u⊥ senkrecht zur
Oberﬂäche auf als die T1-Mode.
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4.2.2 (
√
7×√3)Pb/Si(1 1 1)
Präparation
Eine weitere Rekonstruktion von Pb auf Si(1 1 1) ist die (
√
7×√3) mit einer Bedeckung von 1.2 ML
[51]. Auch in dieser Rekonstruktion sind die im vorherigen Abschnitt diskutierten, unterschiedlichen
T1- und T4-Bindungsplätze für die Blei-Atome vorhanden. Zum weiteren Verständnis des Einﬂusses
der Bindungsplätze auf die Kopplung an das Substrat wurden zusätzlich Experimente an dieser
Rekonstruktion durchgeführt. Zur Präparation einer (
√
7 × √3) wird die Probe nach dem Flashen
mittels Stromﬂuss auf etwa 450°C geheizt, und es wird für sieben Minuten Blei aufgedampft. Der
Probenhalter wird dabei mit ﬂüssigen Helium auf 75K gehalten, damit die Probe anschließend schnell
abkühlt und Fremd-Adsorbtion minimiert wird.
Statische Messungen
Abbildung 4.25: (
√
7 × √3)Pb/Si(1 1 1): Bestimmung der Oberﬂächen-Debye-Temperatur in einem stati-
schen Experiment. Die gezeigten Datenpunkte ergeben sich aus der Reﬂexintensität des im Inset markierten
Überstruktur-Reﬂexes gemittelt über Hin- und Rückweg. Aus dem exponentiellen Fit (blaue, durchgezogene
Linie) ergibt sich eine Oberﬂächen-Debye-Temperatur von (57± 6)K.
103
Kapitel 4. Ergebnisse und Diskussion
In Abbildung 4.25 ist die Beugungsintensität eines (
√
7×√3)-Reﬂexes in Abhängigkeit der Tempe-
ratur aufgetragen. Bei Temperaturen > 285K ist ein Intensitätssprung zu beobachten; der (
√
7 ×√
3)-Reﬂex ist verschwunden. Dieses Verschwinden der Reﬂexe ist darauf zurückzuführen, dass die
(
√
7×√3)-Rekonstruktion, wie im Phasendiagramm aus Abschnitt 3.3 zu erkennen ist, nur bei tiefen
Temperaturen existiert. Es ﬁndet bei hohen Temperaturen ein Übergang zu einer HIC(
√
3 × √3)-
Rekonstruktion statt. Für die weitere Auswertung und den exponentiellen Fit in Abbildung 4.25
wurden nur Werte vor dem Phasenübergang bei 285K berücksichtigt. Über sieben Nebenreﬂexe
gemittelt ist die Oberﬂächen-Debye-Temperatur (61± 6)K [62]. Damit weisen die SIC(√3×√3)-
und die (
√
7 ×√3)-Phase im Rahmen des Fehlers dieselbe Oberﬂächen-Debye-Temperatur auf. Es
ist zu erwarten, dass der Intensitätseinbruch in den zeitaufgelösten Messungen für die beiden Phasen
vergleichbar ist.
Zeitaufgelöste Messungen
Abbildung 4.26: Vergleich zweier zeitaufgelösten Messungen bei 90K mit einer Anregungsﬂuenz von
4.0mJ/cm² zwischen SIC(
√
3 × √3)- (rot) und (√7 × √3)-Rekonstruktion (blau). Es wird über die vier
rot bzw. acht blau markierten Überstruktur-Reﬂexe gemittelt.
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In Abbildung 4.26 ist eine zeitaufgelöste Messung für die (
√
7 × √3)- (blau) im Vergleich zur
SIC(
√
3 × √3)-Phase (rot) dargestellt. Die verwendete Fluenz lag bei 4.0mJ/cm². Wie bei der
SIC(
√
3 × √3)-Rekonstruktion, ist es auch hier zulässig, über die Nebenreﬂexe (8 Stück, im Inset
markiert) zu mitteln. Der (00)-Reﬂex wird weiterhin in der Auswertung nicht berücksichtigt. In den
zeitaufgelösten Messungen sind ebenfalls zwei Zeitkonstanten für den Abrege-Prozess zu beobachten.
Zur Beschreibung des Verhaltens wird die Fitfunktion 4.3 verwendet. Es ergeben sich folgende Werte
für die in Abbildung 4.26 gezeigte Kurve der (
√
7×√3)-Rekonstruktion:
A = 0.785
τ1 = 40 ps = const
τ2 = (89± 12) ps
τ3 = (2638± 604) ps.
Die Ergebnisse für beiden Rekonstruktionen stimmen im Rahmen des Fehlers überein.
Fluenzabhängige Messungen
Auch für die (
√
7×√3)-Rekonstruktion wurden ﬂuenzabhängige Messungen durchgeführt (Abbildung
4.27). Es zeigt sich, dass die Zeitkonstanten - wie bei der SIC(
√
3×√3)-Phase - ﬂuenzunabhängig
mit:
τ1 = 40 ps = const
τ2 = 100 ps = const
τ3 = 2800 ps = const
gewählt werden können. In Abbildung 4.27 sind Messdaten für drei unterschiedliche Anregungs-
dichten dargestellt. Wie zu erwarten, nimmt der Intensitätseinbruch mit der Fluenz zu. Wobei eine
deutliche Abhängigkeit der Amplitude A von der Fluenz zu beobachten ist. Für die geringe Fluenz
von 1.0mJ/cm² ist der Einﬂuss der langen Zeitkonstante τ3 verschwindend gering.
Für die gezeigten Daten ergeben sich damit folgende Werte für A:
Fluenz (mJ/cm²) A
1.0 0.936
3.23 0.759
7.6 0.720
Tabelle 4.4: Fluenzabhängigkeit der Amplitude A für zeitaufgelöste Messungen an (
√
7×√3)Pb/Si(1 1 1)
bei 90K. Die Zeitkonstanten τ2 = 100ps und τ3 = 2800ps wurden in den Fits konstant gehalten.
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Abbildung 4.27: Fluenzabhängigkeit der zeitaufgelösten Messungen an (
√
7 × √3)Pb/Si(1 1 1) bei 90K.
Für die Fits (durchgezogene Linien) wurden die Zeitkonstanten konstant gehalten. Die Amplitude A zeigt
eine Fluenzabhängigkeit. Die Ergebnisse sind in Tabelle 4.4 zusammengefasst.
In Abbildung 4.28 sind die mittels der Fitfunktion 4.3 bestimmten Werte für (1 − A) (blau) zu-
sammengefasst. Zum Vergleich sind die Datenpunkte für die SIC(
√
3 × √3)-Rekonstruktion (rot)
eingetragen. Es ist für beide Phasen eine deutliche Abhängigkeit von (1 − A) von der Fluenz zu
beobachten. In beiden Fällen ändert sich (1 − A) von nahezu 0 auf 0.25 − 0.30. Für die hohen
Fluenzen deutet sich eine Sättigung an.
Basistemperaturabhängige Messungen
Eine Variation der Basistemperatur der Probe hat sich bei der (
√
7 × √3)-Phase als problema-
tisch herausgestellt, da zu höheren Temperaturen ein Phasenübergang stattﬁndet (vgl. Abbildung
4.25). Aus diesem Grund wurde die Temperatur nur zwischen 25K und 90K variiert. Diese Mes-
sungen wurden an mehreren Messtagen auf unterschiedlichen Si-Proben durchgeführt. Auf Grund
des schmalen zur Verfügung stehenden Temperaturbereiches lässt sich weder eine eindeutige Aussa-
ge über eine Temperaturabhängigkeit von A noch über die Zeitkonstanten treﬀen. Im Rahmen der
Messgenauigkeit stimmte A in allen temperaturabhängigen Messungen überein.
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Abbildung 4.28: Vergleich der Fluenzabhängigkeit der Amplitude (1−A) zwischen der SIC(√3×√3)- (rot)
und der (
√
7×√3)-Rekonstruktion (blau). Es ist in beiden Fällen eine deutliche Abhängigkeit von der Fluenz
zu erkennen. Demnach nimmt der Einﬂuss der langen Zeitkonstanten τ3 mit der Fluenz deutlich zu.
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Diskussion
Abbildung 4.29: Skizze zur Verdeutlichung der unterschiedlichen Bindungsplätze der Blei-Atome in der
(
√
7×√3)-Rekonstruktion.
Ein genauerer Blick in das Strukturmodell der (
√
7 ×√3)-Rekonstruktion in Abbildung 4.29 zeigt,
dass es insgesamt vier unterschiedliche Bindungsplätze für Pb-Atome gibt:
· T1: Das Blei-Atom (rot) ist direkt an ein Si-Atom der obersten Lage gebunden, zusätzlich ist
es an zwei weitere Blei-Atome gebunden.
· T4: Dieses Blei-Atom (grün) liegt direkt über einem Si-Atom und ist an drei weitere Blei-Atome
gebunden.
· T4*: Im Gegensatz zum T4-Atom, sitzt dieses Blei-Atom (hell-blau) nicht direkt über einem
Si-Atom, sondern ist verschoben. Es ist aber auch an drei weitere Pb-Atome gebunden und
nicht direkt an das Si-Substrat.
· β: Einzelnes Blei-Atom (hell-grün), das nur Bindungen direkt an das Substrat besitzt. Dieses
Strukturelement entspricht der β(
√
3×√3)Pb/Si(1 1 1)-Einheitszelle.
Wie bei der SIC(
√
3 × √3)Pb/Si(1 1 1)- treten bei der (√7 × √3)-Phase Blei-Atome an T1- und
T4-Bindungsplätzen auf. Wie zu erwarten, sind in den zeitaufgelösten Messungen zwei identische
Zeitkonstanten zu beobachten: τ2 = 100 ps für die T1-Mode und τ3 = 2800 ps für die T4-Mode.
Die zusätzlichen T4*-Atome verfügen wie die T4-Atome über keine direkte Bindung zum Si-Substrat
und liefern daher das selbe Abklingverhalten wie die T4-Atome. Zusätzlich dazu gibt es jedoch die
einzelnen Pb-Atome, die nur durch drei Bindungen an das Si-Substrat und nicht an weitere Pb-
Atome gebunden sind. Sollten diese Blei-Atome - der bisherigen Argumentation nach - nicht auch
einen Beitrag zu den zeitaufgelösten Signalen liefern?
Da es bisher keine theoretischen Berechnungen für die β(
√
3×√3)Pb/Si(1 1 1)-Rekonstruktion gibt,
werden im nächsten Abschnitt erste Experimente an der β-Phase vorgestellt.
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4.2.3 β(
√
3×√3)Pb/Si(1 1 1)
Zur Betrachtung, welchen Einﬂuss eine β-Mode in den zeitaufgelösten Messungen an der (
√
7×√3)-
Rekonstruktion liefert, wurden zusätzlich erste Experimente an β(
√
3 × √3)Pb/Si(1 1 1) durchge-
führt.
Präparation
Zur Präparation einer β(
√
3 ×√3)-Rekonstruktion von Blei auf Si(1 1 1) mit einer Bedeckung von
unter 1 ML wurden zwei verschiedene Rezepte verglichen. Im ersten Rezept wurde ein dünner Blei-
Film (wie in Abschnitt 4.1.2 erläutert) hergestellt, damit wurde bei 90K der zeitliche und räumliche
Überlapp veriﬁziert. Danach wird die Probe, während der Manipulator eingekühlt ist, mit Direkt-
strom bei 550K kurz annealed. Als zweites Rezept wurde zunächst eine (
√
7×√3)-Rekonstruktion
mit einer Bedeckung von ca. 1 ML hergestellt. Dafür wird bei 450°C Blei für sieben Minuten auf-
gedampft, wobei der Probenhalter auf 75K gekühlt wird. Durch anschließendes kurzes Erhitzen
mittels Stromﬂuss (0.3− 0.4A für 10 s) durch die Probe und teilweiser Desorption des Pb entsteht
die β(
√
3×√3)-Rekonstruktion mit nur noch 1/3 ML Bedeckung, die auch als β-Phase bezeichnet
wird.
Statische Messungen
Bei der statischen, temperaturabhängigen Messung zur Bestimmung der Oberﬂächen-Debye-Tempe-
ratur streuen die Datenpunkte für die einzelnen Nebenreﬂexe im Vergleich zu den anderen Re-
konstruktionen sehr stark, sodass ein Fit der einzelnen Reﬂexintensitäten nicht möglich ist. Daher
wurde die Intensität über vier Überstrukutrreﬂexe gemittelt, um die Oberﬂächen-Debye-Temperatur
abzuschätzen. Die Reﬂexintensität ist in Abbildung 4.30 in Abhängigkeit von der Temperatur auf-
getragen. Im Vergleich zu den Messungen an den anderen Rekonstruktionen zeigt dieses System
einen deutlich geringeren Intensitätseinbruch, was ein Hinweis auf eine deutlich höhere Oberﬂächen-
Debye-Temperatur ist. Mit dem Impulsübertrag ∆k0 ergibt sich aus dem Debye-Waller-Faktor eine
Oberﬂächen-Debye-Temperatur von (136 ± 15)K. Der Fehler ist hierbei groß, da die Auswertung
nicht für die einzelnen Reﬂexe erfolgte und auch der unterschiedliche Impulsübertrag nicht berück-
sichtigt wurde. Trotzdem ist zu erkennen, dass der ermittelte Wert deutlich höher als bei den anderen
untersuchten Pb-Adsorbatsystemen ist [62].
109
Kapitel 4. Ergebnisse und Diskussion
Abbildung 4.30: β(
√
3 × √3)Pb/Si(1 1 1): Bestimmung der Oberﬂächen-Debye-Temperatur in einem sta-
tischen Experiment. Die gezeigten Datenpunkte ergeben sich aus der Mittelung der Reﬂexintensität der im
Inset markierten Überstruktur-Reﬂexe. Es wird über Hin- und Rückweg gemittelt. Aus dem exponentiellen
Fit (blaue, durchgezogene Linie) ergibt sich eine Oberﬂächen-Debye-Temperatur von (136± 15)K.
Zeitaufgelöste Messungen
Zur Abschätzung des Einﬂusses der β-Mode auf die die zeitaufgelösten Messungen an der (
√
7×√3)-
Rekonstruktion wurden TR-RHEED-Messungen an der β(
√
3 × √3)Pb/Si(1 1 1)-Phase durchge-
führt. In Abbildung 4.31 sind exemplarisch Daten einer Messung bei einer Basistemperatur von 90K
und einer Anregungsﬂuenz von 7.5mJ/cm² dargestellt. Es ist erst bei Anregungsﬂuenzen von über
4mJ/cm² ein Eﬀekt zu beobachten. Im Gegensatz zu den anderen Blei-Adsorbatsystemen ist es
hier nicht möglich, über die einzelnen Überstruktur-Reﬂexe zu mitteln, da sie einen stark unter-
schiedlichen Verlauf in den zeitaufgelösten Messungen zeigen. Einer der gezeigten Reﬂexe, Nr.4,
zeigt sogar nach einem sehr kleinen, schnellen Einbruch einen Intensitätsanstieg. Zur Beschreibung
dieses unerwarteten Verhaltens müssen je nach Reﬂex unterschiedliche Fitfunktionen herangezogen
werden. In Abbildung 4.31 wird eine rein phänomenologische Beschreibung des Datenverlaufes für
Reﬂex 1 und 4 mit Fitfunktion 4.3 und für Reﬂex 2 und 3 mit Funktion 4.2 vorgestellt. Reﬂex 1
zeigt für das Abregeverhalten zwei Zeitkonstanten, eine kurze in der Größenordnung von 300 ps und
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eine lange von > 5000 ps. Reﬂex 4 zeigt zunächst einen schnellen Einbruch mit τ2 = 100 ps, der von
einem Intensitätsanstieg mit einer Abfallkonstante von τ3 = 600 ps überlagert wird. Reﬂex 3 kann
mit einer einzelnen Zeitkonstante von 2500 ps geﬁttet werden. Diese Zeitkonstante beschreibt den
Langzeit-Verlauf von Reﬂex 2 ebenfalls. Die Datenpunkte zeigen jedoch bei 100− 500 ps eine deut-
liche Abweichung von dem Fit. Dieses stark unterschiedliche Verhalten für die β−Phase wurde im
Experiment mehrfach beobachtet. Bei einer geringfügigen Variation des Einfallwinkels des Elektro-
nenstrahls ändert sich das Verhalten der Reﬂexe: In Reﬂex 4 kann so auch nur ein Einbruch mit einer
einzelnen Zeitkonstante von ca. 2500 ps beobachtet werden. Bei der Betrachtung eines normierten
Diﬀerenzbildes aus RHEED-Bild mit und ohne Pump-Puls für eine Delayzeit von 200 ps ist in Abbil-
dung 4.32 a) zu erkennen, dass Reﬂexteile ein unterschiedliches Verhalten zeigen. Teilweise ist ein
Intensitätseinbruch (blau), teilweise ein Anstieg (rot) zu sehen. Ein Vergleich mit dem RHEED-Bild
in b) zeigt, dass in diesen Bereichen Kikuchi-Linien durch die Beugungsreﬂexe laufen (angedeutet
durch die hellgrauen Linien).
Abbildung 4.31: Zeitaufgelöste Messung an β(
√
3 × √3)Pb/Si(1 1 1) bei 90K mit einer Anregungsﬂuenz
von 7.5mJ/cm². Es ist das zeitliche Verhalten für die vier markierten Überstruktur-Reﬂexe dargestellt. Reﬂex
1 und 4 wurden mit der Fit-Funktion 4.3, Reﬂex 2 und 3 mit 4.2 beschrieben.
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Abbildung 4.32: β(
√
3 ×√3)Pb/Si(1 1 1): Vergleich eines a) normierten Diﬀerenzbildes für eine Delayzeit
von 200 ps und b) eines RHEED-Bildes. Das Diﬀerenzbild wird aus RHEED-Bildern mit und ohne Pump-Puls
für eine Delayzeit von 200 ps gebildet. Die roten Bereiche entsprechen einem Intensitätsgewinn, die blauen
einem Einbruch. Es ist zu erkennen, dass die markierten Reﬂexe in rote und blaue Bereiche aufgespalten sind.
Ein Vergleich mit dem RHEED-Bild b) zeigt, dass an diesen Stellen Kikuchi-Linien durch die Beugungsreﬂexe
laufen (angedeutet durch die hellgrauen Linien).
Diskussion
Die zeitaufgelösten Messungen an der β(
√
3 × √3)Pb/Si(1 1 1)-Rekonstruktion zeigen bei hinrei-
chend großen Anregungsﬂuenzen deutliche Signale, die von Reﬂex zu Reﬂex und von Winkel zu
Winkel stark variieren. Ein solches Verhalten lässt sich nicht mit einem Debye-Waller-Eﬀekt erklären.
Im Rahmen des Debye-Waller-Eﬀektes sind nur Intensitätseinbrüche beim Erhöhen der Probentem-
peratur möglich.
Wie bereits in Abschnitt 3.3 erwähnt, wird in der Literatur für die β(
√
3×√3)-Rekonstruktion von
Pb auf Si(1 1 1) ein Phasenübergang zu einer (3 × 3)-Struktur bei 86K diskutiert [9, 10, 22, 49].
In dem in Abbildung 4.33 b) gezeigten LEED-Bild der Probe aus Messung 4.31, aufgenommen bei
90K, sind an den Positionen der (3 × 3)-Reﬂexe Streifen zu erkennen, die Waben formen. Ein
ähnliches Phänomen ist in einer RHEED-Studie in [49] zu beobachten: Dort bilden sich während des
Phasenübergangs Streaks mit einer (3× 3)-Periodizität, die beim Abkühlen von RT aus stärker wer-
den. In den RHEED-Bildern der gezeigten zeitaufgelösten Messung waren jedoch keine zusätzlichen
Streaks zu beobachten. Auch die Basistemperatur von 90K liegt nah an der aus der Literatur be-
kannten Phasenübergangstemperatur von 86K. Eine mögliche Erklärung für den Intensitätsgewinn
im zeitlichen Überlapp wäre somit ein Phasenübergang.
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Abbildung 4.33: Phasenübergang der β(
√
3×√3)Pb/Si(1 1 1)-Phase zur (3× 3)-Phase. In a) und c) sind
jeweils die schematischen LEED-Bilder abgebildet. In der Mitte unter b) beﬁndet sich ein gemessenes LEED-
Bild bei 90K. Die Waben, die sich im LEED-Bild andeuten, liegen an den Positionen der (3× 3)-Reﬂexe.
Das dynamische Verhalten der Beugungsreﬂexe scheint jedoch durch Kikuchi-Linien in einen Teil mit
Intensitätsanstieg und in einen mit -verlust aufgespalten zu sein. Wird der Einfallswinkel des Elek-
tronenstrahls variiert, sodass die Kikuchi-Linien nicht mehr durch die analysierten Reﬂexe laufen, so
ist in allen Reﬂexen ein Einbruch mit einer Abregungskonstante von ca. 1500 ps zu beobachten. Der
Intensitätsanstieg könnte demnach auch über einen dynamischen Eﬀekt in den Kikuchi-Linien erklärt
werden. Die Kikuchi-Linien werden durch inelastische und danach elastische Streuprozesse im Sub-
strat hervorgerufen (Abschnitt 1.1.4). Ein dynamischer Eﬀekt in den Kikuchi-Linien bedeutet, dass
das Substrat angeregt wird. Wie bereits erwähnt, ist ein 3PPE-Prozess notwendig, um das Silizium-
Substrat mit einer Photonenenergie von 1.5 eV anzuregen. Der beobachtete Eﬀekt sollte demnach
stark ﬂuenzabhängig sein. Die Tatsache, dass bei der β(
√
3 × √3)-Rekonstruktion ein zeitaufge-
löstes Signal erst bei hohen Anregungsﬂuenzen von über 4mJ/cm² zu beobachten ist, spricht für
diesen Eﬀekt. Eine erste Darstellung der Abhängigkeit des Intensitätseinbruches für Reﬂex 2 und
3 ist in Abbildung 4.34 zu ﬁnden. Der Wert für 2.6mJ/cm² liegt im Rahmen des Rauschens. An
die Messpunkte wurde ein Power-Fit angepasst. Es ergibt sich im Rahmen des Fehlers ein Exponent
von 2. Es ist eindeutig kein linearer Zusammenhang zu beobachten. Zur Verdeutlichung ist im In-
set der Abbildung 4.34
√
∆I gegen die Anregungsﬂuenz aufgetragen. In dieser Darstellung ist ein
eindeutig linearer Zusammenhang zu erkennen. Eine Erklärung, warum ein 2PPE- und nicht der er-
wartete 3PPE-Prozess beobachtet wird, kann die Anregung eines Oberﬂächenzustandes des Silizium-
Substrats sein. Zur weiteren Klärung wurden TR-RHEED-Experimente an reinen Si(1 1 1)-Flächen
durchgeführt. Mit Anregungsﬂuenzen < 8mJ/cm² ist keine Intensitätsänderung zu beobachten. Bei
den für die β(
√
3×√3)-Rekonstruktion verwendeten Fluenzen von bis zu 10mJ/cm² ist jedoch ein
Eﬀekt zu beobachten: Die Intensität des (00)-Reﬂexes bricht um ca. 1% ein. Das bedeutet, dass
in Experimenten mit Anregungsﬂuenzen ≤ 8mJ/cm² (nahezu alle hier vorgestellten Experimente)
weiterhin eine direkte Anregung des Si-Substrats ausgeschlosen werden kann. Wird die Fluenz bis
auf 10mJ/cm² erhöht, so kann auch das Si-Substrat angeregt werden. In diesen Fällen, wie in den
Messungen an β(
√
3×√3)Pb/Si(1 1 1) und (√3×√3)Bi/Si(1 1 1), muss genau untersucht werden,
welcher Eﬀekt beobachtet wird. Einen Aufschluss gibt die bereits diskutierte Fluenz-Abhängigkeit.
Im Falle der reinen (7 × 7)Si(1 1 1)-Fläche ist die Abhängigkeit des Intensitätseinbruches eindeutig
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nicht linear, wie auch in Abbildung 4.34 für die β-Phase.
In der Literatur wird über eine Ablenkung des Elektronenstrahls durch Raumladungen auf der
Probenoberﬂäche und eine dadurch verursachte Verschiebung der Beugungsreﬂexe in TR-RHEED-
Experimenten berichtet [85, 91]. In diesen Experimenten wurden jedoch erst bei deutlich höheren
Fluenzen (> 20mJ/cm² bis zu 70mJ/cm²) Eﬀekte beobachtet. Aus diesem Grund werden Raum-
ladungseﬀekte zu diesem Zeitpunkt nicht berücksichtigt.
Mit Hilfe der Daten für die β-Phase von Pb/Si(1 1 1) lässt sich somit keine Aussage dazu treﬀen,
wie der Beitrag der β-Pb-Atome (vgl. Abbildung 4.29) in den zeitaufgelösten Daten der (
√
7 ×√
3)Pb/Si(1 1 1)-Rekonstruktion aussieht.
Eine ausführliche Untersuchung der β(
√
3×√3)-Rekonstruktion mit ﬂuenz-, basistemperatur- und
winkelabhängigen Messungen ﬁndet in der Diplomarbeit von Jörg Reimann statt [100].
Abbildung 4.34: Fluenzabhängigkeit des Intensitäteinbruchs für zeitaufgelöste Messung an β(
√
3 ×√
3)Pb/Si(1 1 1) bei 90K. Es ist ∆I für die zwei markierten Überstruktur-Reﬂexe dargestellt. ∆I ergibt
sich aus den Parametern der Fitfunktion 4.2. ∆I ist in beiden Fällen proportional zu Fluenz2. Im Inset ist zur
Verdeutlichung
√
∆I gegen die Fluenz aufgetragen. Hier ist deutlich ein linearer Zusammenhang zu erkennen.
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4.2.4 Weitere Adsorbatsysteme
Nachdem die β(
√
3×√3)Pb/Si(1 1 1)-Rekonstruktion kein ideales Modellsystem darstellt, um dass
dynamische Verhalten einer (
√
3×√3)-Rekonstruktion mit 1/3 ML zu bestimmen, wurden weitere
Adsorbatsystem untersucht.
4.2.4.1 (
√
3×√3)Bi/Si(1 1 1)
Präparation
Es wurde eine durch Bismuth induzierte (
√
3×√3)-Rekonstruktion präpariert, indem auf Si(1 1 1)-
(7× 7) nach dem Flashen entweder a) einige Lagen Bismuth bei RT oder 90K aufgedampft wurden
und dieser Film bei 420°C für 10 s annealed wurde oder b) direkt bei erhöhten Temperaturen auf-
gedampft wurde. Im Fall b) wurde die Probe mit Direktstrom auf 420°C geheizt, während der
Manipulator und Probenhalter bei 90K gehalten werden. Die Präparation a) wurde vor dem LEED
verfolgt und der Heizvorgang abgebrochen, sobald (
√
3×√3)-Reﬂexe sichtbar waren. Während des
Aufdampfens in Rezept b) wurde mit dem RHEED das Beugungsbild beobachtet und die Deposition
abgebrochen, wenn scharfe (
√
3×√3)-Reﬂexe erschienen sind.
Statische Messungen
In statischen, temperaturabhängigen Messungen zur Bestimmung der Oberﬂächen-Debye-Tempe-
ratur für die (
√
3 ×√3)Bi/Si(1 1 1)-Phase streuen die Datenpunkte für die einzelnen Nebenreﬂexe
im Vergleich zu den bisher gezeigten Daten sehr stark, sodass über vier Nebenreﬂexe gemittelt wird,
um die Oberﬂächen-Debye-Temperatur abzuschätzen. Die Reﬂexintensität ist in Abbildung 4.35 in
Abhängigkeit von der Temperatur aufgetragen. Es liegt ein geringer Intensitätseinbruch und somit
eine hohe Oberﬂächen-Debye-Temperatur vor. Aus dem gemittelten Debye-Waller-Faktor berechnet
sich eine Oberﬂächen- Debye-Temperatur von (95±20)K. Der Fehler ist hierbei groß, da die Auswer-
tung über die Reﬂexe gemittelt und nicht für die einzelnen Reﬂexe erfolgte. Auch der unterschiedliche
Impulsübertrag wurde nicht berücksichtigt.
Zeitaufgelöste Messungen
In den zeitaufgelösten Messungen an beiden Rezepten ist kein Unterschied im Verhalten des (00)-
Reﬂexes und der Nebenreﬂexe zu beobachten. Das bedeutet, dass keine Bismuth-Inseln auf der
Oberﬂäche entstanden sind. In Abbildung 4.36 ist das Verhalten der Nebenreﬂexe exemplarisch für
eine Probe gezeigt, die mit Rezept a) präpariert wurde. Der beobachtete Intensitätseinbruch ist sehr
klein - wie bei der hohen Oberﬂächen-Debye-Temperatur zu erwarten - und konnte, wie bei der
β(
√
3 × √3)Pb/Si(1 1 1)-Phase in Abschnitt 4.2.3, erst mit hohen Anregungsﬂuenzen beobachtet
werden. Die blauen Datenpunkte stammen aus einer Messung mit einer Fluenz von 3.25mJ/cm²,
die roten aus einer 9.75mJ/cm². Diese Fluenzen sind nur durch den Einbau einer zusätzlichen Linse
zur Verkleinerung des Pumpstrahl-Durchmessers und somit Erhöhung der Anregungsﬂuenz möglich.
Ohne diese Änderungen ist die Fluenz auf ca. 2.5mJ/cm² begrenzt, und es ist kein Signal zu
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beobachten. Auch damit ist der Intensitätseinbruch in der blauen Kurve ∆I < 2% und ist somit nur
unter optimalen Laserstabilitätsbedingungen experimentell zu beobachten.
Abbildung 4.35: (
√
3×√3)Bi/Si(1 1 1): Bestimmung der Oberﬂächen-Debye-Temperatur in einem statischen
Experiment. Die gezeigten Datenpunkte ergeben sich aus der Mittelung der Reﬂexintensität der im Inset
markierten Überstruktur-Reﬂexe. Aus dem exponentiellen Fit (blaue, durchgezogene Linie) ergibt sich eine
Oberﬂächen-Debye-Temperatur von (95± 20)K.
Das Abkühlverhalten kann mit der Fitfunktion 4.2 mit einer Zeitkonstante für das Abkühlen be-
schrieben werden. Es wurde unabhängig vom Rezept eine Zeitkonstante τ2 < 1000 ps beobachtet.
Die Werte streuen zwischen 1000 ps und 4000 ps, was darauf zurückzuführen ist, dass die meisten
Messungen bei einer Fluenz von 4.0mJ/cm² durchgeführt wurden, um das Bismuth im Experiment
nicht direkt wieder zu desorbieren. Das beobachtete Signal lag also in den meisten Fällen bei ca.
2%, und der Fehler bei der Bestimmung der Zeitkonstanten ist dementsprechend groß.
In Abbildung 4.37 ist eine Fluenzabhängigkeit des Intensitätseinbruches dargestellt. Obwohl nur zwei
Datenpunkte für Messungen an einer Präparation und der Ursprung vorhanden sind, ist im Vergleich
zu den Daten für die von β(
√
3 × √3)Pb/Si(1 1 1) in Abbildung 4.34 eine lineare Abhängigkeit zu
erkennen.
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Abbildung 4.36: Zeitaufgelöste Messung an (
√
3×√3)Bi/Si(1 1 1) bei 90K und mit zwei Anregungsﬂuenzen.
Das Verhalten kann mit der Fitfunktion 4.2 mit einer Zeitkonstante für das Abkühlen beschrieben werden.
Der beobachtete Intensitätseinbruch ist sehr klein.
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Abbildung 4.37: Fluenzabhängigkeit des Intensitäteinbruchs für zeitaufgelöste Messung an (
√
3 ×√
3)Bi/Si(1 1 1) bei 90K. Es ist ∆I für die Mittelung über die markierten Überstruktur-Reﬂexe dargestellt.
∆I ergibt sich aus den Parametern der Fitfunktion 4.2 und ist linear abhängig von der Anregungsﬂuenz.
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4.2.4.2 (
√
3×√3)Ag/Si(1 1 1)
Präparation
Eine (
√
3×√3)R30◦-Rekonstruktion wurde durch Aufdampfen von Silber bei erhöhten Temperaturen
hergestellt. Zunächst wurde eine Si(1 1 1)(7 × 7)-Rekonstruktion durch Flashen präpariert, danach
wurde die Probe durch Direktstrom auf eine Temperatur von 600°C gebracht und so lange Ag
deponiert (ca. 90 s), bis im RHEED (
√
3 ×√3)-Reﬂexe sichtbar waren. LEED- und RHEED-Bilder
sind in Abbildung 3.16 zu sehen. Da bei erhöhten Temperaturen aufgedampft wird, wird davon
ausgegangen, dass die Bedeckung nicht deutlich über der Minimal-Bedeckung von 13 ML für eine
(
√
3×√3) liegt.
Statische Messungen
Zur Abschätzung einer Oberﬂächen-Debye-Temperatur wurden LEED-Bilder bei fünf Temperaturen
zwischen RT und 50K bei den Energien 90 eV, 120 eV und 139 eV aufgenommen. Die Reﬂexin-
tensität wurde in Abhängigkeit der Temperatur für vier Überstruktur-Reﬂexe ausgewertet. Als grobe
Abschätzung ergibt sich für die Oberﬂächen-Debye-Temperatur von (
√
3×√3)Ag/Si(1 1 1) ein Wert
von (99±20)K. Dieses Ergebnis ist vergleichbar mit den Resultaten für das (√3×√3)Bi/Si(1 1 1)-
und β(
√
3×√3)Pb/Si(1 1 1)-System.
Zeitaufgelöste Messungen
In diversen zeitaufgelösten Experimenten mit Fluenzen bis zu 2.5mJ/cm² ist keine Intensitätsände-
rung in den Überstruktur-Reﬂexen zu beobachten. Es wurden sowohl direkt vor als auch nach den
Messungen in derselben Probenposition Experimente an dünnen Ag- oder Bi-Filmen durchgeführt,
in denen eindeutige Signale vorhanden sind. Es handelt sich demnach um kein Justageproblem.
Eine Beispielmessung bei 90K und 2.3mJ/cm² ist in Abbildung 4.38 dargestellt. Es wurde über
die Intensität der vier markierten Überstruktur-Reﬂexe gemittelt. Der Zeitnullpunkt ist aus einer
Bismuth-Justage-Messung bekannt. Es ist kein Signal zu erkennen, d. h. der Intensitätseinbruch ist
entweder geringer als das Signalrauschen oder gar nicht vorhanden.
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Abbildung 4.38: Zeitaufgelöste Messung an (
√
3×√3)Ag/Si(1 1 1) bei 90K und 2.3mJ/cm². Die Daten-
punkte ergeben sich aus der gemittelten Intensität der vier markierten Überstruktur-Reﬂexe. Der Zeitnullpunkt
ist aus einer Bismuth-Justage-Messung bekannt. Es ist kein Einbruch zu erkennen.
4.2.4.3 (
√
3×√3)In/Si(1 1 1) und (√31×√31)In/Si(1 1 1)
Präparation
Die (
√
3×√3)In/Si(1 1 1)-Phase wird präpariert, indem 90 s lang mit einer Startleistung des Elek-
tronenstoßverdampfers von 21W Indium aufgedampft wird. Die Probe wird dabei mit Direktstrom
auf 700K geheizt. Die (
√
3×√3)-Phase tritt bei einer Bedeckung von 0.25 bis 0.6 ML Indium auf.
Wird 120 s lang aufgedampft, so bildet sich, wie im Phasendiagramm 3.17 zu sehen, die (
√
31 ×√
31)-Rekonstruktion mit der nächst höheren Bedeckung. Diese Präparationen wurden im RHEED
beobachtet.
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Zeitaufgelöste Messungen
Abbildung 4.39: Zeitaufgelöste Messung an (
√
3 ×√3)In/Si(1 1 1) bei 50K und 2.3mJ/cm². Die Daten-
punkte ergeben sich aus der gemittelten Intensität der acht markierten Überstruktur-Reﬂexe. Der Zeitnull-
punkt ist aus einer Blei-Justage-Messung bekannt.
Auch an den beiden Indium-Rekonstruktionen im Submonolagen Bereich wurden TR-RHEED-Ex-
perimente durchgeführt. In den Abbildungen 4.39 und 4.40 sind Daten für die (
√
3 × √3)- und
(
√
31 × √31)-Phasen aufgetragen. Beide Messungen fanden bei 50K Basistemperatur und einer
Anregungsﬂuenz von 2.3mJ/cm² statt. Die (
√
3 × √3)-Messung gestaltete sich schwierig, da in
allen Experimenten nach ca. 10 Minuten Beleuchtung mit dem Pumplaser die (
√
3×√3)´-Reﬂexe
verschwanden. Aus diesem Grund ist in der Abbildung 4.39 nur ein kleiner Delayzeit-Bereich ab-
gebildet, in dem die Reﬂexe zumindest noch schwach vorhanden waren. Unabhängig von dieser
Problematik sind in den beiden exemplarischen Messkurven - und auch in keiner anderen - keine
Einbrüche beim zeitlichen Überlapp zu beobachten. Die Datenpunkte ergeben sich jeweils aus der
Mittelung über die markierten Überstruktur-Reﬂexe. In beiden Fällen wurden zu Beginn des Messta-
ges der räumliche Überlapp und die Position des zeitlichen Überlapps mit einer TR-RHEED-Messung
an einem bei RT präparierten Blei-Film bestimmt.
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Abbildung 4.40: Zeitaufgelöste Messung an (
√
31 × √31)In/Si(1 1 1) bei 50K und 2.3mJ/cm2. Die Da-
tenpunkte ergeben sich aus der gemittelten Intensität der sieben markierten Überstruktur-Reﬂexe. Der Zeit-
nullpunkt ist aus einer Blei-Justage-Messung bekannt. Es ist kein Einbruch im Signal zu erkennen.
4.2.4.4 Diskussion
Adsorbatsysteme mit einer Bedeckung von unter 1 ML zeigen nur sehr kleine Intensitätseinbrüche in
TR-RHEED-Experimenten bei hohen Anregungsﬂuenzen (im Falle von Bi in Abschnitt 4.2.4.1). Bei
geringeren Anregungsﬂuenzen sind gar keine Signale zu beobachten (Ag in Abschnitt 4.2.4.2 und In
in Abschnitt 4.2.4.3). Für Bi wird eine Oberﬂächen-Debye-Temperatur von (95±20)K abgeschätzt,
die genau wie die der Pb/Si(1 1 1)-β-Phase, deutlich höher ist als die für dünne Filme, Inseln oder
die ausführlich untersuchten SIC(
√
3×√3) und (√7×√3)Pb/Si(1 1 1)-Phase. Ein geringerer, erst
bei hohen Fluenzen sichtbarer Intensitätseinbruch ist dadurch zu erklären.
Im Falle von der (
√
3×√3)Bi/Si(1 1 1)-Rekonstruktion wird in der Fluenzabhängigkeit ein linearer
Zusammenhang beobachtet (Abbildung 4.37). Im Gegensatz zur β(
√
3×√3)Pb/Si(1 1 1)-Phase in
Abschnitt 4.2.3 sind demnach eindeutig keine Substrateﬀekte zu beobachten, obwohl auch hier hohe
Fluenzen genutzt wurden.
Warum hat ein Adsorbatsystem mit einer Bedeckung von unter 1 ML eine vergleichsweise hohe
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Oberﬂächen-Debye-Temperatur? Warum ist nur ein so geringer - bei normalen Fluenzen gar nicht
aufzulösender - Intensitätseinbruch zu beobachten?
Mit Hilfe einer einfachen Betrachtung eines harmonischen Oszillators und des Debye-Waller-Faktors
kann eine Abschätzung vorgenommen werden. Im Falle einer (
√
3 × √3)-Rekonstruktion mit einer
1/3 ML Bedeckung sitzen die Atome an T4-Plätzen und sind durch drei Bindungen an das Substrat
gebunden. Ein Beispiel dafür ist in den Strukturmodellen für Bi auf Si(1 1 1) in Abbildung 3.9 zu
ﬁnden. Für die Energie und Frequenz eines harmonischen Oszillators gilt allgemein:
E = 12Du
2
ω =
√
D
m
(4.4)
wobei D die Federkonstante, u die Auslenkung, m die Masse des Oszillators ist. Im Gegensatz zu
dem Fall einer 1 ML Bedeckung ist bei einer 1/3 ML ein Atom mit drei Bindungen an das Si-Substrat
gebunden, siehe Abbildung 4.41. Die Bindungsstärke kann demnach als dreimal so groß angenommen
werden:D1/3ML = 3D1ML. Daraus folgt: ω1/3ML =
√
3ω1ML und für die zu erwartende Auslenkung
lässt sich abschätzen, dass sie nach E = 12Du
2 um den Faktor 1/
√
3 geringer als für 1 ML sein
muss: u1/3ML = 1/
√
3u1ML. Die Auslenkung geht quadratisch in den Debye-Waller-Faktor ein. In
erster Näherung gilt für den beobachteten Intensitätseinbruch demzufolge:
∆I ∼
∣∣∣∣exp(−13 〈(−→u ·∆−→k )2〉− 1
∣∣∣∣ ≈ 13 〈(−→u ·∆−→k )2〉 . (4.5)
Die im Experiment gemessene Intensitätsänderung ist näherungsweise proportional zu u2, und somit
kann für die 1/3 ML ein Intensitätseinbruch von ∆I1/3ML = 13∆I1ML abgeschätzt werden. Um noch
einmal zu den Ergebnissen aus Abschnitt 4.2.2 zurückzukommen, kann mit dieser Abschätzung erklärt
werden, warum keine zusätzliche Mode und somit Zeitkonstante für die β-Pb-Atome beobachtet wird.
Diese sind, wie bei einer 1/3 ML, mit drei Bindungen ans Substrat gebunden. Der zu erwartende
Eﬀekt ist somit um > 1/3 kleiner als für die T1- und T4-Mode und wird von ihnen überdeckt.
Für genauere Aussagen zur Vibrationsanregung der hier untersuchten Adsorbatsysteme und der Zeit-
skala, auf der sie dissipiert, sind theoretische Berechnungen, analog zum SIC(
√
3×√3)Pb/Si(1 1 1)-
System, notwendig.
Abbildung 4.41: Skizze zur Erklärung der Bindungsstärke im Vergleich zwischen einer (
√
3 × √3)-
Rekonstruktion mit 1 ML Bedeckung in a) und 1/3 ML in b).
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4.3 Dynamik von Oberﬂächen-Phasenübergänge
Eine weitere Fragestellung, die mit Hilfe von TR-RHEED geklärt werden kann, ist die nach der
Dynamik von Phasenübergängen. Wie werden Phasenübergänge angeregt? In den meisten anderen
experimentellen Untersuchungen werden sie thermisch angeregt, wie z. B. in den hier durchgeführten
statischen Experimenten im thermischen Gleichgewicht. Können Phasenübergänge aber auch direkt
elektronisch angeregt werden? Und wie können solche Erkenntnisse aus TR-RHEED-Messungen ge-
wonnen werden? TR-RHEED-Experimente, in denen strukturelle Änderungen der Oberﬂäche und
Vibrationen von Oberﬂächenatomen direkt beobachtet werden können, stellen eine perfekte Ergän-
zung zu TR-ARPES-Messungen (Time Resoved Angle Resolved Photoemission Spectroscopy, zeit-
und winkelaufgelöste Photomemissionsspektroskopie) dar, in denen die elektronische Bandstruktur
und die Dynamik der elektronischen Anregung untersucht werden kann.
Als erstes Modellsystem für einen Oberﬂächen-Phasenübergang wird der Ordnungs-Unordnungs-
Phasenübergang der Si(0 0 1)-Oberﬂäche untersucht. Die Phasenübergangs-Temperatur liegt bei
200K. Aus der Literatur ist bekannt, dass dieser Übergang direkt durch Injektion von Elektronen mit
einer STM-Spitze [40,63,96] getrieben werden kann. Darüber hinaus werden TR-RHEED-Messungen
des Peierls-artigen Phasenübergangs von Indium auf Si(1 1 1) ausführlich vorgestellt. Für dieses Sys-
tem wird in der Literatur die Ausbildung von Ladungsdichtewellen (CDW, vgl. Abschnitt 1.4.2) durch
eine Peierls-Instabilität entlang der 1-dimensionalen Reihen diskutiert, z. B. [140]. In beiden Fällen
können durch die hier vorgestellten TR-RHEED-Daten Aussagen über den Anregungsmechanismus
getroﬀen werden.
4.3.1 Si(0 0 1) c(4× 2)− (2× 1)
Präparation
Die Si(0 0 1)-Proben (n-dotiert, Antimon, 10 − 20mΩcm) werden durch Kühlen auf 90K und an-
schließendes Flash-Annealen auf 1200°C präpariert, resultierend in einer sauberen Oberﬂäche mit
einer klaren c(4× 2)-Rekonstruktion, die im LEED überprüft wurde (siehe Abbildung 3.5).
Zeitaufgelöste Messungen
Si(0 0 1) durchläuft einen Ordnungs-Unordnungs-Phasenübergang von einer c(4×2)- zu einer (2×1)-
Struktur bei 200K. Die Dynamik dieses Phasenübergangs kann mit TR-RHEED beobachtet werden.
Dafür wird ein Einfallswinkel des Elektronenstrahls eingestellt, bei dem c(4 × 2)-Reﬂexe auf einem
separaten Laue-Ring zu sehen sind, wie in Abbildung 4.42 durch rote Pfeile angedeutet ist. In dieser
Einstellung ist der (00)-Reﬂex nicht sichtbar. Für die Experimente wurde eine Basistemperatur von
90K und eine Anregungsﬂuenz von 2.3mJ/cm² genutzt.
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Abbildung 4.42: RHEED-Bilder aus einer zeitaufgelösten Messung an Si(0 0 1) c(4 × 2): In a) und b) sind
in rot ein c(4×2)- und in blau (2×1)-Reﬂex markiert. Die roten Pfeile deuten die Lage eines Laue-Rings an,
der durch die c(4×2)-Rekonstruktion gegeben wird. a) Wurde für eine negative Delayzeit aufgenommen, das
bedeutet vor dem zeitlichen Überlapp. Das Bild in b) ist kurz nach dem zeitlichen Überlapp aufgenommen.
Die Reﬂexe auf dem mit den Pfeilen angezeigten Laue-Ring verschwinden beim Übergang von a) nach b)
nahezu vollständig - der Phasenübergang c(4× 2)− (2× 1) ﬁndet statt.
In Abbildung 4.43 a) ist das zeitliche Verhalten eines (2 × 1)-Reﬂexes, der in Abbildung 4.42 blau
markiert ist, aufgetragen. Es ist im zeitlichen Überlapp ein geringer Intensitätseinbruch zu beobach-
ten. Der Zeit-Nullpunkt stimmt mit dem der zugehörigen Bismuth-Justage-Messungen überein. In
b) ist das Verhalten eines c(4 × 2)-Reﬂexes (in Abbildung 4.42 rot markiert) nach Hintergrundab-
zug dargestellt. Direkt nach der Anregung verschwinden die c(4 × 2)-Reﬂexe beinahe vollständig.
Zur Veranschaulichung dieses Eﬀektes sind in Abbildung 4.42 ein Beugungsbild vor dem zeitlichen
Überlapp a) und für eine Delayzeit von15 ps b) dargestellt. Die Reﬂexe auf dem mit den Pfeilen
angezeigten Laue-Ring verschwinden von a) nach b) nahezu komplett.
Diskussion
Auf Grund einer direkten Bandlücke von 3.4 eV (vgl. Abschnitt 3.1) kann direkte Absorption der
Photonen mit E = 1.55 eV in einem Ein-Photonen-Prozess (1PPE) in der Silizium-Oberﬂäche ausge-
schlossen werden. Stattdessen wird davon ausgegangen, dass eine Absorption im Oberﬂächenzustand
der gebuckelten Dimere stattﬁndet, wie z. B. in den zeitaufgelösten Photoemissions-Experimenten
von Weinelt et al. [134]. Dadurch kommt es zu einer lang lebenden elektronischen Anregung des Ober-
ﬂächenzustandes, die eine Verkippung der Dimere zur Folge hat. Der Phasenübergang c(4×2)−(2×1)
ﬁndet statt. Der hier vorgeschlagene Prozess ist vergleichbar mit der Anregung einer Dimerschwin-
gung durch eine STM-Spitze [96]. Eine thermische Anregung kommt nicht in Frage, da Wärme
auf Grund der nicht vorhandenen Massendiﬀerenz zwischen Substrat und Adsorbat und somit iden-
tischen akkustischen Impedanz sehr viel schneller ins Substrat abgeleitet würde. Ein dominanter
Debye-Waller-Eﬀekt kann durch den sehr geringen Intensitätseinbruch in den Daten für den (2× 1)-
Reﬂex ausgeschlossen werden. Die beobachteten Zeitkonstanten von 600 − 800 ps sind in guter
Übereinstimmung mit den Daten von Weinelt et al. [134].
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Abbildung 4.43: Zeitaufgelöste Messung an Si(0 0 1) c(4 × 2) bei 90K und einer Anregungsﬂuenz von
2.3mJ/cm². Das Verhalten kann mit der Fitfunktion 4.2 mit einer Zeitkonstante für den Abregungsprozess
beschrieben werden. Oben sind Messwerte für einen (2 × 1)-Reﬂex in blau abgebildet: Der beobachtete
Intensitätseinbruch ist sehr klein. Die Intensität kehrt auf ihren Ausgangswert mit einer Zeitkonstante von
623 ps zurück. Die roten, unteren Datenpunkte beschreiben den zeitlichen Intensitätsverlauf eines c(4× 2)-
Reﬂexes. Nach Hintergrundabzug bricht die Intensität im Überlapp nahezu komplett ein. Die beobachtete
Zeitkonstante beträgt 808 ps. Negative Intensitätswerte sind ein Artefakt des Hintergrundabzugs.
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4.3.2 In/Si(1 1 1) (4× 1)− (8× ”2”)
Präparation
Die Indium-Monolagen wurden durch Deposition von Indium auf ein n-dotiertes, durch Flashen prä-
pariertes, Si(1 1 1)-Substrat hergestellt. Die Probe wurde dabei mit Direktstrom auf 430°C geheizt,
während der Probenhalter und Manipulator weiterhin bei tiefen Temperaturen gehalten wurden. Der
Aufdampfprozess wurde im RHEED beobachtet. Die Oberﬂächenqualität wurde vor und nach jedem
Experiment mit LEED überprüft. Typische Beugungsbilder sind in Abschnitt 3.5 gezeigt.
Statische Messungen
Abbildung 4.44: (4×1)− (8×”2”)In/Si(1 1 1): Aus der Temperaturabhängigkeit der normierten Beugungs-
intensität wird die Phasenübergangs-Temperatur und die Oberﬂächen-Debye-Temperatur in einem statischen
Experiment bestimmt. Die gezeigten Datenpunkte ergeben sich aus der Mittelung der Reﬂexintensität der
im Inset markierten Reﬂexe.
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Reﬂex Exponent (< 130K) Exponent (> 140K)
(00) 0.0163 0.0113
Viertelreﬂexe 0.0171 0.015
Achtelreﬂexe 0.0069 0
Streak 0.0063 0
Tabelle 4.5: Debye-Waller-Faktoren für (4× 1)− (8× ”2”)In/Si(1 1 1) aus den in Abbildung 4.44 gezeigten
Exponentialﬁts.
In einem stationären Experiment wurde die Übergangstemperatur des Phasenübergangs bestimmt.
In der Abbildung 4.44 kann eine Temperatur TC = 135K − 140K abgelesen werden. Es ist die
Intensität des (00)-Reﬂexes in orange zwischen 45K und 195K aufgetragen. Zusätzlich wurde die
Intensität für vier Viertelreﬂexe, wie im Inset markiert, gemittelt. In den roten Datenpunkten ist
eindeutig ein Intensitätssprung bei der Phasenübergangs-Temperatur zu erkennen. Bei den blauen
Datenpunkten (Mittelung über drei Achtelreﬂexe) und den grünen (Mittelung über drei Streaks) ist
ein Intensitätseinbruch bei derselben Temperatur zu beobachten. Durch die Mittelung über mehrere
Reﬂexe wird, wie auch z. B. bei der β(
√
3×√3)Pb/Si(1 1 1) ein geringer Fehler gemacht, da bei der
Bestimmung der Oberﬂächen-Debye-Temperatur der Impulsübertrag eingeht und dieser sich für die
Reﬂexe unterscheidet. Zur Verbesserung der Statistik wird dieser Fehler jedoch in Kauf genommen
und bei der Angabe von ΘD,surf berücksichtigt. Bei einer genauen Betrachtung der Hochtemperatur-
Beugungsbilder ist zu sehen, dass die Achtelreﬂexe und Streaks vollständig verschwinden. Dass die
Intensität in Abbildung 4.44 nicht auf Null zurückgeht, sondern bei einem konstanten Wert von 0.6
verbleibt, ist ein Auswertungsartefakt und auf den Hintergrund-Abzug zurückzuführen. Die durch-
gezogenen Linien sind exponentielle Fits. Die jeweiligen Exponenten sind in der Tabelle 4.5 darge-
stellt. Achtelreﬂexe und Streaks zeigen denselben Wert, Viertelreﬂexe und (00)-Reﬂex unterhalb der
Sprungtemperatur ebenfalls, oberhalb weichen sie voneinander ab. Aus dem Wert für die Viertelreﬂe-
xe und dem (00)-Reﬂex kann die Oberﬂächen-Debye-Temperatur für die In/Si(1 1 1) (4× 1)-Phase
abgeschätzt werden. Es ergibt sich ΘD,surf = (40 ± 5)K. Aus den Werten für die Achtelreﬂexe
und die Streaks in der 2er-Richtung kann ein Wert für die (8× 2)-Phase von ΘD,surf = (60± 2)K
angegeben werden. Im Mittel wird mit einem Wert von ΘD,surf = (50± 10)K weiter gearbeitet.
Zeitaufgelöste Messungen
Für zeitaufgelöste Experimente wurde eine (8 × ”2”)-rekonstruierte In/Si(1 1 1) wie beschrieben
präpariert. In den Abbildungen 4.45 und 4.46 sind in a) exemplarisch RHEED-Bilder vor dem zeitli-
chen Überlapp, in b) kurz nach dem Überlapp und in c) zur besseren Veranschaulichung normierte
Diﬀerenzbilder aus zwei zeitaufgelösten Messungen bei 20K Basistemperatur und 2.1mJ/cm² An-
regungsﬂuenz dargestellt. Für das normierte Diﬀerenzbild wird:
Bild mit Pump(Delay = 50 ps)/Bild ohne Pump(Delay = 50 ps)− 1 (4.6)
gerechnet. Alle roten Bereiche im Diﬀerenzbild gewinnen Intensität im zeitlichen Überlapp. In den
blauen Bereichen nimmt die Intensität ab. Weiß entspricht keiner Änderung. In dieser Darstellung ist
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sehr gut zu erkennen, dass der Phasenübergang stattﬁndet: Im Gegensatz zu einer einfachen ther-
mischen Vibrationsanregung, wo die Beugungsintensität durch den Debye-Waller-Eﬀekt im Überlapp
abnimmt, sind hier Intensitätsgewinne zu beobachten. Alle roten Bereiche können der (4 × 1)-
Rekonstruktion zugeordnet werden. In blau sind deutlich die Streaks und die Reﬂexe der (8× ”2”)-
Rekonstruktion zu erkennen.
Zusätzlich ist in Abbildung 4.45 d) und 4.46 d) für beide Messungen die normierte Beugungsin-
tensität gegenüber der Delayzeit aufgetragen. Die roten Datenpunkte stellen jeweils eine Mittelung
über die Intensität der in den RHEED-Bildern rot markierten Viertelreﬂexe (Viertel) da, die blauen
dementsprechend eine Mittelung über die Intensität der Achtelreﬂexe (Achtel). Die durchgezoge-
nen Linien ergeben sich aus einem Fit an die Datenpunkte mit Funktion 4.2 und einer konstanten
Zeitkonstante τ1 = 40 ps. Auch hier ist in den Viertelreﬂexen ein Intensitätsanstieg und in den Ach-
telreﬂexen ein Einbruch zu beobachten. Nicht dargestellt ist der Intensitätsverlauf für die Streaks,
der mit dem für die Achtelreﬂexe vergleichbar ist.
Für beide Messungen sind die Kurven im gleichen Delay-Bereich abgebildet. Es ist oﬀensichtlich, dass
die beobachteten Zeitkonstanten sich stark unterscheiden. In Tabelle 4.6 sind die Zeitkonstanten τ2
zusammengefasst.
τ2 (Viertel) τ2 (Achtel) Messdauer Abbildung
(63± 4) ps (88± 8) ps 41 Minuten 4.45
(439± 23) ps (385± 12) ps 8 Minuten 4.46
Tabelle 4.6: Fitergebnisse für τ2 mit Funktion 4.2.
Für die zuerst gezeigte Messung, mit einer Messdauer von 41 Minuten, ergeben sich sehr kurze
Zeitkonstanten von ca. 70 ps. Für die zweite Messung, die direkt nach der Filmpräparation gestartet
wurde und nur eine Dauer von 8 Minuten hatte, sind Zeitkonstanten von 400 ps zu beobachten. In
beiden Fällen verhalten sich die Viertel-, die Achtelreﬂexe und (nicht gezeigt) die Streaks in ”2”er-
Richtung identisch. Intensitätseinbruch und Anstieg ﬁnden in beiden Fällen zur selben Delayzeit
statt.
Auch eine genauere Betrachtung der normierten Diﬀerenzbilder der beiden Messungen zeigt Unter-
schiede: In 4.45 c) ist der (00)-Reﬂex blau, die Intensität nimmt demnach im Überlapp ab. In 4.46
c) hingegen ist der (00)-Reﬂex rot, die Intensität steigt an. Desweiteren ist zu erkennen, dass der
Winkel und damit die Streubedingungen sich in den beiden Messungen leicht unterscheiden.
Auch im jeweiligen Übergang von Beugungbild a) zu b) ist ein Unterschied zu erkennen: In 4.46
verschwinden die blau gekennzeichneten Achtelreﬂexe und Streaks vollständig. Dass die Intensität in
der Messkurve nicht auf Null einbricht, ist ein Artefakt des Hintergrundabzuges. In Abbildung 4.45
sind jedoch die blau hervorgehobenen Achtelreﬂexe und Streaks noch schwach vorhanden.
Um dieses Verhalten genauer zu verstehen, werden im Folgenden Messungen in Abhängigkeit des
Filmalters und der Messdauer vorgestellt. Darüber hinaus wurden sehr ausführliche winkelabhängige
(zeitaufgelöste) Messungen durchgeführt.
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Abbildung 4.45: a) und b) RHEED-Bilder aus einer zeitaufgelösten Messung an In/Si(1 1 1) (4×1)−(8×”2”)
für negative Delayzeiten a) und kurz nach dem zeitlichen Überlapp b). In rot sind Reﬂexe der (4 × 1)- und
in blau die der (8 × ”2”)-Rekonstruktion markiert. Die blau markierten Achtelreﬂexe verschwinden beim
Übergang von a) nach b) nahezu vollständig - der Phasenübergang (4 × 1) − (8 × ”2”) ﬁndet statt. In c)
ist ein normiertes Diﬀerenzbild kurz nach dem zeitlichen Überlapp gezeigt. Die roten Bereiche entsprechen
einem Intensitätsanstieg, die blauen einem Einbruch. Die Intensität des (00)-Reﬂexes nimmt ab.
d) Zeitaufgelöste Messung an In/Si(1 1 1) (4 × 1) − (8 × ”2”) bei 20K und einer Anregungsﬂuenz von
2.1mJ/cm2. In rot ist die Mittelung über die rot gekennzeichneten Reﬂexe der (4 × 1)-Rekonstruktion
dargestellt. Die Intensität steigt an. In blau ist eine Mittelung über die blau markierten Reﬂexe der (8 ×
”2”) abgebildet. Die Intensität bricht ein. Das zeitliche Verhalten kann mit der Fitfunktion 4.2 mit einer
Zeitkonstante für den Abregungsprozess beschrieben werden. Im Rahmen der Genauigkeit ergibt sich für
beide Kurven ca. τ2 = 70ps. Die Messdauer betrug 41 Minuten.
Abbildung 4.46: RHEED-Bilder aus einer zeitaufgelösten Messung an In/Si(1 1 1) (4 × 1) − (8 × ”2”): a)
wurde vor, b) kurz nach dem zeitlichen Überlapp aufgenommen. Die blau markierten Reﬂexe der (8× ”2”)-
Rekonstruktion verschwinden beim Übergang von a) nach b) vollständig. Im normierten Diﬀerenzbild c) sind
daher die Streaks und Reﬂexe der (8× ”2”)-Rekonstruktion blau zu erkennen, die Intensität nimmt ab. Die
in a) und b) rot gekennzeichneten (4× 1)-Reﬂexe sind in c) rot, die Intensität nimmt zu. Die Intensität des
(00)-Reﬂexes steigt ebenfalls an.
d) Zeitaufgelöste Messung an In/Si(1 1 1) (4 × 1) − (8 × ”2”) bei 20K und einer Anregungsﬂuenz von
2.1mJ/cm2. Im Gegensatz zur vorherigen Messung in Abbildung 4.45 wurde die Messung unmittelbar nach
der Präparation gestartet und dauerte nur 8 Minuten. Die roten Datenpunkte sind eine Mittelung über die
in den RHEED-Bildern rot gekennzeichneten (4 × 1)-Reﬂexe, die blauen über die der (8 × ”2”)-Phase. Die
Intensität in den Achtelreﬂexen bricht ein, die der Viertel steigt an. Im Rahmen der Genauigkeit ergibt sich
für beide Kurven eine Zeitkonstante von τ2 = 400ps für die Abregung.
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Alter des Films/ Messdauer
Zur genauen Untersuchung des Einﬂusses des Filmalters auf das dynamische Verhalten, wurden
an einem frisch präpariertem Film mehrere kurze Messungen mit einer Dauer von acht Minuten
hintereinander - ohne sonstige Änderungen - durchgeführt. Die Messungen, die in Abbildung 4.47
gezeigt werden, fanden bei einer Basistemperatur von 20K und einer Fluenz von 2.1mJ/cm2 statt.
Es ist jeweils das zeitliche Verhalten als Mittelung über drei Viertelreﬂexe und zwei Achtelreﬂexe
dargestellt. Die Viertel sind in Rot- und Gelbtönen, die Achtel in Blau- und Grüntönen gehalten.
Abbildung 4.47: Zeitaufgelöste Messungen an In/Si(1 1 1) (4×1)−(8×”2”) bei 20K und einer Anregungs-
ﬂuenz von 2.1mJ/cm2. Es wurden fünf kurze Messungen (Dauer 8 Minuten) hintereinander an einer Probe
durchgeführt. Es ist jeweils das zeitliche Verhalten als Mittelung über drei Viertelreﬂexe und zwei Achtelreﬂexe
dargestellt. Die Viertelreﬂexe sind in Rot- und Gelbtönen, die Achtelreﬂexe in Blau- und Grüntönen gehalten.
Die Intensität in den Achtelreﬂexen bricht ein, die der Viertel steigt an. Die beobachtete Zeitkonstante τ2
ändert sich für die Achtel- und Viertelreﬂexe gleichermaßen von 230 ps für die erste Messung (äußere Kurven)
auf 70 ps für die letzte Messung (innere Kurven).
Wie zuvor zeigen die Viertelreﬂexe einen Anstieg, die Achtel einen Einbruch der normierten Intensi-
tät. Die äußeren Kurven repräsentieren die erste Messung, die Inneren die Letzte. Es ist eindeutig zu
erkennen, dass die Intensitätsänderung im Laufe der Messungen abnimmt und sich die Zeitkonstante
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drastisch verkürzt. In der ersten Messung ist eine Zeitkonstante τ2 von 230 ps zu beobachten, sowohl
für den Anstieg der Intensität in den Viertel- als auch für den Einbruch in den Achtelreﬂexen. In der
letzten Messung, etwas mehr als 30 Minuten nach der ersten, beträgt sie nur noch 70 ps für beide
Kurven. Dieser Eﬀekt wurde mehrfach bei unterschiedlichen Basistemperaturen und Anregungsﬂu-
enzen beobachtet. Die Abhängigkeit der Zeitkonstante τ2 vom Filmalter für den Fall T0 = 20K und
2.1mJ/cm2 ist in Abbildung 4.48 dargestellt. Es sind zusätzlich zu den Daten aus Abbildung 4.47
noch weitere Werte aus zwei anderen aufeinander folgenden Messungen eingetragen. Die Zeitkon-
stante ändert sich für Achtel- und Viertelreﬂexe gleichermaßen von 400 ps auf 70 ps. In noch längeren
Messungen (Messdauer > 60 Minuten) bzw. in Messungen an älteren Filmen sind Zeitkonstanten
bis minimal 50 ps zu beobachten (als graue, gestrichelte Linie angedeutet). Das Verhalten kann mit
einer Exponentialfunktion beschrieben werden, der Fit ist in grau eingezeichnet.
Abbildung 4.48: In/Si(1 1 1) (4× 1)− (8× ”2”) : Abhängigkeit der Zeitkonstante τ2 vom Filmalter für den
Fall T0 = 20K und 2.1mJ/cm2. Die Zeitkonstante fällt sowohl für Achtel- als auch für Viertelreﬂexe von
400 ps auf 70 ps innerhalb von 42 Minuten ab. Für noch längere Messungen werden Zeitkonstanten von bis zu
50 ps zu beobachten. Dieser Wert wurde daher als untere Grenze als graue, gestrichelte Linie eingezeichnet.
Das Abklingen der Zeitkonstanten kann mit einer Exponentialfunktion beschrieben werden (graue Linie).
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Winkelabhängige Messungen
Bei der Durchführung der zeitaufgelösten Messungen an dem Indium-Phasenübergang hat sich ge-
zeigt, dass im (00)-Reﬂex ein Intensitätseinbruch oder Anstieg zu beobachten ist. Eine genauere
Betrachtung der Beugungsbilder hat gezeigt, dass sich die Streubedingungen in diesen Experimenten
minimal unterscheiden. Aus diesem Grund wurden ausführliche winkelabhängige Messungen durch-
geführt. Als ein Beispiel ist die normierte Intensitätsänderung bei einer Delayzeit von 75 ps für den
(00)-Reﬂex (blau) und zwei unterschiedliche Viertelreﬂexe in Abhängigkeit des Einfallswinkels in
Abbildung 4.49 dargestellt.
Abbildung 4.49: Winkelabhängige Messung der Intensitätsänderung 75 ps nach dem zeitlichen Überlapp mit
T0 = 90K und 1mJ/cm2. Für die im Inset markierten Viertelreﬂexe und den (00)-Reﬂex ist die normierte
Intensität aus RHEED-Bildern mit und ohne Laseranregung in Abhängigkeit des Einfallswinkels der Elektronen
aufgetragen. Es ist eine starke Abhängigkeit von der Streuphase zu erkennen. Beim (00)-Reﬂex ändert sich
bei einer Winkeländerung von nur 0.5° innerhalb des grau hinterlegten Bereiches das transiente Verhalten
von einem geringen Intensitätseinbruch zu dem maximalen beobachteten Intensitätsanstieg.
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Die Basistemperatur lag bei 90K, und es wurde eine Anregungsﬂuenz von 1mJ/cm2 verwendet.
In grau ist eine Linie bei ∆I = 1 eingetragen; der Fall, dass sich die Intensität im Überlapp nicht
ändert. Der (00)-Reﬂex (blaue Datenpunkte) ist über einen Winkelbereich von ∆ϕ = 5.5° sichtbar.
Die Intensitätsänderung variiert in diesem Bereich zwischen einem Anstieg von bis zu 30% und
einem Einbruch von 25%. Einer der gezeigten Viertelreﬂexe (rote Datenpunkte und als Nr.1 in
Abbildung 4.50 markiert) zeigt verschieden starke Intensitätsanstiege. Bei Viertelreﬂex Nr.2 (grüne
Datenpunkte) hingegen bricht die Intensität bei diesen Winkeln (ca. 3.75°, 4.5°, 5.5° und 7.5°) ein.
Bei etwa 7° ändert sich das Verhalten sogar komplett: Hier steigt die Intensität in Reﬂex Nr.2 an und
bricht in Nr.1 ein. Aus dieser Messung ist klar ersichtlich, dass sich - während einer Winkeländerung
von 0.5° innerhalb des grau hinterlegten Bereiches - das transiente Verhalten des (00)-Reﬂexes von
einem geringen Einbruch zu dem maximalen Intensitätsanstieg ändert. Dadurch ist die Variation
in den anderen Experimenten zu erklären. In diesem hervorgehobenen Winkelbereich von 4° bis 5°
wurden ausführliche zeit- und winkelabhängige Messungen durchgeführt.
Zeitaufgelöste, winkelabhängige Messungen
In der Abbildung 4.50 sind zeitaufgelöste Messungen für T0 = 90K und 1mJ/cm2 in sehr feinen Zeit-
und Winkelschritten über einen kurzen Delaybereich für sechs verschiedene Reﬂexe und 14 Winkel
aufgetragen. In jedem Graphen ist zusätzlich eine Linie bei eins eingezeichnet, um einen Vergleich
des transienten Verhaltens bei unterschiedlichen Achsenskalierungen zu erleichtern. Die jeweiligen
Reﬂexe sind im Beugungsbild markiert. Auch hier ist im Fall des (00)-Reﬂexes deutlich die Änderung
von Intensitätseinbruch auf Anstieg innerhalb von ∆ϕ = 0.1° zu erkennen. Der Viertelreﬂex Nr.1
zeigt bei allen untersuchten Winkeln einen Anstieg, der aber deutlich in der Stärke variiert. Die
Intensität des Viertelreﬂexes Nr.2 bricht hingegen ein. Nr.3 zeigt wieder einen Anstieg, der jedoch
weniger ausgeprägt ist als für Nr.1. Die Intensität der Streaks in 2er-Richtung bricht in allen Fällen
ein, wie es bei dem Phasenübergang zu erwarten ist. Die Achtelreﬂexe sind bei der vorliegenden
Probenorientierung nur schwach zu erkennen, daher ist die Auswertung in diesem Fall schwer. Bei
allen Winkeln ist jedoch deutlich ein Einbruch zu sehen. Auf Grund des bereits untersuchten Einﬂusses
des Filmalters auf die Zeitkonstante, ist es nicht sinnvoll, in dem hier gezeigten Experiment (Dauer
72 Minuten) den beobachteten Delaybereich zu vergrößern, um eine Aussage über die Abhängigkeit
der Zeitkonstante vom Winkel zu machen.
Diskussion
Der (4 × 1) − (8 × ”2”)In/Si(1 1 1)-Phasenübergang kann mit zeitaufgelöstem RHEED sehr gut
beobachtet werden. Das Verschwinden der (8×”2”)-Rekonstruktion ist durch Intensitätseinbrüche für
Achtelreﬂexe und der Streaks in 2er-Richtung sichtbar. Zeitgleich steigt die Intensität nur in Reﬂexen,
die zur (4×1)-Rekonstruktion gehören. Der Intensitätsanstieg kann nicht mit einem einfachen Debye-
Waller-Eﬀekt erklärt werden; es ﬁndet ein echter struktureller Übergang von der (8 × ”2”)- zur
(4× 1)-Rekonstruktion auf der Oberﬂäche statt. Das transiente Verhalten kann mit der Fitfunktion
4.2 mit einer Zeitkonstante für die Anregung τ1 und einer für die Abregung τ2 beschrieben werden.
τ1 ist weiterhin durch die experimentelle Zeitauﬂösung mit 40 ps gegeben.
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Abbildung 4.50: Zeitaufgelöste Messungen an In/Si(1 1 1) (4 × 1) − (8 × ”2”) bei 90K und einer Anre-
gungsﬂuenz von 1mJ/cm2. Es wurde in feinen Zeit- und Winkelschritten in einem kleinen Delaybereich rund
um den zeitlichen Überlapp gemessen. Es werden Messkurven für den (00)-Reﬂex und die im RHEED-Bild
markierten Reﬂexe gezeigt. Auch hier ist sehr deutlich zu erkennen, dass in einem kleinen Winkelbereich zwi-
schen Einbruch und Anstieg für die Intensität des (00)-Reﬂexes umgeschaltet werden kann. Für den Streak ist
keine Änderung zu beobachten, der Phasenübergang ﬁndet unabhängig von der eingestellten Streubedingung
statt.
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Daher kann für die Zeitskala, auf der die Zerstörung der Tieftemperatur-Phase (CDW) stattﬁndet,
nur eine obere Grenze von 40 ps angegeben werden. τ2 hingegen beschreibt die Zeit, die für die
Bildung der CDW-Phase benötigt wird. Die Zerstörung der CDW-Phase ﬁndet daher im Rahmen
der Zeitauﬂösung gleichzeitig mit der Bildung der (4 × 1)-Phase statt. Zur Klärung, wie dieser
Phasenübergang getrieben wird, sind weitere Experimente in Abhängigkeit der Anregungsﬂuenz und
Basistemperatur notwendig.
Darüber hinaus ist eine eindeutige Abhängigkeit des dynamischen Verhaltens für den Phasenüber-
gang (4× 1)− (8× ”2”)In/Si(1 1 1) von der Dauer eines Experimentes und des Alters des Filmes zu
beobachten. Je älter der Film ist (>20 Minuten), desto kürzer ist die beobachtete Zeitkonstante,
sowohl für die Viertel- , und Achtelreﬂexe als auch für die Streaks. Aus der Literatur ist bekannt, dass
CDWs an Adsorbaten pinnen können [33,140]. Je nach Art des Adsorbates kann eine Stabilisierung
der CDW-Phase und Erhöhung der Phasenübergangstemperatur erfolgen oder im Gegenteil auch eine
Absenkung von TC [112]. Um zu bestimmen, welcher Fall hier vorliegt, wurden zusätzliche statische
Experimente zur Bestimmung von TC durchgeführt. Das bereits gezeigte Experiment lieferte einen
Wert von ca. 135K bei einer Messdauer von über einer Stunde. In schnelleren Experimenten mit
weniger Datenpunkten und einer Dauer von 12 Minuten ist eine deutlich niedrigere Übergangstempe-
ratur zu beobachten: Nach dem Heizen von 90K auf 100K ist bereits keine (8×”2”)-Rekonstruktion
mehr sichtbar. TC liegt bei 95K. Auch in der Literatur variieren die Werte für TC zwischen 90K und
140K [34, 103, 140]. Eine Alterung der Filme während einer längeren Messung verschiebt demnach
die Phasenübergangstemperatur nach oben. Die CDW-Phase wird durch Pinning an Adsorbaten sta-
bilisiert. In den Experimenten wird bei einer stabilisierten CDW-Phase eine kürzere Zeitkonstante für
die Abregung beobachtet. Eine Erklärung dafür wäre, dass durch das Pinning rund um die Adsorbate
beim Phasenübergang Bereiche der (8× ”2”)-Rekonstruktion erhalten bleiben. Die kürzere Zeitkon-
stante würde demnach nicht mehr einer kompletten Neubildung der (8 × ”2”)-Phase, sondern nur
einer Fortpﬂanzung dieser Keimzellen über die ganze Oberﬂäche entsprechen. Je mehr Adsorbate
sich auf der Oberﬂäche beﬁnden und je älter der Film ist, desto mehr Keimzellen sind vorhanden
und desto schneller kann die Oberﬂächen-Rekonstruktion sich wieder zurückbilden. Ein Argument für
diesen Ansatz ist, dass in den RHEED-Bildern der längeren Messungen, vgl. Abbildung 4.45 a), die
(8×”2”)-Reﬂexe noch schwach erhalten bleiben. Es können also zwei unterschiedliche Zeitkonstanten
aus den Daten gewonnen werden: 400 ps für die komplette Neubildung der (8×”2”)-Rekonstruktion
und 50− 60 ps für die Ausbreitung der CDW über die Oberﬂäche (siehe Abbildung 4.48).
Die extreme Winkelabhängigkeit der Intensitätsänderung für den (00)-Reﬂex und die Tatsache, dass
einige Viertelreﬂexe einen Einbruch zeigen, könnte durch dynamische Streutheorie erklärt werden.
Für vergleichbare Messungen ist es demnach notwendig, bei demselben Winkel (auf weniger als 0.1°
genau) jeweils direkt an einem frisch präparierten Film über dieselbe Messdauer zu messen.
Zeitaufgelöste Messungen an der HT Phase
Zum weiteren Verständnis des Anregemechanismus des Phasenübergangs, ist es notwendig zu erfah-
ren, wie stark der Indium-Film mit den benutzten Fluenzen von bis zu 2.1mJ/cm2 erwärmt werden
kann. Aus der in Abbildung 4.44 gezeigten statischen Messung und den dazu gehörigen Fitergeb-
nissen in Tabelle 4.5 ist bekannt, dass die Viertelreﬂexe unter- und oberhalb der Phasenübergangs-
Temperatur denselben Debye-Waller-Faktor zeigen. Aus einer zeitaufgelösten Messung an der
137
Kapitel 4. Ergebnisse und Diskussion
Abbildung 4.51: Zeitaufgelöste Messung an In/Si(1 1 1) (4 × 1) bei 200K und einer Anregungsﬂuenz von
2.1mJ/cm2. Die roten Datenpunkte sind eine Mittelung über die im RHEED-Bild rot gekennzeichneten
(4 × 1)-Reﬂexe. Die Intensität bricht ein, und das zeitliche Verhalten muss mit der Fitfunktion 4.3 mit
zwei Zeitkonstanten für den Abregungsprozess beschrieben werden. Die Anregungszeitkonstante wird bei
τ1 = 40 ps = const gehalten. Die Zeitkonstante τ2 ist mit 54 ps sehr kurz. Für τ3 ergibt sich eine Zeit von
mehr als 2000 ps. Im Inset ist die Umrechnung in einen Temperaturverlauf mit einer Oberﬂächen-Debye-
Temperatur von 50K gezeigt. Es ist ein Temperatur-Anstieg um 4 K abzulesen.
Hochtemperatur (4 × 1)-Phase kann demnach die Temperaturänderung der Oberﬂäche bestimmt
werden.
In Abbildung 4.51 ist eine solche Messung bei einer Basistemperatur von 200K und einer Anre-
gungsﬂuenz von 2.1mJ/cm2 dargestellt. Die roten Datenpunkte ergeben sich aus der Mittelung
über die acht markierten Nebenreﬂexe zweier Messungen. Auf Grund der niedrigen Oberﬂächen-
Debye-Temperatur von Indium von ca. 50K ist die Reﬂexintensität bei 200K deutlich schwächer.
Die Auswertung der Daten ist somit schwieriger, und es ist ein größeres Streuen der Datenpunkte zu
beobachten. Es wurden weitere Messungen bei 300K durchgeführt, die ein vergleichbares Verhalten
zeigen. Der hier beobachtete Intensitätseinbruch von ∆I = 5% kann, wie im Inset zu sehen, in eine
Temperaturerhöhung von ∆T < 5K umgerechnet werden. Das transiente Verhalten der Intensität
kann mit der Fitfunktion 4.3 mit zwei Zeitkonstanten für den Abkühlprozess beschrieben werden.
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Die Anregungszeitkonstante wird weiterhin bei τ1 = 40 ps = const. gehalten. Die Zeitkonstante τ2
ist mit 54 ps sehr kurz. Für τ3 ergibt sich eine Zeit von mehr als 2000 ps. Diese Werte sind in guter
Übereinstimmung mit den Messungen bei 300K.
Fluenz- und Basistemperaturabhängige Messungen
Aus den vorherigen Ergebnissen folgt, dass die weiteren Messungen in kurze (8−10 Minuten Mess-
dauer), mittlere (20 − 30 Minuten) und lange (> 40 Minuten) unterteilt werden. Es ist nicht
möglich - wie bei den Blei-Adsorbatsystemen in 4.2.1 - systematisch Fluenz- und Basistemperatur-
abhängigkeiten zu messen. Es werden einzelne Messungen an verschiedenen Filmen, die nach dem
gleichen Rezept hergestellt wurden, verglichen.
Aus den HT-Phasen-Messungen kann, unter der Annahme, dass die Absorptionseigenschaften der
beiden Phasen vergleichbar sind, bestimmt werden, dass bei einer Basistemperatur von 20K und
einem maximalen Temperatursprung von 5K, die Probenoberﬂäche nicht über die Phasenübergangs-
Temperatur TC geheizt werden kann. Die einzige Möglichkeit für ein Erwärmen der Probe über TC be-
steht bei einem T0 von 90K und einer kurzen Messdauer. Für diesen Fall kann von einem TC = 95K
ausgegangen werden. Die Abhängigkeit der Sprungtemperatur von der Adsorbatbedeckung wurde im
letzten Erklärunsansatz bereits näher erläutert. In Abbildung 4.52 a) sind die beobachteten Zeit-
konstanten für unterschiedliche Basistemperaturen und Messdauern gegen die Fluenz aufgetragen.
Es wurde zur besseren Übersichtlichkeit über mehrere Messungen gemittelt, woraus sich die Feh-
lerbalken ergeben. Die Messungen für 94K, 8 Minuten Dauer und 1.0mJ/cm² mit Zeitkonstanten
von über 1500 ps fallen aus der Reihe. Die Messungen mit den Datenpunkten in rot und blau bei
20K (Rauten) können, wie bereits diskutiert, nicht thermisch über den Phasenübergang getrieben
werden. Der Datensatz für 94K und 0.85mJ/cm² zeigt eine vergleichbare, kurze Zeitkonstante. Bei
diesen Parametern kann der Temperatursprung mit < 2K abgeschätzt werden, was möglicherweise
zu wenig ist, um die Probe ausreichend zu heizen. In dem Fall von 94K und 30 Minuten Dauer
hat sich durch Stabilisation der CDW-Phase TC bereits auf > 100K verschoben. Auch hier wird
die Probenoberﬂäche nicht ausreichend geheizt. Nur in dem stark abweichenden Fall von 94K, 8
Minuten Dauer und 1.0mJ/cm² kann die Probenoberﬂäche auf über TC erwärmt werden.
In Teil b) der Abbildung 4.52 sind die gemessenen Zeitkonstanten τ2 für lange Messungen (> 40 Mi-
nuten Dauer) gegenüber der Fluenz aufgetragen. In rot und blau ist τ2 für Viertel- und Achtelreﬂexe
bei 20K Basistemperatur (Rauten), in orange und grün (Kreise) für 70K. Im Vergleich zwischen
4.52 a) und b) ist noch einmal deutlich zu erkennen, dass mit steigender Dauer des Experimen-
tes die Zeitkonstante abnimmt. Darüber hinaus ist in b) jedoch weder eine Abhängigkeit von der
Anregungsﬂuenz noch ein Unterschied zwischen den Basistemperaturen zu erkennen.
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Abbildung 4.52: Fluenz- und Basistemperaturabhängigkeit für a) kurze und b) lange zeitaufgelöste Mes-
sungen an In/Si(1 1 1) (4 × 1) − (8 × ”2”): In a) ist zu erkennen, dass im Fall von 94K und 1mJ/cm²
die Zeitkonstante sehr stark von den anderen Datenpunkten abweicht. Im Vergleich zwischen a) und b) ist
nochmals zu erkennen, dass sich τ2 bei längerer Messdauer verkürzt. In den langen Messungen in b) ist keine
Fluenz- oder Basistemperaturabhängigkeit zu beobachten.
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Diskussion
Mit der in Abbildung 4.52 a) dargestellten Abhängigkeit kann die Zerstörung und anschließende
Wiederausbildung der CDW in zwei Regime unterteilt werden. In dem einen Bereich ﬁndet eine rein
elektronische Anregung mit einer daraus resultierenden strukturellen Änderung statt. Im zweiten Fall
spielen zusätzlich thermische Eﬀekte eine Rolle.
Abbildung 4.53: Vereinfachte schematischen Darstellung zur Zerstörung der CDW-Phase im TR-RHEED-
Experiment.
In allen Experimenten mit Basistemperaturen unterhalb von 90K ist der Phasenübergang rein elek-
tronisch getrieben, da die Probe bei weitem nicht über die Phasenübergangstemperatur erwärmt
werden kann. Aus diesem Grund ist auch bei T0 = 20K und Fluenzen < 1mJ/cm² der Pha-
senübergang im Experiment noch zu beobachten. Folgende Erklärung kann für die Zerstörung
der CDW-Phase geliefert werden: In Abschnitt 1.4.2 und 3.5 wurden der Bildungsmechanismus ei-
ner CDW, ihre elektronische Bandstruktur und Oberﬂächenordnung beschrieben (Abbildung 3.19).
Im TR-RHEED-Experiment wird durch den Pumplaser das Elektronensystem der Probenoberﬂä-
che direkt angeregt. Diese heißen Elektronen besitzen genug Energie, um die Bandlücke, die für die
Tieftemperatur-Phase charakteristisch ist, zu überwinden. Die Bandlücke ist nur einige meV groß, da
sie in Experimenten im thermischen Gleichgewicht (statische Messungen) bereits bei geringen Tem-
peraturen von ca. 100K geschlossen wird. In den zeitaufgelösten Experimenten ﬁndet sogenanntes
Photo-Doping statt, wodurch die Bandlücke geschlossen wird, was einem Übergang von a) zu
b) in dem stark vereinfachten Schema in Abbildung 4.53 entspricht. Der Energiegewinn, der durch
die Bildung dieser Lücke entstanden ist, geht wieder verloren, und somit steht die Energie, die zur
Verdopplung der Oberﬂächen-Einheitszelle und Verrückung der Indium-Atome notwendig ist, nicht
mehr zur Verfügung. Die (8× ”2”)-Rekonstruktion bildet sich wieder in eine (4× 1)-Rekonstruktion
zurück, Abbildung 4.53 c). Diese strukturelle Änderung wird in den TR-RHEED-Messungen di-
rekt beobachtet. Das Schließen der elektronischen Bandlücke einer CDW kann hingegen z. B. mit
Photoelektronen-Spektroskopie (PES) beobachtet werden. Schmitt et al. haben mit TR-ARPES das
Schmelzen einer CDW beim Materialsystem TbTe3 untersucht [109]. Innerhalb von 100 fs beobach-
ten sie, dass sich die Bandlücke schließt. Aus diesen Daten folgt, dass auch bei dem Indium-System
die beobachtete Zeitkonstante für die Zerstörung des CDW-Zustandes unterhalb der experimentellen
Auﬂösung des TR-RHEEDs von 40 ps liegt. Die angeregten Elektronen thermalisieren anschließend,
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und es ﬁndet Elektron-Phonon-Kopplung (vgl. Abschnitt 1.2) statt. Schließlich wird durch Therma-
lisierung des Phononensystems die Probe erwärmt. Die Temperaturänderung liegt im Experiment
jedoch bei < 5K. Der CDW-Zustand ist also bereits nach der Thermalisierung des Elektronensys-
tems wieder der energetisch günstigste Zustand. Es bildet sich erneut eine Bandlücke aus, und die
Oberﬂäche verändert ihre Rekonstruktion: Im TR-RHEED tauchen die (8× ”2”)-Reﬂexe wieder auf.
Für die strukturelle Änderung, die zur Neubildung der CDW notwendig ist, kann eine Zeitkonstan-
te von 400 ps experimentell bestimmt werden. Diese Zeitkonstante ist stark von der zusätzlichen
Bedeckung mit Adsorbatatomen abhängig. Bei einer reinen Fläche ohne Adsorbate ﬁndet eine kom-
plette Neubildung der CDW statt. Innerhalb von τ2 = 400 ps ändert sich die Struktur der ganzen
Oberﬂäche. Durch Adsorbate kann, wie bereits beschrieben, die Tieftemperatur-Phase lokal um die
Adsorbate stabilisiert werden, sodass in diesem Fall nur eine Bildung der (8 × ”2”)-Rekonstruktion
von diesen Keimzellen aus stattﬁndet. Die Zeitkonstante ist dementsprechend deutlich kürzer und
kann bis auf 50 ps absinken.
Nur in dem Fall von 94K Basistemperatur, mindestens 1mJ/cm² Fluenz und einer sehr kurzen
Messdauer und somit tiefen Phasenübergangstemperatur, ﬁndet ein thermisches Heizen über TC
statt (vgl. Abbildung 4.52 a). Auch hier ﬁndet die Zerstörung der CDW-Phase durch ein Schließen der
Bandlücke mittels Photo-Doping statt. Zusätzlich wird die Probe durch Elektron-Phonon-Kopplung
so stark erwärmt, dass ihre Temperatur oberhalb der Phasenübergangs-Temperatur liegt. Bevor sich
erneut eine CDW ausbilden kann, muss die Oberﬂäche unter TC abkühlen. Das Abkühlen der Ober-
ﬂäche unterhalb von TC , die Bildung der Bandlücke und die anschließende strukturelle Bildung der
CDW dauern mit > 1500 ps deutlich länger als für den rein elektronischen Fall. Diese Zeitkonstan-
te ist in derselben Größenordnung wie τ2 für die Hochtemperatur-Phase, da auch in dem Fall das
Abkühlen der (4× 1)-Rekonstruktion beobachtet wird..
In Abbildung 4.52 b) sind lange Messungen für den rein elektronischen Fall in Abhängigkeit von
der Fluenz und der Basistemperatur dargestellt. Die Zeitkonstante in den langen Messungen wird
durch die Fortbildung der CDW-Phase von stabilisierten Keimen aus gegeben. Wie zu erwarten,
beeinﬂussen in dem Fall der elektronischen Anregung ohne thermisches Heizen die Basistemperatur
und die Anregungsﬂuenz nicht die Zeit, die für die strukturelle Änderung benötigt wird. Auch diese
Messungen sind ein weiteres deutliches Indiz für die rein elektronische Anregung. In der Tabelle 4.7
sind die Ergebnisse für den In/Si(1 1 1) (4× 1)− (8× ”2”)-Phasenübergang zusammengefasst.
Zeitkonstante Anregungsmechanismus Ausbildung CDW
50 ps elektronisch (8× ”2”) gepinnt,
Fortpﬂanzung der CDW
500 ps elektronisch Neu-Ausblidung der CDW
1500 ps elektronisch und thermisch Abkühlen unter TC ,
Neu-Ausblidung der CDW
Tabelle 4.7: Übersicht über die gemessenen Zeitkonstanten für den In/Si(1 1 1) (4 × 1) − (8 × ”2”)-
Phasenübergang.
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5 Zusammenfassung und Ausblick
Im Rahmen der vorliegenden Arbeit wurden TR-RHEED-Experimente an verschiedenen Adsorbat-
systemen auf Silizium-Substraten durchgeführt. Das erste Ziel war es, die Vibrationsanregung in
Systemen mit Bedeckungen im Bereich einer Monolage zu beobachten. Die Daten und ihre Diskus-
sion wurden in Kapitel 4.2 vorgestellt. In den Experimenten können anhand der aus der Literatur
bekannten Strukturmodelle (Kapitel 3) verschiedene Vibrationsmoden in den TR-RHEED-Signalen
identiﬁziert werden. Die gemessenen Zeitkonstanten für die Dissipation der Vibrationsmoden sind
abhängig von der Kopplung an das Substrat und somit der Bindungsgeometrie. Die Ergebnisse sind
im Einklang mit ersten theoretischen Rechnungen.
Zunächst wurden verschiedene Pb-Rekonstruktionen auf Si(1 1 1) ausführlich untersucht. Pb bildet
auf Si(1 1 1) bei einer Bedeckung von 4/3 Monolagen eine SIC(
√
3×√3)-Rekonstruktion (Abschnitt
4.2.1). Im TR-RHEED-Experiment wird das transiente Verhalten der Intensität der (Überstruktur-)
Beugungsreﬂexe aufgezeichnet und mittels des Debye-Waller Eﬀektes kann damit direkt die Schwin-
gungsamplitude der angeregten Adsorbatatome als Funktion der Zeit verfolgt werden. Das zeitliche
Verhalten des Abregeprozesses kann für die SIC(
√
3×√3)Pb/Si(1 1 1)-Rekonstruktion durch zwei ex-
ponentielle Funktionen beschrieben werden: Eine schnelle Zeitkonstante von 100 ps und eine deutlich
langsamere von 2800 ps, siehe z. B. Abbildung 4.12. Die Zeitkonstante für den Anregungsprozess ist
mit 40 ps durch die instrumentelle Zeitauﬂösung gegeben (vgl. 2.7). Zur Erklärung der zwei Zeitkon-
stanten für den Abregeprozess wird das Strukturmodell der SIC(
√
3×√3)Pb/Si(1 1 1) herangezogen.
In Abbildung 4.21 sind die unterschiedlichen Bindungsplätze der Pb-Atome hervorgehoben: Es gibt
eine T1-Position, in der die Blei-Atome sich über den Si-Atomen der obersten Lage beﬁnden und
direkt an diese gebunden sind. Zusätzlich sind diese Pb-Atome an ein weiteres Pb-Atom gebunden,
das an einem T4-Platz sitzt. Es liegt tiefer als die T1-Pb-Atome. Es ist nur an drei der T1-Atome
gebunden und nicht an das Substrat. Durch diese deutlich verschiedene Bindungsgeometrie unter-
scheidet sich die Ankopplung an das Substrat. In Abbildung 4.22 ist die von Sung Sakong und
Peter Kratzer [104] berechnete Phononen-Dispersionsrelation für das SIC(
√
3 × √3)Pb/Si(1 1 1)-
System dargestellt. Durch weitere Rechnungen lassen sich den verschiedenen Pb-Atomen folgende
Phononenmoden zuordnen:
· T4-Atome mit 18.3 cm−1=ˆ2.27meV und
· T1-Atome mit höherenergetischen Moden bei 33 cm−1, 32.7 cm−1 und 32.1 cm−1, das ent-
spricht Energien zwischen 3.98meV und 4.09meV.
Wird mit diesen Angaben der Überlapp zwischen der Zustandsdichte für das Si-Substrat und den
Adsorbatmoden betrachtet, so ergibt sich aus dem Schema in Abbildung 4.23 für die T1-Mode ein
größerer Überlapp als für die T4-Mode. Der T1-Mode wird die kurze Zeitkonstante zugeordnet,
der T4-Mode die lange Zeitkonstante. Mit dieser Abschätzung ergibt sich für die Kopplung an das
Substrat bzw. als Beziehung zwischen den Zeitkonstanten ein Faktor 12. In den Experimenten wird
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ein Faktor 28 beobachtet. Diese Abweichung kann durch die starke Vereinfachung des vorgestellten
Modells erklärt werden.
In ersten zeitabhängigen DFT-Rechnungen von Sung Sakong [104] kann die kurze Zeitkonstante
von 100 ps bestätigt werden. Eine theoretische Bestätigung der langen Zeitkonstante τ3 = 2800 ps
liegt zu diesem Zeitpunkt noch nicht vor. 1Eine Erklärung dafür ist, dass in den Simulationen eine
einzelne Einheitszelle betrachtet wird. Den Pb-Atomen kann während der Rechnungen kein fester
Bindungsplatz (T1 oder T4) zugewiesen werden. Eﬀekte, die durch diese Bindungsplätze oder Kopp-
lung zwischen den Einheitszellen hervorgerufen werden, können durch die bisherigen Rechungen nicht
wiedergegeben werden. Zur weiteren Erklärung der Messdaten sind theoretische Berechnungen mit
mehr Einheitszellen notwendig.
In den Experimenten ist zudem eine starke Fluenzabhängigkeit zu beobachten: Der Einﬂuss der
langen Zeitkonstante, der durch ihre Amplitude (1 − A) angegeben wird, nimmt von nahezu null
auf < 0.3 bei einer Änderung von 0.4mJ/cm² auf 8mJ/cm² zu. Der Gesamtintensitätseinbruch
zeigt ein sättigungsähnliches Verhalten, wie in Abbildung 4.15 dargestellt ist. Da eindeutig keine
Abhängigkeit höherer Ordnungen von der Anregungsﬂuenz beobachtet wurde, kann ein Einﬂuss des
Substrates ausgeschlossen werden. Die Fluenzabhängigkeit des Amplitudenverhältnisses zwischen T1
und T4 kann über eine anharmonische Kopplung zwischen der schnell zerfallenden T1-Mode und der
T4-Mode erklärt werden. Auch hier sind in Zukunft theoretische Rechnungen zur genaueren Analyse
der Kopplung zwischen den Moden nötig.
In winkelabhängigen, zeitaufgelösten Messungen ist eine Abhängigkeit von (1− A) zu beobachten:
Eine Vergrößerung des Einfallswinkels bedeutet eine Erhöhung der Parallelkomponente des Impuls-
übertrages. Der Einﬂuss der langen Zeitkonstante steigt mit dem Winkel. Daraus kann abgeleitet
werden, dass die T4-Mode, die die lange Zeitkonstante verursacht, im Vergleich zur T1-Mode einen
größeren Senkrecht-Anteil in der Schwingung besitzt. Die T4-Pb-Atome sind durch drei Bindungen
an die T1-Atome gebunden. Diese Bindungsgeometrie erlaubt bevorzugt Schwingungen in die verti-
kale und nicht in die horizontale Richtung. Im Gegensatz dazu sind die T1-Atome in der Lage sowohl
horizontal als auch senkrecht zu schwingen. Darüber hinaus kann eine Abhängigkeit von (1−A) von
der Reﬂexordnung und somit der Parallelkomponente des Impulsübertrages nachgewiesen werden.
Auch hier ist für die Überstruktur-Reﬂexe mit dem kleineren Einﬂuss von ∆kq - und somit größerem
∆k⊥-Anteil - eine größere Amplitude für die lange Zeitkonstante zu beobachten.
Zur weiteren Bestätigung dieses Erklärungsansatzes wurden zusätzliche TR-RHEED-Experimente
an der (
√
7 × √3)-Rekonstruktion von Pb auf Si(1 1 1) durchgeführt (Abschnitt 4.2.2). Für eine
Bedeckung von 1.2 Monolagen bildet sich diese Rekonstruktion, die ähnliche strukturelle Elemente
besitzt wie die SIC(
√
3 × √3)-Rekonstruktion: Auch hier kann im Strukturmodell zwischen T1-
und T4-Pb-Atomen unterschieden werden (Abbildung 4.29). Das dynamische Verhalten kann mit
denselben zwei Zeitkonstanten, 100 ps und 2800 ps, beschrieben werden. Es ist auch hier die deutliche
Fluenzabhängigkeit von (1−A) - und damit der Amplitude der langen Zeitkonstante - zu beobachten.
Die Daten werden in den Abbildungen 4.26 und 4.28 verglichen.
In der (
√
7×√3)-Rekonstruktion kommen zusätzlich zu den T1- und T4-Atomen auch Pb-Atome im
Strukturmodell vor, die - wie im Falle der 1/3 ML - mit drei Bindungen direkt an das Substrat gebun-
1Während der Drucklegung dieser Arbeit könnte theoretisch eine lange Zeitkonstante τ3 > 2000 ps und eine kurze
von 100 ps bestätigt werden.
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den sind. Aus diesem Grund wurden erste Experimente an der β(
√
3×√3)-Phase von Pb/Si(1 1 1)
durchgeführt (Abschnitt 4.2.3). In der Literatur wird für diese Rekonstruktion ein Phasenübergang
zu einer (3 × 3)-Rekonstruktion diskutiert, für den auch experimentelle Hinweise in LEED-Bildern
gefunden wurden (Abbildung 4.33). In den zeitaufgelösten Messungen zeigt sich jedoch ein sehr un-
gewohntes Verhalten von Intensitätseinbrüchen und Intensitätsanstiegen, die teilweise mit einer oder
mit zwei Zeitkonstanten beschrieben werden können. Die Intensitätsanstiege können durch eine Än-
derung des Winkels aufgehoben werden. Dieses Verhalten könnte durch den Phasenübergang erklärt
werden. Es ist jedoch wahrscheinlicher, dass es sich um einen vom Si-Substrat hervorgerufenen Eﬀekt
handelt. Diese Annahme begründet sich darauf, dass erst bei sehr hohen Fluenzen minimale Eﬀekte
zu erkennen sind. Außerdem sind die Intensitätsanstiege nur für die Reﬂexe zu beobachten, die durch
Kikuchi-Linien aufgespalten werden. Eine Betrachtung des Intensitätseinbruches in Abhängigkeit der
Fluenz zeigt einen nicht linearen Verlauf. Für eine Anregung des Si-Substrats mit E = 1.55 eV ist
ein 3PPE-Prozess notwendig. Im Falle der β(
√
3 ×√3)-Phase wird eine Abhängigkeit von ∆I von
Fluenz2 beobachtet. Daraufhin wurden Experimente an reinem Si(1 1 1) (7×7) durchgeführt. In die-
sem Fall ist ab > 8.0mJ/cm² ein sehr kleiner Eﬀekt zu beobachten: Die Intensität des (00)-Reﬂexes
bricht um ca. 1% ein, wenn eine Kikuchi-Linie durch ihn hindurch läuft. Eine Darstellung von ∆I
in Abhängigkeit der Fluenz zeigt ein hochgradig nicht lineares Verhalten. Für das Materialsystem
β(
√
3 × √3)Pb/Si(1 1 1) und auch das Substrat ﬁnden weitere ausführliche Untersuchungen mit
ﬂuenz-, basistemperatur- und winkelabhängigen Messungen im Rahmen der Diplomarbeit von Jörg
Reimann statt [100]. Für die vorher gezeigten Messungen, mit Fluenzen bis zu 8.5mJ/cm², kann auf
Grund dieser Ergebnisse weiterhin eine Anregung des Substrates ausgeschlossen werden, da weder
die Fluenzen hoch genug waren, noch ein Multi-Photonen-Prozess beobachtet werden konnte.
Da sich die 1/3 ML von Pb/Si(1 1 1) demnach nicht als Modellsystem für die Anregung einer
1/3 ML eignet, wurden weitere Ergebnisse für (
√
3 × √3)Ag/Si(1 1 1), (√3 × √3)In/Si(1 1 1),
(
√
31×√31)In/Si(1 1 1) und (√3×√3)Bi/Si(1 1 1) präsentiert (Abschnitt 4.2.4). Nur für Bi wur-
den Fluenzen > 3mJ/cm² verwendet und somit dynamische Eﬀekte beobachtet. Obwohl auch hier
hohe Fluenzen benötigt werden, wird zunächst ein Substrateinﬂuss ausgeschlossen, da ∆I ∼ Fluenz
ist. Es wird ein einfaches Modell basierend auf einem harmonischen Oszillator und dem Debye-
Waller-Eﬀekt vorgestellt. Damit kann erklärt werden, warum eine 1/3 ML einen deutlich geringeren
Intensitätseinbruch zeigt als 1 ML. Mit dieser Argumentation wird verständlich, warum trotz zu-
sätzlicher Pb-Atome in der Bindungsgeometrie einer 1/3 ML die Signale für die (
√
7 × √3)- und
SIC(
√
3 × √3)-Rekonstruktion übereinstimmen. Für genauere Aussagen zur Vibrationsanregung in
Adsorbatsystemen mit 1/3 ML Bedeckung und die zu erwartenden Zeitkonstanten sind theoretische
Berechnungen nötig.
Im zweiten Teil der vorliegenden Arbeit, Kapitel 4.3, wurde erstmalig die strukturelle Dynamik
von Oberﬂächen-Phasenübergängen mit TR-RHEED untersucht. Als erstes Modellsystem wurde
der Si(0 0 1) c(4 × 2) − (2 × 1)-Ordnungs-Unordnungs-Phasenübergang, der bei 200K stattﬁn-
det, untersucht. Die Dynamik dieses Phasenübergangs kann mit TR-RHEED beobachtet werden:
Die Laue-Ringe, auf denen die c(4 × 2)-Reﬂexe liegen, verschwinden im zeitlichen Überlapp na-
hezu vollständig, wie in Abbildung 4.42 zu sehen ist. Der beobachtete Intensitätseinbruch in den
(2 × 1)-Reﬂexen ist jedoch gleichzeitig sehr klein. Es wurde eine Photonenenergie von 1.55 eV und
eine geringe Fluenz von 2.3mJ/cm² verwendet, sodass auch weiterhin sowohl ein 1PPE- als auch
Multiphotonen-Prozess ausgeschlossen werden können. Die Anregung des Phasenübergangs wird
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mit Absorption im Oberﬂächenzustand der gebuckelten Dimere erklärt, analog zur Anregung durch
Elektronen-Injektion mit einer STM-Spitze (vgl. Abschnitt 3.3). Die beobachten Zeitkonstanten von
600− 800 ps sind in guter Übereinstimmung mit der Literatur [134]. Es wird im Moment von Fried-
rich Klasing und Martin Kammler im Projekt B2 ein zeitaufgelöstes LEED aufgebaut. Der Si(0 0 1)
c(4 × 2) − (2 × 1)-Phasenübergang ist ein Materialsystem, das hervorragend für die Untersuchung
in einem zeitaufgelösten LEED geeignet ist.
Als letztes Materialsystem wird in dieser Arbeit In/Si(1 1 1) vorgestellt. Hier ﬁndet für 1 ML Indium-
bedeckung auf Si(1 1 1) ein Peierls-artiger Phasenübergang unter Ausbildung einer CDW (Abschnitt
1.4.2 und 3.5) von der Hochtemperatur-(4×1)- zu einer Tieftemperatur-(8×”2”)-Phase statt. Die-
ser Übergang kann im TR-RHEED sehr anschaulich verfolgt werden: Während im zeitlichen Überlapp
die Reﬂexe und Streaks der (8×”2”) verschwinden, steigt zeitgleich die Intensität in den Reﬂexen der
(4× 1)-Rekonstruktion an. Ein Intensitätsanstieg kann jedoch nicht wie bisher mit einem einfachen
Debye-Waller-Eﬀekt erklärt werden. Im Gegensatz zur β(
√
3 ×√3)Pb/Si(1 1 1) kann sehr deutlich
ein echter struktureller Übergang auf der Oberﬂäche beobachtet werden. In den zeitaufgelösten Mes-
sungen ist darüber hinaus eine Abhängigkeit von der Dauer einer Messung bzw. von dem Alter eines
Filmes zu beobachten. Eine systematische Untersuchung zeigt in den Abbildungen 4.47 und 4.48,
dass die Zeitkonstante mit dem Alter des Filmes - und somit der Anzahl an Fremdadsorbaten auf der
Oberﬂäche - abnimmt. Gleichzeitig kann beobachtet werden, dass die Phasenübergangstemperatur
von 90K auf 135K ansteigt. Die CDW-(8 × ”2”)-Phase wird durch Pinning an Adsorbaten sta-
bilisiert. Es wird angenommen, dass in direkter Umgebung von Adsorbaten (8× ”2”)-rekonstruierte
Bereiche während des Phasenübergangs erhalten bleiben. Zusammen mit den zeitaufgelösten Daten
bedeutet dies, dass Zeitkonstanten für zwei unterschiedliche Prozesse beobachtet werden können:
· 400 ps für die komplette Neubildung der (8× ”2”)-Rekonstruktion aus den kurzen Messungen
und
· 60 ps für die Ausbreitung der CDW von Keimzellen um Adsorbate herum über die ganze
Oberﬂäche aus den langen Messungen.
Zusätzlich wird eine extreme Winkelabhängigkeit der Intensitätsänderung für den (00)-Reﬂex und
einige Viertelreﬂexe beobachtet, was durch dynamische Streutheorie erklärt werden kann. Um eine
Änderung der Zeitkonstanten in Abhängigkeit von der Streubedingung beobachten zu können, sind
weitere Experimente notwendig. Bei diesen muss genau darauf geachtet werden, dass nicht nur der
Einﬂuss der Adsorbate auf die Zeitkonstante gemessen wird. Es müssten jeweils an einem frisch
präparierten Film eine kurze und danach eine lange Messung durchgeführt werden, wobei der Winkel
genau kontrolliert werden muss. Im nächsten Experiment müsste der Winkel um ∆ϕ = 0.1° geändert
werden und unter identischen Bedingungen an einem neu präparierten Film gemessen werden. Zur
genauen Kontrolle des Winkels wurde bereits eine Laser-Justiereinheit gebaut.
In weiteren ﬂuenz- und basistemperaturabhängigen Messungen wird der Anregungs- bzw. Zerstö-
rungsmechanismus der CDW untersucht. Aus Messungen an der Hochtemperatur (4 × 1)- Phase
ist bekannt, dass der Temperaturanstieg bei 2.1mJ/cm² ∆T < 5K ist (Abbildung 4.51). In na-
hezu allen durchgeführten Messungen kann die CDW demnach nicht durch thermische Anregung
(= Erwärmen über die Phasenübergangstemperatur) zerstört werden. Stattdessen wird eine elektro-
nische Anregung vorgeschlagen, wobei durch eine Anregung des Elektronensystems die Bandlücke
des CDW-Zustandes geschlossen wird und somit der Phasenübergang stattﬁndet. Nur in dem Fall
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einer kurzen Messung bei 94K Basistemperatur in Abbildung 4.52 a) ﬁndet ein thermisches Hei-
zen über TC statt. Zusätzlich zum Schließen der Bandlücke mittels elektronischer Anregung wird
die Probe in diesem Fall so stark erwärmt, dass ihre Temperatur die Phasenübergangstemperatur
überschreitet. Im Abregeverhalten ist somit dominant das Abkühlen der Oberﬂäche unter die Phasen-
übergangstemperatur TC zu beobachten. Dieser Prozess liegt mit einer Zeitkonstante von > 1500 ps
deutlich über der Dauer für das Öﬀnen der Bandlücke und die anschließende strukturelle Bildung der
CDW von 400 ps im rein elektronischen Fall.
In Zukunft wären gezielte Experimente mit Adsorbatatomen auf einer (8 × ”2”)-Rekonstruktion
sehr interessant. Aus der Literatur ist bekannt, dass je nach Art des Adsorbates eine Stabilisie-
rung der CDW-Phase und Erhöhung der Phasenübergangstemperatur oder eine Absenkung von
TC [112] erfolgen können. Im Rahmen der TR-RHEED-Messungen kann herausgefunden werden,
welche Adsorbate den hier vorgestellten Eﬀekt der Stabilisierung haben. Eine Erhöhung der Über-
gangstemperatur macht CDW-Materialien technologisch einfacher zugänglich. Zusätzlich zu TR-
RHEED-Experimenten sind hier SPA-LEED-Experimente möglich, um z.B. den Einﬂuss der Adsor-
bate auf die Länge der quasi 1-dimensionalen Indium-Ketten zu analysieren.
Aus den hier vorgestellten Daten kann nur eine Aussage über den Anregungsmechanismus gemacht
werden, jedoch nicht zur Zeitskala, in der die Anregung stattﬁndet. Eine Verbesserung der Zeitauf-
lösung im TR-RHEED durch geneigte Laser-Pulsfronten, wie in Abschnitt 2.7 vorgestellt, ermöglicht
eine Bestimmung der Zeitkonstante für die Anregung.
Eine Zusammenfassung der gesamten Messergebnisse ist in Tabelle 5.1 dargestellt.
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