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Inspired by the Deffuant and Hegselmann-Krause models of opinion dynamics, we extend the Kuramoto model
to account for confidence bounds, i.e., vanishing interactions between pairs of oscillators when their phases
differ by more than a certain value. We focus on Kuramoto oscillators with peaked, bimodal distribution
of natural frequencies. We show that, in this case, the fixed-points for the extended model are made of
certain numbers of independent clusters of oscillators, depending on the length of the confidence bound – the
interaction range – and the distance between the two peaks of the bimodal distribution of natural frequencies.
This allows us to construct the phase diagram of attractive fixed-points for the bimodal Kuramoto model with
bounded confidence and to analytically explain clusterization in dynamical systems with bounded confidence.
There are many, very different physical systems
that can be mathematically modelled by sets of
coupled oscillators. When the coupling between
individual oscillators is strong enough, the os-
cillators start to swing in unison, at the same
frequency, even if their natural frequencies are
quite different. The Kuramoto model is a pop-
ular model to describe this phenomenon of syn-
chrony. Many physically important systems are
characterized by couplings between pairs of oscil-
lators that depend on the position of the latter.
To investigate such systems, we construct an ex-
tension of the Kuramoto model, where the cou-
pling vanishes for pairs of oscillators that lie too
far away from one another. Focusing on a peaked
bimodal distribution of natural frequencies, we
show that the synchronous states are character-
ized by a clustering of the oscillators, where the
system as a whole splits into disconnected sub-
systems that synchronize independently. The re-
sulting partitioning allows us to calculate linear
stability and domain of existence of these solu-
tions, and to construct the phase diagram for the
synchronous states vs. the system’s parameters.
I. INTRODUCTION
The scientific study of emergent phenomena is based on
systems of interacting units - particles, agents, dynamical
systems and so forth. Emergent phenomena are phenom-
ena that cannot be comprehended from the individual
a)Electronic mail: robin.delabays@hevs.ch
dynamics of the interacting units. They would not occur
without interaction and accordingly, they often cannot
be anticipated by more microscopic approaches focusing
on the system’s components. One such emergent phe-
nomenon is that of synchrony, where sufficiently strongly
coupled oscillators start to swing in unison. Synchrony
emerges out of the competition between the oscillator’s
natural tendency to swing at their own, natural frequency
and the inter-oscillator coupling that tends to bind them
together. To investigate this competition, Kuramoto in-
troduced his celebrated model1,2
θ˙i = ωi − K
N
∑
j
sin(θi − θj) . (1.1)
It describes i = 1, . . . N oscillators of natural frequency
ωi coupled to one another with a sinusoidal interaction
of strength K/N . When the latter exceeds a critical
value the model synchronizes and the oscillators rotate
coherently at the same frequency. The critical interaction
strength leading to synchrony depends on the distribu-
tion of natural frequencies.2 Of particular interest to us
in this manuscript are cases of bimodal distributions.3–5
Most systems of physical interest have however finite-
range interactions. This motivated investigations of
the Kuramoto model with couplings defined on incom-
plete graphs.2,6 A question of interest there is ”how
many phase-locked solutions to the Kuramoto model are
there?”, i.e., how many fixed-point solutions with θ˙i = 0
for all i are there to Eq. (1.1)? It turns out that an-
swering that question is hard, and depends on both the
coupling network topology and the distribution of nat-
ural frequencies.7–17 Another interesting aspect is that
fixed-point solutions to Eq. (1.1) are characterized by
their basin of attraction, and different solutions generi-
cally have basins with different volumes.17–19
Modelling a finite range of interaction can be achieved
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2either by considering inter-oscillator couplings defined on
incomplete graphs, or couplings depending on the phase
of the oscillators. The Kuramoto model has been ex-
tended to account for coupling reduction when the phase
difference between coupled oscillators increases,
θ˙i = ωi − αK
N
∑
j
sin θi − θje−α|θi−θj | . (1.2)
Because the model was applied to the problem of opin-
ion synchronization with ωi 6= 0, it was named the Opin-
ion Changing Rate model.20 With the sharp, exponen-
tial decrease of the interaction strength when oscilla-
tor phases differ, it is reminiscent of the Deffuant21 and
Hegselmann-Krause22 models, where agents interact only
if their coordinate difference is below some threshold ∆,
called the confidence bound. The Hegselmann-Krause
model22 is defined by
θ˙i = −K
N
∑
j
aij(θi − θj) , (1.3)
with a coupling adjacency matrix aij defined below in
Eq. (2.2).23 Such models have been investigated mostly
numerically and not many of their properties are known
analytically. Their main feature is that their fixed-
point solutions display clustering24 where agents coa-
lesce on a finite number of different opinions. Analyt-
ically, convergence25 and convergence rates26 has been
established. More recently, inhomogeneous models with
agent-dependent confidence bounds have been investi-
gated, with a focus on convergence properties.27–29
Motivated by these earlier works, we extend here the
Kuramoto model to account for a finite, homogeneous
confidence bound. In this initial work on this problem,
we focus on a peaked bimodal distribution of natural
frequencies. We determine and classify fixed-point syn-
chronous solutions. This is no trivial task: because of the
confidence bound, solutions determine the coupling net-
work, which in its turn determines the solutions. This
self-consistency induces additional nonlinearities in the
problem and in particular, it truncates basins of attrac-
tion in configuration space, because when phases change,
so does the coupling network. Our main results to be
presented below are that (i) we identify all possible fixed-
point solutions and determine their general structure, (ii)
for most of these solutions, we identify their domain of ex-
istence in the model’s parameter space, and (iii) we con-
struct the phase diagram of the synchronous fixed points
of the model. Along the way, (iv) we prove certain theo-
rems on the linear stability of these fixed-point solutions,
and (v) analytically derive clusterization in dynamical
systems with bounded confidence, which so far had been
established only numerically.23
The paper is organized as follows. In Section II we
define the model. In Section III we discuss general prop-
erties of its synchronous, fixed-point solutions. In par-
ticular we argue that they generally are made of sev-
eral independent clusters. In Section IV we characterize
the structure of the clusters making up the synchronous
states and identify two main types of clusters. In Sec-
tion V we come back to the configuration of fixed-points
as collections of clusters. We identify which partitions
of the total number of oscillators can give rise to a sta-
ble fixed point. Their domain of existence in parameter
space is determined by the domain of existence of each of
the clusters forming them. We discuss the linear stabil-
ity and domain of existence of these fixed points. With
these considerations we are able to construct the phase
diagram of synchronous solutions to the Kuramoto model
with bounded confidence. Conclusions are given in Sec-
tion VI.
II. THE MODEL
We consider a model of N Kuramoto oscillators with
a dynamics given by1
θ˙i = ωi − 1
N
N∑
j=1
aij sin(θi − θj) , (2.1)
where θi ∈ S1 is the time-varying phase of the ith oscil-
lator and ωi ∈ R is its natural frequency. The original
Kuramoto model, Eq. (1.1), considered all-to-all coupling
with aij = K, ∀ i, j = 1, . . . N . Here we extend it to ac-
count for a finite confidence bound ∆ ≥ 0. Accordingly,
the adjacency matrix elements of the coupling graph de-
pend on phase differences and are defined as
aij =
{
1 , if ‖θj − θi‖ ≤ ∆ ,
0 , otherwise,
(2.2)
where ‖θj − θi‖ gives the geodesic distance between θi
and θj on S1. We depart somehow from the models of
Eqs.(1.1)–(1.3) and absorb the parameter K by a rescal-
ing of time and of the natural frequencies. The coupling
aij between oscillators i and j is symmetric and nonzero
if and only if the geodesic distance between θi and θj is
smaller than ∆. We note that for ∆ ≥ pi, the original
Kuramoto model with all-to-all coupling is recovered.1
The model defined by Eqs. (2.1) and (2.2) finds its in-
spiration in the Deffuant model of opinion dynamics,21
but deviates from it in three important respects. First,
the interaction between agents – oscillators in our case –
is sinusoidal and not linear; second, the phase of all os-
cillators evolves continuously, as in Ref. 22, whereas the
Deffuant model updates only a single, randomly selected
agent at each time step. In this sense, our model is closer
to the Hegselmann-Krause model;22 third, the agents in
our model have an intrinsic dynamics, which is absent in
most models of opinion dynamics, with the exception of
Ref. 20.
In this first investigation of the Kuramoto model with
confidence bound, we consider the simplest nontrivial dis-
tribution of natural frequencies, which is a symmetric
3peaked bimodal distribution
ωi =
{
ω0 , if i ∈ I+ ,
−ω0 , if i ∈ I− , (2.3)
with ω0 ≥ 0, where I+ and I− have the same cardinality
and form a partition of the set of oscillators’ indices. Our
model is then characterized by two parameters, the con-
fidence bound ∆ ∈ [0, pi] and the splitting 2ω0 between
natural frequencies.
III. GENERAL PROPERTIES OF SYNCHRONOUS
STATES
Depending on the strength of their diffusive coupling
and their initial condition, Kuramoto models have a dy-
namic that brings them toward synchronous states where
all oscillators have the same frequency, θ˙i = θ˙j for all
i, j. Our symmetric distribution of natural frequencies
has
∑N
i=1 ωi = 0, accordingly, all synchronous states are
fixed-point solutions to Eqs. (2.1) and (2.2), θ˙i = 0, for
all i. They are therefore determined by their phases,
modulo any homogeneous shift θi → θi + C. We denote
by θ∗ ∈ Tn the equivalence class of such fixed-points
and from now on we do not distinguish fixed points and
their equivalence class. When ‖θ∗j − θ∗i ‖ ≤ ∆, ∀ i, j,
the fixed-point synchronous state corresponds to a com-
plete coupling graph, accordingly, it is the same as for the
standard Kuramoto model.1 For that model, it is how-
ever well known that the distance between angles in the
synchronous state depends on the distribution of natu-
ral frequencies, with the distance between angles increas-
ing with the width of the distribution, see e.g., Ref. 30.
Therefore, for fixed confidence bound 0 < ∆ < pi/2,
the coupling graph for such a state will no longer be
complete, once ω0 exceeds some threshold value. Con-
sequently, such a state may no longer be a fixed-point
synchronous state for Eqs. (2.1) and (2.2), while simul-
taneously new, different synchronous states may arise.
In other words, for a given fixed-point θ∗, the coupling
matrix aij of Eq. (2.2) depends on θ
∗ which depends on
aij in its turn. This self-consistency is what makes this
problem mathematically challenging and interesting.
Generally speaking, the coupling matrix defined by
a fixed-point may correspond to a connected or to a
nonconnected graph. In the former case, the problem
is that of a Kuramoto model on a complete or non-
complete graph, while the latter splits into subproblems,
each of them defined by a connected component of the
coupling graph. For fixed-point synchronous solutions
to Eqs. (2.1) and (2.2), each connected component corre-
sponds to a set of oscillators that are synchronous and in-
dependent of oscillators in other connected components.
We refer to these connected components as clusters. Con-
sider then a fixed-point solution θ∗ corresponding to a
disconnected coupling graph aij . The oscillator phases
and natural frequencies within each cluster Λ of oscilla-
Figure 1. Illustration of the two types of clusters that we dis-
tinguish. The blue oscillators all lie within an arc of length
smaller than ∆ and are aggregated in two groups of N/2 os-
cillators at the same phase. They are then all connected with
each other and form the all-to-all interaction graph illustrated
in blue on the top right side. If, within a group of oscillators,
some of them are further away than ∆ from each other, but
they all belong to a connected interaction graph, then they
form a sparse cluster, as illustrated in orange. A fixed point
can be formed of one or more clusters, each of them being ei-
ther all-to-all or sparse. If two clusters coexist, the arc length
between their closest oscillators must be larger than ∆ (green
arrow).
tors must satisfy∑
i∈Λ
ωi − 1
N
∑
i,j∈Λ
aij sin(θ
∗
i − θ∗j ) = 0 , (3.1)
and because the coupling matrix is symmetric, the sec-
ond term on the right-hand side must vanish. There-
fore
∑
i∈Λ ωi = 0, accordingly, each cluster Λ contains
the same number of oscillators from I+, with natural
frequency ω0 as from I−, with natural frequency −ω0.
Fixed points therefore form sets of independent clusters,
and accordingly correspond to certain partitions of the
oscillators. Because each acceptable partition consists
of clusters with as many positive-frequency as negative-
frequency oscillators, they are effectively partitions of N
oscillators in sets of even cardinality. We next discuss in
detail what conditions these partitions need to satisfy.
IV. SYNCHRONOUS STATES
Synchronous states are made of clusters. Individual
clusters satisfy Eq. (3.1) and therefore consist of two
groups of equal numbers of oscillators, one with pos-
itive, the other one with negative natural frequencies.
One may expect that all oscillators in each of these two
groups have the same phases. We show that this is in-
deed the case for all-to-all clusters in stable fixed points in
Section IV C. Before that, we first consider such synchro-
nized clusters and determine their domain of existence in
the (∆, ω0) parameter space. We next show that these
are the only stable synchronous states for clusters with
all-to-all coupling. Finally, while we cannot rule out the
existence of different synchronous states for sparse cou-
4pling graphs, we show that the latter are systematically
less stable and have a smaller domain of existence than
synchronous clusters with all-to-all coupling.
A. 2-group all-to-all clusters with peaked bimodal phases
We consider first a cluster with 2n oscillators on a com-
plete coupling graph, in a configuration which we call 2-
group, where the n oscillators with natural frequency ω0
all have the same phase and the same holds for the n
oscillators with natural frequency −ω0. Such clusters are
depicted in blue in Fig. 1. We write
θi =
{
θ+ , i ∈ I+ ,
θ− , i ∈ I− . (4.1)
Because we assume that the coupling graph is complete,
||θ+−θ−|| ≤ ∆, and all other clusters have angles further
away than a distance ∆ from either θ+ or θ− (green arrow
in Fig. 1). From Eq. (2.1) one further has
ω0 =
n
N
sin(||θ+ − θ−||) . (4.2)
Together, these two conditions demarcate the domain of
existence of such a cluster in the (∆, ω0) parameter space,
ω0 ≤
{
n sin(∆)/N , if ∆ ≤ pi/2 ,
n/N , if ∆ > pi/2 .
(4.3)
B. Linear stability of fixed points made of 2-group clusters
To be attractive, a fixed-point synchronous state needs
to be linearly stable, that is, the Jacobian matrix of the
coupling term of Eq. (2.1),
Jij =
{
aij cos(θ
∗
i − θ∗j ) , if i 6= j ,
−∑k 6=i aik cos(θ∗i − θ∗k) , if i = j , (4.4)
is negative (semi-)definite in a neighborhood of the fixed
point θ∗. For a fixed point with multiple clusters, J is
a block-diagonal weighted Laplacian matrix, each block
corresponding to one of its cluster. The spectrum of the
Jacobian is the union of the spectra of its blocks, and
the linear stability of each cluster, determined by the
spectrum of each block, can be analyzed independently.
From Eq. (4.4), each block has the structure of a Lapla-
cian matrix, with zero row and zero column sums of its
elements. Then one of its eigenvalues vanishes. We or-
der its eigenvalues as 0 = λ1 ≥ λ2 ≥ ... ≥ λn, and the
condition for stability is 0 < λ2. We can write J as
J =
(
A B
B A
)
(4.5a)
A = 1n×n − n (cos(||θ+ − θ−||) + 1)In×n (4.5b)
B = cos(||θ+ − θ−||) 1n×n , (4.5c)
where we introduced the n × n matrix (1n×n)ij = 1 for
all i, j and the n × n identity matrix In×n. The follow-
ing proposition shows that 2-group fixed-point clusters
are linearly stable, from which the linear stability of syn-
chronous states made of independent such clusters fol-
lows.
Proposition IV.1. The eigenvalues of the stability ma-
trix associated with a cluster in the 2-group configuration
are λ1 = 0, λ2 = −2n cos(||θ+ − θ−||), and λm≥3 =
−n[cos(||θ+ − θ−||) + 1]. The corresponding eigenvectors
are
u1 = (2n)
−1/2(1, ..., 1) (4.6a)
u2 = (2n)
−1/2(1, ..., 1︸ ︷︷ ︸
n
,−1, ...,−1︸ ︷︷ ︸
n
) (4.6b)
um≥3 = 2−1/2(0, ..., 0, 1,−1︸ ︷︷ ︸
at position (x,x+1)
, 0, ..., 0) , (4.6c)
x ∈ {1, ..., n− 1, n+ 1, ..., 2n} .
A cluster in the 2-group configuration is linearly stable
if and only if ||θ+ − θ−|| < pi/2.
Proof. It is straightforward to see that the eigenmodes
given above form a complete orthogonal basis. Using
Eqs. (4.5), a direct calculation shows that Jum = λmum.
While λm≥3 is always negative, λ2 is negative if and
only if ||θ+ − θ−|| > pi/2, which concludes the proof.
Remark. Because λ2 is the only eigenvalue that can be-
come positive, u2 gives the only possible direction of in-
stability.
We are interested in stable fixed points only. From now
on, we will restrict to ||θ+ − θ−|| ≤ pi/2. This restriction
together with Prop. IV.1 implies that Eq. (4.2) only has
one solution
||θ+ − θ−|| = arcsin
(
ω0
N
n
)
, (4.7)
with cluster sizes 2n ≤ N and accordingly
λ2 = −2n
√
1− (ω0N
n
)2
, (4.8)
which is valid as long as ω0N/n ≤ 1.
Corollary IV.2. The eigenvalues and -vectors given in
Prop. IV.1 are also eigenvalues and -vectors for the sta-
bility matrix of an all-to-all Kuramoto model defined in
Eq. (2.1) with constant coupling aij = 1, for all i, j and
the distribution (2.3) of natural frequencies. For that
model, Eqs. (4.7) and (4.8) mean that synchrony is lost
when 2ω0 > 1.
5𝜔"𝑟
−𝜔"𝑟
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Figure 2. Location of the four solutions of Eq. (4.11) on the
unit circle.
C. General all-to-all clusters
We next consider all-to-all clusters without the 2-group
condition. We show that synchronous fixed points solu-
tions for such clusters are not linearly stable, and are
therefore not relevant for our goal of determining the
(∆, ω0) phase diagram of stable fixed points for the model
defined in Eqs. (2.1)–(2.3).
Theorem IV.3. Any linearly stable fixed-point solution
for clusters of 2n oscillators with the dynamics deter-
mined by Eqs. (2.1)–(2.3) and with all-to-all interac-
tions is necessarily in the 2-group configuration defined
in Eq. (4.1).
Proof. Consider the standard Kuramoto order parame-
ter1
reiψ :=
1
2n
2n∑
j=1
eiθj , (4.9)
restricted to the oscillators on the cluster. As the inter-
action is all-to-all, Eq. (2.1) can be rewritten
θ˙i = ωi − r sin(θi − ψ) , (4.10)
where ψ can be set to zero by a redefinition of all angles,
without loss of generality. Once this is done, all phases
θ∗i of any fixed-point solution must satisfy
sin(θ∗i ) =
ωi
r
, (4.11)
self-consistently with Eq. (4.9). With our choice of nat-
ural frequencies ωi = ±ω0, there are four angles θ∗ ∈
[0, pi/2], pi − θ∗, −θ∗, and −pi + θ∗ that solve Eq. (4.11).
Generic fixed-point solutions for clusters of 2n oscillators
are therefore made of four groups of oscillators of sizes
n1, n2, n3, and n4 at those angles. This is illustrated in
Fig. 2.
On can then write the Jacobian matrix in block form
as
J =
 D1 −c1n1×n2 −1n1×n3 c1n1×n4−c1n2×n1 D2 c1n2×n3 −1n2×n4−1n3×n1 c1n3×n2 D3 −c1n3×n4
c1n4×n1 −1n4×n2 −c1n4×n3 D4
 ,
(4.12)
where Di = 1ni×ni + di Ini×ni , c = cos(2θ∗) and
d1 = (n2 − n4)c+ (n3 − n1) ,
d2 = (n1 − n3)c+ (n4 − n2) ,
d3 = (n4 − n2)c+ (n1 − n3) ,
d4 = (n3 − n1)c+ (n2 − n4) .
(4.13)
Eq. (4.12) shows that, unless ninj = 0 with (i, j) =
(1, 3) and (2, 4), J has negative off-diagonal matrix el-
ements, contributing a positive amount to the diagonal
matrix elements. We are going to show that the presence
of these positive contributions to the diagonal matrix el-
ements results in at least one positive eigenvalue for J .
Therefore the only stable fixed-points for clusters of 2n
oscillators and all-to-all coupling are those with either
n2 = n3 = 0 or n1 = n4 = 0, for 0 ≤ 2θ∗ ≤ pi/2, or with
either n1 = n2 = 0 or n3 = n4 = 0, for pi ≥ 2θ∗ ≥ pi/2
since then all angle differences are smaller than pi/2.
These are the 2-group cases treated above in Sec. IV B.
Assume that n1 > 0 and n3 > 0 and consider the ma-
trix −J . Sylvester’s criterion states that −J is positive
semidefinite if and only if all its principal minors are non-
negative.31 Take a principal minor as the determinant of
the 2×2 matrix obtained by keeping the matrix elements
of −J connecting one of the n1 oscillators in the first set
to one of the n3 oscillators in the third set of oscillators
and the corresponding diagonal elements. One obtains
[−J ]ij = − [(n4 − n2)c+ (n1 − n3)]2 ≤ 0 . (4.14)
This minor is negative, hence by Sylvester’s criterion −J
is not positive semidefinite and J is not negative semidef-
inite. The corresponding fixed point is therefore unsta-
ble. Similar arguments lead to the same conclusion, un-
less the 2-group conditions, n2 = n3 = 0 or n1 = n4 = 0,
for 0 ≤ 2θ∗ ≤ pi/2, or with either n1 = n2 = 0 or
n3 = n4 = 0, for pi ≥ 2θ∗ ≥ pi/2, are satisfied. This
concludes the proof.
By Theorem IV.3, the only stable all-to-all clusters
are in the 2-group configuration. The remaining case
of clusters that interact on sparse, incomplete coupling
graphs is discussed in the next paragraph.
D. Sparse clusters
Numerical results show that relatively rare initial con-
ditions for the bimodal Kuramoto model with confidence
bound defined in Eqs. (2.1)–(2.3) lead to fixed points
6where oscillators have clustered phases with a spread ex-
ceeding ∆. Such clusters are illustrated in orange in
Fig. 1. When this is the case, clusters correspond to
connected but incomplete graphs. We call them sparse
clusters. These clusters are harder to analyze, in particu-
lar the analysis leading to Eq. (4.2) and the identification
of the domain of existence of all-to-all fixed points can-
not be applied to sparse clusters. We have been unable to
include sparse clusters into the phase diagram for stable
fixed points, however we observed numerically that they
are rare in the sense that they attract only few initial
phase configurations. Here we shed light on this numer-
ical observation by showing that sparse clusters have (i)
smaller domain of existence and (ii) lower stability than
all-to-all clusters.
We first need the following Lemma, that relates the
angle difference ||θ+ − θ−|| in all-to-all clusters to the
angle difference between oscillators corresponding to the
natural frequency ω0 and those for −ω0 in sparse clusters.
Lemma IV.4. Let θ∗ ∈ R2n be a fixed point for
Eqs. (2.1)–(2.3) in a sparse cluster configuration. As-
sume that in a certain range of parameters (∆, ω0) it co-
exists with a fixed point in the all-to-all configuration,
and let ||θ+ − θ−|| be the angle difference for that fixed
point. Then
sin(||θ+ − θ−||) = 1
n2
∑
i∈I+
∑
j∈I−
aij sin(θ
∗
i − θ∗j ) =: S ,
(4.15)
with aij defined in Eq. (2.2).
Proof. Comparing Eq. (2.1) for both fixed points gives
n sin(||θ+ − θ−||) =
∑
j
aij sin(θ
∗
i − θ∗j ) , (4.16)
for all i ∈ I+. Summing Eq. (4.16) over i ∈ I+ and noting
that
∑
i∈I+
∑
j∈I+ aij sin(θ
∗
i −θ∗j ) = 0 by symmetry gives
Eq. (4.15) and concludes the proof.
With Lemma IV.4 at hand, we can show that fixed
points corresponding to all-to-all clusters have the largest
domain of existence in the (∆, ω0) parameter space.
Theorem IV.5. For the same number of oscillators 2n,
the domain of existence of stable fixed points in the all-
to-all configuration contains the domain of existence of
stable fixed points in a sparse configuration.
Proof. Eq. (4.15) states in particular that at least one an-
gle difference between connected oscillators in the sparse
fixed point is larger than the angle difference ||θ+ − θ−||
in the all-to-all fixed point. This is so because sparsity
implies that at least one aij = 0 on the right-hand side
of Eq. (4.15), while for pairs of connected oscillators one
has aij = 1. For both fixed points, the confidence bound
∆ must exceed the largest angle difference between pairs
of connected oscillators. Therefore, everything else be-
ing fixed, the smallest admissible value of ∆ for a sparse
configuration is larger than the smallest admissible ∆ for
the all-to-all configuration, i.e., the domain of existence
of the sparse fixed point is contained in the domain of
existence of the all-to-all fixed point.
We next show that fixed points corresponding to all-
to-all clusters are more stable than those corresponding
to sparse clusters.
Theorem IV.6. For the same number of oscillators
2n, the largest non-vanishing eigenvalue of the Jacobian
[Eq. (4.4)] is smaller for the stable fixed point in the
all-to-all configuration than for a stable fixed point in a
sparse configuration.
Proof. Let J and J ′ be the Jacobian matrices of
Eq. (2.1) corresponding to the fixed points respectively
in all-to-all and sparse configurations. Let 0 = λ1 >
λ2 ≥ ... ≥ λ2n, u1,...,u2n and 0 = λ′1 > λ′2 ≥ ... ≥ λ′2n,
u′1,...,u
′
2n be their eigenvalues and -vectors. In particular,
the eigenvalues of J are given in Prop. IV.1 as a function
of the phase difference ||θ+− θ−|| [see Eq. (4.7)] between
oscillators with positive and negative natural frequen-
cies. The phase coordinates of the sparse fixed point are
θ∗ ∈ R2n.
Because J ′ is real symmetric, each of the above two
sets of eigenvectors form an orthonormal basis of R2n.
This implies that for any vector v such that v ⊥ u1 =
u′1 = (2n)
−1/2(1, ..., 1),
v>J ′v
||v||2 ≤ λ
′
2 . (4.17)
In particular, this is true for v = u2. Thus if we can
prove that
u>2 J ′u2 > λ2 , (4.18)
then we simultaneously prove that λ′2 ≥ λ2.
With Eqs. (4.4) and (4.6b), a straightforward calcula-
tion shows that
u>2 J ′u2 = −
2
n
∑
i∈I+
∑
j∈I−
aij cos(θ
∗
i − θ∗j ) =: −2nC .
(4.19)
Because we consider stable fixed point, J ′ is negative
semidefinite, and therefore C ≥ 0. Combining Eq. (4.19)
and the expression of λ2 in Prop. IV.1, proving Eq. (4.18)
is equivalent to proving
cos(||θ+ − θ−||) > 1
n2
∑
i∈I+
∑
j∈I−
aij cos(θ
∗
i − θ∗j ) = C .
(4.20)
Because C ≥ 0, this inequality can be rewritten as
C2 + S2 < 1 , (4.21)
7where S is defined in Eq. (4.15). Eq. (4.21) is finally
verified by direct computation,
C2 + S2 = n−4
∑
i,k∈I+
j,l∈I−
aijakl cos
[
(θ∗i − θ∗j )− (θ∗k − θ∗l )
]
,
(4.22)
which is necessarily smaller than 1. By equivalence of
Eqs. (4.21), (4.20), and (4.18), we conclude that λ′2 ≥ λ2,
which concludes the proof.
Remark. Equality in Eq. (4.22) is satisfied only for the
all-to-all cluster, for which aij = 1, and (θ
∗
i − θ∗j )− (θ∗k −
θ∗l ) = 0 for i, k ∈ I+ and j, l ∈ I−.
This concludes our discussion of independent clusters
of oscillators in stable fixed points. Fixed points of
the Kuramoto model with confidence bound, defined in
Eqs. (2.1)–(2.3), are formed of independent clusters. We
know from numerical data that some of these fixed points
are made of sparse clusters, but most of them are made
of all-to-all clusters within which all pairs of oscillators
are coupled. For the latter, since oscillators come in pairs
of as many oscillators with positive as with negative nat-
ural frequencies, stable fixed points are characterized by
only two phase values, depending only on the two natural
frequencies in our bimodal Kuramoto model. The differ-
ence between the two phase values are given in Eq. (4.7).
This allows us to demarcate the domain of existence of
these fixed points and to compute the value of the largest
negative eigenvalue of the corresponding stability matrix,
giving a measure of the fixed point linear stability.
Unfortunately, we are not able at this stage to demar-
cate the domain of existence of sparse clusters, nor to
evaluate the largest eigenvalue of their stability matrix.
Still we are able to prove that their domain of existence
in the (∆, ω0) parameter space is smaller and that they
are less stable, in the sense of the largest negative eigen-
value of the stability matrix, than all-to-all clusters with
the same number of oscillators. This explains our numer-
ical observation that fixed points with sparse clusters are
rare. From here on we focus on all-to-all clusters.
V. PARTITIONS
Fixed points are in general made of several clusters and
accordingly correspond to partitions of the total number
N of oscillators in the system. Because of our choice
of a peaked bimodal distribution of natural frequencies,
ωi = ±ω0, we know that each cluster in this partition
consists of an even number 2nα of oscillators, with α
indexing the clusters. A fixed point is therefore repre-
sented by a partition of its N oscillators into subsets Λα,
with
∑
α 2nα = N . We now consider such partitions into
all-to-all clusters and evaluate their domain of stability.
A. Linear stability
The spectrum of the Jacobian / stability matrix for a
fixed point made of Nc independent clusters is given by
the union of the spectra of the Jacobians of each inde-
pendent cluster. The linear stability of the fixed point
can then be measured by the largest eigenvalue λ
(α)
2 cor-
responding to its least stable cluster α. Eq. (4.8) states
that this is the cluster with smallest number nα of os-
cillators. To compare the stability of two coexisting but
different fixed points, one therefore looks for the smallest
clusters with different sizes in both partitions. A nu-
merical example will be given for the case of N = 12
oscillators, where the fixed point with a single cluster of
2n = N oscillators is the most stable, while the partition
with six clusters of 2n = 2 oscillators is the least stable.
B. Domain of existence
Eq. (4.3) demarcates the domain of existence of a single
cluster. A fixed point corresponds to a partition into
Nc clusters, each of them having its limited domain of
existence – it must be able to exist individually – and
each cluster being sufficiently far away from any other
one so as to not interact with it.
The condition that each cluster must be able to exist
independently limits the value of ω0 with respect to the
smallest cluster size as
ω0 ≤
{
minα[fα] sin(∆) , if ∆ ≤ pi2 ,
minα[fα] , if ∆ >
pi
2 ,
(5.1)
where 2fα = 2nα/N ∈ [0, 1] gives the fraction of oscilla-
tors in cluster α. The condition that each cluster does
not interact with any other one reads
min
i 6=j
D(Λα,Λβ) > ∆ , ∀α, β , (5.2)
where the distance between two clusters labeled Λα and
Λβ is
D(Λα,Λβ) := min
i∈Λα,j∈Λβ
||θ∗i − θ∗j || . (5.3)
Eq. (4.8) shows that the phase difference ||θ∗α,+ − θ∗α,−||
giving the angular spread of each cluster increases with
ω0 so that the maximal value for ω0 still accepting the
coexistence of a partition is given by
N−1c
(
2pi −
Nc∑
α=1
||θ∗α,+ − θ∗α,−||
)
> ∆ . (5.4)
With Eq. (4.7) we finally get a second condition for the
domain of existence in the (∆, ω0) parameter space of the
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Figure 3. Domains of existence of the stable fixed points and
the corresponding partitions of the bimodal Kuramoto model
with confidence bound defined in Eqs. (2.1)–(2.3) withN = 12
oscillators. Each colored line gives the upper boundary of the
existence domain of the corresponding partition. The grey
scale indicates the number of different possible fixed points in
the 2-group configuration for each area.
fixed point with Nc clusters,
N−1c
(
2pi −
Nc∑
α=1
arcsin (ω0/fα)
)
> ∆ . (5.5)
Eqs. (5.1) and (5.5), together with the general stability
condition ||θ∗α,+ − θ∗α,−|| ≤ pi/2, α = 1, ..., Nc demarcate
the domain of existence of a fixed point characterized by
a given partition. Fig. 3 shows the phase diagram for
the existence of different fixed points characterized by
different partitions in the (∆, ω0) parameter space for a
system of N = 12 oscillators.
Our findings are valid in the limit ω0 ↘ 0, where the
two groups forming each cluster coalesce. The bottom
line of Fig. 3 shows the multiplicity of possible cluster-
ings with respect to ∆ in the limit ω0 ↘ 0. It gives an
analytical description of the ∆-dependent clustering that
has been observed numerically in similar models.23
A final result allows one to anticipate which partition
has the largest domain of existence, without resorting to
a direct calculation of the boundaries of the domains.
Proposition V.1. For a fixed number of clusters Nc,
the fixed point of the bimodal Kuramoto model with con-
fidence bound defined in Eqs. (2.1)–(2.3), corresponding
to the partition where all clusters have the same number
of oscillators, has the largest domain of existence.
Proof. First, Eq. (5.1) states that, to minimize the con-
straints on ω0 vs. ∆, the smallest cluster has to be as
large as possible. This is obtained for an homogeneous
size of the clusters with fα = 1/2Nc for all α. The region
delimited by Eq. (5.1) is largest for equally-sized clusters.
Second, to maximize the domain of existence delimited
by Eq.(5.5), we want the clusters to take as little space
as possible on the circle. From Eq. (4.7), and using the
convexity of arcsine, one has
N−1c
Nc∑
α=1
||θ∗α,+ − θ∗α,−|| ≥ arcsin
(
ω0N
−1
c
Nc∑
α=1
1
fα
)
.
(5.6)
We further use the inequality between harmonic and
arithmetic means,32
Nc
(
Nc∑
α=1
1
fα
)−1
≤ N−1c
(
Nc∑
α=1
fα
)
, (5.7)
to rewrite Eq. (5.6) as
N−1c
Nc∑
α=1
||θ∗α,+ − θ∗α,−|| ≥ arcsin(2ω0Nc) . (5.8)
The final step is to realize that the right-hand-side of
Eq. (5.8) gives the average cluster angle in the partition
with equal-size clusters. Eq. (5.6) states that it minimizes
the average cluster angle, which concludes the proof.
The phase diagram depends on partitions of the num-
ber of oscillators into clusters with even number of oscil-
lators and therefore depends on N . Because Eqs. (5.1)
and (5.5) depend on the half-fraction fα of oscillators in
each cluster, and not on N , we can nevertheless extract
general, N -independent properties of the phase diagram
and of fixed-point stability.
First, a characteristic feature of all but one domain of
existence is the nonmonotonicity of their upper demarca-
tion line, which increases first to reach a maximal value
of ω0 to then decrease, except for the single-cluster fixed
point. This is easily understood for homogeneous fixed-
points with equal-size clusters, which we explain here. In
this case, the demarcation line rises for 0 ≤ ∆ ≤ ∆max,
following the condition given in Eq. (5.1) and reaches its
maximal value for ω0 at ∆ = ∆max :=
2pi
Nc
− pi2 . Then, for
∆max < ∆ ≤ 2piNc , the domain is constrained by Eq. (5.5)
and the demarcation curve goes down again in order to
satisfy the equivalent relation
ω0 <
1
2Nc
sin
(
2pi
Nc
−∆
)
. (5.9)
For the single-cluster fixed-point with Nc = 1, however,
∆max > pi and therefore, the demarcation curve remains
constant at ω0 = 1/2. This behavior is illustrated in Fig.
4 for Nc = 1, 2 and 3.
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Figure 4. Illustration of the two conditions (5.1) and (5.5)
for partition with Nc = 1 (blue), Nc = 2 (green), and
Nc = 3 (purple) cluster(s) of equal size. Condition (5.1) is
satisfied below the plain line, and (5.5) trivially satisfied for
∆ ≤ ∆max = 2piNc − pi2 and is satisfied below the dashed line
for ∆ > ∆max.
Second, the phase diagram will remain the same for
N = 12a, a ∈ N+ on larger scales, with additional do-
mains emerging in the low-ω0, low-∆ regions of the phase
diagram. Furthermore, from Prop. V.1, the partition
that is the most stable at fixed number of clusters is the
homogeneous one, where all clusters have the same size,
if it exists.
C. Other distributions of natural frequencies
So far, we have considered a sharply peaked, symmetric
distribution of natural frequencies ωi = ±ω0 and one may
wonder how much of our findings remain valid for more
general distributions. Keeping the condition
∑
i ωi = 0
without loss of generality, the condition to form inde-
pendent clusters is that
∑
i∈Λ ωi = 0 within each cluster
Λ, see Eq. (3.1). Broadening the distribution of ωi’s,
this conditions becomes harder to satisfy, which strongly
limits the number of viable partitions. In particular if
natural frequencies are random distributed in certain in-
tervals, none of their partial sums will vanish and only
the single cluster fixed-point survives. Nontrivial parti-
tions leading to the rich phase diagram shown in Fig. 3
require nonrandom distributions of natural frequencies
with vanishing partial sums.
D. Opinion dynamics with changing rate
Our analysis extends directly to the continuous-time
opinion dynamics with changing rate defined by
x˙i = ωi − 1
N
N∑
j=1
aij(xi − xj) , (5.10)
aij =
{
1 , if |xi − xj | < ∆ ,
0 , otherwise.
(5.11)
We consider two different cases.
First, let us consider bounded opinion variables, xi ∈
[xmin, xmax]. Without loss of generality one may consider
xmin = −pi and xmax = pi. In that case, the discussion
above remains the same, except for Eq. (5.4) which be-
comes
2pi −
Nc∑
α=1
|x∗α,+ − x∗α,−| > (Nc − 1) ·∆ , (5.12)
because boundary conditions are not periodic anymore.
The two conditions for the existence of a partition char-
acterized by {fα} are given by
ω0 ≤ min
α
[fα] ·∆ , ∆ ≥ 0 , (5.13)
instead of Eq. (5.1), and
2pi − ω0
Nc∑
α=1
f−1α > (Nc − 1) ·∆ , (5.14)
instead of Eq. (5.5). This leads to a similar phase dia-
gram as in Fig. 3, with demarcations being straight lines
instead of curves.
Second, one may consider unbounded opinion vari-
ables, xi ∈ R. In that case, clusters can be moved away
from each other unboundedly and there is no restriction
leading to the condition of Eq. (5.14). The phase dia-
gram is then composed only of straight lines with the
slope given by minα fα.
VI. CONCLUSION AND OUTLOOK
Above we have introduced and given an extensive anal-
ysis of the dominant synchronous states of the bimodal
Kuramoto model with bounded confidence. The combi-
nation of nonlinear dynamics and state-dependent cou-
plings renders the analysis of this model very challenging.
Nevertheless, we manage to give a complete analysis of its
synchronous fixed points when the interactions are all-to-
all on noninteracting clusters of oscillators. We have also
showed that, even though other fixed point exist, they
are less stable and have a smaller domain of existence in
the parameter space. Consequently, our analysis covers
the most relevant synchronous states of the model.
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In contrast to most works on clustering in bounded
confidence models, our findings do not rely solely on nu-
merical simulations. Our theory provides an analytic de-
scription of the fixed points of the Kuramoto model with
bounded confidence, which is valid independently of the
system size and parameter values. In particular, in the
limit ω0 ↘ 0, our results translate directly to the stan-
dard models of coupled dynamical agents with bounded
confidence.23
As stated in Sec. V C, the richness of behavior ob-
served in this manuscript derives mostly from our spe-
cific choice of natural frequencies. Further investigations
should investigate other interesting distribution of natu-
ral frequencies.
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