Abstract. Interstitial lung diseases (ILDs) are regrouping over 150 heterogeneous disorders of the lung parenchyma. High-Resolution Computed Tomography (HRCT) plays an important role in diagnosis, as standard chest x-rays are often non-specific for ILDs. Assessment of ILDs is considerd hard for clinicians because the diseases are rare, patterns often look visually similar and various clinical data need to be integrated. An image retrieval system to support interpretation of HRCT images by retrieving similar images is presented in this paper. The system uses a wavelet transform based on Difference of Gaussians (DoG) in order to extract texture descriptors from a set of 90 image series containing 1679 manually annotated regions corresponding to various ILDs. Visual words are used for feature aggregation and to describe tissue patterns. The optimal scale-progression scheme, number of visual words, as well as distance measure for clustering to generate visual words are investigated. A sufficiently high number of visual words is required to accurately describe patterns with high intra-class variations such as healthy tissue. Scale progression has less influence and the Euclidean distance performs better than other distances. The results show that the system is able to learn the wide intra-class variations of healthy tissue and the characteristics of abnormal lung tissue to provide reliable assistance to clinicians.
Introduction
The use of images in medicine to support diagnosis has followed an exponential growth over the past 20 years [16] . New imaging techniques provide useful information to radiologists and other clinicians leading to an accurate diagnosis without a need for invasive techniques such as biopsies [20] . As a consequence, radiologists face changing problems: several studies have shown a high interand intra-observer variability in image-based diagnosis but a reduced variability for experienced observers [2, 11] . Quick access to similar cases of the past with accurate diagnosis and further case information appears as useful to less experienced radiologists in order to make decisions consistent [1] . This leads to the second problem: the ever-increasing amount of images available makes it difficult to find relevant similar cases that can improve diagnosis. Without using efficient computerized image search, this task becomes time-consuming and observer-dependent such as searching cases in text books. Content-based image retrieval (CBIR) systems provide an objective, consistent similarity measure for visual retrieval and provide results to radiologists quickly, often allowing for interactive retrieval. CBIR provides radiologists with useful, related information of similar cases helping them make decisions based on the synthesis of similar cases and their own knowledge. Many CBIR systems focus on medical data to make relevant information accessible for clinicians [15, 1, 14] .
Interstitial lung diseases (ILDs) group over 150 lung disorders characterized by gradual alteration of lung parenchyma leading to breathing dysfunction. The diagnosis is based on a combination of patient history, physical examination, pulmonary function testing and other analyses such as blood tests. When the synthesis of this suggests an ILD, high-resolution computer tomography (HRCT) plays an important role in establishing a differential diagnosis. HRCT gives radiologists the opportunity to visualize and identify the abnormalities occurring in the lung parenchyma based on textures of the lung tissue [18, 9] . Pattern recognition and classification of abnormalities are essential skills for identifying ILDs [2] . In this paper, lung image retrieval is presented that is capable of enabling quick access to similar cases based on the texture of lung regions. The technique presented in this article uses distributions of multi-scale visual words to characterize the specific texture signatures of six lung tissue types commonly found in ILDs. It differs from previous efforts with similar techniques [10] in the size of the database, the classification of a higher number of tissue types and the inclusion of multi-scale information for the visual words. The optimal number of visual words is investigated. The size of the visual vocabulary is known to be a trade-off between discriminativity and generalizability [19] . A similar challenge occurs for the scale progression, which may have an impact on the texture description [6] . The main contribution of this paper is a systematic analysis of visual vocabularies of varying size within a wavelet-based framework. The optimal number of visual words, scale progression as well as distance measures used for the clustering to generate the vocabulary are investigated. Although the application domain of this paper are ILDs, it can be extended to other image types with texture-based information, such as liver tissue in CT images.
Methods

Database
This work is based on a multimedia database of ILD cases created at the Geneva University Hospitals within the context of the Talisman 3 project [7] . A set of 90 thoracic HRCT scans of 85 patients (slice thickness 1mm, inter-slice distance 10mm) having 1679 annotated image regions is used. This represents the most frequent disease patterns. Healthy and five pathological lung tissue types commonly used to characterize frequent ILDs in HRCT are used as texture classes (i.e. consolidation, emphysema, fibrosis, ground glass, healthy and micronodules, see Figure 2 ).
Consolidation Emphysema
Fibrosis Ground Glass Healthy The image database contains hand-drawn regions annotated in a collaborative fashion by two radiologists with 15 and 20 years of experience. These annotations are used as ground truth for performance evaluation. The diagnosis of each case was confirmed either by pathology (biopsy, bronchoalveolar washing) or by a laboratory/specific test. Among the annotated regions in the database, six tissue patterns are sufficiently frequently found for an automated analysis but the frequencies are not evenly distributed. Healthy tissue was obtained for most patients but as many are elder persons there often is very little healthy tissue. Figure 2 shows examples of patterns observed in the lung tissue and their distribution in the dataset. (see Figure 1 ).
Techniques Applied
The proposed CBIR system is based on two main ideas: a wavelet transform is used to provide multi-scale representations of the lung texture; visual words are computed from the wavelet coefficients to reduce dimensionality and to build texture descriptors based on patterns actually occurring in the data.
The wavelet-based analysis is performed with focus on the scale parameters, since previous efforts have shown the influence of scale progression in image Published in Lecture Notes in Computer ScienceVolume 7075, 2012, pp 69-79 which should be used for any reference to this work The original publication is available at www.springerlink.com retrieval [6] . Systematic scale progression variations allow obtaining reliable information on the trade-off between information redundancy and retrieval performance. For the wavelet analysis, mother and father wavelets are Gaussian. This multi-scale analysis yields high-dimensional feature spaces, with 5 to 14 subbands based on the scale progression chosen. In order to reduce dimensionality and to describe the information contained in a region of interest rather than the texture information of a pixel neighborhood, clustering of the wavelet coefficients is performed. Each cluster centroid then corresponds to a so-called visual word. To characterize local texture properties, each pixel of the annotated region is described by the closest centroid. This allows to characterize an entire region by a histogram of the visual words of its pixels.
Wavelet Analysis. Wavelet theory consists of a framework allowing for multiresolution and multi-scale analysis of images by convolution with scaled and translated versions of a bandpass function, the mother wavelet ψ (see Equation 1). This scaling in the spatial domain corresponds to another scaling in the frequency domain, as shown in Equation 2, where Ψ (ω) denotes the Fourier transform of ψ(t).
From Equation 2 it can be seen that for each value of s, a bandpass filter of bandwidth B/s can be obtained, being B the bandwidth of the mother wavelet.
A common formulation for the scale definition is based on the minimum number of scales that guarantee an invertible transform. Scales s change according to a dyadic scheme, where s = 2 j defines the scale at iteration j. This leads to a division of the frequency domain in octaves. However, texture analysis may require intermediate scales as they can improve retrieval performance [6] . To define intermediate scales, a varying number of voices v per octave can be used to define the scale parameter s = 2 j/v . To reduce the number of scales needed for analyzing the whole frequency spectrum, the wavelet theory defines the concept of father wavelet, also known as scaling function, which consists of the lowpass filter corresponding to a certain scale.
In this text, several scale progressions were tested by using different values for the number of voices v. Only one subband of the scaling function per progression scheme is used, and both the mother and father wavelets are derived from Gaussians. The scaled bandpass filters (i.e., wavelets) are expected to have their maximum response for different lung texture types. A fully isotropic scaling function is used to extract the low pass information of the texture. For this purpose, a 2D Gaussian filter is chosen. Mexican Hat wavelets are used to provide band-limited isotropic texture analysis. This work uses a precise approximation of the Mexican Hat wavelet that also satisfies the wavelet admissibility condition while being easier to compute, the Difference of Gaussians (DoG).
Visual Words. The term texture often has a fuzzy definition and refers to the characteristics of the pixel values within a certain region and their relationships. Since the wavelet transform can describe the transient of the values in the voxel surroundings, a way of aggregating this information for a region of interest is needed. Visual words [17] have been widely used in image retrieval and classification for describing images (or regions of interest) similarly to the bag-of-words approach used for text retrieval. For each voxel, this technique maps a set of continuous low-level features, e.g. gray values or wavelet coefficients, into a compact discrete representation consisting in visual words. Every voxel is now described by a single word instead of a set of features. The aggregation of visual words for describing a region in an image is carried out by calculating the histogram of the words that appear within it, providing high-level features. The Multi-Scale visual-words (MSVW) aim at characterizing the organization of the voxel values within a region. Whereas in text retrieval a document is described as the histogram of word occurrences, a given vocabulary in CBIR systems has to be created automatically from image data based on clustering of visual properties.
Several techniques have been proposed in the literature to quantize descriptors into visual words [3, 17] . There are various clustering approaches depending on the desired characteristics for the clusters. In this paper, the well-known kmeans clustering is used. K-means aims at finding clusters iteratively, assuming a (hyper-) spherical cluster model and that all clusters are approximately of the same size. For this reason the cluster assignment is done by selecting the nearest cluster centroid in terms of Euclidean distance. Adding a feature with a large variability such as the original gray level value can make data too sparse and therefore difficult to cluster. Other distance measures are explored for removing inter-feature correlation, such as the Mahalanobis distance [13] or by normalizing the maximum value of features prior to clustering.
Published in Lecture Notes in Computer ScienceVolume 7075, 2012, pp 69-79 which should be used for any reference to this work The original publication is available at www.springerlink.com Once visual features are clustered, annotated regions can be described by the bag of visual words contained in the region: these are the words corresponding to the feature vector for every pixel in the form of a histogram. Since regions are now described in terms of the histogram of visual words, maximum dimensionality is the number of visual words. The dimensionality of the feature space is reduced, as annotated regions are described by a single vector whereas they were sometimes described by thousands of features.
Results
In this section, the techniques described in Section 2 are applied to the data set. First, the entire database is analyzed and visual features are extracted with seven scale progression schemes, using a number of voices per octave ranging from 1 to 4 in steps of 0.5 voices, with scale values 1 ≤ s ≤ 8. For each scale progression, a wavelet transform is computed on the complete image and only values for pixels contained in annotated regions of interest are included in the feature space. This produces a set of 7 feature spaces with a number of features ranging from 5 to 14 features, as shown in Table 1 . Then, each of the feature spaces is clustered using k-means with 5 different numbers of clusters, varying from 5 to 25. This is done three times, using Euclidean distance, Euclidean distance in normalized feature space and Mahalanobis distance. Once the feature spaces are clustered, the images are analyzed again to assign visual words to each pixel of the annotated regions (see Figure 3 ) This provides a set of 105 feature sets as a result of using 7 scale progressions, 5 vocabulary sizes for each progression, and 3 distance measures for each vocabulary. For performance evaluation, early precision (P1, precision of the first image) is calculated using a leave-one-patient-out cross-validation in order to avoid that tissue of a patient influences classification of other tissue types of the same patient, which can create a bias. Results show that the Euclidean distance in the original feature space outperforms the other two distance measures and that 25 visual words perform better than a smaller number of visual words. Figure 4(a) shows the results for class-specific P1 for various scale progressions, which is equivalent to a kNN classification with k = 1. No clear trend can be extracted from the disease-wise performance, whereas in terms of geometric and arithmetic means the only trend is a slight decay with an increasing number of voices.
It was initially thought that a relatively small number of words would be best for classifying the few classes. The trend for all scale progressions and distance measures shows that performance improves with a larger number of visual words. The experiment was then extended increasing the size of the visual vocabulary. The results are calculated for Euclidean distance and 1 voice scale progression, since both are simpler and perform better than other configurations. Figure 4(b) shows P1 for visual words varying from 5 to 500 for every tissue type in the database together with the geometric mean. P5 and P10, as well as precision at the number of relevant regions in the database were also calculated for the best performing configurations, showing a similar decrease in performance for all measures, without any remarkable difference (see Table 2 ). 
Discussion
Results in Section 3 show that the scale progression does not have a strong impact on the system performance; there is a slowly decaying trend that might Table 3 . Confusion matrix of the first retrieved regions for dyadic scale progression and 125 visual words using Euclidean distance.
be due to the fact that 1 voice (dyadic scale) already has enough information for representing the texture patterns. Therefore, a larger number of voices may add noise rather than valuable band-pass information (see Figure 4 (a)). By extending the experiment, the optimal number of visual words is found to be between 100 and 300, where performance remains fairly stable. This can be explained by the fact that some of the 6 tissue classes may contain several visually distinct patterns that can better be described with a larger number of clusters. The slow decrease when creating even more visual words may be due to splitting useful clusters and thus removing important class information. Figure 4(b) shows that the increase in overall performance is mostly due to an improvement in precision for healthy tissue. This confirms the hypothesis that for an accurate description of strongly varying patterns such as healthy tissue a sufficiently high number of visual words is required.
The system presented in this work performs well in a harder scenario compared to past work using similar visual features on basically the same database [5] Whereas previous work included 99 clinical parameters in the classification, the work presented in this paper uses only visual information. The inclusion of the clinical context in retrieval can increase performance in the order of 8% [4] . Whereas leave-one-ROI-out assures that the retrieved cases do not contain the query item itself, the cross-validation scheme used for this work assures that the retrieved cases do not contain any result from the same patient. This is clearly a more realistic, yet more difficult, scenario that is unfortunately often neglected in the literature [8, 12] . Particularly with a k-NN classifier, tissue samples of the same patient can often lead to seemingly better results as tissue of the same patient and with the same abnormalities is clearly much more visually similar than that of other patients.
Another common mistake is to not include healthy tissue into the retrieval database, which is the first question of a clinician in any case. Healthy tissue has a very large variety between patients, whereas pathologic tissue usually has much clearer class boundaries. In this work, healthy tissue is included as a class to be regarded, providing a more useful tool that can not only classify abnormal patterns, but detect these abnormalities from healthy parts. In Table 3 it can be Published in Lecture Notes in Computer ScienceVolume 7075, 2012, pp 69-79 which should be used for any reference to this work The original publication is available at www.springerlink.com seen that considering only a 2-class database (healthy and non-healthy tissue) the system would have P1 of 94.5%, with less than 3% false negatives.
Conclusions and Future Work
In this paper, a content-based image retrieval system using multi-scale visual words to describe lung texture associated with ILDs is proposed. The database used for evaluation is taken from clinical routine and annotated by two emergency radiologists. Results show a good performance of the system when the correct parameters are chosen for scale progression, distance metric used and particularly the number of visual words. The system is valuable for supplying clinicians with visually similar regions of interest and also visually similar cases with proven pathologies that can support diagnosis. The implemented techniques can be seen as useful in other clinical areas where texture analysis is required for diagnosis such as for analyzing liver images. The results show a limited impact of the number of bandpass wavelet filters but highlight the importance of a sufficiently high number of visual words to describe tissue types with high intra-class variations such as healthy tissue.
Further work is foreseen that may improve the system performance. Using the full 3D data for the generation of the visual words is foreseen as some tissue types can profit from available 3D information, for example to disambiguate between vessels in the lung and nodules that look very similar in 2D slices. This requires a clinical protocol with small inter slice distance, though. The current system only concentrates on visual analysis whereas the inclusion of clinical data such as age and smoking history has shown to increase classification performance in the past [4] .
