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FRACTIONAL DECAY BOUNDS FOR NONLOCAL ZERO
ORDER HEAT EQUATIONS.
E. CHASSEIGNE, P. FELMER, J. D. ROSSI, AND E. TOPP
Abstract. In this paper we obtain bounds for the decay rate for solu-
tions to the nonlocal problem ∂tu(t, x) =
∫
Rn
J(x, y)[u(t, y)−u(t, x)]dy.
Here we deal with bounded kernels J but with polynomial tails, that
is, we assume a lower bound of the form J(x, y) ≥ c1|x− y|
−(n+2σ), for
|x − y| > c2. Our estimates takes the form ‖u(t)‖Lq(Rn) ≤ Ct
−
n
2σ
(1− 1
q
)
for t large.
1. Introduction.
Let J(x, y) be a bounded, positive, continuous, symmetric function de-
fined for (x, y) ∈ Rn × Rn. Here we address nonlocal Cauchy problems of
the form
∂tu(t, x) =
∫
Rn
J(x, y)[u(t, y) − u(t, x)]dy in R+ × R
n(1.1)
with the initial condition u(0, x) = u0(x) satisfying u0 ∈ L
1(Rn) ∩ L∞(Rn).
On J we also assume the basic condition
x 7→ J(x, y) ∈ L1(Rn) for all y ∈ Rn.(J1)
By the symmetry of J we have the same property exchanging x and y.
Our main interest here is the asymptotic behavior of the solution of (1.1)
as t→ +∞. It is well known that the diffusive nature of the equation implies
that the solution goes to zero when t → +∞. For smooth kernels J with
compact support, it is proven in [4] that the solution u of the equation (1.1)
has the decay estimate
‖u(·, t)‖Lq(Rn) ≤ Ct
−n
2
(1− 1
q
)
for any q ∈ [1,∞). Note that this decay rate is the same as the one that
holds for solutions of the classical Heat equation. In the case of an equation
in convolution form, that is when J(x, y) = K(x− y) with K a nonnegative
radial function, not necessarily compactly supported, it is proven in [2] that
the solutions of equations with the form (1.1) have the decay estimate
(1.2) ‖u(·, t)‖Lq (Rn) ≤ Ct
− n
2σ
(1− 1
q
)
,
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provided the function K has a Fourier transform satisfying the expansion
Kˆ(ξ) = 1 − A|ξ|2σ + o(|ξ|2σ), where A > 0 is a constant. It is remarkable
that in this case the decay estimate is analogous to the one for the σ−order
fractional heat equation, vt = −(−∆)
σv, with σ ∈ (0, 1). We also note that
the convolution form of the equation allows the use of Fourier analysis to
obtain this result.
In this work we consider kernels J not in convolution form and not com-
pactly supported in order to investigate the diffusive role of the asymptotic
tails of the kernels when doing decay estimates. We illustrate this feature
asking for an asymptotic profile for J with the following lower bound
(J2) J(x, y) ≥ c1|x− y|
−(n+2σ), for |x− y| > c2
for certain constants c1, c2 > 0 and σ ∈ (0, 1). For simplicity, to clarify the
arguments we will assume c2 = 1.
We remark that the use of Fourier analysis is not helpful here due to
fact that our operator is not in convolution form. Despite of this difficulty,
energy methods can be carried out in order to obtain the main result of this
paper, which reads as follows:
Theorem 1.1. Let n ≥ 2 and J be a bounded, nonnegative, continuous,
symmetric function defined in Rn satisfying (J1) and (J2). Then, for each
q ∈ (2σ,+∞), the solution of (1.1) associated to an initial condition u0 ∈
L1(Rn)∩L∞(Rn) goes to zero in Lq(Rn) as t→ +∞. Moreover, the solution
has an asymptotic decay that can be bounded by
lim sup
t→∞
t
n
2σ
(1− 1
q
)
‖u(·, t)‖Lq (Rn) ≤ C‖u0‖L1(Rn),(1.3)
and, for all t > 0, it holds
‖u(·, t)‖Lq (Rn) ≤ Cmax{‖u0‖L1(Rn), ‖u0‖Lq(Rn)}t
− n
2σ
(1− 1
q
)
,(1.4)
where the constant C depends on q, σ and n.
For the case q ∈ (1, 2σ] we have the following
Corollary 1.2. Let n ≥ 2 and J be a bounded, nonnegative, continuous,
symmetric function defined in Rn satisfying (J1) and (J2). Let u be the
solution of (1.1) associated to an initial condition u0 ∈ L
1(Rn) ∩ L∞(Rn).
If q ∈ (1, 2σ], then the asymptotic decay given by (1.3) holds. Moreover, for
all r > 2σ and for all t > 0 we have
‖u(·, t)‖Lq (Rn) ≤ Cmax{‖u0‖L1(Rn), ‖u0‖Lr(Rn)}t
− n
2σ
(1− 1
q
)
,
with C independent of u0.
Note that the kernel J defining the nonlocal operator in (1.1) shares,
at one hand, the “fat” tails of the fractional Laplacian of order 2σ, and
on the other, the integrability property of zero order operators. However,
the decay rate of the solution of problem (1.1) is as in the case of the
fractional Laplacian (see (1.2)) and not as in the classical zero order case
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defined by compactly supported kernels. This shows the diffusive effect of
the fractional Laplacian is more related with the tails of the kernel, which
allows to transport mass to infinity through long jumps, than the highly
intense, but shorter jumps related with the singularity at the origin.
2. Basic Facts and Preliminaries.
Concerning the existence and uniqueness of problem (1.1), the symmetry,
boundedness and integrability assumptions over J , allows us to perform a
fixed point argument to obtain the following result whose proof is omitted.
Theorem 2.1 ([1], [4]). Let J : Rn ×Rn → R be a bounded and symmetric
function satisfying assumption (J1) and (J2), and let u0 ∈ L
1(Rn)∩L∞(Rn).
Then, there exists a unique solution u ∈ C([0,+∞), L1(Rn) ∩ L∞(Rn))
of equation (1.1). This solution satisfies ||u(·, t)||L1(Rn) ≤ ||u0||L1(Rn) and
||u(·, t)||L∞(Rn) ≤ ||u0||L∞(Rn) for all t ≥ 0.
The symmetry assumption over J allows us to use an energy approach in
order to get Theorem 1.1. Roughly speaking, this assumption allows us to
“integrate by parts” equation (1.1). For q > 1 we multiply the equation by
q|u|q−2u and integrate, obtaining the inequality
∂t
∫
Rn
|u(x)|qdx
=−
q
2
∫∫
R2n
J(x, y)(u(y) − u(x))(|u(y)|q−2u(y)− |u(x)|q−2u(x)) dy dx,
(2.1)
where we have avoided the dependence on t of the function u for simplicity.
Now we recall the following inequality (whose proof is given in the Ap-
pendix): let q > 1 and a, b 6= 0. Then, there exists a constant C depending
only on q, such that
(2.2) (a− b)(|a|q−2a− |b|q−2b) ≥ C|a− b|q.
Hence, using this inequality into (2.1), we conclude
∂t||u||
q
Lq(Rn) ≤ −Cq
∫∫
R2n
J(x, y)|u(y) − u(x)|qdydx =: −CqEJ,q(u).(2.3)
Our strategy is to get an estimate for the energy EJ,q(u) in the right-hand
side of the above expression in terms of a higher Lp−norm of u. This can
be accomplished due to the asymptotic behavior (J2) of the kernel. Being
similar to the tails of the kernel of the fractional Laplacian of order 2σ,
we compare EJ,q in (2.3) with an ad-hoc fractional seminorm, for which
Sobolev-type inequalities are available.
We recall that for σ ∈ (0, 1) and q ∈ [1,∞), W σ,q(Rn) is the fractional
Sobolev space of all Lq(Rn) functions with bounded fractional seminorm
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[v]σ,q, given by
[v]qσ,q =
∫∫
R2n
|v(x+ z)− v(x)|q
|z|n+qσ
dx dz.(2.4)
Under these definitions, the key step in our approach is to relate the
energy in (2.3) with the corresponding fractional seminorm defined in (2.4).
Once this is accomplished, we apply the following fractional Sobolev-type
inequality, which asserts the existence of a constant C > 0 such that for
each v ∈W σ,q(Rn) with σq < n, it holds
||v||q
Lq⋆ (Rn)
≤ C[v]qσ,q,(2.5)
where q⋆ = q⋆(σ) = nq/(n−σq) (see [3]). By the use of the above inequality
we get the desired increment of the Lp−norm of the solutions, and after this
the proof follows standard arguments.
Once we have obtained Theorem 1.1 which is valid for q > 2σ, the corre-
sponding decay estimate for the remaining case q ∈ (1, 2σ] can be obtained
by interpolation. Hence, at the very end our arguments rely on estimates
for the nonlinear operator in the right hand side of (2.3).
3. Fractional Seminorm Estimates.
First, we consider a positive smooth function ψ : Rn → R with the fol-
lowing properties
(3.1) supp(ψ) ⊂ B1, and
∫
Rn
ψ(x)dx = 1.
With the aid of this function, we split a function u into two parts. We
will denote the “smooth” part of u as v and the remaining as w. We let
(3.2) v(t, x) :=
∫
Rn
ψ(x− z)u(t, z)dz; u(t, x) := v(t, x) + w(t, x).
As a first property of this decomposition we have that each Lq norm of
the functions v and w is controlled by the corresponding norm of u.
Lemma 3.1. Let v and w be given by (3.2). For each q ∈ [1,+∞), there
exists C = C(q, ψ) such that
‖v‖Lq(Rn) ≤ C‖u‖Lq(Rn), and ‖w‖Lq(Rn) ≤ C‖u‖Lq(Rn).
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Proof. We start with v. Using its definition, we have∫
Rn
|v(x)|qdx =
∫
Rn
∣∣∣
∫
Rn
ψ(x− y)u(y)dy
∣∣∣qdx
=
∫
Rn
∣∣∣
∫
Rn
ψ(x− y)1/q
′
ψ(x− y)1/qu(y)dy
∣∣∣qdx
≤
∫
Rn
[(∫
Rn
ψ(x− y)dy
)1/q′(∫
Rn
ψ(x− y)|u(y)|qdy
)1/q]q
dx
≤ C(q, ψ)
∫
Rn
∫
Rn
ψ(x− y)|u(y)|qdydx
= C(q, ψ)
∫
Rn
|u(y)|q
∫
Rn
ψ(x− y)dxdy
≤ C(q, ψ)
∫
Rn
|u(y)|qdy.
The inequality conrresponding to w easily follows from the triangular in-
equality in Lq. 
Now we state a key result to get the desired estimate on the decay rate.
Proposition 3.2. Let J : Rn × Rn → R+ a bounded and symmetric func-
tion satisfying hypotheses (J1) and (J2). Let ψ satisfying (3.1) and q ∈
(2σ,+∞). Then, there exists a constant C > 0 such that for all u ∈ Lq(Rn)
and v,w defined in (3.2), we have
(3.3) [v]q
2σq−1 ,q
+ ‖w‖qLq(Rn) ≤ C
∫∫
R2n
J(x, y)|u(x) − u(y)|qdx dy.
The constant C depends on ψ, σ, q and n.
Proof. For the estimate concerning w, we have∫
Rn
|w(x)|qdx =
∫
Rn
|u(x) − v(x)|qdx
=
∫
Rn
∣∣∣u(x)−
∫
Rn
ψ(x− z)u(z)dz
∣∣∣qdx
=
∫
Rn
∣∣∣
∫
Rn
ψ(x− z)(u(x) − u(z))dz
∣∣∣qdx
=
∫
Rn
∣∣∣
∫
Rn
ψ(x− z)1/q
′
ψ(x− z)1/q(u(x)− u(z))dz
∣∣∣qdx.
Applying Holder’s inequality, we get∫
Rn
|w(x)|qdx
≤
∫
Rn
(∫
Rn
ψ(x− z)dz
)q/q′(∫
Rn
ψ(x− z)|u(x) − u(z)|qdz
)
dx
≤ C(q, q′, ψ)
∫
Rn
∫
Rn
ψ(x− z)|u(x)− u(z)|qdz dx.
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Since ψ is supported in B1, clearly we have that for all |x − z| ≥ 1,
ψ(x − z) ≤ J(x, z). Meanwhile, since J is positive, when |x − z| < 1 there
exists a constant C depending only on |ψ|∞ such that ψ(x− z) ≤ CJ(x, z).
Then
‖w‖qLq(Rn) ≤ C
∫∫
R2n
J(x, y)|u(x) − u(y)|qdx dy.
Now we deal with the term concerning v. We split the fractional seminorm
as
[v]q
2σq−1,q
=
∫∫
|x−y|>1
|v(x) − v(y)|q
|x− y|n+2σ
dxdy +
∫∫
|x−y|≤1
|v(x)− v(y)|q
|x− y|n+2σ
dxdy
=: Iext + Iint.
We look at these integrals separately. For Iext, using the definition of v
we have
Iext =
∫∫
|x−y|>1
∣∣∣
∫
Rn
(u(x− z)− u(y − z))ψ(z)dz
∣∣∣q|x− y|−(n+2σ)dxdy.
Now, we can look at the measure µ(dz) = ψ(z)dz as a probability measure
because of (3.1). Clearly, the function t 7→ |t|q is convex in R. Then, we
apply Jensen’s inequality on the dz−integral in right-hand side of the last
expression, concluding
Iext ≤
∫∫
|x−y|>1
∫
Rn
|u(x− z)− u(y − z)|qψ(z)dz|x − y|−(n+2σ)dxdy,
which, after an application of Fubini’s Theorem, gives
Iext ≤
∫
Rn
ψ(z)
( ∫∫
|x−y|>1
|u(x− z)− u(y − z)|q|x− y|−(n+2σ)dxdy
)
dz,
Then, applying the change x˜ = x− z, y˜ = y − z in the dxdy integral and
using (3.1), we conclude
Iext ≤
∫
Rn
ψ(z)
( ∫∫
|x˜−y˜|>1
|u(x˜)− u(y˜)|q|x˜− y˜|−(n+2σ)dx˜dy˜
)
dz
=
∫∫
|x˜−y˜|>1
|u(x˜)− u(y˜)|q|x˜− y˜|−(n+2σ)dx˜dy˜.
Using this last expression, we obtain from the assumption (J2) that
(3.4) Iext ≤ C
∫∫
R2n
J(x, y)|u(x) − u(y)|qdx dy.
Now we deal with Iint. In this case, using the definition of ψ, we can write
(3.5) Iint =
∫∫
|x−y|<1
∣∣∣
∫
Rn
u(z)(ψ(x−z)−ψ(y−z))dz
∣∣∣q|x−y|−(n+2σ)dxdy.
Note that by using (3.1), we have for all x, y ∈ Rn∫
Rn
u(x)(ψ(x−z)−ψ(y−z))dz = u(x)
( ∫
Rn
ψ(x−z)dz−
∫
Rn
ψ(y−z)dz
)
= 0,
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and then∫
Rn
u(z)(ψ(x− z)−ψ(y− z))dz =
∫
Rn
(u(z)−u(x))(ψ(x− z)−ψ(y− z))dz.
Thus, using this equality into (3.5), we get
Iint =
∫∫
|x−y|<1
∣∣∣
∫
Rn
(u(z)−u(x))(ψ(x−z)−ψ(y−z))dz
∣∣∣q|x−y|−(n+2σ)dxdy.
However, note that if |x − z| ≥ 2 in the dz integral, since |x − y| < 1
necessarily |y − z| > 1. Then, due to the fact that ψ is supported in the
unit ball, the contribution of the integrand when |x − z| ≥ 2 is null in the
dz integral. Taking this into account, applying Ho¨lder’s inequality into the
dz−integral, we have
Iint
=
∫∫
|x−y|<1
∣∣∣
∫
|x−z|<2
(u(z)− u(x))(ψ(x − z)− ψ(y − z))dz
∣∣∣q
× |x− y|−(n+2σ)dxdy
≤
∫∫
|x−y|<1
(∫
|x−z|<2
|u(z)− u(x)|qdz
)
×
(∫
|x−z˜|<2
|ψ(x− z˜)− ψ(y − z˜)|q
′
dz˜
)q/q′
|x− y|−(n+2σ)dxdy,
where q′ = q/(q − 1) is the Ho¨lder conjugate to q. By Fubini’s Theorem we
can write
Iint =
∫
x∈Rn
( ∫
|x−z|<2
(u(z)− u(x))2dz
)
Ψ(x)dx,
where
Ψ(x) =
∫
|x−y|<1
( ∫
|x−z˜|<2
|ψ(x − z˜)− ψ(y − z˜)|q
′
dz˜
)q/q′
|x− y|−(n+2σ)dy.
Using the regularity of ψ, we have
Ψ(x) ≤
∫
|x−y|<1
(∫
|x−z˜|<2
||Dψ||q
′
∞|x− y|
q′dz˜
)q/q′
|x− y|−(n+2σ)dy
≤||Dψ||q∞|B2|
q/q′
∫
|x−y|<1
|x− y|q|x− y|−(n+2σ)dy,
and since q > 2σ, we conclude the last integral is convergent, obtaining
Ψ(x) ≤ Cn,σ,q||Dψ||
q
∞|B2|
q/q′ ,
which leads us to the following estimate for Iint
Iint ≤ C
∫
x∈Rn
∫
|x−z|<2
|u(z)− u(x)|qdzdx.
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From this, it is easy to get
Iint ≤ C
∫
|x−z|≤2
|u(z)− u(x)q
(1 + |x− z|)n+2σ
dzdx,
which by the use of (J2), let us conclude that
Iint ≤ C
∫∫
R2n
J(x, y)|u(x) − u(y)|qdx dy.
This last estimate together with (3.4) concludes the proof. 
4. Proof of Theorem 1.1
For simplicity, we use the following notation: for q > 1, we denote σ˜ =
σ˜q = 2σq
−1. Hence, the fractional critical exponent of q relative to σ˜ is
denoted by q˜⋆ and is given by
q˜⋆ =
nq
n− qσ˜
=
nq
n− 2σ
.
We need an intermediate result.
Lemma 4.1. Let us assume the hypotheses of Theorem 2.1 and Proposi-
tion 3.2. Then, there exists two constants C1, C2 > 0 depending on n, q and
σ such that
(4.1) ||u(·, t)||qLq(Rn) ≤ C1‖u0‖
q(1−θ)
L1(Rn)
EJ,q(u)
θ + C2EJ,q(u),
where EJ,q is defined in (2.3) and θ ∈ (0, 1) satisfies the equality
(4.2)
1
q
=
θ
q˜⋆
+ (1− θ), that is θ = 1−
2σ
n(q − 1) + 2σ
.
Proof: Using the definition of v and w in (3.2), we have
(4.3) ||u||qLq(Rn) ≤ 2
q−1
(
||v||qLq(Rn) + ||w||
q
Lq(Rn)
)
.
By the definition of v, it belongs to Lp for all p. Hence, we can interpolate,
obtaining
||v||Lq(Rn) ≤ ||v||
θ
Lq˜⋆ (Rn)
||v||1−θ
L1(Rn)
,
where θ is given by (4.2). Recalling the Sobolev-type inequality (2.5), we
have
||v||Lq(Rn) ≤ C[v]
θ
σ˜,q||v||
1−θ
L1(Rn)
,
and then, using this last inequality, (4.3), Proposition 3.2 and the property
||u(·, t)||L1(Rn) ≤ ||u0||L1(Rn) given in Theorem 2.1, we get (4.1). 
Proof of Theorem 1.1. Along this proof, we denote by Ci a constant
independent of u0 and Ki a constant depending on u0 (making explicit this
dependence). We recall that q > 2σ. Consider the constants C1, C2 of the
previous lemma and denote
(4.4) K1 = C1||u0||
q(1−θ)
L1(Rn)
, and H(x) = K1x
θ + C2x, for x ≥ 0.
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With these definitions, inequality (4.1) can be written as
||u||qLq(Rn) ≤ H(EJ,q(u)),
or equivalently
H−1(||u||qLq(Rn)) ≤ EJ,q(u).
Hence, denoting φ(t) = φ[u](t) := ||u(·, t)||qLq(Rn), we use (2.3) to conclude
φ satisfies the differential inequality
(4.5) ∂tφ(t) + CqH
−1(φ(t)) ≤ 0, for t > 0.
Direct computations allows us to write
H−1(x) ≥
{
x/(2C2) x ≥ K2,
(x/(2K1))
1/θ x < K2,
where K2 = C3||u0||
q
L1(Rn)
for some constant C3. Using this expression, we
obtain from (4.5) that, for all t > 0, φ(t) satisfies
(4.6) ∂tφ(t) + C
(
φ(t) 1{φ(t)≥K2} + ||u0||
q(1−θ−1)
L1(Rn)
φ(t)1/θ1{φ(t)<K2}
)
≤ 0,
We claim that there exists a t0 > 0 such that φ(t0) < K2. Otherwise, if
φ(t) ≥ K2, from (4.6) we have ∂tφ(t)+Cφ(t) ≤ 0 holds for all t > 0, implying
that φ has exponential decay, which is a contradiction with φ(t) ≥ K2 > 0.
Hence, since there exists such t0 and since (2.3) implies in particular that φ
is nonincreasing, from (4.6) we conclude that for all t > t0,
∂tφ(t) + C‖u0‖
(1−θ)/θ
L1(Rn)
(φ(t))1/θ ≤ 0 .
From this we get
φ(t) ≤ C‖u0‖L1(Rn)t
θ/(θ−1) ,
again for C depending on n, q and σ. This proves that the Lq-norm of the
solution goes to zero with the desired rate, that is, (1.3) holds.
Now we look for a bound valid for all t > 0, that is (1.4). If φ(0) ≤ K2,
that is when ||u0||Lq(Rn) ≤ C3||u0||L1(Rn), by (4.6) and since φ is nonincreas-
ing, we get
(4.7) ∂tφ(t) + C||u0||
q(1−θ−1)
L1(Rn)
φ(t)1/θ ≤ 0
for all t > 0. Integrating from 0 to t, using the expression (4.2) for θ and
recalling φ(t) = ||u(t)||qLq(Rn), we conclude
||u(·, t)||Lq (Rn) ≤ C||u0||L1(Rn)t
− n
2σ
(1−q−1),
where the constant C does not depend on u0.
In the case φ(0) > K2, the corresponding inequality φ(0) > C3||u0||
q
L1(Rn)
allows us to replace the dependence on ||u0||L1(Rn) of H in (4.4) by the norm
||u0||Lq(Rn). Thus, this replacement makes the analogous inequality to (4.5)
that in this case reads as
(4.8) ∂tφ(t) + CqH˜
−1(φ(t)) ≤ 0, for t > 0.
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where, for some C3 > 0, we have denoted
H˜(x) = C3||u0||
q(1−θ)
Lq(Rn)x
θ + C2x.
Since φ is nondecreasing our interest is to estimate H˜−1(x) in (4.8) from
below in the interval x ∈ (0, φ(0)). It is easy to see that for all C small
enough, independent of u0 we can get
H˜(C||u0||
q(1−θ−1)
Lq(Rn) x
1/θ) ≤ x, for all x ∈ (0, φ(0)),
which means that
C||u0||
q(1−θ−1)
Lq(Rn) x
1/θ ≤ H˜(x), for all x ∈ (0, φ(0)).
Replacing this inequality into (4.8) we obtain that
∂tφ(t) + C||u0||
q(1−θ−1)
Lq(Rn) φ(t)
1/θ ≤ 0
holds for all t > 0, where C > 0 is independent of u0. This inequality
is exactly the same as (4.7) but with the Lq−norm of u0 replacing the
L1−norm. Integrating, we conclude the estimate
||u(·, t)||Lq (Rn) ≤ C||u0||Lq(Rn)t
− n
2σ
(1−q−1),
and therefore inequality (1.4) holds. 
Proof of Corollary 1.2: By an interpolation argument, there exists θ ∈
(0, 1) such that
||u(·, t)||Lq(Rn) ≤||u(·, t)||
θ
L1(Rn)||u(·, t)||
1−θ
Lr(Rn)
≤C||u0||
θ
L1(Rn)max{‖u0‖L1(Rn), ‖u0‖Lr(Rn)}
1−θt
− n
2σ
(1− 1
q
)
,
where we have used Theorem 1.1 in the last inequality. 
5. Appendix
Proof of Inequality (2.2): Clearly the inequality holds if a = b, then,
without loss of generality, we assume |a| > |b|. If this is the case, (2.2) is
equivalent to
(1− x)(1 − |x|q−2x) ≥ C|1− x|q
for all |x| < 1. Now, in the case x < 0 we have the left-hand side is bounded
from above by 1, meanwhile the right-hand side is bounded from above by
2q. Hence, it is sufficient to consider C = 2−q. For the case x ∈ (0, 1), the
desired inequality is equivalent to
1 ≥ xq−1 + C(1− x)q−1.
When q ≥ 2, this inequality holds with any C ≤ 1 because
1 ≥ x+ (1− x) ≥ xq−1 + (1− x)q−1.
When q ∈ (1, 2), the conclusion follows from the fact that the derivative
of x 7→ xq−1+C(1−x)q−1 is strictly positive (independently of C) at x = 1.
Then, choosing C > 0 small enough we obtain the result. 
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