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Abstract 
The ability to sequence a genome for every individual is of great importance to 
biomedicine and holds promise for making personalized medicine a reality. Due to the 
enormous task of sequencing a three billion base human genome in a short time scale and 
for a reasonable cost, many next-generation approaches employ single molecule 
techniques based on fluorescence or electrical readout (nanopore sequencing). Direct 
manipulation of biomolecules, force spectroscopy, is another widely used tool in single-
molecule research. Still, to date, only single molecule fluorescence has been used in next-
generation technologies because force spectroscopy is generally limited to a serial (one-
molecule-at-a-time) approach, such as in atomic force microscopy. In order to use force 
spectroscopy as a highly parallel sequencing platform, we combined a wide-field optical 
detection technique (evanescent field excitation) with magnetic tweezers. To develop the 
tools for such measurements (i.e. single base sensitivity in a massively parallel format) a 
great deal of attention has to be paid to the physics of the detection scheme, the physics 
of force application, the design of substrates, and analysis of data. This dissertation will 
discuss the developments of such a single-molecule force spectroscopy technique as a 
DNA sequencing technology. 
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Chapter 1 : Genome Sequencing and Next-Generation Technologies 
1.1 Motivation and Introduction to the Human Genome 
The initial full sequence of the human genome was completed in 2001 at a cost 
somewhere between two and three billion dollars and totaled approximately eleven years 
of work.1 The first genome sequence is commonly referred to as the “Human Reference 
Genome” since it is a compilation of many individuals’ genetic information. It now 
provides a template for positioning short read lengths of an individual’s genome. Even 
though this achievement was an important milestone in understanding the origins of 
human life, it did not provide much insight into the function of particular genes, nor did it 
give many clues to the location of specific disease markers. The genomic research 
community sought to increase the quality of sequences in order to identify the positions 
of common single-nucleotide polymorphisms (SNPs) that may have links to genetic 
disorders, as well as regions containing insertions or deletions. However, to obtain good 
statistics, the genome of one individual has to be compared to those of many others.2 The 
number of common SNPs is reported to be around 8 million in an average individual, 
meaning the selective or partial sequencing of an individual genome is not sufficient.3  
Previous methods of automated DNA sequencing were based on optimizations and 
variations of the Sanger dideoxy method first developed in the late 1970’s, which detects 
and analyzes fragments of DNA resulting from chain-terminating events.4 With the 
advent of chain-terminating fluorescently base-labeled dideoxynucleotide triphosphates 
(ddNTPs),5, 6 the discovery of robust enzymes for amplification and sequencing in the 
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1980’s,7 and the development of capillary array electrophoresis in early 1990’s,8 sample 
preparation, sequencing times, and reagent volumes were dramatically decreased. 
Without these significant advancements, including those in automation, the daunting feat 
of sequencing an entire human genome would not have been possible. Despite these 
advances, there were significant bottlenecks in genome sequencing technologies, 
particularly high sample preparation costs (tissue extraction, purification, and 
amplification) and long sequencing times. Current dye-labeled terminator Sanger 
sequencing technologies are still limited to only about 1,000 base read-lengths,9 which 
means sequences have to be read in parallel, increasing operating costs and time. 
The sheer magnitude of cost and time required to complete the human genome clearly 
indicated that Sanger sequencing was an unsatisfactory method for whole genome 
sequencing and that new approaches to reading this information would have to be 
developed. Over the past ten years, there have been extraordinary achievements in the 
field of whole-genome DNA sequencing technologies. Those new approaches have been 
termed “Next-Generation” sequencing technologies and have been backed extensively by 
both private and government investments—e.g. the NIH’s National Human Genome 
Research Institute (NHGRI). These technologies have focused on reducing costs by 
decreasing the number of amplification steps, increasing the informational output 
efficiency, and dramatically lowering the run-time for sequencing.10, 11 Since 2001, the 
costs of sequencing have dropped well below $100,000 and can be now be completed 
within days to weeks.12 
Several methods were developed to reduce costs of the amplification steps, including 
emulsion PCR,13 which immobilizes single DNA fragments randomly by covalent 
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chemistry on microspheres and amplifies the DNA in microwells (Pyrosequencing,14 
Roche Applied Sciences, SOLiD, Life Technologies, and Polonator,15 Dover Systems), or 
solid-phase amplification,16 which creates clusters of amplified DNA on a surface using a 
high density of immobilized forward and reverse primers (Solexa, Illumina, Inc.). Once 
amplified, the templated clusters can either be interrogated using single-nucleotide 
addition with a fluorescent nucleotide (Pyrosequencing & Solexa) or with short 
fluorescent DNA probes (SOLiD). The advantages of these techniques is that the actual 
sequencing can be performed using standard fluorescence microscopes and CCD 
detectors because of the high density of genomic DNA in the clusters that are formed 
during amplification.  
 Still, the ultimate goal of sequencing technology is arguably one in which all 
amplifications steps are eliminated and single-molecule detection is attained, so that 
every DNA fragment is individually recorded with minimal pre-processing. Helicos 
BioSciences was the first to commercialize such a system (based off of work by Quake, 
et. al.17, 18) and another company, Pacific Biosciences, has a sequencer in development 
(based on work by Turner, et. al.19). Both of these technologies function using the 
detection of incorporated single-nucleotides to an elongating DNA duplex. The Helicos 
sequencer works by sequentially adding fluorescently-labeled nucleotides (A, G, C, or T), 
with chain terminators, to primer-immobilized genomic DNA. By colocalization of 
single-molecule fluorescence signals after addition with DNA polymerase (DNAP) and 
subsequent chemical cleavage of the fluorophore, the sequence information can be read. 
Pacific Biosciences seeks to speed up this process by eliminating washings between base 
additions and use what is referred to as a “freely-running enzyme”. Instead of attaching 
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DNA to the surface, DNAPs are immobilized in an array on a microfabricated substrate. 
By using four-color fluorescent hexaphosphate-labeled nucleotides (one color for each 
base), Turner, et. al. has shown that the momentary immobilization of the fluorophore in 
the DNAP active site during incorporation provides a detectable fluorescent signal. After 
incorporation, the fluorophore is cleaved naturally along with the pentaphosphate, and the 
signal disappears. The “freely-running enzyme” approach from Pacific Biosciences has 
the major advantage of providing extremely long read lengths  (>1 kilobase), but appears 
to be extremely error-prone.11 
Both the Helicos and Pacific Biosciences sequencers have the benefit of a single-
molecule platform, which eliminates the need for amplification of genomic DNA; 
however, the techniques use expensive fluorescently-labeled nucleotides and a mutated 
DNAP (in the case of the “freely-running enzyme” approach). The costly fluorescent 
nucleotides must be used in high concentrations (potentially hundreds of times) during 
sequencing. Also, the use of fluorescence itself can introduce undesired error into the 
base-calling algorithm, if single-molecule photobleaching or quenching is not addressed, 
and requires highly sensitive and expensive EMCCD cameras. Although some of these 
costs are sure to be mitigated by mass-production and wide-spread use, the ultimate 
genome sequencing technology would use inexpensive CCD cameras (or other form of 
detection), natural enzymes, and standard nucleotides (or short DNA probes). 
Another avenue for obtaining sequence information is through the use of physical 
methods involving detection of force or electrical properties of individual nucleotides. A 
great deal of research has been conducted in the field of nanopores for sequencing.20-23 
The basic tenet behind this method is the measurement of ionic current during the 
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passage of a DNA molecule through a nanopore (biopore or solid-state pore), which is 
commensurate in diameter with the DNA molecule. The transient presence of the DNA 
molecule in the nanopore causes the ionic current to drop. Initially, researchers believed 
that differences in the blockage current between individual bases within the nanopore 
opening might be distinguishable, but this notion was quickly abandoned. Current state-
of-the-art nanopore sequencing research uses either oscillating handles (with step-wise 
single-nucleotide addition),23 nanopore measurements of single-nucleotide cleavage, or 
tunneling current across the nanopore.22 Although the technique is currently unable to 
distinguish single bases, nanopore sequencing is attractive because of its electrical 
readout, which can be measured to a high sensitivity and should make data analysis 
straightforward; furthermore, the ideal system would eliminate the use of enzymes 
altogether. 
1.2 Proposed Method of Sequencing 
We propose a physical method of sequencing that is label-free, but maintains the 
advantage of a single-molecule technique. Since single-stranded DNA (ssDNA) has 
different stretching behavior than double-stranded DNA (dsDNA), one can quantify the 
double-stranded character of a single DNA molecule and detect ‘yes’ or ‘no’ events for 
short oligo binding by repeatedly recording force-distance curves. We have used a 
combined evanescent field excitation scheme with cost-effective magnetic tweezers as a 
highly parallel force spectroscopy platform. The sequencing scheme (Figure 1.1) is based 
on detection of ligation of short oligos with a known composition to a target strand to be 
sequenced. By repetitively performing force curves after the introduction of short query 
strands, the sequence of a DNA strand can be determined. We chose to pursue 
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sequencing by ligation as a proof of concept sequencing method because the addition of 
the phosphorylated probe strands is easily detectable using our magnetic tweezers/TIRF 
setup. A simpler scheme involving single-nucleotide addition using DNA polymerase can 
be envisioned if the high sensitivity of our force spectroscopy platform can be used to its 
full potential. Currently, detection of single-nucleotide addition is an unnecessarily 
stringent requirement for sequencing, but future work may prove that it is viable. 
 
Figure 1.1. Basic idea behind the use of the conformational changes due to increase in the DNA 
double stranded content to detect individual sequencing steps (ligation of an unlabeled probe 
oligo). 
 
The method for determining sequence information—sequencing by ligation—is based 
off of the Polonator Sequencer from Church, et. al.,15 but without the use of fluorescence 
detection and using single-molecules. Figure 1.2 illustrates the steps we will use in 
implementing this sequencing scheme: (i) after the hybridization of a primer, a buffer 
containing a phosphorylated probe strand and ligase is introduced, followed by a washing 
step; (ii) the array is interrogated for binding of the probe strand via the force ramp; (iii) 
the ligation cycles are repeated until the whole strand becomes double stranded; (iv) all 
molecules in the array are denatured, and (v) a primer of decremented length is annealed 
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followed by repeated ligation cycles. If one base at a time is determined per ligation step, 
we will only need a set of 4 buffers (one for each base) containing 8-mers to be ligated 
having a known base in the middle of the sequence. Mismatched oligomers are not 
ligated; therefore, detected changes in dsDNA fraction signify successful elongation. 
 
Figure 1.2. Scheme of the process flow for sequencing by ligation using single-molecule force 
spectroscopy. 
 
Sequencing by ligation using massively parallel force spectroscopy has several cost 
advantages over other sequencing technologies. The magnetic-tweezers instrument is 
arguably the least expensive force spectroscopy platform available today. It does not 
require a photon-counting EMCCD camera since detection of bright fluorescence is all 
that is required to obtain force information. In principle, the instrument does not require a 
high magnification objective if prism-style TIRF illumination is implemented. The 
chemical components (probes, DNA, and enzymes) are also rather inexpensive. By using 
our force spectroscopy detection platform, we will eliminate the need for expensive 
custom labeled reagents. The system uses only commercially-available enzymes and 
primer/query DNA—or the DNA can be synthesized cheaply in-house. Furthermore, 
there are numerous of methods for economical production of magnetic and fluorescent 
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probes, as well as a number of commercial sources (gram-amounts of probes are 
routinely made in our laboratory). 
1.3 Project Goals 
To demonstrate the potential of this sequencing technique, our group focused on 
several interdisciplinary projects, which are discussed in detail in the following chapters. 
The method of sequencing proposed requires (i) uniform application of magnetic force 
over multiple magnetic microspheres,24 (ii) an in-depth understanding of the behavior of 
fluorescent and magnetic microspheres in an evanescent field,25 (iii) an efficient means to 
functionalize genomic DNA for surface immobilization26 (iv) a method for controlling the 
density of functionalized DNA on a substrate, (v) a demonstration of force curves on 
single-DNA molecules and measurement of hybridization sensitivity,27 and (vi) 
observation of multiple DNA ligation cycles in a parallel force spectroscopy array. We 
have made significant progress in showing that parallel force spectroscopy is a viable 
platform for whole-genome sequencing, but there are still a number of components that 
will be addressed by the Vezenov group in the future. Please refer to the conclusions 
chapter (Chapter 8) for an outline of future work.   
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Chapter 2 : Quantitative Modeling of Forces in Electromagnetic 
Tweezers 
The work described in this chapter has been published in Bijamov, A.; Shubitidze, F.; Oliver, P. 
M.; Vezenov, D.V. Quantitative Modeling of Forces in Electromagnetic Tweezers, Journal of 
Applied Physics. 2010, 108, 104701. 
2.1 Introduction 
Magnetic tweezers has become an important tool for analysis of the behavior of 
individual biomolecules under tension or torsion.28 In magnetic tweezers, the forces are 
applied to molecules via superparamagnetic spherical probes using an external magnetic 
field. By using multiple switchable magnetic poles29, 30 or by moving permanent 
magnets,31 it is possible to achieve controlled manipulation (repositioning or rotation) of 
individual probes. Due to the ability to perform measurements from many molecules in 
parallel, significantly improving statistical treatment of the single molecule data, 
magnetic tweezers stand out among other implementations of force spectroscopy and are 
attractive for application in force-spectroscopy-on-a-chip devices. Both permanent 
magnets and electromagnets have been used in the design of magnetic tweezers. The 
magnetic field and forces generated by permanent magnets in various arrangements have 
been treated theoretically, while theoretical modeling of electromagnetic tweezers has not 
received much attention.  
Electromagnets are an attractive option for force generation in even the simplest of 
configurations (e.g. when force is applied in the direction normal to the plane of 
biomolecular attachment) since it is possible to control the magnetic field easily via 
changes in the current applied to electromagnet coil. The ramp of the magnetic field to 
generate a force-extension curve using an electromagnet does not require mechanical 
motion (only variable current), thus, yielding better environmental noise characteristics 
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for magnetic tweezers, while preserving a straightforward setup for force spectroscopy. 
The obvious drawback of hysteresis in the field generated by the electromagnet can be 
minimized by selecting appropriate rate for changes in the coil current. 
Force spectroscopy experiments that perform single-molecule stretching or unbinding 
require high field gradients in the normal (z) direction and, preferably, negligible 
gradients in the lateral (x, y) directions. Unfortunately, the high gradients, needed for 
manipulation of the superparamagnetic probes, can lead to loss of the highly parallel 
nature of the stretching experiments with multiple probes in a relatively large area of the 
sample. Therefore, the design of the electromagnet needs to balance these two 
requirements. In this chapter, we investigated the magnetic fields produced by the 
electromagnet formed by a coil of wire wound on a core machined from a soft 
ferromagnetic material. 
2.2 Methods 
2.2.1 Geometry 
For single molecule stretching experiments with no application of torque or three-
dimensional manipulation, a field gradient along only one dimension (in the direction of 
stretching) is needed. We are specifically interested in forces that are applied normal to 
the plane of attachment of biomolecules because one can detect changes in molecular size 
with a high (potentially subnanometer) resolution using detection schemes based on 
evanescent field32 or optical interference.29, 31, 33 The magnetic tweezers for this type of 
force spectroscopy application usually consist of a solenoid with a cylindrical magnetic 
core.30, 32 Rods of various diameters made from several ferromagnetic materials are 
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commercially available, but for optimal performance they must be machined to 
concentrate the magnetic field and provide the largest possible field gradient in the area 
of interest. For experiments where the active area of the probe array is hundreds of 
microns in size (field of view for a high magnification objective of a typical optical 
microscope), one of the simplest suitable designs of the core is shown in Figure 2.1—it 
represents a rounded tip, several millimeters in diameter, pointing toward the sample 
connected to a wider diameter rod (the core) via a conical section. The wide section of 
the core supports the coil of electrical wire and optional liquid cooling elements. The 
electromagnetic (EM) problem is then to find the magnetic field distribution in the area 
below the tip, and further fine-tune the tip geometry in order to ensure the highest 
possible uniform vertical pulling forces for the magnetic beads in the area of interest. In 
order to use the numerical simulations, generally, the geometry of the system has to be 
smoothed to avoid sharp edges (as shown in Figure 2.1a) and be able to define a unique 
normal at any point on the target surface. 
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Figure 2.1. (a) Typical geometry of the electromagnet that can be used in magnetic tweezers (not 
drawn to scale). (b) Geometry with the magnet showing conformal inner and outer surfaces for 
placement of auxiliary sources. EM field sources are placed on these auxiliary surfaces and 
aligned along the corresponding surface tangents (or normal). (c) Body of revolution magnet with 
surface tangents. The area of interest (hosting an array of biomolecules having length of ~50–100 
nm with magnetic beads of radius ~1–3 µm attached to their ends) is 0.2–0.4 mm below the tip of 
the magnet. 
 
2.2.2 Field and force modeling 
We based the numerical simulations in this study on the method of auxiliary sources 
(MAS). The MAS is a robust, easy to implement and accurate numerical technique 
developed for solving a large range of EM radiation and scattering problems. It has been 
successfully applied to the investigation of waveguide structures, antennas, complex 
media, etc.34, 35 In the MAS, the boundary value problems are solved numerically using a 
representation of the EM field in each domain of the structure of interest by a finite linear 
combination of analytical solutions of the relevant field equations. These solutions 
correspond to the fields created by auxiliary EM field sources (individual set for each 
domain) and are usually chosen to be elementary dipoles (or charges), located on 
a) b) c) 
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fictitious surfaces that conform to the actual boundaries of the structure of interest. 
Knowledge of the detailed mesh structure of the modeled objects is not required, which is 
one of the advantages of the MAS over finite element methods. 
There are two layers of auxiliary sources set up for each physical boundary in the 
problem: the inner layer of sources describes EM fields outside of this boundary, while 
the outer layer describes the fields in the space confined by the boundary. The only 
constraint placed on the fields is to satisfy the boundary conditions for Maxwell’s 
equations. These conditions can be evaluated at a finite number of collocation points 
across the object boundaries, leading to a system of linear equations binding together the 
amplitudes of the auxiliary sources. Thus, the scattering problem is solved once these 
amplitudes have been found: any other EM parameter of interest can be derived through 
the fields created by the auxiliary sources. This scheme also provides an easy way of 
monitoring the accuracy of the solution by observing the boundary conditions mismatch 
in the area between the collocation points. 
In this paper, we used the MAS in a limiting case of the magnetostatic regime to 
evaluate the distribution of the magnetic field in the vicinity of the tip of the 
electromagnet as a function of the magnetic core geometry. We used the axial symmetry 
of the system to reduce the dimensionality of the problem.36, 37 For our purposes, the 
auxiliary sources can be electric dipoles, oriented along the tangent !, or magnetic 
dipoles, oriented along the normal ! or the tangent ! (Figure 2.1). The distance of the 
inner auxiliary surface from the real surface is limited by the smallest radius of curvature 
present in the magnet geometry. 
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The main objective of this work is to understand how the distribution and magnitude 
of the magnetic force inside the area of interest (Figure 2.1) depends on the magnet 
geometry and material properties of the electromagnet core. Assuming no remnant 
magnetization of the probe, the analytical expression for force pulling a 
superparamagnetic bead in an inhomogeneous magnetic field is well-known:38, 39 
 ! = ! ! ∙ ∇ ! = !"!!L ! !∙∇ !!  (2.1) 
where V is the volume of the bead, ! = !!!L ! (!/ ! ) is the induced magnetic 
moment per unit volume, Md the domain magnetization of the magnetic material, φ is the 
loading (volume fraction) of magnetic material, and !(α)   =   coth(α)   −   1  /  α is the 
Langevin function, which asymptotically approaches unity for high magnetic fields 
[! ! = !!!!!! 6!!! , with D being the diameter of the magnetic nanoparticles and 
kB being the Boltzmann constant]. The force on the beads in the saturation regime (high 
B) then reduces to: 
 ! = !"!! !∙∇ !!  (2.2) 
The magnitude of the pulling force is proportional to the magnetic field gradient. 
Therefore, it is important to optimize the shape of the magnet to achieve the highest 
possible field gradient (normal to the surface of the substrate) in the area of interest. 
The highest pulling forces will arise in the vicinity of the sharp edges of the magnetic 
core. The presence of a single tip of the magnet, therefore, ensures the existence of a 
stable equilibrium position for all the beads tethered to the surface underneath. On the 
other hand, any other sharp edges away from the axis of the core would disturb the local 
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field distribution, destroying the stable equilibrium at the axis of symmetry of the 
magnet. For example, a flat tip will produce a magnetic field having the highest 
inhomogeneities around the rim of the tip. Small misalignment of the population of beads 
with respect to the axis of the magnet will then result in uncontrollable shifts due to 
lateral gradients (which we detected experimentally as lateral jerking of the beads when 
the field is turned on). For the rounded tip, the field and force distributions change 
smoothly, providing the stable equilibrium position at the axis of symmetry of the system 
with significantly higher forces under the same conditions [i.e., with the same product of 
(current)×(number of wiring turns)]. 
With the goal of achieving high forces in experimentally accessible configurations 
(100 × 100 μm2 region of interest, 0.2–0.4 mm distance from the sample surface), we 
selected a single-tip geometry for detailed analysis of magnetic field distributions. As a 
starting point for our simulations, we have chosen a magnet with a mu-metal core 
(relative permeability μr=20,000) with a radius of 6 mm and length of 5 cm. The core was 
excited by 1360 turns of wire carrying 0.94 A current, arranged in a single layer around 
the cylindrical section of the magnet core. For simplicity, the distance between the 
magnet surface and wiring was always set to 1.5 mm, except in the calculation used for 
direct comparison with the experimental data where we closely replicated the actual 
dimensions of all elements. The probe in the area of interest was a spherical bead with a 
radius of 1.0 μm, frequently found in force spectroscopy applications, loaded with 10% 
volume fraction of magnetite (Fe3O4) with domain magnetization of Md = 4.46×105 A/m. 
The results for other compositions and sizes of the superparamagnetic beads can be 
readily rescaled using Equation 2.2. 
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The typical magnetic field distribution, along with the magnetic force experienced by 
the beads, is illustrated in Figure 2.2. The accuracy of our simulations was controlled by 
monitoring the matching of boundary conditions in the MAS simulation. For all 
simulations in this chapter, the boundary mismatch of the normal component of the 
magnetic B field was kept below 1%. The mismatch of the tangential components of the 
magnetic H field was higher; however, the boundary values of Ht themselves are on the 
order of 1% of the corresponding Bn values (due to the high magnetic permeability of the 
magnet core), and, therefore, the mismatch in Ht components can be ignored. The 
following sections discuss the behavior of magnetic fields and pulling forces in the area 
of interest as functions of magnetic core radius and length, magnet tip length and radius, 
and magnetic permittivity of the core material. 
 
  
Figure 2.2. (a) Magnetic B field distribution inside and outside of the magnet, (b) log10(B) 
distribution, (c) magnetic force distribution pulling the beads below the tip. Magnet tip radius=1.5 
mm, tip length=10 mm, core radius=6 mm, core length=5 cm. 
 
 
a) b) c) 
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2.3 Results and Discussion 
2.3.1 Effect of tip length and radius 
The geometry of the magnet strongly affects the field distribution around the tip. 
Namely, the tip length and tip radius of curvature are expected to be the most critical 
parameters defining the details of the field configuration in the area of interest, due to its 
close proximity to the tip. With the same reasoning, we may neglect the effects of exact 
local configuration of the parts of the magnet away from the tip—any field 
inhomogeneities introduced by these parts will quickly decay before reaching the area of 
interest.40 
Our simulations revealed that magnetic forces are, indeed, relatively immune to small 
variations (factor of 3) of the tip length (Figure 2.3). The change in the tip length from 5 
to 10 mm results in a 20% increase in the local magnetic force near the tip, while a 
further increase in the tip length to 15 mm does not provide significant benefits. Thus, the 
magnetic core, as expected, is very effective in delivering a concentrated magnetic field 
to a location a significant distance away from the coil carrying the current. 
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Figure 2.3. (a) Magnetic field and (b) magnetic force distribution along the magnet symmetry 
axis as a function of the distance from the tip with magnetic tip length varying from 5 to 15 mm. 
Magnet tip radius is fixed at 1.5 mm. 
 
While variations in the tip length do not produce significant field changes, our 
simulations confirmed that the sharpness (radius) of the magnet tip can have a dramatic 
effect on the local field distribution in the vicinity of the tip. Figure 2.4 compares the 
decay of magnetic fields with distance from magnets having the same tip length but 
different tip curvatures. At short distances, up to several hundred micrometers away from 
the tip, the magnets with the smaller tip radii provide greater fields. Decreasing the 
magnet tip radius from 3 to 1 mm can increase the magnetic field by ~100% −50% at the 
surface-tip separations of 0.2–0.4 mm. In terms of magnetic force, which is more relevant 
for magnetic tweezers applications, decreasing the tip radius by a factor of 3 can result in 
a factor of 5 increase in the pulling force in this range. 
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Figure 2.4. (a) Magnetic field and (b) magnetic force distribution along the magnetic core axis as 
a function of the distance from the tip with magnetic tip radius varying from 0.5 to 3 mm. Magnet 
tip length is fixed at 10 mm. (c) Pulling force, acting on magnetic beads positioned 0.5, 1.5 and 
2.5 mm away from the magnet tip, as a function of the tip radius. 
 
In the range of the highest forces (0.1–2.0 mm), the force-distance dependence is 
represented very closely (<1% maximum error) by a power law with a position offset: 
 ! = !! !! !!!! ! (2.3) 
Exponent p increases from 2.3 to 2.8 when the tip radius changes from 0.5 to 2.0 mm, 
empirically approaching a power of 3 dependence theoretically expected for magnetic 
dipoles. When the tip radius is increased from 0.5 to 2.0 mm, the range of distances 
where the magnetic force is well described by the power law dependence (Equation 2.3) 
also increases from 2 to 9 mm. The fitted value of the offset z0 for each geometry is on 
the order of the corresponding tip radius (0.3 to 2.6 mm), while F0 grows from 25 to 530 
pN with the decrease in tip radius. The rough estimate (within 1%–5%) of the force in the 
region of 0.1–1.0 mm from the tip can be obtained by setting the exponent to a mid-range 
value p = 2.5 and using F0 (piconewtons) and z0 (millimeters) that depend on the tip 
radius Rtip (millimeters): F0=156/(Rtip)1.69 and z0=0.79 Rtip−0.06. 
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The advantages of using sharp tips disappear if the observation point (sample) is 
moved further from the magnet (Figure 2.4c). For example, at a distance of 0.5 mm from 
the tip of the magnet, the reduction in the tip radius from 3 to 1 mm almost triples the 
force, while a further decrease in the tip radius below 1 mm provides limited 
improvements with an apparent leveling off in the magnetic force, especially for tips with 
radii <0.6 mm. At a distance of 1.5 mm away from the magnet, a similar plateau starts at 
even greater values of tip radii (~1.5 mm), and if the tip radius is further reduced below 
1.0 mm, the pulling force decreases. Finally, for microspheres located 2.5 mm from the 
magnet tip, the peak pulling force is provided by the magnets with tip curvatures in the 
range of 1.0–2.0 mm. The presence of such a peak in pulling force versus tip radius 
relation is associated with a rapid spatial decay of magnetic fields created by sharp tips. 
The sharper the tip is—the shorter the spatial range of high gradients becomes in 
magnetic fields and high pulling forces that this tip produces. Very short distances (<0.5 
mm) between the tip and the sample surface, however, are not readily compatible with 
the instrument designs that use a flow cell and an external magnet. Therefore, depending 
on the exact position of the area of interest, the decrease in the magnet tip radius below a 
certain threshold is not beneficial for increases in field gradients and forces normal to the 
plane of attachment of biomolecules. 
Our simulations indicate that for every fixed distance between the magnet and the 
sample we can find an optimal value of the curvature for the tip (Rtip) of the magnet, 
which provides the highest possible pulling force at that specific point, keeping the same 
all other characteristics of the magnet and magnetic beads. As evident from Figure 2.5a, 
this optimal tip radius depends linearly on the fixed location (z) of the point of interest. 
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The exact dependence is not universal and differs for magnets with different tip lengths. 
For long tips, the limiting relationship scales as Rtip = 0.60z. The magnitude of the highest 
possible pulling force (Fmax)—delivered by the magnets with tip radii optimized for a 
fixed sample location—decreases with the distance from the sample surface. A 
qualitatively similar result was previously obtained during the analysis of microscopic 
magnetic poles.41 Figure 2.5b shows the magnitude of this force as a function of the 
position of the tip from the area of interest. The force has a limiting scaling relationship 
Fmax/(IN) ≈ 0.015/z1.7 for the magnets with long tips (I is the current in amperes, N is the 
number of turns in the coil, z is in millimeters, and Fmax is in piconewtons). Evidently, in 
order to provide the highest pulling forces in the region of 0.5–1.0 mm away from 
magnet tip, the magnet tip curvature should also be chosen to be around 0.5–1.0 mm. 
 
Figure 2.5. (a) Dependence of the radius of the magnet tip that provides highest pulling forces at 
a specific fixed location on the distance of this point from the magnet tip; (b) highest pulling 
force attainable by varying tip radius at a fixed distance from the sample for magnets with tip 
lengths of 5, 10, 15, and 20 mm. All other dimensions of the magnet core, coil parameters, and 
properties of magnetic beads are the same in all cases. 
 
The main reason, however, to keep the magnet tip radius large enough is to provide 
highly uniform pulling forces over the broad spatial range comprising the area of interest 
in the single molecule array around the axis of the magnet. Since we are interested in 
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applications of force spectroscopy in an array format, rather than micromanipulation, 
blunt tips and wide cores are more appropriate than sharp needles.42 Figure 2.6 
demonstrates that sharper tips result in a quick build up of a substantial lateral force 
component acting on the beads placed off-axis. Keeping the magnitude of the lateral 
component under ~5% of the total forces for the region of interest (50–100 μm around 
the magnet axis) requires relatively blunt tips, and tip curvatures of 1 to 1.5 mm tend to 
be the best for these purposes. Therefore, we focused all further simulations on the 
magnets with the tip radius equal to 1.5 mm. With such a magnet, the deviation of the 
total force magnitude should be within 1%–2% of the average value over a 100×100 μm2 
field of view typical for high magnification (i.e. high numerical aperture) objectives 
(Figure 2.6b). Given that the superparamagnetic beads usually are 1–2 μm in diameter 
and should be separated by a distance comparable to their size to avoid bead-bead 
interactions, a total of about 400 beads (20×20 array) could be pulled with a highly 
uniform force and observed simultaneously. Since most common approaches to 
attachment chemistry result in random single molecule arrays and, therefore, Poisson 
rather than regular bead distributions, the maximum number of beads is probably an order 
of magnitude lower (as we indeed observed in our experiments on a flat substrate). 
 
Figure 2.6. Ratio of the lateral pulling force to vertical force in the area of interest below the 
magnet tip, for magnetic tweezers with tip radii of (a) 0.5 mm, (b) 1.5 mm, and (c) 3 mm. Tip 
length=10 mm. Color map level step corresponds to 5% magnitude change in Fxy/Fz. 
 
a) b) c) 
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2.3.2 Effect of magnet core length and diameter 
While the exact field configuration and the rate of decay in the area of interest depend 
on the local magnet geometry, the magnitude of the magnetic field can be affected by the 
overall magnet configuration, including parameters describing parts remote from the tip, 
such as the total length and radius of the magnetic core. Figure 2.7 illustrates the results 
of the calculation for the magnetic field and magnetic force behavior near the tip of the 
magnet for different lengths of the core. The local fields and their gradients in the vicinity 
of the magnet tip do not change significantly even when the length of the core is tripled. 
 
 
Figure 2.7. (a) Magnetic field and (b) magnetic force distribution along the magnet symmetry 
axis as a function of the distance from the tip with magnet core length of 5, 10, and 15 cm. 
Magnet tip length is fixed at 10 mm, while the tip radius is 1.5 mm. Magnet core radius equals 6 
mm. The coil is stretched to cover the entire length of the magnet core. 
 
Although the magnetic field in the vicinity of the magnet tip is higher for the magnets 
with shorter cores, as seen on Figure 2.7a, the situation does, in fact, change at higher 
distances from the tip. We observed that the magnetic field from the 15-cm-core magnet 
becomes greater than that of 5-cm-core magnet 10–25 mm away from the tip as expected 
qualitatively, since the total magnetic dipole moment excited inside a large volume of the 
a) b) 
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longer magnet core is higher than the total moment inside a small volume of the shorter 
core. Similarly, the magnets with a greater radius of the core have larger volume and, 
thus, a higher magnetic dipole moment resulting from the excitation by the coil than 
small radius cores. Therefore, the wider the magnet, the higher the magnetic fields should 
be. By comparing fields from the cores having radii between 3 and 12 mm, we observed 
that in this case, at distances 5–7 mm from the tip and greater, the wide core radius 
magnet displays higher fields than the ones having lower radii. Unfortunately, the very 
low magnitude of the magnetic field and its gradient at these distances are impractical in 
force spectroscopy applications. 
Our simulations, however, revealed an interesting dependence of the fields in close 
proximity of the magnet tip, on the radius of the magnet core. As Figure 2.8 indicates, the 
narrower the magnet core, the larger are the fields and pulling forces outside the magnet, 
in the vicinity of its tip. Decreasing the magnet core radius by a factor of 4 (from 12 to 3 
mm) results in doubling of the bead pulling force. More drastic are the changes in the 
magnetic field distribution inside the magnet, as shown in Figure 2.8c. As with the fields 
in the close proximity to the tip, the fields inside the magnet are higher for narrower 
magnets. The reduction in the magnet radius from 6 mm to 3 mm results in the doubling 
of the maximum magnetic field inside the magnet core. This result is due to the deviation 
of the real magnet coil from an ideal solenoid, in which the magnetic field would be 
constant inside the entire solenoid volume and independent of its radius. For a single loop 
of wire carrying current I, however, the magnetic field at its center is inversely 
proportional to its radius Rloop : B = μ0I/2Rloop. The actual magnet coil used in our 
simulations of magnetic tweezers is effectively in the regime between these two limiting 
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cases, which leads to an increase in the magnetic B field with the decrease in the coil 
radius. We conclude that the changes in magnet core length and radius are having a 
stronger impact on the magnetic field inside the magnet than on the fields in the vicinity 
of the magnet tip. 
 
Figure 2.8. (a) Magnetic field near the magnet tip, (b) magnetic force on the beads and (c) 
magnetic field inside and outside of the magnet, distributed along the magnet symmetry axis as 
functions of the distance from the tip with magnet core radius of 3, 6, 9, and 12 mm. Magnet tip 
length is fixed at 10 mm, while the tip radius is 1.5 mm. Magnet core length equals 5 cm. 
 
Similarly, despite the weak dependence of the magnetic fields on the magnet core 
length, our simulations show that the fields inside the magnet grow significantly with the 
increase in the magnet length: from a maximum field of 0.6 T for a 5 cm core to a 
maximum of 0.9 T for a 15 cm core (the wiring is spread out over the entire length of the 
core to provide uniform coverage). This increase in the internal field needs to be 
accounted for in the experimental implementation of the magnetic tweezers due to the 
saturation of the magnetization observed in actual materials used for the fabrication of 
magnetic cores. With the coil parameters and current used in our simulation, the magnetic 
core 5 cm in length already approaches conditions of the magnetic field saturation inside 
the core made from mu-metal. 
 
a) b) c) 
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2.3.3 Effect of the core material 
Magnetic materials are characterized by magnetic permeability and saturation 
induction.43 The observation of how magnetic field changes with the size of the core is 
very important, since it indicates that, for example, any further reduction in the core 
radius below a certain threshold will bring no additional benefits, due to the saturation 
effects in the material of the core. After the saturation magnetic B field is reached within 
the core of the electromagnet, a further increase in external magnetic field (via higher coil 
current) will not lead to a significant B-field increase both inside and outside of the core. 
Therefore, in order to achieve higher magnetic fields and field gradients, one has to select 
magnetic materials with higher saturation induction. 
As seen from Figure 2.8c, the magnet with a core radius of 6 mm and specified coil 
parameters and current already approaches conditions of the magnetic field saturation (B 
= 0.6 T) in the middle of the core. Therefore, any other attempts to excite a higher field 
(e.g., by driving the coil current higher) will result in nonlinear effects that will neutralize 
the potential benefits of further magnet core elongation (e.g. increase in coil current or 
the number of turns in the coil). We confirmed these conclusions by fabricating two 
electromagnets with the same diameter (24.5 mm), tip length, and radius but different 
core lengths—5 and 16 cm. With the short core, we did not observe the saturation of the 
external field with magnetomotive force as high as 1220 ampere-turns, whereas an 
electromagnet with a longer core displayed a clear saturation behavior above 960 ampere-
turns. The effect of saturation induction could also be responsible for observed leveling in 
the force-current response reported in magnetic tweezers experiments on protein 
unfolding.32 
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Generally, the materials with higher relative magnetic permeability will result in 
higher magnetic fields. Our simulations indicate, however, that after the value of μr = 
1000 is reached for the core material, any further increase in permeability does not 
significantly change the field distribution in the area of interest outside of the magnet, as 
seen from Figure 2.9a. The same is true for the fields inside the magnet [Figure 2.9b: 
magnetic fields grow by a factor of 3 when μr increases from 10 to 1000, while a further 
increase in μr up to 10,000 does not lead to a significant B field increase (~5%)]. 
 
 
Figure 2.9. (a) Magnetic field outside of the magnet, in the vicinity of its tip and (b) magnetic 
field inside the magnet. Fields are along the magnet symmetry axis. The relative magnetic 
permittivity of the core material is taking the values of 10, 100, 1000, and 10,000. Magnet tip 
radius = 1.5 mm, tip length = 10 mm, core radius = 6 mm, core length = 5 cm. 
 
2.3.4 Application to magnetic tweezers 
We used the optimized geometry of the magnetic core to design the electromagnet for 
our magnetic tweezers instrument. Clearly, relatively short length and wide diameter 
ferromagnetic cores are preferable from the point of view of achieving comparably high 
fields in the region of a linear current response. The magnetic core was fabricated from 
mu-metal and had a 5.67-cm-long cylindrical section (with a radius of 0.635 cm) and 
a) b) 
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9.92 mm 28° conical section terminating in a tip with a radius of 1.5 mm. Measurements 
of the B field at 0.5 mm from the tip showed a linear dependence of the field magnitude 
on current in a wide range of currents of interest (Figure 2.10). As evident from the field-
versus-coil- current loop data in Figure 2.10, the remnant magnetization of the soft 
ferromagnetic core can be safely neglected for this geometry (as assumed in our 
simulation). At high currents (above 0.8–0.9 A), one can detect the onset of the effects of 
saturation of magnetic induction of the core. 
 
Figure 2.10. Linear response of magnetic B field with current applied to the coil. Hall-effect 
sensor is located at a distance of 0.5 mm from the tip of the core. Inset: a region of the field-
current loop near the origin magnified (10×) to illustrate low remnance observed for the 
ferromagnetic core. 
 
A comparison between theory and experiment for magnetic B field versus distance 
data is shown in Figure 2.11. Overall, there is a very good agreement between observed 
and predicted field magnitude and its rate of decay with the distance from the tip. The 
discrepancy is possibly due to (i) differences in the actual and simulated area used for 
averaging these highly concentrated fields, (ii) small misalignments between the axes of 
the magnet and the sensor, (iii) magnetic induction in the core approaching saturation, 
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and (iv) not precisely known actual z position of the sensing chip embedded within 
plastic packaging. 
 
Figure 2.11. Comparison of the simulated and experimentally evaluated magnetic B fields in the 
area of interest below the tip of the electromagnet. Simulated curve represents the vertical 
component of the magnetic B field, averaged over the circular area of the diameter of 1.2 mm, in 
order to account for data acquisition by a finite size Hall-effect sensor (1.2×1.2 mm2). The 
sensing chip is buried inside plastic packaging at the depth specified as 0.5 mm from the surface. 
Simulation took into the account the actual coil geometry, consisting of seven layers of AWG 30 
wires (total of 1359 turns) carrying the current of 0.94 A. 
 
These magnetic tweezers were used to stretch single stranded DNA oligomers 
(Biosynthesis, Lewisville, TX, USA) having a random nonrepeating (no doublets) 
sequence with a nominal length of 150 nucleotides [5’ H2N–(CH2)6–TTT TTT TTT TTT 
TTT ATG CTA TCA GCA GAG AGT ACA CAG TGC TAC GTA CTG AGT GAT 
GCA GAT GCG TAT GCT AGC TCA CTG CAC GCG TCA TAT ACT ACA TCG 
ACT CGC AGT GTC TTG TGC TAC GAT GTG CGA TGA TTT TTT TTT TTT TTT–
(CH2)3–SH 3’]. One end of the DNA molecule was covalently attached to the surface of 
the 2.6 μm diameter magnetic-fluorescent bead (10 vol% nominal magnetite content, 
Bangs Laboratories, Inc., Fishers, IN, USA), whereas the other end was covalently linked 
to the surface of the transparent solid support (Figure 2.12a). For this purpose, the 
opposing termini of the synthetic DNA were modified with amine and thiol functional 
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groups to enable coupling to carboxyl terminated magnetic beads and transparent solid 
substrates (glass coverslip coated with 2 nm Ti and 10 nm Au film). When the fluorescent 
bead is observed in the total internal reflection fluorescent (TIRF) microscope, the total 
intensity of the bead image (Figure 2.12b) decreases with increase in bead-surface 
separation because intensity of the illuminating optical field decreases exponentially 
away from the solid-buffer interface. 
 
Figure 2.12. (a) A scheme for the general experimental setup for magnetic tweezers in single 
molecule stretching experiments. (b) Colorized image of the magnetic bead illuminated by the 
evanescent wave (532 nm laser) in a TIRF microscope. Upon applying force (F) to the magnetic 
probe, the intensity of the bead fluorescence changes due to an increase in the distance (z) from 
the sample surface. (c) Applied electromagnet current and (d) raw probe intensity data 
(normalized to the intensity observed when no current is applied to the coil) versus time. These 
data can be converted into force-extension curves with proper calibration. 
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In such a setup, we can generate a force-extension curve for a single DNA molecule 
by ramping the current in the coil of the electromagnet. As shown in Figure 2.12, the 
increase in the applied magnetic force reduces the brightness of the fluorescence, 
indicating that the bead moves away from the surface of the sample. This behavior 
appears to be fully reversible and reducing the coil current (force) brings the bead back 
toward the surface. Through proper calibration of bead magnetic properties and decay 
length of the evanescent wave one can convert these data into a true force-extension 
curve, but these considerations are beyond the scope of this chapter (see Chapter 6). 
Given the results of our simulation for magnetic forces (Figure 2.2 and Equation 2.2), we 
expect that stretching forces of 15 to 25 pN have been reached with this electromagnet-
bead pair. Stretching behavior of the single stranded DNA molecule is well described by 
the extensible freely joined chain model of a polymer molecule.44, 45 Using parameters of 
this model under our experimental conditions (phosphate buffer saline containing 150 
mM NaCl, pH = 7.4), one can describe the curves in Figure 2.12d in terms of the linear 
dependence of B field on coil current (Figure 2.10) and exponential decay of the 
fluorescence from the bead (Chapter 3) with respect to extension of the DNA molecule 
(for detailed description see Chapter 6). Such fits for intensity versus current curves in 
Figure 2.12d produced a decay length of 97.5±0.9 nm for the evanescent field and force 
sensitivity of 16.9±0.5 pN/A for the magnetic bead. The resulting force-distance curve 
shown in Figure 2.13 is consistent with previously reported stretching behavior of single 
stranded DNA molecules.44, 45 This experiment demonstrates that electromagnets with 
properly designed magnetic cores can be used in magnetic tweezers. 
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Figure 2.13. Individual force-extension curve for 150-mer single stranded DNA obtained from 
one of the intensity-current cycles in Figure 2.12d. 
 
2.4 Conclusions 
We investigated spatial distributions of the magnetic field and forces produced by the 
EM tweezers having various geometrical configurations of the soft ferromagnetic core. 
We determined that these magnetic tweezers can exert pulling forces, up to 200 pN in 
magnitude, uniformly over relatively large sample areas (~100×100 μm2). The numerical 
studies were done using the MAS technique. The simulation results were validated by a 
favorable comparison with the experimental data on magnetic field decay with distance 
from the tip of the magnet and by monitoring how well the boundary conditions for the 
magnetic field were satisfied across the physical surface of the magnetic core (to better 
than 1%). 
In analysis of the results from the simulations, it is convenient to consider separately 
effects due to the tip and body of the core. The magnetic field distributions inside and 
outside of the magnet do not change noticeably due to varying tip length; however, the 
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field as well as the distribution of forces exerted on magnetic microspheres depend 
significantly on the tip radius. Namely, for a fixed tip length, at short distances, up to 
several hundred micrometers away from the tip, the magnets with smaller tip radii 
provide greater fields than those with higher radii. Even more pronounced effects are 
observed on forces, which are more relevant for magnetic tweezers applications than B 
field. We determined that, for a fixed distance from the sample, the optimal tip radius is 
slightly less than the tip-sample separation with forces decreasing when the radius is 
reduced further. Our study shows that decreasing the tip radius from 3 to 1 mm can result 
in a factor of 3 increase in the pulling forces at distances 0.2–0.4 mm from the magnet 
tip, while any further decrease in the tip radius creates a highly nonuniform lateral field 
distribution and diminishing improvements in the force magnitude. Thus, in order to 
provide the high pulling forces that are uniform over the broad spatial range comprising 
the area of interest around the axis of the magnet, one should choose an optimal 
(compromise) tip radius of 1 to 1.5 mm. 
Further, we investigated how the distributions of magnetic field and pulling forces 
depend on the core length and radius. Our results showed that both field and force in the 
vicinity of the magnetic tip depend significantly on the core radius: by reducing the 
magnet core radius, both the magnetic fields and pulling forces increase in the vicinity of 
the tip. On the other hand, significant changes in B field are also observed inside the 
magnet and diminish any gain in performance for small cores, because then saturation 
induction is reached at smaller currents. By reducing the magnet radius by a factor of 2, 
the maximum magnetic field inside the magnet core is doubled, thus, the total dynamic 
range of the linear response (to coil current) is reduced by a factor of 2 as well. Overall, 
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our results show that the length and radius of the magnet core affect the magnetic field 
inside the magnet more than the fields in the vicinity of the magnet tip. Since each of the 
magnetic materials is characterized by a specific magnetic saturation induction, this 
increase in the internal field needs to be avoided in the course of experimental 
implementation of the EM tweezers: once the internal magnetic field exceeds the 
saturation level, any further attempts to achieve higher field outside of the tip will result 
in non-linear effects that will neutralize the potential benefits of further magnet core 
elongation, increase in the coil current or the number of turns. 
To demonstrate the utility of these considerations to the design of the electromagnet 
for magnetic tweezers, we built an EM tweezers instrument using optimized core 
geometry obtained in our simulations. The experimental results showed that a relatively 
short length and wide diameter ferromagnetic cores are preferable for achieving 
comparably high fields in the region of a linear current response. The magnetic tweezers 
were used successfully to stretch single stranded DNA attached to a 2.6 μm 
superparamagnetic bead by adjusting the electromagnet current with a linear ramp. The 
design considerations for the choice of the magnetic core parameters and materials 
characteristics should be useful to researchers working on the experimental 
implementations of magnetic tweezers using electromagnets. 
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Chapter 3 : Optical Response of Magnetic Fluorescent Microspheres 
used for Force Spectroscopy in the Evanescent Field 
Most of the work described in this chapter has been published in Bijamov, A.; Shubitidze, F.; 
Oliver, P. M.; Vezenov, D.V. Optical Response of Magnetic Fluorescent Microspheres Used for 
Force Spectroscopy in the Evanescent Field, Langmuir 2010, 26, 12003-12011. 
3.1 Introduction 
Single-molecule force spectroscopy has developed into a powerful tool for the 
manipulation of biological molecules and the study of their biophysics.28 Molecular 
recognition,46 protein unfolding,47 DNA-protein interactions,48 structural transitions in 
polysaccharides,49 the formation of supramolecular structures,50 and the peeling of 
biopolymers off of flat substrates51 have all been studied at the single-molecule level 
using force spectroscopy. The use of mechanical force as an external control parameter, 
as demonstrated in these experiments, has made it possible to envision single molecules 
as a component of a microanalytical platform52 in which high-resolution force 
spectroscopy can detect structural changes down to monomer resolution. 
Optical tweezers and atomic force microscopy (AFM) are the most widely used 
techniques for the practical implementation of force spectroscopy experiments.53 They 
provide both subnanonewton sensitivity in measurements of applied forces and 
subnanometer sensitivity in molecular extensions. The drawback of these techniques is 
that they require advanced (and, in the case of AFM, costly) instrumentation and achieve 
their high level of control usually in a serial, one-molecule-at-a-time manner. Instead, the 
application of force spectroscopy in routine micro-analytical devices should be easy to 
implement in a parallel format, with no expensive consumables. Magnetic tweezers hold 
promise for being such a technique for the broad application of force spectroscopy in 
bioanalysis.54 In magnetic tweezers, the forces are applied to molecules via 
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superparamagnetic spherical probes using an external magnetic field. These probes, or 
magnetic beads, can be synthesized in bulk solutions, and some are already available 
commercially. With such probes, one can cover several orders of magnitude in force 
(from femtonewtons to tens of piconewtons), but resolution in probe displacement 
commensurate with molecular sizes (subnanometer) is also required, especially for 
shorter biopolymers. 
This level of sensitivity to the movement of the probe can be achieved with an 
analysis of interference fringes in optical images of microscopic beads28, 55 or, 
alternatively, by observing the optical response of the probes placed in the evanescent 
field near the interface where biomolecules are anchored. Singh-Zocchi et al. achieved 
nanometer resolution in distance from the surface for the DNA-tethered beads using an 
analysis of the scattering of the optical near field by dielectric microspheres.56 Evanescent 
wave scattering or luminescence from colloids has become an established tool for 
mapping particle-surface potential energy profiles.57, 58 Therefore, photometry applied to 
images of magnetic microspheres excited by the optical evanescent field can potentially 
be used for highly sensitive measurements of molecular extensions in magnetic tweezers 
(Figure 3.1a & b).32 To understand the fundamentals of the optical response of magnetic 
fluorescent microspheres, we carried out numerical simulations of electromagnetic (EM) 
interactions of these probes with the optical near field. We developed a body-of-
revolution formulation of the method of auxiliary sources (BOR-MAS) and used it to 
study the absorbance, scattering, and fluorescence in a typical force spectroscopy 
experiment. We experimentally measured the intensity profiles of microspheres in the 
presence of an evanescent field using probes mounted on an AFM cantilever above a 
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total-internal reflection fluorescence (TIRF) microscope. The numerical results and 
experiments presented here could serve as a guide for the design and analysis of 
magnetic-tweezers-based force spectroscopy experiments and establish the requirements 
for the fabrication of the force probes. 
3.2 Simulation Approach 
The evanescent EM field can be readily created in the vicinity of the solid-water 
interface in an optical microscope using either a prism or an objective-based total internal 
reflection (TIR) setup (Figure 3.1). The penetration depth, or characteristic decay length, 
of the evanescent EM field will depend on the refractive indices of the solid support and 
buffer solution as well as the laser beam wavelength and its angle of incidence.59 In 
general, the penetration depth is in the range of 50-200 nm for visible light. One can use 
the measurement of the amplitude of the electric field at a given location in water as a 
means to map the distance of this location from the TIR interface. A probe that is capable 
of interaction with an EM field (e.g., a fluorescent dye molecule or a nanoscopic 
scatterer) will effectively report its position with respect to the interface when it produces 
a measurable photonic response (such as fluorescence). The description of the 
measurement of molecular extension by bead tracking requires a rigorous numerical 
solution of vector electromagnetic field equations because the critical dimensions 
(distance between the bead and solid support as well as, possibly, the size of the bead 
itself) are on the subwavelength scale. 
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Figure 3.1. (a) Absorption of evanescent EM radiation by a fluorescent magnetic bead in water. 
The evanescent EM field is created by a laser beam undergoing TIR at the silica-water interface. 
Polystyrene beads are pulled by a magnetic field with a total force F resulting from the 
interactions (small arrows) between magnetic moments induced in individual magnetite 
nanoparticles and the magnetic field gradient. (b) Detectable response from the bead fluorescent 
component—QDs that emit in all directions (arrows)—resulting from photons that are transmitted 
through silica. (c) Geometry of the objective-silica-water-bead setting. 
 
For micrometer-sized probes, the waist of the incident collimated laser beam is much 
greater than the bead diameter; therefore, the incident electromagnetic wave can be 
approximated as a plane wave. In addition, the numerical aperture of a typical TIR 
objective is 1.45 and is the same as the refractive index of quartz or fused silica (a 
frequently used material with low autofluorescence, nD = 1.45) substrates, which 
guarantees that any angles of incidence θ between critical and glancing angles (66.5 and 
90°) are achievable in these substrates (Figure 3.1c). Notice that the use of common glass 
coverslips (nD = 1.52) as substrates will limit the available range of angles of incidence 
but will not significantly affect the outcome of the simulations within that range. The 
experimental data provided for penetration depths uses a common glass coverslip as the 
substrate. The choice of the angle of incidence is important in considerations of the 
dynamic range and sensitivity. Small angles (close to the critical angle) have a small field 
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gradient, and large angles (close to 90°) have too short a penetration depth. In this article, 
we use the index of silica in order to cover the widest possible choice of conditions for 
incident light. Angles of 70, 75, 80, and 85° are used in calculations to investigate the 
dependence of the decay length on the angle of incidence. 
The practical implementation of magnetic tweezers for the detection of molecular 
extension using TIRFM (total internal reflection fluorescence microscopy) relies on the 
use of probes that are several micrometers in diameter and contain a significant amount 
of magnetite (volumetric fraction >20%) in order to approach a high force regime (>10 
pN) in pulling experiments.28 A potential for long-term exposure to laser radiation favors 
the use of luminescent components, such as semiconducting nanocrystals, that are more 
resistant to photobleaching than typical60 fluorescent organic dyes. The schematic 
diagram for such a bead-tracking setup is shown in Figure 3.1. Part of the energy in the 
incident wave is absorbed by the conductive bead components (magnetite and quantum 
dots), and the rest is either scattered back into the TIRF objective or forward scattered 
away from the detector. This article focuses primarily on the fluorescence detection 
scheme because it is straightforward to implement with commercial TIRF microscopes 
and has an extremely favorable signal-to-noise ratio because of efficient filtering of the 
background radiation.59 
The power absorbed by magnetite is dissipated, and the optical power deposited in the 
semiconducting quantum dots (or fluorescent organic dyes) is re-emitted at a longer 
wavelength. Thus, two different physical processes take place: (a) absorption and 
scattering and (b) fluorescence. To understand the underlying physics of each of these 
processes, using the BOR-MAS model we separate the interaction of light with the bead 
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into two steps: (i) an absorption and scattering stage and (ii) a fluorescence stage. The 
strength of the fluorescence signal depends on the composition of the bead, the material 
properties of each of the components, the incident power, and the out-of-plane (z) 
position of the bead. In the fluorescence stage, the EM waves emitted by quantum dots 
(QDs) escape the bead, undergoing absorption by magnetite on their way and are 
collected by the microscope objective to yield the final image. The premise behind this 
setup is that one can use the total intensity of this fluorescent image to determine the z 
position of the bead and, therefore, the end-to-end extension of the biomolecule under a 
given force. The goal of the present work is to develop the formalism for the analysis of 
this EM problem and quantify the interaction of the micrometer-sized beads with the 
optical near field as a function of the bead size, location in the field, and composition. 
3.2.1 Dielectric constants of the microscopic probes 
Synthesized beads consist of randomly oriented, complex-shaped nanoparticles of 
magnetite (Fe3O4) and CdSe QDs, resting in a base polystyrene dielectric. The rigorous 
solution of an EM wave-scattering problem would account for the shape, position, and 
orientation of these particles, a process that requires enormous amounts of computational 
power and time. In fact, little insight would be gained from the exact solution of the EM 
problem at a high level of detail for any particular bead realization. Rather, of interest to 
us is the general behavior of the composite bead that depends only on a limited number of 
macroscopic properties (such as the volumetric fraction of nanoscopic components and 
their EM properties). There have been several attempts to account analytically for the 
random shape and position of small inclusions in a medium and derive the effective 
properties of the composite media,61 with variable rates of success. The comparison and 
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description of these effective medium models is a separate active research topic62, 63 and is 
beyond the scope of this dissertation. Because empirically most of these models, none 
being exact, result in similar predictions of effective medium properties, it is sufficient to 
perform the entire analysis based on a single model. 
For the purposes of this dissertation, we assume that for the majority of real-life 
scenarios the embedded conductive particles can be considered to be spherical and spread 
randomly in a linear isotropic medium. In this case, the Maxwell-Garnett63 model gives 
the following prediction of the effective dielectric permittivity εeff of the bead as a whole 
  (3.1) 
where fi is the volumetric fraction of the ith spherical inclusion having a dielectric constant 
εi, in a base material of the dielectric constant εb. (See Sections 3.6.1and 3.6.2 for a 
discussion of the applicability of the Maxwell-Garnett model and for a calculation of the 
refractive index.) 
The power per unit volume absorbed by the inclusions can be estimated from the 
calculated local field EL that excites the ith inclusion (with volume Vi, concentration ni, 
and conductivity σi) using the following expression (V is the total volume): 
 !! = !!!!! !!!! = !! !!!! !! = !!!!!!! (3.2) 
Equation 3.2, derived under the same assumptions as for the Maxwell-Garnett formula 
(see Section 3.6.3), can be used to determine the fraction of power absorbed by each of 
the components in the mixture. The fraction of power absorbed by QDs is emitted back as 
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a fluorescence signal and is weighted by both their volumetric fraction and conductivity. 
Although we use CdSe QDs as specific luminophores in our system, the results are 
directly applicable to other emitters when the optical power is rescaled according to their 
volume fraction and conductivity. 
3.2.2 Near-field optics 
We used the method of auxiliary sources (MAS) to determine the near- and far-field 
responses of the lossy dielectric bead in the evanescent electromagnetic field. The MAS, 
which belongs to the generalized multipole technique family,64 is a numerical technique 
for a rigorous solution of Maxwell’s equations. The method is easy to implement and has 
been successfully applied to electromagnetic scattering and radiation problems.35-37 The 
backbone of the method is the idea of representing the field in the domains of interest by 
expanding it into a finite series of fields produced by elementary auxiliary sources 
located inside and outside the boundaries of the physical object. These auxiliary sources 
are usually placed on surfaces that are conformal to the actual surface of the object and 
have a uniform distribution. Auxiliary sources outside of the object are responsible for 
the representation of the inner field, and sources inside the object boundary produce the 
field outside that boundary, thus singularities are never encountered. Because the wave 
function of each of the auxiliary sources represents a solution of the wave equation, the 
only requirement imposed on these sources is to satisfy the boundary conditions, namely, 
the continuity of tangential components of electric and magnetic fields on both sides of 
the physical surfaces. 
Shubitidze et al. described an effective optimization of the MAS for quasi-
magnetostatic problems with cylindrical symmetry.37 By expanding the fields into a 
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Fourier series in the azimuthal direction (angle φ, Figure 3.2), one can significantly 
reduce the dimensionality of the problem. Instead of a 3D problem with unknown 
auxiliary sources distributed across surfaces, we now have a 2.5D problem, with 
unknowns distributed along a 2D line. The added cost, expressed effectively as an extra 
0.5 dimension, is from the need to perform a separate calculation for each of the spatial 
Fourier components in the azimuthal direction in the incident field. In this chapter, we 
extend the body of revolution formulation of the MAS for a general case of EM fields of 
arbitrary frequency. 
 
Figure 3.2. Cross-section of the body of revolution objects (the bead and semi-infinite half-
space) with their boundary collocation points (small yellow dots), internal (black) and external 
(blue and red) auxiliary sources and surface tangents (u and v) used for the boundary field 
projection and auxiliary source alignment. 
 
According to the conventional MAS procedures, we first allocate a set of uniformly 
distributed collocation points on the surfaces of interest and define two conformal 
surfaces holding auxiliary sources; one inside and one outside the object (Figure 3.2). 
Every point on the surface hosts two orthogonal auxiliary sources whose wave functions 
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already satisfy Maxwell’s equations (i.e., electric dipoles and magnetic dipoles). 
Auxiliary sources that describe EM fields in a certain region are located outside of that 
region, on a surface conformal to its boundary. Typically, the positions of auxiliary 
sources are obtained by sliding up and down along the surface normals at the boundary 
collocation points. Such placement helps to avoid singularities in the solution because the 
fields are always evaluated at a finite distance from the source origin. 
Let the index n = 1, 2,..., N identify a horizontal belt of collocation points obtained by 
rotating the individual surface collocation points shown as yellow dots in the Figure 3.2 
around the z axis. Let un(φ) and vn(φ) be the vectors, tangent to the object surface, used 
for both the auxiliary source alignment and the EM field projection. The fields Fid inside 
the object at point r are then represented as follows: 
 !!" ! = !!"!"# ! + !" !!,! ! !! !, !!|!! !!! !,!!!!!∈!!"  (3.3) 
where !!"!"# !  are fields (electric or magnetic) generated by the independent sources in 
the domain [id = (silica, water, bead)], Nid is the number of auxiliary sources that produce 
EM fields in the domain, Pτ,n(φ) is the auxiliary source amplitude density within the belt, 
and GF(r, r0|τ) represents the electric (F = E) and magnetic (F = H) fields created at point 
r by a unit elementary dipole located at r0 and oriented along τ (= u or v) 
 !! !, !!|! = !! !" !!!!!! 1− !"# − !!!× !×!!! ∙ !!"#!!"!! (3.4) 
 !! !, !!|! = !!! − !"! ∙ !×! ∙ !!!!!"#!!" !!!! ! ! (3.5) 
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where R = r - r0 is the relative distance of the target from the source, k = k0(ε)1/2(μ)1/2 is 
the wavenumber, with k0 being that in free space, and !, !  is the relative dielectric 
permittivity and magnetic permeability of the domain medium. 
According to EM field boundary conditions, the following vector equations should be 
satisfied at every point of real object surfaces 
 !×!!" = !×!!"# (3.6a) 
 !×!!" = !×!!"# (3.6b) 
where n = v × u is the surface normal and the corresponding field vectors are evaluated 
separately for the two domains bounded by the surface. Therefore, to solve the scattering 
problem and evaluate fields over the entire space, one has to solve a single system of 
linear equations for unknown amplitudes of auxiliary sources arising from boundary 
conditions (Equation 3.6). 
For the body of revolution (BOR) problems, we can account for the φ dependence 
of incident fields and amplitudes of auxiliary sources by expanding the fields into a 
Fourier series in the azimuthal direction 
 !!" ! = !!",!! !, ! !"# !" + !!",!! !, ! !"# !"!!!!  (3.7a) 
 !!,! ! = !!,!,!! !"# !" + !!,!,!! !"# !"!!!!  (3.7b) 
where r = r(ρ, z, φ) is in the cylindrical system of coordinates,  !!",!!,!  represents the 
Fourier coefficients for incident fields in the domain id, !!,!,!!,!  represents Fourier 
coefficients for amplitudes of the auxiliary sources, and L is the spatial mode in the 
azimuthal direction. Because the spatial distribution of the currents induced in the system 
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depends on the behavior of the driving external EM field, the substitution of Fourier 
expansions (Equation 3.7) into boundary conditions (Equation 3.6), evaluated at a set of 
uniformly distributed collocation points along the object boundaries, will yield 2L+1 
independent systems of 4 × N linear equations for the unknown Fourier amplitudes !!,!,!!,!  
of auxiliary sources (one system equations for each cos(Lφ) and sin(Lφ) mode along with 
that for the zeroth mode). Once these amplitudes are found, any other EM parameter of 
interest (power flow, near and far fields, distribution of excited volumetric currents inside 
lossy objects, etc.) can be derived through the superposition of fields created by real and 
auxiliary sources. This scheme also provides an easy way to monitor the accuracy of the 
numerical solution by inspecting the mismatch of boundary conditions resulting from 
inner and outer auxiliary sources. 
The benefit of the MAS formalism is that, besides the original source of radiation (the 
incident EM wave), it allows for the consideration of any number of additional EM field 
sources both inside and outside the object of interest, thus making modeling of the 
fluorescence straightforward. Because the wave fields of each of the auxiliary sources 
satisfy the wave equation exactly, the only source of error arises from the imperfect 
satisfaction of the boundary conditions as a result of the discretization of the distribution 
of auxiliary sources. The major obstacle to the efficiency of the method arises from the 
large number of auxiliary sources needed to precisely identify the fields inside and 
outside of the microsphere and the unknown deviations of auxiliary surfaces from real 
geometry. Using the BOR approximation reduces the number of unknown auxiliary 
source amplitudes from 4N × M to 4N (where M is the average number of collocation 
points required to cover object surfaces in the azimuthal direction for each of the N belts), 
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significantly decreasing the size of the system of linear equations. This reduction, 
however, comes at the expense of the requirement to solve the EM problem separately for 
each of the spatial Fourier components in the azimuthal direction (L = 0, 1, ..., Lmax, where 
Lmax is the highest mode number whose value depends on the specific character of the 
incident field). 
The major advantage of BOR with respect to the full 3D model becomes obvious 
when the full complexity of the problem, mimicking a potential experimental application, 
is considered; namely, to account for the presence of the nearby interfaces (e.g., 
multilayered substrates) and other material layers (e.g., core-shell structure of the 
probes), it is necessary to place a large number of auxiliary EM field sources across these 
interfaces. The BOR approximation, by reducing the problem dimensionality, makes it 
possible to use a reasonable number of auxiliary sources and provides an accurate 
solution within reasonable time limits (approximately 3-5 hours per case on a present-day 
desktop PC). 
3.3 Materials and Methods 
3.3.1 AFM/TIRF Measurements 
The experimental intensity profiles of the probes in an evanescent field were 
measured on an MFP-3D-Bio AFM (Asylum Research, Santa Barbara, CA), which has a 
scanning head mounted above an inverted optical microscope (Olympus, IX71) with an 
EMCCD camera (Andor Technologies). Fluorescent magnetic beads (rhodamine or 
oxazine dye), with diameters between 6 µm and 9 µm, were mounted on v-shaped 
silicon-nitride AFM cantilevers (Figure 3.3). The substrates were either standard No. 1.5 
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glass coverslips or coated with an optically transparent layer of titanium and gold (see 
Section 6.4.1 for gold-coated substrate preparation). The gold coated coverslips were 
used as a means for comparing data directly with magnetic tweezers results from Chapter 
6, but are not the main focus of this chapter. The microscope was set up in an objective-
style TIRF mode (λ = 532 or 638 nm). The bead mounted on the AFM cantilever was 
moved in and out of contact with the surface for a total distance of 1 μm, at a constant 
speed, with the AFM (200 nm/s), while a movie of the probe’s fluorescence was 
captured. The evanescent field was focused at the maximum intensity of probe 
fluorescence at contact (see Section 6.4.5 for details about the illumination conditions). A 
trigger mode was used for AFM force curve acquisition, i.e. the movement in z-direction 
switched sense from approach (or “forward”) to retract (or “backward”) when a preset 
deflection (force) was reached. The piezo distance away from the surface was captured at 
the same time by measuring the z-sensor voltage and converting it to distance. The total 
distance relation was found by dividing the z-piezo sensor voltage versus time data by a 
constant factor relating cantilever displacement to applied voltage (i.e. the z-sensitivity) 
and accounting for changes in deflection of the cantilever (also captured in volts during 
the experiment). 
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Figure 3.3. SEM image of a typical spherical force probe mounted on the AFM and used in the 
AFM/TIRF experiment to calibrate the decay length of fluorescent image intensity of these 
probes in the evanescent field. 
 
The laser angle of incidence (TIRF angle) was determined using a 45° glass (BK7) 
prism after magnetic tweezers force spectroscopy measurements were conducted (those 
detailed in Chapter 6). After AFM/TIRF measurements were completed, we again 
measured the TIRF angle (due to differences in setup and alignment). In order to obtain 
the total intensity of the probes during the AFM/TIRF experiment, were captured movies 
during the force curves and integrated the intensities of each frame (see Section 6.4.6). 
Each frame was processed to yield a plot of total probe intensity versus time. The 
intensity versus distance curves were split into individual “forward” and “backward” 
curves by (i) finding the minima and maxima by fitting a Gaussian to a region with 
intensity above or below a middle signal level (~0.5), and (ii) cutting out the region 
between successive maximum and minimum (“backwards” curve) or minimum and 
maximum (“forward” curve). Since abrupt drops in intensity are seen only in the 
backward directions (due to adhesion), post-analysis was performed by averaging only 
the approach (or “forward”) curves in terms of intensity versus distance (Figure 3.4d). 
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For the results shown in Figure 3.4, the distance was obtained by multiplying the time 
scale by a known velocity of the AFM cantilever. The z position for contact was set to the 
distance at the onset of the linear compliance regime (Figure 3.4b). However, the results 
shown in Figure 3.5 and Table 3.3 use the captured z-sensor and deflection signals as a 
more accurate measure of z-distance (detailed at the end of the previous paragraph). 
 
 
Figure 3.4. AFM/TIRF data and fitting results for determination of the evanescent field 
penetration depth (λ = 532 nm) on an optically-transparent gold-coated coverslip. (a) Normalized 
intensity data for the extension and retraction of the probe/cantilever from the surface over a 
distance of 1 µm. (b) Force-time trace aligned with the intensity data in (a). (c) Intensity of the 
bead image in a series of approach-withdrawal curves. (d) An averaged retraction curve at one 
TIRF angle (red dots). The blue line indicates a fit to Equation 3.9, excluding distances below 20 
nm, where observed repulsive forces (see part b, at time between 4.0 s and 4.3 s) move the probe 
away from the surface, thus, making actual separation underestimated. (e) Averaged data from 
several TIRF angles shifted using the offset from Equation 3.9. (f) Plot of penetration depth 
derived from fits from (e) (black dots) versus TIRF angle (dashed line is a guide to the eye). Red 
dots indicate penetration depths calculated from the fits in the Chapter 6 (Table 6.1). Error bars 
are smaller than the markers. 
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For many of the averaged force curves (intensity vs. distance), a propagating 
component was measured, which provided significant intensities at distances far beyond 
the expected penetration depth. Figure 3.5 shows a plot of the averaged curve (black), 
which still has approximately 15% of its initial intensity at a distance of around 800 nm 
from the surface. We are not entirely sure of the cause, but we suspect that it may be a 
result of scattering of the laser in any number of optics leading up to the glass-water 
interface. In any case, we were not able to eliminate this effect for all probes. 
Consequently, an initial processing step was used to remove the propagating light 
component that is seen within the raw data.  This processing step involved subtracting out 
the intensity shown at the end of Figure 3.5 (between 600 and 800 nm) as this region 
should not exhibit any intensity under TIRF conditions.  This was done by fitting an 
exponential (red line) to the region between 600-800 nm and subtracting this function 
from the raw data set (blue line). 
 
Figure 3.5. Averaged intensity vs distance plot (approach) of one of the probes at an arbitrarily-
chosen incident angle (black-line). The propagating component is removed by fitting to an 
exponential (red-line) between 600 and 800 nm and subtracting that function from the black-line. 
The processed data (blue-line) is used to find the penetration depth with Equation 3.9.   
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3.4 Results and Discussion 
3.4.1 Calculation of the absorbed, scattered, and fluorescently emitted power 
The MAS approach allows the efficient computation of energy transfer through 
surfaces of the bead or silica by numerically evaluating the integral of the Poynting 
vector flux across these surfaces 
 ! = !!!" !×!∗ !"!!"#$%&  (3.8) 
where E is the electric field and H* is a complex conjugate of the magnetic field phasor. 
On one hand, during the absorption stage, because there are no EM field sources inside 
the bead, the integration across the bead surface will yield the total power absorbed inside 
the bead. On the other hand, during the fluorescence stage, this integral yields the total 
power emitted by quantum dots. 
Of more interest, however, is the part of the observable radiation (i.e. either the 
incident power scattered by the bead or the part of the power re-emitted by the 
fluorophores that reaches the microscope objective after passing through the silica 
substrate). For incident rays leaving the objective, the numerical aperture is (Figure 3.1) 
NA = nsolid sin(θmax) = nwater sin(φmax), where θmax and φmax are beam propagation angles in 
the solid substrate and water, respectively. If NA = nsilica = 1.45, then essentially any 
incident angle in silica, (i.e., any value of θ from 0 to 90°) is achievable. According to the 
reciprocity theorem and taking into account that the entrance pupil of the objective is 
much greater than the area of interest (millimeter vs micrometer scale, respectively), it is 
also true that any ray entering the silica through the water-silica interface ends up in the 
objective. Therefore, to find the total energy transformed into the image of the bead, we 
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integrate the Poynting vector flux (Equation 3.8) across the water-silica interface within 
the finite area directly underneath the bead. The re-radiated field decays quickly with 
distance, and the area of 10λ in radius is usually sufficient to capture the total flux 
through silica to high accuracy. In general, however, for objectives having a smaller NA, 
one would have to limit the area of integration to be consistent with the numerical 
aperture of the microscope objective. 
Two separate MAS simulations are required to account for the underlying two-stage 
physical processes of the described experiments. In the first stage, the bead, having 
effective medium properties, is excited by the incident evanescent electromagnetic field, 
and the volumetric distribution of currents inside the bead is calculated. In the second 
stage, these volumetric currents are rescaled according to Equation 3.2 in order to 
account for power deposited in quantum dots only and used further as excitation to 
simulate bead fluorescence at a higher wavelength. (see Section 3.6.4 for a discussion of 
the issue of dealing with the phase distribution of bead volumetric currents.) 
To verify the accuracy of our numerical simulations, we compared the forward-
scattering simulations on pure polystyrene beads to published experimental data.65 In 
these experiments, the scattering fields were observed far away above the bead, in the 
positive z direction (Figure 3.1), after passing through a linear polarizer using an 
objective with an NA of 0.5.66 To simulate the truncation of the scattered waves by the 
objective, we calculated far-field distributions in polar coordinates and integrated optical 
power over angles captured by the 0.5 NA objective. We found excellent agreement with 
the existing data (Figure 3.6a). Our simulations also show that for high-NA objectives the 
power- distance relation approaches exponential behavior. This change in behavior is 
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illustrated in Figure 3.6b, where the far-field pattern of the scattering field is integrated 
within the spherical angles corresponding to objectives with NA = 0.5, 0.9 and 1.3. The 
accuracy of our MAS simulations was further confirmed by excellent matching of 
boundary conditions on bead and silica surfaces for both absorption and fluorescence 
stages (see Section 3.6.5). 
 
Figure 3.6. Intensity of 658 nm light forward scattered from a 1.35 µm diameter polystyrene bead 
in water (nwater = 1.333) versus the distance from the glass substrate (nglass = 1.515). TIR wave 
penetration depth δp = 500 nm (θ = 62.0°). (a) The solid line indicates the results of our 
simulations, and the dotted line with square markers (red) represents the experimental data.65 (b) 
Simulations of optical power observed by objectives with varying NA. The power is normalized 
to the maximum intensity observed when the bead is effectively in contact with the surface. 
 
3.4.2 Field and power distributions 
Figure 3.7a & c shows 2D electric field distributions in the planes containing the 
center of the bead for TE polarization. (see Figure 3.8 for TM polarization.) Each 
distribution has the expected evanescent character with field amplitude around the sphere 
decaying away from the silica-water interface, although the presence of the bead 
noticeably perturbs the original field distribution, which is laterally uniform.  
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Figure 3.7. Electric field, phase, and power distribution for a 1 µm diameter bead containing 20% 
Fe3O4 and 5% (a-d) or 40% (e,f) CdSe QDs positioned 60 nm away from the silica-water 
interface, illuminated by a TE-polarized 532 nm beam incident at 75°. All coordinates are in units 
of bead radius, the color scale in a, c, d, and e is logarithmic, and |Einc| = 1 for the incident field. 
(a) Absolute E field distribution in the yz plane. (b) Ex phase distribution in the yz plane. (c) 
Absolute field distribution in the xz plane. (d) Distribution of power scattered through silica in the 
xy plane. (e) Absolute E field distribution in the yz plane on a log scale. (f) Ex phase distribution 
in the yz plane. 
 
Figure 3.8. Electric field, phase, and power distribution for a 1µm diameter bead containing 20% 
Fe3O4 and 5% (a-d) or 40% (e-f) CdSe QDs positioned 60 nm away from the silica-water 
interface, illuminated by TM-polarized 532 nm beam incident at 75°. All coordinates are in units 
of bead radius, color scale in a, c, d, and e is logarithmic, |Einc| =1 for the incident field. (a) 
Absolute E field distribution in yz plane; (b) Ex phase distribution in yz plane; (c) absolute field 
distribution in xz plane; (d) distribution of power scattered through glass in the xy plane. 
 
There is a significant increase in the optical field intensity in the bead itself as a result 
of waveguiding; because the refractive index of the bead is higher than that of water, the 
 
   
  
 
a) c) 
b) d) f) 
e) 
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traveling wave can be formed in both y and z directions inside the bead, and as a result, 
the field intensity wraps around polymer-water interface along the bead circumference. 
Figure 3.7a & c indicates that most of the incident power will be deposited in the 
quantum dots closest to the silica-water interface because electric fields are highest in the 
vicinity of the interface. The area with the least power absorption is in the middle of the 
bead. Qualitatively, the fields are similar for both TE and TM excitation polarizations, 
although the detectable fluorescence power in TE is ∼50% greater than that in TM 
polarization (cf. Figure 3.9b and Figure 3.10b). Figure 3.7d, showing the power flux 
across the water-silica interface, indicates a significant power drop with distance from the 
bead along the silica surface (a 10-fold decrease occurs about 2 μm away from the bead). 
This observation supports the assumption that, for a high NA objective, to find the total 
power transmitted by the light that forms the image of the bead, it is sufficient to 
integrate the Poynting vector flux over the appropriate finite area on the silica surface. 
3.4.3 Power as a function of bead composition 
The amount of power absorbed in a microsphere and emitted back is nonlinear with 
changes in the bead composition and distance from the surface, as shown in Figure 3.9a 
& b for TE-polarized excitation. (see Figure 3.8 for TM polarization.) Only at small loads 
of magnetite and QDs does the power absorbed change approximately linearly with the 
amount of the two nanoscopic components. Because practical considerations call for high 
magnetite content (to achieve high force sensitivity) but require a relatively modest 
amount of fluorescent material for adequate detection, the behavior of the beads 
containing 10-40% (volume) magnetite and 5% (volume) QDs is considered to be 
representative of the probes designed for magnetic tweezers. For a bead with 5% 
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luminescent inclusions, we observed that, whereas the absorbed power indeed increased 
approximately linearly with the amount of magnetite, the scattering intensity remained 
approximately constant (Figure 3.9a). In spite of more power being absorbed by the bead 
when the concentration of magnetite increased, the amount of fluorescence has steadily 
decreased (Figure 3.9b), consistent with the expectation that most of the increase in 
absorption is due to absorption by magnetite only. The increased amount of magnetite 
also resulted in the screening of fluorescence from the quantum dots. However, the 
overall reduction was moderate: an increase in the amount of magnetite from 0 to 50% 
resulted in a reduction in fluorescence by only 25% from its initial value in the 
nonscreened case. The data in Figure 3.9 indicates that these general trends are true for 
various bead-silica distances and incident TIR wave polarizations. The further the bead is 
from the silica surface, the less power that is absorbed, scattered, and re-emitted. 
 
Figure 3.9. (a) Power deposited in the bead (o) and scattered through the silica substrate (×) 
during the absorption stage (TE polarization, λ = 532 nm). (b) Total fluorescence power leaving 
the bead (o) and detectable fluorescence power (×) (λ = 597 nm). All power is plotted as a 
function of bead magnetite concentration (QD volume fraction is constant at 5%, angle of 
incidence θ is 75°, bead diameter is 1.0 µm). Solid and dotted lines correspond to beads 
positioned 30 and 90 nm away from silica. The powers are normalized by the total power 
available from the incident beam in the silica substrate (for the circular cross-sectional area with a 
radius equal to the bead radius). 
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Figure 3.10. (a) Power deposited in the bead (o) and scattered through the silica substrate (×) 
during absorption stage (TM polarization, λ = 532 nm). (b) Total fluorescence power leaving the 
bead (o) and detectable fluorescent power (×) (λ = 597 nm). All power is plotted as a function of 
bead magnetite concentration (QD volume fraction is constant at 5%, angle of incidence θ is 75°, 
bead diameter is 1.0 µm). Solid and dotted lines correspond to beads positioned 30 nm and 90 nm 
away from silica. The powers are normalized by the total power available from incident beam in 
the silica substrate (for the circular cross-sectional area with a radius equal to the bead radius). 
 
As seen in Figure 3.9, for a typical probe with a 0.1-0.3 volume fraction of magnetite, 
less than 7% of the total incident power is absorbed and 3% of the absorbed power is re-
emitted as fluorescence, with 10-15% of the total fluorescence eventually reaching the 
detector. Because then the total efficiency of conversion of the incident optical power to 
fluorescence for a micrometer-sized sphere is around 10-4, it is clear that the signal-to-
noise ratio in bead tracking can be significantly improved by reducing undesired 
absorbance (by magnetite) or by improvements in fluorescence properties. A significant 
input of power dissipated as heat can also potentially lead to undesirable local heating of 
the probe. Interestingly, the scattering intensity changes little with magnetite composition 
and can direct a significant amount (∼8%) of the incident power to the detector. 
We have also surveyed the changes in the photonic response of the probes over the 
entire range of composition by varying the volume fraction between 0 and 1 for both 
magnetic and luminescent components. The results of such a global calculation for a 1.0 
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μm diameter bead shown in Figure 3.11 demonstrate that, while the overall absorption 
and fluorescence scale as expected with the amount of optically active materials, the 
observable scattering and fluorescence experience changes relatively moderately (within 
a factor of 2) for a wide range of compositions (see Figure 3.12 for results with TM 
polarization). 
 
Figure 3.11. Power deposited in spheres (a) and scattered through silica (b) in the absorption 
stage; power emitted from the sphere (c) and transmitted through silica (d) in the fluorescence 
stage. All power is plotted as a function of magnetite and QD volume fractions. (TE polarization, 
θ = 75°, bead diameter is 1.0 µm, distance from silica is 60 nm, incident λ = 532 nm, fluorescence 
λ = 597 nm). 
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Figure 3.12. Power deposited in spheres (a) and scattered through silica (b) in the absorption 
stage; power emitted from the sphere (c) and transmitted through silica (d) in the fluorescence 
stage. All power is plotted as a function of magnetite and QD volume fractions. (TE polarization, 
θ = 75°, bead diameter is 1.0 µm, distance from silica is 60 nm, incident λ = 532 nm, fluorescence 
λ = 597 nm). 
 
As illustrated in Figure 3.11b, the amount of power at the original wavelength of 
incident light scattered by the bead and traveling back to the objective is significant. The 
power emitted during the fluorescence stage, although several orders of magnitude lower 
than the elastically scattered power, can be effectively filtered from the illuminating and 
scattered power and readily detected using commercial TIRF microscopes. 
A substantial increase in fluorescence is apparent in Figure 3.11c & d for a bead 
containing approximately 20% magnetite and 40% quantum dots compared to most other 
compositions. The field distribution for this case is shown in Figure 3.7e; although 
qualitatively it is similar to distributions shown in Figure 3.7a (i.e., the highest field is 
observed inside the part of the bead that is closest to the TIR interface), a certain 
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resonance clearly takes place-a relatively high field is present inside an entire bead near 
its surface. This resonance condition leads to efficient coupling of the optical power from 
the incident beam into waveguided modes of the bead (whispering gallery modes), which 
results in more power being absorbed and emitted by the bead. Although this particular 
bead composition having a high quantum dot content is hardly practical, such a 
distribution of near fields concentrated close to the surface of the bead may be useful in 
layered structures. The beads consisting of a magnetic core surrounded by a layer of 
fluorescent material would effectively guide and store the incident waves solely in the 
fluorescent components, eliminating the unnecessary energy losses in the magnetic 
material. 
3.4.4 Intensity of the probe image 
Because the brightness of the fluorescing microsphere is used as a quantitative 
measure of its distance from the silica-water interface (i.e., molecular extension), an 
understanding of how various experimental factors influence this signal-distance 
dependence is important for bead- tracking experiments. An exponential drop in a far-
field image intensity, consistent with a standard two-media TIR model, is expected for a 
point-like probe; however, with finite-sized probes, because of the presence of multiple 
interfaces, the exact nature of changes in the decay length for both scattering and 
fluorescence is hard to predict without numerical solutions. As Figure 3.7 demonstrates, 
the electric field distribution in and around the bead is perturbed so significantly from the 
exponentially decaying field distribution in the case of a planar interface that estimates 
based on a simple TIR model should not be viewed as reliable a priori. For a given probe 
 63 
of a fixed composition, the size of the probe could potentially change the characteristic 
decay length even for the same angle of incidence. 
Figure 3.13a shows the results of the calculation of absorbed and observed scattering 
power for a 1 μm diameter bead as a function of the bead displacement (depth) from the 
point of contact with the surface. Both types of curves display an exponential dependence 
but with different decay constants—96.7 nm for absorbance and 80.0 nm for scattering at 
an angle of incidence of 75°. 
 
Figure 3.13. Distance calibration curves of intensity versus bead position (symbols, simulations; 
lines, fits to exponentials): (a) optical power deposited in the bead and scattered through silica in 
the absorption stage; (b) total fluorescence power leaving the bead along with detectable power 
passing through silica; all power is shown as a function of the bead-surface distance (20% Fe3O4 
and 5% CdSe, θ = 75°, bead diameter is 1.0 µm). 
 
The characteristic penetration depth for unperturbed EM field intensity is equal to 
96.5 nm. The total fluorescence output from the bead and part of the fluorescence 
detectable as the probe image (flux through the silica-water interface) also scales 
exponentially with the separation from the surface of the sample (Figure 3.13b). These 
two curves have decay constants that mimic those for absorption and scattering. The 
effective decay length for observed fluorescence is noticeably smaller than the 
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penetration depth of the evanescent field. These observations confirm the intuitive notion 
that the total intensity of a microsphere image (in either scattering or fluorescence mode) 
can serve as an unambiguous measure of the position of a microsphere with respect to the 
silica surface. One has to avoid, however, the direct use of the penetration depth of the 
evanescent field, calculated using simple models, in these intensity versus distance 
relations without experimental verification of such calibration curves. 
A higher angle of incidence will lead to a steeper attenuation of the field in the 
transmission medium, and we expect to see a decrease in the decay length for bead 
intensity versus distance from the surface as the angle of incidence increases. 
Calculations for a 1 μm diameter bead confirm this dependence (Table 3.1); the decay 
length for observed fluorescence dropped from 98.2 to 59.9 nm when the angle of 
incidence increased from 70° to 85°. Overall, the change in the decay length was 
consistent with predictions of the simple analytical TIR model; however, the observed 
effective penetration depth was only two-thirds of the value for the unperturbed case. The 
overall intensity of the bead also decreased dramatically because the field was confined 
to a narrowing volume in the vicinity of the silica surface as the angle increased. A 
smaller excitation volume at high angles resulted in a lower image intensity compared to 
that for angles of incidence that were closer to the critical angle. 
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Table 3.1. Effective Decay Lengths (nm) for Different TIR Angles of Incidencea 
  adsorption stage  fluorescence stage 
TIR angle of 
incidence θ 
(deg) 
unperturbed δp sphere adsorption scattering into silica  
sphere 
fluorescence 
transmission 
into silica 
70 143.0 141.0 104.4  141.5 98.2 
75 96.5 96.7 80.0  96.4 75.5 
80 81.5 81.3 66.4  80.9 63.0 
85 75.0 74.9 62.9  74.8 59.9 
 
a λ = 532 nm, TE polarization, bead diameter = 1 µm. 
 
At a fixed angle of incidence, the change in the size of the probes could also lead to 
changes in the excitation volume and the observed integrated intensity of the bead (Table 
3.2). The total optical power absorbed and re-emitted by the beads in the size range that 
we studied (diameter D = 0.2-1.4 μm) scales approximately as D2.2. The observed total 
scattering or fluorescence power, however, scales approximately linearly with bead size, 
with the intensity of fluorescence showing a saturation for D > 0.8 μm. The results for 
beads of different sizes compiled in Table 3.2 illustrate the effect of the probe size on the 
observed decay length and show that, whereas the overall intensity grows rapidly with the 
increase in the bead diameter, the decay length varies slowly. This approximate 
constancy of the decay length is important because it provides a natural way to deal with 
limited polydispersity in a typical sample of such beads. If the intensity of the probe 
images is normalized to their intensity at the point of contact, then these normalized 
images for all microspheres in a given sample should be representative of their position 
with a single decay length (within 1 to 2%) as long as the polydispersity is limited to 
about ±10%. 
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Table 3.2. Effective Decay Length and Optical Power as Functions of the Bead Diametera 
process probe diameter: 200 nm 400 nm 600 nm 800 nm 1000 nm 1400 nm 
  Decay Length (nm)   
sphere adsorption 96.0 96.2 96.1 96.0 96.7 96.3 
observed scattering 84.2 84.0 80.8 78.5 80.0 76.1 
sphere fluorescence 96.5 96.5 96.2 96.1 96.4 94.9 
transmitted fluorescence 83.0 82.9 78.8 76.6 75.5 68.2 
 Maximum Optical Power (Probe at z = 2 nm)   
sphere adsorption 0.011 0.052 0.117 0.203 0.317 0.699 
observed scattering 0.020 0.181 0.386 0.553 0.707 1.00 
sphere fluorescence (× 102) 0.005 0.078 0.235 0.499 0.780 1.45 
transmitted fluorescence (× 102) 0.003 0.034 0.068 0.102 0.103 0.108 
 
aλ = 532 nm, TE polarization, θ = 75°, and bead composition is 5% QDs and 20% magnetite. 
The fluorescence power is scaled up by a factor of 100 for ease of comparison. 
 
3.4.5 Evanescent field intensity profiles from simultaneous AFM/TIRF measurement 
Experimental measurements of the emitted fluorescence from a microsphere (as a 
function of distance from the surface) show monotonically decaying intensity profiles, as 
expected for high NA objectives (Figure 3.4 & Figure 3.5). We discovered that the 
intensity in the whole range of bead-surface distance could be defined as a single 
exponential decay reasonably well (Figure 3.4c). The penetration depths from the 
experimental data were calculated using an exponential decay fitting function with a z-
offset (z0): 
  (3.9) 
where I0 is the intensity at contact (which should be close to 1, since the contact is 
assured when the AFM cantilever detects significant repulsive forces, Figure 3.4b). The 
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offset for the z-position, z0, was generally small (0-9 nm), but helped overlay the 
averaged data in Figure 3.4d, since the exact point of contact is not precisely known (due 
to repulsion near the surface and possible roughness of the probe). The fitted maximum 
intensity did not differ from 1 by more than 0.06. As expected, an increase in the TIRF 
angle raises the penetration depth, which ranges between ~100 – 400 nm (Figure 3.4e). 
Figure 3.4f shows that the range of penetration depth values from the fits to the single-
molecule stretching model for magnetic tweezers (red dots, see Chapter 6) are consistent 
with the AFM/TIRF data (black dots). 
The questions that we hoped to address by comparing both simulation and experiment 
are (i) does the experimental penetration depth decrease with an increase in the size of the 
probe (as seen in simulation results from Table 3.2) and (ii) are the experimental 
penetration depths lower than the unperturbed case (Table 3.1)? Table 3.3 lists the 
penetration depths on glass of probes with diameters of 6, 8, and 9 μm in the presence of 
638 nm laser illumination. It is important to note that, except for a drastic increase in the 
penetration depth of the 9 μm diameter probe, there were no significant changes in the 
measured decay lengths for the probes on a thin gold substrate for the angles we 
measured (data not shown). We are planning on revisiting the differences between glass 
and thin gold on glass in the future. 
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 Table 3.3. Experimental Effective Decay Length as Functions of the Bead Diameter and Incident 
Anglea 
TIR angle of incidence 
θ (deg) unperturbed δp D = 6 μm D = 8 μm D = 9 μm 
67.34 117.2 131.1±3.1 127.4±3.1 101.9±3.7 
68.71 106.8 121.9±6.8 130.5±2.6 103.3±1.8 
70.07 99.2 115.9±2.1 124.5±2.2 101.5±1.2 
71.40 93.4 110.7±1.6 114.7±1.4 97.4±1.0 
 
aλ = 638 nm, TM polarization, and bead composition is 5% QDs and 10% magnetite. 
 
As expected, the data in Table 3.3 do show a general increase in the penetration depth 
as the incident angle is decreased. The penetration depths are within approximately 10% 
of the unperturbed model, which is also consistent with the simulations. However, from 
the results in Table 3.3, it is unclear if there is a trend based off of the diameter of the 
probe and it is inconclusive whether or not the penetration depths are below or above the 
unperturbed model. It appears that penetration depth is left up to a number of parameters 
that may not be entirely knowable at the time of the experiment. The decay profiles are 
most likely highly dependent on whichever aspects of alignment are causing propagating 
light at longer distances (Figure 3.5). It is widely known that objective-style TIRF, while 
it does provide smooth evanescent decay profiles, is non-uniform in illumination 
(something we have measured ourselves) and can have significant alignment issues.67 The 
high degree of overlap between successive measurements of a particular probe in the 
presence of the evanescent field shows that there is little chance that the penetration depth 
will shift during an experiment. Unfortunately, the variation between the three probes 
analyzed here shows that calibration of the penetration depth for each microsphere is 
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essential. Future experiments using prism-style TIRF may provide more insight into the 
dependencies discovered in the simulations of this chapter. 
3.5 Conclusions 
The use of magnetic fluorescent force probes illuminated in the near-field regime in 
magnetic tweezers is a promising approach to measuring molecular dimensions. The 
MAS can uncover fundamentals of the photonic response at the subwavelength level of 
detail in these bead-tracking experiments using TIRFM. We used the cylindrical 
symmetry of the system to reduce the dimensionality of the problem and enable efficient, 
accurate calculations with minimal computational resources (desktop PC). Both 
simulations and experiments demonstrated that, for high-NA objectives, the total 
intensity of the bead image, because of either backscattering or fluorescence transmitted 
into silica, shows an exponential decay with increasing distance from the surface. Decay 
lengths of powers absorbed and reemitted from the bead are similar to the penetration 
depth of evanescent waves at a given angle of incidence. However, the decay length of 
observable power (i.e. scattered or fluorescent radiation transmitted through the silica-
water interface) is smaller (by as much as 20-30%) than the penetration depth of the 
excitation evanescent wave. The discrepancy between the penetration depth of the 
evanescent field and the effective decay length observable with the TIRFM setup, and 
variations in the decay length due to changes in bead size, emphasize the need to calibrate 
every representative probe used in the experiment if quantitative information on the bead 
position is required. Experiments, showing relatively large variations in the penetration 
depths between microspheres of different diameters, further justify the need to calibrate 
each probe. 
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We believe that the new body-of-revolution formulation of the method of auxiliary 
sources described here (i) can be used further in exhaustive simulations of complex 
multilayered systems (both beads and surfaces) and (ii) can help guide efforts in the 
design and fabrication of optimized probes or in improvements to experimental 
configurations for bead tracking and single-molecule-manipulation experiments. The 
BOR-MAS method should be useful in the analysis of similar problems involving near 
field and subwavelength-sized objects, for example, in simulations of light transmission 
through subwavelength holes in metal films or the excitation of individual emitters in 
such wells. 
3.6 Appendix 
3.6.1 Limitations of the effective medium model 
The Maxwell-Garnett model is based on the assumption that an external electric field 
penetrates conductive inclusions and is uniform within the entire inclusion body. When 
the inclusion size is greater than either electromagnetic (EM) field skin depth or the 
wavelength, however, the corresponding approximations fail, overestimating internal 
fields. Moreover, previous work63 showed that, as a general rule of thumb, the size of any 
particular spherical scatterer should be smaller than 1/10-th of the wavelength—these 
conditions are fulfilled for cases shown in Table 3.4 even for the beads made up almost 
entirely of the nanoparticles discussed. The threshold size of the inclusions can be 
estimated by setting its diameter equal to the EM field skin depth for lossy dielectrics: 
 δ!"#$~ !!"!!! !!!!!!! ! ! (3.10) 
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where ε’ and ε” are, respectively, real and complex parts of material dielectric constants, 
µ is magnetic permeability, and ε0 and µ0 are vacuum permittivity and permeability. 
Table 3.4 compares corresponding diameter of inclusions with calculated EM field 
skin depth for nanoparticle materials at two common laser wavelengths. The results show 
that the skin depth is much larger than the typical size of inclusions (several to tens of 
nanometers), thus supporting the applicability of the mixing model. 
Table 3.4. EM properties of magnetite (Fe3O4) and quantum dots (core – CdSe, shell – CdS/ZnS) 
Material Diameter Typical εi (j
2=-
1) Skin depth 
Excitation wavelength = 410 nm 
Magnetite 8-10 nm 5.64 + j 1.63 0.19 µm 
Quantum dots 4-20 nm 7.64 + j 0.18 2.0 µm 
Excitation wavelength = 532 nm 
Magnetite 8-10 nm 6.23 + j 0.47 0.9 µm 
Quantum dots 4-20 nm 7.44 + j 0.07 7.1 µm 
 
 
Another possible limitation associated with this model arises from the evanescent 
character of the fields used. The penetration depth of the evanescent EM field (i.e. E field 
amplitude decay length) in water resulting from the total internal reflection at the glass-
water interface is: 
 !!" = !!! !!"#$$! !"#! !!"# !!!"#$%! ! ! (3.11) 
where ! is the incident beam wavelength in vacuum, !!"# is the beam incidence angle in 
glass, nglass = 1.45 and nwater=1.33 are refractive indices of glass and water. The 
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penetration depths for λ = 532 nm are shown in Table 3.5 for several incident angles. 
Since the penetration depth of 150-300 nm is at least an order of magnitude greater than 
the typical size of the inclusions (which are less than 20 nm), the assumption of 
uniformity of the external field is reasonable. Note, that penetration depth defined in 
terms of the characteristic intensity (∝|E|2) decay length is half of the value for the field 
amplitude decay length: !! = !! !!". 
Table 3.5. Penetration depths of evanescent EM fields in water at λ = 532 nm 
θinc 70° 75° 80° 85° 
δev, nm 286 193 163 150 
 
3.6.2 Spectral components of materials 
To derive the effective medium properties, it is first necessary to determine the 
complex dielectric constants of each of its constituent components separately. The major 
material component of the microspheres, where nanoparticles are embedded, is usually a 
polymer, such as polystyrene, whose optical indices are readily available in the 
literature.68, 69 Refractive indices of nanoparticles, especially the dissipative part 
responsible for light absorption, will be affected by specifics of their size and 
composition and will deviate significantly from known tabulated values of the bulk 
materials.70 Simulations in this paper were based on our own experimental measurements 
of the extinction coefficient (imaginary part, k, of the refractive index n+jk) of magnetite 
nanoparticles (Fe3O4) and quantum dots (core – CdSe, shell – CdS/ZnS), while the real 
parts of the refractive indices (n) were taken from the literature.71 We used UV-Vis 
spectroscopy to measure the molar extinction coefficients of the toluene solutions of 
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nanoparticles and converted these values to extinction coefficients of interest, assuming, 
that the density of the nanoparticles is the same as the density of their bulk analogs: 
ρ(CdSe) = 5.816 g/cm3 and ρ(Fe3O4) = 5.175 g/cm3.72 The values of molar extinction 
coefficients were then linearly extrapolated towards the actual molar densities of Fe3O4 
and CdSe to obtain the extinction coefficient values of solid materials (Figure 3.14). 
These values were then used as inputs for the Maxwell Garnett effective medium 
approximation. 
 
Figure 3.14. Extinction coefficient of magnetite Fe3O4 (a) and CdSe (b): measured spectrum 
(solid, red) of nanoparticles compared to literature data (dotted) for bulk from references 73 (a) 
and 72 (b). 
 
The experimental values of extinction coefficients point to several important 
observations: (i) having a large volume fraction of magnetite, although desirable for 
achieving high pulling forces, may be detrimental to optical detection of bead position 
due to significant signal screening that occurs because the extinction coefficient for 
magnetite is an order of magnitude greater than that for quantum dots; (ii) incident 
illumination in green and red parts of the spectrum is preferable, due to the relative 
transparency of the magnetite nanoparticles in this range of wavelengths. 
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3.6.3 Separation of optical power absorbed in magnetite and quantum dots 
The Maxwell-Garnett formula describes an effective dielectric constant of composite 
material having small spherical inclusions doped into a dielectric background. 
  (3.12) 
It is based on the assumption that the polarization pi of any particular sphere depends on 
its polarizability !! and Lorentzian field !! (local field that excites the ith inclusion).63 
 !! = !!!! (3.13) 
The polarizability for a sphere with the dielectric permittivity  inside a base medium 
having permittivity  is well-known:74 
 !! = !! !!! !!!!!!!!!!!  (3.14) 
where Vi is the volume of the ith inclusion. The magnitude of the Lorentzian field depends 
on the external field !! and the total dielectric moment induced in the medium:63 
 !! = !! + !!!!! = !! + !!!! !!!!!  (3.15) 
where the factor of 1/3 is the depolarization factor of the sphere, ni is the concentration of 
spherical scatterers of ith  type and P is total polarization. 
Equations 3.13 and 3.15 can be combined to yield an expression for the Lorentzian 
field: 
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 !! = !!!! !!!!!!!!  (3.16) 
Finally, the effective medium parameters are evaluated based on the fact that the effective 
electric flux density is: 
 ! = !!""!! = !!!! + !!!!!  (3.17) 
Combining Equations 3.13, 3.15 and 3.17 gives: 
 !!"" = !! + !!!!!!! !!!!!!!!  (3.18) 
which yields the Maxwell-Garnett formula (Equation 3.12), when combined with 
Equation 3.14. The local electric field, therefore, becomes: 
 !! = !!!! !! !!!!!!!!!!!!  (3.19) 
Once this field is found (which is a direct result of the MAS solution), it can be used 
to determine the power loss in the inclusion. This field generates electric current in the 
inclusion, resulting in absorption of optical power. Therefore, the power absorbed by the 
inclusions of a certain type inside a unit volume is the sum of the powers absorbed in 
each of the spherical inclusions of this type inside the unit volume: 
 !! = !!!!! !!!! = !! !!!! !! = !!!!!!! (3.20) 
where fi is volumetric fraction of inclusion of type ‘i’. Equation 3.20 is derived under the 
same assumptions as Maxwell-Garnett formula and can, therefore, be used to determine 
the fraction of power absorbed by each of the components in the mixture. This conclusion 
is important in our case, because even though the initial evanescent electric field is 
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absorbed by both quantum dots and magnetite inside the sphere, only the fraction of 
power absorbed by quantum dots is emitted back as a fluorescent signal. Thus, the 
emitted power is weighted by both the volumetric fraction of quantum dots and their 
conductivity, when compared to the entire absorbed power. 
3.6.4 Simulation of fluorescence 
The fluorescence of quantum dots represents spontaneous, rather than induced 
radiation. This issue needs to be addressed when dealing with the phase distribution of 
bead volumetric currents. For nanocrystals in a real bead, the phase of the emitted signal 
is correlated with neither the field exciting it nor the fluorescence of the neighboring 
nanocrystals. In order to understand the influence of the phase distribution of a set of 
multiple sources on the total power they emit, we considered a set of 472 electric dipoles, 
distributed uniformly within a sphere of radius 1.2 µm. Initial magnitudes of the dipole 
moments were chosen randomly: !!!!…!"#=! ∙ !!" ,!!" ,!!" ∙ e!!!/! , where C is a 
scaling constant, !!", !!" and !!" are random numbers uniformly distributed in the range 
[-0.5, 0.5] and, finally, the exponential term is included to describe the observed decay of 
dipole amplitudes with height z (δ being the characteristic decay length). With the 
amplitudes and directions of the sources initially randomized and further fixed, we 
conducted a series of 1000 simulated measurements of total emitted power, where only 
the phase of each of the dipoles was being randomized. For the kth realization, the 
complex amplitude of ith source was set to: 
 !! = ! ∙ !!" ∙ !!!!,!,! ,!!" ∙ !!!!,!,! ,!!" ∙ !!!!,!,! ∙ !!!!/! (3.21) 
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where !!,!,!, !!,!,! and !!,!,! are uniformly distributed random numbers in the range [-!,!]. Figure 3.15 shows a histogram of the total power emitted by this system at 1000 
different realizations of the phase distribution among 472 dipoles. 
 
Figure 3.15. Distribution of the power emitted by a set of 472 randomly oriented dipoles. Each 
realization is based on randomizing phases of these dipoles. Power scale is normalized to the total 
emitted power when all dipoles are in phase. Solid line (red in color version) is a Gaussian fit to 
the data (mean is 1.02 and standard deviation is 0.01). 
 
Depending on a specific phase distribution, the total emitted power is different and 
fluctuates within approximately 2% of the mean value 1.02 with standard deviation of 
0.01. When all dipoles are in phase, the total power is 2% less than the mean value. In 
reality, the signal observed from an individual bead corresponds to an average value from 
a large number of realizations occurring within a certain time window (corresponding to 
exposure time of the camera or detector). To simulate the real experimental conditions, 
one would have to solve the EM scattering problem multiple times to yield a statistical 
average of the radiated power; however, this procedure is not time and resource efficient. 
Instead, we used only a single phase realization to calculate the power radiated by the 
bead, since we are actually interested in the dependence of the total emitted power on 
bead composition and location. Namely, since the power fluctuations due to different 
phase realization for any particular set of parameters (bead diameter, composition, and 
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position) are tightly distributed around the mean, the initial phase value of the field 
exciting the quantum dots has been preserved (although the source dipoles are not 
necessarily in phase under these chosen conditions). 
3.6.5 Boundary condition matching of MAS solution. 
The accuracy of the MAS solution in our simulations can be inferred from the 
mismatch of the boundary conditions (Figure 3.16). At the absorption stage, the boundary 
conditions are well satisfied, with mismatch being about 1% for tangential components of 
electric fields at the boundaries of both the bead and the glass substrate (Figure 3.16a & 
b). For the fluorescence stage, the relative mismatch is higher than for absorption, 
because the amplitude of the field is lower by an order of magnitude, but the mismatch is 
mostly contained within 5-10 % (Figure 3.16c & d). 
 
 
Figure 3.16. Boundary conditions mismatch for simulation of electric field distribution for a 
1 µm diameter bead with high volumetric fractions of composite materials (20% Fe3O4, 40% 
CdSe quantum dots), positioned 60 nm away from glass-water interface, illuminated by 532 nm 
TE-polarized beam incident at an angle of 75°. Blue and red (in color version) smooth curves 
represent fields evaluated inside and outside of the corresponding boundary and virtually 
completely overlap. Black curves represent the mismatch (difference) between the two fields. (a) 
mismatch on the surface of the sphere for absorption stage; (b) mismatch on the glass surface for 
absorption stage; (c) mismatch on a sphere at fluorescence stage; (d) mismatch on the glass at 
fluorescence stage. 
 
a) b) c) d) 
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Chapter 4 : Heterobifunctional Modification of DNA for Conjugation to 
Solid Surfaces 
The work described in this chapter has been published in Lim, H. I.; Oliver, P. M.; Marzillier, J.; 
Vezenov, D.V., Heterobifunctional modification of DNA for conjugation to solid surfaces. 
Analytical and Bioanalytical Chemistry 2010, 397, 1861-1872. 
4.1 Introduction 
Methods of DNA detection and analysis have advanced at a high pace in the last 
decade. The completion of the human and many other vertebrate and invertebrate 
genomes in recent years has revolutionized the course of biological and biomedical 
research.10, 75 Development of DNA array technology has accelerated diagnostics and has 
made possible analysis of gene expressions on thousands of genes simultaneously.76 
Whereas many genomes have been decoded using the state-of-the-art Sanger sequencing 
technology, ensuring long reads with high accuracy, a number of research groups and 
biotechnology companies are now developing new, next-generation, sequencing methods 
to reduce the sequencing costs and increase the throughput by several orders of 
magnitude.77 These new approaches are developed with the ultimate goal of achieving 
full genome sequencing of an individual at a price affordable in a single laboratory or as a 
clinical test. 
One of the key elements in the next-generation sequencing technology (and DNA 
chip technology, in a broad sense) is the sample preparation of genomic DNA samples. 
These recent technologies require end modification of the DNA for conjugation of 
fluorescent labels or reactive groups for subsequent attachment to solid surfaces of flat 
substrates, microscopic beads, or nanoparticles.77 Several methods of new generation 
sequencing rely on a long-term observation of single DNA molecules attached to the 
surface of an observation fluid cell (DNA chip). Single-molecule sequencing provides the 
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ultimate sensitivity and optimal parallelization with no need for amplification. Therefore, 
reproducible and robust chemistry for surface immobilization of genomic DNA 
fragments is critical for rapid progress in this field.12, 78 Covalent specific chemical 
attachment has a clear advantage over non-specific adsorption to solid substrates or 
specific binding based on weak biomolecular recognition, such as hybridization with a 
complementary DNA strand, antigen–antibody, or biotin–avidin type interactions. 
Covalent modification provides attachment that is stable under a variety of denaturing 
and mildly harsh conditions over long periods of time. Heterobifunctional modification, 
i.e., different functionality at 3′ and 5′ termini, avoids formation of loops in the surface 
attachment step. 
In addition, most of the demonstrated and proposed next-generation sequencing 
technologies currently under development use a sequencing-by-synthesis approach, i.e., 
they use DNA polymerase to read the sequence and require an initial hybridization step 
of annealing short primers to DNA fragments to ensure efficient polymerase binding to 
DNA.12, 77 A general technique for end modification of the genomic DNA fragments, 
ideally, should install a known sequence needed for hybridization of these short primers 
in every fragment. For example, the next-generation single molecule sequencing 
developed by Harris et al. requires introduction of known DNA segments at both ends of 
the DNA fragment.79 These authors introduced a 5′-distal sequencing primer recognition 
site via an adapter ligation and a 3′-poly(dA) tail using terminal deoxynucleotidyl 
transferase. For other applications, e.g., to track single DNA molecules, it is often 
favorable to tag one end with a fluorophore, such as Cy3, Cy5, or Alexa dyes. 
Applications that use direct manipulation of single DNA molecules, such as optical or 
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magnetic tweezers, require two functional groups for attachment to the surfaces of the 
sample support and force probes (dielectric or magnetic microspheres or a tip of an 
atomic force microscope).28 
A modification of synthetic single-stranded DNA (ssDNA) oligomers with 
biospecific or reactive functional groups, such as biotin, amino, or thiol groups, that 
enable binding to solid surfaces is readily done using the technology of phosphoramidite-
based solid phase DNA synthesis. Both 3′- and 5′-modified oligomers with many 
different end groups are available commercially. Here, we describe an easy two-step 
method to introduce distinct functional chemical groups into double-stranded DNA 
(dsDNA) fragments of a random sequence using short synthetic DNA oligomers carrying 
desired terminal functional groups. This method can be applied to genomic DNA that has 
been cut into smaller sized fragments by limited DNAse digest, sonication, or 
nebulization. We demonstrate the utility of our approach by carrying out a successful 
controlled chemical attachment of a thiol-modified DNA to gold-coated or silane-
modified solid substrates. 
4.2 Materials and Methods 
4.2.1 Chemicals and synthetic DNA 
Chemicals were ordered from Fluka, Aldrich, EMD, and MP Biomedicals and used 
without further purification. All of the synthetic DNA oligomers were ordered from IDT 
(most with HPLC purification) and were dissolved in water to 100 μM concentration 
upon arrival. λ DNA, enzymes, and buffers for enzymes were supplied by New England 
Biolabs. Deoxynucleotides (dNTPs) were ordered from Promega. Water used in 
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experiments was deionized (DI) with Millipore Simplicity UV and autoclaved before use; 
5× TBE stock buffer (Tris–base (0.445 M), boric acid (0.445 M), and EDTA (7.85 mM)) 
was diluted to 1× before use. All reactions were carried out in autoclaved microcentrifuge 
and PCR tubes. DNA electrophoresis was run in SureLock minicell (Novex) using VWR 
power supply at 100 V for 1 h. Precast 6% polyacrylamide gels containing TB buffer 
(Invitrogen) were used for DNA electrophoresis. The 3 M sodium acetate solution was 
adjusted to pH of 4.0 with glacial acetic acid; 10× annealing buffer was made from 100 
mM Tris–HCl, 1 M NaCl, and 10 mM EDTA and was diluted to 1× for use. 
4.2.2 PCR amplification 
The 100-mer template (5′-AGC GAC TGC TAT CAT GTC ATA TCG ACG TGC 
TCA CTA GCT CTA CAT ATG CGT GCG TGA TCA GAT GAC GTA TCG ATA 
CGT ACT ATA GTC TCG TAT GCG AGT G-3′) was diluted to a 1 μM stock solution 
for storage. The 5′-end phosphorylated primers (5′-AGC GAC TGC TAT CAT GTC 
ATA TCG-3′, forward primer; 5′-CAC TCG CAT ACG AGA CTA TAG TAC G-3′, 
reverse primer) were diluted to 2.5 μM. PCR was carried out according to the protocol 
recommended by NEB for Taq DNA polymerase. One microliter of 1 μM 100-mer 
template with 2.5 μL of forward and reverse primers were used with 10 μL of 10× 
Thermopol II buffer, 2 μL 100 mM MgSO4, and 2 μL of 10 mM dNTP mix. One 
microliter Taq DNA polymerase (5 units) was added; the total reaction volume was 
adjusted to 100 μL with DI water and exposed to 30 cycles of 15 s denaturation at 95 °C, 
10 s annealing at 60 °C, and 30 s extension at 72 °C. After amplification, the reaction 
mixture was purified using a QIAGEN nucleotide removal kit and eluted with 50 μL of 
water. The concentration was determined using spectroscopic methods. 
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4.2.3 dA tailing 
To the purified PCR product, 500× the concentration from the PCR amplification of 
dATP was added to produce a single dA overhang to each 3′-end with 1.5 μL of Taq 
polymerase for 1 hour at 70 °C in 1x Thermopol II buffer and 2 mM MgSO4. The mixture 
was then purified using a QIAGEN MinElute reaction cleanup kit. The DNA was eluted 
with 10 μL of water. 
4.2.4 Adapter annealing 
Twenty-five microliters of 100 μM (in 1× annealing buffer, 100 mM Tris-HCl, 1M 
NaCl, 10 mM EDTA (10×)) end-modified oligonucleotides of a complementary sequence 
with T-overhang (5′-CCT AGT CGA ACG ATC TGA CCT-3′, 5′-thiol-modified; 5′-
GGT CAG ATC GTT CGA CTA GG-3′, 3′-amino modified) were annealed. To ensure 
high yield of desired adapter, the mixture was placed in a thermocycler (Eppendorf, 
EPgradient S) and allowed to denature at 95 °C for 2 min, with an annealing and 
denaturing cycle at 95 °C for 15 s, 40°C at 15 s, 72°C at 1 min repeated five times, and, 
finally, annealing at 72 °C for 5 min. The adapters were used directly without any further 
purification. 
4.2.5 dA-T ligation 
dA-tailed DNA (45 pmol) was mixed with 25 molar excess of adapter to add at both 
ends, then 7,500 cohesive-end units of T4 ligase (NEB) were added. 7.5 μL of 10× T4 
DNA ligase buffer was added and the volume of the mixture was brought to 75 μL in 
water. The reaction mixture was then incubated at 16°C overnight in a thermocycler 
(unless other conditions are stated). The ligated products were loaded onto a 6% 
 84 
polyacrylamide gel electrophoresis (PAGE) gel, and a band of desired product with both 
ends ligated was excised, DNA was eluted from the gel with 1× TBE buffer at 37 °C 
overnight and purified using a QIAGEN MinElute Reaction Cleanup kit into 10 μL of 
water. 
4.2.6 Genomic DNA preparation 
λ-Phage DNA (33 μg) was sonicated four times at 5W for 20 s on ice in 300 μL of 
buffered solution. Sheared DNA was then loaded on a PAGE gel for size selection. 
Selected genomic DNA was eluted out from the excised bands in 1× TBE buffer at 37 °C 
overnight. Eluted DNA was purified and concentrated in 35 μL of water using a 
QIAGEN nucleotide removal kit. For dA tailing and dA-dT ligation of genomic DNA, 
the same procedures were used as those described above for the PCR-amplified synthetic 
DNA. 
4.2.7 Mass spectrometry80 
The DNA samples were prepared by ethanol precipitation followed by dissolution in 
DI water. Microflex (Bruker Daltonics, Germany) was used to obtain MALDI-TOF mass 
spectra of the DNA oligomers. A solution of 0.3 M 3-hydroxypicolinic acid, 0.5 M 
picolinic acid, and 0.3 M ammonium fluoride (9:1:1 M ratio) was used to form a matrix 
on the ground steel plate (Bruker Daltonics, Germany). The matrix solution (1 μL) was 
plated and dried, and then 1 μL of DNA solution was placed on top of the matrix and 
dried. Spectra were taken under Linear Positive mode using a 20-kV laser. Since the 
molecular weight of the DNA fragments analyzed was fairly high (up to 90 kDa), laser 
intensity was higher than the typical intensity required for detection of small proteins. 
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The laser attenuator range was set to 45%, and the full dynamic range of the laser 
intensity within the attenuator range was used. 
4.2.8 DNA attachment to gold surfaces 
Gold-coated coverslips were prepared by e-beam deposition of 12 nm Au with 1.5 nm 
Ti adhesion layer on piranha-cleaned 24 mm × 60 mm coverslips (Superslips, VWR). 
Coverslips were cut into 1 cm × 1 cm pieces. Prior to surface modification, gold-coated 
coverslips were cleaned by nitrogen-oxygen plasma (Harrick Plasma, NJ, USA) on high 
power for 1 min, rinsed with ethanol, and dried with nitrogen. 
The thiol group of the heterobifunctionally labeled DNA (size selected genomic DNA 
or control PCR product) was deprotected with tris(2-carboxyethyl)phosphine (5 mM in 
6× saline-sodium citrate buffer containing 100 nM of citric acid, and 1 M NaCl). The 
DNA and the deprotecting solution were mixed in 1:10 volume ratio and incubated at 
room temperature (RT) for 1 h. The deprotected DNA was purified using a QIAGEN 
MinElute Reaction Cleanup kit into 10 μL of water. The purified DNA was reacted with 
Au-coated substrates in PBS buffer containing (1) 1 M NaCl for attachment of double-
stranded DNA or (2) 8 M urea, 4 M guanidine·HCl (Gu·HCl), or 0.5 M NaOH for 
attachment of single-stranded DNA. The final concentration of DNA in the 15 μL 
reaction volume was 50 nM double stranded or 100 nM single stranded. 
Fifteen microliters of solution was deposited onto a plasma-cleaned gold-coated 
coverslip and incubated in a humid chamber at RT for 1 h. The coverslip was then rinsed 
with DI water, soaked three times for 15 min in 1 M NaCl PBS buffer, rinsed with DI 
water, and dried with a stream of nitrogen. The dried samples were incubated in a vial 
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containing 15 mL of 3 mM mercaptohexanoic acid (MHA) in 1 M NaCl PBS buffer 
overnight at RT to block the remaining Au surface and to remove non-specifically bound 
DNA. The samples were then washed as described above after reaction with DNA. For 
dsDNA, two different samples were made: (1) one sample was analyzed with X-ray 
photoelectron spectroscopy (XPS) as is; (2) another sample was incubated for 45 min in 4 
M Gu·HCl solution in order to denature the immobilized double-stranded DNA into 
single strands prior to XPS analysis. As a control, Au surfaces were exposed to a 100-
mer-long PCR product in 4 M Gu·HCl in the same manner. High-resolution XPS spectra 
(pass energy of 300 eV, 60° tilt angle with respect to surface normal) of Au, N, P, S, C, 
and O regions for each sample were taken (Scienta ESCA) and quantified using a 
multiple peak fitting routine of IGOR Pro 6.0 (WaveMetrics, OR, USA). 
4.2.9 Silicon surface modification with maleimide silane 
3- Maleimidopropyltriethoxy silane (MPTES) was synthesized following a method 
adapted from Shaltout et al.81 Briefly, a 2.2 M solution of maleic anhydride in anhydrous 
toluene was prepared, and then a 3.3 M solution of 3- aminopropyltriethoxysilane in 
anhydrous toluene was added dropwise. The mixture was stirred for 2 h at RT, and ZnCl2 
powder (1:1 in mole ratio with maleic anhydride) was added. After stirring for 30 min, a 
3.3 M solution of hexamethyldisilazane (HMDS) in anhydrous toluene was added 
dropwise. The reaction mixture was refluxed for 2 h after complete addition of HMDS. 
Solvent was removed using a rotary evaporator following removal of excess ZnCl2 by 
vacuum filtration. Using vacuum distillation (∼300 mTorr), excess maleic anhydride and 
byproducts were distilled at 65 and 96 °C, respectively. The final product (MPTES) was 
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collected at 112 °C. 1H NMR (CDCl3): δ=6.67 (s, 2H), 3.78 (q, 6H), 3.48 (t, 2H), 1.67 
(m, 2H), 1.19 (t, 9H), 0.56 (m, 2H). 
A silicon wafer was cut into 1 cm × 2.5 cm pieces and cleaned in piranha solution 
(60% sulfuric acid with 40% hydrogen peroxide) for 1 h (Warning: piranha solution 
reacts violently with organics and must be handled with extreme care). The pieces were 
washed with water and dried with N2 for ellipsometry measurements. In a round-
bottomed flask, MPTES was added to 30 mL of anhydrous toluene to make 0.1% (v/v) 
solution. The pieces of Si wafer were submerged in the solution and secured using a 
Teflon comb. The solution was refluxed for 1 h. After cooling to RT, the pieces of Si 
wafer were washed with toluene (HPLC grade) and ethanol, dried with N2, and stored in 
scintillation vials. The formation of 3-maleimidopropyltriethoxy silane monolayer was 
confirmed by ellipsometry and contact angle measurements. 
4.2.10 DNA attachment to the MPTES-modified Si surface 
The reactivity of the MPTES monolayer was tested with 5′- TAMRA and 3′-thiol-
modified synthetic oligonucleotide (5′-HS-T15TCA TCG CAC ATC GTA GCA CAA 
GAC-TAMRA-3′). Fifteen microliters of the 100 nM solution of ssDNA (deprotected and 
purified as described above) in 1 M NaCl PBS was deposited onto the surface of the Si 
wafer, and the sample was incubated in a humid chamber at RT for 1 h. The surface was 
then washed with water and soaked three times for 45 min total in 1 M NaCl PBS buffer. 
After washing, the wafers were incubated in 3 mM MHA (in 1 M NaCl PBS buffer) 
overnight to block the surface, washed as described after DNA reaction, dried, and stored 
in a vial prior to characterization. A control to test the surface reactivity was done with an 
MPTES surface blocked by MHA. The same procedure (deposition, washing, and 
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blocking steps) was followed using (1) 5′-TAMRA and 3′- thiol-modified ssDNA oligo; 
(2) 5′-FAM-modified ssDNA without 3′-thiol group (5′-FAM-TTT GTC TTG TGC TAC 
GAT GTG CGA TGA-3′); (3) 142-mer heterobifunctionally labeled DNA. For the 142-
mer, instead of 1 M NaCl PBS buffer, a denaturing 4 M Gu·HCl buffer was used in a 
surface reaction to generate ssDNA at a final concentration of 100 nM. 
4.2.11 FITC attachment to the amine end of the surface-attached DNA 
Fluorescein isothiocyanate (FITC; 17 mM) solution was made by dissolving FITC 
powder in 1 M Na2CO3- NaHCO3 buffer (pH 9), DMF, and water (5:2:8 vol. ratio). After 
reaction with DNA, the Si surfaces were covered with the FITC solution and incubated 
overnight (16 h) at RT. The wafers were washed twice with dimethylsulfoxide then four 
times with water, and dried with N2. The characterization of the wafers was done with a 
fluorescent microscope (Olympus, IX71). 
4.2.12 PCR amplification using end-modified primers 
One microliter of end-modified 142-mer DNA (337 nM in water), 5 μL of 10 μM 5′-
thiol-modified oligo (5′-HS-CCT AGT CGA ACG ATC TGA CCT-3′), 1 μL of 25 μM 
dNTP mix, 10 μL of 10× Taq DNA polymerase buffer, 1 μL Taq DNA polymerase, and 
82 μL of DI water were mixed together for the PCR reaction. After the amplification 
reaction, the mixture was purified with a QIAGEN Nucleotide Removal kit into 50 μL of 
DI water. 
4.2.13 Terminal deoxynucleotidyl transferase (TdT) reaction with ddATP-NH2 
A 100 mM stock solution of 3′-amino-2′, 3′-dideoxyadenosine-5′-triphosphate 
(ddATP-NH2) was ordered from TriLink Bio Technologies (San Diego, CA) and was 
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diluted to 25 μM before use. TdT was ordered from New England Biolabs. All reaction 
mixtures contained 5 μL of PCR-amplified 142-mer DNA with a 5′-thiol group, 1 μL of 
25 μM ddATP-NH2, 5 μL of 10× TdT buffer, and 5 μL of 10× CoCl2 buffer. Four 
different TdT concentrations were used to test the efficiency of the enzyme: 10, 15, 20, 
and 40 units of TdT were added to each tube and the volume was brought up to 50 μL. 
The tubes were incubated at 37 °C for 20 min, and then TdT was heat-inactivated at 72 
°C for 20 min. The reaction mixture was then purified using a QIAGEN MinElute 
Reaction Cleanup kit into 10 μL of water. 
4.2.14 FITC attachment to amine end of the amplified heterobifunctional DNA 
Following TdT treatment, 10 μL of purified heterobifunctional DNA was mixed with 
100 μL of 17 mM FITC solution and 90 μL of 1 M Na2CO3-NaHCO3 buffer (pH 9) in a 
microcentrifuge tube. The mixture was incubated at RT overnight. To remove unreacted 
FITC, DNA from the reaction mixture was purified using a QIAGEN MinElute Reaction 
Cleanup kit into 10 μL of DI water. Purified FITC-reacted DNA solution was dropped 
onto a low-fluorescence coverslip (sonicated in 10% Alconox solution for 20 min, water 
for 5 min, acetone for 15 min, and 1 M KOH for 20 min; rinsed with DI water; and flash-
flamed to remove residual organics). After air-drying the DNA solution, fluorescence 
was quantified using a CCD camera mounted on a fluorescence microscope (Olympus, 
IX71). 
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4.3 Results and Discussion 
4.3.1 Strategy for efficient DNA modification 
Figure 4.1 schematically outlines the steps in our approach to DNA end modification. 
We rely on ligation of synthetic oligomers of known sequence (hereafter called adaptors) 
bearing desired chemical functional groups to DNA fragments generated by shearing the 
genomic DNA. Our strategy to achieve high yields of desired ligation products was to 
introduce single-base long, complementary overhangs: a 3′-A-tail in the DNA fragments 
and a 5′-T-tail in the synthetic adaptors. A-tailing of the dsDNA genomic fragment 
prevents self-ligation of the DNA, whereas the T-overhang in the synthetic adapter 
prevents adapter dimerization in the presence of ligase, hence, guiding the reaction 
towards targeted DNA-adapter ligation (Figure 4.1). An A-tailing modification of dsDNA 
is readily achieved using the A-tailing activity of Taq DNA polymerase, whereas a T-tail 
can be easily added during the solid-phase synthesis of one of the strands forming 
dsDNA adapters. At the same time, 5′-phosphorylation in both adaptors and fragments 
ensure the formation of covalent phosphodiester bonds between the 3′-hydroxl- and 5′-
phosphate groups. The adaptors are formed by annealing two complementary sequences: 
one carrying a 3′-modification and another carrying a 5′-modification.82 Successful 
ligation at the two ends of a genomic dsDNA fragment introduces chemical groups at 
both ends of each complimentary strand of the genomic DNA. 
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Figure 4.1. (a) Adapter annealing method. This method can be applied to any dsDNA fragment 
that requires the introduction of heterobifunctional reactive groups on both ends of the DNA by 
synthetic adapters. (b) Amplification of modified DNA. Using ssDNA with a 5′-functional group 
as a primer, modified DNA can be PCR-amplified, following terminal deoxynucleotidyl 
transferase addition of ddATP with another functional group to produce a large amount of 
heterobifunctional dsDNA. 
 
This approach has several advantages in terms of its specificity and flexibility in 
achieving the desired modification: (1) neither genomic DNA nor adaptors are consumed 
in the side reactions of self-ligation due to base mismatch, a clear improvement over any 
blunt-end ligation strategy; (2) the ligation is self-limiting, i.e., the ligation is terminated 
after addition of a single adaptor at each end due to presence of the chemical groups; (3) 
the approach can be used to incorporate either single chemical functionality at one end 
only (3′ or 5′ terminus) or a different chemical functionality at each; and (4) a known 
sequence is introduced at both 3′- and 5′-ends that can be used in further steps, e.g., for 
amplification (Figure 4.1b), hybridization of primers for polymerase binding, or 
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annealing of labeled oligonucleotides to identify the location of the strands attached to 
the surface of the DNA chip. 
4.3.2 Chemical modification of model DNA 
For proof of principle, we performed initial studies using a double-stranded 100 base 
pair (bp) long PCR fragment derived from a synthetic oligonucleotide of known sequence 
(5′-AGC GAC TGC TAT CAT GTC ATA TCG ACG TGC TCA CTA GCT CTA CAT 
ATG CGT GCG TGA TCA GAT GAC GTA TCG ATA CGT ACT ATA GTC TCG 
TAT GCG AGT G-3′). Ligation was carried out by mixing 6 pmol of DNA with a 25 
molar excess of adapter in 10 μL volume in the presence of 1,000 units of ligase 
overnight at 16 °C (as recommended by the manufacturer—NEB). Controls comprised 
dsDNA PCR product or adapter only in the absence or presence of ligase, as well as 
DNA product and adapter together in the absence of ligase. The resulting reaction 
products were separated by electrophoresis on a 6% PAGE gels using TBE buffer. Figure 
4.2 displays an image of the gel separating reaction products obtained under optimized 
conditions as well as the products from several control experiments. 
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Figure 4.2. PAGE gel demonstrating the generation of a 142-mer fragment after successful 
adapter ligation. Lanes A 100 bp without ligase, B 100-mer with 1,000 units of T4 ligase, C 100-
mer and 25 molar excess adapters with T4 ligase, D dA-tailed 100-mer with T4 ligase, E adapter 
without ligase, F adapter with T4 ligase, G dA-tailed 100-mer and 25 M excess adapters with 
1,000 units of T4 ligase. 
 
As shown in Figure 4.2, A-tailing of the DNA fragments (lane D) almost completely 
prevented self-ligation in the presence of ligase, whereas blunt-ended phosphorylated 
DNA product self-ligated and formed a ladder of higher molecular weight reaction 
products (lane B). The 25-bp-long adapter carrying T- overhang contained small amounts 
of impurities (lane E) around higher molecular weight (around 50-mer and 100-mer), as 
supplied. The 21-mer adaptor did not polymerize in the presence of ligase (compare lane 
E and F). 
In contrast, the ligation reaction containing dA-tailed DNA fragment and T-overhang 
adapter in a 1:25 molar ratio resulted in two distinct products (lane G) that migrated at 
121-mer and 142-mer sizes. Under these conditions, the 100-mer fragment has mostly 
disappeared, suggesting almost complete reaction of the original dA-tailed PCR product 
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with adapter molecules. According to observed relative intensity, the 142-mer DNA 
oligomers, corresponding to the addition of adaptors at both ends of the model dsDNA, 
was the dominant product. 
To corroborate this interpretation, we carried out several additional experiments 
characterizing the nature of these ligation products.83-85 Analysis by MALDI mass 
spectrometry revealed that 142-bp and 121-bp-long products were indeed prevalent in the 
ligated mixture (Figure 4.3). Signal for the original 100-mer PCR product was not 
detected in mass spectra, most likely due to its much lower concentration than that of the 
ligation reaction products. Relatively high amounts of singly (M+) and doubly charged 
(M2+) molecular ions of 142-mer ligated product were detected around m/z of 90,000 and 
45,000, respectively. As expected from the gel analysis, a significant amount of 121-mer 
product was present and detected as M2+ approximately at 38,000. In addition, an excess 
amount of adapter was detected around m/z 13,700. The spectra, along with the PAGE 
analysis, indicated that ligation efficiency towards the 142-mer product was high. 
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Figure 4.3. Characterization of reaction products by MALDI-TOF mass spectrometry. (a) Mass 
spectrum of 100-mer PCR product. The peak around m/z of 64,000 represents singly charged 
molecular ion (M+), and the peak around 32,000 represents a doubly charged molecular ion (M2+). 
The broad peaks may have resulted from Na ion adducts and/or wide isotope distributions. (b) 
Mass spectrum of annealed adapter. The peak at m/z around 13,600 shows M+ of the adapter and 
M2+ appears at around 6,800. M4+ is also detected around 3,400. Other peaks (m/z around 10,000 
and in between 4,000 and 6,000) are non-specifically bound products during annealing process. 
(c)–(e) Mass spectra of ligated product without gel selection. Strong signal of unreacted adapters 
was present (c), and M+ around m/z 90,000 showed the dominant presence of 142-mer-ligated 
product (e). M2+ of 142-mer product appeared around m/z 45,000, and only M2+ of 121-mer one-
end-ligated product was observed around m/z 38,000 (d). No significant peak around 64,000 or 
32,000 was detected, confirming that the initial 100-mer PCR product was mostly converted to 
121-mer- or 142-mer-ligated products 
 
Next, we confirmed that the fusion point between the model DNA and adaptors 
occurred at the expected location in the sequence. We separated the 121-mer and 142-mer 
reaction products on a preparative PAGE and eluted the bands overnight at 37 °C into 
TBE running buffer followed by concentration with a spin column. These purified 
reaction products were then characterized by DNA sequencing (Figure 4.4). Sequencing 
primers (20-mers) were selected so that they would prime to the fusion site between the 
adapter and 3′- end of the PCR product. Extension of the sequencing reactions 
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demonstrated that the 121-mer was comprised of the 3′ part of the adapter sequence 
(otherwise sequencing primer hybridization would not have taken place), the known PCR 
template ending in an A-base (Figure 4.4, top trace) showing that the in vitro A-tailing 
reaction was also successful. In contrast, the 142-mer sequence extended after the A-base 
into the ligated adapter sequence (Figure 4.4, bottom trace), demonstrating a successful 
ligation of the adapter to the 3′-end of the 100-mer PCR product. Our ability to use 
known sequence incorporated into a model (generally, unknown) DNA sequence for 
hybridization of primers and successful polymerase reaction demonstrates the utility of 
our approach for adding both known chemical groups and priming sites to genomic DNA. 
 
Figure 4.4. Ending sequences of the eluted 121-mer and 142-mer bands from PAGE. The 
asterisks mark the A added by Taq polymerase at the end of the model DNA sequence. 
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We observed that, under conditions suggested by the suppliers of the T4 ligase (NEB 
and Promega), the predominant product was persistently a single-addition product 
(~100% 121-mer versus ~0% of 142-mer DNA), whereas the yield of conversion was 
relatively low (>70% of original DNA remained unmodified in spite of the 25-fold molar 
excess of adaptors). We investigated a range of conditions to enable efficient and 
complete ligation of a model DNA with chemically modified adaptors at both ends. We 
varied reaction time, reaction temperature, and concentration of ligase or DNA and 
quantified the composition of resulting reaction mixtures using intensity of peaks 
corresponding to 100-mer-, 121-mer-, and 142-mer-long DNA fragments (Figure 4.5a). 
 
Figure 4.5. Analysis of PAGE data. (a) Image intensity profiles are averaged over 20–40 pixels 
in a given lane and then fitted to multiple Gaussian peaks (using IGOR Pro, Wavemetrics) 
representing 100-mer-, 121-mer-, and 142-mer-long DNA fragments. Peak areas (normalized by 
the total fragment length) are used as a quantitative measure of the molar amount of given 
oligomers. (b) Time course of changes in the molar fraction of the dA-tailed unmodified DNA 
(100-mer) and DNA ligated at one end (121-mer) or both ends (142-mer). Six picomoles of 100-
mer DNA with 25 molar excess adapters and 400 units of T4 ligase in a total volume of 50 µL 
were incubated at 16 °C. (c) Dependence of the conversion of the dA-tailed DNA into end-
modified DNA on the concentration of the enzyme for 6-h-long reactions. Six picomoles of 100-
mer DNA and 25 molar excess of adapters in a total volume of 10 µL were incubated at 16 °C. 
Curves in (b) and (c) are fits to exponential or double-exponential functions and serve as guides 
to the eye. 
 
Increasing reaction time did not affect the yields of the end-modified products 
significantly, and after 4 h, no substantial change was observed (Figure 4.5b), possibly 
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due to the loss of enzyme activity over long times. Changes in temperature (reactions at 
4, 16, and 25 °C) or concentration of the DNA (doubling the concentration) did not result 
in significant changes in the outcome of the reaction. Concentration of ligase in the 
reaction mixture, on the other hand, played a major role in defining the yield of end- 
modified products: with the total concentration exceeding 50 units/μL, more than 90% of 
original dsDNA was converted into double- and single-addition ligation products in 
approximately 2:1 ratio (Figure 4.5c). 
4.3.3 Modification of genomic DNA 
We carried out similar modification reactions on a sample of sheared and end- 
repaired λ-phage DNA using conditions optimized for the model 100-mer DNA (Figure 
4.6). By shearing DNA with ultrasound, we generated a relatively broad selection of 
molecular weights (100-mers to 600-mers) and selected a small fraction with sizes around 
200-mer by excision from the preparatory scale gel. The ligation reaction did not produce 
well-separated bands, but resulted in a noticeable shift in the size of the genomic DNA 
ligation products compared to original DNA. By fitting intensity profiles to three 
Gaussian peaks, the products could be well-described as a mixture of initial dsDNA and 
double- and single- addition products (1:3 ratio) with a total yield of conversion around 
70%. 
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Figure 4.6. Analysis of PAGE data for modified genomic DNA. (a) Image intensity profiles are 
averaged over 40 pixels and (b) fitted to multiple Gaussian peaks representing bands around 200, 
225, and 250 base pair long DNA fragments. 
 
4.3.4 Functionalization of model DNA using PCR with modified primers and terminal 
deoxynucleotidyl transferase with modified ddNTP 
 
We used PCR amplification to select model DNA that was successfully ligated on 
both ends by the 21-mer adapters. A PCR reaction with a primer having 5′-thiol 
modification resulted in a 142-mer-long product (as confirmed by PAGE) with 5′-
modification, but lost the modification of the 3′-end (Figure 4.1b). The single-addition 
121-mer product was not amplified because it does not end in the sequence 
complementary to the primer. Heterobifunctional 142-mer DNA, however, can be readily 
obtained from the PCR product by modifying the 3′-end with TdT using chemically 
modified ddATP as a substrate (ddATP- NH2 in this case). 
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We demonstrated the effectiveness of TdT in addition of the 3′-modification by 
carrying out a subsequent reaction of the primary amine group in the expected 142-mer 
DNA product with a fluorescent dye (FITC). We compared four different enzyme 
concentrations and observed that the fluorescence of the products formed in the reaction 
between TdT-modified DNA and FITC was consistent with the incorporation of the 
ddATP-NH2 in the DNA sequence. Without enzyme treatment, no fluorescence was 
detected. Fluorescence was observed only when TdT was present and increased when 
higher TdT concentrations were used (Figure 4.7), signifying the presence of the amine 
group in the DNA. The level of fluorescence appeared to saturate after the TdT 
concentration reached 0.4 units/μL, signifying that, under these conditions, ddATP-NH2 
addition by TdT is complete. 
 
Figure 4.7. Fluorescent signal versus terminal deoxynucleotidyl transferase concentration in a 
reaction that adds ddATP-NH2 to the 3′-end of the PCR-amplified model DNA sequence. 
Experimental error estimated as a width of the peak in the pixel intensity histogram was 10– 20% 
of the average intensity value. 
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4.3.5 Chemical reactivity of functionalized DNA 
Chemical functionality of the modified DNAs was tested by attachment of the DNA 
to Au-coated86, 87 or MPTES-modified silicon surfaces.88, 89 Both surfaces are expected to 
be reactive towards the 5′-thiol functional group of the modified heterobifunctional DNA. 
We prepared two Au samples, one exposed to unmodified and another exposed to 
modified DNA, followed by reaction with MHA to block the unreacted Au surface and 
remove non-specifically bound DNA molecules. Both samples contained 100 nM of 
ssDNA in high salt PBS buffer (high ionic strength was necessary to ensure that the 
surface reaction can take place and charged DNA can approach the surface). In addition, 
the buffers contained 4 M Gu·HCl to denature the double-stranded DNA into single-
stranded form for the attachment reaction. The XPS spectra of the Au surfaces reacted 
with 142-mer modified DNA showed high intensity nitrogen and phosphorous peaks, 
whereas the Au surface exposed to 100-mer unmodified DNA did not show any peaks 
due to nitrogen and phosphorous (Figure 4.8). The N 1s peak indicated the presence of 
three chemically distinct forms (peaks at 398.9, 399.8, and 400.6 eV) as reported in the 
previous studies of surface immobilized DNA.90 The phospho- rous/nitrogen molar ratio 
for surface-attached DNA ranged from 0.23 to 0.34 (Table 1), near the expected value of 
0.285 for our model sequence. Therefore, only thiol-modified DNA was capable of 
robust attachment to Au surfaces, consistent with the previous reports on this system. For 
sulfur, peaks corresponding to free thiol, Au-bound thiol (thiolate), and oxidized sulfur 
were observed as is usually the case in similar DNA/short chain thiol systems.91 The peak 
due to components in high oxidation state (S–O bonds) at 168–169 eV was not present on 
the surface reacted with 142-mer-modified DNA. It is plausible that in the MHA blocking 
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step, which follows DNA attachment, the highly charged DNA, covalently linked to the 
gold surface, prevents either adsorption of oxidized negatively charged species 
(sulfonates or sulfates) or prevents formation of bilayers of MHA that would be 
susceptible to oxidation. 
 
Figure 4.8. S 2p, N 1s, and P 2p XPS spectra of the gold surface reacted with unmodified and 
modified DNA followed by MHA (circles data, curves fits). Intensity scale in the region of each 
element is the same for both samples. The nitrogen and phosphorous are observed on the surface 
with modified DNA and not detectable (traces) for samples exposed to unmodified DNA. Three 
different species of nitrogen were present on the Au surface with covalently linked DNA. Both 
samples contained bound (161–163 eV) and un- bound (164–165 eV) sulfur, but only the surface 
treated with 100-mer DNA showed oxidized sulfur (168–169 eV). 
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Table 4.1. Composition of the surface layer formed in reactions of the end-modified DNA with 
Au surfaces determined from the XPS spectra 
Surface reaction Atomic percent 
Intensity 
of Au 
peak 
(relative) 
Ratio 
P/N 
Nearest 
neighbor 
distance 
 N O P Sa   C    
    S-Au S-H S-O     
100 nM ssDNA in PBS+4 
M Gu·HCl (ssDNA on the 
surface) 
3.4 13.6 1.2 2.8 0.7 0.0 78.4 1.00 0.35 7.7 
50 nM dsDNA in PBS 
(dsDNA on the surface) 5.3 15.9 1.3 2.4 0.5 0.1 74.5 0.82 0.25 8.2 
50 nM dsDNA in PBS, 
denatured by treatment 
with 4 M Gu·HCl (ssDNA 
on the surface) 
3.2 20.6 0.74 3.2 0.5 1.0 70.7 1.62 0.23 8.6 
 
aAtomic percent of S takes into account attenuation of the MHA monolayer 
 
We evaluated different denaturing buffers in the ssDNA surface attachment reaction 
by quantifying surface density of the DNA obtained for reactions from buffers containing 
4 M Gu·HCl, 8 M urea, and 0.5 M NaOH. Surface density was estimated using the 
nitrogen/sulfur molar ratio and assuming formation of a complete thiol monolayer (MHA 
and HS-DNA) resulting in 0.214 nm2 surface area per sulfur atom.92 All buffer 
compositions were effective in depositing ssDNA on the Au surface, providing 
practically the same (±7%) ssDNA density. Comparison between immobilization of 
single- and double-stranded thiol- modified 142-mers indicated very similar surface 
density for both types of reaction conditions. In the monolayer formed from the 
denaturing buffer, an average intermolecular distance of 7.7 nm between surface 
immobilized DNA molecules is very close to the 8–10 nm diameter of the 142-mer 
ssDNA in solution estimated from the radius of gyration (Rg∼4–5 nm for 142-mer). Such 
a dense surface coverage would imply formation of a monolayer of ssDNA during 1-hour 
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deposition from denaturing buffer using 100 nM DNA concentration. In the monolayer 
formed from the buffer preserving native double-stranded state, an average 
intermolecular distance of 8.2 nm is also consistent with formation of the monolayer of 
the DNA molecules. The 142-mer dsDNA can be described as a rigid rod with 
dimensions of 2.2 nm × 50 nm (diameter × length). Assuming formation of the 
monolayer of dsDNA molecules lying flat on the Au surface, the final average nearest 
neighbor distance is estimated at (2.2 nm × 50 nm)1/2 = 10.6 nm. dsDNA on the surface 
could be converted to ssDNA by washing the sample with a denaturing buffer (containing 
4 M Gu·HCl). XPS spectra showed a reduced amount of nitrogen and phosphorus, an 
increase in the amount of carbon and oxygen fractions, and a higher intensity from the Au 
substrate (due to decreased attenuation of photoelectrons in a thinner DNA overlayer). As 
expected, the calculated spacing between DNA strands was not affected. 
To demonstrate reactivity of the amine group at the free end of the surface-attached 
DNA, we carried out a reaction of the amino group with a fluorescent dye molecule and 
characterized the resulting fluorescence. Since fluorescence cannot be detected near 
metal surfaces, we used thiolated DNA attached to maleimide-modified silicon surfaces 
rather than DNA immobilized onto gold surfaces. Silane chemistry was used to create an 
MPTES films on silicon wafer, resulting in thicknesses of 18.2–20.6 Å (with 0.5– 2.0 Å 
error for multiple measurements on the same sample) and 72 ± 2.0° for advancing (34 ± 
2.0° for receding) contact angle of water. Both the film thickness measurements 
(expected thickness for MPTES monolayer was 8–9 Å) and the large hysteresis in contact 
angles pointed to a disordered (and likely multilayer) surface created under our 
experimental conditions. Since only a small fraction of the maleimide terminal groups are 
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needed for the reaction with the thiol of the heterobifunctionally modified DNA, these 
surfaces were adequate for the covalent attachment of HS-DNA-NH2 and provided a 
reasonable density of surface immobilized DNA to carry out a subsequent reaction 
between the fluorescent dye and terminal amino group of the DNA. 
When a synthetic 27-mer DNA oligomer having a FAM (5,6-carboxyfluorescein) 
fluorescent label, but without a thiol group, was deposited on the MPTES sample, the 
change in thickness was barely detectable at 1.1 ± 2.8 Å. The sample did not show 
significant fluorescence above the background (Figure 4.9). Reacting MPTES film first 
with MHA, which should block all available terminal maleimide groups in the film, and 
then with DNA—labeled with TAMRA (5-carboxytetramethylrhodamine) and having a 
thiol group—resulted in a thickness increase of 2.4 ± 1.5 Å and still displayed 
fluorescence near the background level. 
 
Figure 4.9. Fluorescence of the maleimide functionalized Si wafers after reactions with modified 
DNA. The two controls were (1) MPTES surface blocked with MHA and then reacted with 100 
nM of 5′- TAMRA and 3′-thiol-modified DNA (MHA+TMR-DNA-SH) and (2) MPTES surface 
reacted with 100 nM 5′-FAM oligonucleotide without a 3′-thiol group (FAM-DNA no SH group). 
One hundred nanomolar 5′-TAMRA and 3′-thiol-modified DNA deposited on a maleimide silane 
surface followed by the reaction with MHA (TMR-DNA-SH+ MHA) showed an approximately 
10-fold increase in intensity compared to the two controls. One hundred nanomolar 5′-thiol and 
3′-amine-modified 142-mer model DNA deposited on MPTES and reacted with FITC displayed a 
20-fold increase in fluorescence compared to the two controls. Treatment of MPTES surfaces by 
FITC solution without the DNA attachment step resulted only in background fluorescence. 
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On the other hand, using synthetic heterobifunctional 40-mer DNA oligomer having a 
fluorescent label (TAMRA) and a thiol group resulted in a 2.7±2.3 Å change in film 
thickness and strong fluorescence. Therefore, availability of maleimide groups on the 
surface and thiol groups in the DNA ensured robust attachment of the DNA oligomers. 
Similarly, reaction of the 142-mer-modified DNA followed by a blocking step with MHA 
and a reaction with FITC produced a change in thickness of 4.0±0.7 Å. The sample 
displayed high fluorescence (Figure 4.9), indicating that amino groups in the surface-
attached bifunctional DNA, obtained by our single- step modification procedure, are 
available for further reactions. These groups can be used for covalent attachment of 
molecular or nanoscopic markers for sensing applications or microscopic probes for 
direct manipulation of the DNA molecules, e.g., in optical or magnetic tweezers 
experiments. 
4.4 Conclusions 
With the development of next-generation sequencing strategies, single molecule 
sequencing is a valuable approach to minimize reagent consumption and increase the 
throughput by monitoring sequencing using high density of surface immobilized DNA 
strands. These methods benefit from robust DNA modification techniques that can install 
desired chemical functionality with high yield and at a low cost. The sequencing chip 
should be particularly robust when covalent attachment chemistry is used. In this work, 
we demonstrated efficient heterobifunctional modification of dsDNA fragments having 
an arbitrary sequence by a simple two-step procedure. These steps comprise A-tailing of 
the blunt-ended DNA followed by ligation with synthetic T-tailed adapters carrying the 
desired functional groups (amine and thiol). The critical ligation step was extremely 
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sensitive to enzyme concentration, and high enzyme loading was critical to achieving 
ligation at both ends of the dsDNA fragment. The modification procedure was also 
effective in modifying sheared and end-repaired genomic DNA. 
Another two-step follow-up procedure can be applied to select for the desired 
bifunctionalized product. This additional procedure consists of a PCR step with a single 
(same sequence for forward and reverse) modified primer (which installs a 5′-end 
modification) followed by the addition of an extra modified base by terminal 
deoxynucleotidyl transferase (which installs a 3′-end modification). Both functional 
groups in the modified DNA are chemically active as demonstrated by the DNA surface 
attachment via a 5′-thiol group and subsequent labeling of the surface immobilized DNA 
with a fluorophore via a 3′- amino group. Additional research on optimal enzymes and 
conditions could further improve the efficiency and yield of the method. 
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Chapter 5 : Immobilization of DNA on Solid Surfaces with Controlled 
Single-Molecule Spacing 
 
5.1 Introduction 
Spacing of molecules is of particular interest to those working with single-molecule 
analytical techniques including force spectroscopy and nanoscale imaging. Controlling 
the density of the molecules in single-molecule analyses is crucial for avoiding overlap of 
signals. In particular, many promising next-generation sequencing technologies employ 
single-molecule techniques, all of which rely on adequate spacing of surface DNA 
molecules. Many next-generation technologies use DNA labeled with a fluorophore and 
require accurate colocalization of single-molecule fluorescence for sequence 
determination.93 If two molecular signals are indistinguishable, the base-calling algorithm 
will fail (e.g. resulting in insertion errors) and the information yielded per area will be 
reduced. Magnetic tweezers (a potential method for sequencing27) also requires an array 
of well-spaced DNA molecules in order to avoid the problem of multiply tethered 
microspheres (Figure 5.1). On the other hand, a very low density of DNA will also reduce 
the information yield of the substrate. The goal of creating well-spaced DNA molecules 
is in contrast to the commonly desired maximum possible surface density for 
hybridization arrays, which has received a great deal of attention in literature.94-96 Since 
we are interested in single-molecule techniques that are relevant to sequencing 
technologies, the regime of appropriate molecular spacing ranges from just above the 
diffraction limit (~300-400 nm) to the micron scale. 
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Figure 5.1. Schematic of minimum spacing of DNA molecules allowable using magnetic 
tweezers. a) A probe with a diameter of 1 µm and a DNA molecule with a radius of gyration of 11 
nm (200-mer ssDNA) would require a intermolecular spacing of approximately 400 nm or greater 
to ensure only one DNA is attached to the probe. b) Intermolecular spacing can be achieved by 
competitively binding the DNA with a blocking molecule.  
 
The authors of many DNA sequencing technologies, which rely heavily on controlled 
spacing of DNA molecules on a glass substrate, often state that the sample preparation 
conditions were determined empirically or offer a means to purchase the substrate from 
their respective companies.18, 97 Surface chemistry was identified as one of the challenges 
to new sequencing by synthesis technologies and there are very few methods listed in 
literature for obtaining appropriate molecular spacing. Only a handful of previous studies 
for creating an array of well-spaced molecules exist, including Wayment, et. al. who used 
a mixture of cyano- and amino-propyltriethoxysilane on glass to space out functionality 
for the subsequent reaction with a fluorophore.98, 99 Dendrimers as templates for 
appropriate intermolecular spacing have been demonstrated, but appears to be limited to 
the tens of nanometers range and has not yet been applied to spacing of DNA.100, 101 
Dilution of a monolayer of DNA with a replacement molecule102 or pre-blocking the 
substrate103 has also been cited, but these reports did not attempt to count single 
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molecules or comment on the morphology. Those that did count single DNA molecules, 
as a result of dilution with an alkanethiol, limited themselves to approximately 10 nm 
spacing.104 
Discrete optical detection of a fluorescence signal from a DNA molecule has been 
achieved using rolling-circle amplification of a short read of DNA to create micrometer-
sized DNA.105 This concept of increasing the signal through replication is similar to 
Pyrosequencing technology, which eliminates the problem of detecting a single molecule 
by amplifying the DNA on a microsphere in picoliter volumes.77 Although appropriate for 
Pyrosequencing and some fluorescent-labeling methods, using a larger permanent 
template as a means for spacing out molecules can interfere with force curves in magnetic 
tweezers and adds an extra amplification step to the detection scheme. 
There are many reports in literature using biological complexes for immobilization of 
a target molecule.106 For many applications, this type of chemistry is appropriate and, in 
fact, desired when the experiment seeks to measure binding between the surface-
immobilized biomolecule and a labeled molecule in solution.107 In cases where permanent 
attachment is desired, however, along with chemical stability in a variety of solutions (a 
requirement for a sequencing platform), even the strongest non-covalent bond can fail. 
The biotin-avidin bond, for instance, is by design unstable. Ironically, most, if not all, 
research on single-molecule force spectroscopy uses biotin-avidin as a form of 
immobilization at one end or the other (just a few of the many citations are given108-112) 
even though magnetic tweezers have been used repeatedly to determine the stochastic 
unbinding kinetics of this receptor-ligand complex under force.54, 113 Even when the 
biological molecule is chemisorbed to the substrate, denaturation is still possible, 
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especially under the application of force. For these reasons, we believe covalent 
chemistry should be the preferred method for immobilizing DNA molecules on a 
substrate for most technologies. 
Thiolated DNA on gold is a very well-established system for achieving covalent 
DNA-surface binding since thiolated DNA molecules can, depending on the conditions, 
form disordered or ordered self-assembled monolayers in a similar fashion to those of 
alkanethiols.114 However, Tarlov, et. al. has shown that nearest neighbor distances are 
between 1 – 4 nm, even when controlling spacing with DNA brushes114, 115, which is far 
above the optimal density for single-molecule techniques. Electrochemical desorption 
appears to be a possible method for attenuating the high density of DNA on a gold-coated 
substrate, however a nearly complete monolayer of DNA is first formed during these 
experiments and detection of single-molecules has not been reported to our knowledge.116, 
117 Furthermore, literature on the detection of single-molecule fluorescence on a thin 
metallic film is limited, 118, 119 making it difficult to predict the distribution of the single 
DNA molecules on a gold-coated substrate. Instead, the methods most commonly used in 
literature for obtaining the binding density of DNA on a surface include radiolabeling, 
nanoparticle labeling, UV-vis spectroscopy, x-ray photoelectron spectroscopy (XPS), and 
electrochemical methods. Of these methods, only nanoparticle labeling can yield 
information about single molecules. The density of DNA on a mixed alkanethiol and 
DNA layer on gold has be measured by counting gold-nanoparticle labels in the AFM 
images, but the concentration ranges probed in that paper produced substrates with 
hundreds of molecules per square micron.120 Furthermore, it is unclear whether or not 
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nanoparticle labeling provides a true representation of the surface density on the 
substrate—something we would eventually like to investigate. 
In this chapter, we describe the use of fluorescence microscopy to measure single 
molecule fluorescence of dye-labeled and thiolated DNA covalently bound to a 
transparent gold-coated glass substrate. We compare the rate of adsorption of the DNA 
obtained from fluorescence data to ellipsometry measurements. Measurements by 
ellipsometry of the monolayer formation by a blocking alkanethiol containing a short 
ethylene glycol terminus was also analyzed. We deposited mixed alkanethiol and 
thiolated DNA self-assembled monolayers on the thin gold substrates in order to control 
the density of immobilized DNA in the sub-micron to micron range. We discuss the 
justification of a simple-kinetic model used to predict the optimal conditions for spacing 
of DNA molecules on a flat substrate. 
5.2 Experimental Section 
5.2.1 Substrate and surface modifications 
A 40 mm diameter glass coverslip (No. 1.5) was coated with a thin layer of gold 
using e-beam evaporation (see Section 6.4.1 for details). After e-beam evaporation, 
substrates were constantly kept under vacuum and rinsed with ethanol 
(spectrophotometric grade, 90% ethyl alcohol, EMD Millipore) and dried with nitrogen 
immediately before use. We purchased a short ssDNA oligo (39-mer – 5'-HOCH2CH2S-
S-(CH2)6-TTT TTT TTT TTT TTT TCA TCG CAC ATC GTA GCA CAA GAC-
TAMRA-3’) labeled with carboxytetramethylrhodamine (TAMRA) at the 3’-end and a 
protected thiol at the 5’-end from Integrated DNA Technologies (Coralville, IA). A non-
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fluorescent thiol-modified 80-mer ssDNA oligo (5'-HOCH2CH2S-S-(CH2)6-(TATT)20-3’) 
was acquired from the same supplier. (11-mercaptoundecyl)tetra(ethylene glycol) 
(MutEG) was purchased from Sigma Aldrich with 95% purity and was used as is (kept at 
-20°C). A 100 μM stock solution was made in autoclaved Millipore DI-H2O. Before each 
experiment, an aliquot of the labeled DNA was diluted by a factor of 5 with a solution of 
5 mM TCEP (tris(2-carboxyethyl)phosphine) in 6x SSC buffer (pH 7.4) and left standing 
for 30 minutes to reduce the disulfide. All subsequent dilutions were by a factor of ten or 
more in 10 mM phosphate buffer with 1 M NaCl at pH 7.4. Solutions of MutEG were 
diluted from a 1 mM stock solution in 10 mM phosphate buffer with 1 M NaCl at pH 7.4. 
5.2.2 HS-DNA-TAMRA sample for analysis of reaction kinetics. 
The 5’-HS-DNA-TAMRA-3’ solutions were pipetted as distinct spots onto a single 
Au-coated glass substrate starting with the 1-hour sample, then the 50-minute, 40-minute, 
and so on. The sample was quickly washed with DI-H2O after the 10-second wait time 
for the deposition of a final spot and dried with nitrogen. Samples were viewed under 
TRITC illumination conditions (X-Cite halogen lamp source, EXFO Life Sciences) at 
600× magnification with an oil immersion objective (NA = 1.45). Fluorescence images (5 
for each region) were taken using an iXon DV888 (Andor Technologies, Belfast, Ireland) 
back-illuminated electron-multiplying charge-coupled device (EMCCD) camera (0.227 
μm per pixel, >95% quantum efficiency at 532 nm) cooled to -85 °C. The substrate was 
then immersed in a 1 mM MutEG solution for 1 hour, rinsed with DI-H2O, dried with 
nitrogen, and reimaged under the same illumination conditions and hardware settings. 
We measured the kinetics of attachment for 5’-HS-DNA-TAMRA-3’, 5’-HS-
(TATT)20-3’, and MutEG using ellipsometry. The substrates were silicon wafers coated 
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with titanium and gold films having the same thicknesses as used for transparent glass 
substrates. The silicon substrate is preferable to glass in ellipsometry measurements due 
to its high reflectivity and zero transmission, simplifying the analysis. Variable angle 
spectroscopic ellipsometry (VASE) measurements (λ = 400-800 nm) were taken on a 
VASE Ellipsometer (J.A.Woolam, Co., Inc., NE) at angles of 75° and 77° from the 
normal. We modeled the substrate using the software provided by the manufacturer 
(WVASE32), fitting for the optical constants of gold and fixing those of silicon and 
titanium. A layer of SiO2 was considered an appropriate approximation to the organic 
adlayer for measurements of its thickness. The fits accounting for formation of the 
adlayer were performed using the delta data only. To reduce the scatter in the data, we 
took measurements of incremental increases in thickness using the same sample. Others 
have shown that such an analysis using a single sample is indistinguishable from results 
of experiments in which individual separate samples are incubated for specific times.121 
The solutions of MutEG and DNA were all prepared in 1 M NaCl PBS (pH 7.4) for the 
experiments of reaction kinetics. 
5.2.3 Sample for DNA attachment via competitive binding. 
Eight 10 μL solutions were prepared with different ratios of 5’-HS-DNA-TAMRA-3’ 
to blocking thiol. All solutions, except one (control), contained 0.5 μM of DNA. The 
MutEG concentrations varied from zero to 1 mM. The solutions were pipetted at nearly 
the same time (as separate drops) onto a single transparent gold-coated glass substrate for 
2 hours, then rinsed thoroughly with DI-H2O, incubated in 1 mM MutEG for 1 hour (in 
1M NaCl PBS), again rinsed with DI-H2O, and dried with nitrogen. Fluorescence images 
 115 
were also taken under TRITC illumination conditions at 600× magnification (at least 5 
images were taken for each spot). 
5.2.4 Analysis of fluorescence images 
To calculate the total integrated intensity, the images were first cropped to 
approximately 400×400 pixels (89×89 μm). The integrated intensity of the cropped 
image was divided by the total area of the image to account for the differences in the 
areas of cropped images when calculating DNA coverage. The total intensity was 
calculated by averaging the image intensities within each region and subtracting the 
average intensity of the background (from images of a region with no DNA). For further 
analysis, the background was subtracted from the images by manually selecting regions 
of each image that contained no fluorophores and fitting them to a second-order 2D-
polynomial. After subtracting the background, the images were filtered. We found, 
through trial and error, that Gaussian filtering (square matrix of 3×3), sharpening (3×3), 
and Gaussian filtering again provided the best contrast for our images. After the filter was 
applied, peak locations (from individual fluorophores or clusters) were determined by 
simple image thresholding (Figure 5.2). The peak finder algorithm required that any 
given peak had to be more than two pixels in size and not excessively asymmetric in the 
shape (no more than twice as long as it is wide in any direction, i.e. its (x, y) boundary 
fulfilled ½ < (xmax-xmin)/(ymax-ymin) < 2). The number of peaks was recorded for each 
image, along with the intensity of every individual peak. The peak intensities for each 
image were measured by individually integrating the areas within each region defined by 
the image thresholding (integrated peak intensities were not divided by area). Histograms 
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of the peak intensities, normalized to a probability distribution, were compiled for each 
sample or region suitable to analysis. 
 
Figure 5.2. Characteristic image used for analysis of single-molecule fluorescence (false color). 
Each circle corresponds to the approximate spot that the particle-counting algorithm has 
analyzed. The image has been Gaussian filtered (3x3), sharpened (3x3) and Gaussian filtered 
again. The background was fitted to a 2nd-order polynomial. The image is from the 5-minute 
sample. 
 
It was often difficult to distinguish between adjacent fluorescent peaks using the 
thresholding algorithm when the surface was highly populated. Therefore, the number of 
peaks is not necessarily a reliable method for determining the surface coverage past a 
certain critical threshold in surface coverage. We determined that anything below a 
nearest neighbor distance of approximately 0.5-1 microns cannot be analyzed with the 
peak-finder algorithm. For these reasons, we do not plot the number of peaks beyond 
approximately 400 per field of view, since a significant fraction of peaks appear within 
our detection limit above this “concentration”. This limitation may be a reason why we 
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are unable to distinguish between single, double, triple, etc. fluorophores for the 1-hour 
histogram of HS-DNA-TAMRA kinetics (Figure 5.6). 
5.2.5 Analysis of movies 
We captured movies of several samples (both the kinetic series and competitive 
binding series) in order to look at the bleaching behavior of the fluorescence peaks 
(clusters or single-molecules). Each frame was flattened and filtered in the same manner 
as the static images. The spots in each frame of the movie were analyzed using the same 
code used for individual images, except each integration area (determined from the image 
thresholding) for a spot was dilated by one pixel in order to allow for small lateral 
fluctuations in the position of the fluorophores. Time traces of the integrated intensities 
(not divided by area) were compiled from each frame (see Figure 5.5). 
5.3 Results and Discussion 
5.3.1 Fluorescence quenching of TAMRA-DNA on thin Au films 
Chemical attachment of the fluorescently labeled DNA to gold results in samples that 
do not show any fluorescence above the background level under our 
illumination/detection conditions (Figure 5.3b). The flat gold substrate, in close 
proximity of the fluorophore (< 2 nm according to ellipsometry data on thickness), is 
expected to act as a highly efficient quencher of TAMRA fluorescence. This quenching 
of fluorescence is the reason that, in most cases, characterization of these DNA-on-Au 
systems has been carried out using non-optical methods, such as XPS, ellipsometry, 
electrochemistry, radiolabeling, etc. These methods provided information about surface 
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coverage averaged over large areas (ca. mm2) and the rate of DNA immobilization, but 
did not uncover details of the spatial distribution of DNA molecules in the surface layer.  
After exposure to the MutEG solution, the physisorbed regions of the DNA were 
displaced from the gold surface due to formation of the self-assembled monolayer of the 
small-molecule thiol. As a result, the fluorophores at the 3’ termini of the DNA 
molecules (immobilized via their 5’ ends) were lifted from the metal surface, resulting in 
a noticeable fluorescence for samples of all compositions. The images become 
dramatically brighter and show an obvious trend of increasing overall intensity of the 
fluorescence as the incubation time increases (Figure 5.3d). The quenching of 
fluorescently-labeled DNA has been reported previously in literature and can be used as 
an analytical tool for studying the effects of temperature and ionic strength on DNA,117 or 
for the label-free detection of DNA hybridization.122 The most apparent feature of these 
images is the aggregation of fluorescent material in nucleating sites. From visual 
inspection, it appears that the sites increase in number, size, and brightness as the DNA 
attachment progresses. Figure 5.4 shows the number of peaks as a function of time. The 
10-second sample contains a significant fraction of single fluorophores, but as the 
reaction time increases, it is evident that the spots are predominantly of multiple 
fluorophores. 
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Figure 5.3. Schematic diagram and selected images of representative fluorescence from a time 
series of 1 μM HS-DNA-TAMRA on gold (false color). (a) Before addition of MutEG, the 
fluorescence from TAMRA labels on the DNA molecules is quenched due to their proximity to 
the thin gold layer. (b) Essentially no fluorescence is detectable. (c) After addition of MutEG, the 
fluorescent labels are lifted from the substrate (>2 nm), which is sufficient to allow emission. (d) 
Fluorescence, including single-molecule emission, is readily detectable and increases in intensity 
as the incubation time increases. (Images were Gaussian filtered with a square matrix size of 3×3, 
then sharpened by a 3×3 matrix and then Gaussian filtered again. The intensity scales (false 
color) are the same in (b) and (d).) 
 
Figure 5.4. Number of fluorescent peaks (in a 400×400 pixel area; 89.1×89.1 µm) calculated 
after image processing and thresholding versus time. Peak measurements were pulled from 
multiple areas on the same sample. Error bars indicate scatter (standard deviation) between 
images. 
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Aggregation of fluorescently-labeled and thiolated DNA (30-mer) on a gold surface 
has been reported by Bizzotto, et. al.123, but the images show a more heterogeneous 
distribution of fluorescence intensity and do not match our results and are not consistent 
with the long-range uniformity seen in our images. Furthermore, the substrates used in 
their fluorescence imaging investigations of DNA SAM formation were 1-2.5 mm gold 
beads, which are likely to have an extremely rough surface compared to e-beam 
evaporated polycrystalline gold on a glass substrate (we measured an RMS roughness of 
< 0.8 nm over a 1 μm × 1 μm area using AFM, with no large islands visible). Their work 
did, however, reveal that double-stranded DNA has a lower propensity for non-specific 
adsorption than single-stranded DNA. 
5.3.2 Confirmation of single-molecule fluorescence 
The time traces in Figure 5.5 are representative of the behavior for randomly-chosen 
peaks from movies of the kinetic series of TAMRA-labeled DNA on thin gold. The 
presence of the sudden drops in the intensity-versus-time profiles is strongly indicative of 
single-molecule photobleaching events. Typically, the number of photobleaching steps 
scaled approximately linearly with the total starting intensity of a given peak. In addition, 
the histograms of the integrated intensity of individual spots (islands) displayed a 
characteristic partitioning into peaks corresponding to one, two, three, or more 
fluorophores (see Figure 5.6). Interestingly, the average morphology of the DNA 
aggregates is not changing. In other words, the probability of any particular peak having 
one, two, three, or more fluorophores is conserved throughout the entire time series. 
Inspection of a histogram of the image intensities is a common method for determining 
which pixels or spots are background and which are of single-molecule fluorescence.99 
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Therefore, the total intensity of the fluorescence provides a quantitative measure of the 
number of immobilized DNA molecules. 
 
Figure 5.5. Representative fluorescence signal versus time for three spots on a competitively-
bound substrate. The breaks in the red lines indicate the authors’ best guess for locations of 
single-molecule photobleaching events. a) Indicates a typical photobleaching event from a single-
molecule. b) and c) are representative of multiple photobleaching events, implying that the 
particular spot contains a cluster of fluorophores. 
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Figure 5.6. Histograms of integrated peak intensities from the three sets of images analyzed from 
the HS-DNA-TAMRA time series (binning size is 25 intensity units). For the 10 s sample, single, 
double, and so on, fluorophores are easily distinguished using multipeak fitting (green indicates 
individual Gaussian peaks and dashed black line shows overall fit result). The results demonstrate 
that the average distribution of fluorophore “bundles” or aggregrates vs. single fluorophores does 
not change appreciably during the DNA monolayer formation. 
 
5.3.3 Kinetics of HS-DNA-TAMRA attachment to Au 
The total integrated intensity of the images in the time series indicates the expected 
trend of an increase in intensity as incubation time increases (Figure 5.7). The surface 
coverage determined from the fluorescence images (as the total integrated intensity) is 
consistent with thickness results from ellipsometry. We plotted the fluorescence 
intensities versus the ellipsometric thicknesses for the same DNA concentration, 
indicating good correlation (Figure 5.7c). As noted by Tarlov et al., the time evolution of 
the surface coverage appears linear in semi-logarithmic coordinates and, therefore, does 
not follow a simple Langmuir adsorption model.114 
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Figure 5.7. Kinetics of HS-DNA-TAMRA on gold at 1 μM concentrations by total fluorescence 
intensity and ellipsometry. Data is shown in linear a) and log b) scales. c) Plot of fluorescence 
intensity versus thickness from ellipsometry. The dashed line indicates a linear fit with R2 = 
0.854. Error bars for fluorescence intensity indicate scatter between images. Error bars in 
ellipsometry data comes from fitting to the model. 
 
Using ellipsometry, we analyzed reaction rates at two additional concentrations to 
obtain a rate constant for DNA adsorption. The standard pseudo first-order Langmuir 
adsorption isotherm can be written as: 
  (5.1) 
where θ is the monolayer coverage (in terms of thickness), θmax is the maximum 
monolayer coverage, and krxn is the rate constant in s-1. If the reaction is first order in the 
solute, the data will be a linear plot of krxn versus solution concentration, C, and have 
units of L mol-1 s-1. As expected, the Langmuir fit did not explain the adsorption behavior 
over the entire time course of the monolayer formation (only up to 1500 s). A second-
order Langmuir isotherm is also commonly used, but did not provide a significant 
improvement for our fits over the pseudo first-order Langmuir equation. There appears to 
be a two-step process—a rapid Langmuir-type increase in thickness is followed by a 
slower process. The first process is probably due to fast nonspecific adsorption of the 
DNA governed by weak interactions between multiple bases and the Au surface. The first 
fast adsorption step results in ultimate chemisorption due to formation of the Au-S bond. 
! =!max (1! e!krxnt )
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Once the surface is covered by substantial amount the DNA, the nonspecific adsorption is 
substantially weakened, since direct adsorption onto Au is no longer possible. A robust 
attachment (that survives a washing step) still requires formation of the covalent Au-S 
bond. Empirically, we could fit the data quite well to the sum of two Langmuir isotherms: 
 ! = !!"#,! 1− !!!!"#,!! + !!"!,!(1− !!!!"#,!!) (5.2) 
where the subscripts 1 and 2 denote two different processes driving the adsorption of 
DNA to the gold surface, always ending in chemisorption via the terminal thiol. The fits 
to three time-series at different concentrations gave one rate constant for DNA adsorption 
(mechanism 1) of 29510 ±	  2530 L mol-1 and another rate constant (mechanism 2) of 380 ±	  14 L mol-1 with maximum thicknesses of 9.3 ± 0.7 Å and 11.5 ± 1.7 Å respectively. A 
total final thickness of the DNA layer is 20.8 ± 2.4 Å. The first rate constant is far above 
the rates of 2000-6000 L mol-1 for the alkanethiol-Au reactions.124 The maximum 
thicknesses from each mechanism are nearly equal, which indicates that approximately 
the first 50% of monolayer formation is governed primarily by the first mechanism. We 
also measured the kinetics of adsorption for a thiolated (TATT)20 DNA molecule to see if 
there was a dependence on the length of the sequence. The results show essentially no 
difference in the thickness versus time traces for the 39-mer and the 80-mer at a 
concentration of 1 μM (Figure 5.9). 
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Figure 5.8. Kinetics of reaction of HS-DNA-TAMRA with gold at 1.0, 0.5, and 0.1 µM 
concentrations by ellipsometry (black circles, red triangles, and blue squares, respectively). a) 
Time-series data and double first-order Langmuir fits with floating maximum thicknesses (fitted 
globally to the same values for all three DNA solution concentrations). The error bars are smaller 
than the marker size (error from a fit to the model). b) Plot of pseudo first-order Langmuir rate 
constants of mechanism 1 (black filled-in circles) and mechanism 2 (red open circles) versus 
concentration. A linear fit provides constants of 29510±2530 L mol-1 s-1 and 380±14 L mol-1 s-1 
respectively. 
  
Figure 5.9. Comparison of kinetics of immobilization of TAMRA-DNA-SH (39-mer) (black 
open circles) and thiolated TATT20 (80-mer) (red closed circles) on gold at a concentration of 1.0 
µM by ellipsometry. The error bars are smaller than the marker size (error from a fit to the 
model). 
 
The origin of the two different adsorption mechanisms is not entirely known, but has 
been observed previously in literature.125 The most reasonable explanation is a change in 
the magnitude of the nonspecific interactions between the ssDNA and the gold surface as 
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the DNA monolayer is formed (see Figure 5.10). When the gold surface is relatively bare 
(Figure 5.10a), there is a strong nonspecific adsorption of the DNA to the gold surface, 
probably through the exposed bases of the ssDNA, which immobilizes the DNA on the 
substrate long enough for the thiol-Au bond to form (step 2-3), ultimately resulting in 
chemisorption. The initial nonspecific immobilization is likely occurring only after a few 
collisions with the gold surface, which means the measured rate constant is higher than 
we would expect for that of an alkanethiol. After the surface is populated with 
approximately 50% of the full DNA monolayer (Figure 5.10b), the nonspecific 
adsorption between the DNA and gold is passivated by the already-chemisorbed DNA. 
The DNA is not as easily immobilized on the gold and requires many more collisions 
before the thiol-Au bond is formed and the DNA is permanently tethered. The measured 
rate constant is lower than the values typically observed for simple alkanethiols. This 
simplified picture adequately describes the rate constant and thickness values from the fit 
for mechanisms 1 and 2 respectively. 
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Figure 5.10. Schematic representation of the two mechanisms which dominate adsorption of 
DNA onto gold at low coverages (a) and higher coverages (b). (a) At low coverage, the collision 
of a ssDNA molecule from steps 1-2 will most likely result in nonspecific adsorption. After the 
DNA is immobilized nonspecifically, conformational changes leading to formation of the thiol-
Au bond occur without the DNA leaving the surface in steps 2-3. The measured rate constant is 
dominated by the fast nonspecific adsorption of the DNA. (b) At higher coverages, the DNA 
molecules that are already chemisorbed block nonspecific adsorption of the DNA to the gold 
surface. The DNA will react only if it can manage to access the open gold site with the terminal 
thiol. The measured rate constant of adsorption is drastically reduced. 
 
5.3.4 Kinetics of MutEG attachment to Au 
The results of the ellipsometry measurements for MutEG more closely followed the 
standard Langmuir adsorption isotherm than the DNA data. We fitted the plots of 
thickness versus time using Equation 5.2, but with a time offset; the scatter of the 
thicknesses was greater for MutEG than DNA, so a thickness offset was necessary for 
convergence (less than 2 Å for the 10 and 5 μM concentrations, but 3.4 Å for 1 μM). 
Unlike in the case of the DNA, we were not able to use a global fit since the final 
thickness appeared to be correlated to the concentration of MutEG in solution—
something we would not normally expect. This behavior could be unique to polyethylene 
glycol terminated thiols and will require further investigation. By letting the final 
thicknesses float, the concentration series yielded a reaction rate of 2160 ±260 L mol-1, 
which is well within the expected rate for alkanethiols. 
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Figure 5.11. Kinetics of MutEG on gold at 10, 5, and 1 µM concentrations by ellipsometry 
(black, red, and blue, respectively). a) Time-series data and first-order Langmuir fits are shown 
with floating maximum thickness and zero-time. b) Plot of pseudo first-order Langmuir rate 
constants versus concentration. A fit to a line provides a constant of 2160±260 L mol-1. 
 
5.3.5 Competitive binding of TAMRA-DNA-SH and MutEG 
In order to tune the surface density of our 39-mer fluorescently-labeled DNA, we 
incubated our substrates in a solution which also contained MutEG along with the labeled 
oligo. The MutEG competes with DNA for open gold binding sites, effectively reducing 
the area available for DNA binding. When increasing the relative concentration of 
MutEG to DNA, we see a decrease in binding density—confirmed by the fluorescence 
images. Figure 5.12 shows representative fluorescence images at several ratios of MutEG 
to DNA. As the MutEG concentration increases, the overall intensity (Figure 5.13a), peak 
intensity, peak size, and peak number (Figure 5.13b) all decrease. After finding the peak 
locations by thresholding, we captured the peak intensities of several images for each 
ratio of the two thiols. Several histograms of the peak intensities are shown in Figure 
5.14. The histograms show a clear reduction in multiple-fluorophore (high intensity) 
peaks as the MutEG concentration is increased. The change in the shape of the histogram 
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is in contrast to the results from our kinetic series where no change in the histogram was 
observed (Figure 5.6). 
 
Figure 5.12. Processed (flattened and filtered) microscope images of fluorescent TAMRA-
labeled DNA competitively adsorbed with MutEG on an optically-transparent gold substrate. 
Ratios indicate the relative concentration of MutEG to DNA for each image. A reduction of 
overall fluorescence signal, a decrease in the size of the peaks, and a decrease in the number of 
peaks are observed as the MutEG concentration is increased.  
 
 
Figure 5.13. a) Fluorescence intensity versus MutEG and DNA ratio normalized to the highest 
intensity (no MutEG). b) Number of fluorescent peaks (in a 400×400 pixel area; 89×89 µm) 
calculated after image processing and thresholding versus MutEG and DNA ratio. Intensity and 
peak measurements were pulled from multiple areas on the same sample. Error bars indicate 
scatter between images. 
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Figure 5.14. Histograms of peak intensities normalized to a probability distribution. As the ratio 
of MutEG to DNA increases from 25:1 to 200:1, the first major peak (approximately 50 intensity 
units) increases in size, whereas the contribution from multiple fluorophores (higher intensities) 
decreases substantially. 
 
A change in the shape of the histogram indicates that the interaction between DNA 
molecules during attachment is altered as MutEG is added to the incubating solution. It is 
possible that the MutEG is passivating the surface, which reduces the van der Waals 
interaction between the gold and DNA and prevents intimate contact between multiple 
bases and Au surface, thus moving the mechanism of reaction towards the slower rate 
(mechanism 2) path and much smaller rate constant. Castner, et. al. have shown that 
MutEG backfilling effectively reduces the interaction between ssDNA and the gold, 
allowing for improved orientation of the DNA on the substrate.96  Since the DNA is 
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forced to spend more time looking for an open site on the surface, the electrostatic 
repulsion between adjacent DNA molecules probably becomes more important. Hence, 
the DNA molecules tend to adsorb in a more highly spaced manner. 
5.3.6 Model of competitive MutEG and DNA adsorption 
The rate constants retrieved from the ellipsometry measurements provide a starting 
point for developing a simple model for competitive adsorption. However, unlike many 
mixed monolayer models provided in literature,126 the differences in the full monolayer 
coverage between the two thiols cannot be ignored. Depending on the ionic strength and 
pH, ssDNA is expected to be a Gaussian coil on the substrate with an effective 
hydrodynamic radius approximately equal to b√N, where b is the Kuhn length and N is 
the number of Kuhn segments. Furthermore, the DNA molecule has a highly charged 
phosphate backbone, making the density highly dependent on solution ionic strength. 
MutEG, on the other hand, should form a closely-packed monolayer with a 0.214 nm2 
average parking area that is largely independent of solvent conditions.127 Assuming the 
density of the DNA molecule can be approximated by the density of polystyrene (1.05 
g/cm3), we can estimate the maximum parking area of the 39-mer DNA on the surface, 
σ0DNA, 
  (5.3) 
where MW is the molecular weight of the DNA (13191.1 g/mol, provided by 
manufacturer), ρDNA is the density of the DNA (approximated as that of polystyrene), θ0 is 
the maximum monolayer thickness (20.8 ± 2.4 Å from ellipsometry, Figure 5.8), and NA 
is Avagadro’s number. For our 39-mer, we calculated a parking area of σ0DNA = 10.0 ± 1.2 
! DNA
0 =
MW
"DNA#0NA
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nm2. This significant difference in parking area between DNA and MutEG means that for 
every one DNA molecule required to form its maximum monolayer coverage, there are a 
total of ~47 ± 5 MutEG molecules which could occupy that same space. 
Considering the nearly two order-of-magnitude difference between the parking areas 
of DNA and MutEG, we can make an assumption about surface coverage. Namely, since, 
at maximum DNA monolayer coverage there will be approximately 47 MutEG molecules 
for every one DNA molecule, we can, as a first-order approximation, safely disregard any 
inhibition DNA might have on the formation of a complete MutEG monolayer (even at a 
full monolayer of DNA coverage, almost 98% of the Au surface is still available for 
reaction with MutEG). Instead, we can assume that an increase in MutEG solution 
concentration relative to DNA will monotonically reduce the amount of DNA adsorbed to 
the surface: 
	    (5.4) 
where σDNA	  is	   the actual parking area of DNA, χMutEG/DNA is the mole fraction of MutEG 
with respect to DNA, and χ0MutEG/DNA is the mole fraction at maximum DNA monolayer 
coverage (or the critical mole fraction of MutEG to DNA). The maximum DNA parking 
area (σ0DNA) is already known, but we need to figure out at what mole fraction of MutEG 
we see maximum DNA coverage. We can write a simple relationship between the relative 
maximum parking areas and relative rate constants as follows: 
 !!"#$%!!!"#! = !!"#,!"#$%!!"#,!"# !!"#$%/!"#!  (5.5) 
! DNA (" ) =
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0
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0 ! "MutEG/DNA
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where σ0 is the maximum areal packing density for each monolayer (given earlier for 
alkanethiols and DNA) and kads is the rate constant of binding to the Au surface. Since 
ellipsometry provided two rate constants, we have two possible mole fractions at 
maximum DNA monolayer coverage. Solving for χ0MutEG/DNA we get a value of either 
0.291 ± 0.034 or 0.00375 ± 0.00043 for mechanism 1 and 2 respectively. Once beyond 
one of these thresholds, there should be a decrease in the areal density of DNA to follow 
the relationship in Equation 5.4. Figure 5.15 shows a conceptual schematic of the 
different stages of MutEG adsorption to the surface. For our system, we can write the 
dependency in terms of parking area, σDNA (Equation 5.4), or in terms of nearest neighbor 
distance, dNN: 
 !!! ! = !!"#!!!"#$%/!"#! ∙ !!"#$%/!"# (5.6) 
Figure 5.16 shows a plot of DNA parking area (Equation 5.4) and nearest neighbor 
distance (Equations 5.6) in our system, along with experimental data. The experimental 
nearest-neighbor distance data shown in Figure 5.16 was calculated by dividing the 
maximum DNA parking area (σ0DNA) by the normalized intensity data in Figure 5.13. 
Both photobleaching and ellipsometry data confirms that the number of fluorophores is 
linearly proportional to the intensity. 
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Figure 5.15. Schematic diagram of the different stages in competitive adsorption of MutEG with 
DNA. (a) When no MutEG is present in solution, the DNA forms a compact monolayer, with the 
fluorescence mostly quenched. (b) When MutEG is added below a critical mole fraction 
(χ0MutEG/DNA), the DNA monolayer density is not altered, but MutEG fills all of the remaining open 
sites and lifts DNA from the substrate. (c) Once the critical mole fraction MutEG is breached, the 
amount of adsorbed DNA begins to decrease with an increase in MutEG concentration (d).  
  
Figure 5.16. Models and experiment of competitive adsorption of MutEG and DNA. Competitive 
kinetics of both mechanism 1 (black-line) and mechanism 2 (red-line) are shown. Maximum 
parking density (σ0DNA) (a) and minimum nearest neighbor distance (dNN0DNA) (b) are indicated by 
horizontal blue-dashed lines. The vertical black and red dashed lines indicate the critical mole 
fraction of MutEG (χ0MutEG/DNA), below which the density of DNA will not change. (a) Plot of 
DNA parking area versus relative MutEG and DNA concentration from Equation 5.4 in log 
coordinates. (b) Log plot of nearest neighbor distance versus relative MutEG and DNA 
concentration from Equation 5.6. 
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The purpose of comparing the experimental nearest-neighbor data with the model is 
to determine which mechanism of adsorption is dominant in different regions of mole 
fractions. It is not entirely clear a priori what effect the MutEG would have on the 
adsorption mechanism on the substrate. The results from Figure 5.16 show that the 
experimental data exhibits saturation at low MutEG fractions, which is consistent with 
the expectations of the model. Also, the data supports mechanism 1 (red) as the dominant 
mechanism in spite of the presence of MutEG in solution. Much higher MutEG 
concentrations may begin to shift the mechanism toward mechanism 2 (black), but it is 
unclear from this data since the error bars are large beyond the mole fraction ratio of 
200:1 of MutEG to DNA. However, a shift to the second mechanism at higher MutEG 
concentrations is clearly supported by visual inspection of the images in Figure 5.12, as 
well as changes in the histograms seen in Figure 5.14. Therefore, aggregation of DNA 
molecules can be avoided in our system if the relative ratio of MutEG to DNA is kept 
above approximately 100:1, which provides a nearest neighbor distance greater than 
approximately 500 nm. 
5.4 Conclusions 
We demonstrated that single-molecule spacing of fluorescently-labeled DNA on thin 
gold can be measured readily using fluorescence microscopy. The results for competitive 
binding of the 39-mer ssDNA with MutEG show that the nearest-neighbor distance can 
be tuned by changing the ratio of DNA to blocking molecule. Furthermore, the amount of 
aggregation of the ssDNA can be drastically reduced by increasing the amount of 
blocking thiol in solution. We propose that, at low MutEG concentrations, DNA 
molecules can quickly bind nonspecifically to the substrate and are only limited by the 
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maximum binding density achievable due to electrostatic and/or steric interactions. In this 
range, the thiol-gold reaction is enhanced by the extremely high local concentration of the 
nonspecifically bound DNA molecule effectively causing all of that population to 
chemisorb quickly. A reduction in the measured rate constant is only observed once DNA 
mostly blocks the surface (approximately 50% coverage), which is the most likely 
explanation for the two rate constants we observe from ellipsometry measurements. 
Similarly, as the MutEG concentration is increased above approximately 100:1 relative to 
DNA, the gold surface becomes passivated by MutEG (whose adsorption rate constant is 
an order of magnitude smaller than the first rate constant for DNA adsorption), reducing 
the ability for DNA to nonspecifically bind to the substrate. Since it is more difficult for 
DNA to adsorb nonspecifically, the DNA molecules take a longer time to chemisorb. 
With longer timescales for adsorption, DNA tends to avoid agglomeration on the surface. 
This conclusion is supported by the differences seen in the peak intensity histograms of 
the time series and the competitive adsorption series. In the competitive binding series, 
the shapes of the histograms change dramatically (move away from multiple 
fluorophores) as MutEG is added in solution, whereas the shapes of the histograms do not 
change appreciably in the times series. It is clear from the histogram data alone, that use 
of a competitive binding scheme can provide a surface that has fluorophores that are 
more evenly spaced than one could ever get from a timed dose of just thiolated ssDNA on 
a gold substrate. 
It is conceivable that, at high MutEG concentrations, the electrostatic repulsion of 
adjacent DNA molecules outweighs the van der Walls forces between the gold and DNA, 
however, the Debye length is extremely short in the high salt buffer. So the question that 
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needs to be more closely addressed is why islands of agglomeration form in the first 
place. As of right now, we do not understand the origin of agglomeration, but it may have 
something to do with the propensity of ssDNA to interact with neighboring DNA 
molecules. There are several experiments that must be conducted to gain a better 
understanding of the system. Namely, we might try denaturation of the ssDNA on the 
surface or hybridize the ssDNA in order to reduce its interaction with its neighbors; also, 
simultaneous fluorescence and AFM imaging can provide physical dimensions of each 
island. The addition of a small handful of experiments will complete this study. 
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Chapter 6 : Quantitative High-Resolution Sensing of DNA 
Hybridization using Magnetic Tweezers with Evanescent Illumination 
The work described in this chapter has been published in Oliver, P. M.; Park, J. S.; Vezenov, D. 
V., Quantitative high-resolution sensing of DNA hybridization using magnetic tweezers with 
evanescent illumination. Nanoscale 2011, 3, 581-591. 
6.1 Preamble 
We applied the combined approach of evanescent nanometry and force spectroscopy 
using magnetic tweezers to quantify the degree of hybridization of a single synthetic 
single-stranded DNA oligomer to a resolution approaching a single-base. In this setup, 
the 200 nucleotide long DNA was covalently attached to the surface of an optically 
transparent solid support at one end and to the surface of a superparamagnetic fluorescent 
microsphere (force probe) at the other end. The force was applied to the probes using an 
electromagnet. The end-to-end molecular distance (i.e. out-of-image-plane position of the 
force probe) was determined from the intensity of the probe fluorescence image observed 
with total-internal reflectance microscopy. An equation of state for single stranded DNA 
molecules under tension (extensible freely jointed chain) was used to derive the 
penetration depth of the evanescent field and to calibrate the magnetic properties of the 
force probes. The parameters of the magnetic response of the force probes obtained from 
the equation of state remained constant when changing the penetration depth, indicating a 
robust calibration procedure. The results of such a calibration were also confirmed using 
independently measured probe-surface distances for probes mounted onto cantilevers of 
an atomic force microscope. Upon hybridization of the complementary 50 nucleotide-
long oligomer to the surface-bound 200-mer, the changes in the force-distance curves 
were consistent with the quantitative conversion of 25% of the original single-stranded 
DNA to its double-stranded form, which was modeled as an elastic rod. The method 
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presented here for quantifying the hybridization state of the single DNA molecules has 
potential for determining the degree of hybridization of individual molecules in a single 
molecule array with high accuracy.  
6.2 Introduction 
Detection of DNA hybridization is at the heart of many recently developed 
technologies for bioanalysis, especially for use in genome sequencing. Methods that aim 
to achieve single-molecule resolution are of particular interest due to their promise of 
high-speed analysis and low cost. Approaches for detecting single-molecule hybridization 
range from fluorescence correlation spectroscopy (FCS) of fluorophores,128, 129 molecular 
beacons130 and nanoparticle probes,131 to conventional fluorescence microscopy, usually 
with TIRF.132, 133 The basic tenets are the same for each method — a complement for a 
target DNA strand attached to a surface is introduced into solution and the resulting 
‘binding’ or ‘no-binding’ event is viewed optically. Although most researchers employ a 
fluorescent label on both the target and probe strands, methods for a label on the target 
strand only have also been developed.134 All such techniques have the advantage that no 
amplification of the DNA is required and a large number of binding events can be 
captured in parallel. For these reasons, single-molecule DNA hybridization has been 
employed heavily in the development of next-generation sequencing technologies.11, 93 
Previous work demonstrated use of the evanescent field scattering by micron-sized 
probes for label-free detection of hybridization in small DNA strands.56 Our work builds 
on this technique by quantifying the degree of hybridization in an individual strand 
through the application of force. The method presented in this paper uses single-
molecules, is label-free, and, in principle, does not require a high magnification objective. 
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Single molecule force spectroscopy (SMFS) has been used extensively for 
determining the nature of specific and non-specific interactions of biological molecules 
with surfaces or other biomolecules. The capability to measure the elastic properties of 
short polymers in an array format is important for the development of high throughput 
SMFS. Atomic force microscopy (AFM) and optical tweezers are the most widely 
employed force spectroscopy techniques and have enabled single molecule studies of 
stretching biological polymers and inter/intramolecular binding, including protein 
unfolding,135, 136 DNA/DNA and DNA/protein interactions,137, 138 conformational changes 
in polysaccharides,139 mechanochemistry of single-bonds,140 and peeling of single DNA 
oligomers from solid surfaces.51 Despite their extensive use in force spectroscopy of 
biomolecules, optical tweezers and AFM are not readily amenable to implementation in a 
parallel format, since a different optical trap or AFM tip is needed for each polymer in 
the array. On the other hand, magnetic tweezers provide the means for parallel 
acquisition of molecular force-extension curves through measurement of the out-of-plane 
(z) position of multiple magnetic probes all undergoing simultaneous displacement under 
an applied external magnetic field.29, 54, 141-143 The technique allows for the capture of 
numerous force-extension curves of single polymer molecules within a field-of-view of 
an optical microscope. We are particularly interested in chip-based SMFS for DNA 
molecules, since our goal is to develop a platform capable of high-resolution 
measurements on short DNA oligomers. Advances in the introduction of chemical 
functional groups to synthetic and genomic DNA26 make it possible to use robust 
covalent attachment of DNA for prolonged, multi-cycle force spectroscopy on a 
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massively parallel scale. With single nucleotide resolution, application of force 
spectroscopy to rapid genome sequencing can be envisioned.144 
In this paper, we used high-resolution single molecule force spectroscopy based on 
magnetic tweezers with evanescent illumination (evanescent nanometry), also recently 
implemented by Liu et al.32 This technique has several practical advancements in terms of 
improved force and molecular extension sensitivity, low noise, and facile force 
calibration of each magnetic probe-biomolecule pair. Probe microspheres are synthesized 
in-house to optimize specific surface chemistry, reduce the surface roughness for 
uninhibited attachment of a single molecule, and maximize the dynamic range (i.e. 
fluorescent signal and magnetic force). 
6.3 Experimental Design 
The z-position of a magnetic probe is normally found using analysis of Airy-ring 
profiles.29, 31 Such analysis can be done on several molecules in parallel,33 although the 
method benefits from specially fabricated probes with improved diffraction efficiency to 
achieve sub-nm resolution.31 We chose evanescent nanometry, because it does not require 
imaging the probes with high lateral resolution and, in principle, can be implemented 
with low magnification objectives and only a few pixels dedicated to each molecule-
probe pair. The method is inherently differential by nature (measures difference in 
position of the bead with respect to the solution-solid interface), thus, negating adverse 
drift effects for short acquisition times. The disadvantage of this approach is that 
knowledge of an accurate penetration depth can be difficult to obtain, since the 
penetration depth for large microspheres is expected to deviate from the unperturbed 
theory of point emitters (see Chapter 3).25 This drawback is not critical (i.e. the absolute 
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molecular extension is not needed) in situations where relative changes in the state of the 
biomolecules are relevant; in particular, we are interested in bioanalytical applications of 
magnetic tweezers such as detection of biomolecular binding, changes in conformation or 
secondary structure. 
In any magnetic tweezers experiment, the inhomogeneity of the probes presents a 
problem with force calibration. Even for the most controlled probe synthesis, variations 
in magnetite content and diameter are expected. Hence, force calibration must be 
performed for each probe. Conventionally, one performs force calibration of magnetic 
tweezers using the equipartition theorem (or a fit to a full power spectrum of a probe’s 
fluctuations). A probe’s position z-variance  can be used to derive the polymer 
rigidity (dF/dz), in order to get the probe force at a given electromagnet current: 
  (6.1)  
where F is the magnetic force, kB is the Boltzmann constant, and T is the temperature. 
Within a rigid pendulum approximation of a tethered probe, the lateral (i.e. x or y) 
variance of the probe position has also been widely used;55, 112 however, such fluctuations 
for small polymers (~100 nm in length) are difficult to detect, since the amplitude of 
motion tends to be on the order of the instrumental noise (  = (5-10 nm)2). Use of z-
variance has several practical limitations: (i) in order to avoid averaging (blurring) 
effects, the data must be taken at short exposures; (ii) in order to avoid oversampling and 
capturing correlated motions, a low camera frame rate should be used, and (iii) a great 
deal of data (typically tens of thousands of points) must be captured for each molecule-
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bead pair in order to obtain good statistics.29 We demonstrate that it is possible to use a 
different force calibration procedure that determines force and distance calibration 
parameters from the appropriate model for single molecule stretching. In the case of 
single-stranded DNA (ssDNA), if the goal of SMFS-on-a-chip is to detect relative 
changes to the polymer (e.g. upon hybridization of a complementary strand), the use of 
such equations of state provides a self-consistent method for calibration of all beads 
within an array. 
In this paper, we show that the freely jointed chain model for ssDNA stretching can 
accommodate several fitting parameters including parameters for probe force and 
information about the evanescent penetration depth. The simple model yielded consistent 
forces for any one probe and penetration depths consistent with independent calibration 
using a combined AFM/TIRF (total internal reflection fluorescence) instrument. Using 
our experimental setup of electromagnetic tweezers with evanescent wave excitation, we 
are able to acquire stretching curves for individual molecules of ssDNA and detect 
hybridization at a resolution approaching a single nucleotide with the future goal of 
highly-parallel measurement. 
A magnetic tweezers instrument that achieves observation of multiple probes, while 
simultaneously applying force using an electromagnet positioned above the sample, is 
most easily implemented using an objective-style TIRF microscope to create an 
illuminating evanescent field. Figure 6.1 shows a schematic of the placement of the 
electromagnet, fluid cell with the sample, and TIRF objective in such a system. In spite of 
a typically greater force achieved by permanent magnets over electromagnets, we opted 
to use a stationary electromagnet, because re-positioning of the magnet during the 
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experiment is not required, thus, eliminating noise due to mechanical movement of the 
positioning stage in the course of a force ramp. Relatively high fields (>0.1 Tesla) can 
still be achieved with the electromagnet (Figure 6.2). The force ramp is easy to 
implement via a coil current ramp. Hysteresis of the magnetic field is negligible at the 
loading rates used in our experiments (see Figure 6.6). The change in the incident angle θ 
of the laser beam enables selection of the penetration depth of the evanescent field. Angle 
positioning can be readily achieved by altering the lateral displacement dx of the single-
mode optical fiber connected to the laser source (λ = 532 nm). The setup provides 
essentially hands-free remote operation, being fully computer controlled except for the 
lateral stage positioning. 
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Figure 6.1. Experimental setup for magnetic tweezers force spectroscopy with evanescent 
illumination. The sample is illuminated by a 532 nm laser beam through a high numerical 
aperture lens (NA=1.45). The lateral position dx of the optical fiber from the laser source is 
adjusted with a motorized actuator and changes the position of the focused spot in the back-focal 
plane of the objective. The control of the laser spot position allows for adjustment of the laser 
angle θ incident to the glass/water interface. A thin layer (~12.5 nm) of gold (yellow) is present at 
the interface for reaction with thiolated DNA. The evanescent field propagates from the 
glass/water interface to illuminate the tethered magnetic-fluorescent probes (inset). Force F is 
applied to the probes by an electromagnet placed above the fluid cell. The magnetic field B is 
modulated by a current i through the coil of the electromagnet. Fluorescent emission from the 
probes I is filtered from the incident laser radiation by a dichroic mirror and a high pass filter and 
detected by a digital camera connected to a computer. 
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Figure 6.2. (a) Linear response of electromagnet field and field gradient with applied current at a 
distance of 0.5 mm. (b) Magnetic field versus distance at 0.94 A applied current. The magnetic 
field gradient (dashed line) at a distance of 0.5 mm from the bead is ~55 T m-1. (c) Probe 
fluorescent intensities as a function of distance at two actuator positions 0.150 cm (solid) and 
0.200 cm (dashed). (d) Colorized probe image versus electromagnet current for stretching 200-
mer ssDNA. Upon applying force to the probes, we observe a noticeable change in intensity, 
which depends non-linearly on the current applied to the electromagnet. 
 
6.4 Experimental Details 
6.4.1 Sample Surface Preparation 
Figure 6.3 shows a schematic diagram of how DNA was covalently attached to the 
surface of the gold-coated coverslip and how force probes were then covalently bound to 
the DNA. Transparent gold-coated coverslips were prepared by e-beam deposition of 1.5 
nm Ti, and 12 nm Au on piranha-cleaned 24 mm x 60 mm coverslips (VWR Superslips 
No. 1.5). The coated coverslips had a transmission of ~20% for 532 nm light measured 
by a UV-Vis spectrometer. Prior to surface modification, the gold-coated coverslip was 
cleaned by nitrogen-oxygen plasma (Harrick Plasma, Ithaca, NY) on a high power setting 
for 1 minute, rinsed with ethanol and dried with a stream of filtered nitrogen. Our ssDNA 
oligomer was 200 base pairs long (0.116 μm) and was purchased with 3’-thiol and 5’-
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amine end modifications (5'-NH2-(CH2)6-TTT TTT TTT TTT TTT TAC GCA CCA ATC 
CGA GAC ATT TGT CAT ACT TGT GGC TGA GTT GCA ACG CTG TAA TTA 
ATC CCG CAT TCT ACG CGC AGG CAT GGA GCT GAT GGA AAG AGT TCA 
CCC TTA GCA TTC GTG TAC CGT GTG TTT GAG CAT TTA GTC CCT ACT TAT 
AAC GTG GCA TTT GTG GAG GAT TTT TTT TTT TTT TT-(CH2)3-SH-3') 
(Biosynthesis, Lewisville, TX, USA). The sequence was constructed in order to eliminate 
as much secondary structure as possible by randomly generating sequences with certain 
limitations. Namely, no repeats of any particular base more than three times in a row 
were allowed and no more than a five-base sequence could repeat beyond seven bases 
from any one particular position. Any disulfides present were deprotected in 1 M NaCl 
PBS containing 5 mM tris-carboxyethyl phosphine (TCEP, Alfa Aesar) for 1h. 20 μL of 
the ssDNA solution was pipetted on the coated coverslip and placed in a humid chamber 
at room temperature for 1 h. The sample was rinsed with deionized water, incubated in a 
solution of 1 M NaCl PBS, exchanged three times every 15 min, and finally rinsed with 
deionized water. The surface was passivated with a solution of 3 mM 6-
mercaptohexanoic acid (MHA) (Sigma Aldrich) in 1 M NaCl PBS overnight, rinsed in 
the same fashion, and dried with nitrogen. 
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Figure 6.3. Reaction scheme of probe and DNA attachment to gold-coated coverslip. 
 
Fluid cells were constructed by placing a thin ring of 5-minute epoxy (Devcon 5 min 
Fast Drying Epoxy, Riviera Beach, FL) around the edges of the sample to adhere a 100 
μm-thick mylar film with punched inlet and outlet holes. The chamber dimensions were 
approximately 45 mm x 10 mm x 0.2 mm. Blunt-ended needles (23 gauge, Henkel 
Loctite) were glued with 5-minute epoxy around the inlet and outlet holes for infusion of 
rinse buffer and activated magnetic force probes. 
6.4.2 Properties of Magnetic and Fluorescent Probes 
A synthesis of force probes was developed to produce polymer microspheres with a 
range of compositions of nanoscopic or molecular inclusions (magnetic nanoparticles, 
quantum dots, or organic dyes) and resulted in a tight distribution of probe sizes. 
Microspheres were prepared by emulsification of polymer solutions that contained 10 nm 
diameter magnetite nanoparticles (>5% v/v of total) and rhodamine 6G organic dye. Our 
method, which uses controlled emulsification of polymer solutions, will be discussed 
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elsewhere. The size distribution was derived by inspection of the SEM images of 
hundreds (300-600) of probes. A tight size distribution was established (Figure 6.4) from 
the images (diameter of 4.5 μm, FWHM of ±12%). All probes were uniformly spherical 
and their surfaces highly smooth. Using 532 nm excitation, we observed good fluorescent 
response of these probes with low photobleaching on the time scales of our experiments 
(< 1 min). 
 
Figure 6.4. Histogram of diameters of synthesized beads. The probes contained both rhodamine 
6G dye and magnetite nanoparticles (10 nm in diameter). Probe diameters were derived manually 
from SEM images over several hundred beads (inset). The histogram was fitted to a Gaussian and 
yielded a mean diameter of 4.51 µm and a standard deviation of 0.46 µm, which corresponds to a 
FWHM of 1.1 µm or ±12% of the mean. 
 
Vibrating sample magnetometer (VSM) measurements showed that the probes were 
highly superparamagnetic — exhibiting no observable hysteresis (Figure 6.5a). From 
Equation 6.3 (later in this chapter), we were able to reconstruct the most likely 
relationship between force and applied field (Figure 6.5 b & c). The magnetic analysis is 
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consistent with the fits to the Freely Jointed Chain (FJC) model of single DNA molecule 
under tension. 
 
Figure 6.5. Magnetic properties of probes. (a) Vibrating sample magnetometer (VSM) 
measurement of mass magnetization vs. applied field. (b) Product of force and gradient of 
magnetic field versus applied field from combining Equation 6.3 with the VSM data (the exact 
magnetic field gradient is not known). Note the curvature at low field, which disappears after 
saturation. (c) Theoretical force versus field of one probe from Equation 6.3 in the text given a 
volume fraction for magnetite φ = 0.054, a field gradient of 55 T m-1, DNP = 10 nm, rm = 5.046 g 
cm-3, rbead = 1.2 g cm-3, and a bead diameter of 4.5 µm. 
 
6.4.3 Attachment of Magnetic and Fluorescent Probes 
For attachment to ssDNA oligomers, the beads from 25 μL of a solution of 
synthesized force probes (1-2% solids) were washed three times with 1 mL of pH 5.4 100 
mM MES (2-(N-morpholino)ethanesulfonic acid, MP Biomedicals) buffer with 
centrifugation and resuspended in the same buffer. 10 mg of 1-ethyl-3-(3-
dimethylaminopropyl)carbodiimide (EDC) and N-hydroxysulfosuccinimide (sulfo-NHS) 
were added and left standing for 1 h. The probes were washed 3 times with 1 mL pH 8.0 
PBS buffer (10 mM with 150 mM NaCl) and resuspended in 0.5 mL pH 8.0 PBS buffer 
containing 0.1% Tween20 (Calbiochem). A solution of activated probes was infused in 
the fluid cell after an initial flush with pH 8.0 PBS 0.1% Tween20 and incubated for 1.5 
h. Unbound beads were then removed from the surface by slowly infusing the same 
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buffer. Further addition of 100 nM 50-mer reverse-complement centered on the 200-mer 
strand (Integrated DNA Technologies, Coralville, IA, USA) was conducted in similar 
fashion. 
6.4.4 Electromagnet Design 
The electromagnet was designed to maximize the z-field gradient while maintaining 
minimal x-y gradients to avoid lateral movement of the probes. A high-permeability 
mumetal core (Mμshield, Londonberry, NH, USA) (0.5” diameter, 60.3 mm in length) 
was tapered at an angle of 45° from one end and terminated in a round tip of radius 1.5 
mm. According to numerical simulations reported elsewhere24 (see Chapter 2), a magnet 
with a tip radius of 1 to 1.5 mm provides the highest fields considering the thickness of 
our flow cell. Using 30-gauge copper coiling wire, 1359 turns were laid in 7 layers giving 
a resistance of 24.6 Ω. The low currents (<1 A) used in our experiments made active 
liquid cooling unnecessary, while still maintaining a high magnetic field gradient. 
The electromagnet was powered by a linear 24 V DC power supply modulated by a 
proportional power module (PWM950, Magnetic Sensor Systems, Van Nuys, CA, USA) 
through a 0 to 5 V input from a multifunctional USB I/O board (NI USB-6215, National 
Instruments). Control of the I/O board was enabled by a NIDAQ Tools XOP using 
custom code written in Igor Pro 6.1 (Wavemetrics, Inc.) Field measurements were made 
using a Hall effect sensor (Allegro Microsystems, Worcester, MA, USA) while moving 
the electromagnet on a motorized stage. The electromagnet displays a linear dependence 
on applied current and fields of just over 0.1 Tesla at close distances (Figure 6.2a & b). 
On average, the electromagnet tip was about 0.5 mm above the probes during our 
experiments with a field gradient of ~55 T m-1. We took Hall sensor measurements of our 
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electromagnet, while switching between 0 and 0.94 A of current in a sinusoidal fashion, 
at several different total cycle times (Figure 6.6). The data shows that essentially no 
hysteretic effects (<5% maximum) due to induction were seen in our electromagnet with 
a total cycle time of 5 seconds or longer. All experiments described in this document 
have a total cycle time of at least 6 seconds.  
 
Figure 6.6. Hall sensor voltage (linearly proportional to magnetic field B) versus applied 
electromagnet current at three total cycle times relating to sinusoidal modulation of the 
electromagnet current. Both regions of increasing current (red) and decreasing current (blue) are 
plotted. At a 5 s cycle time, the hysteretic response essentially disappears. 
 
6.4.5 Evanescent illumination and detection 
An objective-type TIRF system was assembled using an Olympus IX71 inverted 
optical microscope with a high numerical aperture TIRF lens (Olympus, 60x, NA = 1.45) 
and a 532 nm 12 mW laser (OZ-Optics, Ottawa, Ontario, Canada). The refractive indices 
for water (nwater = 1.333) and glass coverslip (nglass = 1.519), gave a critical angle of θc = 
61.1°. The laser beam was TM polarized, with a final power set at ~4 mW at the input 
(the microscope optics attenuated the input power by approximately 90%). A motorized 
actuator (CMA-12CCCL, Newport) changed the incident laser beam angle to allow for 
control of the penetration depth of the evanescent field. The quantity dx was referenced to 
the lateral position of the marginal ray in our setup (i.e. the highest incident angle). Beads 
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were imaged by an iXon DV888 (Andor Technologies, Belfast, Ireland) back-illuminated 
electron-multiplying charge-coupled device (EMCCD) camera (0.227 μm per pixel, 
>95% quantum efficiency at 532 nm) cooled to -85 °C. Custom written Igor Pro code 
with an XOP allowing communication between the camera and computer (Bruxton, 
Seattle, WA, USA) enabled movies to be taken and streamed to disk at frame rates up to 
30 Hz depending on the exposure time and size of the region of interest (ROI). An active 
response vibration isolation platform (StableTable, Herzan, Laguna Hills, CA, USA) 
stabilized the entire setup. 
Evanescent field penetration depths d were later determined from a simultaneous 
AFM and TIRF experiment. A probe was glued to an AFM cantilever and immersed in 
pH 8.0 PBS 0.1% Tween20 above a gold-coated coverslip. The bead was moved from 
contact to 1 μm away from the surface while capturing a movie. Data at several angles, or 
actuator positions, were taken (Figure 3.4c). The data were fit to exponentials and d was 
found as a function of incident angle (see Section 3.3.1 for details). 
6.4.6 Data Capture and Analysis 
In a typical TIRF/magnetic tweezers experiment we found “active” probes, or probes 
that display proper extension behavior, by linearly ramping the current between zero and 
maximum at a rate of 0.5 Hz while previewing the sample. A smaller capture area was 
created around those probes that were blinking or “active” (see Figure 6.2d). In a single 
field of view (144 μm x 144 μm) we found on average 1 to 2 active probes (upwards of 
36 probes viewed simultaneously has been reported elsewhere,33 but such a high number 
appears to be rare in literature).  The total number of beads and percentage of active 
beads appeared to be affected significantly by both specific and blocking chemistry used, 
 154 
which was not the objective of this research and was not optimized. Exposure time and 
laser intensity were tuned to maximize the bead intensity without saturating the detector 
(typical settings were 0.02 to 0.10 s exposure time and ~25% of the maximum laser 
power or ~ 4 mW). A sinusoidal current modulation was applied to the electromagnet at a 
rate of 0.1-0.2 Hz during movie capture. We chose sinusoidal modulation to avoid 
problems with magnetic induction that could be caused by sharp changes in current with 
a saw-tooth pattern.  Data analysis to generate intensity-current curves was performed 
using custom Igor code. Initial probe locations were found by thresholding and then 
(more accurately) from a fit to a 2-D Gaussian function. Intensities were then computed 
by first subtracting a plane-fit background (from a 2 μm-wide ROI surrounding the 
region of integration of the probe image) and then numerically integrating in the x and y 
directions over a circular region with a diameter of 18 μm around the center of the probe 
for each frame. The x-y fluctuations were determined by fitting a 2-D Gaussian function 
to the probe image at each frame in order to confirm a uniform distribution 
(corresponding to a single tether attachment). Instrumental noise was approximately 0.5 
nm and 5 nm for the out-of-plane and in-plane bead displacements, respectively (see 
Section 6.4.7). Beads displaying asymmetric lateral fluctuations were assumed to have 
multiple tethers and excluded from analysis. 
6.4.7 Noise Estimate from Immobilized Probes 
An immobilized probe was imaged under several different instrumental conditions in 
order to determine the magnitude of fluctuations resulting from instrumental (thermal or 
mechanical, as well laser power, detector, shot, and electronic) noise. Although 
mechanical drift was low, a boxcar average of both the intensity and x-y fluctuations were 
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taken in order to determine the average value (Figure 6.7). As expected, a decrease in 
exposure time and increase in gain raises both the intensity (i.e. z) and x-y noise. The 
intensity fluctuations in Figure 6.7 were used to subtract system noise from the z-variance 
in the force calculation based on the equipartition theorem (see Section 6.7 (Appendix)). 
 
Figure 6.7. Noise of an immobilized bead under TIRF (d ≈ 140 nm) at three different capture 
settings (texp is the exposure time, σI is the standard deviation in intensity from the normalized 
intensity of I = 1, and σr is the standard deviation of the lateral displacement from the averaged 
zero point). Mechanical drift was removed using a 50-point box filter and moving the average 
position of the center of the bead. (a) Intensity fluctuations (from the normalized initial intensity 
of I = 1) and (b) x-y positions are given. The x-y positions were determined from a 2-D Gaussian 
fit for each frame. As expected, a decrease in exposure time and increase in gain raises the noise 
level. The exposure time was not varied independently of the gain because the signal to noise 
ratio at low exposure times was poor (~ single digits). Given a penetration depth of d ≈ 140 nm, 
the intensity-fluctuations σI correspond to σz = 0.53, 1.05, and 1.14 nm respectively. Since the 
probe is immobilized, the noise is purely instrument noise and is added to the variance of 
Brownian fluctuations of the tethered probe position. The electromagnet current was ramped 
during the capture of this data to ensure the probe was completely immobilized. 
 
6.5 Results and Discussion 
Our initial results indicated that a very stable system suitable for pico-Newton single 
molecule force spectroscopy had been developed. Figure 6.8 shows the raw intensity of a 
single probe during several subsequent extensions and retractions of ssDNA over a period 
of 25 seconds. The intensity data clearly indicates excellent reproducibility, low noise, 
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and low photobleaching. All data captured on active beads followed this same trend. 
Each “force curve” is plotted as normalized intensity (with respect to the maximum 
intensity observed) versus applied current in order to perform side-by-side comparison of 
different retraction rates (Figure 6.8c) or different penetration depths (actuator positions) 
(Figure 6.9). As the electromagnet current is ramped, the magnetic force applied on the 
bead increases and stretches the DNA molecule. The changes in the distance of the bead 
from the surface manifest themselves as changes in intensity of the bead image (i.e. a 
lower intensity indicates a greater distance, see Figure 6.2). We observed hysteresis 
between extension and retraction of DNA for the intensity-current curves, which we 
attribute to either molecule-surface interaction or non-equilibrium stretching of the 
possible secondary structure of the ssDNA (e.g. due to base stacking or pairing -- the 
sequence of our model DNA does not preclude loops due to formation of 5-bp or 6-bp-
long double-stranded regions). Magnetic field measurements of our electromagnet 
confirmed that induction hysteresis is not a factor (<1% contribution) in observed 
differences (see Figure 6.6), although it does limit the rate of force curve acquisition to 
below 0.2 Hz. A comparison of intensity-current loops conducted at different rates 
indicates that extension (blue curves) at higher rates yields greater hysteresis, yet all 
retraction curves (red) align without a dependence on rate. Hence, we chose to use the 
retraction curves in our analysis to avoid the complexity of interpretation of the effect of 
secondary structure (unfolding of marginally stable hairpins) or pinning on the stretching 
curves. The intensity-current data are further averaged over the period of the captured 
video (typically, ~2 min or four curves) and provided a starting point for our analysis for 
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a given set of experimental parameters (incident angle, rate, bead, etc.). All subsequent 
intensity-current data refer to an averaged retraction trace unless otherwise indicated. 
 
Figure 6.8. Applied electromagnet current (a) and raw probe intensity data (normalized to the 
intensity at i = 0 Amps) (b) versus time. Retraction of DNA is indicated in red and extension in 
blue. Intensity as a function of applied current is shown in (c). Three force loops are shown at 
different cycle times. Reducing the cycle time to 10 s introduces no hysteresis in the intensity-
current retraction curves. There is, however, a hysteresis between the retraction and extension 
curves in all three cycle times. The hysteresis does not disappear until approximately 0.7 A of 
current is reached when the extension curve shifts to overlap the retraction data.  
 
6.5.1 Interpretation of intensity versus applied current curves 
Raw data obtained with our instrument provides force curve data in the form of 
intensity of the image of the fluorescent bead versus current applied to the electromagnet. 
An equation to fit molecular and instrumental parameters to these data can be constructed 
from (i) the dependence of bead image intensity on distance from the interface for an 
evanescent field, (ii) the relationship between applied current and force, and (iii) the 
model for single molecule stretching of ssDNA.  
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An evanescent wave propagates into a medium with an exponential decay. Our 
numerical simulations of the fluorescent image of a microsphere excited by an evanescent 
wave show that the total intensity of the fluorescence also exhibits exponential decay 
with distance from the surface when captured with high NA objectives.25 Empirically 
observed z dependence (Figure 6.2c) bears out this expected behavior of total image 
intensity in the range of interest (see section S3 in ESI). Therefore, the probe distance 
from the surface z is a function of the measured intensity I, the maximum intensity I0 at 
contact, and the penetration depth d of the evanescent field: 
  (6.2) 
Typically, penetration depths can range between 70 nm and 200 nm or more, 
depending on the incident angle and refractive indices of materials at the interface. The 
exponential dependence of intensity on the probe position makes evanescent nanometry 
an ideal technique for measuring small extensions, especially since the penetration depths 
are on the order of the length of short (< 500 bases) DNA oligomers and many proteins. 
Since the reference for z-displacement of the probe is the sample surface, and not other 
immobilized beads, a simple measure of the total intensity is all that is required to locate 
its out-of-plane z position. To measure the molecular extensions by evanescent 
nanometry, a calibration must be performed at the start of any experiment to determine 
the penetration depth of the field. We demonstrate that by fitting raw data to a known 
response of the macromolecule under tension (e.g. modeled as a freely-joined polymer) 
the ratio of the molecular contour length and penetration depth can be obtained as one 
such calibration. The method is only an absolute measure of the molecular extension, if 
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the contour length of the molecule (or part of the molecule) is known. Therefore, it will 
primarily be useful for applications where the change in the state of the molecule is of 
main interest. 
Typical force calibration of optical or magnetic tweezers involves measurements of x, 
y or z-fluctuations for use in the equipartition theorem to determine the stiffness of the 
confining potential. The analysis of fluctuations, however, is problematic with pixel array 
(e.g. CCD) sensors, since one would have to correct for blurring effects (see Section 6.7 
(Appendix)), if the exposure time is long compared to the system relaxation time (friction 
coefficient/stiffness ratio is 50-200 μs for our system). The exposure-time correction 
depends on the elasticity of the tether,145 complicating the analysis, since our exposure 
times are always kept at greater than 0.5 ms due to limits in signal-to-noise ratio in our 
system. We estimate that, using the fluctuation method, the forces in our system can be as 
much as a factor of 2-3 off even at very short exposure times (<100 μs) that still have 
reasonable signal to noise ratio (see Section 6.7 (Appendix)). In the case of evanescent 
nanometry, a photodiode detector would be the most straightforward high bandwidth 
solution for obtaining force information from z-fluctuations of a probe, but a more 
complex sensor, such as a CCD camera, is required for parallel analysis of multiple 
probes in a single field of view. Since our goal is to develop approaches to SMFS in an 
array format, we focus on the use of slow imaging sensors that have potential for future 
rapid acquisition of numerous force curves in parallel.  
We observed that the relationship between applied electromagnet current i and 
magnetic force F is linear at forces above around 2-3 pN, whereas below 2-3 pN, we are 
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in a non-saturating region. The full range of forces is described by the Langevin function, 
: 
 ! = !!"#$!!! !!"#$!! ∙ L(!/!!) ∙ ∇! (6.3a) 
where  L(!/!!) = coth  (!/!!)− !!/!, and  !! = !!!!!!!!!"!  (6.3b) 
In Equation 6.3, Vbead is the volume of a single bead, ρbead and ρm are the densities of the 
bead and magnetite, respectively, MD is the domain magnetization of magnetite (4.46×105 
A m-1), B is the magnetic field, and DNP is the diameter of the magnetite nanoparticles 
(~10 nm). Since both B and ∇B are directly proportional to coil current i (see Figure 
6.2a), we can express changes in magnetic force with applied current by using a force 
sensitivity factor encompassing all of the constants from Equation 6.3: 
 , (6.4) 
where i0 is a constant that includes B0 from Equation 6.3 and relates B to i (via slope of B 
vs. i in Figure 6.2a). Hence, the force dependence is described as approximately linear 
when i is large; and the force value can be defined using just a sensitivity factor SF. Both 
parameters can be allowed to float in the final fitting function, providing a robust 
calibration of forces based on knowledge of the form of the equation of state for the 
polymer molecule under tension. Interestingly, the proportionality constant i0 is 
independent of the bead composition and DNA tether length. Therefore, i0 should be 
constant for a particular experiment where the electromagnet alignment is not altered. 
Based on the magnetic field data from Figure 6.2a & b, we expect a value of ~ 29.4 mA 
for i0 at 0.5 mm distance from the sample surface. Once this value is determined with 
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sufficient accuracy from several fits for our beads, it is reasonable to use it as a constant 
for the remaining data in a given experiment. 
A widely accepted model to describe ssDNA stretching is the freely-jointed chain 
(FJC) model with finite segment elasticity:44, 45, 146, 147  
 , where 
  
(6.5) 
where zss is the molecular extension, fss is the dimensionless force,  is the contour 
length (0.58 nm per base in ssDNA, 116 nm total for 200-mer), bss is the Kuhn length (1.4 
nm), and Kss is the dimensionless segment elasticity near pH 7.5 (segment elasticity, 905 
pN, normalized by kBT/bss, or Kss = 306). By combining Equations 6.2, 6.4, and 6.5, the 
raw data can be fitted to the stretching model, yielding the following integrated 
relationship between observed total bead intensity and applied current: 
  (6.6) 
Due to an excluded volume effect (i.e. the spatial constraints of having two barriers—
probe and surface—at opposite ends of the single-stranded DNA), a non-zero elongation 
at zero applied magnetic force is expected in our molecule-bead system. In addition, 
scaling predictions indicate deviation from simple polymer models in low force regime.148 
Therefore, at very low forces, FJC model is not an adequate representation of the DNA 
tether and we fit our data only at high stretching force regime (> 1 pN). Our experimental 
results indicate that the bead intensity evens off at low applied force (or at applied current 
of less than ~0.04 A), meaning, along with the above considerations of subtleties of low 
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force regime, that the crude normalization based on the maximum experimental intensity 
is not the quantity I0 from Equation 6.2. Instead, the value of I0 needs to be a fitting 
parameter, along with the force parameters, SF and i0, and the penetration depth d.  
Figure 6.9a shows an example of the fit applied to the data values in the range of 0.1 
A to 0.94 A of current. The fit follows the functional form of Equation 6.5 well as 
evidenced by the low residuals, which are (mostly) uniformly distributed around zero. 
Four intensity-current curves (from one movie sequence) were fitted for each of the four 
penetration depths captured on one probe (Figure 6.9c). The results from fits to these 
magnetic tweezers intensity-current curves are summarized in Table 6.1. 
 
Figure 6.9. Intensity-current data from retraction measurements fitted to Equation 6.6 in text. 
(a) Plot of residuals for two intensity-current curves (raw data) indicating a noise level of less 
than 2% over all fits at high forces (i > 0.1 A). (b) The raw data (red) for two retraction curves; 
the black line is a fit from averaged data (not shown). Aside from normalization of each curve to 
its maximum intensity, no further modification was performed to align the data. Inset: expected 
variation of force with current based on Equation 6.4 and experimental data for magnetic field 
shown in Figure 6.2a and b. (c) Averaged retraction data for four different dx laser positions 
(corresponding to different penetration depths). For clarity, the normalization in (c) is based on 
the fits to Equation 6.4, resulting in an Io value corresponding to the position of the surface (i.e. a 
value of I = 1 corresponds to z = 0 nm). Four retraction intensity-current curves were averaged for 
each laser position dx and then fitted to Equation 6.5. The standard deviation at each point is 
smaller than the size of the markers (<1% of the actual intensity value). Fitting results from this 
data set and others are listed in Table 6.1.  
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Table 6.1 Summary of fitting parameters (Equation 6.5) for magnetic tweezers/TIRF 
experimentsa 
dx (cm) /d d (nm) ( = 116 nm) SF (pN A
-1) I0 
0.125 0.992±0.003 117.0±0.3 25.4±0.3 1.088±0.003 
0.150 0.907±0.002 127.9±0.3 25.8±0.3 1.021±0.003 
0.175 0.836±0.003 138.7±0.5 24.2±0.3 1.042±0.003 
0.200 0.834±0.002 139.0±0.3 24.0±0.2 1.048±0.002 
 
a The error indicated is the standard deviation of the fit coefficient. 
 
 
6.5.2 Interpretation of ssDNA force-curve fitting 
Fitting to the force curve in Figure 6.9b yielded a proportionality constant of i0 = 28.6 
± 0.4 mA, which is very near the expected value of 29.4 mA calculated at an 
electromagnet distance of 0.5 mm from the probe (assuming 10 nm magnetite 
nanoparticles, see Equation 6.3b). A small deviation of i0 from calculated value is 
expected, because neither the actual distance of the electromagnet from the probe nor 
diameter of magnetite nanoparticles are precisely known. In fact, when fixing different 
values of i0, we found that small changes (within a factor of 2) did not alter (within 10%) 
the values of SF and d derived from the fits or the quality of the fit. All of the data in 
Table 6.1 were then found by setting i0 = 28.6 mA, since no realignment was done during 
the experiment.  
The fitting function yields a ratio of contour length to penetration depth, thus, one 
quantity must be known in order to get the value of the other. In this case, we used a 
known synthetic sequence (200 bases in length) and well-defined covalent attachment 
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chemistry, so we were able to set the contour length to  = 116 nm and obtain the 
values of penetration depth listed in Table 6.1. Any deviation of the contour length from 
its true value, due to pinning (i.e. changes in the point of attachment) or robust secondary 
structure, would alter the calculated penetration depth, although the results after addition 
of a complementary strand, discussed later, help corroborate this value of . In our 
case, the penetration depth values are within the expected range of those calculated from 
AFM/TIRF data (Figure 6.10) and different by only a few nm for each dx setting. These 
deviations are expected, because a different sample, probe, and flow cell setup was used 
for AFM experiments, thus, introducing possible slight changes in alignment. 
An important result seen in Table 6.1 is the constancy of SF across different 
penetration depths. Although the penetration depths change, which corresponds to a 
change in dynamic range of our setup, SF is found precisely within less than 2 pN A-1 
purely from fitting raw data to to Equation 6.5. Thus, SF is truly independent of the 
penetration depth and precise knowledge of d for the analysis is not required (alhtough 
knowledge of appropriate eqition of state is required). Furthermore, a value of 10-30 pN 
A-1 is within the expected range of force values from probe magnetite loading and 
magnetic field measurements (Figure 6.5). The error in determination of d is around 0.3 
nm, implying that we should be able to achieve the resolution of a single nucleotide (0.58 
nm) in the length the DNA molecule. 
The low fit residuals give further justification for the use of a linear force sensitivity 
factor for our probes. We found that force sensitivity factors vary between beads due to 
the inhomogeneity in size of our probes and differences in the alignment of the magnet, 
but generally remain between 10 to 30 pN A-1. Interestingly, changes between the force-
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extension curves of ssDNA and double-stranded DNA (dsDNA) are most pronounced at 
very low force (<4 pN) and at higher forces (>10 pN) (see Figure 6.11), which are well 
within range of the capabilities of our probes and the instrument. 
6.5.3 Verification of self-consistency of the calibration procedure 
Penetration depth calibration. The evanescent field penetration depth was 
independently determined using simultaneous AFM and TIRF measurements on a probe 
glued to an AFM cantilever under the same illumination conditions as the magnetic 
tweezers experiments (see Section 3.3.1). Figure 6.2c shows the intensity of the probe as 
a function of distance from the surface for two penetration depths. The intensity in the 
whole range of bead-surface distance was well defined as a single exponential decay 
(Figure 3.4c), enabling us to fit the intensity-versus-distance data and determine the 
penetration depth values. Figure 6.10 shows that the range of penetration depth values 
from the fits to stretching model (red dots) is consistent with the AFM/TIRF data (black 
dots). 
 
Figure 6.10. Penetration depth versus incident angle calculated independently from AFM/TIRF 
data (black) and fits to Equation 6.6 (red). Dashed black line is a guide to the eye through 
TIRF/AFM results for d. 
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Force calibration. Although the fluctuation method is not suitable for obtaining 
forces with a CCD sensor (a prerequisite for parallel analysis) in our setup, we found that 
our results, derived from Equation 6.6, are within a factor of two or three from the force 
estimates using probe fluctuations in z and xy determined for the lowest feasible exposure 
time (1 ms) (see Section 6.7 (Appendix)). The observed drop in z- and xy-fluctuations 
indicates an increased force with a longer extension, as predicted by the model, but an 
exact match to theory is not achieved (use of z-fluctuation overestimated the forces, 
whereas use of lateral fluctuations underestimated them). The disparity in theory and 
experiment can be attributed to a number of factors, including incorrect probe size, 
unaccounted system/detection noise, or blurring effects (see Section 6.7 (Appendix)). A 
detailed analysis of these discrepancies takes into account a number of factors which are 
not entirely known in our system and difficult to obtain with accuracy for short oligomers 
and is, therefore, beyond the scope of this chapter. 
6.5.4 Hybridization measured by magnetic tweezers.  
Fraction of dsDNA content. After calibration of the force and penetration depths from 
fits to Equation 6.5, we added a 50-mer complement to the center of the single DNA 
strand. The force curves before and after differed substantially in shape (Figure 6.11) as 
one would expect from an increase in bending stiffness of the DNA. DNA in its double-
stranded form maintains secondary structure with a shorter per-base length than ssDNA 
(0.34 nm vs. 0.58 nm) below the strain-induced conformational transition of dsDNA at 65 
pN.45 To quantify the change in force spectra, we compiled a simple model of DNA with 
a mixed content: the total extension is a sum of the size of a single-stranded part, 
modeled as a FJC, and a double-stranded part, approximated as an elastic rod (Equation 
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6.7), since the length of the dsDNA component (0.34 nm/per base × 50 bases = 17 nm) is 
smaller than the persistence length of the dsDNA (50 nm).44  
 , where   (6.7) 
 
Figure 6.11. Experimental difference in intensity-current curves (four averaged retraction curves 
each) after hybridization of a 50-mer to the 200-mer, where the red curve is for fully ssDNA and 
black curve is for the partially hybridized strand. The scale is based on the initial intensity I0 set 
to 1 at z = 0. I0 values were obtained from fits to Equation 6.5 and 6.8 respectively. Lines indicate 
fits to data. Inset: Plotted in terms of extension versus force using the parameters from fitting. The 
standard deviations of the averaged curves is less than their respective marker sizes. 
 
In Equation 6.7, Kds is the unitless segment elasticity for dsDNA in 150 mM salt 
conditions (segment elasticity, 1000 pN, normalized by kBT/bds, where bds = 100 nm, or 
Kds = 24100).44 Although the correction for segment elasticity is small (~2-3% at most), it 
is included for consistency with the model for ssDNA stretching. We combined 
Equations 6.5 and 6.7 and applied the logic behind the derivation of the fitting function 
for the single stranded DNA (see Equation 6.6) to arrive at an analogous relationship for 
a mixed dsDNA-ssDNA model:147 
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(6.8) 
where zss and zds describe the extension of the DNA (total of 200 monomers) 
corresponding to the fully single stranded and fuly double stranded states, χss = 1 – χds 
and χds are molar fractions of ssDNA and dsDNA, respectively. 
By fitting the ssDNA force curve before hybridization, the penetration depth (d = 
139.0 ± 0.3 nm) was obtained along with the sensitivity factor (SF = 24.0 ± 0.2 pN A-1) 
(see Table 6.1 at dx = 0.200 cm). Since there is no realignment of either the 
electromagnet or TIRF angle during addition of the complement, we assume that these 
parameters do not change. The initial intensity (at i = 0 A), however, is expected to be 
different for single and partially double-stranded DNA due to appearance of the rigid 
fragment of dsDNA, so I0 was left as a fitting parameter. Using Equation 6.8, we found a 
double stranded fraction of χds = 0.252 ± 0.006 corresponding to 50.4 ± 1.2 bases in the 
200-mer strand. This result is a difference of only 0.4 ± 1.2 bases from the theoretical 
fraction of double stranded character of χds = 0.25. Experimental knowledge of just two 
parameters, d and SF, from an initial fit to a ssDNA force curve is all that is required in 
order to determine the double-stranded fraction after hybridization. The initial intensity 
from the fits before and after hybridization changed from I0,ss = 1.048 ± 0.002 to I0,ds = 
0.924 ± 0.001, which corresponds to an increase of ~17 nm for the initial extension. Since 
the double stranded section behaves mostly as a rigid rod at low forces the bead is 
effectively lifted away from the surface by the distance corresponding to the size of the 
dsDNA section ~50 × 0.34 nm = 17 nm, in excellent agreement with the experiment. 
Therefore, the change in initial intensity is another possible method for detection of the 
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hybridization event. Such a change in initial (zero applied force) intensity can be used to 
determine the extent of hybridization,56 but probably lacks the near single-base resolution 
that is offered by applying force and modeling a full mechanical response of the 
molecule. 
6.5.5 Obtaining the contour length and penetration depth as a result of hybridizing a 
primer 
 
A fit of the stretching curve for the ssDNA 200-mer to Equation 6.6 yields, 
independently, the force sensitivity factor SF and the ratio the contour length to the 
penetration depth ( /d). Since the contour length  and d cannot be independent 
fitting parameters (only their ratio appears in Equation 6.6), knowledge of the contour 
length is necessary to determine the absolute calibration of the penetration depth. The use 
of a 200-mer synthetic DNA strand and covalent attachment chemistry allowed us to fix 
the value of  and obtain d values listed in Table 6.1. In situations where the exact 
contour length is not known, for instance, because the population of ssDNA is randomly 
extracted from genomic DNA, the fitting parameter could instead be changed to Ntot/d, 
where  = Ntot × (0.58 nm). 
The addition of a short primer to a longer ssDNA strand, which is to be sequenced, is 
a prerequisite for the initiation of the growth of the double-stranded segment using either 
polymerase or ligase. The 50-mer hybridized to the 200-mer is analogous to such a 
primer addition and allows for a convenient measure of the initial strand length in 
situations when the initial contour length is not known.  
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Since the length of the primer is known, we can factor it out in Equation 6.8 as 
follows: 
 
 
 where 
 
(6.9) 
where  is the contour length of the portion of single-stranded component left over after 
hybridization (having an unknown number of bases N),  is the contour length of a 
50-mer ssDNA (the amount of the original ssDNA turned into dsDNA, 50 bases × 0.58 
nm/base = 29 nm), and  is the double-stranded component added (50 bases × 0.34 
nm/base = 17 nm). The value of R has already been found for dx = 0.200 cm by fitting the 
ssDNA to Equation 6.5 and is listed in Table 6.1 as R = 0.834±0.002. 
The hybridized intensity-current curve from Figure 6.11 is fitted to Equation 6.9 with 
fit parameters of I0 and LssN, yielding values of 0.924±0.001 and 86±3 nm respectively 
(the fit appears identical to what is shown in Figure 6.11). The initial contour length Lssmax 
can be calculated by simply adding LssN + Lssprimer = 86±3 nm + 29 nm = 115±3 nm. Since 
a value of 116 nm is expected, this method of first adding a known primer appears to be a 
good way to estimate the contour length of the original ssDNA strand. Furthermore, the 
penetration depth can be calculated from R and Lssmax, and was found to be d = 138±3 nm, 
within ~1 nm of the expected value of 139 nm. 
Once both the penetration depth and contour length of the ssDNA are determined, 
relative changes in the total hybridization of the ssDNA could be quantified from fitting a 
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subsequent hybridization or base-addition event to Equation 6.8. If single nucleotide 
resolution can be achieved in this manner, application of this method to rapid genome 
sequencing using single nucleotide addition becomes a clear possibility.12 For example, in 
sequencing by synthesis, detection of extension of the double-stranded portion in a given 
single DNA molecule in the presence of polymerase and a single substrate (e.g. only 
dATP) is enough to detect that addition took place and, therefore, to make a base 
assignment in the original ssDNA molecule. The whole sequence can then be determined 
by cycling through the remaining three deoxynucleotide triphosphates and repeating the 
process until the full sequence is established. Force spectroscopy then effectively 
becomes a tool that detects elongation of the complementary DNA strand by polymerase 
and operates with single molecule sensitivity (like many fluorescence based systems 
currently in development).11 SMFS has the potential advantage over fluorescence-based 
methods in detections of runs of the same bases, because its response scales directly with 
the number of added bases (size of the double-stranded fragment). 
While we designed the model sequence to eliminate the secondary structure as much 
as possible, future work on this system needs to incorporate the effect of transient 
secondary structure on force-extension behavior of short ssDNA oligomers. The presence 
of secondary structure can be mitigated with proper modification to the experiment or 
detailed analysis (e.g. accounting for shorter contour lengths due to hairpins). For 
example, one can either maintain a high temperature during the experiment (close to Tm) 
or focus on analyzing the data derived in the regime of high forces, i.e. above ~15 pN – 
the threshold for DNA unzipping149, 150 – to completely eliminate contributions of 
secondary structure from experimental data. Since under normal conditions force-induced 
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melting transition in dsDNA is initiated around 65-70 pN,151 even under high force 
limitation there will be sufficient dynamic range to acquire force-extension data suitable 
for interpretation presented in this paper. 
6.6 Conclusions 
We have demonstrated a practical implementation of magnetic tweezers with 
evanescent nanometry for quantitative detection of DNA hybridization. Individual force-
extension curves can be acquired in a continuous manner in 5-10 seconds. The technique 
requires no a priori knowledge of either the penetration depth or magnetic properties of 
the probes, but will yield those values from a fit to the system’s equations of state within 
less than 1-2% error. We validated the use of a fit to the stretching model for ssDNA as a 
method for internal calibration of both the penetration depth and magnetic force. The 
simplified model for obtaining both penetration depths and a force calibration from a 
known DNA strand under standard conditions is especially useful in cases where the 
differences after a biological event (DNA hybridization, protein binding, polymerization, 
etc.) are more important than initial characterization of the biomolecule itself.  
The drawback of the proposed technique is that, in the general case, only the ratio of 
the molecular counter length to evanescent wave penetration depth can be determined; 
however, applications of our approach to the detection of changes in molecular 
conformations (such as hybridization or ligation of the complementary DNA strand) can 
yield highly accurate values of the penetration depth and the polymer’s contour length. 
As demonstrated here, inclusion of the known length marker (in the case of DNA, an 
oligomer of known sequence) can provide an alternative way of measuring the 
penetration depth via pre-determined changes to molecular size (e.g. due to hybridization 
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with a primer or unfolding of a hairpin). While absolute extension measurements are 
possible with magnetic tweezers using reflectance interference microscopy,31 evanescent 
nanometry does not require a laterally resolved image, only the total intensity, making it 
possible to view many molecules in parallel with a low-resolution objective. Since 
magnetic tweezers are a straightforward and cost-effective platform for parallel analysis, 
potential single-base resolution opens the avenue for a possible rapid genome-sequencing 
device based on force spectroscopy detection of changes in DNA double stranded 
content, as described here.  
The exponential distance dependence of the evanescent field, on the one hand, makes 
this technique extremely sensitive to small changes in conformations (with a resolution of 
1-2 nucleotides), on the other hand, it limits the method to relatively short molecules, 
<200 nm in a present setup, setting the upper limit for the length of a DNA molecule of 
interest at several hundred bases. While many next generation sequencing technologies 
operate on short (20-30 bases) reads, having the benefit of a reference genome, de novo 
sequencing requires long reads (hundreds of bases). The method described here already 
operates in this long oligonucleotide regime and it is possible to extend it further by 
moving to longer laser wavelengths and substrates having lower index of refraction.  
We aknowledge that more work needs to be done on optimization of the surface 
chemistry, specifically, to increase the number of active tethered microspheres, which 
was not routine at the time of this work (refer to Chapter 7 for later results using 
optimized conditions in an array format). Extending the resolution to single-base addition 
will also require investigating the fluorophore composition of the probes in order to 
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increase their intensity (i.e. signal to noise ratio) and extend their longevity, e.g. by using 
non-bleaching fluorophores such as quantum dots. 
6.7 Appendix 
Converting intensity fluctuations into force. Intensity fluctuations of a probe in an 
evanescent field can be used to calculate the external force on a bead. The equipartition 
theorem relates tether stiffness, , to average z-variance , 
  (6.10) 
which can be integrated as 
 ,    or     (6.11) 
where i is the electromagnet current, zavg is the averaged z-position, and Δzavg is the 
change in the average position for an incremental change in current, and C is the constant 
of integration. For this type of analysis, a great deal of points at a low exposure time must 
be taken. The exposure time must be short compared to the system’s relaxation time τ0, 
  (6.12) 
where γ is the friction coefficient. For a sphere in water, γ = 6πηr, where η is the 
viscosity of water (0.001 Pa s for bulk) and r is the radius of the probe. Assuming a bead 
diameter of 4.5 μm and an elasticity of 2×10-4 N m-1 (200-mer ssDNA elasticity at ~75 
nm extension), the correlated motion time is τ0 = 0.2 ms. 
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 If a short exposure time is not possible (as in our case), some compensation for 
averaging of the probe movements during actual observation time (blurring) will have to 
be established. Blurring of the image causes the measured probe positions to be closer to 
one another than the true instantaneous positions at the same time intervals. In our case, 
an estimate for blurring effects can be made using a simple argument put forth by 
Towles, et. al.145 The argument takes into account the apparent probe displacement 
distribution as a function of exposure time and probe friction coefficient. Although 
initially applied to x-y displacement, the argument should hold true for z-displacement as 
well. The actual fluctuations are corrected by a factor S, 
 ,  where   (6.13) 
where δt is the exposure time. Generally, S becomes a function of stiffness (Equation 
6.12), which varies with extension and applied force. For a 200-mer single stranded 
DNA, the stiffness can be derived from analysis of the relationship in Equation 6.5. 
Diffusion near the surface is hindered and, consequently, effective viscosity in the z-
direction raises the relaxation time.141, 152 This effective viscosity in the z-direction is 
given as: 
  (6.14) 
Plots of the theoretical correction factor using bulk and effective viscosities are displayed 
in Figure 6.12 for several different exposure times for a 4.5 μm diameter probe. For 
exposure times of a few milliseconds, typical of our experimental setup, the blurring 
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correction can be anywhere between 5-10% and an order of magnitude effect, depending 
on the contribution from hindered diffusion. 
 
Figure 6.12. Correction factor (S-value in Equation 6.13) for measured z variance versus 
extension for a 4.5 µm diameter probe tethered to a 200-mer ssDNA (a) using the bulk viscosity 
value and (b) correcting for hindered diffusion using Equation 6.14. At decreased exposure times, 
the correction approaches unity. The decrease in S-value at higher extensions is due to the 
increase in tether stiffness and shortening of the characteristic time scale (Equation 6.13). 
 
The basic method for obtaining fluctuations proceeds as follows (Figure 6.13): 
(i) determine intensity fluctuations at a low exposure time while slowly ramping the 
current linearly, (ii) calculate the residuals against an averaged curve (model fit), (iii) 
convert the residuals to z-displacement based on a known penetration depth, (iv) bin the 
values of z-displacement as a function of extension to obtain an estimate of z-variance, 
(v) subtract instrumental noise, and (vi) integrate the result according to Equation 6.11 
and fit the low-extension region to a line in order to determine the constant of integration 
C. The fluctuation curves in Figure 6.13 are obtained from extension traces; the contour 
length derived from the fits in Figure 6.13 consistently indicated a ssDNA contour length 
of ~99 nm, or ~170 bases. The reduction in the overall contour length in the extension 
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traces (from an expected 200 bases) likely comes from formation of marginally stable 
hairpins. 
 
Figure 6.13. Method for obtaining forces from intensity and xy fluctuations. (a) Intensity versus 
electromagnet current (red) for an extension ramp at 0.05 Hz (δt = 5 ms, camera gain = 100). The 
black line is a fit to Equation 6.6 used to determine the intensity at a particular current. All fits 
consistently yielded a contour length of ~99 nm, presumably due to secondary structure seen in 
extension curves. (b) Residuals against the fitted curve as a function of current. (c) Intensity 
fluctuations converted to z-displacements from a known penetration depth (d = 139 nm) as a 
function of current. (d) x-y displacement fluctuations (depicted as fluctuation in radius-vector !!!" = !!! + !!!  as a function of current. Sample drift was calculated by box filtering x and y 
data.  The drift was subtracted from the raw x and y data in order to calculate r-displacements. (e) 
Binned z-variance as a function of extension along with the expected theoretical variance (dashed 
line) for a 170-mer. (f) Binned xy-variance as a function of extension with theoretical variance 
(dashed line) for a 170-mer. (g) Force versus extension for z and xy fluctuations at two exposure 
times, 5 and 1 ms, along with theory (dashed line) for a 170-mer. The constant of integration C is 
determined by fitting a line to data from the 5 – 20 nm extension region (black dotted line). 
Extension was obtained from intensity data and independently known penetration depth. 
 
As evident from Figure 6.13d, use of fluctuations in the bead position to calculate 
forces acting on tethered DNA molecule reproduces predicted trends: in both cases, we 
observe increased force with a longer extension. This method, however, yields forces that 
are approximately within a factor of two to three from the values determined using fits to 
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stretching models described in the main text. Use of z-fluctuations overestimated the 
forces due to blurring effect described above, whereas the use of lateral fluctuations 
underestimated the forces, because measurements of lateral positions are not differential 
(unlike z-position, which is referenced to the solid-liquid interface due to the nature of the 
evanescent field), therefore, other sources of noise could contribute significantly to the 
observed x-y plane fluctuations of these short tethers. Since our ultimate goal is to carry 
out parallel force spectroscopy with continuous rapid force-curve acquisition, data 
capture with CCD camera is the natural choice for this approach and compatible with the 
calibration of the system using equation of state for a macromolecule. Use of fluctuations 
would require significant changes to hardware setup, making data capture and analysis 
substantially more complicated than in the first case. 
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Chapter 7 : Detecting Ligation of Short DNA Fragments in a Parallel 
Force Spectroscopy Array 
 
7.1 Introduction 
Our goal is to create a high density of probes tethered by single DNA molecules to a 
“lab-on-a-chip” device in order to capture concurrent force curves of thousands of DNA 
molecules using the combined magnetic tweezers and TIRF platform described in 
Chapter 6. Furthermore, we seek to employ a scheme of “Sequencing by Ligation” 
(outlined in Section 1.2) by detecting addition of short DNA oligos (octamers) to our 
target genomic DNA strands. In Chapter 5, we described a method for tuning the density 
of DNA molecules on the substrate in order to obtain a high probability for achieving 
single DNA tethers for each force probe. Just like the single DNA molecules, a random-
array of force probes on a flat substrate can form aggregates, which can interfere with the 
behavior of the force curves as well as create areas where probes are basically absent. To 
constrain the spacing of force probes, we implement microfabricated wells to house each 
microsphere in a confined and regularly-spaced environment, while still maintaining the 
gold/thiol chemistry discussed in Chapter 5. An added benefit is that the microfabricated 
wells prevent high shear forces from affecting the probes during fast reagent exchange. 
With a high density of active probes at our disposal, we were able to perform experiments 
to determine appropriate conditions for detecting ligation of short octamers.  
7.2 Experimental Design 
The basic elements comprising the magnetic tweezers and TIRF instrument are no 
different than those used for our hybridization experiments in Chapter 6 (see Figure 6.1), 
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except the substrate is no longer a flat gold-coated coverslip. Instead, the coverslip is 
patterned using photolithography with micron-sized wells, followed by a thin coating of 
gold. Figure 7.1 shows a schematic of the force spectroscopy array and its approximate 
dimensions. The evanescent illumination is again introduced from underneath the sample, 
but the presence of an optically dense metal layer between the photoresist and glass 
surface prevents far-field propagation of light into the wells. 
 
Figure 7.1. (top) Scheme for a force spectroscopy array that comprises an array of wells 
accommodating a single magnetic bead per well, with each bead in turn attached to a single DNA 
molecule. (bottom-left) SEM image of a typical sample of microwells and (bottom-right) a 
schematic diagram of the cross-section of the array. 
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7.3 Experimental Details 
7.3.1 Instrumental setup  
See Section 6.4 for details on the TIRF illumination conditions, microscope setup, 
electromagnet geometry, method of detection and more. We changed the laser 
illumination to a solid-state red laser (640-30FP-FC, Coherent) with lower noise, higher 
stability, and a higher power (30 mW). In order to obtain higher forces from the 
electromagnet, we purchased a high power programmable power supply (SPS60-18 with 
analog modulation, Amrel), which can output up to 2 A of current for our circuit. 
Because of the higher currents used, we wound a cooling jacket around the electromagnet 
using copper tubing. The temperature of the cooling recirculator bath is maintained at 8 
°C during the experiment. To accurately measure the electromagnet current actually 
applied to the coil, we added an in-line current sensor (VCS2, Vektrex). The current of 
the electromagnet was measured during each exposure by using the TTL pulse from the 
camera as a trigger to read the voltage from the current sensor (multifunctional USB I/O 
board, NI USB-6215, National Instruments). By capturing the current in this way, we 
were able to align each frame directly with the precisely measured current as it was 
applied to the electromagnet. 
7.3.2 End-modification of DNA 
Our ssDNA oligomer was 142 base pairs long (82 nm) and produced in-house using 
standard ligation techniques (not using the technique developed in Chapter 4). This 
technique increases the yield of the final doubly-modified product, but is not suitable for 
genomic DNA. The model DNA contained 5’-amine and 3’-thiol end modifications (5'-
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NH2-(CH2)6- TG TAG AGA CGT CGA CAG CTC ACA CTC GCA TAC GAG ACT 
ATA GTA CGT ATC GAT ACG TCA TCT GAT CAC GCA CGC ATA TGT AGA 
GCT AGT GAG CAC GTC GAT ATG ACA TGA TAG CAG TCG CTA GGT CAG 
ATC GTT CGA CTA GG -(CH2)3-S-S-CH2CH2OH-3'). The sequence was constructed in 
order to eliminate as much secondary structure as possible by randomly generating 
sequences with certain limitations. Namely, no repeats of any particular base more than 
three times in a row were allowed. 
To create a 142mer ssDNA terminated with an amine on the 5’ end and a thiol group 
on the 3’ end, a 5’-amine terminated 71mer, a 3’-thiol terminated 71mer, and a 30mer 
complementary to 15 bases at non-modified ends of each 71mer (purchased from 
Integrated DNA Technologies) were annealed, and the 71mers were then ligated together.  
First, 4.5 μL of 1 mM aqueous solutions of each DNA oligo were mixed with 10 μL of an 
annealing buffer (100 mM Tris HCL, 1M NaCl, 10 mM EDTA) and diluted to 100 μL 
with autoclaved deionized water. The solution was denatured by undergoing a heat cycle 
of 2 min at 95° C in a thermocycler (Techne TC-3000) followed by five cycles of 95° C 
for 15 s, 40° C for 15s, and 72° C for 60 s. At the end of the last cycle the system was 
annealed for 5 min at 72° C.  This procedure resulted in 45 μM of DNA in a 100 μL 
solution.  The two strands of DNA were then ligated together by combining 50 μL of the 
DNA solution with 14 μL of 10x T4 ligase buffer (New England Biosciences) and 
18.75 μL of T4 DNA ligase (7500 units) (New England Biosciences) and finally diluting 
to 150 μL with autoclaved deionized water.  The solution was placed in the thermocycler, 
run through the ligation program (16 °C for 16 hours), purified using a MinElute column 
(Qiagen), and eluted with 10 μL deionized water. The DNA was purified from the 30-
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mer and other side-products by a 6x TBE Urea gel (Invitrogen). After excising the band, 
the sample was eluted with 1x TBE buffer at 37 °C overnight. The final product was 
purified with a MinElute column and eluted with 20 μL of deionized water. The final 
DNA concentration was 50 ng/μL (~1 μM). 
7.3.3 Substrate preparation 
Microfabricated wells were prepared on round 40 mm glass coverslips (No. 1.5, 
Bioptechs, Butler, PA) using standard photolithography techniques. First, we deposited 
40 Å Ti and 1100 Å Au by e-beam evaporation on the piranha-cleaned substrates. This 
first layer is optically opaque and was etched away after the photolithography step. Other 
metals such as aluminum and copper were also tried, but the photoresist would 
delaminate in the fluid cell after only a few hours of exposure to buffer. We followed the 
protocols provided for the negative photoresist (SU-8 5 3000, Microchem, Newton, MA) 
to achieve a layer approximately 4 μm in thickness on the gold-coated substrate. The 
photomask used in the hard-contact photolithography (Karl Suss) has several types of 
patterns, all of which contained regular arrays of opaque squares ranging anywhere from 
3-8 μm in size and 4-10 μm in distance from each other. We matched the microsphere 
probe sizes (obtained by membrane emulsification of a block PMMA-MAA polymer 
containing oxazine dye and 10% magnetite loading) with the pattern of wells chosen on 
the mask in order to leave an average of less than 1 micron of “play” for the probes to 
move around within their wells. 
After exposure and developing, the substrates with microfabricated wells were etched 
using a solution containing 4 g KI, 1 g I2, and 80 mL DI-H2O for 10 s in a bath sonicator. 
These etching conditions made the wells transparent and kept the areas covered with the 
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SU-8 resist opaque (as confirmed by transmission microscopy shown in Figure 7.2). The 
transparent gold layer (used for attachment chemistry) was added by e-beam deposition 
of 40 Å Ti, and 100 Å Au with no pre-treatment of the substrates. The transparent areas 
should have a transmission of ~20% for 532 nm light measured by a UV-Vis 
spectrometer on a flat substrate (Section 6.4.1). Scanning electron microscopy (SEM) 
images of fractured substrates show clean, well-defined wells approximately 4 microns in 
depth (Figure 7.1 bottom-left). Prior to surface modification, the substrates were rinsed 
with ethanol and dried with nitrogen. We no longer use plasma cleaning (used for 
experiments in Chapter 6) in order to avoid contamination, which has been a problem in 
the past. 
 
Figure 7.2. Transmission microscopy image of the patterned substrate after etching away the 
optically-dense gold. Areas where the photoresist is covering the thick gold are unaffected by the 
etching solution. 
 
The thiol groups of the DNA were deprotected immediately beforehand by adding 4 
μL of 5 mM tris-carboxyethyl phosphine (TCEP, Alfa Aesar) in 6x SSC pH 7.4 buffer to 
1 μL of the ssDNA solution (~1.5 μM) in DI-H2O. The solution (~300 nM ssDNA) was 
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left to incubate for 30 minutes. We added 5 μL of 25 μM 11-
mercaptoundecyl)tetra(ethylene glycol) (MutEG, 95%, Sigma Aldrich) to the deprotected 
DNA solution and pipetted the total volume (10 μL) onto the substrate for 2 hours in a 
humid chamber. The ratio of MutEG to DNA is approximately 80:1, which was 
determined empirically to yield a high number of force curves and is consistent with the 
data on single-molecule spacing presented in Chapter 5. The sample was rinsed with 
deionized water, incubated in a solution of 1 mM MutEG in 1 M NaCl PBS for 1 hour 
and finally rinsed with deionized water. The substrate was placed in a fluid cell (Warner 
Instruments, Hamden, CT) with a 250 μm-thick slotted gasket and flushed with pH 8.0 
phosphate buffer (10 mM) containing 0.1% Tween 20 (Calbiochem). The force curves 
were either taken in the same buffer or in pH 7 phosphate buffer (1 mM) with 0.1 mM 
MgCl2. The low ionic strength increased the electrostatic repulsion and reduced 
nonspecific binding, while the low concentration of MgCl2 is reported to stabilize dsDNA 
(IDT simulation; www.idtdna.com). 
7.3.4 Probe addition 
For attachment to ssDNA oligomers, the beads from 25 μL of a solution of 
synthesized force probes (~3 μm diameter, 1-2% solids) were washed three times with 1 
mL of pH 5.4 100 mM MES (2-(N-morpholino)ethanesulfonic acid, MP Biomedicals) 
buffer with centrifugation and resuspended in the same buffer. 10 mg of 1-ethyl-3-(3-
dimethylaminopropyl)carbodiimide (EDC) and N-hydroxysulfosuccinimide (sulfo-NHS) 
were added and left standing for 30 minutes. The probes were washed 3 times with 1 mL 
pH 8.0 phosphate buffer (10 mM) with 0.1% Tween 20 and resuspended in the same 
buffer. A solution of activated probes was infused in the fluid cell. The probes were 
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pulled into the wells by placing a permanent magnet in contact under the fluid cell for 
approximately 30 seconds. The probes were incubated for another 5 minutes, then the 
fluid cell was inverted and the same buffer was flushed through at a high flow rate (~10 
mL/hr, or ~2 mm/s) for approximately 30 minutes. By inverting and flushing the fluid 
cell, unbound beads were removed from both the surface of the resist and the wells. 
Figure 7.3 shows an SEM image of probes populating some of the microwells. Movies 
were analyzed as described in Section 6.4.6.  
 
Figure 7.3. SEM image of microwells populated by microspheres. 
 
7.3.5 Ligation reaction 
The ligation reaction is based loosely on the protocols used by the Polonator 
sequencer mentioned in the introduction chapter.15 Figure 7.4 is a schematic of the 
process flow required for sequencing by ligation (shown again for convenience—refer to 
Chapter 1 for additional references and information). We do not currently use octamers 
with unknown bases, but instead we have purchased (from IDT) specific sequences in 
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order to ensure a high yield of ligation. The methods used here present only the first two 
steps of the ligation cycle (primer addition and ligation of an octamer). Briefly, the 200 
μL of 100 μM of the 21-mer primer (5’-CCT AGT CGA ACG ATC TGA CCT-3’) in 6x 
SSPE was added to the fluid cell and incubated for 5min, then washed with wash buffer 
(10mM Tris- HCl pH 7.5, 50mM KCl, 2mM EDTA pH 8.0, 0.01% Triton X-100, 
200uL), and flushed again with phosphate buffer (10 mM) with 0.1% Tween20, pH 8. 
Force curves were taken after primer addition. For ligation, a 200 μL solution of a 2 μM 
specific octamer (5’-Phos-AGC GAC TG-3’) was made with 6000 units of T4 DNA 
ligase and 1× T4 DNA ligase buffer (NEB)). The ligation solution was added and 
incubated in the fluid cell for 30 minutes. After ligation, we washed the array with 200uL 
of wash buffer, then with PB 0.1% Tween20, pH 8 (200uL). Force curves were taken 
after ligation.  
 
Figure 7.4. Scheme of the process flow for sequencing by cyclic ligation using single-molecule 
force spectroscopy. 
 
7.4 Results and Discussion 
7.4.1 Probe population 
In any given field of view, approximately 100% of the wells were populated after 
pulling the probes into the wells using a permanent magnet. Depending on the 
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competitive binding chemistry used, we saw a high retention of the probes after flushing 
with buffer (Figure 7.5). Upon applying an oscillating magnetic force ramp (2 Hz) to the 
sample illuminated by an evanescent field, approximately 10-20% or more (depending on 
the sample) show blinking, which indicates out-of-plane motion associated with a force 
curve; the region shown in Figure 7.5 (right) had 10 such probes. Depending on the 
polydispersity of the microspheres, some wells would contain multiple probes, but their 
fraction tended to be below ~5%. Wells with more than one probe were discarded from 
further analysis because they could interfere with the stretching profiles. Sometimes it 
was possible to “reactivate” non-specifically-bound probes by flushing through deionized 
water, since it would drastically increase the electrostatic repulsion between the surface 
(or walls) and the probe. 
 
Figure 7.5. Fluorescence images (100× (left) and 600× (right) magnification) of our force 
spectroscopy array after flushing with buffer. The right image is one frame from a movie, which 
shows 10 active probes (out of 53, filling efficiency of the array is 83%). 
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7.4.2 Robustness of probes in microwells 
The microwells geometry provides more advantages to the parallel force spectroscopy 
platform than simple ordering and confinement of the probes. We discovered that fast 
reagent flows did not shear active probes from the bottom of the wells, whereas the 
samples prepared on a flat substrate (Chapter 6) were extremely sensitive to fluid flow 
rate.  We can easily flow through reagents at a rate of around 10 mL/hr or higher (>2 
mm/s). The fluid volume above the probes acts as a shield to the fluidic currents along 
the upper surface (resist), essentially eliminating the shear stress. During an experiment it 
may also be desirable to flush through a phase that is non-miscible with water, such as air 
or oil. Others have shown that diffusion (and subsequent dilution) of reagents or analytes 
in a microfluidic system can be completely eliminated by plug-based microfluidics.153 
Figure 7.6 shows a schematic and experiment where our microwell sample is flushed 
with air. In a conventional magnetic tweezers sample, the probes would be sheared from 
the surface of the flow cell because of the immensely strong surface tension of water at 
the air-water interface. However, our probes stay confined within the wells and can be re-
immersed in buffer. Preliminary experiments show that the wells may retain a small 
volume of water around the probes after flushing with air (Figure 7.6b). 
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Figure 7.6. Schematic (a) & (b) and experiment (c) & (d) of multi-phase flushing over a 
microwell force spectroscopy array. 
 
7.4.3 Force curve results 
The plots of intensity versus time (Figure 7.7) and intensity versus current (Figure 
7.8) follow the same general trend as the data captured in Chapter 6. As the 
electromagnet current is increased, the force is increased and the probe, tethered to the 
DNA molecule, is pulled away from the substrate, which is measured by a decrease in the 
probe intensity. This response is an important observation since the illumination 
conditions have changed from a flat substrate to a patterned substrate. Even though the 
laser illumination is blocked from entering in all areas except for the wells themselves 
(because of the thick gold layer), we do not currently have simulation data that explains 
the behavior of the evanescent field in such a confined environment. For now, we will 
assume that the evanescent field decays as an exponential until we obtain more 
simulation results. 
 191 
 
Figure 7.7. Applied electromagnet current (a) and raw probe intensity data (normalized to the 
intensity at a current of 0 Amps) (b) versus time. 
 
Figure 7.8. Two representative (averaged) intensity vs. current curves from an area containing 
multiple active probes in microwells (142-mer ssDNA). Force curves were taken in phosphate 
buffer (1 mM) with 0.1 mM MgCl2. 
 
We fit all of the intensity versus current curves, from a region displaying force 
curves, to Equation 6.5 in Section 6.5.1 (purely single-stranded DNA modeled as a 
freely-jointed chain). One of these fits, along with residuals, is shown in Figure 7.9. The 
low residuals indicate a good general agreement with the model of single-stranded DNA 
stretching. Since the force curves were taken in a low ionic strength solution (1mM 
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phosphate buffer, pH 7, with 0.1 mM MgCl2), the persistence length and segment 
elasticity are only approximations. The goal, however, of using a single-molecule force 
spectroscopy array for sequencing is to detect differences in the double-stranded 
character of single DNA molecules and not necessarily obtain quantifiable data on the 
fitting parameters. Nevertheless, the assumption that persistence length and segment 
elasticity are conserved for a lower ionic strength solution appears not to alter the ability 
for a fit to converge. The fitting parameters for the data shown in Figure 7.9 provide a 
penetration depth of 99.2 ± 3.1 nm and a sensitivity factor of 46.8 ± 2.6 pN/A. The 
constant i0, which relates the magnetic field, B, to current, i (Equation 6.3), is assumed to 
be infinitely large, since the data at low current does not provide enough information for 
proper convergence when i0 is left as a fitting parameter. Hence, the force dependence is 
described as approximately linear; the force value can be defined using just a sensitivity 
factor SF. 
 
Figure 7.9. Intensity-current data from retraction measurements fitted to Equation 6.5 in text with 
residuals above (142-mer ssDNA). Fits were performed with current greater than 0.08 A. The raw 
data (red) is averaged from six retraction curves; the black line is a fit to the averaged data. 
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Although a large number of probes displayed the same behavior as shown in Figure 
7.9, a significant fraction also showed more erratic behavior, with sudden jumps in 
intensity or linear profiles (data not shown). This erratic behavior was often accompanied 
by asymmetric lateral fluctuations. One possible explanation for this behavior is multiple 
tethers linking the bead to the substrate. If numerous tethers are attached to the probe, it is 
possible for unpredictable torques to be applied to the probe. Another explanation is 
interaction with the walls of the microwells. Intermittent contact, sticking, and then 
release of the probes appears to be an appropriate mechanism explaining this behavior. 
For this reason, we are planning on investigating more robust methods of avoiding probe-
wall interaction in the future by either altering the microwell surface chemistry or 
changing the geometry of the wells. 
7.4.4 Primer Addition and Ligation 
We have attempted the first two steps of the ligation cycle shown schematically in 
Figure 7.4, but without the use of unknown bases. In other words, the target DNA strand 
is known, and the octamer sequences are specific (do not contain random assortments of 
bases surrounding the conserved base). We wanted to use a known system as a proof of 
concept for sequencing by ligation using force spectroscopy. Figure 7.10 showns an 
intensity vs. current plot of a probe in a well after ligation of an octamer DNA strand to 
the target strand. For this particular sample, the force curves were not taken before primer 
addition. Furthermore, the data was taken on a substrate which did not contain the opaque 
metal coating specified in the materials and methods section. We fitted the curves to 
Equation 6.9 according the methods described in Chapter 6. 
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Figure 7.10. Experimental (averaged) intensity-current curve obtained for an active bead in the 
well array, before and after octamer ligation (142-mer ssDNA). The lines indicate fits to Equation 
6.9. Force curves were taken in phosphate buffer (10 mM) with 0.1% Tween20, pH 8. This 
substrate did not have the thick metal coating specified in the materials and methods section. 
 
When fitting the intensity-current curve obtained after hybridization of the primer, we 
fixed the fraction of double-stranded character to 21 ÷ 142 = 0.148. After finding the 
penetration depth and sensitivity factor, we performed another fit on the force curve after 
ligation. For the second fit to Equation 6.9, the double-stranded character was left as a 
fitting parameter. The result was a double-stranded character of 0.2342 ± 0.0044, which 
is a difference of 12.3 ± 0.6 bases. When fitting using a 95% confidence interval, the 
error is only 1.2 bases. Even though the fit did not yield exactly 8 bases, it demonstrates 
that the differences before and after ligation of an 8-mer strand are readily detectable. 
The low ionic strength of the solution may be a contributor to the higher double-stranded 
fraction, but, again, we are looking only for differences in the force curves. 
The force curves for the ligation experiment shown in Figure 7.10 were taken in a 
buffer with 10 mM phosphate; however, later experiments with ultra-low ionic strengths 
showed lower nonspecific binding of probes on the surface. Our claim of 10-20% active 
probes is for a system where the analysis buffer is 1 mM phosphate and 0.1 mM MgCl2. 
Figure 7.11 shows three probes, from the same field of view, after primer addition in the 
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ultra-low ionic strength buffer. Although the number of force curves is high, the 
stretching curves of ssDNA appear to be unstable in low salt buffers; an increase in the 
contour length is seen after primer addition instead of a decrease. The shape of the curves 
do change after addition of primer, but our fitting functions would not provide physical 
numbers for the fraction of double-stranded character (often gave negative values). We 
intend on investigating the effect of ionic strength on the ssDNA force curve in the 
future. 
 
Figure 7.11. Intensity versus current plots of three probes in the same field of view before (red) 
and after (black) primer addition. The buffer used for force curves is 1 mM phosphate buffer with 
0.1 mM MgCl2, pH 7. The curves do not show a consistent expected decrease in contour length 
upon primer addition, but do change substantially in shape. The curves are only normalized to the 
maximum intensity since no fitting has been performed. 
 
7.5 Conclusions 
We demonstrated a method of making a parallel single-molecule force spectroscopy 
array by using microfabricated wells as the substrate with the magnetic tweezers/TIRF 
instrumentation described in Chapter 6. Force curves of ssDNA in the wells showed 
similar behavior to those on a flat substrate with the added benefit of adequate spatial 
separation. Upon ligation of an octamer, the measured double-stranded character of DNA 
increased, for a particular probe, by 12.3 ± 1.2 bases (95% confidence interval). Such 
sensitivity should make detecting ligation events with a high confidence relatively 
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unambiguous. The microwells provide a number of advantages over a flat substrate for 
magnetic tweezers. The high number of active probes (10-20% or more) in any given 
field of view is far beyond any reports using magnetic tweezers for single-molecule force 
spectroscopy that we are aware of. Furthermore, fluorescence images after flushing air 
through the system provides support for the use of multi-phase flow in applications that 
require low-reagent volumes, such as sequencing by ligation. More work will have to be 
done to decide whether or not buffers with ultra-low ionic strength are suitable for our 
force spectroscopy technique, since the force curves appear unstable in these conditions. 
In order to extend this system to a viable sequencing platform, we need to perform 
control experiments to make sure ligation that does not happen without the correct 
sequence and begin testing the optimal conditions for obtaining force curves. 
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Chapter 8 : Conclusions 
We combined evanescent field excitation with magnetic tweezers to create a 
massively parallel force spectroscopy platform that can be used for genome sequencing. 
The construction of a highly-parallel magnetic tweezers array was based on sound 
physical and chemical principles. Namely, (i) we modeled and built the optimal geometry 
of an electromagnet for application of high and uniform forces to magnetic probes over a 
large area, (ii) we simulated and measured the optical response of magnetic and 
fluorescent microspheres in an evanescent field, (iii) we developed a method for 
functionalizing genomic DNA for immobilization to a solid surface while avoiding 
problems in self-ligation of functional adapters, (iv) we established a process for 
immobilizing DNA on a gold substrate with controlled single-molecule spacing, and (v) 
we proved that nearly single-base resolution in double-stranded character can be achieved 
using our massively-parallel force spectroscopy platform on a flat substrate and in 
microfabricated wells. These achievements, however, are only the starting point for 
constructing a microanalytical device for whole-genome sequencing. 
As outlined in the introduction, both the high costs and long read times of sequencing 
are the main motivation for seeking next-generation technologies. To this end, our future 
goal is to move the technology to a small reactor or chip. Magnetic tweezers are already a 
straightforward and cost-effective platform for parallel analysis since they do not require 
a high-end EMCCD camera. The major cost reduction, however, comes from confining 
the dimensions of the flow cell for our parallel force spectroscopy platform to sizes 
approaching tens of microns in thickness. By taking into account the amount of reagents 
required using a microfluidic array, we can envision reducing the costs well below 
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$1000. Table 8.1 shows the costs of commercially available reagents required for 
sequencing by ligation.  
Table 8.1. Costs of reagents used for sequencing by ligation 
 Concentrations Costs 
Primer solutions: 100 μM $0.15 nmol-1 
Query solutions:   
Octamers: 2 μM $0.115 nmol-1 
Ligase: 24000 units mL-1 $0.00252 unit-1 
USER stripping solution: 100 units mL-1 $0.99 unit-1 
 
Only the most significant reagent costs are taken into account for the analysis, which 
include DNA primers and octamers, the enzymes ligase (New England Biolabs, NEB) 
and USER (also from NEB—an enzyme used in aiding the stripping of ligated DNA from 
the target strand). All other reagent costs, such as buffer salts, are deemed negligible 
compared to these reagents. Although we quote prices for the enzymes from NEB, we 
have quoted prices for the oligos that we can synthesize in-house which are 
approximately 50% of the cost from common synthesis companies such as Integrated 
DNA Technologies (IDT). Other minimal costs would be associated with first cutting, 
then modifying the genomic DNA with functional groups (Chapter 4), but we believe 
these costs are lower than the costs of actual sequencing. In order to keep the costs for 
full genome sequencing below $1000 for a full-exchange of reagents (without reuse of 
enzyme or octamer solutions), a nearest neighbor distance of 2 µm for each probe is 
required along with a read length of 200 bases and a fluid cell thickness of 10 µm (Table 
8.2). A 3× coverage in sequencing a 3 billion-base human genome is considered. 
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Table 8.2. Costs for whole-genome sequencing using full exchange of reagents at each stepa 
 Volume  Costs 
Primer solutions: 0.0144 mL  $0.22 
Query solutions: 11.52 mL Octamers: $2.65 
  Ligase: $696.73 
USER stripping solution: 0.0144 mL USER Enzyme: $1.43 
  Total: $701.02 
aAssumes 3× coverage, 200-base read lengths, 2 μm probe distance, and 10 μm thick reagent 
channel 
 
Other methods of conserving reagents include the use of plug-based microfluidics, 
which may be a possibility for our system, since it is suitable for use with multiphase 
flow (as mentioned in Section 7.4.2). Before we consider the costs in-depth, however, 
there are a number of hurdles ahead of us. The near-future of this project is aimed at the 
proof of concept experiments involving multiple ligation steps and sequencing of known 
DNA strands. Further refinement of the surface chemistry will likely be the main 
contributor to our success overall. Nanoprinting or molecular templating may be viable 
options for precise localization of our DNA molecules. Given the advancements we have 
made so far in detecting small changes in the stretching behavior of single DNA 
molecules in an array, we are confident our method of whole-genome sequencing can be 
realized in a timely manner, but there are a number of other avenues we are planning on 
pursuing besides the one proposed in the introduction.  
We chose to pursue sequencing by ligation as a proof of concept sequencing method 
because the addition of the phosphorylated probe strands is easily detectable using our 
magnetic tweezers/TIRF setup. Detection of single-nucleotide addition, however, has the 
advantage of obtaining sequence information in a serial manner and avoids the 
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denaturation washing cycles required for ligation. We showed that double-stranded 
character can be detected within a base—further averaging and stabilization could 
significantly reduce the error of the system. We hope to move to this simpler scheme of 
sequencing in the future. If we manage to detect single-base addition with a high degree 
of confidence, real-time sequencing of the genome is a possible approach to reducing 
time associated with flushing reagents through the fluid cell stepwise. In principle, taking 
an entire force curve, by ramping the current of the electromagnet, is not necessary. 
Instead, by applying a constant force to the probes, we can flush dilute reagents into the 
fluid cell and watch the ligation or single-base-addition happen in real-time. This method, 
along with the addition of fluorescently-labeled oligos may increase the sequencing 
speed, but at the cost, of course, of more expensive reagents. 
Other methods for applying force include the use of dielectrophoresis (DEP), which is 
now being integrated into our platform. DEP has a number of advantages over magnetic 
tweezers including a more uniform force distribution (theoretically uniform over an 
infinitely-large substrate) and uses simple electrical modulation as opposed to an 
electromagnet, which requires high power and external cooling. We are currently looking 
into ways of making it a viable platform for sequencing. Other important improvements 
include the use of a prism-style TIRF illumination. We aim at moving towards low-
magnification objectives to obtain tens of thousands of force curves simultaneously, but 
the current setup uses an objective-style TIRF illumination setup, which can only 
illuminate an area of approximately 100 × 100 μm uniformly. The prism-style TIRF is 
the only commercially available method for illuminating a larger area with an evanescent 
field. Integration of a waveguide into the substrate will also be investigated. 
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Other applications for a massively-parallel force spectroscopy platform also exist. 
Since many biological processes are of a stochastic nature, it may be difficult to obtain 
large number of statistics using conventional force spectroscopy platforms (AFM and 
optical tweezers). Although magnetic tweezers has looked at unbinding kinetics of 
ligand-receptor molecules, it has not been readily applied toward massively-parallel force 
spectroscopy in order to obtain statistics of polymer stretching. Many avenues can be 
pursued, including the effect of strain on enzyme activity or response of muscle-proteins 
to chemical stimulation. Other more practical applications include implementation in a 
biosensor array. Measurement of changes in force curves can be a facile method for 
detecting binding of short DNA oligos for simple genetic tests of single-nucleotide 
polymorphisms. We believe that this massively parallel force spectroscopy platform will 
be extremely useful for numerous applications requiring statistical averaging of polymer 
stretching and will not simply be limited to the proposed genome sequencing technology. 
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