An elliptic non-linear equation on a Riemann surface  by Gonçalves, Alexandre C.
Differential Geometry and its Applications 25 (2007) 380–398
www.elsevier.com/locate/difgeo
An elliptic non-linear equation on a Riemann surface ✩
Alexandre C. Gonçalves
Departamento de Física e Matemática FFCLRP, USP Av. Bandeirantes 3900,
14040-901, Rib. Preto, SP, Brazil
Received 24 December 2004; received in revised form 26 January 2006
Available online 13 February 2007
Communicated by Y. Eliashberg
Abstract
New existence and uniqueness results for a second order elliptic non-linear equation are obtained by using gauge theory methods
on linear holomorphic bundles over an oriented Riemann surface.
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1. Introduction
Let M be a compact connected oriented Riemann surface without boundary. Assume that M has normalized area
|M| = 1. Let f :M → R be smooth, λ ∈ R and consider the second order elliptic equation
(1.1)u+ f e2u − λ = 0,
where u :M → R is smooth and  is the Laplace–Beltrami operator (negative definite) on M . In this article we
address questions of existence and uniqueness of solutions in u for (1.1) when f has a particular geometric meaning.
The interest in this problem is on the development of techniques to approach partial differential equations on manifolds
from the geometrical point of view.
Eq. (1.1) appears in a number of geometric problems that have risen interest in the past decades. When λ =
2πΘ(M), where Θ(M) is the Euler characteristic of M , its solutions relate two different Riemannian metrics on M
by a pointwise dilation, one of them having Gaussian constant curvature λ and the other having curvature f (x). In
[17] J. Kazdan and F. Warner work on earlier partial results from other authors [2,3,10,19] and use variational methods
to obtain a general theorem concerning Eq. (1.1). The next theorem, whose proof is in [17], summarizes their most
important results:
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(1) If λ > 0 a necessary condition for existence of a solution u of (1.1) is that f be positive somewhere. In this case
there exists 0 < λ+(f )∞ such that (1.1) has a solution if 0 < λ< λ+(f ).
(2) If λ = 0 and f = 0 a solution exists if and only if ∫
M
f dν < 0 and f is positive somewhere.
(3) If λ < 0, a necessary condition is ∫
M
f dν < 0. In such case there exists −∞  λ−(f ) < 0 so that (1.1) has a
solution if and only if λ−(f ) < λ < 0. If f  0 and f = 0 then λ−(f ) = −∞.
Kazdan and Warner also found a non-trivial condition on f that implies non-existence of solutions for (1.1) when
M is the euclidean sphere and λ = 4π (see Section 8 on [17]). However, existence results remain unknown if λ is
large enough (λ > λ+(f )), even if f  0. Their methods don’t deal with uniqueness of solutions for (1.1) for arbitrary
λ > 0.
Here is where the geometric approach makes partial advancement to these questions. To make it precise, let L → M
be a holomorphic line bundle and H0 a hermitian metric on L yielding constant curvature. Denote by H1,0(L) the
vector space of (1,0)-holomorphic sections on L, and S ⊂H1,0(L) its unitary sphere. Also denote by c(L) the integral
of the first Chern class of L. The following two theorems illustrate our results:
Theorem 1.2. (a) There is λm > 0 and a maximal interval (0, λm) so that for any φ ∈ S, f (x) = |φ|2H0(x) (x ∈ M)
and 0 < λ< λm there exists a unique solution u = u(φ,λ) for Eq. (1.1).
(b) Assume c(L) > 0 and let 0 < λ0 < 2πc(L). Let u = uλ0 be a solution to Eq. (1.1) with λ = λ0 and f = |φλ0 |2H0 ,
for some φλ0 ∈ S. Then there is ε > 0 and a smooth family λ ∈ (0, λ0 + ε) → (uλ, fλ) ∈ (C∞(M))2 so that uλ solves
Eq. (1.1) with f = fλ. Each fλ is of the form fλ(x) = |φλ|2H0(x) and φλ ∈ S. For all λ small enough the map λ → φλ
can be taken to be a constant.
Theorem 1.3. Let 0 < λN < 2πc(L) and suppose that for any f = |φ|2H0 with φ ∈ S Eq. (1.1) has no solution if
λ = λN . Then (1.1) has no solution for such f for all λN < λ < 2πc(L).
We motivate the gauge theory problem from which Eq. (1.1) can be derived. Let X be a compact connected Kähler
manifold and E → X be a holomorphic vector bundle, with holomorphic structure D′′E . Any hermitian metric HE on
E defines a hermitian connection DE and curvature form FE = D2E . Let τ ∈ R be a constant and IE be the identity
endomorphism of E. Fix a holomorphic section Φ of E → X. The vortex equation for this set is
(1.2)iΛFE + 12
(
Φ ⊗Φ∗HE − τIE
)= 0,
where Φ∗HE is the HE-dual section of Φ , Λ is the contraction with the Kähler form of X and i =
√−1. Observe
that when Φ ≡ 0, Eq. (1.2) is just the Hermite–Einstein equation [9,23]. S. Bradlow presents Eq. (1.2) in [4] as a
generalization of the vortex equations on R2 defined by A. Jaffe and C. Taubes in [15]. Eq. (1.2) is seen as an equation
in the metric HE . The main result of [4] establishes a relationship between existence of metrics HE solving (1.2)
and an algebraic condition on the triple (E,D′′E,Φ) called Φ-stability. His proof uses complicated analysis with the
functional defined by Donaldson [8,9], but in the lowest dimensional case rankE = dimCX = 1, Eq. (1.2) reduces to
Eq. (1.1) with f (x) 0 and M = X (see [5,11]). The methods of [17] can then be directly applied.
The ideas behind Eq. (1.2) and the Hermite–Einstein equation have developed in a range of problems that seem to
be perturbations of the formers, usually involving several holomorphic bundles with prescribed holomorphic sections.
As Bradlow and García-Prada point out in [6] the great interest in these problems is the development of a moduli
space theory for such structures by using gauge theory, which is proven to be equivalent to an algebraic moduli space
theory through a Hitchin–Kobayashi correspondence [6,7].
We employ one of these gauge theory models to study Eq. (1.1). The model is developed in Section 3 of this
paper, and leads to two equations involving normalized cohomology classes [φ] and [η] on the bundles L and L∗,
respectively:
(1.3)u+ ∣∣[φ]∣∣2
u
− λ = 0,
(1.4)u+ ∣∣[η]∣∣2 − λ = 0.
u
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fined in Section 3, and naturally related to the term f e2u of Eq. (1.1).
The main result of this paper is the proof of global uniqueness of solutions to (1.4) when 0 < λ < 2πc(L). This
will imply global uniqueness to Eqs. (1.3) and (1.1) (with f under the hypotheses of Theorem 1.2) by a topological
argument, given by Lemmas 3.6, 4.15 and Corollary 4.17. We notice that uniqueness for Eq. (1.1) seems not to be
trivial by analytical methods, since the linearization of (1.1) at a solution, given by the operator h → Lu(h),
(1.5)Lu(h) = h+ 2f e2uh,
is not sign definite and may not be non-singular. However, in Theorem 4.7 and Corollary 4.9 we show that the
linearization of Eq. (1.4) is non-degenerated at a solution u if λ ∈ (0,2πc(L)). Using the W 1,2 estimate given by
Lemma 4.11 and a classical method of continuity we show that the local uniqueness for (1.4) is in fact global.
This paper is organized as follows: Section 2 sets up notation and presents some background material on the
geometry of complex line bundles. In Section 3, a gauge theory model on a rank 2 complex vector bundle over M
is described. The gauge equation on this bundle reduces to Eqs. (1.3) and (1.4), whose solutions relate according to
Lemma 3.6. Section 4 presents the results on existence and uniqueness of solutions for (1.3), (1.4). Existence for (1.3)
and (1.4) is an elementary consequence of the Implicit Function Theorem, and is contained in Theorems 4.2 and 4.3.
Uniqueness for (1.4) is treated in Theorems 4.7, Corollary 4.9 and Lemmas 4.11, 4.12. Corollary 4.17 then gives
uniqueness for Eq. (1.3). In Section 5 we apply some of these results directly to Eq. (1.3) when M is the euclidean
sphere ⊂ R3. In this case we prove, in particular, that Eq. (1.1) with f ≡ 1 admits only the constant solution when
0 < λ< 4π .
2. Preliminaries and notation
2.1. Geometric background
Let F → M be a complex vector bundle of finite rank. Given nonnegative integers p,q we denote by Ωp,q(F) the
space of (smooth) sections of T p,qM ⊗F , where T p,qM = Λp,q(T ∗M)C is the alternate (p, q)-bundle of (T ∗M)C.
If p or q are negative let Ωp,q(F) = {0}. Let Ωr(F) =⊕p+q=r Ωp,q(F).
Definition 2.1. (1) The Chern class of F is a real number c(F) given by
(2.1)c(F) = 1
2π
∫
M
i tr(F ),
where F = D2 is the curvature form of any connection D on F .
(2) The slope of F is the quotient μ(F) = c(F)/ rank(F).
(3) The divisor order of F is
(2.2)divF = sup{c(J ) | J ⊂F is a holomorphic line subbundle}.
It is well known (see [13]) that divF is finite on Riemann Surfaces.
Now let L1 and L2 be holomorphic line bundles over M . Let (e) be an extension of L2 by L1, that is, a short exact
sequence of holomorphic bundles
(2.3)0 −→ L1 −→ E −→ L2 −→ 0,
where the arrows are holomorphic morphisms. We assume further that c(L1) < c(L2).
Lemma 2.2. The extension (e) above satisfies divE  c(L2). Equality holds if and only if (e) is the trivial extension.
Proof. We follow the idea in [13]. Let J ⊂ E be a holomorphic line subbundle. We get an extension (e′) from (e) by
tensoring the latter with J−1,
(2.4)0 −→ L1 ⊗ J−1 −→ E ⊗ J−1 −→ L2 ⊗ J−1 −→ 0.
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holomorphic section ψ ∈ Ω0(O) never vanishing. If π(ψ) ≡ 0 then ψ ∈ Ω0(L1 ⊗ J−1), henceforth c(L1) = c(J ) <
c(L2). Otherwise π(ψ) is a global holomorphic section of L2 ⊗ J−1, and it must be c(L2) c(J ). Equality holds if
and only if π(ψ) has no zeros. In this case the bundle J is isomorphic to L2 and everywhere transverse to L1 ⊂ E,
therefore E splits holomorphically E = L1 ⊕L2. 
Any hermitian metric H defines an isomorphism F → F∗. It extends to an anti-linear isomorphism Ωp,q(F) →
Ωq,p(F∗), by putting ζ ∗H = H(ζ). We use the same notation H and D′′ for the metric and holomorphic structures
on F , and their induced structures on F∗.
Let ∗ be the usual Hodge operator on forms [18].
Definition 2.3. Let H be a hermitian metric on F . A hermitian inner product in Ωp,q(F) is defined by
(2.5)〈〈ζ1, ζ2〉〉H =
∫
M
ζ1 ∧ ∗ζ ∗H2
and a fiberwise product is just
(2.6)〈ζ1, ζ2〉H (x) = ∗
(
ζ1(x)∧ ∗
(
ζ2(x)
)∗H )
, x ∈ M,
for any ζ1, ζ2 ∈ Ωp,q(F). Denote by |ζ |2H = 〈ζ, ζ 〉H the pointwise squared norm of the section ζ ∈ Ωp,q(F).
Given a metric H , the operator D′′ :Ωp,q(F) → Ωp,q+1(F) is associated to an H -adjoint operator
D′′ ∗H :Ωp,q+1(F) → Ωp,q(F),
satisfying
(2.7)〈〈ζ˜ ,D′′ζ 〉〉H = 〈〈D′′∗H ζ˜ , ζ 〉〉H ,
for sections ζ, ζ˜ in the appropriate spaces. The operator D′′∗H is explicitly given by D′′ ∗H ζ˜ = − ∗ D′H ∗ ζ˜ , where
D′H is the (1,0) component of the hermitian connection DH for the pair (D′′,H).
We consider now the case when F = L is a line bundle. Denote by M the space of hermitian metrics on L. There
is an identification M∼= C∞(M), by fixing a background metric H0 ∈M and relating any other metric H to H0 by
a positive dilation: there is u ∈ C∞(M) so that
(2.8)H = Hu = e2uH0.
Set D′′ ∗u = D′′ ∗Hu . It can be shown that
(2.9)D′′ ∗uζ˜ = D′′ ∗H0 ζ˜ + 2 ∗ (∂u∧ ∗ζ˜ ).
Similarly we set
D′uζ1 = D′Huζ1,
〈
ζ1(x), ζ2(x)
〉
u
= 〈ζ1(x), ζ2(x)〉Hu,
(2.10)〈〈ζ1, ζ2〉〉u = 〈〈ζ1, ζ2〉〉Hu, and ‖ζ1‖u = ‖ζ1‖Hu,
for sections ζ1, ζ2 ∈ Ωp,q(F) and x ∈ M .
Definition 2.4. The operator ′′H :Ωp,q(F) → Ωp,q(F) is the composition ′′H = D′′ ◦ D′′ ∗H + D′′ ∗H ◦ D′′. If
H = Hu we write ′′u = ′′Hu .
The H -harmonic (p, q)-sections of F are defined by
Hp,qH (F) =
{
ζ ∈ Ωp,q(F) | D′′ζ = 0 = D′′ ∗Hζ}= {ζ ∈ Ωp,q(F) | ′′Hζ = 0},
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(2.11)Hp,q(F) = Ker{D
′′ :Ωp,q(F) → Ωp,q+1(F)}
Im{D′′ :Ωp,q−1(F) → Ωp,q(F)} .
The similarity of notation between the above two definitions is clear after the next theorem, whose proof is in [14].
Theorem 2.5 (The Hodge Decomposition). The dimension ofHp,qH (F) is finite. There is an orthogonal decomposition
Ωp,q(F) =Hp,qH (F)⊕D′′Ωp,q−1(F)⊕D′′ ∗HΩp,q+1(F).
In particular one finds Hp,qH (F) ∼= Hp,q(F) for any metric H . One may consider Hp,qH (F) as the (p, q)-
cohomology space endowed with the metric H . For a surface dimCM = 1 we have
Ω1,0(L) =H1,0H (L)⊕D′′ ∗HΩ1,1(L),
Ω0,1(L∗) =H0,1H (L∗)⊕D′′Ω0,0(L∗),
and ζ → ζ ∗H establishes an anti-linear identification H1,0H (L) ∼=H0,1H (L∗).
Recall that DH = D′H +D′′ is the hermitian connection of (L,D′′,H). Let FH = D2H be its curvature. An useful
identity is given by
Lemma 2.6. For any ζ ∈ Ω0,0(L),∫
M
i(FH ζ)ζ
∗H = ‖D′Hζ‖2H − ‖D′′ζ‖2H .
Proof. Just observe that FH = D′H ◦D′′ +D′′ ◦D′H and integrate by parts:∫
M
i(FH ζ)ζ
∗H =
∫
M
i(D′HD′′ζ )ζ ∗H +
∫
M
i(D′′D′Hζ)ζ ∗H
=
∫
M
−i(D′′ζ )∗H ∧D′′ζ +
∫
M
iD′Hζ ∧ (D′Hζ)∗H
= ‖D′Hζ‖2H − ‖D′′ζ‖2H . 
2.2. Analytical estimates
Let k  0 be an integer and p  1 be a real number. Recall the definition of Sobolev spaces on a Riemann surface
M : Wk,p(M) is the space of functions M → R whose derivatives of order  k are lp integrable. Similarly, using
the Riemannian and hermitian connections we obtain Wk,p(Γ ), where Γ ⊂ Ω ·(F) is any subspace of the space of
F -valued forms on M . By definition, W−k,q is the dual space of Wk,p if 1
p
+ 1
q
= 1. Since M is compact, any two
smooth Riemannian metrics on M and hermitian metrics on F define the same topological (k,p)-Sobolev space [1,
20].
Let u :M → R be an integrable function. Define the mean value of u as
(2.12)u =
∫
M
udν.
The next theorem is worth to be mentioned. Its proof is found in [17,22].
Theorem 2.7. Let M be a compact 2-dimensional Riemannian manifold. Then there exist constants β , γ > 0 such
that for any u ∈ W 1,2(M) with u = 0 and ‖∇u‖2  1 it holds∫
M
eβu
2
dν  γ.
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Proposition 2.8. Let k  1 be an integer and q  1 be a real number. The map u ∈ Wk,2(M) → eu ∈ Wk−1,q (M) is
(Frèchet) continuously differentiable. If a sequence {un} ⊂ Wk,2(M) converges weakly to u0 ∈ Wk,2(M) then {eun}
has a subsequence converging strongly to eu0 ∈ Wk−1,q (M).
If k  1 is an integer and p > 2 is a real number the above proposition allows us to consider non-smooth metrics of
the form Hu = e2uH0, for u ∈ Wk,p(M). Then identities (2.7), (2.9), (2.10) and Definitions 2.3 and 2.4 are still valid.
For any complex number α we denote by R{α} its real part. For later use we define a coupling between the Wk−2,p
and Wk,p spaces as follows:
Definition 2.9. Given u ∈ Wk,p(M) let ϕu :Wk−2,p(M) × Wk−2,p(Ω0(L∗)) → [Wk,p(M) × Wk,p(Ω0(L∗))]∗ be
defined by
(2.13)[ϕu(h1, χ1)].(h2, χ2) =R{〈〈χ1, χ2〉〉Hu}+
∫
M
h1h2 dν.
The particular behavior of a holomorphic section in a neighborhood of its roots is the central point of the next
lemma. It provides a uniform estimate useful to study the convergence of solutions to Eq. (1.3).
Lemma 2.10. Fix a metric H ∈M. There exists r = r(H) > 0 such that for any ζ ∈H0,0H (L) and v ∈ W 1,2(M) with
v = ∫
M
v dν = 0 it holds
(2.14)
∫
M
|ζ |2He2v dν  r‖ζ‖2H .
Proof. Pick ζ ∈ H0,0H (L) non-zero. We first show that ln |ζ |H is l1-integrable. Let {xj }j=1,...,m be the zero set of
ζ and kj  1 be the multiplicity of the root xj . Choose holomorphic charts zj :Uj ⊂ M → Vj ⊂ C where Uj is a
neighborhood of xj and {Uj }j=1,...,m are disjoint. Assume zj (xj ) = 0 and that zj extends to the closures Uj → V j .
Let ζ˜j be a local trivialization of (L,D′′) over Uj (restricting Uj if necessary), that is, D′′ζ˜j = 0 and ζ˜j = 0 in a
slightly larger open set containing Uj . There are holomorphic functions hj :Uj → C never vanishing with
(2.15)ζ(x) = (zj (x))kj .hj (x).ζ˜j (x) ∀x ∈ Uj , j = 1, . . . ,m.
The map ln |ζ |H is bounded in M −⋃j Uj and hence integrable in that domain. For x ∈ Uj we have
(2.16)ln∣∣ζ(x)∣∣
H
= ln∣∣hj (x)∣∣+ ln∣∣ζ˜j (x)∣∣H + kj ln
∣∣zj (x)∣∣,
and the first two summands are again bounded and integrable in Uj . For the term ln |zj | we obtain a bounded positive
function Bj :V j → R associated to the coordinate change, so that
(2.17)
∫
Uj
∣∣ln∣∣zj (x)∣∣∣∣dν =
∫
V j
Bj (zj )
∣∣ln |zj |∣∣dz¯j dzj2i  ‖Bj‖∞
∫
V j
∣∣ln |zj |∣∣dz¯j dzj2i .
The last integral is finite because Vj ⊂ C is compact. Hence ln |ζ |H ∈ W 0,1(M).
Let SH = {ζ ∈H0,0H (L): ‖ζ‖H = 1} and set s :SH → R by s(ζ ) =
∫
M
ln |ζ |H dν. Next step is showing that the
map s is bounded from below. To see that take {ζn} ⊂ SH a Cauchy sequence converging to ζ0. Replace ζ by ζ0 in
the above paragraph and keep the remaining notation to write ζ0 = zkjj .hj .ζ˜j in Uj . Because of the finite dimension
of H0,0H (L) any Wk,p or Ck norm on Ω0,0(L) endows SH with the same topology. Thus the convergence ζn → ζ0 is
in fact C0. For each n we can write
(2.18)ζn(x) = pn,j
(
zj (x)
)
.hn,j (x).ζ˜j (x) ∀x ∈ Uj ,
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less than or equal c(L). Let {αn,j,t } be the roots of pn,j (zj ). Then there is a small neighborhood Yj  Vj of the
origin so that {αn,j,t } ⊂ Yj for all n sufficiently large, otherwise ζ0 would have a root in ∂Uj , which is an absurd. In
particular the integrals
(2.19)
∫
Uj
ln
∣∣pn,j (zj (x))∣∣dν =
∫
Vj
B(zj ) ln
∣∣pn,j (zj )∣∣dz¯j dzj2i =
∑
t
∫
Vj
B(zj ) ln |zj − αn,j,t |dz¯j dzj2i
are uniformly bounded from below, for all n, j .
The maps ln |hn,j | are harmonic in Uj . Their minima are attained at the boundary ∂Uj . An argument similar to the
case of ln |pn,j | together with an uniform upper bound for the latter imply the existence of a constant G ∈ R so that
min{ln |hn,j (x)|: x ∈ Uj }G for all n ∈ N and 1 j m. Henceforth,
(2.20)
∫
Uj
ln |ζn|H dν =
∫
Vj
B(zj ) ln
∣∣pn,j (zj )∣∣dz¯j dzj2i +
∫
Uj
ln
∣∣hn,j (x)∣∣dν +
∫
Uj
ln |ζ˜j |H dν
is uniformly bounded from below. Since |ζ0|H is strictly positive in M −⋃j Uj the uniform convergence implies
(2.21)lim
n→∞
∫
M−⋃j Uj
ln |ζn|H dν =
∫
M−⋃j Uj
ln |ζ0|H dν.
Thus inf{s(ζn): n ∈ N} > −∞. Being true for an arbitrary Cauchy sequence, the existence of a lower bound must hold
for the whole SH due to its compactness. Let s ∈ R be such lower bound
(2.22)s(ζ ) s ∀ζ ∈ SH .
Recall that |M| = 1. From Jensen’s inequality [21] we know that for any g :M → R with g ∈ W 0,1(M) one has∫
M
eg(x) dν  e
∫
M g(x)dν
. For a non-zero ζ ∈ H0,0H (L) let ζˆ = ζ‖ζ‖H . Take a function v ∈ W 0,1(M) with zero mean
value. Then
(2.23)
∫
M
|ζ |2He2v dν = ‖ζ‖2H
∫
M
|ζˆ |2He2v dν  ‖ζ‖2H e
∫
M(2 ln |ζˆ |H+2v)dν  ‖ζ‖2H e2s .
The last inequality finishes the proof of the lemma making r(H) = e2s¯ . 
3. The gauge theory model
3.1. Results on extensions
Let (L1,D′′1 ) and (L2,D′′2 ) be holomorphic line bundles over M . Consider an extension (e) of L2 by L1
(3.1)0 −→ L1 −→ E −→ L2 −→ 0,
where (E,D′′E) is a rank 2 holomorphic vector bundle. Following [6] we define the α-slope of (e) by
(3.2)μα(e) = μ(E)+ α2 .
The actual definition of α-slope refers to extensions of coherent analytic sheaves of holomorphic sections over a
Kähler manifold. Since dimCM = 1 = rankLj , j = 1,2, it reduces to (3.2). The definition of α-stability of extensions
of sheaves (Definition 3.4 in [6]) relates the α-slope of a given extension with α-slopes of all its proper subextensions.
For extension (e) α-stability becomes the following statement:
Definition 3.1. Let α ∈ R. Extension (e) is α-stable if and only if:
(1) c(L1) < μα(e)
(2) divE + α < μα(e).
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Lemma 3.2. (See 3.17 of [6].) If c(L1) − c(L2) < c(L1) + c(L2) − 2 div(E) then (e) is α-stable for any α in the
interval (c(L1)− c(L2), c(L1)+ c(L2)− 2 div(E)).
We now state the metric equation that corresponds to the above definition of stability. Given a hermitian metric HE
on E we get an orthogonal splitting E = L1 ⊕ L2, after identifying L2 ≡ L⊥1 . Denoting by Hj and Dj respectively
the hermitian structures and compatible connections on Lj (j = 1,2), induced from E, we have
(3.3)D′′E =
(
D′′1 A
0 D′′2
)
, DE =
(
D1 A
−A∗HE D2
)
,
where A is the second fundamental form of the inclusion L2 ↪→ E. Then A ∈ Ω0,1(L1 ⊗ L∗2). Let FE = D2E . Given
τ1, τ2 ∈ R we can look at
(3.4)iΛFE =
(
τ1 0
0 τ2
)
,
which is an equation for HE with all other structures fixed on E. The link between Eq. (3.4) with the α-stability
condition is given by Proposition 3.8 and Theorem 3.9 of [6], which are summarized below:
Theorem 3.3. Let τ1 and τ2 be real numbers such that τ1 + τ2 = 2πc(E). Let α = 12π (τ1 − τ2).(1) Assume (e) is not the trivial extension and that there is a metric HE satisfying (3.4). Then (e) is α-stable.
(2) If α < 0 and (e) is α-stable then there exists a metric HE satisfying (3.4).
3.2. The analytic equations
Making Fj = D2j Eq. (3.4) becomes the system
(3.5)
⎧⎨
⎩
iΛF1 − iΛA∧A∗HE = τ1,
iΛF2 − iΛA∗HE ∧A = τ2,
D(A) = 0.
Let L = L2 ⊗L∗1. For simplicity of notation we write D′′ = D′′L, H = HL and FH = FL(H) for the structures induced
on L from Lj , j = 1,2. Set φ =
√
2A∗HE and τ = τ1 − τ2. Subtracting the second from the first equation in (3.5) we
arrive at
(3.6)
{−iΛFH + |φ|2H = τ,
D′′(φ) = 0,
noticing that iΛφ ∧ φ∗H = |φ|2H . Observe that φ is a section of holomorphic type (1,0) and dimCM = 1, hence the
condition D′′(φ) = 0 is equivalent to D(φ) = (D(A))∗H = 0, or φ is holomorphic. A simple computation in [12]
shows that a solution H for (3.6) yields a solution for (3.5) and (3.4), for a suitable choice of τ1, τ2. Since each
cohomology class [φ] ∈ H1,0(L) is represented by a unique (1,0)-holomorphic section φ of L, Eq. (3.6) can be
written as
(3.7)−iΛFH +
∣∣[φ]∣∣2
H
= τ,
and the function |[φ]|2H ∈ C∞(M) is given by |[φ]|2H (x) = |φ(x)|2H , ∀x ∈ M .
We now state the dual problem of (3.6). Let η ∈ Ω0,1(L∗) and ξ ∈ Ω0(L∗). Then the system
(3.8)
{−iΛFH + |η +D′′ξ |2H = τ,
D′H (η +D′′ξ) = 0
is equivalent to (3.6) when η and ξ satisfy (η + D′′ξ)∗H = φ. The new variable ξ must be introduced to preserve
the second of Eqs. (3.8), since deforming the metric H will usually change the anti-holomorphic structure D′ .H
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ξ = ξ(H,η) ∈ Ω0(L∗) such that D′H (η + D′′ξ) = 0. The map H → ξ(H,η) is smooth. For a fixed class [η] ∈
H0,1(L∗) it makes sense to define a map H → |[η]|2H ∈ C∞(M) by |[η]|2H (x) = |η(x) + D′′ξ(x)|2H , ∀x ∈ M , where
η +D′′ξ is the only representative of [η] that is H -anti-holomorphic. System (3.8) then becomes
(3.9)−iΛFH +
∣∣[η]∣∣2
H
= τ,
which is an equation on the metric H for prescribed τ ∈ R and [η] ∈H0,1(L∗).
In order not to preclude the existence of non-trivial global (1,0)-holomorphic sections on L we assume from now
on that c(T 1,0M ⊗L) 0, or equivalently c(L)Θ(M).
Let H0 be the metric of constant curvature on L, and H be any metric. With the identificationM∼= C∞(M) given
by Eq. (2.8), a computation [14] shows that the curvatures of H0 and H = Hu satisfy
(3.10)iΛFHu = iΛFH0 −u = 2πc(L)−u.
Following the above notation for Hu write |[φ]|u(x) = |[φ]|Hu(x) and |[η]|u(x) = |[η]|Hu(x) for all x ∈ M . Observe
that |[φ]|2u = e2u|[φ]|20, while |[η]|2u is not equal in general to e−2u|[η]|20. These comments make the proof of next
lemma elementary.
Lemma 3.4. (a) Let λ = τ + 2πc(L). Then there is a one-to-one correspondence between metrics H which solve
equation (3.7) (or (3.9)) and solutions u ∈ C∞(M) for Eq. (1.3) (or Eq. (1.4)).
(b) Eq. (1.3) is equivalent to Eq. (1.1) when f (x) = |[φ]|20(x) for any [φ] ∈H1,0(L).
3.3. Equivalence of solutions
Integrating Eq. (1.3) on M gives us ∫
M
|[φ]|2 dν = λ. It follows λ  0, and λ = 0 if and only if [φ] = 0. On the
other hand, if u solves (1.3) and α ∈ C−{0} the function u˜ = u− ln |α| verifies u˜+|α[φ]|2
u˜
−λ = 0. Hence, adding
a real constant to u gives us a solution to Eq. (1.3) once we replace [φ] by a suitable multiple of [φ]. The same idea
holds for Eq. (1.4). In the remaining of the paper we then consider the classes [φ] and [η] in Eqs. (1.3) and (1.4) to be
unitary, that is, under the identification H1,0(L) ∼=H1,0H0 (L) and H0,1(L∗) ∼=H0,1H0 (L∗). Denote by ‖ · ‖ the norm on
H1,0(L) or H0,1(L∗) according to the case. Let S ⊂H1,0(L) and S∗ ⊂H0,1(L∗) be the unitary spheres centered at
the origin. Notice that [η] ∈H0,1(L∗) belongs to S∗ if and only if ‖[η]‖2 = ∫
M
|η +D′′ξ |2H0 dν = 1, where η +D′′ξ
is the representative of [η] satisfying D′H0(η +D′′ξ) = 0.
Definition 3.5. The solution to Eq. (1.3) is the triple ([φ], λ,u) ∈ S×R+×C∞(M). Similarly, the solution to Eq. (1.4)
is the triple ([η], λ,u) ∈ S∗ ×R+ ×C∞(M). Let S , S∗ be the sets of all solutions to (1.3), (1.4), respectively. For any
λ > 0 let Sλ = S ∩ S × {λ} ×C∞(M) and S∗λ = S∗ ∩ S∗ × {λ} ×C∞(M).
Now let H ∈M. For any [φ] ∈H1,0(L) set [φ]∗H = [φ∗H ] ∈H0,1(L∗). Similarly for [η] ∈H0,1(L∗) we write
[η]∗H = [(η + D′′ξ)∗H ] ∈ H1,0(L), where D′H (η + D′′ξ) = 0. Notice that ([φ]∗H )∗H = [φ] and ([η]∗H )∗H = [η].
When H = Hu = e2uH0 we write, for simplicity of notation, [φ]∗u = [φ]∗Hu and [η]∗u = [η]∗Hu .
For any λ > 0 define maps Rλ :Sλ → S∗ × R+ ×C∞(M) and R∗λ :S∗λ → S × R+ ×C∞(M) by
Rλ
([φ], λ,u)=
( [φ]∗u
‖[φ]∗u‖ , λ,u− ln
∥∥[φ]∗u∥∥
)
,
(3.11)R∗λ
([η], λ,u)=
( [η]∗u
‖[η]∗u‖ , λ,u+ ln
∥∥[η]∗u∥∥
)
.
The maps Rλ and R∗λ establish the desired relationship among solutions of Eqs. (1.3) and (1.4).
Lemma 3.6. The set Sλ is nonempty if and only if S∗λ is nonempty. In this case the map Rλ is a bijection Sλ → S∗λ
with inverse R−1 = R∗.λ λ
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(3.12)∣∣[φ]∣∣2
u
= iΛφ ∧ φ∗Hu = ∣∣φ∗Hu ∣∣2
Hu
.
Let [η] = [φ]∗u‖[φ]∗u‖ and ud = u− ln‖[φ]∗u‖. Then φ∗Hu is anti-holomorphic respect to the metric Hud . We have
(3.13)∣∣φ∗Hu ∣∣2
Hu
= ∣∣φ∗Hu ∣∣2
H0
e−2ud
∥∥[φ]∗u∥∥−2 =
∣∣∣∣ φ
∗Hu
‖[φ]∗u‖
∣∣∣∣
2
H0
e−2ud = ∣∣[η]∣∣2
ud
.
Since u = ud , we obtain ud +|[η]|2ud −λ = 0 or ([η], λ,ud) ∈ S∗λ . This shows Rλ(Sλ) ⊂ S∗λ . In a similar fashion
we deduce R∗λ(S∗λ) ⊂ Sλ.
To show that Rλ and R∗λ are inverse to each other, notice that R∗λ ◦ Rλ([φ], λ,u) = ([φ], λ,u + C) for some real
constant C. Then, u+ |[φ]|2u − λ = 0 and u+ |[φ]|2u+C − λ = 0, which implies
(3.14)0 = ∣∣[φ]∣∣2
u
− ∣∣[φ]∣∣2
u+C =
(
1 − e2C)∣∣[φ]∣∣2
u
.
We conclude C = 0 and R∗λ ◦ Rλ = IdSλ . The same argument applies to show Rλ ◦ R∗λ is the identity on S∗λ . This
finishes the proof of the lemma. 
4. Existence and uniqueness results
4.1. α-stability and existence
Recall that there is a natural bijection H0,1(L∗) ∼= Ext(L2,L1), where Ext(L2,L1) is the set of all extensions of
L2 by L1. Let [η] ∈ S∗ and 0 < λ < 2πc(L). That gives τ = λ − 2πc(L) < 0. If the associated extension to [η],
(e) : 0 → L1 → E → L2 → 0 is α-stable, α = τ2π , then Theorem 3.3(2) and the discussion on Sections 3.1 and 3.2
imply the existence of a solution to (1.4). By Lemma 3.2, α-stability holds for α within an interval depending on
the degrees of the bundles appearing on (e). This interval is equivalent to the range 0 < λ < 4π(c(L2)− divE). The
parameter c(L2)− divE does not depend upon the choice on L1,L2 (with L = L2 ⊗L∗1), and by Lemma 2.2 it must
be positive, since [η] = 0.
Theorem 4.1. Let [η] ∈ S∗ and 0 < λ< 2πc(L). Then there exists an integer k, 0 < k  c(L), and such that Eq. (1.4)
has a solution if and only if 0 < λ< 2πk.
Proof. Denote by (e) : 0 → L1 → E → L2 → 0 an extension for [η]. Set k = min{2(c(L2) − divE), c(L)}. Since
λ < 2πc(L) we have α < 0, hence existence for (1.4) is equivalent to α-stability of (e). The theorem then follows
from the discussion on the above paragraph. 
In the next subsections we use basic Functional Analysis to get direct proofs on Eqs. (1.3) and (1.4).
4.2. The continuity method
Because of Proposition 2.8 the weakest class of functions allowed as solutions for Eqs. (1.1) or (1.3) is W 1,2. Due
to a well-known argument on elliptic regularity any u ∈ W 1,2(M) that is a weak solution is also strong and belongs
to C∞(M). A similar reasoning holds for (1.4), but because of the variable ξ that appears in system (3.8), we must
start with u ∈ W 1,p(M) (and ξ ∈ W 1,p(Ω0(L∗))) for any p > 2. The next two results are well-known and concern
existence of solutions for (1.3) and (1.4), respectively.
Theorem 4.2. There is 0 < λ∞ and a smooth map ([φ], λ) ∈ S × (0, λ) → u([φ], λ) ∈ C∞(M) so that:
(1) u = u([φ], λ) is a solution to (1.3).
(2) The linearization Lu(h) = h+ 2|[φ]|2uh is non-degenerated as a map Wk,2(M) → Wk−2,2(M).
(3) limλ→0+, [φ]∈S ‖u([φ], λ)− u([φ], λ)‖k,2 = 0 and limλ→0+, [φ]∈S u([φ], λ) = −∞.
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Proof. This is a standard application of the Implicit Function Theorem (see [16]) and we just sketch it. Let Wk,20 ⊂
Wk,2 be the 0-mean value functions. Make a change of coordinates u ∈ Wk,2 → (b, v) ∈ R×Wk,20 by taking v = u−u
and b = e2u. Hence, u is a solution for (1.3) if and only if
(4.1)v + b|φ|20e2v − λ = 0.
Set F :S × R2 × Wk,20 (M) → Wk−2,2(M) by F([φ], λ, b, v) = v + b|φ|20e2v − λ. That F is well defined and con-
tinuously differentiable is a consequence of Theorem 2.7 and Proposition 2.8. The roots of F are the solutions in
([φ], λ, b, v) for (4.1). Fixing [φ0] ∈ S we get a trivial solution P0 = ([φ0],0,0,0), with F(P0) = 0. Linearizing F at
P0 and applying at (t,w) ∈ R ×Wk,20 yields
(4.2)∂F
∂(b, v)
∣∣∣∣
P0
.(t,w) = w + t |φ0|20,
hence ∂F
∂(b,v)
|P0 :R × Wk,20 (M) → Wk−2,2(M) is injective. Since it is a Fredholm index 0 operator we get non-
degeneracy for ∂F
∂(b,v)
|P0 . Thus a continuously differentiable map ([φ], λ) → (b([φ], λ), v([φ], λ)) whose graph para-
metrizes solutions of (4.1) is uniquely defined in a neighborhood of ([φ0],0), with (b, v) close to (0,0). Smoothness
comes from the Sobolev Embedding Wk,2(M) ⊂ Ck−2(M) for integers k  2. The compactness of S and a routine
topological argument allows us to patch together the above locally defined maps (for each [φ0] ∈ S) to get a global
map ([φ], λ) → (b, v) defined on S × (−ε, ε). Changing back to the u coordinate u = v + 12 ln(b) and restricting
the domain we obtain a map u = u([φ], λ) :S × (0, ε) → Wk,2(M). Assertions (1) and (2) are straightforward con-
sequences of the definition of the map u and of the local non-degeneracy of the derivative of F , which holds in a
neighborhood of S × {0}. Assertion (3) is due to the limit
(4.3)lim
λ→0+, [φ]∈S
(
b
([φ], λ), v([φ], λ))= (b([φ],0), v([φ],0))= (0,0).
We finish the proof by taking λ as the maximal ε for which (1), (2) and (3) hold for the map u([φ], λ). 
We skip the proof of the next theorem, which is analogous to the proof of Theorem 4.2.
Theorem 4.3. There exists a maximal 0 < λd ∞ and a uniquely defined smooth map ([η], λ) ∈ S∗ × (0, λd) →
ud([η], λ) ∈ C∞(M) with the properties:
(1) u = ud([η], λ) solves (1.4).
(2) The linearization in u of (1.4) is non-degenerated as a map Wk,p(M) → Wk−2,p(M) (for k  1 and p > 2).
(3) limλ→0+,[η]∈S∗ ‖ud([η], λ)− ud([η], λ)‖k,p = 0 and limλ→0+,[η]∈S∗ ud([η], λ) = +∞.
The parameter λd is maximal for properties (1), (2) and (3).
Looking at a metric as an isomorphism L → L∗ allows us to write e2u = H−10 ◦Hu. The consequence of Theorems
4.2 and 4.3 is then
Corollary 4.4. (a) There exists a continuously differentiable map H : S × (−2πc(L),−2πc(L) + λ) →M so that
H([φ], τ ) solves (3.7). This map is uniquely defined satisfying lim[φ]∈S,τ→−2πc(L)+ H−10 ◦H([φ], τ ) = 0.
(b) There exists a unique continuously differentiable map Hd :S∗ × (−2πc(L),−2πc(L) + λd) →M so that
Hd([η], τ ) is a solution to (3.9) and satisfying lim[η]∈S∗,τ→−2πc(L)+ H−10 ◦Hd([η], τ ) = +∞.
The next two results show that sequences of solutions to (1.3) or (1.4) which are W 1,2 bounded have subsequences
converging to a solution.
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‖∇un‖2  C ∀n ∈ N, and λn −→ λ0 > 0. Then a subsequence of {([φn], λn,un)} converges to ([φ0], λ0, u0) ∈ S .
The convergence un −→ u0 is in the Wk,2 norm for k  1.
Proof. As usual write un =
∫
M
un dν, bn = e2un and vn = un − un. Then for every n ∈ N it holds
(4.4)vn = λn − bn|φn|20e2vn .
Notice that φ ∈ Ω1,0(L) is holomorphic if and only if it is holomorphic as a (0,0)-section of the bundle T 1,0M ⊗L.
Hence Lemma 2.10 is applied after integrating (4.4) to give a bound for {bn}:
(4.5)0 < bn = λn∫
M
|φn|20e2vn dν
 λn
r(H0)
.
Since S is compact, we pass to a subsequence so that {bn} and {[φn]} both converge, respectively, to b0  0 and
[φ0] ∈ S. Because {vn} is bounded in W 1,20 , passing again to a subsequence we can assume vn → v0 weakly for some
v0 ∈ W 1,20 (M). Further, e2vn → e2v0 strongly in L2. In particular, the right-hand side of (4.4) is a Cauchy sequence
in L2, hence vn converges to v0 in the W 2,2 norm. Together with (4.4) this implies v0 + b0|φ0|20e2v0 − λ0 = 0 and
making u0 = v0 + 12 ln(b0), one obtains the solution ([φ0], λ0, u0). Observe that b0 must be positive because λ0 > 0.
The Wk,2 convergence un −→ u0 when k > 1 comes from a bootstrap argument on elliptic regularity combined with
Proposition 2.8. 
Corollary 4.6. Let {([ηn], λn,un)} ⊂ S∗ be a sequence such that λn → λ0 > 0 and ‖∇un‖2  C for a positive constant
C. Then a subsequence of {([ηn], λn,un)} converges to a solution ([η0], λ0, u0) of Eq. (1.4).
Proof. Let ([φn], λn, u˜n) = R∗λn([ηn], λn,un) ∈ Sλn . Then ‖∇u˜n‖2 = ‖∇un‖2  C, and by Lemma 4.5 we
get ([φn], λn, u˜n) → ([φ0], λ0, u˜0) ∈ Sλ0 . A simple computation shows that ([ηn], λn,un) −→ ([η0], λ0, u0) =
Rλ0([φ0], λ0, u˜0) ∈ S∗λ0 . 
4.3. Positive curvature and non-degeneracy
For u ∈ Wk,p(M) we recall the expression of D′′ ∗u :Wk,p(Ω0,1(L∗)) → Wk−1,p(Ω0(L∗)) from identity (2.9).
Like the smooth D′′-adjoint it satisfies
(4.6)〈〈D′′ ∗uη, ξ 〉〉u = 〈〈η,D′′ξ 〉〉u
for any η ∈ Wk,p(Ω0,1(L∗)) and ξ ∈ Wk,p(Ω0(L∗)). Now fix p > 2 and set Vη,λ :Wk,p(M) × Wk,p(Ω0(L∗)) →
Wk−2,p(M)×Wk−2,p(Ω0(L∗)) by
(4.7)Vη,λ(u, ξ) =
(−u− |η +D′′ξ |2u + λ,D′′ ∗u(η +D′′ξ)).
Using Sobolev multiplication theorems in compact spaces [20] together with Proposition 2.8 it can be shown
that Vη,λ is continuously differentiable in the four parameters (η,λ,u, ξ). Roots (u0, ξ0) of Vη,λ are in one-to-one
correspondence to solutions (Hu0 , ξ0) of system (3.8). Differentiating Vη,λ at (u0, ξ0) and applying on the vector
(h,χ) ∈ Wk,p(M)×Wk,p(Ω0(L∗)) we obtain (in a column matrix)
[Vη,λ]′(u0,ξ0).(h,χ) =
(−h− 2R{〈η +D′′ξ0,D′′χ〉u0} + 2|η +D′′ξ0|2u0 .h
2 ∗ (∂h∧ ∗(η +D′′ξ0))+′′u0χ
)
.
The next theorem is the main result of this paper and assures that [Vη,λ]′ is non-degenerated at the roots of Vη,λ when
0 < λ< 2πc(L).
Theorem 4.7. Let 0 < λ< 2πc(L) and assume Vη,λ(u0, ξ0) = (0,0). Then the derivative
[Vη,λ]′(u0,ξ0) :Wk,p(M)×Wk,p
(
Ω0(L∗)
)→ Wk−2,p(M)×Wk−2,p(Ω0(L∗))
is a linear homeomorphism. In particular, Vη,λ is a local diffeomorphism at (u0, ξ0).
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omorphism we need to prove that T is a linear isomorphism. Denote by (h,χ) ∈ Wk,p(M) × Wk,p(Ω0(L∗)) an
arbitrary vector. A closer look at T reveals T = T1 + T2, where T2 :Wk,p(M) × Wk,p(Ω0(L∗)) → Wk−2,p(M) ×
Wk−2,p(Ω0(L∗)) is compact, and T1 is given by
(4.8)T1 :
(
h
χ
)
−→
(− h
′′u0 χ
)
.
Henceforth, T1 is a combination of Laplacians and is a Fredholm index 0 operator. This implies T is Fredholm index 0.
We must show T is injective, and the proof will be done.
Fix 0 = (h,χ). Without loss of generality we can assume ξ0 = 0. Consider the orthogonal decomposition given
by Theorem 2.5 respect to the metric Hu0 . Hence η is a D′u0 -closed section. We can use the functional ϕ from
Definition 2.9 to consider T as a quadratic form, given by T .(h,χ)2 = [ϕu0T (h,χ)](h,χ). A computation then yields
(4.9)T .(h,χ)2 = ‖∇h‖22 +
1
2
‖2hη‖2u0 − 2R
{〈〈2hη,D′′χ〉〉u0}+ ‖D′′χ‖2u0 .
There is a ∈ C and σ ∈ Ω0,1(L∗) with 〈〈σ,D′′χ〉〉u0 = 0 so that 2hη = aD′′χ + σ . Substituting back in (4.9) gives us
(4.10)T .(h,χ)2 = ‖∇h‖22 −
1
2
|a|2‖D′′χ‖2u0 + |a − 1|2‖D′′χ‖2u0 +
1
2
‖σ‖2u0 .
If ∇h ≡ 0, a simple inspection on the cases h = 0 and h = 0, respect to the values of χ,D′′χ,a and σ shows that
T .(h,χ)2 > 0. Similarly, the case χ = 0 is trivial. Henceforth, we assume from now on ∇h = 0 and χ = 0.
Now write χ∗u0 = χ∗Hu0 . Let I = ‖∇h‖22 − 12 |a|2‖D′′χ‖2u0 . To conclude the proof it suffices showing I > 0. This
requires two estimates:
(4.11)|a|‖D′′χ‖2u0 
√
2‖∇h‖2
∥∥χ∗u0η∥∥2,
(4.12)∥∥χ∗u0η∥∥22 = ‖D′′χ‖2u0 − ‖D′u0χ‖2u0 + τ‖χ‖2u0 .
Inequality (4.11) comes from
|a|‖D′′χ‖2u0 =
∣∣〈〈2hη,D′′χ〉〉u0 ∣∣
(4.13)=
∣∣∣∣
∫
M
−i2hη ∧ (D′′χ)∗u0
∣∣∣∣=
∣∣∣∣
∫
M
2∂h∧ ηχ∗u0
∣∣∣∣
√
2‖∇h‖2
∥∥χ∗u0η∥∥2.
Notice in the last integration that h is real-valued, hence |∂h| = |∇h|√
2
. The fact that η is anti-holomorphic in the metric
Hu0 was used in the passage D′u0(2hη) = 2∂h∧ η.
To prove (4.12) we recall that (u, ξ) = (u0,0) solves −iΛFHu + |η + D′′ξ |2Hu = τ . Lemma 2.6 is applied for the
bundle L∗. Recall that FL∗ = −FL = −FHu .
∥∥χ∗u0η∥∥22 =
∫
M
|χ |2u0 |η|2u0 dν =
∫
M
|χ |2u0(iΛFHu0 + τ) dν
(4.14)= τ‖χ‖2u0 +
∫
M
iFHu0
|χ |2u0 = τ‖χ‖2u0 + ‖D′′χ‖2u0 − ‖D′u0χ‖2u0 .
Combining (4.11) and (4.12) we obtain
(4.15)I  ‖∇h‖22 − ‖∇h‖22
‖χ∗u0η‖22
‖D′′χ‖2u0
= ‖∇h‖22
(‖D′u0χ‖2u0 − τ‖χ‖2u0
‖D′′χ‖2u0
)
,
which is positive because τ = λ− 2πc(L) < 0. We conclude T .(h,χ)2 > 0 for any (h,χ) = 0, so T is a homeomor-
phism, and Vη,λ is locally a diffeomorphism at (u0, ξ0). 
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J (u, ξ) =
∫
M
1
2
|∇u|2 + 1
2
|η +D′′ξ |2Hu + λudν.
It can be seen that the second variation of J in a critical point (u0, ξ0) is
J ′′(u0,ξ0) = ϕu0 .[Vη,λ]′(u0,ξ0),
so by Theorem 4.7 one finds that J ′′(u0,ξ0) is positive definite.
Restrict η to the finite-dimensional vector subspace H0,1H0 (L∗). Applying the Implicit Function Theorem yields
Corollary 4.9. Let 0 < λ0 < 2πc(L) and η0 ∈H0,1H0 (L∗). Assume that (u0, ξ0) is a root of the operator Vη0,λ0 . Then
there are a neighborhood U ⊂H0,1H0 (L∗) × R+ of (η0, λ0), a Wk,p-neighborhood V of (u0, ξ0) and a continuously
differentiable map (η,λ) ∈ U → (u, ξ) such that (u(η,λ), ξ(η,λ)) is the only root of Vη,λ in V . In particular, given
([η0], λ0, u0) ∈ S∗λ0 there is a smooth map u = u([η], λ) defined in a neighborhood of ([η0], λ0) ∈ S∗ × R+ which
provides the only solution in u to (1.4) in a neighborhood of u0. Solutions in u to Eq. (1.4) are locally unique in the
range 0 < λ< 2πc(L) for fixed [η].
Remark 4.10. Recall that 0 < λ< 2πc(L) corresponds to the range −c(L) < α < 0. Corollary 4.9 then says that if an
extension [η0] is α-stable so are all extensions [η] in a neighborhood of [η0]. Therefore the moduli space of α-stable
extensions is open for α < 0.
The next result leads to the fact that solutions to Eq. (1.4) with 0 < λ < 2πc(L) can be left-continued up to the
origin.
Lemma 4.11. Let ([η], λ0, u0) be a solution to (1.4) with 0 < λ0 < 2πc(L). Then ‖∇u(λ)‖2  ‖∇u0‖2 + √λ0 for
λ λ0, where λ → ([η], λ,u(λ)) is a locally defined family of solutions to (1.4) passing through ([η], λ0, u0).
Proof. Let λ → ([η], λ,u(λ)) be the curve given by Corollary 4.9 for λ close to λ0. Let η + D′′ξ(λ) be the Hu(λ)-
anti-holomorphic section representing [η]. Then u = u(λ) and ξ = ξ(λ) satisfy
(4.16)u+ |η +D′′ξ |2u − λ = 0,
(4.17)D′u(η +D′′ξ) = 0.
We put a dot over the variable to designate its derivative. Differentiating the above equations respect to λ yields
(4.18)u˙+ 2R{〈η +D′′ξ,D′′ξ˙ 〉u}− 2u˙|η +D′′ξ |2u − 1 = 0,
(4.19)−2∂u˙∧ (η +D′′ξ)+D′uD′′ξ˙ = 0.
Since 〈〈η+D′′ξ,D′′ξ˙ 〉〉u = 0, integration of (4.18) gives us
∫
M
2u˙|η+D′′ξ |2u dν = −1. We multiply by u˙ and integrate
(4.16) to obtain
0 =
∫
M
(
u+ |η +D′′ξ |2u − λ
)
u˙ dν
=
∫
M
−∇u.∇u˙+ |η +D′′ξ |2uu˙− λu˙ dν
(4.20)⇒ d
dλ
‖∇u‖22 = −1 − 2λu˙.
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0 =
∫
M
(
u˙+ 2R{〈η +D′′ξ,D′′ξ˙〉u}− 2u˙|η +D′′ξ |2u − 1)u˙ dν
=
∫
M
−|∇u˙|2 +R{〈2u˙(η +D′′ξ),D′′ξ˙ 〉
u
}− 1
2
∣∣2u˙(η +D′′ξ)∣∣2
u
− u˙ dν,
from what follows
(4.21)u˙ = −‖∇u˙‖22 +R
{〈〈2u˙(η +D′′ξ),D′′ξ˙ 〉〉u}− 12
∥∥2u˙(η +D′′ξ)∥∥2
u
.
Notice that D′u(2u˙(η + D′′ξ)) = 2∂u˙ ∧ (η + D′′ξ) = D′uD′′ξ˙ . Henceforth 2u˙(η + D′′ξ) = D′′ξ˙ + σ with σ an
Hu-anti-holomorphic section. Eq. (4.21) implies
u˙ = −‖∇u˙‖22 + ‖D′′ξ˙‖2u −
1
2
(‖D′′ξ˙‖2u + ‖σ‖2u)
(4.22)= −
(
‖∇u˙‖22 −
1
2
‖D′′ξ˙‖2u
)
− 1
2
‖σ‖2u.
Making h = u˙, a = 1 and χ = ξ˙ the expression between parenthesis is the term I in the proof of Theorem 4.7 and is
positive. Hence u˙ < 0 and
(4.23)d
dλ
‖∇u‖22 > −1,
which leads to the estimate ‖∇u(λ)‖22 < ‖∇u(λ0)‖22 + λ0 − λ. This finishes the proof of the lemma. 
The next lemma gives us the global uniqueness of solutions (in u) to Eq. (1.4) for fixed [η] and 0 < λ< 2πc(L).
Lemma 4.12. Let [η] ∈ S∗ be fixed. Then there is a constant 0 < λ[η]  2πc(L) which is maximal for the existence
of a smooth family λ ∈ (0, λ[η]) → ([η], λ,u(λ)) ∈ S∗λ and such that u(λ) is the unique solution to (1.4) for the pair
([η], λ). If λ[η] < 2πc(L) then there are no solutions in u to (1.4) in the range λ[η]  λ < 2πc(L). Further it holds:
(a) λ[η] = 4πn for a positive integer n; (b) limλ→(λ[η])− ‖u(λ)‖1,2 = +∞.
Proof. We first show global uniqueness of solutions in u. Assume 0 < λ0 < 2πc(L) and ([η], λ0, u0) solves (1.4).
From Corollary 4.9 we have an interval I = (λ1, λ2)  λ0 and a locally defined family λ ∈ I → ([η], λ,u(λ)) satisfy-
ing
(4.24)u(λ)+ ∣∣[η]∣∣2
u(λ)
− λ = 0,
with u(λ0) = u0. In case λ1 > 0 the ‖∇u(λ)‖2 estimate of Lemma 4.11 together with Corollary 4.6 provide a solution
to (1.4) with λ = λ1, hence Corollary 4.9 allows the family to be extended to a left neighborhood of λ1. The family
λ → u(λ) can then be defined in the interval (0, λ2).
Now let v(λ) = u(λ)−u(λ), b(λ) = e−2u(λ) and [φ(λ)] = [η]∗v(λ)‖[η]∗v(λ)‖ . Following the proof of Theorem 4.2, Eq. (4.24)
can be written
(4.25)v(λ)+ b(λ)∥∥[η]∗v(λ)∥∥∣∣[φ(λ)]∣∣2
v(λ)
− λ = 0.
An estimate similar to inequality (4.5) implies that limλ→0+ b(λ)‖[η]∗v(λ)‖ = 0. Then limλ→0+ v(λ) = 0 in the W 0,p
norm (p > 2), which forces limλ→0+ v(λ) = 0 in the Wk,p norm, for k  2. In particular ‖[η]∗v(λ)‖ → ‖[η]∗0‖ = 1
and b(λ) → 0 when λ → 0+. We conclude u(λ) = v(λ)− 12 ln(b(λ)) satisfies conditions (1)–(3) of Theorem 4.3, and
by uniqueness, it must be u(λ) = ud([η], λ) for all λ sufficiently small.
Finally, if u˜0 = u0 is another solution to (1.4) with λ = λ0 its correspondent family λ ∈ (0, λ0 + ε) → u˜(λ) would
satisfy u˜(λ) = u(λ) for small λ, but u˜(λ0) = u(λ0). This contradicts the non-existence of bifurcations for the solution
family λ → ([η], λ,u(λ)) in the range 0 < λ< 2πc(L), which proves the global uniqueness assertion for Eq. (1.4).
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lutions in the interval [λ[η],2πc(L)). The non-existence for λ = λ[η] can hold only if limλ→(λ[η])− ‖u(λ)‖1,2 = +∞,
which proves statement (b). Following the proof of Theorem 4.1 we get λ[η] = 2πk = 2π min{2(c(L2)−divE), c(L)}.
Since λ[η] < 2πc(L) it must be λ[η] = 4π(c(L2) − divE). This finishes the proof of statement (a) and of the
lemma. 
Notice that either λd  2πc(L) or λd = min{λ[η] | [η] ∈ S∗}. We then get
Corollary 4.13. The constant λd satisfies λd  4π .
Remark 4.14. The non-existence given by Lemma 4.12 is already known from [6] expressed in Lemma 3.2 and
Theorem 3.3. They correspond saying that if the moduli space of α-stable extensions is empty at α = α0 < 0 then it is
empty within α0 < α < 0.
4.4. Uniqueness for Eq. (1.3)
Recall the definitions of the functions u([φ], λ) and ud([η], λ) from Theorems 4.2, 4.3. Let Π :S × R+ ×
C∞(M) → S and Π∗ :S∗ × R+ × C∞(M) → S∗ be the projections onto the first coordinates. For any [φ] ∈ S and
0 < λ< λ let
(4.26)ρλ
([φ])= Π∗ ◦Rλ([φ], λ,u([φ], λ)),
and for [η] ∈ S∗ and 0 < λ< λd let
(4.27)ρ∗λ
([η])= Π ◦R∗λ([η], λ,ud([η], λ)).
The maps ρ :S × (0, λ) −→ S∗ and ρ∗ :S∗ × (0, λd) −→ S are smooth. They allow us to translate the global unique-
ness of solutions from Eq. (1.4) to Eq. (1.3) in a purely topological way.
Lemma 4.15. If 0 < λ< min{λ,λd,2πc(L)} then ρλ :S → S∗ is a diffeomorphism and ρ−1λ = ρ∗λ .
Proof. We first show that ρ∗λ ◦ ρλ is the identity on S. Let [φ] ∈ S and [η] = ρλ([φ]). Then Rλ([φ], λ,u([φ], λ)) =
([η], λ, u˜) ∈ S∗λ . Since λ < min{λd,2πc(L)} global uniqueness for Eq. (1.4) implies u˜ = ud([η], λ). Hence ρ∗λ([η]) =
Π ◦R∗λ ◦Rλ([φ], λ,u([φ], λ)) = [φ] because R∗λ = (Rλ)−1. Thus we obtain
(4.28)ρ∗λ ◦ ρλ = IdS.
Now define ρ0 :S → S∗ by ρ0([φ]) = [φ]∗H0 . Then ρ0 is a diffeomorphism and has topological degree ≡ 1 mod 2.
Let u = u([φ], λ) and set v = u− u. Then
(4.29)ρλ
([φ])= [φ]∗u‖[φ]∗u‖ =
[φ]∗v
‖[φ]∗v‖ .
Therefore,
(4.30)lim
λ→0+, [φ]∈S
∥∥ρλ([φ])− ρ0([φ])∥∥= lim
λ→0+, [φ]∈S
∥∥∥∥ [φ]
∗v − ‖[φ]∗v‖ [φ]∗0
‖[φ]∗v‖
∥∥∥∥= 0,
since from Theorem 4.2 we have limλ→0+,[φ]∈S v([φ], λ) = 0 in the C0 norm. This shows the family λ ∈ (0, λ) →
ρλ ∈ {maps :S → S∗} can be extended to a continuous homotopy λ ∈ [0, λ) → ρλ. Thus for any 0 < λ < λ, ρλ has
degree ≡ 1 mod 2, and is onto. Injectivity comes from (4.28). We conclude that ρλ is a homeomorphism whose inverse
is ρ−1λ = ρ∗λ . Then ρλ is a diffeomorphism. 
Corollary 4.16. There holds λd min{λ,2πc(L)}.
396 A.C. Gonçalves / Differential Geometry and its Applications 25 (2007) 380–398Proof. Let λ ∈ (0,min{λ,2πc(L)}). The map ρλ is onto, and given [η] ∈ S∗ there is [φ] ∈ S with ρλ([φ]) = [η].
Then Rλ([φ], λ,u([φ], λ)) = ([η], λ, u˜) ∈ S∗λ . This shows that (1.4) has a solution for any [η] ∈ S∗. Therefore, λd 
λ due to Lemma 4.12 and the very definition of λd from Theorem 4.3. Since λ was taken arbitrary we get λd 
min{λ,2πc(L)}. 
Another consequence of Lemma 4.15 is
Corollary 4.17. Let 0 < λ < min{λ,2πc(L)} and [φ] ∈ S. Then the only solution ([φ], λ,u) to Eq. (1.3) is given by
u = u([φ], λ).
Proof. Assume ([φ], λ,u1), ([φ], λ,u2) ∈ Sλ. Then there are [η1], [η2] ∈ S∗ such that
(4.31)Rλ
([φ], λ,uj )= ([ηj ], λ,ud([ηj ], λ)), j = 1,2.
This implies ρ∗λ([ηj ]) = [φ] for j = 1,2. Since λ < min{λ,2πc(L)}, ρ∗λ is injective, thus it must be [η1] = [η2].
Applying R∗λ on both sides of Eq. (4.31) for j = 1,2 we quickly obtain u1 = u2 = u([φ], λ). 
Proofs of Theorems 1.2 and 1.3. Let λm = min{λ,2πc(L)}. Statement (a) of Theorem 1.2 follows immediately from
Corollary 4.17. Statement (b) comes from Lemma 4.12, with [η] = Π∗ ◦Rλ([φλ0 ], λ0, uλ0). Notice that for λ < λ we
can take φλ = φ a constant and uλ = u([φ], λ). Finally, if the hypothesis of Theorem 1.3 are satisfied then SλN = ∅,
hence due to Lemma 3.6 we get S∗λN = ∅. From Lemma 4.12 we have λ[η]  λN for any [η] ∈ S∗. Henceforth S∗λ andSλ are both empty if λN  λ < 2πc(L), which proves Theorem 1.3. 
5. The euclidean sphere
As an application of the previous results we study the case M = S2 ⊂ R3 with the metric g defined by
g
(
(v1, v2, v3), (v
′
1, v
′
2, v
′
3)
)= 1
4π
(v1v
′
1 + v2v′2 + v3v′3),
where (v1, v2, v3) and (v′1, v′2, v′3) ∈ TxS2 ⊂ R3, x ∈ S2. This metric yields |S2| = 1. Let UN = S2 − {(0,0,1)} and
US = S2 − {(0,0,−1)}. The stereographic projections z :UN → C and w :US → C give us holomorphic charts in S2
preserving orientation. The bundle T 1,0S2 is the (1,0) split of the complexified cotangent bundle of S2. Its restrictions
to UN or US are trivialized respectively by dz or dw. Since z(x) = 1w(x) ∀x ∈ UN ∩US , it holds dz = − dww2 .
Holomorphic line bundles L −→ S2 are classified by the (total) Chern class, up to isomorphisms. By straight-
forward computations one can show that dimCH1,0(L) = c(L) − 1 if c(L)  2 and dimCH1,0(L) = 0 otherwise.
Further, putting a metric of constant curvature on L and the euclidean metric on T 1,0(S2) provides us an explicit form
for the term |[φ]|2u. Eq. (1.3) can be written in the coordinate chart z as
(5.1)u+ 2π |a0 + a1z+ · · · + ac(L)−2z
c(L)−2|2
(1 + |z|2)c(L)−2 e
2u − λ = 0,
where a0, a1, . . . , ac(L)−2 are arbitrary complex constants.
Theorem 5.1. (a) Eq. (5.1) has a solution for any 0 < λ< 4π . The solution is unique if λ is small enough.
(b) Equation u+ e2u − λ = 0 admits only the constant solution u(λ) = 12 ln(λ) for any 0 < λ< 4π .
Proof. Recall that λd  4π . Part (a) then follows from Theorem 1.2(a) and the observation that ρ∗λ :S∗ → S is onto
for 0 < λ< λd . Existence in this range is also a direct application of the results on Section 7 of [17].
To prove part (b) notice that the given equation is Eq. (5.1) with c(L) = 2 and a0 = 1√2π . The solution family given
by Theorem 4.2 is u(λ) = ln(√λ), and the linearization of the equation at u(λ) is
(5.2)Lu(h) = h+ 2λh, ∀h ∈ W 1,2(S2).
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and we apply Corollary 4.17 to derive the uniqueness of u(λ). 
Now let [η] ∈ S∗ be arbitrary and 0 → L1 → E → L2 → 0 be an extension representing [η]. It is well known that
any holomorphic vector bundle over S2 splits as sum of line bundles. We let L˜1 and L˜2 be line bundles satisfying
c(L˜1) c(L˜2) and E = L˜1 ⊕ L˜2 holomorphically. Lemma 2.2 yields divE = c(L˜2) < c(L2). Since c(E) = c(L˜1)+
c(L˜2) = c(L1)+ c(L2) one obtains
(5.3)c(L) = c(L2)− c(L1) 2
(
c(L2)− divE
)
.
Hence the integer k in Theorem 4.1 is 2(c(L2)−divE). If c(L) 3 is odd then k  c(L)−1. Therefore λ[η] = 2πk 
2π(c(L)− 1). Taking λN = 2π(c(L)− 1) in Theorem 1.3 we have proven
Theorem 5.2. Let c(L) 3 be odd. Then Eq. (5.1) has no solution for any 2π(c(L)− 1) λ < 2πc(L).
Let c(L) = 3 and f :S2 → R be given by f (z) = 2π |a0+a1z|21+|z|2 . Then Eq. (5.1) turns into Eq. (1.1). The latter, with
λ = 4π , is the equation of the prescribed curvature problem on S2 for metrics pointwise conformal to the euclidean
metric (see [17]). The prescribed curvature is then f4π . Non-existence of solutions in the range 4π  λ < 6π yields
Corollary 5.3. There is no Riemannian metric on S2 that is pointwise conformal to the euclidean metric and whose
Gaussian curvature equals z → |a0+a1z|21+|z|2 , for any choice of a0, a1 ∈ C.
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