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Abstract
This paper expands on the work of Douglas Costa and Gordon Keller. Costa and Keller used a structure
called the commutator subgroup to find the normal subgroups of special linear groups and symplectic
groups. It is often difficult to determine which matrices are in the commutator subgroup. They create a
homomorphism on the special linear group which provides us with a formula on the entries of a matrix in
that group in order to tell us whether or not a matrix is in the commutator subgroup. This information is
not only useful in finding normal subgroups, but in studying power residue symbols. This paper creates a
homomorphism on the symplectic group Sp(2,M2(A)) for a commutative ring A that provides us with a
formula on the entries of an element of that group which tells us whether or not the matrix is in the commutator
subgroup. This homomorphism is also extended to one on Ep(2,M2(A), S) (the elementary group generated
by elementaries whose off daigonal entries come from S) for S a particular kind of ideal and Jordan ideal.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In [1], Costa and Keller analyze the normal subgroups of SL(2, A) for a commutative ring
A. Then, in [2], they use similar techniques to find the normal subgroups of symplectic groups
Sp(2,Mn(A)), in particular the normal subgroups of Sp(2,M2(A)). An important structure that
arises in these papers is the commutator subgroup C(S) = [E(2, A),E(2, A, S)] for a subset S
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of A or C(S) = [Ep(2,M2(A)), Ep(2,M2(A), S)] for S a subset of M2(A). It is often useful to
know and difficult to determine exactly what C(S) looks like.
In [3], Costa and Keller create a homomorphism on SL(2, A), forA a SR2-ring, which provides
us with a formula on the entries of a matrix in SL(2, A) in order to tell us whether or not that matrix
is in the commutator subgroup. They then extend this homomorphism to one on SL(2, A, I ), on
SL(2, A, J ), and on SL(2, A,Rx) for I an ideal, J a Jordan ideal, and Rx a radix of A. The
ability to detect the commutator subgroup using these homomorphisms is quite useful. The rest
of [3] is spent using the formula they developed to study power residue symbols.
The goal of this paper is to create a homomorphism on Sp(2,M2(A)) (or Ep(2,M2(A))) that
would provide us with a formula on the entries of an element of Ep(2,M2(A)) which will tell us
whether or not that matrix is in the commutator subgroup. Then the homomorphism is extended
to one on Ep(2,M2(A), S) and on Ep(2,M2(A),J) for S a particular kind of ideal of M2(A)
andJ a particular type of Jordan ideal of M2(A).
Throughout this work, A will denote a commutative ring, I will be an ideal of A, and J
will be a Jordan ideal of A. In addition, [X, Y ] is the group generated by the commutators
[x, y] = x−1y−1xy for x ∈ X, y ∈ Y .
2. Background
We begin by defining the symplectic group.
Definition 1. For U a unital associative ring with involution,
Sp(2, U) =
{[
a b
c d
]
∈ M2(U)
∣∣∣∣
[
a b
c d
] [
d¯ −b¯
−c¯ a¯
]
=
[
d¯ −b¯
−c¯ a¯
] [
a b
c d
]
=
[
1 0
0 1
]}
.
From this definition, we get a list of symplectic relations that must hold for any matrix in
Sp(2, U)
ad¯ − bc¯ = 1, (1)
d¯a − b¯c = 1, (2)
da¯ − cb¯ = 1, (3)
a¯d − c¯b = 1, (4)
ab¯ = ba¯, (5)
cd¯ = dc¯, (6)
d¯b = b¯d, (7)
c¯a = a¯c. (8)
Throughout this work, we focus on symplectic groups with U = M2(A), transpose as the invo-
lution on U , and A a commutative ring. In this case, Sp(2,M2(A)) is the classical group Sp(4, A).
We denote the set of hermitian elements of U by H(U). In particular, if U = M2(A), then
H(U) = H2(A) = {2 × 2 symmetric matrices with entries in A}.
We begin by defining elementary matrices in Sp(2, U). The elementary group, Ep(2, U), is
the subgroup of Sp(2, U) generated by the elementary matrices Eij (H(U)), i /= j . Given an
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elementary matrix inSp(2, U), our symplectic relations along with the fact that a = d = 1 implies
that the off diagonal entry must be hermitian. In fact, Eij (x) ∈ Sp(2, U) if and only if x = x¯ ∈
H(U).
Definition 2. For a ∈ H(U) define
C (a) =
[
1 0
a 1
] [
1 a
0 1
]
=
[
1 a
a 1 + a2
]
.
Notice that C(a) ∈ Ep(2, U) since it is a product of elementary matrices.
Definition 3. For S a subset of the hermitian elements of U , the commutator subgroup, C(S), is
defined to be the normal subgroup generated by C(s) for every s ∈ S.
Now we want to look at the commutator subgroup C(S) for S a subset of H(U) in another
way.
Definition 4. IfS ⊂ H(U),Ep(2, U, S) is the normal subgroup ofEp(2, U)generated byEij (s),
i /= j , s ∈ S.
Then the commutator subgroup could also be defined as
C(S) = [Ep(2, U), Ep(2, U, S)].
Keller and Costa prove that these two definitions of C(S) (for S a subset of H(U)) are equivalent
in Theorem 1.1.1 of [1, p. 162]. It will be helpful to be able to think of the commutator subgroup
in both ways. Notice also that we define C(S) for any subset S of H(U), that is S does not need
to be an additive subgroup. We also learn from Theorem 1.1.2 of [1, p. 162] that if S is any subset
of H(U) then C(S) = C(S+) where S+ is the additive subgroup of H(U) generated by S.
3. The Z2 case
We begin by detecting the commutator subgroup for Sp(2, U) when U = M2(A) for A = Z2
(the ring of two elements). We will do this by finding the commutator subgroup as the kernel of
a homomorphism. Before we begin, there are a few things to note about Sp(2,M2(Z2)). By [4,
p. 70], it is known that
|Sp(2,M2(Z2))| = 720, (9)
since Sp(2,M2(Z2))  Sp(4, 2)  S6.
The symplectic group can also be thought of as the set of all symplectic transformations of a
vector space of even (nonzero) dimension over a field. When looking at the symplectic group in
this way, we know from [5, p. 23] that the symplectic group is generated by what are called the
symplectic transvections. This means that Sp(2,M2(Z2)) is generated by {τu,a} where
τu,a(x) = x + aB(x, u)u,
where B is the associated bilinear form on the vector space V of dimension 4 over GF2 (the
field of two elements), a is a scalar, and u is a vector. By [6, p. 23], we know that the elementary
symplectic matrices correspond to transvections for the form τei ,a where {ei} is a basis for V .
Looking at the group generated by these elementary transvections, by conjugation, we can get
any symplectic transvection as a product of elementary transvections. Thus,
Sp(2,M2(Z2)) = Ep(2,M2(Z2)).
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Also, since the commutator subgroup of S6 is A6, we note that
|C(H2(Z2))| = 360. (10)
3.1. Defining the homomorphism
First we define some subgroups of M2(Z2) which are of importance. The subgroup GL2(Z2)
of invertible matrices of M2(Z2) will be useful. Also of importance are the groups
SG3 =
{[
1 0
0 1
]
,
[
0 1
1 1
]
,
[
1 1
1 0
]}
and
P =
{[
0 0
0 0
]}
∪ SG3.
Notice that P is an additive subgroup of H2(Z2). We will often be looking at H2(Z2)/P . Since
H2(Z2) =
{[
a b
b c
]∣∣∣ a, b, c ∈ Z2}, we can easily see that |H2(Z2)| = 8, P has index 2, and
H2(Z2)/P  Z2.
We begin by defining the function F(X). We will start by defining F for an arbitrary commu-
tative ring A, then look again at the case where A = Z2. Given
X =
[
x11 x12
x21 x22
]
∈ M2(A) and ω =
[
0 1
1 0
]
,
define
F(X) =
⎧⎨
⎩
[
0 0
0 0
]
for X not invertible,
X + X + (x11 + x22 + x12x21)ω for X invertible.
Notice that F(X) is always a symmetric matrix. Let us look closer at the function F in the case
where A = Z2. Then
X + X + (x11 + x22 + x12x21)ω = (x11 + x22 + x12 + x21 + x12x21)ω.
Thus, if X ∈ M2(Z2), we have
F(X) =
⎧⎨
⎩
[
0 0
0 0
]
for X not invertible or X ∈ SG3,
ω for X invertible and X /∈ SG3.
For u, v ∈ SG3, we then have
F(X) = F(uXv). (11)
Let G =
[
a b
c d
]
∈ Ep(2,M2(Z2)). Define the map ϕ on Ep(2,M2(Z2)) into M2(Z2)/P by
ϕ(G)= det(a)(F (a) + a¯c) + ab¯ + (1 + det(a))
× [F(b + (1 + det(b))aE21(1)) + b¯d + (1 + det(b))
× (ω + a¯c + E12(1)a¯d + d¯aE21(1))] + P.
M.M. Hoover / Linear Algebra and its Applications 423 (2007) 305–323 309
Looking at each term in our map, and using our symplectic relations (5), (7), and (8), we can
see that ϕ actually maps into H2(Z2)/P . Noting also that ϕ(E12(x)) = x + P , we see that ϕ
maps onto H2(Z2)/P . We will now prove that ϕ is a homomorphism by determining when
ϕ(G) = 0 + P . In order to do this, we will use case considerations depending on a. While there
are 16 possibilities for a, we can reduce the number of cases that we need to examine.
3.2. Showing that the map is invariant
In order to reduce the number of cases we have to consider, we will begin by showing that our
map ϕ is invariant under multiplication by scalar matrices of the form[
u 0
0 u¯−1
]
=
[
u 0
0 u−1
]
for u ∈ SG3. That is, we want to show that
ϕ
([
u 0
0 u−1
] [
a b
c d
] [
v 0
0 v−1
])
= ϕ
([
uav ubv−1
u−1cv u−1dv−1
])
= ϕ
([
a b
c d
])
for u, v ∈ SG3. We will show that ϕ is invariant term by term.
Lemma 5. For u ∈ SG3 and x ∈ H2(Z2), uxu and x are congruent mod P.
Proof. Note that uxu ∈ H2(Z2) since u¯ = u for all u ∈ SG3. Since H2(Z2)/P  Z2, it suffices
to show that x ∈ P ⇐⇒ uxu ∈ P . This is clearly true if x = 0. If x /= 0 then x ∈ P ⇐⇒ x ∈
SG3 ⇐⇒ uxu ∈ SG3 ⇐⇒ uxu ∈ P . 
Theorem 6. The map ϕ is invariant, i.e.
ϕ
([
uav ubv−1
u−1cv u−1dv−1
])
= ϕ
([
a b
c d
])
for u, v ∈ SG3.
Proof. We will show that the map ϕ is invariant term by term reading each term mod P .
det(a)F (a): We note that det(a)F (a) = det(uav)F (uav) by (11).
det a(a¯c): Using Lemma 5, we see that
det(uav)(uavu−1cv)= det(a)(va¯uu−1cv) = det(a)(va¯cv)
≡ det(a)(a¯c).
ab¯: Again, using Lemma 5, we see that
uav(ubv−1) = uavv−1b¯u = uab¯u ≡ ab¯.
(1 + det a)b¯d: Again, using Lemma 5, we see that
(1 + det(uav))ubv−1u−1dv−1 = (1 + det(a))v−1b¯uu−1dv−1
= (1 + det(a))v−1b¯dv−1
≡ (1 + det(a))b¯d.
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(1 + det a)(1 + det b)(ω + a¯c): Again, using Lemma 5, we see that
(1 + det(uav))(1 + det(ubv−1))(ω + uavu¯−1cv)
= (1 + det(a))(1 + det(b))(ω + va¯uu−1cv)
≡ (1 + det(a))(1 + det(b))(ω + a¯c).
(1 + det a)F (b + (1 + det b)aE21(1)): This result is trivial if det(a) = 1 and already shown
if det(b) = 1 by (11). Assume then that det(a) = det(b) = 0. First we want to show that the term
b + aE21(1) is invertible. Since
[a, b]
[
d¯
−c¯
]
= I,
by (1), the rank of [a, b] = 2. But det(a) = det(b) = 0 implies that rank(a)  1 and rank(b)  1.
Thus
rank(a) = rank(b) = 1
and we can find a basis x, y of
(
Z2
Z2
)
such that a = [a1, a2] = [0, x], [x, 0], or [x, x] while b =
[b1, b2] = [0, y], [y, 0], or [y, y]. On the surface, it seems like there are nine possibilities for
the pair {a, b}. But we will show that the pairs {[0, x], [y, y]}, {[0, x], [0, y]}, {[x, 0], [y, 0]},
{[x, 0], [y, y]}, {[x, x], [0, y]}, and {[x, x], [y, 0]} are not possible. In each of these cases, ab¯ =
xyt . We can find a z with x · z = 1 and y · z = 0. Thus, xytz = 0 and yxtz = y so that ab¯ = xyt
is not symmetric, contradicting (5). For the remaining pairs,
b + aE21(1) = [b1 + a1 + a2, b2 + a2]
will be [y + x, x], [x, y], or [y, y + x], all of which are invertible. Thus,
b + aE21(1) is invertible for matrices with det(a) = det(b) = 0. (12)
Now, by (11), we need only to show that b + aE21(1) ∈ SG3 ⇐⇒ ubv−1 + uavE21(1) ∈ SG3.
Observe that v has order 3 and E21(1) has order 2 in GL2(Z2)  S3 so that
E21(1)vE21(1) = v−1. (13)
Thus,
ubv−1 + uavE21(1) = ubv−1 + uaE21(1)v−1 = u[b + aE21(1)]v−1
and b + aE21(1) ∈ SG3 ⇐⇒ ubv−1 + uavE21(1) ∈ SG3.
(1 + det a)(1 + det b)[E12(1)a¯d + d¯aE21(1)]: We may assume in this case that det(a) =
det(b) = 0. Notice that if E12(1)a¯d is symmetric, then
E12(1)a¯d + d¯aE21(1) ≡
[
0 0
0 0
]
and if E12(1)a¯d is not symmetric, then
E12(1)a¯d + d¯aE21(1) ≡
[
0 1
1 0
]
.
M.M. Hoover / Linear Algebra and its Applications 423 (2007) 305–323 311
We want to show that E12(1)a¯d + d¯aE21(1) is congruent to the same matrix as
E12(1)uavu−1dv−1 + u−1dv−1uavE21(1) = E12(1)va¯dv−1 + v−1d¯avE21(1)mod P.
Using (13) and Lemma 5, we have
E12(1)va¯dv−1 + v−1d¯avE21(1)= v−1E12(1)a¯dv−1 + v−1d¯aE21(1)v−1
= v−1[E12(1)a¯d + d¯aE21(1)]v−1
≡ E12(1)a¯d + d¯aE21(1).
This concludes each of our cases. 
3.3. Showing that the homomorphism works
We now want to show that ϕ is a homomorphism, again by looking at different values of a.
First, we will prove a few lemmas that will assist us.
Lemma 7. If x ∈ M2(Z2) then ωx¯ω = adjoint(x). If x ∈ GL2(Z2) then ωx¯ω = x−1 and
x¯wx = w.
Proof. First, notice that
ωx¯ω =
[
0 1
1 0
] [
x1 x2
x3 x4
] [
0 1
1 0
]
=
[
0 1
1 0
] [
x1 x3
x2 x4
] [
0 1
1 0
]
=
[
x4 x2
x3 x1
]
= adjoint(x).
If x ∈ GL2(Z2) then det(x) = 1 and x−1 = 1det(x)adjoint(x). Thus ωx¯ω = x−1 and
x¯wx = w. 
Lemma 8. If h ∈ H2(Z2) and g ∈ GL2(Z2) then h ≡ g¯hg mod P.
Proof. Since the invertible h’s span H2(Z2), it suffices to assume that h is invertible, i.e., h ∈ SG3
or h = ω. Thus, g¯hg ∈ SG3 or g¯hg = ω. If h ∈ SG3 then g¯hg ∈ SG3 and h ≡ g¯hg mod P . If
h = ω then g¯ωg = ω by Lemma 7 and h = g¯hg. 
Lemma 9. E12(Y ) ∈ C(H2(Zn2)) ⇔ Y ∈ Pn.
Proof. First we want to show that for any q ∈ H2(Z2), we have E12(q) ∈ C(H2(Z2)) ⇔ q ∈ P .
To do this, first we want to show that ifu is invertible such thatu = h1h2 · · ·hk , wherehi ∈ H2(Z2)
then [
u 0
0 u¯−1
]
∈ Ep(2,M2(Z2)).
We can conclude that this is true by noticing that
312 M.M. Hoover / Linear Algebra and its Applications 423 (2007) 305–323
[
u 0
0 u−1
]
=
[
0 u
u−1 0
] [
0 I
I 0
]
=
([
I u
0 I
] [
I 0
u−1 I
] [
I u
0 I
])([
I I
0 I
] [
I 0
I I
] [
I I
0 I
])
. (14)
and if a = h1h2 · · ·hk is invertible with hi ∈ H2(A), then a¯−1 = h−11 h−12 · · ·h−1k so[
a 0
0 a¯−1
]
=
[
h1 0
0 h−11
]
· · ·
[
hk 0
0 h−1k
]
∈ Ep(2,M2(A)).
Now, given t ∈ H2(Z2) we can use the fact that[[
u−1 0
0 u¯
]
, E12(t)
]
= E12(t − utu¯) ∈ C(H2(Z2))
(by Theorem 1.3 of [2]) to write E12(q) as E12(t − utu¯) ∈ C(H2(Z2)) for each q ∈ P . With the
right choice for a, c ∈ Z2, we can use
t =
[
a 0
0 c
]
, u =
[
0 1
1 1
]
so that
E12(t − utu¯) = E12
([
a + c c
c a
])
for each q ∈ P . If E12(q) ∈ C(H2(Z2)) for any q /∈ P then E12(q) ∈ C(H2(Z2)) for all q /∈ P ,
since H2(Z2)/P  Z2. Then
Ep(2,M2(Z2),H2(Z2)) = Ep(2,M2(Z2)) ⊆ C(H2(Z2))
or
Ep(2,M2(Z2)) = C(H2(Z2)).
But we know from (9) and (10) that |Ep(2,M2(Z2))| = 720, while |C(H2(Z2))| = 360. Thus
E12(q) /∈ C(H2(Z2)) for q /∈ P .
Now we prove the lemma. First notice that
Sp(2,M2(Zn2))  (Sp(2,M2(Z2)))n
and
C(H2(Z
n
2))  (C(H2(Z2)))n
as groups. Thus E12(Y ) ∈ C(H2(Zn2)) ⇐⇒ E12(Yi) ∈ (C(H2(Z2)))ni for each component i ⇔
Yi ∈ P for each i (by the case above) ⇔ Y ∈ Pn. 
Lemma 10. If G = ∏nk=1 Eikjk (hk) where hk ∈ H2(Z2) and ik /= jk then G ∈ C(H2(Z2)) if
and only if ∑nk=1 hk ∈ P.
Proof. First, notice that E21(h) ≡ E12(h)mod C(H2(Z2)) since
E21(h)(E12(h))
−1 = E21(h)E12(h) = C(h).
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Thus,
G ≡ E12
(
n∑
k=1
hk
)
mod C(H2(Z2))
and G ∈ C(H2(Z2)) if and only if ∑nk=1 hk ∈ P by Lemma 9. 
Lemma 11. If u ∈ SG3 then the matrix
[
u 0
0 u¯−1
]
∈ C(H2(Z2)).
Proof. Since u is symmetric, recall that we can write[
u 0
0 u−1
]
=
[
0 u
u−1 0
] [
0 I
I 0
]
=
([
I u
0 I
] [
I 0
u−1 I
] [
I u
0 I
])([
I I
0 I
] [
I 0
I I
] [
I I
0 I
])
. (15)
We can then conclude that[
u 0
0 u−1
]
∈ C(H2(Z2)) ⇔ u + u−1 + u + I + I + I ∈ P ⇔ u ∈ SG3
by Lemma 10. 
Lemma 12. For
a =
[
0 0
0 0
]
,
[
1 0
0 1
]
,
[
0 1
1 0
]
,
[
1 0
0 0
]
the values uav range over all of M2(Z2) for u, v ∈ SG3.
Proof. If
a =
[
0 0
0 0
]
,
then
uav =
[
0 0
0 0
]
.
If
a =
[
1 0
0 1
]
,
then uav ∈ SG3 and uav ranges over all of SG3. If
a =
[
0 1
1 0
]
,
then uav ∈ GL2(Z2) but uav /∈ SG3 and uav ranges over the rest of the invertible matrices, not
in SG3. If
a =
[
1 0
0 0
]
,
then by computation we can see that uav ranges over the rest of M2(Z2). 
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Theorem 13. The map ϕ : Ep(2,M2(Z2)) → H2(Z2)/P is a homomorphism.
Proof. Since C(H2(Z2)) has index 2 in Ep(2,M2(Z2)) (by (10)) and
H2 (Z2) /P  Z2,
if we can show ϕ−1(0) = C(H2(Z2)), then ϕ will be a homomorphism. By Lemma 12 and
Theorem 6, we only need to look at matrices with
a =
[
0 0
0 0
]
,
[
1 0
0 1
]
,
[
0 1
1 0
]
,
[
1 0
0 0
]
.
We will consider each case separately. In each case, we attempt to write G as a product of
elementary matrices and use Lemma 10.
Case 1: Suppose
a =
[
0 0
0 0
]
.
Then ϕ(G) = F(b) + b¯d + P . By (1) we know that b is invertible with c = b¯−1.
• Suppose b is symmetric. Then either b ∈ SG3 or b = ω and
G =
[
0 b
b−1 d
]
= E21(b−1 + db−1)E12(b)E21(b−1).
To determine when[
0 b
b−1 d
]
will map to 0 we will look at
E21(b
−1 + db−1)E12(b)E21(b−1).
By Lemma 10, we want to show that
b−1 + db−1 + b + b−1 ≡ F(b) + bd mod P.
Since b ∈ SG3 or b = ω, this reduces to showing
b−1 + db−1 ≡ F(b) + bd mod P.
Note b−1 ≡ F(b)mod P since b = ω ⇒ b−1 = ω = F(b) and b ∈ SG3 ⇒ b−1 ∈ SG3 and
F(b) = 0. Also,
db−1 = b−1(bd)b−1 ≡ bd mod P
by Lemma 8.
• Suppose that b is invertible, but not symmetric, i.e. b = E12(1) or E21(1). Then c = ωbω and[
0 b
ωbω d
]
= E21(ω + db)
[
bω 0
0 (bω)−1
]
E12(ω)E21(ω).
By Lemmas 10 and 11, we want to show that
ω + db + bω + ω + ω ≡ F(b) + b¯d mod P.
M.M. Hoover / Linear Algebra and its Applications 423 (2007) 305–323 315
Since b = E12(1) or E21(1), we can note that F(b) = ω and bω ∈ SG3. Thus, we are reduced
to showing that db ≡ b¯d mod P . Since b2 = 1, we have
b¯d = b¯(db)b ≡ db mod P
by Lemma 8.
Case 2: Suppose a = I . Then ϕ(G) = c + b¯ + P . In this case, our symplectic relations tell us
that c¯ = c, b¯ = b, and d = cb + I , so we can write[
I b
c d
]
= E21(c)E12(b).
By Lemma 10 we have c + b¯ ∈ P ⇔ G ∈ C(H2(Z2)).
Case 3: Suppose a = ω. Then ϕ(G) = ω[I + c + b¯] + P . By (8) and (4), we have c¯ = ωcω
and ωd + ωcωb = I so d + cωb = ω. Thus,[
ω b
c d
]
=
[
ω ω
c c + ω
]
E12(I + ωb)
=
[
I ω
ω + cω + I c + ω
]
E21(I + ω)E12(I + ωb).
By Case 2 and Lemma 10, G ∈ C(H2(Z2)) if and only if
x = (ω + cω + I ) + ω¯ + (I + ω) + (I + ωb) ∈ P.
But by (5) and Lemma 7
x = cω + ω + I + ωb
= cω + ω + I + b¯ω
= ω(ω(c + I + b¯))ω + I
≡ ω(I + c + b¯)modP.
Case 4: Suppose
a = e1 =
[
1 0
0 0
]
.
Then
ϕ(G)= e1b¯ + F(b + (1 + det(b))e1E21(1)) + b¯d
+ (1 + det(b))[ω + e1c + E12(1)e1d + d¯e1E21(1)] + P.
From (5) and (8), we can deduce that
b =
[
b1 b2
0 b4
]
and c =
[
c1 0
c3 c4
]
.
Notice also that
e2 =
[
0 0
0 1
]
= I + e1,
which implies that e1 ≡ e2 mod P .
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• Suppose b is invertible. Since b3 = 0, we know b = I or E12(1). If b = I then[
e1 I
c d
]
≡
[
I I
c + de2 d
]
E21(e2),
where ϕ(G) = e1I + F(I) + Id + P = e1 + d + P , again using Lemma 10 on the left side
of the equation. Using Case 2 and (3),
(c + de2) + I + e2 + P = (I + de1) + de2 + I + e2 + P
= d + e2 + P ≡ d + e1 + P = ϕ(G).
If b = E12(1) then be1 = e1 and[
e1 b
c d
]
=
[
0 b
c + de1 d
]
E21(e1).
From Case 1, F(b) + b¯d + e1 + P = F(b) + b¯d + be1 + P = F(b) + b¯d + e1b¯ + P =
ϕ(G).
• Suppose that b is not invertible. We know from (12) that b + e1 is invertible. Notice that[
e1 b
c d
]
=
[
e1 + b b
c + d d
]
E21(I ).
From Cases 2 and 3, we know we need to examine
ϕ
([
e1 b
c d
])
= e1b¯ + F (b + e1) + b¯d + ω + e1c
+ E12(1)e1d + d¯e1E21(1) + P
and
ϕ
([
e1 + b b
c + d d
])
= F(e1 + b) + (e1 + b¯)(c + d) + (e1 + b)b¯ + P.
This reduces to comparing b¯c + bb¯ and ω + de1 mod P . Since b3 = 0, e1 + b is invertible,
and b is not invertible, we can deduce that
b =
[
0 b2
0 1
]
.
Thus, bb¯ =
[
b2 b2
b2 1
]
≡ ω. Also, by (2), b¯c ≡ de1. This concludes all the cases. 
Therefore, we have shown that the map
ϕ : Ep(2,M2(Z2)) → H2(Z2)/P
is a homomorphism with ker(ϕ) = C(H2(Z2)).
4. Setup for the general case
If M is a maximal ideal with A/M  Z2 = GF2, let λM : A → Z2 be the corresponding
homomorphism. This induces a homomorphism
λ˜M : M2(A) → M2(Z2),
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as well as homomorphisms
Sp(2,M2(A)) → Sp(2,M2(Z2)),
H2(A) → H2(Z2), and
λˆM : H2(A)/H → H2(Z2)/P,
where H = ∩Mλ˜−1M (P ). We can think of H as the set of all matrices which are congruent to an
element of P when read mod any maximal ideal with residue class field GF2. Define the map
fˆ : Sp(2,M2(A)) → H2(A)/H by
fˆ (G)= det(a)(F (a) + a¯c) + ab¯
+ (1 + det(a))[F(b + (1 + det(b))aE21(1)) + b¯d
+ (1 + det(b))(ω + a¯c + E12(1)a¯d + d¯aE21(1))
]+ H
as before. Again, we can see that ϕ maps onto H2(A)/H by looking at our symplectic relations
and noting that fˆ (E12(x)) = x + H . Then we have maps fˆ and ϕ such that
Sp(2,M2(A))
fˆ→ H2(A)/H
↓λM ↓λˆM
Sp(2,M2(Z2))
ϕ→ H2(Z2)/P
is commutative.
Claim 14. The map fˆ : Sp(2,M2(A)) → H2(A)/H is an invariant homomorphism.
Proof. First we show that fˆ is a homomorphism. Let X, Y ∈ Sp(2,M2(A)) and X, Y ,Z be the
images of X, Y,Z after being read mod any maximal ideal M with residue class field GF2. Since
ϕ is a homomorphism,
ϕ(XY) = ϕ(X) + ϕ(Y ).
Thus
fˆ (XY ) = fˆ (X) + fˆ (Y ) + fˆ (Z),
where Z ∈ ker(ϕ). If Z ∈ ker(ϕ), then that means that ϕ(Z) is in P , or fˆ (Z) read mod M must
be in P . Therefore, by definition of H , fˆ (Z) ∈ H . Thus
fˆ (XY ) = fˆ (X) + fˆ (Y ).
To show that fˆ is invariant, we need to show that fˆ (e) = fˆ (geg−1) for g, e ∈ Sp(2,M2(A)).
Since fˆ is a homomorphism into an abelian group, we know that fˆ (geg−1) = fˆ (e). 
Proposition 15. Let S be an additive subgroup of H2(A). Then
Ep(2,M2(A), S)/C(S)  S/N,
where N = {n ∈ S|E12(n) ∈ C(S)}.
Proof. By Theorem 1.3 of [2] we know if X ∈ Ep(2,M2(A)) and y ∈ S we have
X−1E12(y)XE12(−y) ∈ C(S). Thus E12(y)X ≡ E12(y)mod C(S). Notice that since
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[
0 I
I 0
]
E12(y)
[
0 I
I 0
]
= E21(y),
Ep(2,M2(A), S) is generated by E12(y)X for y ∈ S and X ∈ Ep(2,M2(A)). This gives us
Ep(2,M2(A), S) = E12(S)C(S). Thus
Ep(2,M2(A), S)/C(S)= E12(S)C(S)/C(S)
 E12(S)/C(S) ∩ E12(S)  S/N. 
For the rest of this work,S will denote an additive subgroup ofH2(A) andN = {n ∈ S|E12(n) ∈
C(S)}. Define H ′ = S ∩ H . Look at the restriction
fˆ |Ep(2,M2(A),S) : Ep(2,M2(A), S) → (S + H)/H,
which is also an invariant homomorphism. Since fˆ (E12(Y )) = Y + H , fˆ induces a surjective
homomorphism
ψ : Ep(2,M2(A), S) → S/H ′.
In order to find the kernel of this homomorphism, the crucial detail is going to be proving that
H ′ = N .
5. Which elementaries are in the C group
From Proposition 15 we know that Ep(2,M2(A), S)/C(S)  S/N . Since we want to find
C(S) as the kernel of a map on Ep(2,M2(A), S), the next step is to find N , or to find the
elementary matrices in C(S).
5.1. The ideal case
We begin by defining the “Booleanizing” ideal, vn2(I ), discussed in [1], a special case of the
von Neumannizing ideal mentioned in [1]. For I an ideal of A,
vn2(I ) =
∑
x∈I
(x2 − x)A.
Let S ⊆ H2(A) be an ideal of M2(A). By [2, p. 102], we know that we can write S as H2(I ) for
an ideal I of A. From [3, p. 55], for any ideal I of A, vn2(I ) = I ∩ vn2(A). Notice then that we
always have
Ivn2(A) ⊂ I ∩ vn2(A) = vn2(I ).
In addition, we will assume that Ivn2(A) = vn2(I ).
Lemma 16. Let S be an ideal of M2(A) such that S = H2(I ) for I an ideal of A with Ivn2(A) =
vn2(I ). Then H ′ = N.
Proof. To show that H ′ ⊆ N , we need to show that[
e f
f g
]
∈ H ′
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implies
E12
([
e f
f g
])
∈ C(H2(I )).
We start by showing thatH2(vn2(I )) ⊆ N , i.e., that ifH ∈ H2(vn2(I )) thenE12(H) ∈ C(H2(I )).
If h ∈ H2(A) is invertible then, by (15), Ep(2,M2(A)) contains[
h 0
0 h−1
]
.
Recall from the proof of Lemma 9 that if a = h1h2 · · ·hk is invertible with hi ∈ H2(A), then[
a 0
0 a¯−1
]
∈ Ep(2,M2(A)).
For t ∈ H2(I ) and a as above[[
a−1 0
0 a¯
]
, E12(t)
]
= E12(t − ata¯) ∈ C(H2(I ))
by Theorem 1.3 of [2].
Since E12(t1)E12(t2) = E12(t1 + t2), it suffices to show that the additive group K generated
by all t − ata¯ contains all symmetric matrices with entries from (x2 − x)A, for x ∈ I to show
that H2(vn2(I )) ⊆ K . Actually, since H2(Ivn2(A)) = H2(vn2(I )), we just need to show that K
contains all symmetric matrices with entries of the form (y2 − y)I for y ∈ A. If y ∈ A, we can
take
t =
[−x 0
0 0
]
and a = E21(y) =
[
0 1
1 0
] [
y 1
1 0
]
to get
t − ata¯ =
[
0 xy
xy xy2
]
∈ K.
Replacing y by 1 and x by xy then xy2 shows[
0 xy
xy xy
]
,
[
0 xy2
xy2 xy2
]
∈ K.
Thus, taking differences, we see[
0 0
0 x(y2 − y)
]
,
[
0 x(y2 − y)
x(y2 − y) 0
]
∈ K.
Reversing the roles of the indices we also get[
x
(
y2 − y) 0
0 0
]
∈ K.
Therefore H2(Ivn2(A)) = H2(vn2(I )) ⊆ K ⊆ N .
Notice also that for g, f ∈ A and letting
t =
[
g 0
0 −f
]
and a =
[
0 1
1 1
]
,
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we have
t − ata¯ =
[
f + g f
f −g
]
=
[
g 0
0 −g
]
+
[
f f
f 0
]
.
Thus
A
[
1 0
0 −1
]
+ A
[
1 1
1 0
]
+ H2(vn2(I )) ⊆ K.
Now we return to[
e f
f g
]
∈ H ′.
If [
e f
f g
]
= −g
[
1 0
0 −1
]
+ f
[
1 1
1 0
]
+ (g − f + e)
[
1 0
0 0
]
can be expressed in this form, with
(g − f + e)
[
1 0
0 0
]
∈ H2(vn2(I )),
then we will have shown that
E12
([
e f
f g
])
∈ C(H2(I ))
and H ′ ⊆ N . The issue is now reduced to showing that g − f + e ∈ vn2(I ).
Let M be a maximal ideal of A with residue class field GF2. Since[
e f
f g
]
∈ H ′,
we know some information about e from f and g. For instance, if f ≡ g ≡ 0 mod M (and thus
f + g ≡ 0 mod M) then we know that e ≡ 0 mod M . Similarly, f ≡ g ≡ 1 mod M implies that
e ≡ f + g ≡ 0 mod M , while g ≡ 0 mod M with f ≡ 1 mod M implies e ≡ f + g ≡ 1 mod M
and g ≡ 1 mod M with f ≡ 0 mod M implies e ≡ f + g ≡ 1 mod M . So, e ≡ f + g mod M for
every M . Thus f + g − e ∈ M for every M . Since
vn2(A) = ∩{M|M is a maximal ideal of A with residue class field GF2},
by [3, p. 55], f + g − e ∈ vn2(A). Also by [3, p. 55], vn2(I ) = I ∩ vn2(A) implies that f + g −
e ∈ vn2(I ) as desired (recall that
[
e f
f g
]
∈ H2(I )).
To show that H ′ ⊇ N , we need to show that if E12(n) ∈ C(H2(I )) then read mod M,n ∈ P .
But when E12(n) is read mod M we are left with an elementary in Ep(2,M2(Z2)). We know
from Lemma 9 that E12(n)mod M is in C(H2(I )) precisely when n ∈ H ′. 
5.2. The Jordan ideal case
LetJ be a Jordan ideal of M2(A). In [2], Costa and Keller describe Jordan ideals of this form.
We define the following structures as in [2]. Let Q = ord(J) = the ideal generated by the entries
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of the matrices in J. Let J be the set of diagonal entries of matrices in J. Let Q2 be the ideal
generated by the squares and doubles of elements of Q. After defining these structures, Costa and
Keller prove that
1. J = {X = [xij ]|xii ∈ J for all i and xij ∈ Q for all i, j}.
2. J is a Jordan ideal of A.
3. Q2 ⊆ J ⊆ Q.
We will require the assumption that Q2 = 0.
Lemma 17. Let S ⊆ H2(A) be a Jordan ideal of M2(A) such that Q2 = 0. Then H ′ = N .
Proof. We first note that, since Q2 = 0, q ∈ Q ⇒ q ∈ M for every M a maximal ideal with
residue class field GF2. Thus H ′ = J ∩ H = J.
To show that H ′ ⊆ N , it suffices to show that
E12
([
j 0
0 0
])
, E12
([
0 q
q 0
])
, E12
([
0 0
0 j
])
∈ C(J)
for j ∈ J and q ∈ Q (from comment 1 above). To show this, we want to look at the value
w =
[
E12(x)
E21(y), E12(z)
]
.
If x ∈ J and y, z ∈ H2(A) then w ∈ C(J) by Theorem 1.3 of [2]. Now, if
x =
[
0 q
q 0
]
,
then any term with 2 factors of x will be 0 since Q2 = 0. By choosing
y =
[
1 1
1 1
]
and z =
[
1 0
0 0
]
we get
w = E12
([
0 q
q 0
])
∈ C(J).
Again by Theorem 1.3 of [2], we have[[
u−1 0
0 u¯
]
, E12(t)
]
= E12(t − utu¯) ∈ C(J)
for t ∈ J. Using this formula with
t =
[−j 0
0 0
]
and u = E21(1),
we have
E12
([
0 j
j j
])
∈ C(J).
Thus,
E12
([
0 −j
−j 0
])
E12
([
0 j
j j
])
= E12
([
0 0
0 j
])
∈ C(J).
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Similarly, we can get
E12
([
j 0
0 0
])
∈ C(J).
To show that H ′ ⊇ N , we need to show that if E12(n) ∈ C(J) then read mod M,n ∈ P . But
when E12(n) is read mod M we are left with an elementary in Ep(2,M2(Z2)). We know from
Lemma 9 that E12(n)mod M is in C(J) precisely when n ∈ H ′. 
6. The C group as the kernel of a homomorphism
Theorem 18. Let S ⊆ H2(A) be an ideal of M2(A) with S = H2(I ) such that I is an ideal of A
with Ivn2(A) = vn2(I ) or let S ⊆ H2(A) be a Jordan ideal of M2(A) such that Q2 = 0. If we
define the map ψ : Ep(2,M2(A), S) −→ S/H ′, then ker(ψ) = C(S).
Proof. From our work above, we know that ψ is a surjective homomorphism. Thus
Ep(2,M2(A), S)/ ker(ψ)  S/H ′.
By Proposition 15 we know that
Ep(2,M2(A), S)/C(S)  S/N,
where N = {n ∈ H2(A)|E12(n) ∈ C(S)}. Recall from Lemmas 16 and 17 that H ′ = N . There
are two homomorphisms
ψ : Ep(2,M2(A), S) −→ S/H ′
and
g : Ep(2,M2(A), S) −→ S/N,
where g is given by Proposition 15. For Y ∈ S, we have ψ(E12(Y )) = Y + H , and thus
ψ(E12(Y )) = Y + H ′. Since E21(Y ) is a conjugate, we also have ψ(E21(Y )) = Y + H ′ . With
H ′ = N , we can see that ψ and g agree on the generators of Ep(2,M2(A), S). Thus ker(ψ) =
ker(g) = C(S). 
Now that we have a homomorphism with the commutator subgroup as the kernel, we can
determine which matrices are in the commutator subgroup for these ideals and Jordan ideals. In
particular, notice that if we let S = H2(A) then Ep(2,M2(A), S) becomes Ep(2,M2(A)) and
we have a result for the entire elementary group.
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