Abstract-Applications on wearable personal imaging devices, or Smart-glasses as they are called, can largely benefit from accurate and energy-efficient recognition of objects that are within the user's view. Existing solutions such as optical or computer vision approaches are too energy intensive, while low-power active radio tags suffer from imprecise orientation estimates. To address this challenge, this paper presents the design, implementation, and evaluation of a radio-optical hybrid system where a radio-optical transmitter, or tag, whose radio-optical beacons are used for accurate relative orientation tracking of tagged objects by a wearable radio-optical receiver. A low-power radio link that conveys identity is used to reduce the battery drain by synchronizing the radio-optical transmitter and receiver so that extremely short optical (infrared) pulses are sufficient for orientation (angle and distance) estimation. Through extensive experiments with our prototype we show that our system can achieve orientation estimates with 1-to-2 degree accuracy and within 40 cm ranging error, with a maximum range of 9 m in typical indoor use cases. With a tag and receiver battery power consumption of 81 mW and 90 mW, respectively, our radio-optical tags and receiver are at least 1.5Â energy efficient than prior works in this space.
INTRODUCTION

S
MART-GLASS or wearable personal imaging devices provide endless possibilities for applications that can interact with the physical world. Today, there are multiple smartglass devices commercially available in the market enabling plethora of interactive applications ranging from visualizing content on a smart-glass heads-up display [1] , [2] to virtually interacting with objects in physical space [3] , [4] .
In applications that interact with objects (or contexts) in the physical world using smart-glasses, the in-view recognition problem becomes relevant. As illustrated in Fig. 1 the in-view recognition problem on smart-glasses translates to determining the precise identity (what is the object in the user's view?) and relative position of the user to the object of interest (what orientation is the object in the user's view and how far is it from the user?). For example, smart-glasses that can recognize display items in day-to-day lives can provide more information as well as navigation to those artifacts in real-time; users can get more information about the party attendees and find whether they have any social connections with them [5] , enhancing human-to-human interactions. In general, knowing precise orientation of a smartglass user to a context and its identity also benefits a diverse set of applications such as smart advertising, gaming [6] , and even for tracking user shopping behavior in stores [7] . However, the in-view recognition problem on smart-glass comes with its own set of challenges.
Low-power challenge for in-view recognition. In addition to the fact that a solution for the in-view recognition problem requires precise identification and positioning of objects, a fundamental challenge on smart-glasses is minimizing battery power usage. Interactive applications on smart-glass typically require continuous interaction with the physical space thus requiring to operate the recognition modules for long durations resulting in significant battery drain. To address this low-power in-view recognition challenge for smart-glass, in this paper, we aim to design a low-power solution for continuous and accurate in-view recognition.
Technical approaches for in-view recognition can be broadly categorized into two categories: (1) passive and (2) active. Techniques that are positioning/tracking based or computer-vision based come under the passive category. Designs, so-far in this space, typically trade-off between accuracy and battery-lifetime. For example, the Wikitude World Browser [8] adopts the positioning approach where by it uses the GPS position and compass together with map information to infer what landmarks a smartphone is pointed at. This approach is generally limited to outdoor use and the accuracy drops significantly when objects of interest are placed closely together. Computer vision based solutions analyze the camera footage from a mobile device to recognize objects, which works best with well-known landmarks [9] or previously recognized subjects/objects [10] . The accuracy of this approach degrades, however, as lighting conditions deteriorate, the number of candidate objects/subjects becomes very large, or the objects themselves look very similar (e.g., boxes in a warehouse). More importantly, camera operations are energy intensive and usually not optimized for long-term usage on battery power. Active approaches involve tagging objects of interest with a transmitting device, that emits signals carrying a unique identifying code pertaining to the object. An equivalent receiver that communicates with the transmitter recognizes the tagged object by decoding the identification code.
There has been a multitude of work in the active radiofrequency identification (RFID) community for positioning and localizing objects using radio signal strength (RSS); particularly indoors. However, using radio signal strength for positioning is very challenging due to multipath effect. Recent work on active RFIDs [11] , [12] have been able to promise precise positioning accuracies. However, these techniques trade-off accuracy with energy-consumption and/or cost in consideration for smart-glass usage. For example, in [12] directional antennas provide the key benefit of accurately triangulating the reflected frequency-modulated continuous wave (FMCW) radio signal paths and pin-pointing the object's position. However, this approach may not be suitable for smart-glasses due to the high power consumption for generating the FMCW signals. In [11] though the solution achieves very precise positioning, the use of a R420 RFID reader makes the approach to be power consuming and expensive for integration on smart-glasses.
Apart from RF other possible modularities for positioning include using ultrasound. With its low propagation speed, ultrasound signals allow precise time-of-flight based angle-of-arrival (AoA) estimates. However, this is achieved at the cost of increased receiver size (5-10 cm) and a significant amount of energy to overcome it's exponential pathloss propagation; as opposed to inverse-square for electromagnetic waves. In addition, recent works on eye-gaze tracking systems [13] , [14] have shown to precisely track what part of the scene is the user's eye concentrated upon. However, this solves only one dimension of the recognition problem as the identity of the object that the user is actually "looking at" still remains unknown. In general, solutions so-far in the eye-gazing have required intricate or expensive hardware design.
A hybrid radio-optical beaconing approach. We address the low-power challenge in-view recognition problem through a hybrid radio-optical system design. Our design adopts the active approach and integrates near-IR (infrared) based orientation tracking with object identification using active RFIDs. The key component of our design is the radio-optical signal, or beacon as we will refer to, which is an ensemble of a radio packet and an IR signal pulse. Infrared signals, due to their high directionality, can lead to precise orientation tracking through angle-of-arrival and distance estimation with a relatively small receiver, due to their small 850 nm wavelength. The main advantage of our approach is that it efficiently minimizes energy consumption by synchronizing the IR link between the transmitter and receiver using a RF side-channel. This enables the receiver to know exactly when to expect the IR pulse and thus allows for using extremely short IR pulses (order of ms) due to tight synchronization between the transmitter and receiver. The receiver uses the ratio of the received IR power over a photodiode array to determine the angle-ofarrival of the signal and uses the sum of absolute received powers to estimate the distance between the transmitter and receiver. The radio link is used to communicate the identity through a unique code embedded in the radio-packet.
Advantages of proposed approach. The key contribution through our proposed design in this paper is the radiosynchronized IR signaling. Since the transmitter and receiver are synchronized it allows to operate both, the IR and radio links at extremely low power thus optimizing battery usage. In addition to reduced energy consumption, short IR pulses also lead to a simplified IR receiver design -instead of requiring an infrared communication receiver (such as in TV remote controls), a synchronized energy detection circuit suffices. Existing IR technologies ( [15] , [16] ) typically trade off energy consumption with range and/or beamwidth (angular-range). For example, GigaIR [16] can achieve low energy consumption with extremely narrow IR beams, but only within very short distances (i.e., tens of centimeters). The synchronization between the radio and optical links also makes it possible to estimate the 3D spatial position coordinates of the tags using a single radio-optical beacon sample at the receiver.
In summary, the key contributions from our work in this paper are as follows:
1. We propose a solution for low-power in-view recognition of objects in space using a hybrid, radio-optical, beaconing approach. We propose a design that leverages the high directionality of IR signals for precise orientation tracking and low-power nature of RFIDs to communicate identity. We develop a synchronization protocol to reliably associate the IR signals with the radio link and enabling use of extremely short IR pulses conserving significant battery power through synchronous transmission and reception. 2. We implement a proof-of-concept prototype radiooptical beaconing system. We design he hardware and software of a radio-optical transmitter (tag) and receiver, and develop a positioning application on an Android smart-glass heads-up display that integrates with the receiver. The application identifies and positions objects in user's view fit with the radio-optical tag. 3. We evaluate the tag and receiver power consumption. We estimate that our tag design can offer battery lifetimes upto few years. We discuss the effect of important design parameters such as IR pulse length, beaconing period and beaconing rate on tag power consumption. Overall, we show that the tag and receiver are least 1.5Â power efficient compared to prior tag based approaches. 4. We experimentally evaluate the positioning accuracy of our approach in real-world settings with tags fit onto objects and the receiver fit on eye-glasses. We show that AoA and distance estimation errors are limited within 1-2 degrees and 40 cm respectively, over a maximum range of 9 m. We also show that our prototype in-view recognition application on the smart-glass receiver achieves 97 percent accuracy. The outline of this paper is as follows: Section 2 motivates our work in this paper; Section 3 presents the system design in detail; Section 4 describes the prototype design and Section 5 discusses evaluations and results; Section 6 discusses challenges and limitations of this work and Section 7 concludes the paper.
MOTIVATION
Requirements of In-View Recognition
We identify three key requirements for the task of in-view object recognition using smart-glasses.
Low battery power consumption. Due to the continuous operation requirement on battery powered devices it is critically important to significantly minimize power consumption on both, the tag and receiver. In this work we consider that both, tag and receiver, are battery operated. We envision that the tags will be fit onto mobile objects. The number of tags required for a finite space may be large and thus it becomes imperative to significantly reduce tag power consumption such that their batteries can operate for long durations (months or even years) without needing replacement. In this work we take a standpoint that the receiver will be fit onto a wearable device such as heads-up displays or eye-glasses. Though it is usually much easier to recharge the wearable devices than the tags it is fundamentally important that the in-view recognition modules on the receiver can operate low power usage considering it must be kept switched ON for long usage durations of hours or days.
Precise orientation estimation. The task of identifying multiple objects within a user's view demands precise orientation towards these objects (knowing how far and at what orientation is the object in user's view), and association between object spatial positions and their identity (knowing what it is). Determining such orientations is similar to estimating angle-of-arrival of a signal from the object to a reference point on user's view. Accurate object tracking will have very low AoA error tolerance. For example, with 1m spacing between objects and 3 m distance between the user and the objects, the AoA error tolerance so as to distinguish the objects in the user's view is about 10 degrees.
Small size. It is important that an enabling technology must make it possible for miniaturization; transmitters as integrate into small mobile objects and receiver as it must be integrated into a wearable device. For mounting a receiver onto smart-glasses, desirable receiver sizes will be of the order of centimeters and smaller.
Advantages and Limitations of Candidate
Technologies for In-View Recognition
In Table 1 , we compare individual candidate technologies for solving the in-view recognition problem. AoA using RF signal strength alone is very challenging due to the multipath nature of radio signals-the angle resolution is fundamentally limited to a few radians. However, communicating information through radio signals consumes very less power. Ultrasound signals are good candidates for AoA estimation due to their low propagation speed; enabling precise ranging through accurate time-of-flight estimates. However, ultrasound transducers are costlier than radio antennas and ultrasound receivers have minimum size requirements due to its relatively long wavelength; the minimum distance of separation between ultrasound receivers on an array is from few cm to tens of cm.
The highly directional nature of optical signals makes it a viable candidate for accurate AoA estimation. Visible light based systems, e.g., using cameras, perform accurate poseestimation to determine AoA based on preset markers, but cameras are energy intensive and unsuitable for long-duration operations.
IR signals, that are unobtrusive as they are invisible to the human eye, can give precise AoA estimation and ranging [17] , [18] . However, IR wireless communication is much less energy efficient than RF because it has to overcome much higher ambient noise levels than in the RF spectrum. This means that transmitting even 1 bit of information using IR communication will incur significantly higher energy than RF.
Why Use Radio-Optical Approach
We learned that adopting a single technology will result in trading off accuracy with battery power or vice-versa. In this regard, we explore a strategy that blends multiple technologies leveraging the key advantage(s) of each technology. In particular, we propose to bring together radio and optical (using IR signals) technologies to address the in-view recognition requirements. This hybrid approach can provide the following key benefits: Energy efficiency through radio synchronization. With the availability of two orthogonal technologies it will be possible to use one to synchronize communication on one link using the other. Our proposed approach uses the radio link to synchronize the IR link. This approach enables to use extremely short IR pulses for positioning and the radio link for communication, conserving considerable battery power.
Precise AoA using IR signal strength. IR signals due to their high directionality, can provide robust AoA estimation and ranging. It is possible to determine AoA and distance using the signal strength alone of an IR pulse of a predetermined duration (kindly refer to the Appendix, which can be found on the Computer Society Digital Library at http://doi. ieeecomputersociety.org/10.1109/TMC.2016.2522967), for derivation of AoA estimation using IR signal strength). IR signals are unobtrusive for humans and do not travel through obstructions, reducing the likelihood of including objects that are not directly within sight.
Size reduction through simple design. The small size of RFIDs and the simplicity of the required IR circuitry (a pulse generator at the transmitter, energy detector at the receiver) makes the design conducive for miniaturization.
Applications
The radio-optical approach for the in-view recognition problem can enable plethora of applications requiring continuous battery usage and precise recognition. In particular, when integrated with smart-glasses, users can be navigated to tagged objects in stores, books in a library, items in a grocery store or warehouse etc. Smart-glasses can also be used to distinguish and locate different objects in a cluttered environment. In addition, precise orientation mapping becomes critical for augmented reality applications where physical world 3D coordinates of objects need to be mapped to the user's view. Apart from standalone smart-glass applications, the radio-synchronized IR signaling approach can be used as low-power signaling technique, for example in RFID systems or light based communication systems.
RADIO-OPTICAL BEACONING SYSTEM DESIGN
In-view recognition of an object on smart-glass using our radio-optical beaconing system will involve tagging objects of interest with a radio-optical tag that communicates with an equivalent radio-optical receiver fit on the smart-glass. The radio-optical receiver identifies the radio-optical tag using the unique identification code transmitted through a radio link. The receiver determines it's spatial orientation with the tag by estimating the AoA and distance using the signal strength of the IR signal received through an optical link. By associating the orientation with the identity of the tag, the receiver positions the tagged within the user's field-of-view.
The key novelty of our proposed design is the radiosynchronized IR signaling approach. In this approach, the radio and the IR links between the tag and the receiver are synchronized through our proposed synchronization protocol. This protocol enables the receiver to know exactly when the IR signal will be transmitted from the tag. This timing information is computed at the receiver by detecting the arrival time of the corresponding radio packet. Through this radio-synchronized IR signaling approach we mainly leverage three key benefits to address the in-view recognition problem for smart-glasses:
Extremely short IR pulsing: It is possible to use an extremely short IR pulse for IR signaling hence providing significant gains in energy efficiency, Synchronized radio and IR links: It is possible to estimate precisely the arrival time of the IR signal using an orthogonal (radio) side-channel enabling easy association of orientation with identity and also avoiding a dedicated synchronization circuitry, and Collision avoidance: It is possible to preserve the accuracy of orientation estimation even in multi-tag environments by avoiding IR signal collisions using precise IR signal arrival time estimates through radio-synchronized link. We illustrate our proposed radio-optical beaconing system through the architecture diagram in Fig. 2a . We describe the IR link through our model illustrated in Fig. 3 . In this model, we consider a three-element photodetector IR receiver that samples IR signals from an IR LED transmitter on the radio-optical tag. We define AoA as the angle between the receiver surface normal and the vector connecting the transmitter and the depicted reference point at the center of the photodetector array; on the horizontal plane (azimuthal) as u and vertical plane (polar) as f. The photodiodes are rotated by an angle d from the surface normal such that the angle between the LED and the vector in direction of photodiodes 1, 2 and 3 is u À d and u þ d, and f þ d, respectively. We use d ir to represent the width of the IR pulse and d as the distance along the viewing axis between the tag and receiver. We refer the reader to the Appendix, available in the online supplementary material, for the mathematical derivation for determining AoA (u and f) and distance (d) from IR signal strength. We will now describe the key aspects of our design in more detail.
Extremely Short IR Pulsing
We minimize the transmission period of the IR signal to the point where it can no longer be used for communication purposes but is still detectable for estimating AoA and distance. Theoretically, a single short IR pulse with maximum peak power, like an optical strobe light, can be detected even at 9 m and at very low average energy consumption due to its extremely short duration. The challenge, however, lies for the receiver in detecting when such a signal was transmitted. Adding a preamble, such as in communication systems, for detecting the signal would require multiple and possibly longer IR pulses, which leads to higher energy consumption. High (energy) efficiency detection therefore depends on proper timing-by enabling the detector only when the optical pulse is expected, we can eliminate much of the effect of background noise.
Synchronizing Radio and IR Links
We address the timing problem through a protocol that synchronizes the corresponding IR and RF signals at the tag and receiver. For simplicity, we will refer to this protocol as paired-beaconing. As illustrated in the timing diagram for paired-beaconing in Fig. 2b , the radio-optical tag periodically transmits a RF packet. Following the transmission of a RF packet, after a very short predetermined time-interval (known to the transmitter and receiver), an IR pulse is transmitted. The receiver uses the end of the radio packet as a reference to synchronize with the incoming IR pulse, and then samples the received signal from the IR signal receptors (photodiodes) over the expected pulse duration. It also takes an additional noise measurement after the pulse duration to calibrate for ambient noise-floor. The IR pulse itself carries no bits of information-the tag identity information is included in the preceding radio packet.
Collision Avoidance
A typical use-case scenario for our system would involve multiple tags transmitting to multiple smart-glass receivers. This implies that it is possible that the radio-optical beacons may collide in time as the radio links use the same bandwidth. Tags may also be placed very close to each other in space, and depending on the radiation pattern of the IR LEDs used the IR signals from multiple tags may collide in space. In such collision scenarios interference between tag transmissions will lead to erroneous recognition results. In our design we use the radio-optical approach to avoid such temporal as well as spatial collisions.
(a) Temporal collisions: The paired-beaconing synchronization mechanism ensures that each IR pulse is tightly associated with its corresponding radio packet carrying the identity. We limit the time-interval between the end of radio packet transmission and start of IR pulse to be extremely short (order of few micro-seconds) and duty-cycle the radio-optical beacon transmissions periodically. We keep the tag transmissions to be independent across each dutycycle of a single tag and across transmissions from multiple tags. In that case, based on the model from Firner et al. [19] , the probability of two tag transmissions colliding in our system is equal to the probability of the radio packets colliding within the radio packet duration in each duty cycle. For example, the collision probability our prototype system that uses 500 ms long radio packets duty-cycled at 1 sec intervals will be less than 5 percent for 100 tags. If the density of tags is increased, to retain such low collision probabilities, the radio packet duration must be decreased or the duty cycling interval must be increased.
(b) Spatial collisions: Radio packet collisions in space are implicitly avoided by the use of a correlation receiver on the receiver radio module. No specific measures are required to handle spatial interference of the radio signals. However, since the IR receiver uses simple energy detection, concurrent IR radiations from different tags can result in interference if the tags are spaced very close to each other. In our system, since tag transmissions are independent and that the radio transmission and IR pulsing are tightly synchronized, collisions of the IR signals in space can only occur if any two radio packets collide in time. By synchronizing the IR signals with the radio link the spatial collision problem can be virtually analyzed by studying the temporal collisions. For example, if two tags were placed next to each other with sufficient spatial separation, the tags can still be distinguished at a receiver as long as the radio packets from the two tags do not collide in time. The probability of such collisions will be very small considering the independent tag transmissions with extremely short packet durations and long duty-cycle intervals. However, the accuracy of positioning will impact the minimum spatial separation required between two tags in space. As we evaluate in Section 5, this minimum separation is about 20-40 cm for our prototype system. Potential advanced protocols. In this paper we operate the smart-glass receiver in a passive always-ON mode. In case of a collision, the receiver discards the packet and waits for the next duty-cycle. Collision analysis with multiple smart-glass receivers in our system would essentially be similar single receiver use-case since the smart-glass is not enabled for transmission and that reception of each tag transmission is independent and identically distributed. Enabling the smartglass units to transmit, by using a transceiver on the smartglass, the communication between the tags and the smartglasses can be further enhanced for improved collision avoidance through feedback protocols. On the transmitter end, in reality, the number of tags within the context of the smart-glass user's foveal view [20] may be limited. For 
example, there may be 1,000 tags in a storehouse but the number of tags within the context of the user's view may be limited to those within one or two racks. This means that it may be possible to adopt intelligent filtering schemes to limit the number of tags the receiver would decode from in a particular space and time context. For example, one simple approach may be to engineer the system to filter the tags not within a calibrated radio range (RSSI is less than a threshold).
In this paper, we have focused on emphasizing the benefits of radio-synchronized IR signaling, leaving advanced hardware and protocol design challenges for future work.
PROTOTYPE DESIGN
We have prototyped the radio-optical tag, and a wearable receiver unit as shown in Fig. 4 . We mounted the receiver unit on eye-glass together with a RECON Instruments MOD LIVE heads-up-display that runs Android. We developed a positioning application on this prototype receiver that uses our recognition framework. A proof-of-concept demonstration video of the positioning application [21] using our prototype can be viewed at http://www.andrew. cmu.edu/user/ashwina/papers/bifocusvid.mp4. In this demo we measured the total response time of the app to be 25 ms; we define response time of the app as the time duration between the instance the tag transmits a radio-optical beacon and the instance the Android heads-up displays outputs the identity and position) on its screen.
Radio-Optical Tags
The transmitter tag consists of a RFID module that is used for the radio communication as well as triggering the pulse input to an IR LED. To be detectable at maximum distance the LED has to be operated for maximum light emission. The LED achieves maximum light emission when the current (voltage) across the LED is 1A (2.5 V). As shown in the tag circuit diagram in Fig. 5 , a MOSFET amplifier and an appropriate series resistor ensured that the current across each LED was maintained at 1 A. To maximize range, we used two near-IR LEDs [22] on the prototype tag. A high-energy pulsed LED emission requires a large spike in energy which cannot be achieved if powered by the same power supply of the radio. So we use an independent 9 V battery supply for the driving the LEDs and use a capacitor to prevent a sudden large voltage drop when the LEDs are activated. The 9 V power supply can be avoided by using a lower voltage battery along with a voltage stepup circuit. Over-driving the LED for maximum range can also be avoided by using multiple high power LEDs at nominal current drive. We reserve such design considerations for future.
The RFID module on the tag contains a CC1100 radio and a MSP430 microprocessor and powered by a CR2032 -3V lithium coin cell battery. The radio operates at a data rate of 250 kbps with MSK modulation and a programmed RF output power of 0 dbm. In each duty cycle, the radio broadcasts a 12-byte packet (4 bytes of preamble, 4 bytes of sync, 1 byte of packet length, 3 bytes of tag id + parity bits), waits for short delay (measured to be at least 500 ms: over-the-air packet time of 380 and 120 ms hardware delay), triggers a 3 V pulse for a duration of d ir ¼ 10 ms on one general purpose I/O pin connected to the MOSFET gate, and goes back to its sleep mode. The radio wakes up every t ¼ 1 sec and repeats the transmission.
Radio-Optical Receiver
The front end of the receiver consists of three Silicon photodiodes [23] . Two of them are horizontally spaced by 3 cm and mounted with 40 degrees separation (at halfpower angle d ¼ 20 degrees, symmetrical on each side); the third is placed 20 degrees off (on top) the horizontal plane formed by the other two. With this setting, our receiver achieves an angular-coverage of AE20 degrees, and can be increased by placing more photodiodes in the receiver array. To amplify the detected IR signal on the photodiodes, we use an opamp (operational amplifier) and choose the resistor and capacitor values in the opamp circuit such that the rise-time (proportional to the timeconstant -the product of resistance and capacitance across the opamp) is much less than the IR pulse length, so as to ensure maximum IR light energy accumulation over the pulse detection period at the receiver.
The receiver RFID module contains a CC1100 radio and a MSP430 microprocessor, similar to the radio-optical tag. Each photodiode's analog output from the opamp is wired to each of the three 12-bit analog-to-digital converter (ADC) input pins of the microprocessor. We power the radio using one of the 3 V supplies to the opamp (the opamp requires a +Vcc and ÀVcc supply). We programmed the radio to stay in always-active receive mode ready for receiving the radio packets and IR beacon. Upon a successful packet reception the signal from the photodiodes are sampled at each ADC, and at a time instance after the end of packet receptionsubject to a small hardware delay. The ADC sampling duration is set equal to the length of the IR pulse. The receiver identifies each tag through the unique transmit ID encoded in the radio packet.
The sampled ADC voltage readings correspond to the received IR signals; let us denote them as V h1 , V h2 and V v . After obtaining the signal samples, the background noise (voltage) is measured by sampling the photodiode outputs after a 60 ms delay (10 ms of opamp delay plus 50 ms pulse fall-time), and for a duration equal to length of IR pulse. Let us denote the noise readings as N h1 , N h2 and N v . Since the load resistance is the same for all the voltage readings, the angle and distance are estimated by substituting the numerical values of V h1 À N h1 , V h2 À N h2 and V v À N v values into I h1 , I h2 and I v respectively (refer to equations in Appendix, available in the online supplementary material.
EXPERIMENTAL EVALUATION
We conducted extensive experiments in a well-lit academic laboratory environment using our prototype tags and eyeglasses fit with the receiver in different real-world use-case settings. We evaluated the performance of our system based on the following metrics:
(1) Power consumption: We evaluate the battery power consumption of the tag and receiver units separately. We also conduct micro-benchmark evaluations to study the effect of different parameter choices on battery power consumption.
(2) Recognition Accuracy: We evaluate accuracy of our recognition framework at two levels:
(a) Orientation estimation accuracy. We evaluate the accuracy of orientation estimation through AoA and distance estimates. We use the AoA and distance estimation error metrics to represent accuracy of orientation estimation.
(b) Recognition accuracy of application. We conduct a macro-benchmark evaluation to study the end-to-end accuracy of the radio-optical in-view recognition system through our prototype smart-glass application.
Power Consumption
Tag Power Consumption
We compute the tag average power consumption as P avg ¼ E tot t , where t is the beaconing period (duty-cycle duration). The total energy consumption E tot of the tag is the cumulative amount of energy consumed by the three modules: microprocessor, radio, and IR. In Table 2 , we report the battery energy consumption in different states of operation during a 1 s beaconing period. We measured the current draw from the battery source in different states of operation; separately for the radio and IR modules as they are powered by independent battery sources. We compute I bat as total current in each state of the tag by integrating corresponding regions of oscilloscope readings from Fig. 6a for radio, and (b) for IR module. The 'idle' state in Table 2 includes the transitioning periods from 'sleep'to ON and vice-versa. Finally, we compute the tag average power consumption as P avg ¼ E tot t , to be 80.486 mW for a 1 second beaconing period in our prototype.
Comparison with other prototypes. We compare the tag power consumption with two technologies; an IR remote control, and ultrasound [26] . For the remote-control, we determined the IR pulse period to be 10 ms and peak current draw at 50 mA from a 3 V (two alkaline AAA batteries) supply. We interpolate the effective pulse-period to be 1.04 ms for transmitting 13 bytes (includes preamble and ID), yielding a total energy consumption of approximately 150 mW. IR remote control technology is a less energy-efficient option for continuous operation in recognition applications. This is because the IR transmission will have to communicate a packet of bits where each bit corresponds to one IR pulse, thus keeping the battery on and draining the peak power for a longer duration. We eliminate the need for transmitting multiple IR pulses by using the radio channel to communicate the ID through a RFID packet. As can be seen from Table 2 , the RF transmission to send an entire packet consumes less than half of the battery energy compared to transmitting a single IR pulse. In comparison with the ultrasound based positioning system implementation in SpiderBat [26] , our transmitter achieves about 1.5x higher energy efficiency. SpiderBat integrates two orthogonal technologies (ultrasound and radio), however, the radio channel is only used as a side-channel to communicate ID but not for synchronizing the ultrasound transmissions.
Micro-Benchmarks for Tag Power Consumption
Tag Battery Life. Our power measurements indicate that the radio module and IR module consume about 33 mW and 49 mW respectively, for 10 ms IR pulse and 1 sec duty-cycling. Theoretically, this means that the tags can continuously operate for a lifetime of about 9 years on a 9 V alkaline battery (520 mAhrs capacity) beaconing once per second. In practice, the irregularities and limitations in the circuit (components, wiring etc.) and battery design can reduce the lifetime. In reality, we feel that with such low battery power consumptions, achieving a lifetime of at least few years is possible with the right choice of circuit and battery design. IR Pulse Length. A large IR pulse length in our system implies more radiated IR energy. Increasing IR pulse length enables to increase the angular and/or distance range, but trades-off with the increase in battery power consumption. In Fig. 7a we plot the measured power consumption versus the distance range (maximum distance of recognition) in our system, for different IR pulse duration choices. As can be seen from Fig. 7a , a 10 ms pulse can achieve only a 3 m range. However, we believe that this range still useful for many short distance interactive applications on the smart-glasses; for example, interacting with posters in a conference or artifacts in a museum, searching for items in a shelf in a store.
Transmitter Beaconing Period. In Fig. 7b we plot the transmitter power consumption for different beaconing periods t. The plot indicates that, for a 10 ms pulse, increasing the beaconing period (less beacons per unit time) is increased to 5 seconds considerably saves battery power. However, power savings is less pronounced when increasing the IR pulse length to 500 ms. We learn from Fig. 7b that the battery power usage monotonically increases with increase in number of beacons transmitted per unit time.
Receiver Power Consumption
The power consumption at the receiver includes that of the radio receiver and IR module. Table 3 compares the average power consumption of our receiver prototype with other existing technologies for positioning; ultrasound (US) and camera. Overall, we observe that our design can help achieve 2.5Â more efficient on battery consumption on the receiver compared to other approaches using competitive technologies. Based on our measurements, the battery life (of a 3 V alkaline AA battery) for only the receiver operation is little less than 2 days. This ensures that it is possible to operate the smart-glass receiver in an always-ON mode for about two days without powering OFF.
Discussion
Battery power usage optimization is key to any mobile system. In this paper, we have focused primarily on optimizing the battery power consumption of the tags, as we envision an environment where the tags are attached to mobile objects. We consider that the primary power source for a tag is from a battery on the mobile object and that it may not be possible to periodically recharge the battery on such objects. For the receiver, we take an optimistic approach and believe that a wearable device, such as the smart-glass, can typically be switched-ON on a need-to-use basis and can be recharged periodically. We believe that through strategical techniques such as conserved usage of tag and/or receiver for power savings is possible to further reduce power consumption. In this paper, we primarily emphasize the possibility of significant power savings for long-duration operations through the radio-synchronized IR signaling, enabling to operate the tags and receiver at much lower battery drain than other strong candidate approaches such as vision.
Recognition Accuracy
We conduct experiments by emulating a smart-glass user's behavior in four real-world application scenarios (as shown in Figs. 8 and 9): (i). Poster (Fig. 8a) , that represents a scenario where smart-glass users interact with advertisements or posters, (ii). Bookshelf (Fig. 8b) , that represents a scenario where smart-glass users desire to locate a certain object such as shelf in a library or warehouse, (iii). Office-Room (Fig. 9a) , that represents a scenario where smart-glass users desire to locate an object in a relatively large and neat office room where tagged objects are spread out, (iv). Cubicle (Fig. 9b) , that represents a scenario where smart-glass users desire to locate items in a cluttered, small space, such as a cubicle or a medicine cabinet.
Experiment setup. To facilitate ground-truth angle measurements, we attached a camera recording video frames at 30 fps, fit with an IR lens (will refer to as IR-camera) onto the glasses as shown in Fig. 10 . We use the camera for groundtruth AoA measurements; angle subtended by the light ray with the camera reference axis can be determined accurately from the pixel image coordinate of the imaged light emitter (captured as a white blob by the IR-camera) using camera projection theory [24] . We fit the photo-diode array onto the camera such that the reference axis of the photodiode array and camera are the same. This setup avoids errors due to any discrepancy in ground-truth measurements and movement of the array. For manual visual verification we also fit a smart-phone camera onto a helmet that was worn by the experimenter during the course of experiments.
Experiment Methodology
In each experiment scenario (Poster, Bookshelf, Office-room, and Cubicle) we used a total of five tags, that beaconed an IR pulse of width 10 ms every 1 second -a 10 ms IR signal integrated over the 33 ms frame period (30 fps) was detectable by the CMOS sensor of the camera, due to high light energy output from the LED. All the data, along with timestamps, was collected on a linux laptop with the camera connected through USB. We collected a total of 15,000 data samples (over 4 hours of experimentation), where the experimenter (one of the authors), wore the prototype glasses, and performed the following actions in each scenario: (i) Poster: Read a poster, from a distance of 2 m, for a few minutes and move to the next. Before moving to the next poster, turn head to look at the subsequent poster from the current location and then walk to it.
(ii) Bookshelf: Search to locate a particular bookshelf. Here, first try to locate the shelf (standing 1.5 m away from the shelf and looking up or down) and then make lateral head-movements to emulate searching for a particular item on that shelf. Repeat the same exercise for the subsequent tagged shelves.
(iii) Office-room: Search for a particular tagged object in the room, gaze at it for a few seconds. Repeat the same for other tagged objects. During the course of the experiments, the experimenter is seated on a chair 1.5 m away along the 0 deg axis facing Tag 2 in Fig. 9a .
(iv) Cubicle: The actions in this experiment are the same as in the Office-room scenario, but with the tags placed in a more cluttered space. During the course of the experiment, the experimenter stands 1.5 m away along the 0 deg axis of Tag 3 in Fig. 9b .
Why we chose these scenarios? The key reason behind adopting these scenarios is that each of these cases differ primarily in the arrangement of the tags. Different tag arrangements can lead to variety of 3D points in space for each tag and user head position combination. By letting the user make head movements while targeting at a tagged object, over a period of time, we populate a diverse and large number of 3D points which serve as the sample space for evaluating the accuracy in our system. The additional reason is that we also want to ensure that in such diverse environments, where the number of obstructions (possibilities of radio multipath) vary, our radio-optical beaconing approach can still provide accurate AoA and distance estimates for positioning. The Poster scenario emulates searching for tagged items that are arranged in an uniform order and are at almost the same distance from the smart-glass user when the user is directly directly looking at the tag (at 0 degree angle). The Bookshelf scenario also has an uniform order but the tags are at a different height from each other. The Office-room and Cubicle scenario represent a more disordered arrangement of tags. However, in the Cubicle scenario the signals may encounter more obstructions and thus possibility of IR reflections are higher resulting in positioning errors.
Results for Orientation Estimation Accuracy
Angle-of-arrival: In Figs. 11a and b , we plot the errors in horizontal and vertical angle estimates, respectively. By analyzing the cumulative distribution of the angle error data we found that the median error is 1.2 degree and 80 percent of the errors are contained within 1:5 degrees, and maximum error is at 2:2 degrees. We also observe that these error distributions are consistent for both horizontal and vertical angles. We believe that an AoA error of 1.2 degree is acceptable for most applications. We note that the angle estimation errors reported here also include the deviations in the ground truth angle measurements due to head movement. We examine this further in Section 6.
Distance: We first evaluate the distance estimation accuracy in each spatial dimension through a controlled experiment where the experimenter, wearing the glasses receiver, positioned the head so as to look at only one tag and did not make any head movements. Two sets of data were collected, where in each, one angular dimension (horizontal or vertical) was fixed (to 0 deg) and the other changed; the perpendicular distance between the experimenter and tag was fixed at 3 m. We report the distance error estimates from Fig. 10 . The image on left shows the contraption we used for our experiments. We fit an IR lens onto a SONY play-station camera and fit onto our smart-glass prototype. The image on the right shows the output of the camera fit with the IR lens. Fig. 11 . Angle-of-arrival estimation error for the four application scenarios (P, B, O, and C refer to Posters, Bookshelf, Office-room, and Cubicle scenarios, respectively).
this controlled experiment in Fig. 12a and observe that the median distance error is within 40 cm in both cases. In Fig. 12b we plot the distance estimates (instead of distance estimation errors) from the experiments in the four application scenarios. We observe from Fig. 12b that the distance estimates are in agreement with the actual distance the experimenter maintained during the course of experiments (2 m for the poster scenario and 1.5 m for others). We also observe that the median errors are within the 40 cm value as evaluated through the calibrated set-up.
AoA and Distance from calibrated experiments: We have also conducted experiments to validate our AoA and distance estimation accuracy in a tightly calibrated setting. In this set of experiments, we marked locations on the laboratory floor for ground-truth angle and distance measurements. The measurements spanned À10 to 10 degree in 1 degree spacings on the horizontal (u ver ¼ 0) and from 5 to 9 m in 1 m steps. At each marked test points, we positioned the tag and collected 60 consecutive beacon samples. We then repeated the entire procedure 5 times, yielding a total of 300 samples per test point. We performed our evaluations for the tag beaconing period of 1 sec and an IR pulse length of 500 ms to maximize range. In this experiment, the receiver glasses and transmitter were both positioned (fixed) on a crate at an equal height of 60 cm from the floor. As can be seen from the angle error and the distance error plots in Figs. 13a, b respectively, the median horizontal angle error (of 1:2 degrees) and median distance error (of 40 cm) from the application scenario experiment, are in good agreement with results from the calibrated setup.
Results for Application-Level Recognition Accuracy
We define the recognition accuracy at the application level as the ratio of the total number of successful recognition events over the total number of events, collective of all the trials. We associate three key parameters with each tagged object: a unique object ID, AoA, and distance between tag the receiver. For our evaluation, if the receiver decodes the ID, and if angle and distance estimation errors are contained within 2.2 degree and 40 cm respectively, we considered it as a successful recognition event or a true-positive. We select these numbers based on our empirical observations from the results obtained for AoA and distance estimation.
Our results indicate that, on an average, a tag within a user's view is successfully recognized 97.5 percent of the time. The individual true-positive rates for the scenarios, Poster, Bookshelf, Office, Cubicle, are 97.1, 98.025, 97.5, and 98 percent, respectively. We feel that such recognition accuracies are comparable with sophisticated vision based approaches available today [25] . We also observed recognition failures. Failure in recognizing a tag are triggered by false-positive and falsenegative events. False-positive events mainly occur due to reflections of the IR signal. We observed that, across all four scenarios, the false-positive rate was within 2 percent, among which the Poster scenario had the most false-positives due to reflections of the IR signal from the smooth plexiglas surface. We refer the reader to Section 6 for our experimental findings that characterize the IR reflection level from various common surfaces. On the other hand, false-negatives occur when the RF or IR beacon is lost. We observe a false-negative rate of 0:5 percent across all the scenarios. We note that this rate may go up when the tag density increases, but we expect efficient medium-access protocols in future designs can effectively minimize RF collisions under a reasonable density. Since the total number of true events far exceeded the false events in the collective set we observed high precision and recall values of 96.5 and 98.4 percent respectively.
Accuracy versus Power Consumption Tradeoff
Intuitively, we expect that the accuracy of system will typically trade-off with power-consumption. To study and verify if such a tradeoff exists, we evaluate the application recognition accuracy and average power consumption using measurements from our prototype radio-optical in-view recognition system at different transmission rates. As can be seen from Table 4 , the average power consumption monotonically increases with the transmission rate. This is not surprising because we do expect that the total number of radio-optical beacons transmitted per unit time will increase with the rate and thus drawing battery power at higher rate. We also observe that recognition accuracy increases with the transmission rate. This is because, as more samples are available at the receiver the errors are averaged out and accuracy improves. Hence, the trade-off between accuracy and power-consumption is thus evident from Table 4 .
The main reason for such high accuracy in our system is due to fact that the probability of collision between beacons is minimized by the tight synchronization between the radio and IR links. However, mobility can induce errors into the system. In this regard, we make the following inferences from Table 4 regarding effect of beaconing rate and receiver mobility on accuracy:
(a) Static use-case: In the static use-case where the receiver is placed on a table (fixed with no motion), the accuracy is almost constant across different beaconing rate choices. This is because, since both the tag and receiver are fixed, the number of erroneous and false events are very small. Therefore, even though more number of samples are obtained at the receiver the effective improvement in accuracy is minimal.
(b) Mobile use-case: In the mobile use-case, where the user wears the receiver on the head and makes head movements, it is possible that tag may not be in line of sight of the user all the time. Hence, the possibility of number of erroneous, false and missed events can increase. Providing more beacon samples by increasing the beaconing rate, enables the receiver to compensate for missed events and improve estimation errors.
Discussion
In our model, we relate to the 3D space using horizontal AoA, vertical AoA, and distance between the tag and receiver. These values represent the three independent dimensions of the object's position in space.
Our results indicate a 1:2 degree AoA error in horizontal and vertical dimensions. This translates to about 20 cm drift from the actual position in the horizontal and vertical coordinates, at 9 m distance. This means that the receiver can reliably distinguish the AoA from two tags if they are separated at least by 20 cm in horizontal and vertical dimensions. Since distance is in another orthogonal dimension, the ranging error of 40 cm cannot be directly translated to the minimum distance of separation between two tags on the horizontal and vertical planes. A 40 cm error in ranging will result in our system detecting the tag d m away along line-of-sight of the user to the tag within a d AE 0:4 m accuracy. In our system, the ID, AoA and distance estimates are all obtained from one signal sample (one radio-optical beacon). The positioning accuracy can be further improved through improved noise reduction techniques for IR link and applying statistical learning on large receiver sample sets. Through improved collision avoidance, for example at the MAC layer, we can further reduce radio collision probabilities for large tag deployments.
Within the scope of this paper, we have presented a preliminary system design to achieve high positioning accuracy at low-battery power consumption. We have also shown the practical feasibility of an in-view recognition application with high positioning accuracies on a wearable device.
LIMITATIONS AND OPEN PROBLEMS
Let us briefly discuss the limitations in our work, our explorations on trying to address them, and potential opportunities for future work.
Head movement. For head-mounted wearable receivers, our system only tracks head pose. The object a person is looking at, however, is also affected by eye movement. To understand the effect of head and eye movement, we sought to characterize how consistent head positions are when repeatedly looking at a series of objects. We fitted a laser pointer on the prototype glasses and one of the authors wore this contraption while repeatedly looking at objects on the wall. We recorded a video of the movement of the laser pointer. By analyzing this video footage and knowing the standing position and height of the user, we determined the effective angular deviations of the marker from the objects' exact position. We report the cumulative distribution of the data in Fig. 14a . Our experiment indicates a maximum of 1 degree and a median of 0.5 degree angular deviation between the head position and the object the person was looking at. We can infer that a head-mounted system would face this fundamental limit on angular accuracy-any higher precision would require additional eye tracking hardware.
Reflections. Due to the high energy on the IR pulse, reflections from smooth or shiny surfaces, can cause false detection of the beacons on the photodiode receiver. To study the signal strength of reflected beacons, we operated the prototype tag at 500 ms IR pulse width at different distances from three different reflecting surfaces: whiteboard, glass pane (see through), and dry-wall. The reflected signals were sampled by the photodiodes on the glasses receiver. The setup is illustrated in Fig. 14b . We conducted the experiment with no ambient lighting. Fig. 14c shows the graph of maximum We consider the tag is static. Receiver may be static (S) or mobile (M). The IR pulse duration is 10 ms. of the three photodiodes' signal strength (as ADC readings) versus the total round-trip distance of the IR signal. Our measurements indicate that the effect of reflections (from typical indoor reflector surfaces) is negligible for round-trip distances greater than 3 m. Of course, for a 10 ms IR pulse this distance would be much smaller. Object Switching Latency. The system may yield erroneous orientation estimates when the receiver suddenly switches between objects that it is tracking; for example when a user momentarily shifts head position. This happens due to the discrepancy of the IR signal strength on the photodiodes. Let D t ¼ t 1 À t 0 , where t 0 denotes the time instance when tag A goes out-of-view when the user starts to shift head position from tag A to tag B, and t 1 denotes the time instance when tag B is successfully located (withinAE2 degree error). We define the object switching latency in terms of the number of beacons as ðD 
Þ=t.
We determined the object switching latency of our prototype system through experimentation. Using a total of 100 head-turn events (switch head position from one tag to another) from our collective dataset, we determine that this latency is within a two beacon duration. This means that, when a user shifts head position it is possible to lock onto an object's signal within two extra beacons. The latency can be reduced by choosing a higher tag beaconing rate, but the trade-off is a larger battery drain (see Section 5.1).
Energy improvements. Reduction in power consumption can be achieved by reducing the pulse length and optimizing the circuit to eliminate noise sources. With this approach it should be possible to achieve larger ranges at about 10 ms pulse durations. Detecting optical pulses of 10 ms or less duration requires a high speed photo detector and highspeed photo integrator [28] . Here, the mechanical design requires replacing the complex mechanical layout with a carefully designed PCB and appropriate 3D shielding boxes on the board to avoid any electrical pick-ups. The 9 V battery in our current design could also be replaced with smaller batteries, such as three coin cells with simple circuit changes.
Size and monetary cost. The size of our prototype tag, is mainly governed by the size of the RFID tag used, and is 3.5 cm in the largest dimension. The size of the receiver depends on the placement of the photodiodes in the array, where the precision of placement and spacing can affect the accuracy of AoA estimates. We were able to achieve a 1 deg angular accuracy and 9 m range with a 3 cm spacing between each pair of photodiodes. Our prototype receiver unit is sized (l Â w Â h) at 5 cm Â 4 cm Â 3 cm. We believe that using surface-mount components on a printed circuit board (PCB) would reduce the size further. The hardware components (LED, photodiode, opamp, passive components) used in our design are all available off-the-shelf. Our design is not specific to the RFID used in our prototype. In essence, any commercial off-the-shelf RFID with access to their I/O pins will work. In our current prototype, the RFID cost is $10 US while the IR circuitry cost only $2 US. We believe that when considering large scale manufacturing the total cost (tag+ receiver) of the unit will be order of few US $. Our work in this paper essentially presents a lab research prototype for addressing fundamental challenge of low-power in-view recognition. Integrating this design into commercial off-the-shelf devices will require more effort and may not be possible in an academic lab environment alone.
RELATED WORK
RFID. A rich body of work exists in the area of positioning using RF-based ranging [29] , [30] . However, it has been shown that radio signal strength based ranging is poor in high multipath environments [31] such as indoors. Kusy et al. [32] propose to address the multipath problem by using the doppler shift effects between a sensor and an anchor node, each transmitting at different frequencies. However, while the techniques improve the positioning performance, they require a large number of sensor nodes, making it infeasible in many practical settings. Wang et al. [33] have worked around the multipath problem in RF localization and achieved precise positioning by solving a space partitioning convex optimization problem. We differentiate our work from this prior work that our solution is very distributed as it does not require the tags to communicate with a centralized control or solver.
Ultrasound. The Bat [34] system is a well-known example which requires a large array of ultrasound (US) sensors. The Cricket [35] and Calamari [36] platforms integrate the US sensor into a RF wireless sensor platform. The downsides of ultrasound, however, are limited range (up to a few tens of feet), costly hardware and short battery life. For instance, ultrasound transducers are about an order costlier than the typical antennas used in RFID tags. Medusa [37] , and Spiderbat [26] perform AoA based positioning with an array of US tranceivers, but are larger in size and less energy efficient than our prototype.
IR based positioning. Commonly used in robotics, where a robot is equipped with IR transceivers, IR is a well known candidate for positioning [17] , [38] , [39] , [40] . However, due to the modulation, synchronization and demodulation circuitry involved, the power consumption of IR communication systems will be greater than a simple light beaconing. The Active Badge system [41] , Firefly [42] are other examples of commercially deployed IR localization systems that use IR positioning, but are very energy intensive; making them infeasible for wearable systems.
Vision based systems. There are vision systems that are assisted by LED markers for robust identification [43] , [44] , however, such systems require extra processing for communication as simple energy detection does not suffice. Bytelight [45] proposes to provide indoor navigation to user's through visible light communication (VLC) from customized light bulbs. However, such customizations may not be possible in all applications. We refer readers to [46] , for a rich list of different camera based localization techniques, for more details. In general, these approaches are limited in terms of range or require relatively large, costly and energy expensive cameras.
Augmented Reality Tagging. The most basic forms of AR tagging is in the form of QR codes and customized barcodes [47] , [48] . Raskar et al. [49] propose an augmented reality system where users are notified of objects fit with passive RFID tags equipped with photoreceptors detecting light from the user's projection device. Similar to [50] , Aoki et al. [51] propose an augmented reality system that send context information, such as, location and ID, through IR devices to a camera feed -for processing or communication. The RFID readers, mobile projectors, and cameras are costly as well as energy intensive.
We note that our proposed synchronization approach to hybrid radio-optical beaconing significantly differs from existing multi-radio optimization techniques such as lowpower wake-up [52] or intelligent switching between radios with different energy profiles [53] , [54] . Indeed, existing wake-up techniques are complementary in that the RF link can also be used to wake up the IR transmitter when a receiver is detected in the IR range.
CONCLUSIONS
In this paper, we argue that a hybrid radio-optical beaconing approach can facilitate accurate and low-power recognition of objects within a user's view. Our approach leverages the high directionality characteristic of an infrared link for precise angle and distance estimation, and the low power nature of a radio link for synchronization and communication. The novelty of this design lies in the usage of a radio link to synchronize the infrared beacons such that very short high-energy infrared pulses could be used, which results in much reduced energy consumption, a simplified receiver design, and small hardware size. We prototyped the system by designing radio-optical tags and a wearable receiver, in the form of an object tracking eye-glasses. Our prototype receiver locates the infrared tags with an angular accuracy of 1:2 degree on the horizontal and vertical dimensions, and up to 9 m distance at very low battery power consumption, supporting tag battery life of the order of years. More importantly, the receiver is able to successfully recognize objects more than 97 percent of the time. We believe that with such accurate in-view recognition and long lifetime, our system can expand support from smart-glasses to also a wide range of applications in the wearable computing spectrum.
The main goal of the problem addressed in this paper was to achieve a low-power framework for precise recognition of contexts in a user's view-space. We designed a system where objects or contexts are tagged with transmitters that are used as active landmarks for recognition on a wearable device. We clearly understand that it not feasible to tag every object/context in the world and the deployment density of the tags will depend on the application. We feel this paper, through a novel design, contributes a step forward in low-power wearables' technology by designing low-power active landmarks or tags that assist recognition using wearable devices and that are operable for years. Marco Gruteser is a professor of electrical and computer engineering as well as computer science (by courtesy) at Rutgers University's Wireless Information Network Laboratory (WINLAB). He directs research in mobile computing, is a pioneer in the area of location privacy and recognized for his work on connected vehicles.
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