INTRODUCTION

Assumptions
1. The failure data are a random sample of size n from the extreme value distribution.
2. A square-error loss function is used. Under such a loss function, the Bayes estimator of a parameter is the posterior mean of that parameter. Other, standard notation is given in "Information lor Readers & Authors" at the rear of each issue.
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RELIABILITY ESTIMATION
Maximum Likelihood Estimation
The pdf of the EV1 distribution is:
f(xla),P) = (l/a)-exp [-zp,, -exp( -zp,dl.
(1) The extreme value distribution (EV1) commonly referred to as the Gumbel distribution, is widely used in reliability and life testing. This distribution has been used as a failure model for series & parallel systems 1121, and in the study of failure due to corrosive processes [8] . The EV1 distribution has also been used in engineering such as the study of floods and breakGiven a random sample = . . ,xn), of size from the EV1 distribution, the likelihood and l o g -l~e l~o~ functions of the sample are:
ing strength of materials [4] . Singpurwalla [9] and Barlow & Singpurwalla [l] used the EVl distribution to study air pollution problems.
This paper obtains Bayes estimates of the reliability function of the EV1 distribution using two well known Bayes approximation procedures: Lindley [7] , and Tiemey & Kadane [ 131. The use of these procedures obviates the need to evaluate complex ratios of multiple integrals necessary in a Bayes analysis.
Section 2 gives the model. Section 3 describes the EV1 distribution together with the procedures for obtaining ML and Eq (6) can be solved iteratively for 6 , using the NewtonRaphson procedure. Then /3 can be calculated from (5).
The reliability of the EV1 distribution is: For the EV1 distribution the joint prior distribution of (a, p ) is:
Combining the prior distribution with the likelihood function Z(xl a,P) using Bayes theorem, the joint posterior distribution of (a,fi) is:
The solution of (1 1) requires numerical-integration computer routines which might not converge for the given data. In the following sections, the Lindley and Tierney & Kadarie Bayes approximation procedures, which obviate the need to evaluate ratios of multiple integrals, are used to obtain the Bayes estimates of the EV1 reliability function.
BAYES APPROXIMATIONS
Lindley Procedure self-Bayes estimator) of an arbitrary function U(@),
Lindley [7] showed that the posterior s-expectation (the can be asymptotically approximated by:
v ( e ) is the prior distribution of 8;
6 K = normalizing constant to make II (a, I x) a proper pdf.
The se&-Bayes estimator of a given function is the posterior mean of that function. Thus, the self-Bayes estimator of an arbitrary function u ( 0 ) is:
'This is often called the ignorance prior. When chosen properly, it generally leads to estimates very close to, or the same as, the MLE.
u ( 0 ) = R ( t ) and is given by (7); (&,& and (&*,fl*) maximize L1 and Li, respectively;
L is the log-likelihood function in (3),
The uii are the covariances of (d,& AH constants are evaluated at (&,6).
Sinha [lo] showed that up to the order of ( l/n2), the linear Bayes estimator (13) is more s-efficient than the MLE. Gren
[3] also stated that (13) is a "very good and operational approximation for the ratio of multi-dimensional integrals".
Although the Lindley method requires that f be the unique MLE of e, in most instances the local MLE do produce acceptable estimates [ 1 11.
Tiemey & Kadane Procedure
These approximations are generally as accurate, a n d in some cases more accurate, than methods such as the LinrUey approximation which is based on third order expansions of the likelihood and requires evaluation of third derivatives of the loglikelihood [ 131.
. RESULTS & DISCUSSION
To compare the self-Bayes estimates of the reliability function with the ML estimates, a large simulation study was performed. 2000 random samples of sizes n = 10,20,30,50,100 were generated from the EV1 distribution. Since any EVl distributed data can be standardized to have a locaticin parameter of 0 and scale parameter of 1, only samples with parameters CY = 1 and / 3 = 0 were generated. The simulationls were performed on an IBM compatible computer programmed in QuickBasic. Double precision accuracy was used for all computation. Three estimators of R ( t ) were used: These estimators were compared using the rms enor (RMSE) of R ( t ) obtained by each procedure.
R( t) = estimate of R( t) based on each of the three procedures. Table 1 gives the RMSE of R(t).
We draw the following conclusions from the results. .
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The performance of each estimator depends on the value of t.
Bayes estimators had smaller rms error for t values near 0, and ML procedures had smaller rms error at t values far from 0, for all n considered. The difference in the rms errors for all values oft decreases, as anticipated, with increasing sample size. For Bayes estimators, the performance depends on the form of the prior distribution and the loss function assumed. For the self(designed to minimize rms error), both Bayes estimators performed better than the MLE for t values near 0. For t far from 0, the MLE performed better. An explanation for this behavior is the nature of the Bayes estimates themselves. While the Bayes estimates might have smaller variances than their MLE counterparts [ 101, the Bayes estimate of the reliability function tends to give higher estimates of the reliability function. This is because the self-Bayes estimates of the reliability function is the reliability function of the predictive distribution [14] . The predictive distribution incorporates parameter as well as stochastic uncertainty which decreases with sample size. Therefore the overall variance of the predictive distribution is larger than if only stochastic uncertainty is considered, as in the MLE. This means that estimates of the reliability function for large t values from the predictive distribution are quite far from the true values especially for small sample sizes where the parameter uncertainty is greatest. This may have led to the higher rms errors for the Bayes estimators at the larger t and smaller n.
In practice, the ML procedure is easiest to use for the EV1 distribution. For the two Bayes procedures, Tiemey & Kadane is more tedious than the nominally-less-accurate Lindley procedure, with little decrease in rms error of the reliability function. Both Bayes procedures are difficult to apply when databased priors are used.
