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Abstract
We give a polynomial time algorithm that finds a split Cartan subalgebra of a finite Chevalley Lie algebra.
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1. Introduction
A Chevalley Lie algebra is the Lie algebra of an untwisted group of Lie type. Every Chevalley
Lie algebra contains a split Cartan subalgebra and has a Chevalley basis that consists of common
eigenvectors for such a subalgebra.
We suppose that a Chevalley Lie algebra is specified as a vector space together with a list of
multiplicative structure constants that define the products of pairs of vectors from an arbitrary
basis. This is the standard computational representation of a Lie algebra (see [4, p. 14]). We
consider the following computational problem:
Problem 1. Given a set of multiplicative structure constants of a finite Chevalley Lie algebra,
compute a basis for a split Cartan subalgebra.
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we consider, the construction of a split Cartan subalgebra is equivalent to the construction of a
Chevalley basis.
The multiplicative structure constants ci,j,k relative to some basis β = {b1, b2, . . . , bd} are the
scalars such that [bi, bj ] =∑k ci,j,kbk . Hence, the input size for Problem 1 is proportional to the
product of the logarithm of the field size and the cube of the dimension of the Lie algebra under
consideration. Observe that, relative to the basis β , the (i, j)-entry of the matrix of the adjoint
action Ad(bj ) is ci,j,k . In this way, the specification of structure constants for a Lie algebra is
equivalent to a specification of the adjoint representation. Accordingly, we may construct the
adjoint action of any element of any Lie algebra under consideration.
Note that, even in those instances where the Chevalley Lie algebra has a center (so that the
adjoint representation is not faithful), an algorithm can output a split Cartan subalgebra by writing
a spanning set of vectors.
Algorithms for the construction of Cartan subalgebras of Lie algebras are given in [4]. How-
ever, a random Cartan subalgebra of a Chevalley Lie algebra is unlikely to be split. The proba-
bility that a Cartan subalgebra is split is roughly the reciprocal of the order of the Weyl group.
This paper is a part of the computational matrix group project [8,9]. A preliminary form of the
main algorithm presented in this paper was given in [14]. In [13], Problem 1 arises in the process
of transformation of a matrix representation of a Chevalley group with no preferred basis into
the adjoint representation with respect to a Chevalley basis. Other computations with Chevalley
groups can make profitable use of our algorithm for Problem 1. For instance, the exhibition of
finite simple subgroups of exceptional groups of Lie type often proceeds (as in [5,6]) by the
construction and identification of an invariant Lie algebra. The identification process could be
significantly simplified by appeal to an algorithm that produces a split Cartan subalgebra.
Theorem 1. There is a polynomial time Las Vegas algorithm that solves those instances of
Problem 1 where the characteristic is odd and the Lie algebra does not have type A2 or G2
in characteristic 3.
We prove Theorem 1 by giving an algorithm for Problem 1. Our algorithm has the Las Vegas
property. It employs random operations, in such a way that, even if the random choices are
unfortunate, the algorithm merely fails to produce output rather than produce an incorrect output.
We follow [1] and say that a Las Vegas algorithm runs in polynomial time, if it succeeds with a
probability of at least 1/2 and its running time is bounded by some polynomial in its input size.
Our algorithm selects any available Cartan subalgebra and repeatedly “simplifies” the Cartan
subalgebra until it is split. The simplification process is recursive, and relies on the fact that
initial Cartan subalgebras can be found reasonably quickly. The algorithm is given in Section 7.
A simpler version of our algorithm appears in Section 6. Although we believe that the simpler
algorithm works well in practice, we do not give an analysis of its performance. Indeed, it is not
a polynomial Las Vegas algorithm—it has no mechanism for abandoning its work in the face of
bad luck.
The algorithm of Section 6 is applied to the Chevalley Lie algebra of E8(3) in the example
presented in Section 8. The recursive invocations that arise in this example illustrate the applica-
tion of our algorithm to the Chevalley Lie algebras E6(3), D5(3), A3(3), and A1(3). (The case
of E6(3) is an application to an algebra with a non-trivial center.) Section 8 is an alternative con-
venient starting point for those readers who prefer to begin by observing the algorithm in action.
Such readers should refer back to Sections 2, 3, 4, and 5 for occasional terminology relating to
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retical justification for our algorithm. The main results employed in the analysis of our algorithm
appear in Section 7.
The algorithms in this paper use matrix operations (multiplication, Gaussian elimination, and
the calculation of characteristic polynomials). If these operations are applied to n × n matrices,
with entries in a field of size q , their running times have a bound of the form O(nγ logδ q). (Obvi-
ous implementations of field arithmetic and linear algebra lead to the values: γ = δ = 3.) Our al-
gorithms also rely on the factorization of polynomials over finite fields. Procedures are known to
factor a polynomial of degree n over a field of size q within a time of the form O(nγ ′ logδ′ q). (For
example, the Cantor–Zassenhaus algorithm of [2] provides a procedure for which γ ′ = 2+ ε and
δ′  4—here ε can be any positive quantity.) We express bounds for our algorithms in terms of the
exponents γ , δ, γ ′, and δ′. In particular, we show that our Las Vegas algorithm for Problem 1 has
a running time bounded by O(d4 logδ q+d5/2+γ+δ logδ q+d3/2+γ ′+δ′ logδ′ q+d2+γ+2δ logδ q),
where d is the dimension of the Lie algebra and q is the size of its field. (The exponents in this
bound can certainly be improved by a more careful analysis of our algorithm. However, we an-
ticipate that much more significant improvements can be made in these exponents by eliminating
our use of eigenvectors in the computation of components of a Cartan subalgebra. It is likely
that components can be found efficiently by application of the MeatAxe to a representation of a
Cartan subalgebra.)
Notation
Write L for the Lie algebra under consideration, k for the field of definition of L, and p for
its characteristic. Throughout the paper, we assume that p is odd and that if p = 3 then the type
of L is neither A2 nor G2. Write q for the size of k and d for the dimension of the Lie algebra L.
It is useful to consider L as a subset of a Lie algebra L¯ that is obtained by extending scalars to
the algebraic closure k¯ of k. Write φ for the Frobenius automorphism x → x|k|. It is an automor-
phism of k¯ with fixed field k. The algebra L is the set of fixed points of φ on L¯. Write G¯ for an
algebraic group that corresponds to L¯, and W for the Weyl group of L. We view W as a group
of isometries of a Euclidean space, and the roots of W as vectors in this space.
2. Frobenius permutations
Let H denote a Cartan subalgebra of L. In this section, we show that H determines a “Frobe-
nius permutation” of its root spaces. We prove that the Frobenius permutation is the action of
an element of the Weyl group on the set of root spaces of H. (A permutation representation of
the Weyl group on the root spaces can be chosen so that the Frobenius permutation is an ele-
ment of the class of W that corresponds toH—see II.1.2 of [15] for the correspondence between
Cartan subalgebras and classes of W .) A polynomial time algorithm for the computation of the
Frobenius permutation is given.
The action of H on L can be diagonalized over some extension field of k. We refer to the
collection of eigenvalues of H on a common eigenspace as an eigentuple of H. The common
eigenspaces are 1-dimensional. (See Point 1 of Section 9. This is one place where it is important
that the characteristic is odd and that if the characteristic is 3, then L does not have type A2
or G2.) Thus, each common eigenspace of H is a root space. (In other words, we can identify
the eigentuples with roots.) We store an eigentuple as a list whose entries give the eigenvalues of
elements of a basis of H.
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diagonally on the root spaces. It follows that, in the cases under consideration in this paper,
CG¯(H) is a maximal torus and NG¯(H)/CG¯(H) is a copy of the Weyl group of L. (However,
there are many examples in characteristic 2 where this is not the case.)
The eigentuples of H are solutions of equations over k. Therefore, they are permuted by the
Frobenius automorphism φ. Suppose that α is an eigentuple whose entries generate a field K .
Then α belongs to a cycle of φ that has length |K : k|. Select a representative root vector from the
root space of α that is defined over K . The Frobenius images of this root vector form a |K : k|-
cycle of root vectors that correspond to the images of α. In this way we obtain the Frobenius
permutation of H. It acts both on the set of root vectors of H and on the set of 1-dimensional
root spaces.
Write φH for the Frobenius permutation of root spaces ofH. Although we write the Frobenius
automorphism φ as a function that acts on the left, we write φH as a permutation that acts on the
right. Thus, if v is a root vector forH and 〈v〉 is its root space, φ〈v〉 = 〈v〉φH. The straightforward
recipe for φH gives the following algorithm. (The algorithm computes a set R of root spaces.
It applies φ to R to compute φH. However, to avoid potentially large field extensions, a loop
is made over a series of small extensions of k. An extension of degree s is sufficient for the
computation of those root spaces that belong to an s-cycle of φH. Of course, the largest possible
cycle of φH is bounded by the number of roots.)
Algorithm 2. Given a Cartan subalgebra H of L compute φH.
Method. Let r be the number of roots of L. Let H be a basis of H.
1. For each h ∈ H compute the characteristic polynomial ph.
2. For 1 s  r :
3. Let K be the extension of k with |K : k| = s.
4. Initialize R = {L}—R is the set of common eigenspaces of those
elements of H that have been considered.
5. For each h ∈ H :
6. Initialize R′ as empty— R′ will update R.
7. For each α ∈ K that is a root of ph:
8. For each space U in R:
9. Let U ′ be the subspace of U annihilated by h− α.
10. If U ′ = {0}, set R′ = R′ ∪ {U ′}.
11. Set R = R′.
12. Print the s-cycles in the permutation action of φ on R.
The loop over spaces U , at Step 8, can be collapsed to a single null space calculation. (Let
h − α act on a space spanned by the concatenation of bases of the spaces in R.) At Step 12,
R is the set of root spaces of H that can be defined over the field K . These spaces are per-
muted by φ. Moreover, those eigenspaces of R that are defined over a smaller field belong to
a cycle with a length that is less than s. The total running time of Algorithm 2 is bounded
by O(dim5/2+γ+δ L logδ q + dim3/2+γ ′+δ′ L logδ′ q). (The summands correspond to the costs of
Steps 9 and 7—the other steps are faster. Step 9 requires linear algebra over K . It is repeated
r2|H | times. Note that |H | = dim(H) is bounded by O(dim1/2L).) Here, and in later run time
estimates, our goal is only to give a polynomial bound. Better bounds are generally available. For
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rank of the Lie algebra rather than its dimension. This would allow the replacement of δ and δ′
by δ/2 and δ′/2 as exponents of dimL in our bound. In practical applications, shortened versions
of our algorithms are generally applicable. For example, when Algorithm 2 is applied later, it is
only necessary to compute a single “joined” cycle of φH (see Section 5). In many cases, the first
cycle of φH that is found by Algorithm 2 will have this property.
Algorithm 2 should not be implemented by working in an extension of k that is large enough
to contain all eigenvalues of all elements of H. The degree of such an extension could be as
large as the greatest order of an element of the Weyl group—this value is not bounded by any
polynomial in the dimension of L.
Write H¯ for the Cartan subalgebra of L¯ that is spanned as a k¯-vector space by H. Clearly, we
have φ(H¯) = H¯. Conversely, if a Cartan subalgebra of L¯ is acted on by φ, then its intersection
with L is a Cartan subalgebra. Write WH for the group of permutations of the root spaces of H
that arise from the action of NG¯(H¯). As above, in the cases under consideration, WH is isomor-
phic to the Weyl group W . The next lemma is well known. Our proof is based on II.1.3 of [15].
A standard corollary shows that φH ∈ WH.
Lemma 3. Suppose thatH is a Cartan subalgebra of L and that g ∈ G¯. Then, H¯g∩L is a Cartan
subalgebra of L if and only if φ(g)g−1 ∈ NG¯(H¯). Moreover, if H¯g ∩L is a Cartan subalgebra,
then φ(g)g−1 acts on the root spaces of H as an element w ∈ WH and φ(H¯g∩L) = (φH ◦w)g .
Proof. Note that φ(g)g−1 ∈ NG¯(H¯) ⇔ H¯φ(g)g−1 = H¯ ⇔ H¯φ(g) = H¯g ⇔ φ(H¯g) = H¯g.
But, H¯g ∩L is a Cartan subalgebra of L if and only if φ(H¯g) = H¯g.
Suppose that H¯g ∩ L is a Cartan subalgebra of L. Write w for the image of φ(g)g−1 under
the map NG¯(H¯) → WH. Let v be a root vector of H¯. Then vg is a root vector of H¯g. Moreover,〈vg〉φ(H¯g∩L) = φ〈vg〉 = (φ〈v〉)φ(g) = (〈v〉φH)φ(g) = 〈v〉φHφ(g)g−1g = 〈v〉(φH ◦ w)g =〈vg〉(φH ◦w)g . 
It is important to note that in the expression for φ(H¯g∩L) of Lemma 3, the element g trans-
forms the set permuted by φH into the set permuted by φ(H¯g∩L). In other words, φ(H¯g∩L) is
permutation equivalent to φH ◦w.
The map g → φ(g)g−1 : G¯ → G¯ is surjective by Lang’s Theorem [15, I.2.3]. Therefore, for
any w ∈ WH, there is a Cartan subalgebra H¯g ∩L with φ(H¯g∩L) = (φH ◦w)g .
Corollary 4. Suppose that H is a Cartan subalgebra of L. Then φH is in the group WH.
Proof. All Cartan subalgebras of L¯ are equivalent under G¯. It follows that there is a g ∈ G¯ for
which H¯g ∩ L is a split Cartan subalgebra of L. However, the Frobenius permutation of a split
Cartan subalgebra is trivial. Hence, there is an element w ∈ WH for which φH ◦w is trivial. 
Observe that the definition of φH does not rely on the existence of a split Cartan subalgebra
of L—it applies whenever H¯ is a split Cartan subalgebra of L¯. Moreover, in this more general
setting Lemma 3 still holds. However, Corollary 4 does rely on the existence of a split Cartan
subalgebra in L. In fact, Corollary 4 could be used to test whether a Lie algebra L has a split
Cartan subalgebra.
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Geometrical relationships between roots serve to describe relationships between root spaces.
In particular, we talk about mutually negative root spaces if the corresponding roots are mutually
negative. Since the characteristic is odd, a pair of root spaces with mutually negative eigentu-
ples are mutually negative. If α and β are root spaces, the α-chain through β can be determined
by computing the Lie images and preimages of β under the actions of α and the correspond-
ing negative root space. We call a pair of root spaces orthogonal if the corresponding roots are
orthogonal. If α is a root space, the orthogonal root spaces are computed as those that are in
the middle position of their α-chain. The action of the element of the Weyl group that reflects
in the hyperplane orthogonal to α is computed as reversal on each α-chain. In this way, the
permutation actions (on root spaces) of all reflections in the Weyl group can be computed by
the calculation of all products of pairs of roots. The run time of this computation is bounded
by O(dim2+γ+2δ L logδ q). (Since, a pair of root spaces certainly belong to an extension of k
with degree bounded by dim2L.) In practical applications, this expensive computation is omit-
ted. However, for theoretical purposes it is useful to suppose that it is performed along with any
computation of a Frobenius permutation.
Definition 5. A component of the Cartan subalgebra H is a set X of root spaces with the follow-
ing properties:
• X forms a root system with a connected Dynkin diagram.
• X is closed under the action of the Frobenius permutation.
• The restriction of φH to X is an element of the Weyl group of X.
• The root spaces in X are all orthogonal to the set of root spaces fixed by φH.
The (Lie) algebra of the component X is the intersection of L with the subalgebra of L¯ that is
generated by X.
It is easy to test whether a particular set X of root spaces forms a component. Permutation
actions of the reflections corresponding to X are known. Properties of X can be tested by cal-
culations in the resulting group of permutations of X. All of the properties can be tested in time
O(dim3L). (Connectedness of the Dynkin diagram is equivalent to connectedness of the graph
on X in which non-orthogonal root spaces are joined. To test whether φH belongs to the Weyl
group, apply the procedure of [7, Section 10.3] that writes an element of a Weyl group as a
minimal product of reflections. The other verifications are completely routine.)
Algorithm 6. Suppose that H is a Cartan subalgebra of L and that X is a component of H.
Compute the algebra of the component X.
Method.
0. Initialize a set S of elements of L to be empty.
1. For each orbit Y of φH on X:
2. Select a root vector v from a root space in Y .
(Select the representative v to belong to LK , where |K : k| = |Y |.)
3. For each element c in a basis of K over k:
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∑|K:k|
i=1 φi(cv) to S.
5. Return the algebra generated by S.
In the implementation of Algorithm 6, Step 2 requires the computation of the intersection of a
number of eigenspaces. Since the corresponding matrix actions are written over k and the corre-
sponding eigenvalues are in K , a null space computation produces a common eigenvector defined
over K . Step 5 is an application of the MeatAxe spin routine [11]: calculate the submodule of L
generated by images of S under the action of generators from S in the adjoint representation of L.
The other steps are completely routine. Under the assumption that the root vectors in X are pro-
vided as input, the run time of Algorithm 6 is bounded by O(dimγ+δ L logδ q+dim2+γ L logδ q).
(The first term bounds the total cost of operations at Step 4. The second term bounds the cost of
Step 5. Note that the matrices used in Step 5 are defined over k. We do not account for Step 2
since the computation of root vectors has already been included in the cost of Algorithm 2.)
To justify the algorithm, write X¯ for the subalgebra of L¯ generated by X. Let X = L ∩ X¯ ,
this is the algebra of the component X. Note that the elements of S are elements of X¯ that are
fixed by φ. Therefore, S generates a subalgebra S of X .
Lemma 7. Each root space in X has a representative that is a k¯-linear combination of elements
of S.
Proof. For each Frobenius orbit Y in X, the vectors adjoined at Step 4 of Algorithm 6 are
linearly independent over k. (Otherwise, let v0 be a vector in one of the root spaces of Y . Let
v1 = v0φ,v2 = v1φ, . . . , v|Y | = v|Y |−1φ. Let c1, c2, . . . , c|Y | be the elements (of a basis of K
over k) that are selected as values of c at Step 3. The dependence between the adjoined vectors
has the form
∑
i λi
∑
j φ
j (civ0) = 0, where the scalars λi belong to k and the indices i and j
range from 1 to |Y |. It follows that ∑j (∑i λiφj (ci))vj = 0. However, because the vectors vj
belong to distinct root spaces, they are linearly independent over K . Hence, for all choices of j :∑
i λiφ
j (ci) = 0. Set j = |Y | to obtain an impossible linear dependence between the independent
elements ci .)
Now, the vectors adjoined at Step 4 form an independent set (of size |Y |) in L. However,
independent elements of the k-space L remain independent when viewed as elements of the
k¯-space L¯. Hence, the vectors adjoined at Step 4 are a basis of the K-space spanned by Y . 
The lemma shows that all elements of X¯ are k¯-linear combinations of elements of S . Hence,
dimk(S) = dimk¯(X¯ ). But dimk¯(X¯ )  dimk(X ), since linearly independent elements of X are
independent when viewed as elements of X¯ . Therefore, S does generate the algebra X .
Lemma 8. Let H be a Cartan subalgebra of L. Let X be a component of H and let X be the
algebra of X. Then the algebras H¯ ∩ X¯ and H ∩ X are Cartan subalgebras of X¯ and X . The
set X is the complete set of root spaces for these Cartan subalgebras. If it is defined then the
Frobenius permutation φH∩X is the restriction of φH to the set X.
Proof. For each root space α relative toH, select a non-zero root vector eα and a non-zero vector
e−α from the corresponding negative root space. Let hα = [eα, e−α] ∈ H¯. Then, [hα, eα] = 0,
since the characteristic is odd.
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abelian subalgebra H¯ ∩ X¯ of X¯ . The set X gives a set of (non-zero) root spaces of X¯ relative to
H¯ ∩ X¯ . Hence H¯ ∩ X¯ is a Cartan subalgebra of X¯ .
Any element x ∈ X¯ has a unique decomposition x(0) + x(1), where x(0) ∈ H¯ ∩ X¯ and x(1)
is a linear combination of root vectors eα with α ∈ X. Moreover, φ(x(0)) + φ(x(1)) gives the
corresponding decomposition of φ(x) (since φ acts on both H¯ ∩ X¯ and X). Thus, if x ∈ X , so
that φ(x) = x, we have φ(x(0)) = x(0). Therefore, x(0) ∈X ∩H.
Now, by Lemma 7, every element h ∈ H¯ ∩ X¯ is a k¯-linear combination of elements of X :
h =∑i λixi =∑i λix(0)i +∑i λix(1)i . However, since H¯ is independent of the root spaces,
we have h =∑i λix(0)i , a k¯-linear combination of elements of H ∩ X . We deduce that H ∩ X
contains a basis of a Cartan subalgebra of X¯ . Therefore H ∩X is a Cartan subalgebra of X .
Moreover, when it is defined, φH∩X is the permutation of the root spaces of H ∩X induced
by φ. In other words, it is the permutation of X induced by φ. However, images of elements of X
under φH are also induced by the action of φ. 
Note that the only cases where the permutation φH∩X is undefined in the last part of Lemma 8
arise when the characteristic is 3 and X has type A2 or G2.
Lemma 9. Suppose that X is a component of the Cartan subalgebraH of L. LetX be the algebra
of X. Let F be a Cartan subalgebra of X . Then:
(a) The subset CH(X ) spans the k¯-space CH¯(X ).
(b) CL¯(H¯ ∩ X¯ +CH¯(X )) = H¯ and CL(H ∩X +CH(X )) =H.
(c) The algebra H′ = CL(F +CH(X )) is a Cartan subalgebra of L.
Proof. Select standard elements eα , e−α , and hα as in Lemma 8. Write G¯(X) for the subgroup
of G¯ that corresponds to the root system X. Let g ∈ G¯(X) be chosen so that F =X ∩ (H¯∩ X¯ )g.
(a) Represent a basis of H and represent the null spaces of the adjoint actions of basis ele-
ments of X as rows of matrices defined over k (computed with respect to some basis of L). The
intersection of the row spaces of these matrices represents a basis (over k) for CH(X ). (Note
the computation of the intersection is carried out by row reduction, over k). However, if we view
exactly the same matrices as defined over the larger field k¯, then the intersection of row spaces
represents CH¯(X ). In other words, extension of scalars from k to k¯ extends CH(X ) to CH¯(X ).
(b) Since H¯ ∩ X¯ + CH¯(X ) is a subspace of H¯, its centralizer in L¯ is a sum of root spaces
relative to H¯. (The sum of those root spaces on which the eigentuple vanishes at H¯ ∩ X¯ +
CH¯(X ).) We show that this sum is just H¯.
For, suppose that α is a non-zero root space in the centralizer, then α is orthogonal to all root
spaces in X (because eα is annihilated by hx ∈ H¯∩ X¯ for any x in X). Now, since α is orthogonal
to X, we have hα ∈ CH¯(X ). However, eα ∈ α  CL¯(H¯ ∩ X¯ + CH¯(X)) CL¯(CH¯(X)), so that[eα,hα] = 0: a contradiction. (Note that this is no contradiction if the characteristic is 2.)
The subset H ∩X + CH(X ) spans H¯ ∩ X¯ + CH¯(X ) (by (a) and Lemma 8). Thus, CL¯(H ∩
X +CH(X )) = H¯. Therefore, CL(H ∩X +CH(X )) = H¯ ∩L=H.
(c) Since g ∈ G¯(X), g acts as the identity on CH¯(X ). Therefore, g transforms H¯ ∩ X¯ +
CH¯(X) to F¯ +CH¯(X). But, the L¯-centralizer of H¯∩ X¯ +CH¯(X) is a Cartan subalgebra by (a).
Therefore, the L¯-centralizer of F¯ + C ¯ (X) is also a Cartan subalgebra. Now, φ acts on thisH
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of X under φ is crucial here.) However, by (a), CL(F¯ +CH¯(X)) = CL(F +CH(X)). 
Lemma 10. Suppose that X is a component of the Cartan subalgebra H of L, and that if the
characteristic is 3 then X does not have type A2 or G2. Let X be the algebra of X. Then X is a
Chevalley Lie algebra. In particular, X has a split Cartan subalgebra. Moreover, if F is a split
Cartan subalgebra of X and H′ = CL(F¯ + CH¯(X)), then the permutation φH′ has more fixed
points than φH.
Proof. The Lie algebra X¯ is a Chevalley Lie algebra (since it is generated by the root spaces in
a subsystem of the root system of L¯). As in Lemma 9, write G¯(X) for the subgroup of G¯ that
corresponds to the root system X. (Hence G¯(X) is a Chevalley group with Lie algebra X¯ .)
The Cartan subalgebra H ∩ X (of X ) has a Frobenius permutation φH∩X that acts on X as
an element w of the Weyl group of X (according to the 3rd condition of Definition 5). Hence, by
Lang’s Theorem [15, I.2.3], there exists an element g ∈ G¯(X) such that φ(g)g−1 is an element
of NG¯(X)(H¯ ∩ X¯ ) that maps to w−1 in the Weyl group. The Cartan subalgebra (H¯ ∩ X¯ )g of X¯
intersects X in a split Cartan subalgebra (by Lemma 3).
Write F for the split Cartan subalgebra X ∩ (H¯ ∩ X¯ )g of X . The root spaces of F¯ are
obtained by transforming the root spaces of H¯ ∩ X¯ by the element g. The transformed spaces
form a system with the same type as X, and generate X¯ (because X does). However, every root
space of F¯ has a non-trivial intersection with X , since F is split. It follows that X contains a
Chevalley basis of X¯ . In other words X is a Chevalley Lie algebra (with type X).
The root spaces of H′ are the root spaces of CL¯(F¯ + CH¯(X)); they are obtained from those
of H¯ by the application of g ∈ G¯(X). Hence, the root spaces of H′ include all root spaces of H¯
that are orthogonal to X. Therefore, all fixed points of the Frobenius permutation of H are root
spaces of H′ and, as spaces fixed by φ, they are also fixed by the Frobenius permutation of H′.
However, the set of root spaces of H′ also includes g-images of root spaces in X. These root
spaces can be viewed as the set of root spaces of X relative to the Cartan subalgebra F . Since F
is split, these root spaces are defined over k and are therefore fixed by φ (hence, are also fixed by
the Frobenius permutation of H′). 
The Cartan subalgebra H′ of Lemma 10 is called the simplification of H with respect to
the component X. Lemma 10 shows that replacement of H by H′ results in a simplification of
Frobenius permutations. Our strategy is to repeatedly simplify until the Frobenius permutation is
trivial.
4. Admissible components
To simplify a Cartan subalgebra H, a component is needed. We now show that one can al-
ways obtain components of H from an admissible diagram (as defined in [3]) of φH. In [3],
each element w of W is associated with one or more admissible diagrams. These diagrams are
graphs whose nodes are labeled by roots of W . The diagrams are obtained from certain minimal
decompositions of w as a product of reflections—we refer to such a decomposition as a Carter
decomposition. (A Carter decomposition is a minimal product of reflections that is the concatena-
tion of two subproducts, each of which consists of reflections that correspond to a set of mutually
orthogonal roots. The admissible diagram is a (multi)graph on the roots that correspond to the re-
flections involved in the decomposition. As in a Dynkin diagram, two roots are joined by 0,1,2,
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roots in each connected component of an admissible diagram generate a connected root system.
Any two roots from distinct components of the admissible diagram are orthogonal. If labels are
omitted from vertices of admissible diagrams, then conjugate elements of W correspond to the
same diagrams.
Lemma 11. Suppose that an element w in the Weyl group W fixes all elements of a set X of roots.
Then:
(i) The reflections in any Carter decomposition of w correspond to roots that belong to the
space X⊥.
(ii) If w fixes all roots in the space X⊥, then w = 1.
Proof. (i) Every Carter decomposition of w gives a factorization: w = w1w2, where w1 and
w2 are involutions in W . The elements w1 and w2 are written as products of reflections w1 =
wa1wa2 · · ·war and w2 = wb1wb2 · · ·wbs —it is the concatenation of these products that exhibits
the Carter decomposition of w. The corresponding roots a1, a2, . . . , ar , b1, b2, . . . , bs are linearly
independent [3]. Moreover, the roots involved in the product for w1 are mutually orthogonal, as
are the roots that appear in the product for w2.
Let r be a root in X. Then r is fixed by w. Therefore, rw1 = rw2. However:
rw1 = r − 2
∑
i
(r, ai)
(ai, ai)
ai and rw2 = r − 2
∑
j
(r, bj )
(bj , bj )
bj .
Therefore:
∑
i
(r, ai)
(ai, ai)
ai =
∑
j
(r, bj )
(bj , bj )
bj .
Now, the roots a1, a2, . . . , ar , b1, b2, . . . , bs are linearly independent. Therefore, for all i,
(r, ai) = 0, and for all j , (r, bj ) = 0.
(ii) Choose a Carter decomposition of w. Let Y be the set of roots that correspond to the
reflections in the decomposition. Let Z be the set of roots in X⊥. According to (i), Y ⊂ Z.
However, w fixes all roots in Z. Therefore all elements of Y are orthogonal to all elements of Z
(again, by (i)). In particular, all roots in Y are self-orthogonal. It follows that Y is empty and that
w = 1. 
Any connected component of an admissible diagram of an element w ∈ W generates a simple
root system. We refer to the set of roots in the system generated by a connected component of
the admissible diagram of w as an admissible component of w. (Note that in [3] the class names
obtained from admissible diagrams usually give the admissible components. However, the names
in [3] do include B1, C1, C2, D2, and D3 that correspond to (unions of) components that we view
as A1, A1, B2, A
2
1, and A3, respectively.) An admissible component of H is a set of root spaces
that correspond to an admissible component of φH.
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(i) The admissible components of a Cartan subalgebra H are components of H.
(ii) Every component of H is a union of admissible components.
Proof. (i) Let X be an admissible component of H. X certainly forms a root system with a con-
nected Dynkin diagram. The admissible component X is obtained from a Carter decomposition
of φH whose terms are reflections that correspond to roots that belong to X∪X⊥. All such reflec-
tions act on X. Moreover, reflections that correspond to roots in X⊥ act trivially on X. It follows
that the restriction of φH to X is the product of those reflections (in the Carter decomposition)
that correspond to roots of X. Hence, φH acts on X as an element of the Weyl group of X. The
final condition of Definition 5 is given by Lemma 11(i).
(ii) Suppose that X is a component of H. The restriction of φH to X is an element of
the Weyl group (of X). It has a Carter decomposition w1w2 · · ·wm, where each term is a re-
flection that corresponds to a root in X. Let w′ = (w1w2 · · ·wm)−1φH. (Here the reflections
w1,w2, . . . ,wr are viewed as embedded in the larger Weyl group W .) In a Carter decomposition:
w′ = u1u2 · · ·uk the reflections correspond to roots of X⊥ (by Lemma 11(i)). The factorization:
w = w1w2 · · ·wmu1u2 · · ·uk is a minimal decomposition of w as a product of reflections of W .
(Since the roots corresponding to these reflections are linearly independent.) It can be rearranged
to give a Carter decomposition. (Since any reflections ui and wj commute.) The elements of
the subset {w1,w2, . . . ,wr} are orthogonal to other roots in the decomposition. Therefore, this
subset is a union of components in the admissible diagram of the decomposition. 
An admissible set of components of a Cartan subalgebra is the set of components in an ad-
missible diagram of the Frobenius permutation of the subalgebra. The next lemma strengthens
Lemma 10. In particular, it shows that simplification with respect to an admissible component
corresponds to the removal of the component from the admissible diagram.
Lemma 13. Suppose that H is a Cartan subalgebra with an admissible set of components
X0,X1,X2, . . . ,Xj . If the characteristic is 3, suppose that X0 has a type other than A2 or G2.
Let X be the algebra of X0. Suppose that F is a Cartan subalgebra of X with an admissible
set of components Y1, Y2, . . . , Yk . Then, the Cartan subalgebra H′ = CL(F + CH(X)) has an
admissible set of components Y1, Y2, . . . , Yk, X1,X2, . . . ,Xj .
Proof. The admissible components of H are obtained from a Carter decomposition of φH. For
each component of the Carter decomposition, create an element of the Weyl group by omitting
from the decomposition all reflections that do not correspond to roots of the component. Write
wi for the element thus obtained from the component Xi . The element wi belongs to the natural
embedding of the Weyl group of Xi into W . Moreover, φH = w0w1 · · ·wj .
Choose g ∈ G¯(X0) that transforms H ∩X to F and H to H′ (as in Lemma 9). Let w be the
image of φ(g)g−1 in WH. Note that g fixes all root spaces that are orthogonal to X0. Moreover,
since X0 is φ-invariant, these root spaces are also fixed by φ(g) and by w.
The Frobenius permutation of H′ is the g-transform of φH ◦ w (see Lemma 3). Therefore,
the g-transform of a set of admissible components of φH ◦ w is a set of admissible compo-
nents of H′. Now, φH ◦ w = w′0w1 · · ·wj , where w′0 = w0 ◦ w. This factorization of φH ◦ w is
a product of elements from Weyl groups that correspond to mutually orthogonal sets of roots.
(Since, w′ is an element of the Weyl group of X0.) Hence, φH ◦ w has a set of admissible com-0
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The elements w1,w2, . . . ,wj have admissible components X1,X2, . . . ,Xj . These components
are unchanged by the action of g. Therefore, H′ has a set of admissible components consisting
of X1,X2, . . . ,Xj and the g-transform of a set of admissible components of w′0. However, any
admissible set of components of F is the g-transform of a set of admissible components of w′0.
(The element g transformsH∩X to F . Therefore, by Lemma 3, the Frobenius permutation of F
is the g-transform of w0 ◦w = w′0.) 
5. Reducibility of Cartan subalgebras
We say that an element of a Weyl group is irreducible if it has an admissible diagram with the
same type as the Weyl group. Other elements of a Weyl group are called reducible. Analogously,
we refer to a Cartan subalgebraH as being irreducible or reducible, according to the status of φH.
Table 1 gives all classes of irreducible elements in Weyl groups with connected root systems.
It is obtained from the results of [3]. The second column gives the names (from [3]) of classes of
irreducible elements from each Weyl group. Since the elements are irreducible, each class name
consists of the type of the Weyl group together with further notation for the admissible diagram
(if it is other than the Dynkin diagram). The third column gives the cycle types of the permutation
actions of irreducible elements on the roots. In the row Dl of the table, the bracketing { , } denotes
the least common multiple, and ( , ) denotes the greatest common divisor of a pair of integers.
The data in Table 1 is used to decide (by inspection of the Frobenius permutation) whether
a Cartan subalgebra is irreducible. (No other element of a Weyl group has the same cycle type
as an irreducible element.) When a Frobenius permutation is found to be reducible, it is useful
to locate subsets of roots that belong to admissible components. The remainder of this section
develops an algorithm for this task.
Let φH be a Frobenius permutation, and let X be a set of root spaces that forms a compo-
nent of φH. Then φH permutes the elements of X. If this permutation has the cycle type of an
irreducible element in the Weyl group of X, then X is an admissible component. In this way,
the procedure of Section 3 that tests whether a set of root spaces forms a component extends to
test whether the component is admissible. The run time of the augmented procedure is bounded
by O(dim3L), as before.
We say that two roots are joined if their sum is a root (possibly 0). Let w be an element of a
Weyl group, we say that a cycle of w on roots is joined if adjacent roots in the cycle are joined.
Table 1
Irreducible classes of elements in Weyl groups
Type Irreducible classes Cycle types on roots
Al Al (l + 1)l
Bl ,Cl Bl , Cl 2ll
Dl Dl, (2l − 2)l ,
Dl(ai−1), 2 i  l/2 2ii−1.2(l − i)l−i−1.2{i, l − i}2(i,l−i)
G2 G2 62
F4 F4,F4(a1) 124, 68
E6 E6,E6(a1),E6(a2) 126,98,612
E7 E7,E7(a1),E7(a2),E7(a3),E7(a4) 187,149,1210.61,303.103.61,621
E8 E8,E8(a1),E8(a2),E8(a3),E8(a4), 308,2410,2012,1220,1813.61,
E8(a5),E8(a6),E8(a7),E8(a8) 1516,1024,1218.64,640
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and is closed under negation of roots. A root is joined to a cycle of w if it is joined to at least one
element of the cycle.
Lemma 14. Suppose that W is a Weyl group with type other than G2, F4, or E8. Let Φ be the
set of roots of W . Let w be an irreducible element of W . Then either Φ can be generated by the
roots of a single joined cycle of w, or one of the following applies:
(i) W has type Dl , w is either in the class Dl or in one of the classes Dl(ai−1), and Φ can be
generated either by the roots of a pair of quasi-joined cycles, or by the roots of a pair of
quasi-joined cycles together with a root that is joined to both of these cycles.
(ii) W has type E6, w is in the class E6(a2), and Φ can be generated by the union of two cycles
of w, each of which has length 6.
(iii) W has type E7, w is in the class E7(a3), and Φ can be generated by a single cycle of w
with length 30.
(iv) W has type E7, w is in the class E7(a4), and Φ can be generated by the union of three
cycles of w, each of which has length 6.
Our proof of Lemma 14 is a case by case analysis, given in Appendix A. We remark that root
systems of types G2, F4, and E8 are also generated by a single joined cycle of any irreducible
element that does not have one of the diagrams F4(a1), E8(a3), E8(a4), E8(a6), E8(a7), and
E8(a8). Because components with types G2, F4, and E8 do not arise for any reducible element,
we do not need these cases.
A cycle of a Frobenius permutation φH (on root spaces) is called joined if the corresponding
cycle on roots is joined. Joined cycles of φH are identified by calculating the Lie product of (any
pair of) adjacent root spaces in the cycle. If this product is non-zero, the cycle is joined. If the
product is zero and the cycle is joined, then either the characteristic is 2, or the characteristic is 3
and the cycle is a 6-cycle on short roots of G2. However, these special cases have already been
excluded from consideration in this paper.
Lemma 14 allows for selection of admissible components of a Cartan subalgebra without
examination of all subsets of the root system.
Algorithm 15. Given a non-identity Frobenius permutation φH of a reducible Cartan subalgebra,
compute all admissible components.
Method.
1. For each joined cycle of φH, compute the set X of root spaces that it generates. If X is an
admissible component of H, print X.
2. For each pair of quasi-joined cycles C1 and C2 of φH:
2a. Compute the set X of root spaces generated by C1 and C2.
2b. If X is an admissible component of H, print X.
2c. For each root space α that is joined to C1 and C2:
2d. If X and α generate an admissible component Y , print Y .
3. For each pair of 6-cycles C1 and C2 of φH, compute the set X of root spaces that is generated
by C1 and C2. If X is an admissible component of H, print X.
4. For each triple of 6-cycles C1,C2,C3 of φH, compute the set X of root spaces that is gener-ated by C1,C2,C3. If X is an admissible component of H, print X.
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by C1. If X is an admissible component of H, print X.
If only one admissible component is required, execution of Algorithm 15 can terminate as
soon as a component is printed. To justify Algorithm 15, observe that each admissible component
of φH is a root system (other than E8, F4, or G2) on which φH acts as an irreducible element of
the Weyl group. Accordingly, the component can be generated from cycles of φH that meet the
conclusions of Lemma 14.
Algorithm 15 examines subsets of the root system. Each of these subsets is either a union of
at most 3 cycles of φH or a union of 2 cycles of φH and one other root. Therefore, the number of
subsets considered is bounded by O(dim3L). We deduce that Algorithm 15 runs in time bounded
by O(dim6L). In case we only need to compute an admissible component of type A, we do not
need to proceed beyond the first step of Algorithm 15. In this situation, the run time is bounded
by O(dim4L).
Note that the algorithm would still run in polynomial time even if we suppressed all occur-
rences of the word “joined.” However, in practical applications, the use of joined cycles allows
us to find components with almost no examination of other sets of root spaces. Our later example
of a computation for E8(3) highlights this advantage of the use of joined cycles.
6. Computation of a split Cartan subalgebra
Algorithm 16. Compute a split Cartan subalgebra of L.
Method. Let p be the characteristic of L.
1. Repeatedly select a random element l from L,
2. until H= CL(l) is a reducible Cartan subalgebra.
3. While H is not split:
4. Locate a component X of H.
5a. If p = 3 and X = A2:
5b. Repeat Algorithm 25 until it succeeds.
5c. Replace H by H′ as returned by Algorithm 25.
5. Else:
6. Find the algebra X of X.
7. Recursively compute a split Cartan subalgebra F of X .
8. Replace H by CL(F +CH(X )).
9. Return H.
Steps 1, 2, 3, and 8 have obvious implementations as operations of linear algebra. The random
selection in Step 1 presents no problem: elements ofL are just vectors, and random vectors can be
generated easily—random selection within a group is a much more delicate question. In Step 2,
CL(l) is found by computing the null space of Ad(l). If rank(Ad(l)) = rank(Ad(l)Ad(l)) =
dim(L)− rank(L), then CL(l) is a Cartan subalgebra. Algorithm 2 finds φH when H= CL(l) is
a Cartan subalgebra. A Cartan subalgebra H is reducible if and only if the cycle type of φH does
not appear in Table 1. At Step 3, the test whether H is split is performed by examining the field
of definition of its root spaces. In Step 8, centralizers in Lie algebras are obtained as null spaces.
Algorithms 15 and 6 implement Steps 4 and 6. Step 7 is a recursive call. This is one place
where it is important that the component X forms a connected root system. The base of the
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This must happen if L has type A1, but could happen fortuitously even for other types.
Steps 5a, 5b, and 5c arise rarely. Indeed, they can arise only when the characteristic is 3.
Algorithm 25, which is called by these steps, is given in Point 2 of Section 9. It replaces a Cartan
subalgebra H that has a troublesome component of type A2 by a Cartan subalgebra H′ that has
the same components as H, except that the component of type A2 is replaced by a component of
type A1.
In the next section, we analyze Algorithm 16. We show that if we are careful about our choice
of Cartan subalgebra in Step 2, and are suitably persistent in our recursive calls at Step 7, we
obtain a polynomial Las Vegas algorithm. In particular, this analysis includes a proof that, with
probability 1, Steps 1 and 2 (and Steps 5a, 5b, and 5c) of Algorithm 16 do not repeat indefinitely.
7. A polynomial Las Vegas algorithm to compute a split Cartan subalgebra
In this section, we make some small modifications to Algorithm 16, which give a provably
polynomial Las Vegas algorithm. One problem is that Algorithm 16 relies on a random choice
and on recursion. In order to establish a polynomial complexity for our algorithm, we must be
careful about the interaction of these two processes.
Many estimates rely on counting equivalence classes under a group of automorphisms of L.
For this purpose, it is convenient to use the universal Chevalley group Ĝ that corresponds to L.
We restrict our attention to “convenient ” Cartan subalgebras, which are particularly easy to
analyze. Convenient Cartan subalgebras correspond to convenient classes of elements in a Weyl
group, as defined by Table 2. The left column gives a type of Weyl group, the next column gives
the Carter notation for the class that we consider convenient. (In the second and third rows, when
m = 1 the table specifies a convenient class with a component of type A0, which by convention is
interpreted as empty.) The third column gives the size of the centralizer of a convenient element
w in the Weyl group. The final column gives |CĜ(H)|, where H is a Cartan subalgebra with
φH = w, as calculated from Table 2 of [3].
We say that a Cartan subalgebra is convenient if it has a convenient Frobenius permutation.
A component of a convenient Cartan subalgebra is convenient if it has the type of one of the
admissible components of the subalgebra. The modified version of Algorithm 16 is as follows.
Table 2
Convenient elements of Weyl groups
Type of W Convenient class |CW (w)| |CĜ(H)|
A1 ∅ 2 q − 1
A2m AmAm−1 (m+ 1)m (qm+1 − 1)(qm − 1)/(q − 1)
A2m+1 Am+1Am−1 (m+ 2)m (qm+2 − 1)(qm − 1)/(q − 1)
Bl , Cl Al−1 2l ql − 1
Dl , l even Al−1 2l ql − 1
Dl , l odd Al−1 l ql − 1
G2 A2 6 (q3 − 1)/(q − 1)
F4 A3 16 q4 − 1
E6 A1A5 36 (q6 − 1)(q + 1)/(q − 1)
E7 A7 32 (q8 − 1)/(q − 1)
E8 A8 54 (q9 − 1)/(q − 1)
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Method. Let p be the characteristic of L.
1. Repeatedly select a random element l from L until:
2a. either H= CL(l) is a convenient Cartan subalgebra,
2b. or after 243 × (rank(L))2 selections, report failure.
3. While H is not split:
4. Locate a convenient component X of H.
5a. If p = 3 and X = A2, replace H by H′ using Algorithm 25.
5. Else: Find the algebra X of X.
6. Try 3 times to compute a split Cartan subalgebra F in X .
7. Replace H by CL(F +CH(X)).
8. Return H.
Step 6 applies a recursive call of Algorithm 17. The call is to be repeated up to 3 times, if
necessary. If this limit is exceeded, the step fails. Steps 2b and 5a can also fail. If any one of
these steps does fail, Algorithm 17 reports failure and terminates.
The individual steps of Algorithm 17 are implemented in exactly the same way as the steps of
Algorithm 16. The bound that we place, in Step 2b, on the number of random selections ensures
that Steps 1 and 2 do complete, possibly by failing, in polynomial time—this allows us to prove
that the algorithm runs in polynomial time. The last question that then remains, which we resolve
at the end of this section, is whether the bound in Step 2b is loose enough to allow the algorithm
a reasonable chance of success.
Theorem 18. Algorithm 17 terminates in polynomial time.
Proof. Let l be the rank ofL, let d be the dimension ofL, and let r be the number of roots. A case
by case examination of root systems shows that r  4l2 [10]. Hence, d = dim(L)  4l2 + l.
Write s for log(q).
The non-recursive steps of Algorithm 17 have implementations with polynomial run times
that are bounded by O(d4sδ + d5/2+γ+δsδ + d3/2+γ ′+δ′sδ′ + d2+γ+2δsδ). (For Algorithm 25,
this is established in Point 2 of Section 9. For the other steps, we have already obtained these
bounds.) Select constants C1,C2,m1 and m2 so that the total running time of the steps other than
Step 6 (the non-recursive steps) of the algorithm is bounded by C1lm1sδ +C2lm2sδ′ .
Let ni = max(mi,5) and Di = 6Ci , for i = 1,2. We now prove by induction that if L has
type Al , then Algorithm 17 completes in time bounded by D1ln1sδ + D2ln2sδ′ . (The base of the
induction is immediate, since the base case of the recursive algorithm has only non-recursive
steps.)
In Algorithm 17, Step 6 makes at most 6 direct recursive calls. (A convenient Cartan
subalgebra has at most two components. Therefore its simplification will analyze at most
two component algebras—see Lemma 13. The analysis of each component algebra can re-
sult in up to 3 direct recursive calls.) Moreover, the rank of the subalgebra involved in any
recursive call is bounded by 2l/3. (The subalgebra with the relatively largest rank is an A2-
subalgebra in A3.) Therefore, by inductive hypothesis, the run time of the algorithm is at most
(C1ln1 + 6D1(2l/3)n1)sδ + (C2ln2 + 6D2(2l/3)n2)sδ′ . But 6(2/3)ni  192/243 < 5/6. Hence,
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ni + 6Di(2l/3)ni  Cilni + (5/6)Dilni = Dilni . It follows that the run time is bounded by
D1ln1sδ +D2ln2sδ′ .
For an algebra L with a type other than Al , the initial invocation of the algorithm makes at
most two recursive calls to subalgebras that can only have type A. We have just proved that these
recursive calls have polynomial running times. 
The argument of Theorem 18 gives a bound of O(dim5/2+γ+δ L logδ q + dim4L logδ q +
dim3/2+γ ′+δ′ L logδ′ q + dim2+γ+2δ L logδ q) on the running time of Algorithm 17. Our next
goal is Theorem 22, which establishes the probability of successful completion of Steps 1 and 2
of Algorithm 17. We begin with preliminary lemmas, to show that certain ratios are bounded
away from 0. In the following lemmas, we do not insist on tight bounds. As a result, the cutoff
of 243 × (rankL)2 in Step 2b of Algorithm 17 is much larger than is generally required.
Lemma 19. Let Ĝ be a universal Chevalley group over a finite field of size q . Let L be the
corresponding Lie algebra. Let H be a convenient Cartan subalgebra of L. Then |NĜ(H)| 
3|H||CW(φH)|.
Proof. Let G¯ be an algebraic group (defined over the algebraic closure of k) with G¯φ = Ĝ. Let
T¯ = CG¯(H) and T = CĜ(H). The groups T¯ and T are maximal tori of G¯ and Ĝ, respectively.
(Our restrictions on the characteristic and type of L rule out the possibility of larger centralizers.)
Suppose that g ∈ NĜ(H). Let w be the image of g in WH = NG¯(H)/T¯ . Note that
φ(g)g−1 = 1, so by Lemma 3, we have φHg = φgH = φwH. However,Hg =H, so that φHg = φH.
We deduce that φH is centralized by w. It follows that g is one of |T | preimages, in Ĝ, of an ele-
ment w ∈ CW(φH). Thus, |NĜ(H)| |T ||CW(φH)|. However, for maximal tori that correspond
to convenient Cartan subalgebras we certainly have |T | 3|H|. (The sizes of these maximal tori
are given by the entries in the last column of Table 2. For a fixed value of q , the largest quotient
that arises when an entry is divided by ql corresponds to the E6-row. Hence |T |/|H| (q + 1)/
(q − 1) 3.) 
Lemma 20. Let Ĝ be a universal Chevalley group. Let L be the corresponding Lie algebra. Then
|Ĝ|/|L| > 1/2.
Proof. Let q = |k|. From the order formula for |Ĝ|, we write |Ĝ|/|L| as a product∏(1 − 1/qi),
where i ranges over the degrees of the basic polynomial invariants of the Weyl group. If Ĝ does
not have type D2m, these degrees form a collection of distinct integers, each of which is at least 2.
Moreover, if Ĝ does have type D2m, for m > 1, then there is just one duplicated degree, which
can be replaced by a smaller integer to obtain a collection of distinct integers each of which is at
least 2. Hence, unless Ĝ has type D2, we have |Ĝ|/|L|∏∞2 (1 − 1/qi).
Now:
− loge
∞∏
2
(
1 − 1
qi
)
=
∞∑
i=2
∞∑
j=1
1
jqij
=
∞∑
j=1
1
j (q2j − qj )

∞∑ 1
j (q2j /2)
= −2 loge
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When Ĝ has type D2, the ratio |Ĝ|/|L| is exactly equal to (1 − 1/q2)2. 
An element of a Cartan subalgebra is called regular if its centralizer is no larger than the
Cartan subalgebra. Equivalently, an element h of a Cartan subalgebra H is regular if it has non-
zero products with all root spaces of H. (This is because the null space of h is an eigenspace of
h ∈H. Therefore, it has a basis consisting of root vectors of H.)
Lemma 21. Suppose that H is a convenient Cartan subalgebra of L. Then a fraction of at least
4/27 of the elements of H are regular.
Our proof of Lemma 21 is a case by case analysis, given in Appendix A.
Theorem 22. The probability that a randomly selected element of L has a convenient Cartan
subalgebra as its centralizer is at least 1/(81l2), where l is the rank of L.
Proof. The probability that a randomly selected element of L has H as its centralizer is h0/|L|,
where h0 is the number of regular elements in H. Therefore, the probability that a randomly
selected element of L has a Ĝ conjugate of H for its centralizer is:
h0
|L|
|Ĝ|
|NĜ(H)|
= |Ĝ||L|
h0
|H|
|H|
|NĜ(H)|
.
Lemma 20 shows that the first factor is at least 1/2. Moreover, Lemma 21 shows that the
second factor is at least 4/27. Lemma 19 and the third column of Table 2 show that the third
factor is at least 1/(6l2). 
Note that Theorem 22 shows that Steps 1 and 2 of Algorithm 16 do have a positive probability
of success. This means that with probability 1, Algorithm 16 will eventually return a split Cartan
subalgebra.
Corollary 23. The probability that Algorithm 17 terminates successfully is at least 1/2.
Proof. Let l = rank(L), and let n = 243l2. Then n/(81l2) = 3 > loge(8). Therefore, n loge(1 −
1/(81l2)) = −n/(81l2) − n/(2 × 812l4) − · · ·  −3 < loge(1/8), and (1 − 1/(81l2))n  1/8.
Hence, by Theorem 22, the probability of failure to find a convenient Cartan subalgebra after n
random selections in Step 1 of Algorithm 17 is at most 1/8.
The convenient Cartan subalgebras have at most two admissible components. Therefore, at
most two subalgebras must be analyzed recursively at Step 6 (of course, their analysis involves
further recursive calls). By induction (on rank and type), each individual recursive call fails with
probability less than 1/2. Therefore, the probability that all three independent calls permitted
for a subalgebra end in failure is at most 1/8. The only other step of Algorithm 17 that could
fail is Step 5a. In the rare instances that this step is needed, it can only be called once (because
no convenient element has more than one component of type A2). Point 2 of Section 9 includes
a proof that the probability of failure of Algorithm 25 is bounded by 1/8. It follows that the
probability of failure in Algorithm 17 is at most 1/8 + 1/8 + 1/8 + 1/8. (There is one summand
for failure at Step 2b, one for failure at Step 5a, and two summands for failure at Step 6.) 
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As an example, we describe the construction of a split Cartan subalgebra of a Lie algebra
of type E8 over the finite field Z3. Our example exhibits Algorithm 16 in its application to an
exceptional Lie algebra. However, in its recursive calls, the example also exhibits applications to
classical cases.
We start with 248 matrices of size 248 × 248, with entries in Z3, which represent the adjoint
actions of 248 basis vectors of the algebra. The first step is to obtain a Cartan subalgebra by sam-
pling the centralizers (obtained as the null spaces of representing matrices) of random elements
in L. In our experiment, we continue sampling beyond the first Cartan subalgebra, to illustrate
the sort of data that can arise. Of 20 random elements considered, 7 are rejected as not centraliz-
ing a Cartan subalgebra and 2 are rejected as centralizing an irreducible Cartan subalgebra. The
remaining 11 elements produce the data summarized in Table 3. The cutoff of 243 × (rank(L))2
that is used in the more selective Algorithm 17 would suggest sampling some 15,552 random
elements, for a good chance of finding a convenient Cartan subalgebra. Our experiment suggests
that in E8(3) about half of the randomly selected elements provide usable Cartan subalgebras
for the straightforward Algorithm 16. Moreover, it takes us only 70 random selections to find a
convenient Cartan subalgebra that could be used by Algorithm 17 in this example.
Although each row of Table 3 includes the specification of a class in the Weyl group, there
is no need for Algorithm 16 to determine this class. To exclude irreducible Cartan subalgebras,
the algorithm need only compare the cycle type of the Frobenius permutation φH with the cycle
types in Table 1. The notation of [3] is used for classes in a Weyl group. (This notation includes
names of the admissible components of an admissible diagram for φH.) The first column of
the table records the number of times that a particular class of Cartan subalgebra occurs in our
sample of 20 elements of L.
The candidate Cartan subalgebras that would give the fastest termination of the recursion
in Algorithm 16 come from the last two rows of the table. However, the Cartan subalgebras
of A3 and A4 that would need recursive analysis are so straightforward as to be uninteresting.
Accordingly, we use the second row of the table.
In the root system of a Cartan subalgebra from the second row, select the admissible compo-
nent with diagram E6(a1). Apply Step 6 of Algorithm 16 to compute the component subalgebra
of L. This subalgebra has type E6 (the appendage (a1) is now irrelevant). The output of Step 6
consists of 78 matrices of size 78 × 78, with entries in Z3, giving the adjoint representation of
the subalgebra of type E6, as well as a 78 × 248 matrix that lifts a basis of E6 to elements of E8.
Table 3
Random Cartan subalgebras of E8
Frequency Cycle type of φH Class in W
1 14.45.827 D6(a1)
4 23.914.186 E6(a1)A1
1 12.25.415.68.1210 D5(a1)A1
1 12.25.63.1218 E7(a2)
1 21.63.107.305 D8(a2)
1 19.926 E6(a1)
1 45.58.102.208 A3A4
1 24.458 (A3A3)′′
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Random Cartan subalgebras of E6
Frequency Cycle type of φH Class in W
5 98 E6(a1)
3 89 D5
2 12.514 A4
1 43.62.124 D5(a1)
1 126 E6
Table 5
Random Cartan subalgebras of D5
Frequency Cycle type of φH Class in W
2 41.62.122 D5(a1)
2 85 D5
3 22.49 A3
3 58 A4
1 22.34.64 D2A2
1 22.66 D4
Table 6
Random Cartan subalgebras of A3
Frequency Cycle type of φH Class in W
5 43 A3
3 34 A2
3 12.25 A1
In the E6-subalgebra, we again sample 20 random elements. We obtain 12 Cartan subalgebras,
as shown in Table 4. Only 6 of these Cartan subalgebras are reducible.
We opt to simplify the Cartan subalgebra of type D5(a1). (Again, our choice is not for ef-
ficiency, but for the sake of testing our algorithm on algebras of type D.) In the corresponding
component of type D5 we sample 20 random elements with the results in Table 5.
Select a Cartan subalgebra of type A3. The sampling data (see Table 6) from 20 random
elements of the component subalgebra is obtained.
The Cartan subalgebra of type A1 stops the recursion. In its component subalgebra, the sec-
ond randomly selected element centralizes a split Cartan subalgebra, which lifts back to split
Cartan subalgebras of our Lie algebras of types A3, D5, and E6, using the construction of Step 8
of Algorithm 16. In fact, in all of these cases it is sufficient to compute F + CH(X) rather than
CL(F + CH(X)). (This is because the component algebras whose Cartan subalgebras are lifted
do not have centers.) The split Cartan subalgebra of E6 lifts to a Cartan subalgebra of E8, al-
though in this case the full construction of Step 8 is needed (since the algebra E6 has a center
in characteristic 3). The resulting Cartan subalgebra of E8 has type A1. It has a Frobenius per-
mutation with cycle type 1126.257. (Note that this Cartan subalgebra does not contain regular
elements, so it could never be exhibited by finding centralizers of random elements in E8.) Out
of the 57 transpositions in the Frobenius permutation, only one is a joined cycle, it generates the
A1 component. Lift a readily available split Cartan subalgebra of A1 to a split Cartan subalgebra
of E8.
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regular elements. This suggests that, in odd characteristic, the most challenging instances of
Problem 1 occur over the field Z3, as in our example. In particular, if Algorithm 16 were applied
to a Lie algebra of type E8(q), where q > 3, we would expect 20 random selections to yield
more than the 11 Cartan subalgebras that are found in our analysis of E8(3). Moreover, we
would expect to generate a wider variety of random Cartan subalgebras.
9. Auxiliary results and comments
In this section, we first prove that in the cases under consideration in this paper, the
eigenspaces of a Cartan subalgebra are root spaces. The second point of this section describes
(and analyzes) the Las Vegas algorithm that is applied in characteristic 3 to modify a Cartan sub-
algebra so as to replace a component of type A2 by a component of type A1. In the final point,
we give an example to show that our main algorithm can be applied to certain Chevalley Lie
algebras in characteristic 2. However, we give no analysis of such an application.
1. In earlier sections, we have relied on the fact, justified by the following well-known lemma (see
5.1 of [16]), that in cases under consideration, the common eigenspaces of a Cartan subalgebra
are root spaces.
Lemma 24. Suppose that L is a Chevalley Lie algebra that is defined over a field of odd charac-
teristic, and that if its characteristic is 3, then its type is neither A2 nor G2. Then, the common
eigenspaces of a Cartan subalgebra of L are 1-dimensional.
Proof. Let L¯ be the Lie algebra obtained from L by extending the scalars to an algebraically
closed field. Let H¯ be a Cartan subalgebra of L¯. We show that each non-zero eigentuple of H¯
has multiplicity 1. For, suppose that H¯ acts identically on the α and β root spaces. We may
assume that α is at least as long as β , so that hα acts on eα as 2 and on eβ as an element of
{1,0,−1,−2}—where eα , e−α and hα are standard Chevalley basis vectors as in Lemma 8.
However, since hα is in H¯, it must act identically on eα and eβ . We deduce that the character-
istic is 3, and that α and β are equivalent to a pair of joined roots in the Dynkin diagram of L.
Now, if the rank of L exceeds 2, pick an independent root ρ that is not orthogonal to both α
and β . The root system generated by α, β , and ρ has one of the types A3, B3, and C3. It contains
a root σ that is orthogonal to α but is not orthogonal to β . We reach the contradiction that hσ has
different actions on eα and eβ . Furthermore, if L has type C2 we reach a similar contradiction
(since there is a root ρ that is orthogonal to α but not orthogonal to β). 
2. We will not give any algorithm for finding a split Cartan subalgebra in a Lie algebra in char-
acteristic 3 that has type A2 or G2. However, the recursive Algorithms 16 and 17 might need to
analyze an algebra of type A2 that arises as a component of a Cartan subalgebra H in a larger
algebra L in characteristic 3. Our strategy in this situation is to compute a Cartan subalgebra H′
of L for which an A2 component of H is replaced by an A1 component of H′.
Algorithm 25. Let L be a Chevalley Lie algebra in characteristic 3. Given a Cartan subalgebraH
that has an admissible diagram with components X0, X1,X2, . . . ,Xk where X0 has type A2. Re-
turn a Cartan subalgebraH′ that has an admissible diagram with components X, X1,X2, . . . ,Xk
where X has type A1.
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1. Find the algebra X of X0.
2. Find an element z in the 1-dimensional center of X .
3. Repeatedly select a random element x from X , until:
3a. Either x has a characteristic root that is not in k,
3b. or, after 6 selections, report failure.
4. Return H′ = CL(〈z, x〉 +CH(X )).
Step 1 is implemented by Algorithm 6. The intersection of the null spaces of the actions of
basis vectors of X contains the element z that is required at Step 2. Steps 3 and 4 are completely
routine. (The characteristic roots of x are the roots of the characteristic polynomial of the action
of x on X .) The run time of Algorithm 25 is bounded by O(dim1/2+γ L logδ q). (Indeed, it is
only Steps 1 and 4 that have a run time that depends on dim(L). Our bound represents the run
time of Step 4. The run time of Step 1 is bounded by O(dimγ L logδ q).) The following lemma
is used to justify Algorithm 25 and to bound the probability of its failure.
Lemma 26. Let x be an element of a Chevalley Lie algebra X of type A2 over a field k that has
characteristic 3. Let f be the characteristic polynomial of a 3 × 3 matrix that gives the action
of x on a 3-dimensional representation of X . Then x has a characteristic root ( for its action
on X ) that does not belong to k if and only if f has an irreducible quadratic factor.
Proof. Let a, b, and c be the roots of f = 0. The characteristic roots of the adjoint action of x
on X are 0,0, a−b, b−a, a− c, c−a, b− c, c−b. However, a+b+ c = 0. Therefore, b− c =
2b + a = a − b = c − a. It follows that the characteristic roots of the adjoint action of x are 0,
(a − b), (b − a), with multiplicities of 2,3,3. Let K be the extension of k generated by a−b and
b − a. The degree |K : k| is at most 2 (because there are only two non-zero characteristic roots).
However, k ⊂ K ⊂ k(a, b, c) and |k(a, b, c) : k|  3 (since the Frobenius images of a belong
to k(a)). Hence, if K is larger than k, the roots a, b, c must generate a quadratic extension of k.
In this case, f has an irreducible quadratic factor.
Conversely, if f has an irreducible quadratic factor, it has 3 distinct roots a, b, and c. We
may assume that a and b are Frobenius conjugates that do not belong to k. Thus, b − a is the
Frobenius conjugate of a − b. It follows that the (non-zero) characteristic roots of the adjoint
action of x do not belong to k (since they are not fixed by the Frobenius automorphism). 
Lemma 26 shows that if an element x is selected at Step 3a of Algorithm 25, then it is semisim-
ple (since its action on the 3-dimensional representation must have 3 distinct characteristic roots).
This means that the subspace 〈x, z〉 is a Cartan subalgebra of X . Lemma 9(c) shows that the al-
gebra H′ that is returned by Algorithm 25 is a Cartan subalgebra of L.
Although Lemma 13 cannot be applied to give the components ofH′, its proof can be adapted
to give them. The last step of the proof of Lemma 13 can be replaced by a direct identification
of the element w′0 = w0 ◦w. This element belongs to a Weyl group of type A2. Moreover, it has
even order (since the characteristic roots of x lie in a quadratic extension of k). Hence, w′0 is
a reflection (the other elements of the Weyl group of A2 have odd order). Therefore, w′0 gives
a component of H′ that has type A1. Moreover, the other admissible components match those
of H, exactly as in Lemma 13.
We now estimate the probability of failure of Algorithm 25. An element x is accepted
at Step 3a if its “cubic characteristic polynomial” has an irreducible factor of degree 2 (see
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bic polynomials without a quadratic term (these polynomials correspond to trace free matrices).
The number of elements of X with any particular cubic characteristic polynomial is given by
Theorem 2 of [12]. Hence, the number of elements of X that can be accepted at Step 3a is
q3(q3 − 1) × (q2 − q)/2. Therefore, the probability that a random element x is accepted at
Step 3a is (q4 − q3 − q + 1)/(2q4)  26/81. The probability of 6-fold failure at Step 3a is at
most (55/81)6 < (7/10)6 < (1/2)3. It follows that Algorithm 25 succeeds with a probability that
exceeds 7/8.
As an example, consider a Lie algebra of type A3 over the field of 3 elements. A search of 10
random elements in the A3-algebra turns up five that centralize Cartan subalgebras (of types A2
twice, A3, A1, and A1A1). To illustrate our approach to components of type A2, select a Cartan
subalgebra with type A2. Apply Algorithm 6 to compute a component subalgebra of type A2. Ex-
amination of 13 random elements of the A2-subalgebra locates just one with characteristic roots
that are defined over a field of size 9. Apply Step 4 of Algorithm 25 to obtain the Cartan subal-
gebra H′ of A3. This Cartan subalgebra of A3 has type A1. Its simplification proceeds without
further reference to any component of type A2.
3. An obvious question is whether our method can be extended to characteristic 2. With a small
modification, Algorithm 16 applies for many types of Lie algebra even in characteristic 2. The
eigentuples corresponding to a mutually negative pair of roots become identical in character-
istic 2. However, the component algebra (constructed at Step 6 of Algorithm 16) does contain
the negations of all of its root spaces. Accordingly, in Algorithm 16 there is really no neces-
sity to separate a root space from its negative. A more serious problem is that Lemma 9 (which
justifies Step 8 of Algorithm 16) fails in characteristic 2. However, whenever the component al-
gebra has no center, Step 8 of Algorithm 16 can be modified to replace H by F + CH(X). If
one can get away with using Cartan subalgebras that only have simple components, a version
of Algorithm 16 applies even in characteristic 2. In addition to the modification of Step 8, there
are significant extra difficulties in selecting root spaces to form components. We give just one
example to illustrate the computation of a split Cartan subalgebra in characteristic 2.
As our example, consider a Lie algebra of type A6 over the field of 2 elements. A search of
20 random elements in the A6-algebra turns up five that centralize Cartan subalgebras (of types
A6, A5, A4 twice, and A2A3). Select a Cartan subalgebra of type A4, because this is reducible
and has simple component algebras. Apply Step 4 of Algorithm 16 to compute a component
subalgebra of type A4. Examination of 30 random elements of the A4-subalgebra locates 9 Cartan
subalgebras (of types A4 twice, A3 twice, and A2 five times). Select a Cartan subalgebra of
type A2. The random elements found in its component algebra (of type A2) centralize Cartan
subalgebras with types A1 and A2, which are of no use (type A2 is irreducible, and A1 is not
simple). The only other class of Cartan subalgebra in A2 is split. This class cannot be detected
by forming the centralizer of a single element, because a split Cartan subalgebra in an algebra
of type A2 over the field of 2 elements has no regular elements. Our recursive procedure breaks
down here, and we must view an algebra of type A2 over the field of 2 elements as a base case.
(Note that over any larger field of characteristic 2, an algebra of type A2 would eventually yield a
(regular) element that centralizes a split Cartan subalgebra.) Over Z2, the 8-dimensional algebra
of type A2 is small enough to allow a search of its 2-dimensional subspaces for a split Cartan
subalgebra. A split Cartan subalgebra of A2 lifts, using the modified Step 8 of Algorithm 16, to
split Cartan subalgebras in the Lie algebras of types A4 and A6.
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Appendix A
We now establish the two lemmas whose proofs involve substantial type dependent arguments.
In the first lemma, we use the names of [3] for conjugacy classes of Weyl groups (as in Section 5).
Lemma 14. Suppose that W is a Weyl group with type other than G2, F4, or E8. Let Φ be the
set of roots of W . Let w be an irreducible element of W . Then either Φ can be generated by the
roots of a single joined cycle of w, or one of the following applies:
(i) W has type Dl , w is either in the class Dl or in one of the classes Dl(ai−1), and Φ can be
generated either by the roots of a pair of quasi-joined cycles, or by the roots of a pair of
quasi-joined cycles together with a root that is joined to both of these cycles.
(ii) W has type E6, w is in the class E6(a2), and Φ can be generated by the union of two cycles
of w, each of which has length 6.
(iii) W has type E7, w is in the class E7(a3), and Φ can be generated by a single cycle of w
with length 30.
(iv) W has type E7, w is in the class E7(a4), and Φ can be generated by the union of three
cycles of w, each of which has length 6.
Proof. We begin with the cases where W has type A, B , C, or D.
Represent elements of Weyl groups of types An−1, Bn, Cn, and Dn as “monomial” transfor-
mations of a set of points {±1,±2, . . . ,±n}, as in [3]. An element w ∈ W is represented as a
disjoint product of signed cycles. When W has type A all of the cycles are positive, and when
W has type D an even number of cycles are negative. The admissible components of a disjoint
product of signed cycles can be read off as in [3].
The roots of W contain an orbit indexed by pairs of points {i, j}, where i = ±j . If W has
type A, the roots are indexed by pairs of points that have opposite signs. If W has type B or C,
there exists a second orbit of W on roots indexed by single points. (The orbit of single points
corresponds either to the short roots when W has type B , or to the long roots when W has
type C.) A pair of roots corresponding to pairs of points are joined if their indexing sets have the
form: {i, j} and {i′,−j}, so long as either i = i′ or L has type C.
In the case where W has type An−1, an irreducible element w is conjugate to the n-cycle
x = (1,2,3, . . . , n). The x-images of the root {1,−2} form a joined cycle that generates the
whole root system. If W has type Bn, w is conjugate to x = (1,2,3, . . . , n,−1,−2, . . . ,−n).
The x-images of the short root {1} form a joined cycle that generates the whole root system.
If W has type Cn, w is conjugate to x = (1,2,3, . . . , n,−1,−2, . . . ,−n). The x-images of the
short root {1,−2} form a joined cycle that generates the whole root system. If W has type Dn,
where n  4, then w is conjugate to either x = (1,−1)(2,3, . . . , n,−2,−3, . . . ,−n), or y =
(1,2,3, . . . , i,−1,−2, . . . ,−i)(i + 1, i + 2, . . . , n,−i − 1,−i − 2, . . . ,−n). In the first case,
the x-images of the roots {1,2} and {2,−3} form quasi-joined cycles whose union generates the
whole root system. In the second case, the y-images of the roots {1,−2} and {i + 1,−(i + 2)}
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root system.
For each of the components with an exceptional type, we have verified the claim by explicit
computation in the permutation representation of the Weyl group on its root system. Specifically,
we have obtained the following data. (Note that in each case, the type of W is read as a prefix of
the type of the irreducible element w.)
Case w has type E6: The cycle type of w is 126. It has two joined cycles both of which
generate Φ .
Case w has type E6(a1): The cycle type of w is 98. It has two joined cycles both of which
generate Φ .
Case w has type E6(a2): The cycle type of w is 612 but it has no joined cycles. In this case
we can find two cycles of w whose union generates Φ .
Case w has type E7: The cycle type of w is 187. It has three joined cycles two of which
generate Φ .
Case w has type E7(a1): The cycle type of w is 149. It has two joined cycles one of which
generates Φ .
Case w has type E7(a2): The cycle type of w is 1210.61. It has three joined cycles, two of
which generate Φ .
Case w has type E7(a3): The cycle type of w is 303.103.61. It has one joined cycle (of
length 10) which does not generate Φ . However, Φ can be generated by either of two cycles
of w that have length 30.
Case w has type E7(a4): The cycle type of w is 621. It has no joined cycles. In this case we
can find three cycles of w whose union generates Φ . 
Lemma 21. Suppose thatH is a convenient Cartan subalgebra of L (in odd characteristic). Then
a fraction of at least 4/27 of the elements of H are regular.
Proof. We sketch a case by case proof. Write k for the field of L and Kn for extension that has
degree |Kn : k| = n. If λ ∈ Kn, write λi for φi(λ), where φ is the Frobenius automorphism with
fixed field k. Let tn :Kn → k be defined by tn(λ) =∑i=ni=1 λi . Write q for |k|.
Table 7 gives a parameterization of the convenient Cartan subalgebra of each type of Lie
algebra. It also gives expressions (in terms of the parameters) for the eigenvalues of a typical
element of the convenient Cartan subalgebra.
In the lists of eigenvalues, any subscripts on conjugates of λ in a given expression are to be
taken as different from each other. Similarly, subscripts on sets of conjugates of μ are to be taken
as different. However, the subscript on a conjugate of λ can match the subscript on a conjugate
of μ in the same expression. Thus, for example, in the expression λi +λj +λk +μl , the subscripts
i, j , and k take distinct values, but the value of l could match any one of these subscripts or it
could be another value. The different occurrences of the symbol ± within an expression are to
be read independently, thus ±λi ± λj represents four linear combinations of the two conjugates
of λ.
We explain the parameters for Cl , F4 and E8. The other parameterizations have similar justi-
fications. (In each exceptional case, an example of a convenient Cartan subalgebra can be found
in a semisimple subalgebra with classical simple summands, as in the F4 and E8 examples. We
rely on this to create our parameterization.)
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Parameterization of convenient Cartan subalgebras
Type of L Parameterization of a convenient Cartan subalgebra Eigenvalues on root spaces of a typical element
A1 λ ∈ k ±2λ
A2m (λ,μ) ∈ Km+1 ×Km where tm+1(λ)+ tm(μ) = 0 λi − λj , μi −μj , λi −μj
A2m+1 (λ,μ) ∈ Km+2 ×Km where tm+2(λ)+ tm(μ) = 0 λi − λj , μi −μj , λi −μj
Bl λ ∈ Kl ±λi ± λj , ±λi
Cl λ ∈ Kl ±λi ± λj , ±2λi
Dl λ ∈ Kl ±λi ± λj
G2 λ ∈ K3, t3(λ) = 0 λi − λj , ±λi
F4 λ ∈ K4 ±λi ± λj , ±λi , ±λ1 ± λ2 ± λ3 ± λ4
E6 (λ,μ) ∈ K6 ×K2 where t6(λ) = t2(μ) = 0 λi − λj , μi −μj , λi + λj + λk +μl
E7 λ ∈ K8, t8(λ) = 0 λi − λj , λi + λj + λk + λl
E8 λ ∈ K9, t9(λ) = 0 λi − λj , ±(λi + λj + λk)
We first explain the parameters for Cl : Let m = 2l. Represent L as the Lie algebra of 2m×2m
matrices that preserve the bilinear form:
( 0 Il
−Il 0
)
,
where Il is an l× l identity matrix. Let h be an indecomposable l× l matrix that has no eigenvalue
in the subset of roots of Xql/2 + X = 0, if l is even. The direct sum h ⊕ −h′ is in L and has
m distinct eigenvalues. Its centralizer is a convenient Cartan subalgebra H. The eigenvectors
of h⊕−h′ are common eigenvectors forH, let v be one of them. Parameterize an element h ∈H
by its eigenvalue at v. If h ∈ H has parameter λ, it acts on the eigenspaces ofH with eigenvalues
±λi . Therefore, the eigenvalues of h on the root spaces (which are common eigenvectors in the
symmetric square of the natural representation) have values with one of the forms ±λi ± λj and
±(λi + λi).
A convenient Cartan subalgebra of F4 is realized as a convenient Cartan subalgebra for a
natural B4-subalgebra of F4. The parameterization and the eigenvalues on the 32 root spaces
of B4 follow from the row Bl of Table 7. In the Cartan subalgebra, consider an element h with
parameter λ. The eigenvalue of h on a root space of F4 that does not belong to B4 can be
calculated. It is a sum of four signed Frobenius conjugates of λ. The eigenvalues of h on other
root spaces must include the images of this eigenvalue under the action of the Weyl group of B4.
These images complete our list.
A convenient Cartan subalgebra of E8 can be realized as an irreducible Cartan subalgebra
in an A8-subalgebra. The irreducible Cartan subalgebra of A8 is parameterized by the indicated
elements of K9. In the Cartan subalgebra, an element h with parameter λ acts on a root space of
the A8-subalgebra with an eigenvalue of the form λi − λj . The eigenvalue of h on a root space
of E8 that is not in A8 can be calculated. It is a sum of three algebraic conjugates of λ. It follows
that the images of this expression (and its negative) under the Weyl group of A8 are eigenvalues
on other root spaces of E8. The 72 + 84 + 84 eigenvalues that we have described correspond to
the complete set of 240 roots of E8.
We now complete the proof of the lemma by describing sets of parameters which give regular
elements for convenient Cartan subalgebras. Thus, for each convenient Cartan subalgebra we
establish a lower bound for the number of regular elements. In a number of cases, when q = 3,
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convenient Cartan subalgebra and count its regular elements by machine.
For L of type A1, any λ = 0 parameterizes a regular element. A proportion of (q − 1)/q
elements of the convenient (split) Cartan subalgebra are regular. For L of type Al and rank at
least 2, select an element h parameterized by values of λ and μ that generate their respective
fields Ka and Kb . Since generators for distinct fields cannot be equal, h is regular. Note that at
most one of a and b can be divisible by char(k), since |a − b|  2. We may therefore assume
that b is coprime to q , so that for a given choice of λ and μ, exactly one choice of c ∈ k gives
ta(λ) + tb(μ + c) = 0. Hence, there are (qa − qa−1)(qb − qb−1)/q choices for h. However,
a + b = l + 1. Therefore, a proportion of at least (1 − 1/q)2 of the elements of a convenient
Cartan subalgebra are regular.
For L of type Bl , Cl , or Dl : Let P(X) be the polynomial Xql/2 + X, if l is even. Select an
element h of a convenient Cartan subalgebra that is parameterized by a value of λ that generates
Kl and does not satisfy the equation P(X) = 0, if l is even. At least one in every three elements
of the Cartan subalgebra has such a parameterization, since the number of roots of P(X) = 0
accounts for a proportion of at most 1/3 of the elements of Kl , and the number of non-generating
elements accounts for a proportion of at most 1/3 of the elements of Kl . The element h is regular.
(Since, if an eigenvalue of h vanishes, then a combination of the form λi +λj , with i < j , is zero.
Application of φj−i gives: λj +λ2j−i = 0. Therefore, 2j −2i = l, and λ is a root of P(X), which
is disallowed.)
For L of type G2, any element of a convenient Cartan subalgebra that is parameterized by
one of the q3 − q generators of K3 has no vanishing eigenvalues at root spaces, and is therefore
regular. Hence, there are at least q2 − q regular elements in a convenient Cartan subalgebra.
For L of type E8: Let Π be the set of polynomials {X + Xq3 + Xq6 ,X + Xqi + Xqj , where
0 < i < j  5}. In a convenient Cartan subalgebra, select h that is parameterized by a generator
of K9 which is a root of t9(X) = 0, but is not a root of any equation P(X) = 0, for P ∈ Π . There
are at least q8 − q3 − q6 − 4q5 − 3q4 − 2q3 − q2 choices for h. (There are q8 roots of t9(X) = 0
in K9. Subtract off the q3 non-generating elements in the field. The set Π has one polynomial of
degree q6, four of degree q5, three of degree q4, two of degree q3, and one of degree q2; subtract
off a count of roots for all of these polynomials.) Therefore, our parameterization describes a
proportion of at least 503/729 of the elements of the Cartan subalgebra, all of which are regular.
(To see that h is regular, note first that it cannot annihilate a root space of the A8-subalgebra,
because its parameter generates the field K9. If it annihilates some other root space, there is a
relationship λi + λj + λk = 0, where λ is the parameter of h and 1  i < j < k  9. After the
application of a power of the Frobenius automorphism to this relationship, we may also assume
that j − i  9 + i − k and k − j  9 + i − k. In other words, we apply a cyclic permutation of
subscripts to ensure that the gap from k up to 9 + i is as large as possible. Moreover, if the gap
between k and 9 + i is 3, then so too are the gaps between i and j and between j and k. Now,
apply the automorphism φ−i to the relationship λi + λj + λk = 0, to deduce that P(λ) = 0 for
one of the polynomials that belong to Π .)
The arguments for the other exceptional cases are similar, we sketch the choices of parameter
values that guarantee regular elements.
For L of type F4: Let P(X) be the polynomial Xq2 + X. Select an element of a convenient
Cartan subalgebra that is parameterized by a generator of K4 which is not a root of t4(X) = 0
or of any equation P(X) = c, where c ∈ k. There are at least q4 − q3 − (q + 1) × q2  2q4/9
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elements.
For L of type E6: If q = 3, a computer count shows that exactly 108 of the 729 elements
are regular. We restrict our analysis to the case q  5. Let P1(X) = X + Xq2 + Xq4 , P2(X) =
X + Xq + Xq3 , P3(X) = X + Xq2 + Xq3 , and P4(X) = X + Xq + Xq2 . Select an element of
a convenient Cartan subalgebra that is parameterized by a non-zero value of μ and a value of λ
that generates K6, such that t2(μ) = 0, t6(λ) = 0, and λ is not a root of any equation Pi(λ) = μj .
There are q − 1 choices for μ. For each choice of μ there are at least q5 − q3 − q2 − 2q4 −
4q3 − 2q2 choices for λ. Our parameterization has described a proportion of at least 188/625 of
the elements of the Cartan subalgebra. Argue as in the E8 case to show that all of these elements
are regular.
For L of type E7: If q = 3, a computer count shows that exactly 1280 of the 2187 elements are
regular. We restrict our analysis to the case q  5. Let Π be the set of polynomials {X + Xq2 +
Xq
4 +Xq6,X +Xqi +Xqj +Xqk where 0 < i < j < k  5}. Select an element of a convenient
Cartan subalgebra that is parameterized by a generator of K8 which is a root of t8(X) = 0, but is
not a root of any equation P(X) = 0, for P ∈ Π . There are at least q7 −q4 −q6 −6q5 −3q4 −q3
such parameter choices. Therefore, we have described a proportion of at least 329/625 of the
elements of the Cartan subalgebra. Argue as in the E8 case to show that all of these elements are
regular. 
The proof shows that it is only for an algebra of type E6 over the field Z3 that a random
element in a convenient Cartan subalgebra is regular with a probability of exactly 4/27. In most
other cases, the probability is considerably higher.
We remark that over the field Z3, the lower bound that we obtain in the proof of Lemma 21
shows that at least 4527 of the 6561 elements of a convenient Cartan subalgebra of E8 are
regular. The actual number of regular elements in this Cartan subalgebra is 5814. Similarly, our
proof shows that there are at least 18 regular elements in a convenient Cartan subalgebra of F4
over Z3. The actual number of regular elements in this Cartan subalgebra is 32.
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