Introduction and preliminaries
Let E be a real Banach space with norm · and let E * denote the dual space of E. We use '→' and ' ' to denote strong and weak convergence, respectively. We denote the value of f ∈ E * at x ∈ E by x, f .
The normalized duality mapping J from E to  E * is defined by
We call J weakly sequentially continuous if {x n } is sequence in E which converges weakly to x it follows that {Jx n } converges in weak * to Jx.
A mapping T : D(T) = E → E
* is said to be demi-continuous [] on E if Tx n Tx, as n → ∞, for any sequence {x n } strongly convergent to x in E. A mapping T : D(T) = E → E * is said to be hemi-continuous [] on E if w-lim t→ T(x + ty) = Tx, for any
x, y ∈ E. A mapping T : E → E is said to be non-expansive if Tx -Ty ≤ x -y , for ∀x, y ∈ E. ©2014 Wei et al.;  licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. http://www.journalofinequalitiesandapplications.com/content/2014/1/482
The Lyapunov functional ϕ : E × E → R + is defined as follows [] :
ϕ(x, y) = x  - x, Jy + y  , for ∀x, y ∈ E.
It is obvious from the definition of ϕ that
for all x, y ∈ E. We also know that ϕ(x, y) = ϕ(x, z) + ϕ(z, y) +  x -z, Jz -Jy , (  .  )
for each x, y, z ∈ E; see [, ] . We use Fix(S) to denote the set of fixed points of a mapping S : E → E. That is, Fix(S) := {x ∈ E : Sx = x}. A mapping S : E → E is said to be generalized non-expansive [] if Fix(S) = ∅ and ϕ(Sx, p) ≤ ϕ(x, p), for ∀x ∈ E and p ∈ Fix(S).
Let C be a nonempty closed subset of E and let Q be a mapping of E onto C. Then Q is said to be sunny [] 
if Q(Q(x) + t(x -Q(x))) = Q(x)
, for all x ∈ E and t ≥ . A mapping Q : E → C is said to be a retraction [] if Q(z) = z for every z ∈ C. If E is a smooth and strictly convex Banach space, then a sunny generalized non-expansive retraction of E onto C is uniquely decided, which is denoted by R C .
Let I denote the identity operator on E. A mapping A :
If A is accretive, we can define, for each r > , a single-valued mapping J An operator B ⊂ E × E * is said to be monotone if
It is clear that in the frame of Hilbert spaces, (m-)accretive mappings, (m-)d-accretive mappings and (maximal) monotone operators are the same. But in the frame of nonHilbertian Banach spaces, they belong to different classes of important nonlinear operators, which have practical backgrounds. During the past  years or so, a large number of researches have been done on the topics of constructing iterative schemes to approximate the zeros of m-accretive mappings and maximal monotone operators. However, rarely related work on d-accretive mappings can be found.
As we know, in , Alber and Reich [] presented the following iterative schemes for the d-accretive mapping T in a real uniformly smooth and uniformly convex Banach http://www.journalofinequalitiesandapplications.com/content/2014/1/482 space:
They proved that the iterative sequences {x n } generated by (.) and (.) converge weakly to the zero point of T under the assumptions that T is uniformly bounded and demi-continuous.
In , Guan [] presented the following projective method for the m-d-accretive mapping A in a real uniformly smooth and uniformly convex Banach space:
It was shown that the iterative sequence {x n } generated by (.) converges strongly to the zero point of A under the assumptions that A is demi-continuous, the normalized duality mapping J is weakly sequentially continuous, and
for ∀x ∈ E and p ∈ A - . The restrictions are extremely strong and it is hardly for us to find such an m-d-accretive mapping which both is demi-continuous and satisfies (.). The so-called block iterative scheme for solving the problem of image recovery proposed by Aharoni and Censor [] inspired us. In a finite-dimensional space H, the block iterative sequence {x n } is generated in the following way: x  = x ∈ H and
where P i is a non-expansive retraction from H onto C i , and {C i } In this paper, we shall borrow the idea of block iterative method which highlights the convex combination techniques. Our main work can be divided into three parts. In Section , we shall construct iterative schemes by convex combination techniques for approximating common zeros of m-d-accretive mappings. Some weak convergence theorems are obtained in a Banach space. In Section , we shall construct iterative schemes by convex combination and retraction techniques for approximating common zeros of m-daccretive mappings. Some strong convergence theorems are obtained in a Banach space. In Section , we shall present a nonlinear elliptic equation from which we can define an m-d-accretive mapping. Our main contributions lie in the following aspects: mapping is set up, from which we cannot only find a good example of m-d-accretive mapping but also see the iterative construction of the solution of the nonlinear elliptic equation. In order to prove our convergence theorems, we also need the following lemmas.
Lemma . [, , ]
The duality mapping J : E →  E * has the following properties: 
Lemma . []
Let E be a real smooth and uniformly convex Banach space, and let {x n } and {y n } be two sequences in E. If either {x n } or {y n } is bounded and ϕ(x n , y n ) → , as n → ∞, then x n -y n → , as n → ∞.
Lemma . []
Let {a n } and {b n } be two sequences of nonnegative real numbers and a n+ ≤ a n + b n , for ∀n ≥ . If ∞ n= b n < +∞, then lim n→∞ a n exists.
Weak convergence theorems
Theorem . Let E be a real uniformly smooth and uniformly convex Banach space. Let
Suppose that the normalized duality mapping J : E → E * is weakly sequentially continuous. Let {x n } be generated by the following iterative algorithm:
Suppose the following conditions are satisfied:
We split the proof into the following six steps.
Step . 
In fact, using (.), we know that for ∀p ∈ D,
Since A i is d-accretive and
From (.) we know that (.) is true. So is (.).
Step . {x n } is bounded. ∀p ∈ D, using (.) and (.), we have
Lemma . implies that lim n→∞ ϕ(x n , p) exists. Then (.) ensures that {x n } is bounded. http://www.journalofinequalitiesandapplications.com/content/2014/1/482
Step .
Since R(I + λA i ) = E, λ > , then ∀y ∈ E, there exists x ∈ E satisfying x + λA i x = y, λ > . Using Lemma .(ii), there exists
Step . ω(x n ) ⊂ D, where ω(x n ) denotes the set of all of the weak limit points of the weakly convergent subsequences of {x n }.
Since {x n } is bounded, there exists a subsequence of {x n }, for simplicity, we still denote it by {x n } such that x n x, as n → ∞. For ∀p ∈ D, using (.) and (.), we have
Using the assumptions and the result of Step , we know that ϕ(x n , J Step . x n v  , as n → ∞, where v  is the unique element in D. From Steps  and , we know that there exists a subsequence {x n i } of {x n } such that x n i v  ∈ D, as i → ∞. If there exists another subsequence {x n j } of {x n } such that x n j v  ∈ D, as j → ∞, then from Step , we know that 
If, moreover, α n ≡ , β n ≡ , then (.) becomes the so-called double-backward iterative scheme for the m-d-accretive mapping A: 
where R D is the sunny generalized nonexpansive retraction from E onto D, as n → ∞.
Proof We split the proof into six steps.
Step . {x n } is well defined. Noticing that
then from Lemma .(iii), we can easily know that H n (n ≥ ) is a closed subset of E. For ∀p ∈ D, using (.), we know that
Since H n is a nonempty closed subset of E, there exists a unique sunny generalized nonexpansive retraction from E onto H n , which is denoted by R H n . Therefore, {x n } is well defined.
Step . {x n } is bounded.
Thus {ϕ(x n , p)} is bounded and then (.) ensures that {x n } is bounded.
Step . ω(x n ) ⊂ D, where ω(x n ) denotes the set of all of the weak limit points of the weakly convergent subsequences of {x n }.
Since {x n } is bounded, there exists a subsequence of {x n }, for simplicity, we still denote it by {x n } such that x n x, as n → ∞. http://www.journalofinequalitiesandapplications.com/content/2014/1/482
Since x n+ ∈ H n+ ⊂ H n , using Lemma ., we have
∀p ∈ D, using (.) again, we have
r n,i x n → , as n → ∞, where i = , , . . . , m. The remaining part is similar to that of Step  in Theorem ., then we have ω(x n ) ⊂ D.
Step . {x n } is a Cauchy sequence. If, on the contrary, there exist two subsequences {n k } and {m k } of {n} such that
Since lim n→∞ ϕ(x  , x n ) exists, using Lemma . again,
as k → ∞. Lemma . implies that lim k→∞ x n k +m k -x n k = , which makes a contradiction. Thus {x n } is a Cauchy sequence.
Step . D is a closed subset of E. Let z n ∈ D with z n → z, as n → ∞. Then A i z n = , for i = , , . . . , m. In view of Lemma .(ii), there exists z * Step . x n → q  = R D x  , as n → ∞. http://www.journalofinequalitiesandapplications.com/content/2014/1/482
Since {x n } is a Cauchy sequence, there exists q  ∈ E such that x n → q, as n → ∞.
Now, we prove that q  = R D x  . Using Lemma ., we have the following two inequalities:
Letting n → +∞, from (.), we know that
This completes the proof. In Section ., we shall construct an m-d-accretive mapping based on the same nonlinear elliptic equation presented in Section ., from which we can see that it is quite different from the m-accretive mapping defined in Section ..
m-Accretive mappings and nonlinear elliptic equations
The following nonlinear elliptic boundary value problem is extensively studied in [, ]: that g(x, t)t ≥ , for |t| ≥ T(x) and x ∈ . β x is the subdifferential of a proper, convex, and semi-lower-continuous function. α : R N → R N is a monotone and continuous function, and there exist positive constants k  , k  , and k  such that, for ∀ξ , ξ ∈ R N , the following conditions are satisfied:
where ·, · denotes the inner product in R N .
In [] , they first present the following definitions. Later, by using the perturbations on ranges of m-accretive mappings, the sufficient condition on the existence of solution of (.) is discussed. Proof Since B is monotone, for ∀u, v ∈ D(A),
Thus A is d-accretive. In view of Remark ., B is maximal monotone, then R(J + λ B) = L p ( ), for ∀λ > .
