We present a planar agent-based flocking model with a distance-dependent communication weight. We derive a sufficient condition for the asymptotic flocking in terms of the initial spatial and heading-angle diameters and a communication weight. For this, we employ differential inequalities for the spatial and phase diameters together with the Lyapunov functional approach. When the diameter of the agent's initial heading-angles is sufficiently small, we show that the diameter of the heading-angles converges to the average value of the initial heading-angles exponentially fast. As an application of flocking estimates, we also show that the Kuramoto model with a connected communication topology on the regular lattice Z d for identical oscillators exhibits a complete-phase-frequency synchronization, when coupled oscillators are initially distributed on the half circle.
Introduction
The emergence of flocking is one of the simple collective modes appearing in the dynamic behaviour of multi-agent systems, and it has attracted lots of attention due to its engineering and biological applications in the formation control of robots, unmanned aerial vehicles, sensor networks and brain networks, etc [27, 30, 31] . The terminology 'flocking' represents phenomena in which autonomous multi-agents using only limited environmental information and simple rules, organize into an ordered motion, e.g. flocking of birds, schooling of fishes, swarming of bacteria in a biological organism [3, 11, 13, 40, 41] . In this paper, we use flocking in a general sense to incorporate similar phenomena such as swarming, herding and schooling appearing in animal groups.
Preliminaries
In this section, we introduce a planar flocking model which generalizes the Viscek and JusthKrishnaprasad type models arising from the statistical physics and control theory, and discuss relations between our model and other aforementioned planar models.
Description of the model
Consider a group of interacting self-propelled agents on the plane moving with a unit speed, and let x k , v k ∈ R 2 be the position and velocity of the kth agent, respectively. Since agents are moving with a unit speed, we can rewrite v k in terms of the polar coordinate e iθ k := (cos θ k , sin θ k ). The dynamics of velocity can be replaced by that of the heading-angle(phase).
In this situation, we assume that the phase variables (x k , v k := (cos θ k , sin θ k )) are governed by the following continuous-time dynamical system: dx k dt = (cos θ k , sin θ k ), t > 0, k= 1, . . . , N,
where || · || and K denote the standard 2 -norm in R 2 and the coupling strength, respectively, and ψ is an real-analytic weight function satisfying ψ(s) > 0, s 0 and ψ(s 1 ) ψ(s 2 ), 0 < s 1 < s 2 .
2)
The Cucker-Smale communication weight [6, 7] : Note that the unit speed constraint employed in this paper is certainly very restrictive; however, this simplifying assumption has been employed in the modelling of the collective behaviour of fish and bacteria in [8, 9, 10, 12] . System (2.1) can be formally derived from the Cucker-Smale flocking model with a constant speed constraint. See appendix A for the formal derivation. Before we discuss the relationship with other existing planar flocking models, we briefly discuss some intrinsic restrictions of model (2.1). The unit speed assumption employed in this model might be too restrictive to be applied for a general modelling of flocking in biological groups such as swarming of fish, flocking of birds and herding of animals; however, our model can be used to some special situations such as the coordination of a robot system and unmanned vehicles in the ocean as in [8-10, 23, 24, 27] .
Comparison with other planar models
In this part, we briefly discuss the relationship between system (2.1) and other particle models studied in the statistical physics and control theory. For the constant communication weight ψ ≡ 1, system (2.1) becomes one of the particle models proposed in [23, 24] :
Moreover, the second equation is the standard Kuramoto model [25, 26] for identical oscillators. Model (2.3) corresponds to the case of the special choice of alignment control and zero spacing control in the J-K model (see [37] for details).
We next consider the case where ψ has a finite-range communication radius, say r:
In this case, the analyticity assumption for ψ in section 2.1 is not valid any more; however, when the initial data are sufficiently concentrated on a smaller domain of the r-ball B(0, r), our theory can be applied to achieve the flocking estimate. For example, when the phase differences θ l − θ k , l = k remain sufficiently small so that
system (2.1) can be viewed as an approximate system for the noiseless Viscek model [42] for flocking:
Hence system (2.1) has some relevance to two planar particle models in statistical physics and control theory [23, 24, 29, 30, 44] . The theoretical justification on the convergence towards the flocking states for (2.4) has been studied in the paper [21] under the a priori conditional assumption on the spatial-temporal connectivity of the communication topology.
Non-local functionals for flocking
In this part, we introduce a non-parameter measuring the degree of flocking. For this, we first define macro-component(averages) and micro-component(fluctuations) of state variables (x k , θ k ):
Although the averaged phase θ c does not reflect the natural geometry of the circle group, this will be useful in later analysis. We next introduce maximal, minimal fluctuations and the diameters of spatial and headingangle configurations: for given t 0, we set 
This follows from the inequality 
Asymptotic flocking estimate
In this section, we present an asymptotic flocking estimate for admissible class of initial configurations. For this, we will derive a system of dissipative differential inequalities for the non-local parameters D(x) and D(θ), and then using the Lyapunov functional approach [18] , we show that initial configurations satisfying some constraint inequality lead to the asymptotic flocking.
Differential inequalities for non-local functionals
In this part, we will show that non-local parameters D(θ) and D(x) satisfy the system of differential inequalities.
In the following lemma, we first identify a positively invariant region for system (2.1). The basic idea is to show that the maximal fluctuation is non-increasing, whereas the minimal fluctuation is non-decreasing along the dynamics (2.1)-(2.2), as long as the heading-angles stay on the half circle. 
Then the diameter of the phase configuration is non-increasing in time t, i.e.

D(θ(t)) D(θ
We basically adopt the same argument in [14] . The only difference is that we have a nonconstant factor ψ(||x k −x l ||) in front of the coupling sin(θ l −θ k ), but this does not affect the argument to prove the monotonicity of extremal phases. For the reader's convenience, we briefly repeat the arguments in [14] .
Note that the solutions (x k ,θ k ) to system (2.1) is real-analytic because the rhs of (2.1) is real-analytic. If D(θ 0 ) = 0, i.e. initially the group is in a flocking state, then the group stays as a flocking group. Hence without loss of generality, we may assume D(θ 0 ) > 0, i.e. initially configuration is not in a flocking state. Let i j be given. Supposeθ i ≡θ j . Then the zero set of the analytic functionθ i −θ j , 1 i, j N is countable and does not have a limit point in the time interval [0, ∞). This implies that there exist at most countable number of discrete times 0 :
We define a set C and T 0 :
Then, δ ∈ C, thus the definition of T 0 makes sense. We now claim that T 0 = ∞. Suppose not, i.e, T 0 < ∞. Then by the definition of T 0 , this yields
, we can apply the result of step 1 and get
This implies
which gives the contradiction to (3.1). Thus D(θ(t)) π , t 0. By applying the result of step 1, we conclude that D(θ) is non-increasing in t 0.
Proposition 3.1. Let (x k , θ k ) be the smooth solution to system (2.1)-(2.2) with initial configurations
{(x k0 , θ k0 )} N k=1 satisfying 0 < D(θ 0 ) < π.
Then the diameters D(x(t)) and D(θ(t)) satisfy the system of dissipative differential inequalities (in short SDDI
Proof. 
(i) (Dynamics of D(θ)
where we used the non-increasing property of ψ. Hence we have
Case B (Minimal phase fluctuation). By the similar argument as maximal phase fluctuations, we have
We now combine case A -case B and use
(ii) (Dynamics of D(x)): Note that
and D(x) is Lipschitz continuous and piecewise-differentiable. Therefore, there exist at most countable number of times 0 :
, we set indices k and l to satisfy
3) where we used (2.6).
We now combine (3.3) and the estimate d dt
) dt to get the desired first differential inequality.
Remark 3.1. Note that there is no N-dependence in the system (SDDI). This is due to the use of the functionals D(x) and D(θ). As in [18] , if we use the standard deviations like 2 -norm:
, then N-dependence will appear in the SDDI. Hence the results should depend on N .
Flocking estimates
In this part, we present a dissipation estimate for the SDDI (3.2), which implies the flocking estimate for the original variables (x k , θ k ). For this, we will employ the Lyapunov functional approach introduced in [18] . We define Lyapunov type functionals H ± as in [18] : for t 0,
In the following lemma, we study the monotonicity of the functionals H ± . 
We integrate the above relation with respect to t and use the continuity of H ± to get the desired result. (ii) By the result of (i) and definition of H ± , we get
This yields the desired result:
We are now ready to prove the asymptotic flocking estimate for system (2.1) and (2.2).
Theorem 3.1. Suppose the Lipschitz continuous functions (D(x), D(θ)) satisfy SDDI (3.2) and the initial configuration satisfies
0 < D(θ 0 ) < min π, K sin D(θ 0 ) 2D(θ 0 ) ∞ D(x 0 ) ψ(s) ds .
Then there exist a positive constant
where the positive constant
Proof. Suppose the initial configuration satisfies
ψ(s) ds .
(i) (Defining a candidate upper bound of D(x).
We set
Note that F is an increasing continuous function such that
By the intermediate value theorem, there exists the unique D
(ii) (Decay estimate of D(θ)). We now claim:
The proof of claim. Suppose not, i.e. ∃ t = t 1 ∈ (0, ∞) such that
Since D(x) is a continuous function in t, there exists δ * > 0 such that
Hence we have
This contradicts lemma 3.2 (ii). Therefore, we have
This yields ψ(D(x(t))) ψ(D ∞ ).
Hence the second equation in (3.2) yields
On the other hand, by the similar argument on the proof of proposition 3.1, we can obtain
where we used
Hence we have Gronwall's inequality:
Then the standard Gronwall's lemma yields the desired lower bound estimate for D(θ).
Remark 3.2.
(i) Note that our convergence result is independent of N .
(ii) Note that Cucker-Smale's regularized communication weight ψ cs satisfies condition (2.2).
As a direct application of theorem 3.1, we obtain the following refined decay estimates.
Corollary 3.1. Suppose the Lipschitz continuous functions (D(x), D(θ)) satisfy SDDI (3.2) and the initial configuration satisfies
Then for any small number 0 < η 1, there exists T * > 0 such that
Proof. We use theorem 3.1 and lim σ →0
sin σ σ = 1 to find that for any 0 < η 1, there exists a T * such that
In the proof of theorem 3.1, we have
This gives the upper bound for the time-decay. On the other hand, we use the lower bound in theorem 3.1 to get the desired result.
Remark 3.3. When ψ is a constant function, we have
in this case, the result in corollary 3.1 implies that the decay rate is like Kψ(0) asymptotically. This is exactly the same as the Kuramoto model for identical oscillators (see [14] ).
The Kuramoto model with locally connected interactions
In this section, we present a synchronization estimate for the locally coupled Kuramoto model on the regular lattices Z d , which is a simple network as an application of flocking estimates in the previous section.
A multi-agent system as a dynamic graph
In this part, we first interpret the multi-agent system as a dynamic graph. By our assumption, the network structure is time independent, but the system dynamics on the network will evolve in time. Consider weakly coupled identical oscillators on the regular lattice Z d . Let x i be the fixed spatial position of the ith oscillator with AN initial spatial configuration:
and the phase of the ith oscillator is denoted by θ i ∈ T 1 . As in [28] , we will use the Kuramoto model to describe the dynamics of the kth phase θ k :
where the set N k is the neighbour set of the kth oscillator, which consists of all agents communicating with the kth oscillator:
We now associate system (4.2) with the undirected graph G = (V, E):
V : the set of all nodes corresponds to the oscillators located at the lattice,
It is well known [1, 34, 35] that the synchronization of coupled oscillators on the networks is closely related to the network's structure, and it is represented by the communication matrix
• (A1) (Symmetric interactions). The matrix is symmetric:
• (A2) (Connectedness). For any two oscillators k and l, there exists a path connecting from x l -site to x k -site:
We set the diameter d(G) of a graph G to be the maximum value among all minimal connected lengths in the graph G. Note that the length n of the path and the size of an edge set E satisfy
Then it is easy to see that the averaged phase θ c and fluctuationθ i satisfy
Asymptotic synchronization estimate
Before we present the dissipation estimate for system (4.3), we first show that the sum of all possible relative phase differences is comparable to the sum of the relative phase differences on the pair of nodes connected by the edges. 
Then the diameter of phase support satisfies the following estimate:
Proof. The proof is very similar to that of lemma 3.1. Hence we omit it.
Lemma 4.2. Suppose the connectivity assumption (A2) holds. Then there exists a positive
Proof. We first show that for any (l, k) ∈ E c ,
can be controlled by the quantity
For such a pair (l, k) ∈ E c , we can find a minimal path with length n from l to k, for example,
We now use a standard triangle inequality to see
This yields
We now take a sum over all pairs (l, k) ∈ E c to find
We use the above estimate (4.4) to obtain
Therefore, we have
Remark 4.1. 
Proof.
(i) We first set
We multiply 2θ k to the second equation of (4.3) and sum over k to find
where we used the following estimates:
Then the standard Gronwall's lemma yields the desired result.
Remark 4.2.
1. The arguments employed in lemma 4.1 and theorem 4.1 can be applied to the situation where the associated graph G = (V, E) with the steady communication topology has more than one connected components. In this case, in each connected component, the complete-phase synchronization will occur asymptotically. 2. In [22] , the authors considered the Kuramoto system over an arbitrary connected graph, and showed that the synchronized sate is locally asymptotically stable. Moreover, they showed that the convergence rate to the synchronized state is no worse than 2K πN λ 2 (L) using the graph theoretic and dynamical system tools, where λ 2 (L) is the Fiedler eigenvalue of the connectivity matrix. Of course, the result in theorem 4.1 might not be new, but our message in this theorem is to explicitly identify the possible initial configurations leading to synchronized states only with a simple and elementary approach, without any detailed spectral information, e.g. λ 2 (L). 3. In [2] , for a weakly coupled oscillator system, the authors used the symmetry of the network to find dynamically invariant regions in the phase space and classify all spatiotemporal symmetries including limit-cycle solutions and detailed dynamics of the limit cycles. For a detailed description of how the symmetry group of the network generates the possible dynamic patterns, we refer to the original paper [2] by Ashwin and Swift.
As a direct corollary of theorem 4.1, we obtain the complete-frequency synchronization estimate. Then the asymptotic complete-frequency synchronization occurs. More precisely, we have
, where ω i :=θ i is the frequency of the ith oscillator.
Proof. We first set
It follows from theorem 4.1 that
On the other hand, note thatω i satisfieŝ → 0, as t → ∞.
Conclusion
In this paper, we introduced a generalized Viscek-type model which is a planar particle model with a unit speed constraint and distance-dependent communication weights, and studied an emergent behaviour of the proposed model. We found out that for model (2.1), conditions on the initial configurations are more restrictive than that of the Cucker-Smale model [6, 7, 19] . As a related application of our flocking analysis, we also studied the Kuramoto model for a coupled limit-cycle oscillator system with a connected communication topology on the lattice Z d . In this case, we use the standard square of 2 -norm (second phase moment) as a Lyapunov functional. We also use the connectedness of communication topology to derive the standard Gronwall's inequality for the Lyapunov functional. In conclusion, we provided a sufficient condition for initial configurations which leads to asymptotic flocking and also a new simple dynamical system approach for the flocking and consensus problem, which is different from the standard approaches based on an algebraic graph theory and a matrix theory. 
