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Abstract. We give a generalisation of the theory of optimal destabilizing
1-parameter subgroups to non-algebraic complex geometry. Consider a holo-
morphic action G × F → F of a complex reductive Lie group G on a finite
dimensional (possibly non-compact) Ka¨hler manifold F . Using a Hilbert type
criterion for the (semi)stability of symplectic actions, we associate to any non
semistable point f ∈ F a unique optimal destabilizing vector in g and then a
naturally defined point f0 which is semistable for the action of a certain reduc-
tive subgroup of G on a submanifold of F . We get a natural stratification of F
which is the analogue of the Shatz stratification for holomorphic vector bundles.
In the last chapter we show that our results can be generalized to the gauge
theoretical framework: first we show that the system of semistable quotients
associated with the classical Harder-Narasimhan filtration of a non-semistable
bundle E can be recovered as the limit object in the direction given by the opti-
mal destabilizing vector of E . Second, we extend this principle to holomorphic
pairs: we give the analogue of the Harder-Narasimhan theorem for this moduli
problem and we discuss the relation between the Harder-Narasimhan filtration
of a non-semistable holomorphic pair and its optimal destabilizing vector.
Keywords. Symplectic actions, Hamiltonian actions, stability, Harder-
Narasimhan filtration, Shatz stratification, gauge theory.
1. Introduction
A classical result of Harder and Narasimhan states that any non-semi-
stable bundle on a curve admits a canonical filtration of subsheaves with
torsion free semistable quotients.
This result was generalized for reflexive sheaves on projective varieties
[20], [13], and finally to reflexive sheaves on arbitrary compact Hermitian
manifolds [2], [3].
The initial motivation for this paper was to find the analogous statement
for other type of complex geometric objects, for instance holomorphic bun-
dles coupled with sections or with endomorphisms (Higgs fields).
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The system of semistable quotients associated with the Harder-Narasim-
han filtration of a non-semistable bundle can be interpreted as a semistable
object with respect to the moduli problem for G-bundles, where G is a
product of reductive group of the form
∏
iGL(ri).
Therefore, the Harder-Narasimhan result can be understood as an assign-
ment which associates to a non-semistable object a semistable object but
for a different moduli problem.
We believe that it is a natural and important problem to find a general
principle which generalizes this result for arbitrary moduli problems. More
precisely, we seek a general rule which associates – in a canonical way – to
a non-semistable object O with respect to any complex geometric moduli
problem A a new moduli problem B(A,O) and a semistable object O′(A,O)
for B(A,O).
Our first attempt was to understand this principle in the finite dimen-
sional framework, i.e. for moduli problems associated with actions of reduc-
tive groups on finite dimensional but in general non-compact varieties.
After consulting the available literature dedicated to the algebraic case,
we realized that the main tool for understanding the analogue of the Harder-
Narasimhan assignment in the finite dimensional framework is the theory of
optimal one-parameter subgroups, for which we refer to Kirwan [11], Slodowy
[21] and Ramanan&Ramanathan [19].
This theory can be sketched as follows: if [x] ∈ Pn(V ) is non-semistable
point with respect to a linear representation ρ : G→ GL(V ) of a reductive
group G, then there exists a one parameter subgroup τ : C∗ → G of ”norm”
1 which ”destabilizes” [x] in the strongest possible way, i. e.
λ(x, τ) 6 λ(x, θ),
for any one-parameter subgroup θ : C∗ → G of norm 1. Here we denoted
by λ the maximal weight function which occurs in the Hilbert criterion for
stability. A one parameter subgroup (an OPS) with this property is called
an optimal destabilizing OPS for [x] and it is essentially unique, in the sense
that any other optimal destabilizing OPS τ ′ for [x] has the same associated
parabolic subgroup as τ , and is conjugated with τ in this parabolic subgroup.
This result has certainly become part of classical GIT. What is (at least
for the authors) less standard material is the following crucial remark, which
was probably first pointed out by Ramanan&Ramanathan [19] (see also Kir-
wan [11]):
If τ : C∗ → G is an optimal destabilizing OPS for [x], then τ(t) converges
to a point [x0] which is semistable with respect to an induced action of the
reductive centralizator Z(τ) of τ on a Z(τ)-stable subvariety of P(V ).
We claim that the assignment [x] 7→ [x0] is the GIT model which should be
followed in order to get the correct generalization of the Harder-Narasimhan
theorem to the non-compact non-algebraic and gauge theoretical frame-
works.
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Therefore our final goal is to give a gauge theoretical version of this re-
mark, which applies to all moduli problems obtained by coupling holomor-
phic bundles (with arbitrary reductive structure groups) with sections in
associated bundles (see [15], [12], [17]).
The first step in achieving this goal is to give the complex analytic version
of the assignment [x] 7→ [x0] explained above and to prove the analogous
remark in this framework. Therefore, the main object of this article is a
holomorphic action α : G × F → F of a complex reductive group on a
complex manifold F . Since we are especially interested in the linear case
(and later in the infinite dimensional case), we will not assume that F is
compact. We realized that extending the theory of optimal destabilizing
OPS to this situation raises substantial technical difficulties.
First of all, in order to have a good stability condition for a holomorphic
action α : G × F → F one has to fix a Ka¨hler metric h of F which is
invariant under a maximal compact subgroupK of G and a moment map for
the induced K-action. Such a data system (K,h, µ) provides a generalized
maximal weight function λ : ik × F → R ∪ {∞}. It is well known (see for
instance Mundet i Riera [15]) that the stability condition with respect to
(K,h, µ) can be expressed in terms of the maximal weight function as in
the projective algebraic case. But there is no way to extend this result for
the semistability condition in the general non-algebraic non-compact case.
Moreover, in the algebraic theory of optimal destabilizing OPSs it is very
important to have a G-equivariant maximal weight function, whereas the
choice of a triple (K,h, µ) only provides a K-equivariant one.
In order to solve these difficulties one has to impose a certain completeness
condition on the triple (K,h, µ), namely energy completeness which was
introduced in [22] and used in [12]. This condition is always satisfied in
both compact and linear case [22] and also for certain moduli problems on
curves [5].
Moreover, in order to get a G-equivariant maximal weight function λ,
it is convenient to work with an equivalence class of triples (K,h, µ) and
to show that λ extends to the union of all subspaces of the form ik. The
equivalence is defined by the natural G-action on the set of such triples.
Such an equivalence class will be called a symplectization of the action α,
and it plays the same role as a linearization of an action in an ample line
bundle, in classical GIT.
An important tool in our proofs will be the linearization theorems of
Heinzner-Huckleberry for Hamiltonian actions [8].
The contents of this article is the following: First we explain the prop-
erties of the maximal weight function associated with an energy-complete
symplectization. Next we prove one of our main results: the existence and
the unicity (up to equivalence) of an optimal destabilizing element ξ in the
Lie algebra of G for any non-semistable point f ∈ F . Following the principle
explained in the algebraic case, we next show that the path etξf converges to
a point f0 which is semistable with respect to a natural action of the reduc-
tive centralizator Z(ξ) on a certain submanifold of F . Fixing the conjugacy
class of ξ one gets a G-invariant subset of F . The subsets of this type give a
G-invariant stratification of F , which, for a large class of actions, is locally
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finite with locally Zariski closed strata. This stratification is the analogue
of the Shatz stratification in the theory of holomorphic vector bundles (see
[11] for the projective case).
At the end, we study the optimal destabilizing vectors of the non-semi-
stable objects of two important gauge theoretical moduli problems: holo-
morphic bundles and holomorphic pairs (bundles coupled with morphisms
with fixed source). Detailed proofs of these results can be found in [4]. In
this way, we illustrate our general principle:
In order to get the analogue of the Harder-Narasimhan theorem for a
complex geometric moduli problem one has to give a gauge theoretical for-
mulation of the problem and to study the optimal destabilizing vectors of the
non-semistable objects.
This suggests that this principle also holds in the infinite dimensional
gauge theoretical framework. Details on the gauge theoretical examples and
generalizations will appear in a future article.
2. Background
2.1. Symplectization of a holomorphic action and the maximal
weight map λ.
Let us recall some definitions introduced in [22].
Let G be a complex reductive group. One can identify the set Hom(C∗, G)
of one parameter subgroups of G with a subset Halg(G) of the Lie algebra g
using the map
λ 7→ d1(λ)(1) = d
dt
∣∣
t=0
(λ(et)) ,
where λ was regarded here as a map between real manifolds and the Lie
algebra of S1 ⊂ C was identified with iR. In complex non-algebraic geometry
one has to consider a larger subset of g, and to define a ”generalized maximal
weight function” on this larger set. In the non-algebraic non-compact case
the optimal destabilizing vectors do not belong in general to Halg(G), and
this phenomenon occurs even in the simple case of linear actions (see section
6).
Definition 2.1. Let G be a complex reductive group and g its Lie algebra.
We denote by H(G) the subset of g consisting of elements s ∈ g of Hermitian
type, i.e. of elements which satisfy one of the following equivalent properties:
(1) There exists a compact subgroup K ⊂ G such that s ∈ ik.
(2) For every embedding ρ : G 7→ GL(r,C) the matrix ρ⋆(s) is diagonal-
izable and has real eigenvalues.
(3) The closure of the real one parameter subgroup of G defined by
is ∈ g is compact.
This subset is invariant under the adjoint action of G on g; in general it is
not closed. Although H(G) is a subset of g, it cannot be defined intrinsically
in terms of the Lie algebra g.
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One can associate to every s ∈ H(G) a parabolic subgroup G(s) ⊂ G in
the following way :
G(s) := {g ∈ G| lim
t→+∞
estge−st exists in G}.
Then G(s) decomposes as a semi-direct product G(s) = Z(s)⋉U(s), where
Z(s) is the centralizer of s in G and U(s) is the unipotent subgroup defined
by :
U(s) := {g ∈ G| lim
t→+∞
estge−st = e}.
We will denote by g(s), z(s) and u(s) the corresponding Lie algebras, and by
pz(s), pu(s) the corresponding projections.
Recall the following facts from [22] :
Proposition 2.2.
(1) Let σ, s ∈ H(G). The following properties are equivalent :
(a) s and σ are conjugated under the adjoint action of U(s);
(b) s and σ are conjugated under the adjoint action of G(s);
(c) σ ∈ g(s) and pz(s)(σ) = s.
(2) If one of these conditions is satisfied then G(s) = G(σ).
(3) The condition in 1) defines an equivalence relation ∼ on H(G).
(4) Let K be a maximal compact subgroup of G. Then ik ⊂ H(G) is a
complete system of representatives for ∼. Mapping s to the repre-
sentative in ik of its equivalence class gives a continuous retraction
σK : H(G)→ ik.
Example 2.3. Assume that G = GL(r,C). The data of an equivalence
class of H(G) is the data of a pair (F , λ) where F is a filtration
F : {0} ⊂ V1 ⊂ · · · ⊂ Vk = Cr
and λ is an increasing sequence λ1 < · · · < λk of real numbers. An element
s ∈ gl(r,C) belongs to the equivalence class corresponding to (F , λ) if it is
diagonalisable with spectrum (λ1, · · · , λk) and
Vi =
i⊕
j=1
Vλi ,
where Vλi is the λi eigenspace of s. Here, the parabolic subgroup G(s) is
the subgoup of matrices stabilizing the filtration F .
Following [22], we introduce the notion of symplectization of an holomor-
phic action. A symplectization of a holomorphic action α plays the same
role as a linearization of an algebraic action in an ample line bundle in the
classical GIT. This notion will allow us to define a G-equivariant maximal
weight function on the set H(G).
Definition 2.4 ([12]). A symplectization of the action α is an equivalence
class of triples (K,h, µ), where K is a maximal compact subgroup of G, h is
a K-invariant Ka¨hler metric on F and µ : F → kˇ is a moment map for the
K-action with respect to the symplectic structure ωh defined by h.
6 L. Bruasse and A. Teleman
Two 3-tuples (K,h, µ) and (K ′, h′, µ′) will be considered equivalent if
there exists γ ∈ G such that :
K ′ = Adγ(K), h
′ = (γ−1)⋆h, µ′ = adtγ−1 ◦ µ ◦ γ−1
A symplectization of a holomorphic action α should be regarded as a
complex geometric datum, which allows one to define a stability condition
independently of the choice of a maximal compact subgroup of G. A triple
(K,h, µ) ∈ σ should be regarded as a symplectic geometric parameter com-
patible with the complex geometric data σ.
Let f ∈ F and u ∈ g. We denote by cuf the path in F defined by
cuf : [0,∞)→ F , cuf (t) := etuf .
In order to define the “maximal weight” map λ associated with a sym-
plectization, let us introduce the following definition:
Definition 2.5 ([12]). A symplectization σ of the action α will be called
energy-complete if, for a representative (K,h, µ) ∈ σ (and hence for any
representative) the following implication holds: if s ∈ ik, f ∈ F and the
energy Eh(c
s
f ) with respect to the Riemannian metric h is finite, then c
s
f has
a limit as t→ +∞.
Let α : G × V → V be a linear action. A symplectization of α given by
a triple (K,h, µ), where h is a Hermitian structure on the vector space V ,
will be called a linear symplectization of α.
Remark 2.6. Any linear symplectization and any symplectization of an ac-
tion on a compact complex manifold is energy-complete [22]. The natural
symplectisation of the action of the complex gauge group on the configura-
tion space associated to certain moduli problems on curves is also energy
complete [5].
If we choose a representative (K,h, µ) ∈ σ, we can associate to every pair
(s, t) ∈ ik×R the map
λst : F → R
f 7→ µ−is(etsf)
where we use the notation µs := 〈µ, s〉 : F → R for any s ∈ k.
It is easy to see that the map t 7→ λst (f) is increasing so that one can put
λs(f) := lim
t→+∞
λst (f) ∈ R ∪ {∞}.
The energy-completeness condition allows one to prove the following tech-
nical result.
Proposition 2.7 ([22]). Assume that σ is energy-complete and let s ∈
H(G). The map λs : F → R ∪ {∞} does not depend on the choice of a
representative (K,h, µ) ∈ σ with s ∈ ik and gives rise to a well defined map
λ : H(G)× F → R ∪ {∞}
(s, f) 7→ λ(s, f) = λs(f)
The following properties of the map λ will be useful in our study :
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Proposition 2.8 ([22]). Assume that σ is energy-complete. The map λ
introduced above has the following properties :
(1) homogeneity : λ(ts, f) = tλ(s, f) for any t ∈ R+;
(2) λ is G-equivariant: λ(s, f) = λ(adγ−1(s), γ
−1.f);
(3) λ is ∼ invariant : λs(f) = λσ(f) if s ∼ σ;
(4) semi-continuity :
if (fn, sn)n → (f, s), then λs(f) 6 lim infn→∞ λsn(fn).
Remark 2.9. One can work with a similar equivalence relation ≃ on H(G),
using the parabolic subgroups
G−(s) := {g ∈ G| lim
t→−∞
etsge−ts exists in G} .
It holds
σ ∼ s⇔ −σ ≃ −s .
In general, our map λ will not be ≃ invariant (see Property 2.8 above). On
the other hand, the ”oposite” maximal weight map given by λs− = λ
−s will
be invariant with respect to this relation. Using ≃ and λ−, one will get a
completely parallel theory.
2.2. Analytic and symplectic stability.
Let also α be an action of a reductive group G on a complex Ka¨hler
manifold F , let us choose an energy-complete symplectization σ, and let
λ : H(G)× F → R ∪ {∞} be the associated maximal weight map.
We will denote by s♯ the vector field on F defined by s. We will denote by
gf the Lie algebra of the stabilizer of a point f ∈ F , hence the Lie subalgebra
of g consisting of those elements s such that s#f = 0.
Definition 2.10. A point f ∈ F will be called
(1) analytically σ-semistable if λs(f) > 0 for all s ∈ H(G).
(2) analytically σ-stable if it is semistable and λs(f) > 0 for any s ∈
H(G)\{0}.
(3) analytically σ-polystable if it is semistable, gf is a reductive subalge-
bra and λs(f) > 0 for every s which is not equivalent to an element
of gf .
In this definition we used the following convention: A subalgebra g′ ⊂ g
is called a reductive subalgebra if it has the form g′ = k′C, where k′ is the
Lie algebra of a compact subgroup of G. This is more restrictive than the
condition that g′ is isomorphic to the Lie algebra of a reductive group.
Remark 2.11.
The property of stability (semistability and polystability) for f ∈ F depends
only on the complex orbit Gf of f .
Note that the proof of this fact for semistable points requires energy-
completeness.
Let us remind the classical definition of (semi)stability for symplectic
actions (see [10], [11], [9], [8]). The polystability condition was first intro-
duced in [16] in the algebraic framework, as a natural generalization of the
polystability condition for bundles.
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Definition 2.12. Let σ be a symplectization of the action α : G× F → F .
A point f ∈ F is called
(1) symplectically σ-semistable if, choosing any representative (K,h, µ) ∈
σ, one has G.f ∩ µ−1(0) 6= ∅.
(2) symplectically σ-stable if G.f ∩ µ−1(0) 6= ∅ and gf = {0}.
(3) symplectically σ-polystable if G.f ∩ µ−1(0) 6= ∅.
These conditions do not depend on the chosen representative (K,h, µ) ∈ σ
and they are obviously G-invariant conditions wtih respect to f . Note also
that the polystability condition is not open in general.
The following result of Heinzner and Loose (see [9], [8]) show that one
can always construct a good quotient of the semistable locus. No condition
on the symplectization is needed.
Theorem 2.13. The set F ss(σ) of symplectically σ-semistable points is
open. Moreover, there is a categorical quotient
F ss(σ)→ Qσ
where Qσ is a Hausdorff space with the property that two G-orbits have the
same image in Qσ if and only if their closure contains a common symplec-
tically σ-polystable orbit.
Choose a representative (K,h, µ) ∈ σ, then every σ-polystable orbit inter-
sects µ−1(0) along a K-orbit and the induced map
µ−1(0)/K → Qσ
is a homeomorphism.
The following fundamental result links these two notions of stability :
Theorem 2.14 ([15], [22]). Assume that σ is energy-complete. A point f
is symplectically σ-stable (polystable) if and only if it is analytically σ-stable
(polystable).
Our goal here is merely to study the behavior of non semistable points.
So from our point of view, the most important fact is that the concepts of
analytic semistability and symplectic semistability coincide. This is a rather
difficult technical result ([22] for details). The main tool is the so-called
integral of the moment map, whose existence is assured by the following
Lemma 2.15. Let (K,h, µ) be a representative of the symplectization σ,
then there exists a unique smooth function Ψ : F ×G→ R with the following
properties:
• ddtΨ(f, ets) = λst (f).• Ψ(f, k) = 0 for all k ∈ K.
• Ψ(f, gh) = Ψ(f, h) + Ψ(hf, g), for all h, g ∈ G, f ∈ F .
Proof. This is a well-known result (see for instance [15]).
Remark 2.16.
(1) The map t 7→ Ψ(f, ets) is convex for all s ∈ ik, f ∈ F .
(2) The two following properties are equivalent :
• g ∈ G is a critical point of the map g 7→ Ψ(f, g);
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• µ(gf) = 0.
Theorem 2.17 (see [22]). Let (F, h) be a Ka¨hler manifold, α : G × F →
F a complex reductive Lie group action and let σ be an energy complete
symplectization for this action. Then, for any point f ∈ F the following
properties are equivalent :
(1) the point f is analytically σ-semistable;
(2) the map g → Ψ(f, g) associated to any representative (K,h, µ) of σ
is bounded from below over G;
(3) the point f is symplectically σ-semistable.
Note that energy completeness plays an essential role in the proof. In
the sequel we will speak of σ-semistability (stability, polystability) without
precising if the analytical or symplectical condition is meant.
3. The reductive quotient associated to a class of Hermitian
type elements and its canonical action
We have seen that any equivalence class of elements of Hermitian type
defines a parabolic subgroup G(S) of G. In this section, our purpose is to
associate to any non trivial equivalence class S of Hermitian type elements
a new factorization problem with symmetry group G(S)/U(S), where U(S)
is the unipotent subgroup associated with S. This quotient is a reductive
group. The new manifold, that we introduce is isomorphic to a submanifold
of F , but the identification is not canonical. Then we will show that for
any choice of a symplectization σ for the factorization problem (F,G,α), we
may define a natural symplectization for our new problem associated to the
class S.
3.1. Natural action of the canonical reductive quotient.
First of all, let us remind that for any s, s′ ∈ H(G) such that s ∼ s′, we
have G(s) = G(s′) and U(s) = U(s′) (because U(s) is a normal subgroup
in G(s)), so that we may associate to any equivalence class S ∈ H(G)/ ∼
of Hermitian type elements a unique parabolic subgroup G(S) of G and a
unique unipotent subgroup U(S) ⊂ G(S).
For every s ∈ H(G), let us denote by
Vs := {f ∈ F | (s♯)f = 0}
the zero locus of the vector field s♯. Locally this set consists of fixed points
under the action of the compact torus T = {eits | t ∈ R} and therefore, using
the slice theorem [18], we see that Vs is a smooth submanifold of F , in
general not of pure dimension. Being the vanishing locus of the holomorphic
tangent field associated with s♯, it inherits a structure of complex manifold
(of possibly non-pure dimension).
Let us now remark that for any s and s′ in H(G), if s ∼ s′ then there
exists u ∈ U(s) = U(s′) such that s′ = adu(s) and we have an associated
isomorphism α(u) : Vs
≃−→ Vs′ = Vadu(s).
One can easily prove that the element u ∈ U(s) = U(s′) such that s′ =
adu(s) is unique, so that one gets a canonical identification Vs ≃ Vs′ . Indeed,
if there exists two elements u, v ∈ U(s) such that adu(s) = adv(s) = s′, we
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get w = v−1u ∈ U(s) and adw(s) = s. Then we have, w ∈ Z(s)∩U(s) = {e}
so that the induced isomorphism is the identity.
Therefore we can associate to any non trivial equivalence class S of H(G)
a canonically defined complex manifold
V(S) := {
∐
s∈S
Vs}/ ∼
where ∼ is induced by the previous identifications. One has, for every s ∈ S,
a natural identification V(S) ≃ Vs.
Remark 3.1. One can wonder why is it important to consider the copy V(S)
of Vs. The reason is the following: we will associate to any non-semistable
point f ∈ F a well defined class Sf ∈ H(G)/ ∼ of so-called optimal desta-
bilizing vectors, but there is no way to associate a well defined such desta-
bilizing vector. Therefore, we get a well defined assignment f 7→ V(Sf ). In
the next step we will see that f also defines canonically a point f0 ∈ V(Sf )
which is semistable with respect to a certain (again canonically associated)
symplectization.
The action α induces an action of the parabolic group G(S) over the
complex manifold V(S) defined by :
G(S) × V(S)→ V(S)
(g, [x]) 7→ [g(x)]
where x ∈ Vs and g(x) ∈ Vadg(s) for any s ∈ S.
Of course G(S) is not reductive but it is easy to see, using the definition
of V(S), that the unipotent subgroup U(S) acts trivially on V(S). So that
we get a well-defined action
αS : G(S)/U(S) × V(S)→ V(S)
of the canonical reductive quotient G(S)/U(S).
Let us remark that if we choose any representative s ∈ S, the action of
G(S)/U(S) over the representative Vs of V(S) is just the induced action of
the reductive Lie group Z(s) over the complex submanifold Vs ⊂ F .
3.2. A natural symplectization for the action αS .
An ad-invariant inner product of Euclidian type on the Lie algebra g is
an adG-invariant non-degenerate complex symmetric bilinear form h on g
which restricts to an inner product on a subspace of the form ik (and hence
on any subspace of this form as any two such subspaces are conjugated).
The data of such an inner product is equivalent to the data of:
– a multiple of the Killing form ks of each simple summand s of the semisim-
ple part gs of g and
– an inner product on it0, where t0 is the Lie algebra of the maximal com-
pact subgroup of the complex torus z(g).
We fix such an inner product 〈·, ·〉 on our Lie algebra g.
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For any choice of a symplectization σ of the factorization problem (F,G,α),
we may define a canonical symplectization for the action αS in the follow-
ing way: let ρ = (K,h, µ) ∈ σ, and let us take the unique representative
s ∈ ik ∩ S and the corresponding copy Vs of V(S), then we can define an
associated symplectization of Vs ≃ V(S) using the triple
ρS := (K ∩ Z(s), h|Vs , i⋆(µ|Vs) + τ)
where i : k ∩ z(s) →֒ k is the inclusion and τ is the locally constant z(s)∨-
valued function over Vs defined by
τ(x) = −(µ−is(x))〈is, ·〉 .
To see that the map τ above is indeed locally constant, note that the map
x→ µ−is(x) is locally constant over Vs since
dµ−is(·) = ωh((−is)♯, ·) = h(s♯, ·) = 0 .
The reason for this particular choice of the moment map will appear later
in section 5.
This definition is coherent with the identifications defined above : let
ρ′ = (K ′, h′, µ′) ∈ σ be another representative of σ and let s′ ∈ ik′ ∩ S.
Then, there exists u ∈ U(S) such that adu(s′) = s. The application α(u)
defines an isomorphism from Vs′ onto Vs = Vadu(s) and conjugates ρ
′ to
another representative ρ′′ = u⋆(ρ
′) ∈ σ defined by
ρ′′ = (K ′′, h′′, µ′′) = (Adu(K
′), (u−1)⋆(h′), adtu−1 ◦ µ′ ◦ u−1).
It is sufficient to show that ρS and ρ
′′
S define the same symplectization for
the action αS . Let us remark that, by the definition of τ , ρ
′′
S = u⋆(ρ
′
S).
Moreover, we have s ∈ ik ∩ ik′′ and there exists γ ∈ G which conjugates ρ
and ρ′′, i.e.
Adγ(K
′′) = K, h = (γ−1)⋆(h′′), µ = adtγ−1 ◦ µ′′ ◦ γ−1.
We now use the following lemma :
Lemma 3.2. Let K be a maximal compact subgroup of G and let g ∈ G,
s ∈ k such that adg(s) ∈ k. Then the decomposition g = kl, where l ∈ exp(ik),
k ∈ K satisfies adl(s) = s, i.e. l ∈ Z(s).
Proof. Let us decompose g as g = kl with l ∈ exp(ik) and k ∈ K. Then
γ := adl(s) = adk−1(adg(s)) ∈ k.
If we choose an embedding G →֒ GL(r,C) mapping K to U(r), then the
image of l is Hermitian with positive eigenvalues, whereas the images of s
and γ are anti-Hermitian. We have :
adl(s)
⋆ = −adl−1(s) = γ⋆ = −γ = −adl(s),
hence adl2(s) = s. This implies that the eigenspaces of l
2 and hence of l are
invariant under s, so that one also has adl(s) = s.
Therefore, since s ∈ ik and adγ(s) ∈ ik, we have the decomposition γ = kl,
k ∈ K and l ∈ Z(s) so that
K ′′ = Adl−1k−1(K) = Adl−1(K),
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h′′ = γ⋆(h) = l⋆(h)
because h is by definition K-invariant and
µ′′ = adtl ◦ adtk ◦ µ ◦ k ◦ l = adtl ◦ µ ◦ l
because a moment map is always K-equivariant. We conclude that ρ and
ρ′′ are conjugated by an element of l ∈ Z(s). One has s′′ = s because they
are both representatives in ik′′ of S, therefore τ and τ ′′ are conjugated, so
that the two induced triple ρS and ρ
′′
S are equivalent for the action αS .
In the sequel, we will denote by σS this natural symplectization for the
factorization problem (V(S), G(S)/U(S), αS ).
4. optimal destabilizing vector for a non semistable point
In this section we will associate to every non σ-semistable point f ∈ F , an
optimal destabilizing element s ∈ H(G) which minimize the weight function
λ(., f). We will also see that this element is unique up to equivalence.
So, let us consider a holomorphic action α : G × F → F of a reductive
group G on the Ka¨hler manifold F . We choose a symplectization σ for this
action and we assume in the sequel that σ is energy-complete (see def. 2.5)
so that the map λ : H(G)× F → R ∪ {∞} is well defined.
Fix again an ad-invariant inner product of Euclidian type 〈·, ·〉 on g. Such
a structure gives a well defined real application ‖ · ‖ : H(G) → R defined
by ‖s‖ = √〈s, s〉 (in fact all the elements of H(G) lie in a Lie algebra of
the form ik for a certain maximal compact subgroup K, on which 〈·, ·〉 is
a scalar product). Let us remark that 〈·, ·〉 is constant on the equivalence
classes of H(G), so that we may speak of a “normalized class” S.
We consider in this section a given σ-non semistable point f ∈ F and we
set
λinf := inf
s∈H(G)
‖s‖=1
λ(s, f).
Let us remark that this lower bound is not −∞ as
λ(s, f) > λ0(s, f) + Eh(c
s
f ) > λ0(s, f) = 〈µ(f),−is〉
Let us define the set of normalized destabilizing elements of f :
Λf := {ξ ∈ H(G) | ‖ξ‖ = 1 and λ(ξ, f) = λinf}.
Theorem 4.1. Let f ∈ F be a non σ-semistable point. Then Λf is non
empty and consists of exactly a normalized equivalence class Sf ⊂ H(G).
Proof.
Lemma 4.2 (Existence).
(1) If s ∈ Λf and s′ ∈ H(G) with s′ ∼ s then s′ ∈ Λf .
(2) Λf 6= ∅.
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Proof. The first point follows directly from the equivariance properties of λ
(see prop. 2.8) and the ad-invariance of 〈·, ·〉.
For the second point, let us fix a maximal compact subgroup K of G.
Then we know that ik ⊂ g is a complete system of representatives for ∼. By
invariance, the application λ restricts to a map λ˜ : ik→ R∪{∞}. Take now
a sequence (sn)n ∈ H(G) such that λ(sn, f) converges to λinf and ‖sn‖ = 1
for all n. We take s˜n to be the representative in ik which is in the same
equivalence class as sn. We still have ‖s˜n‖ = 1 and λ˜(s˜n) → λinf . Now
ik is a closed finite dimensional vector space in g so that its unit sphere is
compact. Thus, we can extract a converging subsequence s˜m → s˜. Now, the
semi-continuity property of λ (prop. 2.8) implies
λ˜(s˜, f) 6 lim inf
n→∞
λ(sm, f) = λinf ,
i.e all the elements of the class s˜ are elements of Λf .
Lemma 4.3 (Unicity). The optimal destabilizing element is unique up to
equivalence :
∃ ξ ∈ H(G) s.t. Λf = {s ∈ H(G) | ξ ∼ s} = S(ξ).
Proof. Let us choose a representative (K,h, µ) ∈ σ and let Ψ : F ×G → R
the associated integral of the moment map (see prop. 2.15). We must prove
that there exists only one maximal element in ik. ik ∩ Λf .
Our first step is to prove the result when K = T is a real torus.
Lemma 4.4. If K = T is a real torus then there exists a unique ξT (f) ∈ it
such that Λf ∩ it = {ξT (f)}.
Proof. The proof is based on the following lemma :
Lemma 4.5. The map Φf : it → R defined by Φf (s) = Ψ(f, es) is convex
on it.
Proof. This is a well-known property of Ψ that the maps t 7→ Ψ(f, ets) are
convex for all s ∈ it (prop 2.15). Let ξ, s ∈ it, then using the fact that ξ and
s commute, we get :
Ψ(f, eξ+ts) = Ψ(f, eξets) = Ψ(f, eξ) + Ψ(eξf, ets)
so that t 7→ Φ(ξ + ts) is convex for every s ∈ it. To conclude we use the
following easy lemma:
Lemma 4.6. Let f : U ⊂ Rn → R a smooth function such that for all
x0, x ∈ Rn the map t 7→ f(x0 + tx) is convex. Then f is convex on Rn.
By definition we have
λ(ξ, f) = lim
t→+∞
d
dt
φf (tξ)
Assume that there exist two distinct optimal destabilizing elements ξ1, ξ2 ∈
it ∩Λf and let ξ = ξ1+ξ22 ∈ it. Of course we have ‖ξ‖ < 1. The convexity of
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the function φf implies that φf (tξ) 6
1
2 (φf (tξ1)+ φf (tξ2)) for all t ∈ R. We
get
φf (θξ)− φf (tξ)
θ − t 6
1
2(φf (θξ1) + φf (θξ2))− 12(φf (tξ1) + φf (tξ2))
θ − t +
1
2(φf (tξ1) + φf (tξ2))− φf (tξ)
θ − t
and so
lim sup
θ→+∞
[
φf (θξ)− φf (tξ)
θ − t
]
6 lim sup
θ→∞
[
1
2 (φf (θξ1)− φf (tξ1)) + 12 (φf (θξ2)− φf (tξ2))
θ − t
]
The regularity and the convexity of Ψ implies that for all θ, t ∈ R
d
ds |s=θ
Ψ(f, esξ) >
φf (θξ)− φf (tξ)
θ − t >
d
ds |s=t
Ψ(f, esξ)
thus we have
lim
t→+∞
d
dt
Ψ(f, etξ) 6 lim sup
t→+∞
[
lim sup
θ→+∞
( 1
2(φf (θξ1)− φf (tξ1))
θ − t +
1
2(φf (θξ2)− φf (tξ2))
θ − t
)]
=
λinf + λinf
2
We deduce from this that
λ(
ξ
‖ξ‖ , f) =
λ(ξ, f)
‖ξ‖ 6
λinf
‖ξ‖ < λinf ,
because ‖ξ‖ < 1. This leads to a contradiction.
Remark 4.7. Note that in this argument one essentially needs the fact that
f is non semistable (i.e. λinf < 0).
Let us now come back to our main proof for an arbitrary compact lie
group K.
Lemma 4.8. Let f a non σ-semistable point and ξ ∈ Λf . Let T be a
maximal torus in G(ξ). Then f is non semistable with respect to the induced
symplectization of the TC-action, and ξ is conjugated to ξT (f) by an element
of G(ξ).
Proof. Let S be a maximal torus of G(ξ) whose Lie algebra is is containing ξ.
All maximal tori of G(ξ) are conjugated to each over, so there exists p ∈ G(ξ)
such that Adp(S) = T then we have adp(ξ) ∈ it ∩ Λf (see proposition 4.2).
We deduce from this that f is TC non semistable and adp(ξ) is an optimal
destabilizing element with respect to the TC-action. Therefore, from the
previous unicity lemma 4.4, ξT (f) = adp(ξ).
Now we make use of the following well-known lemma (see [21]) :
Lemma 4.9. Let P and P ′ be parabolic subgroups of G. Then there is a
maximal torus T of G contained in the intersection P ∩ P ′.
We use now the same method as in the algebraic case [21].
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Lemma 4.10. Let f be a non semistable point and let ξ1 and ξ2 be two
elements of Λf . Then we have G(ξ1) = G(ξ2) and there exists p ∈ G(ξ1)
such that adp(ξ1) = ξ2, i.e. ξ1 ∼ ξ2.
Proof. Let T be a maximal torus contained in G(ξ1)∩G(ξ2). By the previous
lemma, there exists g ∈ G(ξ1) and k ∈ G(ξ2) such that adg(ξ1) = ξT (v) =
adk(ξ2). Then we get G(ξT (v)) = Adg(G(ξ1)) = G(ξ1) and the same thing
for G(ξ2). We get G(ξ1) = G(ξ2) and ξ2 = ad(k−1g)ξ1, so that ξ1 ∼ ξ2.
This concludes the proof of the proposition.
5. Associating a semistable point to a non-semistable one. The
Shatz stratification associated with a Hamiltonian action
Using the results of the two previous sections, we will show here that it
is possible to associate naturally to any non σ-semistable point a semistable
point for the new factorization problem defined in section 3.1 and thus a
point in the associated Hamiltonian quotient. This leads to the stratification
of F by G invariant subsets described in the main thm. 5.4. The main
stratum is the semi-stable locus and it is open. The other strata are obtained
by fixing the conjugacy class (with respect to the adG-action on H(g)) of
the optimal destabilizing element.
Let (F,G,α) be a factorization problem with an associated symplectiza-
tion σ. Let us choose a adG-invariant inner product of Euclidian type over g.
Using thm 4.1, we define for any normalized equivalence class S ∈ H(G)/ ∼
the following subset of F :
ZS := {f ∈ F | f is non σ-semistable and Λf = S}
Therefore ZS is the locus of points with optimal destabilizing class S.
Now let us choose f ∈ ZS , and let us fix any representative ρ = (K,h, µ) ∈
σ and take the unique representative ξρf ∈ Λf ∩ ik of S. The point f being
non σ-semistable, we get from the formula
λ(ξρf , f) = λ0(ξ
ρ
f , f) + Eh(c
ξρ
f
f )
that Eh(c
ξρ
f
f ) < +∞. The symplectization σ is supposed to be energy com-
plete, so that there exists a limit element fρ0 = limt→∞ e
tξρ
f f ∈ F ∩Gf .
The point fρ0 lies in the vanishing subset Vξρf
= V ((ξρf )
♯). For another
choice ρ′ ∈ σ we get ξρ′f = adu(ξρf ), where u ∈ U(S), and fρ
′
0 = α(u)(f
ρ
0 ) ∈
V
ξ
ρ′
f
. Thus, we obtain a well defined point f0 ∈ V(S) canonically associated
to f . Our claim is the following :
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Theorem 5.1. Let f ∈ F be a non σ-semistable point, and S = Λf the
class of its optimal destabilizing element. Then the canonically associated
point f0 ∈ V(S) is σS-semistable for the action of the canonical reductive
quotient G(S)/U(S) over V(S).
Proof. For our purpose, we may fix a representative ρ = (K,h, µ) ∈ σ and
the element ξρf ∈ Λf ∩ ik. Let us remark first that, by definition,
λinf = lim
t→+∞
µ−iξ
ρ
f (etξ
ρ
f f) = µ−iξ
ρ
f (fρ0 ).
Let
ρS = (K ∩ Z(ξρf ), h|Vξρ
f
, µ′ = i⋆(µ|V
ξ
ρ
f
) + τ)
be the associated triple representing σS (see 3.2), then τ is given on the
connected component containing fρ0 by
τ = −λinf〈iξρf , ·〉 .
Let λ′ be the map associated to the symplectization σS . We must show that
fρ0 is σS semistable.
An element s ∈ ik∩ z(ξρf ) has an orthogonal decomposition s = βξρf + s⊥.
From now on, we assume that λ′(s, fρ0 ) < 0 and we will get a contradiction.
Let ξε = ξ
ρ
f + εs
⊥ for ε > 0. Then we get
λ(
ξε
‖ξε‖ , f) =
λ(ξε, f)
‖ξε‖
=
limt→∞ µ
−iξε(etξεf)
‖ξρf + εs⊥‖
=
limt→∞ µ
−iξρ
f (etξεf) + ε limt→∞ µ
−is⊥(etξεf)
‖ξρf + εs⊥‖
.
So we are reduced to study the orbit of f under the flow of ξ♯ε. We begin
with the remark that the hypothesis λ′(s, fρ0 ) < 0 implies that Eh(c
s⊥
fρ
0
) <∞,
so that, the action being energy complete, we know that the curve cs
⊥
fρ
0
converges to some point f1 = limt→∞ e
ts⊥fρ0 ∈ F ∩ Vξρf .
The main point of the proof is the following
Claim: For any sufficiently small ε > 0 , the orbit of f under the one-
parameter subgroup generated by ξε converges to f1, i.e. limt→∞ e
tξεf = f1.
Proof. (of the Claim) We consider first the compact torus
T := {eitξρf eiθs⊥ | t, θ ∈ R} ⊂ K
and the induced action TC × F → F of its complexification TC ⊂ G.
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Now we use a fundamental result Heinzner and Huckleberry, which allows
us to ”linearize” this action around f1. Indeed, up to a modification of the
moment map µT by a constant in t = z(t), we may always assume that
µT (f1) = 0. Now following [8] (p. 346), we may find an open T
C-stable
Stein neighborhood of f1. Using the fact that T
C is reductive, we can apply
Theorem 3.3.14 in [8] and get the existence of an open TC-invariant Stein
neighborhood U of f1, a linear representation ρ : T
C × V → V and a closed
TC-equivariant embedding a : U → V . Since U is open and TC-invariant,
it follows easily that it contains the points fρ0 and f . Put v1 := a(f1),
v0 := a(f
ρ
0 ), v := a(f).
We decompose V as
V =
⊕
χ∈R
Vχ ,
where R ⊂ Hom(T, S1) and ρ(t)|Vχ = χ(t)idVχ for all t ∈ T .
Since limt→∞ e
tξρ
f f = fρ0 , we deduce that
v = v0 + v−
where
v0 ∈
⊕
de(χ)(ξ
ρ
f
)=0
Vχ , v− ∈
⊕
de(χ)(ξ
ρ
f
)<0
Vχ .
For sufficiently small ε > 0 we get that de(χ)(ξ
ρ
f + εs
⊥) < 0 for all χ ∈ R
for which de(χ)(ξ
ρ
f ) < 0.
For such ε we get that
lim
t→∞
et(ξ
ρ
f
+εs⊥)v = lim
t→∞
et(ξ
ρ
f
+εs⊥)v0 = lim
t→∞
etεs
⊥
v0 = v1 .
According to the above claim, if ε is sufficiently small, our computation
gives
λ(
ξε
‖ξε‖ , f) =
µ−iξ
ρ
f (f1) + εµ
−is⊥(f1)
‖ξρf + εs⊥‖
Using the same methods as before we have
µ−iξ
ρ
f (f1) = µ
−iξρ
f (fρ0 ) = λ(ξ
ρ
f , f) = λinf
and moreover, by Lemma 5.2 below, we get
µ−is
⊥
(f1) = µ
′−is
⊥
(f1) = λ
′(s⊥, fρ0 ) < 0
We obtain
d
dε
|ε=0(λ( ξε‖ξε‖ , f)) = µ
−is⊥(f1) < 0.
Thus, by taking ε small enough, we get a normalized element ξε‖ξε‖ ∈ H(G)
with λ( ξε‖ξε‖ , f) < λinf which is a contradiction.
Lemma 5.2. If s = βξρf + s
⊥ then λ′(s, fρ0 ) = λ
′(s⊥, fρ0 ).
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Proof. We have
λ′(s, fρ0 ) = limt→∞
µ′
−is
(etsfρ0 )
= lim
t→∞
µ−is(etsfρ0 )− λinf〈ξρf , s〉
= lim
t→∞
(µ−is
⊥
(etsfρ0 ) + µ
−iβξρ
f (etsfρ0 ))− λinf〈ξρf , s〉
Now keep in mind that ξρf and s commute so that
estfρ0 = e
s⊥t(eβξ
ρ
f
tfρ0 ) = e
s⊥tfρ0 .
we get
λ′(s, fρ0 ) = limt→∞
µ−is
⊥
(ets
⊥
fρ0 ) + limt→∞
µ−iβξ
ρ
f (etsfρ0 )− λinf〈ξρf , s〉
= lim
t→∞
µ′
−is⊥
(ets
⊥
fρ0 ) + limt→∞
µ−iβξ
ρ
f (etsfρ0 )− λinfβ
=λ′(s⊥, fρ0 ) + β limt→∞
µ−iξ
ρ
f (etsfρ0 )− λinfβ
Note that
µ−iξ
ρ
f (etsfρ0 ) = µ
−iξρ
f (fρ0 ) +
∫ t
0
d
dτ
µ−iξ
ρ
f (eτsfρ0 )dτ
Using the definition of the moment map, we get
d
dτ
µ−iξ
ρ
f (eτsfρ0 ) = d(µ
−iξρ
f )(vτ ) = ωh(−iξρf ♯, vτ ) = h(ξρf ♯, vτ )
where vτ is the speed vector along the curve c
s
fρ
0
. But the vector field ξρf
♯
vanishes identically along the curve cs
fρ
0
, because
etξ
ρ
f (eτsfρ0 ) = e
τs(etξ
ρ
f fρ0 ) = e
τsfρ0
so that each point cs
fρ
0
(τ) of the curve is a fixed point of the flow of the vector
field ξρf
♯
. We get h(ξρf
♯
, vτ ) = 0 and µ
−iξρ
f (etsfρ0 ) = µ
−iξρ
f (fρ0 ) = λinf . The
above formula shows that
λ′(s, fρ0 ) = λ
′(s⊥, fρ0 ).
Corollary 5.3. The subsets ZS are G(S)-invariant and there is a natu-
ral quotient map ZS → QσS where QσS denotes the Hamiltonian quotient
associated to the factorization problem (V(S), G(S)/U(S)) and to the sym-
plectization αS.
Proof. The invariance is a direct consequence of the ad-invariance properties
of λ (see prop. 2.8).
To get a G invariant stratification we have to glue these subsets together
in the following way : H(G) is adG invariant and we denote by Σad the set
of all orbits for this action. Then for any non trivial orbit δ ∈ Σad, we define
Xδ := {f ∈ F | f non− semistable, Sf ⊂ δ} =
∐
S⊂δ
ZS
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For δ = {0}, we put X{0} = F ss. Clearly the Xδ are disjoint G-invariant
subsets such that
F =
∐
δ
Xδ.
For any S,S ′ in the same class δ ∈ Σad, we may define an isomorphism
between the manifolds V(S) and V(S ′) by choosing suitable representatives
Vs and Vs′ . This gives an isomorphism between the Hamiltonian quotients
QσS and QσS′ .
we have proved :
Theorem 5.4. Let (F,G,α) be a general factorization problem with an
energy-complete symplectization σ. Then we may define a stratification
F =
∐
δ∈Σad
Xδ
by G-invariant subsets defined by :
• X{0} consists of the subset F ss of σ-semistable elements;
• for a non trivial class δ, the stratum Xδ is a disjoint union
Xδ =
∐
S∈(H(G)/∼)
S⊂δ
ZS
where
ZS = {f ∈ F | f is non σ-semistable and Λf = S}.
We have natural quotient maps ZS → QσS , where QσS is the Hamiltonian
quotient associated to the factorization problem (VS , G(S)/U(S), αS ) and to
the symplectization αS .
For any ZS ,ZS′ in Xδ, the Hamiltonian quotient QσS and QσS′ are iso-
morphic.
As we will see in the last section, for the examples we have computed,
it remains that there are only a finite number of classes in Σad which may
correspond to the class of an optimal destabilizing element, so that the
number of stratum is finite. We believe that, at least for a large class of
actions, this is the general behavior.
6. Linear actions
We focus here our attention on linear actions. This is a special case of the
previous chapter. In this case, it is possible to be more accurate concerning
the definition of the associated factorization problem. Indeed, it can be built
as a quotient vector subspace. Moreover the induced action is much more
understandable.
So, let ρ : G → GL(V ) be a linear action of a reductive group G on a
finite dimensional vector space V .
Fix a maximal compact subgroup K of G and an adG-invariant inner
product of real type on g. If h is a K-invariant Hermitian inner product on
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V , one has a standard moment map for the K action which is given by
µ0(v) = ρ
⋆(− i
2
v ⊗ v⋆)
and any other moment map has the form
µτ = µ0 − iτ
with τ ∈ iz(k). So we get a symplectization σ = (K,h, µτ ) for the ρ action.
Let us remark that in the case of a linear action, the symplectization is
always energy-complete and thus produces a well defined weight map λτ :
H(G)→ R ∪ {∞}.
Now, for each ξ ∈ ik, we can decompose V into eigenspaces V =⊕ki=1 Vi
where ρ⋆(ξ)|Vi = ξiidVi and ξi are the distinct eigenvalues of ξ. Now we have
a very simple expression for λτ (ξ, v): put
V ±ξ :=
⊕
±ξi>0
Vi, V
ξ
± :=
⊕
±ξi>0
Vi
Any v ∈ V decomposes as v =∑ki=1 vi with vi ∈ Vi. Then, we can compute
the map λ in the following way :
λτ (v, ξ) := lim
t→+∞
〈µτ (ρ(etξ)v),−iξ〉 =
{
+∞ if ∃i s.t. ξi > 0 and vi 6= 0;
〈τ, ξ〉 otherwise
Let S be a non trivial equivalence class of normalized Hermitian type
elements and let ξ ∈ S ∩ ik with 〈τ, ξ〉 < 0. Then
ZS =
{
v ∈ V | v ∈ V ξ− and 〈τ, ξ〉 = min
ζ∈ik, ‖ζ‖=1
v∈V ζ−
〈τ, ζ〉
}
The complex manifold associated to S is the complex space
V(S) = V ξ−/V −ξ .
Let us remark that this vector space comes with a natural action of G(S) =
G(ξ) since this parabolic subgroup leaves the flag V −ξ ⊂ V ξ− invariant and
that U(ξ) acts trivially on the quotient. So we get a well defined action αS
of G(S)/U(S) over V ξ−/V −ξ .
We may take as a representative for the symplectization σS introduced
above (see. 3.2) the triple
(K ∩ Z(ξ), h|(V −
ξ
)⊥h , µ
′ = i⋆µ|(V −
ξ
)⊥h − 〈τ, ξ〉〈iξ, ·〉)
where (V −ξ )
⊥h denotes the orthogonal of V −ξ in V
ξ
−.
Let v ∈ ZS , and let v0 be the projection onto V ξ−/V −ξ .
In this framework, our general result 5.1 becomes
Proposition 6.1. The vector v0 ∈ V ξ−/V −ξ is σS-semistable.
We give below a simple self-contained proof of this result.
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Proof. Denote by λ′ the map associated to the symplectization σS . Let
s ∈ ik ∩ z(ξ), then, s admits an orthogonal decomposition as s = βξ + s⊥.
Assume that λ′(s, v0) < 0 so that v0 ∈ V(S)s−. Using the fact that s and ξ
commute and so are simultaneously diagonalizable we get v0 ∈ V(S)s
⊥
− and:
λ′(s, v0) = 〈τ, s〉 − 〈ξ, s〉λinf
= 〈τ, s〉 − 〈ξ, s〉〈τ, ξ〉
= 〈τ, s⊥〉
= λ′(s⊥, v0)
Let ξε = ξ + εs
⊥ for ε > 0. Using again the fact that ξ and s⊥ are
simultaneously diagonalizable, it is easy to see that for ε small enough v ∈
V ξε− . Then we get
λ(
ξε
‖ξε‖ , v) =
λ(ξε, v)
‖ξε‖
=
〈τ, ξ〉+ ε〈τ, s⊥〉
‖ξ + εs⊥‖
Now we get
d
dε
|ε=0(λ( ξε‖ξε‖ , f)) = 〈τ, s
⊥〉 − 〈τ, ξ〉〈s⊥, ξ〉 = λ′(s, v0) < 0.
Thus, by taking ε small enough, we get a normalized element ξε‖ξε‖ ∈ H(G)
with λ( ξε‖ξε‖ , v) < λinf which is a contradiction.
We retrieve here the natural quotient maps V(S)→ QσS defined in section
5. We give in the last section examples of such linear actions, associated
stratifications and quotients maps.
Let us consider the example of a linear action ρ of a complex torus T over
a complex vector space V .
We aim to show here that even in this very simple case, the optimal
destabilizing vector ξ may not be algebraic (that is may not lie in the subset
OPS(G) ⊂ g).
We have a decomposition
V =
⊕
χ∈R
Vχ,
where R ⊂ Hom(T, S1) and ρ(t)|V χ = χ(t)idV χ for all t ∈ T .
The following picture explains geometrically how we find the optimal
destabilizing vector associated to a symplectisation σ = (K,h, µτ ) and to a
nonsemistable vector v:
Using the expression of the weight map λτ , we see that this optimal vector
as to be search in the subset
C = {s ∈ g | deχ(s) 6 0,∀χ ∈ R s.t. vχ 6= 0} ∩ {s ∈ g | ‖s‖ = 1}.
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The two planesHτ1 andHτ2 in the picture represents the hyperplanes defined
by the equation
〈τ, s〉 = λτinf
for two distinct values τ1, τ2 ∈ t.
Hτ1
C
Hτ2
As τ can be choosen freely in z(t) = t, the optimal vector may be reached
at any point of C.
7. Linear examples
7.1. Non-semistable points in the factorization problems which
yield the Grassmannians.
Let V , V0 be two Hermitian vector spaces of dimensions r = dim(V ),
r0 := dim(V0). Consider the natural action αcan of GL(V ) on the space of
linear morphisms F := Hom(V, V0), given by (u, f) 7→ f ◦ u−1. A moment
map for the restricted U(V )-action has the form
µt(f) =
i
2
f∗ ◦ f − itidV , t ∈ R ,
and the corresponding Hamiltonian quotients of F are
QFµt =


Grr(V0) if t > 0
{∗} if t = 0
∅ if t < 0 .
Fix t > 0. With respect to the moment map µt a point f ∈ F is not
semistable if and only if ker f 6= {0}. In this case, and an element s ∈ iu(V )
destabilizes f if and only if the following two conditions are satisfied
• V −s ⊂ ker(f), where V −s :=
⊕
λ∈Spec(s)
λ<0
Vλ ,
• λs(f) = tTr(s) < 0.
This shows that the unique normalized optimal destabilizing element of
iu(V ) is sf := − 1√
dim(ker(f)
prker(f).
Let S ∈ H(gl(V ))/ ∼ be the equivalence class of sf . The vector space
V −S = V
−
sf
depends only of S and the set ZS is given by
ZS = {u ∈ Hom(V, V0) | ker(u) = V −S }
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The canonically associated manifold V(S) provided by Theorem 5.4 is
V(S) := F/{u ∈ Hom(V, V0)| u|V −
S
= 0} = Hom(V
/
V −S
, V0) .
whereas the reductive quotient G(S)/U(S) is the product
GS := GL(V
−
S )×GL(V/V −S ) .
The reductive group GS acts on V(S) in the obvious way such that the
first factor of GS operates trivially.
The moment map µ′ associated with this new action (see 3.2), is
µ′t : V(S)→ u(V −S )⊕ u(V/V −S )
given by
µ′t(ϕ) = (0,
i
2
ϕ∗ ◦ ϕ− itidV/V −
S
)
and the quotient QσS is just the Grassmannian Grr−dim(V −
S
)(V0).
Therefore, applying our general result to the factorization problem
(Hom(V, V0), GL(V ), αcan)
with the symplectization defined by µt, t > 0, one gets the stratification
Hom(V, V0) =
∐
ρ6r
Hom(V, V0)ρ
with
Hom(V, V0)ρ := {f ∈ Hom(V, V0)| rk(f) = ρ}
=
∐
dimW=r−ρ
{f ∈ Hom(V, V0)| ker(f) =W}
of Hom(V, V0) and the natural quotient maps
Hom(V, V0)ρ −→ Grρ(V0)
on the strata. This is the Shatz stratification of the factorization problem
(Hom(V, V0), GL(V ), αcan).
7.2. Non-semistable points in the factorization problems which
yield the flag manifolds.
Let V1, . . . , Vm, V = Vm+1 be Hermitian vector spaces. Put
di := dim(Vi) , d := dim(V ) , F :=
m⊕
i=1
Hom(Vi, Vi+1) , K :=
m∏
i=1
U(Vi) ,
and consider the K-action αcan on F given by
αcan(g1, . . . , gm)(f1, . . . , fm) = (g2 ◦f1 ◦g−11 , . . . , gm ◦fm−1 ◦g−1m−1, fm ◦g−1m ) .
The general form of a moment map for the restricted K-action on F is
µt(f1, . . . , fm) =
i
2


f∗1 ◦ f1
f∗2 ◦ f2 − f1 ◦ f∗1
. . .
f∗m ◦ fm − fm−1 ◦ f∗m−1

− i


t1idV1
t2idV2
. . .
tmidVm


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where t ∈ Rm. To every f = (f1, . . . fm) ∈ F we associate the subspaces
Wi(f) := (fm ◦ · · · ◦ fi)(Vi) ⊂ V , 1 6 i 6 m .
One obviously has Wi ⊂Wi+1 and the map
f 7→ (Wi(f))16i6m
is constant on orbits. We refer to [17] for the following simple result
Proposition 7.1. Suppose that ti > 0, for all 1 6 i 6 m.
(1) Let f ∈ F . Then the following conditions are equivalent:
(a) f is µt-semistable
(b) f is µt-stable
(c) all maps fi are injective.
(2) The map
w : f 7→ (Wi(f))16i6m
identifies the Hamiltonian quotient QFµt with the flag manifold
Fd1,...dm(V ) := {(W1, . . . ,Wm)| W1 ⊂ · · · ⊂Wm ⊂ V, dim(Wi) = di} .
Fix t = (t1, . . . , tm) ∈ Rm>0. We assume d1 6 d2 6 . . . 6 dm, which
insures that Fd1,...dm(V ) is non-empty. We do not require strict inequalities;
when some of the di-s coincide, the corresponding flag manifold Fd1,...dm(V )
can be identified with a flag manifold associated with a smaller m. More
precisely Fd1,...dm(V ) ≃ Fdi1 ,...dik (V ) if i1 < ik < · · · < ik and {d1, . . . dm} ={di1 , . . . dik}.
Suppose that ti > 0, for all 1 6 i 6 m, let f = (f1, . . . , fm) be a non-
semistable point with respect to µt and denote by S the class of its optimal
destabilizing element. The associated manifold V(S) is
V(S) :=
m⊕
i=1
Hom(V Si , V
S
i+1) ,
where V Sm+1 = V and V
S
i :=
Vi
/
ESi
with ESi := ker(fm ◦ · · · ◦ fi) (this does
not depend of the choice of f ∈ ZS).
The reductive group GS associated with S is the product
GS :=
m∏
i=1
GL(ESi )×
m∏
i=1
GL(V Si )
and the first factor operates trivially. We put G¯S :=
∏m
i=1GL(E
S
i ).
The point f0 of V(S) associated with the non-semistable point f is just
f0 = (f¯1, . . . , f¯m), where f¯i ∈ Hom(V Si , V Si+1) is induced by fi. It is easy to
see that f¯i is injective, so the system f0 defines indeed a (t1, . . . , tm)-stable
point with respect to the G¯S -action on V(S). The corresponding point in
the G¯S -quotient of V(S) is just (W1(f), . . . ,Wm(f)) ∈ Fd¯1,...,d¯k(V ), where
d¯i := rk(fm ◦ · · · ◦ fi).
Therefore, our general result applied to the factorization problem
(
m⊕
i=1
Hom(Vi, Vi+1),
m∏
i=1
GL(Vi), αcan)
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with the symplectization defined by µt yields the natural rank-stratification
m⊕
i=1
Hom(Vi, Vi+1) =
∐
(ρ1,...,ρm)
ρ16...6ρm
06ρi6di
Fρ1,...ρm ,
of
⊕m
i=1Hom(Vi, Vi+1). The Shatz strata are
Fρ1,...,ρm :={(f1, . . . , fm) ∈
m⊕
i=1
Hom(Vi, Vi+1)| rk(fm ◦ · · · ◦ fi) = ρi}
=
∐
(E1,...,Em)
dim(Ei)=di−ρi
{(f1, . . . , fm) ∈ Hom(Vi, Vi+1)| ker(fm ◦ · · · ◦ fi) = Ei} .
The natural quotient maps provided by our general construction are just
the obvious maps Fρ1,...ρm → Fρ1,...ρm(V ).
8. Optimal destabilizing vectors in Gauge Theory
In order to avoid the complications related to singular sheaves, we will
treat here the case when the base manifold is a complex curve Y . Another
reason for choosing this framework is the following: the natural Hamiltonian
action of the complex gauge group on the configuration space associated with
a linear moduli problem on a complex curve is formally energy complete, so
it is natural to expect that all our results above can be easily generalized to
this infinite dimensional framework.
8.1. Holomorphic fibre bundles.
Let E be a complex vector bundle of rang r over the Hermitian curve
(Y, g). We denote by G the complex gauge group G := Aut(E). Its formal
Lie algebra is A0(End(E)).
The groups which play the role of the maximal compact subgroups in our
gauge theoretical framework are the subgroups of the form
Kh := U(E, h) ⊂ G ,
where U(E, h) stands for the group of unitary automorphisms of E with
respect to a Hermitian structure h on E.
Following our general terminology developed in the finite dimensional
case, we will say that an element s ∈ A0(End(E)) is of Hermitian type if
there exists a Hermitian metric h on E such that s ∈ A0(Herm(E, h)).
We are interested in the stability theory for the G-action on the space
H(E) of holomorphic structures (semiconnections) on E (see [12]). Fixing
a Hermitian metric h, our moment map for the Kh-action on H(E) has the
form
µ(E) = Λg(FE,h) + 2πi
V olg(Y )
deg(E)
r
idE .
One has an explicit formula for the maximal weight map λ in this case
(see [15]).
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We will need the following notation: If a is an endomorphism of a vector
space V , and λ ∈ R, we will put
Va(λ) :=
⊕
λ′6λ
Eig(a, λ′) .
The notation extends for endomorphisms with constant eigenvalues on vec-
tor bundles in an obvious way.
If E ∈ H and s ∈ A0(Herm(E, h)), then
λs(E) =


λkdeg(E) +
k−1∑
i=1
(λi − λi+1)deg(Ei)− deg(E)r Tr(s)
if the eigenvalues λ1 < · · · < λk of s are constant and
Ei := Es(λi) are holomorphic
∞ if not .
Suppose that E is not semistable. Let
0 = E0 ⊂ E1 ⊂ E1 ⊂ · · · ⊂ Ek = E
be the Harder-Narasimhan filtration of E (see [6], [3] for the non-algebraic
case). We recall that this filtration is characterized by the two conditions:
• The quotients Ei+1/Ei are torsion free and semistable.
• The slope sequence (µ(Ei+1/Ei))i is strictly decreasing.
Put ri := rk(Ei/Ei−1). For any Hermitian metric h on E the optimal
destabilizing element s ∈ A0(Herm(E, h)) is given by the formula
s =
1√
k∑
i=1
ri
[
deg(Ei/Ei−1)
ri
− deg(E)r
]2
k∑
i=1
[
deg(E)
r
− deg(Ei/Ei−1)
ri
]
idFi ,
where Fi is the h-orthogonal complement of Ei−1 in Ei.
It is not difficult to show that the holomorphic structure est(E) converges
to the direct sum holomorphic structure
⊕k
i=1 Ei/Ei−1 as t → ∞. This
holomorphic structure is indeed semistable with respect to the smaller gauge
group
∏k
i=1Aut(Ei/Ei−1) and a suitable moment map.
The Shatz stratum of E is the space of all holomorphic structures F ∈
H(E) whose Harder-Narasimhan filtration has the same topological type as
the Harder-Narasimhan filtration of E .
8.2. Holomorphic pairs.
Let F0 be a fixed holomorphic bundle of rank r0 with a fixed Hermitian
metric h0 and E a complex bundle of rank r on the Hermitian curve (Y, g).
We are interested in the following classification problem: classify pairs
(E , ϕ), where E is a holomorphic structure on E and ϕ is a holomorphic
morphism ϕ : F0 → E . Such a pair will be called a holomorphic pair of
type (E,F0), and we will denote by H(E,F0) the space of such holomorphic
pairs.
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Our complex gauge group is G := Aut(E) and the role of the maximal
compact subgroups of G are played by the groups Kh := U(E, h) associated
with Hermitian metrics on E.
For any Hermitian metric h on E the moment map for the Kh-action on
H(E,F0) has the form:
µ(E , ϕ) = ΛgFE,h − i
2
ϕ ◦ ϕ∗ + i
2
tidE .
Suppose that the following topological condition holds:
µ(E) 6 τ
(this is the obvious topological condition implied by the equation µ(E , ϕ) = 0
when one integrates its trace over Y ).
It is well-known ([1]) that in this case a holomorphic pair (E , ϕ) with ϕ 6= 0
is semistable with respect to this moment map if and only if it is τ :=
1
4π tVolg(Y )-semistable in the following sense:
(1) deg(F)rk(F) 6 τ for all reflexive subsheaves F ⊂ E with 0 < rk(F) < r.
(2) deg(E/F)rk(E/F) > τ for all reflexive subsheaves F ⊂ E with 0 < rk(F) < r
and ϕ ∈ H0(Hom(F0,F)).
Note that in the case µ(E) = τ , the τ -semistability of the pair (E , ϕ)
is equivalent to the semistability of the bundle E . Such a pair can be τ -
polystable only if ϕ = 0.
Using the same method as in the case of bundles one obtains the following
analogue of the Harder-Narasimhan theorem (see [5]).
Theorem 8.1. Let (E , ϕ) be a non τ -semistable holomorphic pair of type
(E,F0) with µ(E) 6 τ . Then there exists a unique holomorphic filtration
with torsion free quotients
0 = E0 ⊂ E1 ⊂ · · · ⊂ Em ⊂ Em+1 ⊂ · · · ⊂ Ek = E
of E such that:
(1) The slopes sequence satisfies:
deg(E1/E0)
rk(E1/E0) > · · · >
deg(Em/Em−1)
rk(Em/Em−1) > τ ≥
deg(Em+1/Em)
rk(Em+1/Em) > · · · >
deg(Ek/Ek−1)
rk(Ek/Ek−1) .
(2) The quotients Ei+1/Ei are semistable for i 6= m.
(3) One of the following properties holds:
(a)
im(ϕ) 6⊂ Em , τ > deg(Em+1/Em)
rk(Em+1/Em)
and the pair (Em+1/Em, ϕ¯) is τ -semistable, where ϕ¯ is the
Em+1/Em-valued morphism induced by ϕ.
(b)
im(ϕ) 6⊂ Em , τ = deg(Em+1/Em)
rk(Em+1/Em)
and Em+1/Em is semistable of slope τ . This implies that the
pair (Em+1/Em, ϕ¯) is τ -semistable.
(c) im(ϕ) ⊂ Em and Em+1/Em is semistable.
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Moreover, in the cases (b) and (c) the obtained filtration coincides with
the Harder-Narasimhan filtration of E.
One can again give an explicit formula for the maximal weight function
which corresponds to our gauge theoretical problem. The result is
λs(E) =


λkdeg(E) +
k−1∑
i=1
(λi − λi+1)deg(Ei)− τTr(s)
if the eigenvalues λ1 < · · · < λk of s are constant, Ei := Es(λi)
are holomorphic, and ϕ ∈ H0(Hom(F0, Es(0))) .
∞ if not .
Put again ri := rk(Ei/Ei−1).
One can prove the following result:
Theorem 8.2. For any Hermitian metric h on E the optimal destabilizing
element s ∈ A0(Herm(E, h)) of the holomorphic pair (E , ϕ) is given by
(1) If im(ϕ) ⊂ Em then
s =
1√
k∑
i=1
ri
[
deg(Ei/Ei−1)
ri
− τ
]2
k∑
i=1
[
τ − deg(Ei/Ei−1)
ri
]
idFi .
(2) If im(ϕ) 6⊂ Em
s =
1√√√√√
k∑
i=1
i 6=m+1
ri
[
deg(Ei/Ei−1)
ri
− τ
]2
k∑
i=1
i 6=m+1
[
τ − deg(Ei/Ei−1)
ri
]
idFi ,
where Fi is the h-orthogonal complement of Ei−1 in Ei.
Note that in the second case the (m+ 1)-th eigenvalue of s vanishes.
The two pictures below explain geometrically why the optimal destabi-
lizing vector is given by different formulae in the two cases im(ϕ) ⊂ Em,
im(ϕ) 6⊂ Em.
The gray region represents the set Z of those ζ ∈ A0(Herm(E, h)) of norm
less or equal than 1 with constant eigenvalues ζ1 < ζ2 < · · · < ζk such that:
• the associated filtration (E(ζi))i coincides with the filtration given
by Theorem 8.1, and
• λζ(E , ϕ) <∞.
This region is a convex subset Z of the space Rk.
The second condition means that ζj 6 0 for those j for which the projec-
tion of ϕ on Fj does not vanish.
The line in the two pictures represents the hyperplane H ⊂ Rk given by
the equation ζkdeg(E) +
k−1∑
i=1
(ζi − ζi+1)deg(Ei)− τTr(s) = λmin(E , ϕ).
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H
Z
H
Z
In the first case H touches Z in a smooth point of its boundary which
belongs to the interior of the spherical region of this boundary, whereas in
the second case H touches Z in a singular point of its boundary.
One can show that est(E , ϕ) converges either to the object
(E1/E0, . . . , Em/Em−1, (Em+1/Em, ϕ¯), Em+2/Em+1, . . . , Ek/Ek−1) ,
if im(ϕ) 6⊂ Em, or to the object
(E1/E0, . . . , Em/Em−1, Em+1/Em, Em+2/Em+1, . . . , Ek/Ek−1) ,
if im(ϕ) 6⊂ Em.
In both cases the limit object is semistable with respect to the gauge
group
∏k
i=1Aut(Ei/Ei−1) and a suitable moment map.
Therefore our principle holds again: the optimal destabilizing vector of a
non-semistable pair gives the generalized Harder-Narasimhan filtration and
the limit object in the direction of this vector is a semistable object for a
new moduli problem.
Theorem 8.1 allows one to define a Shatz stratification on the space of
holomorphic pairs of type (E,F0).
Details will appear in a forthcoming article [4].
References
[1] S. B. Bradlow. Special metrics and stability for holomorphic bundles with global
sections. J. Diff. Geom., 33:169–213, 1991.
[2] L. Bruasse. Harder-Narasimhan filtration on non Ka¨hler manifolds. Int. Journal of
Maths, 12(5):579–594, 2001.
[3] L. Bruasse. Filtration de Harder-Narasimhan pour des fibre´s complexes ou des fais-
ceaux sans-torsion. Ann. Inst. Fourier, 53(2):539–562, 2003.
[4] L. Bruasse. Optimal destabilizing vectors in some gauge theoretical moduli problems.
preprint IML, ref arxiv math.DG/0403264, 2004.
[5] L. Bruasse and A. Teleman. Harder-Narasimhan filtrations and optimal destabilizing
vectors in gauge theory. article in preparation, 2003.
[6] G. Harder and M. Narasimhan. On the cohomology groups of moduli spaces. Math.
Ann., 212:215–248, 1975.
[7] P. Heinzner. Geometric invariant theory on Stein spaces. Math. Ann., 289:631–662,
1991.
[8] P. Heinzner and A. Huckleberry. Analytic Hilber quotient. volume 37 of Several com-
plex variables, pages 309–349. MSRI, 1999.
[9] P. Heinzner and F. Loose. Reduction of complex Hamiltonian G-spaces. Geometric
and Functional Analysis, 4(3):288–297, 1994.
30 L. Bruasse and A. Teleman
[10] N. J. Hitchin, A. Karlhede, U. Lindstro¨m, and M. Rouk. Hyperka¨hler metrics and
supersymmetry. Commun. Math. Phys., 108:535–589, 1987.
[11] F. C. Kirwan. Cohomology of quotients in symplectic and algebraic geometry. In
Mathematical Notes, volume 31. Princeton University Press, 1984.
[12] M. Lu¨bke and A. Teleman. The universal Kobayashi-Hitchin correspondance. article
in preparation, 2003.
[13] M. Maruyama. The theorem of Grauert-Mu¨lich-Spindler. Math. Ann., 255:317–333,
1981.
[14] D. Mumford, J. Fogarty, and F. Kirwan. Geometric invariant theory. Springer-Verlag,
third edition, 1982.
[15] I. Mundet i Riera. A Hitchin-Kobayashi correspondence for Ka¨hler fibrations. J. reine
angew. Maths, (528):41–80, 2000.
[16] Ch. Okonek, A. Schmitt, and A. Teleman. Master spaces for stable pairs. Topology,
38(1):117–139, 1999.
[17] Ch. Okonek and A. Teleman. Gauge theoretical equivariant Gromov-Witten invari-
ants and the full Seiberg-Witten invariants of ruled surfaces. Comm. Math. Phys.,
227(3):551–585, 2002.
[18] P. Orlik. Seifert manifold. In Springer Verlag, editor, Lectures Notes in Maths., volume
291. 1972.
[19] S. Ramanan and A. Ramanathan. Some remarks on the instability flag. Toˆhoku Math.
Journ., 36:269–291, 1984.
[20] S. Shatz. The decomposition and specialization of algebraic families of vector bundles.
Composito. Math., 35:163–187, 1977.
[21] P. Slodowy. Die theorie der optimalen einparameteruntergruppen fu¨r instabile vek-
toren. In Birkha¨user, editor, Algebraische Transformationsgruppen und Invarianten-
theorie, volume 13 of DMV Seminar, pages 115–131. 1989.
[22] A. Teleman. Analytic stability, symplectic stability in non-algebraic complex geome-
try. preprint, math.CV/0309230, 2003.
