Abstract-Embedded streaming applications are facing increasingly demanding performance requirements in terms of throughput. A common mechanism for providing high compute power with a low energy budget is to use a very large number of low-power cores, often in the form of a Massively Parallel System on Chip (MPSoC). The challenge with programming such massively parallel systems is deciding how to optimally map the computation to individual cores for maximizing throughput. In this work we present an automatic parallelizing compiler for the StreamIt programming language that efficiently and effectively maps computation to individual cores. The compiler must be both effective, meaning that it does a good job of optimizing for throughput; but also efficient, in that the time taken to find such a mapping must scale well as the number of cores and size of the Stream program increases. We improve on previous work that used Integer Linear Programming (ILP) to map StreamIT programs to multicore systems by formulating the mapping problem in a different way using mostly real rather than integer variables. Using so called Mixed Integer Linear Programming (MILP) dramatically reduces the cost compared to standard ILP. This alternative formulation creates what we call an optimistic solution that we then need to adjust slightly to obtain a final feasible solution. We show that this new approach is always close, if not better in terms of effectiveness, while being dramatically better in terms of scalability and efficiency.
I. INTRODUCTION
Automatic parallelization of imperative programs is generally very difficult due to the undecidability of the data dependence analysis that is required to determine the independence of different sections of code. Fortunately, for streaming applications, special purpose streaming languages exist that make automatic parallelization much more feasible. We use the StreamIt programming language [1] , [2] developed at MIT that allows streaming applications to be expressed as a directed data-flow graph. The nodes in these graphs, called filters are atomic work functions expressed in a Java like syntax. The key property that makes automatic parallelization possible is the fact that each of these work functions is completely independent of the others. The only dependencies between them are the explicit communication channels that connect them, which is known to the compiler. The compiler's task therefore is to map each of the filters in the data-flow graph to a processor core in such a way that throughput is maximized by load balancing the computation, avoiding communication bottlenecks and minimizing synchronization overheads.
In addition to the pipeline and task parallelism that is explicit in the data-flow graph, StreamIt compilers can automatically exploit data parallelism via an automated process called Fission where the processing to be performed by stateless filters can be split so that multiple copies of that filter can process successive packets of data in parallel on different cores. The compiler therefore has two important decisions to make: for each stateless filter, it must decide how many times that filter will be replicated, based on the number of available cores on the target hardware, then each of the resulting filters must be mapped to a particular core.
In the past, we and others have explored using Metaheuristic techniques for mapping selection. In this work, we instead explore the use of Integer Linear Programming (ILP) which promises the possibility of finding guaranteed optimal solutions. A number of prior papers [3] , [4] , [5] have explored using ILP to map streaming applications to multiprocessor systems. Of these, the only one that we know of that has supported the automatic exploitation of data parallelism via filter fission is the work by Kudlur et al. [3] . We therefore use that work as our primary point of comparison.
ILP based techniques promise optimal solutions but the downside is that ILP is NP-Hard and therefore may be impractical for larger problems, i.e. they do not provide a scalable solution. The main contribution of this work is modeling the fission and mapping problem in such a way that mostly real-valued rather than integer-valued variables are used. So what we end up with is a so called Mixed Integer Linear Programming (MILP) which lies between the two extremes, Integer Linear Programing and Linear Programing.
The MILP problem that we create represents an idealized (or optimistic) mapping of computation to cores. Such a mapping may not be literally achievable due to the indivisibility of the computation within filter work functions. We may therefore need to "tweak" these idealized solutions in order to construct realizable mappings. We show that our model achieves much more scalable results (for larger stream programs and larger number of cores), while sacrificing little if anything in terms of effectiveness (maximizing throughput).
The rest of the paper is organized as follows: Section II presents related work. Section III describes the StreamIt programming language. Section IV discusses our target hardware architecture. The problem description is given in Section V. Section VI formulates our MILP model for maximizing throughput and compares it to the ILP model developed by Kudlur et al. In Section VII we present experimental results comparing the models in terms of effectiveness and efficiency. Finally Section VIII concludes the paper.
II. RELATED WORK
Significant research has been done to optimize throughput for streaming applications. Recent works can be found in Chai [6] , Kelly et al. [7] , Shin et al. [8] , Yi [5] , Che [4] , Kudlur [3] .
Much of this research has explored the use of Meta heuristic techniques, where the goal is to efficiently find a good but not necessarily optimal solution. Chai et al. [6] proposed a List Simulated Annealing (LSA) algorithm for task scheduling for a Network-on-Chip (NoC). In that paper the task execution order is determined by the task list, and the task mapping solution is optimized using simulated annealing. Kelly et al. [7] used what they call Smart Simulated Annealing [9] to find effective mappings. Mutations are introduced that either: change the fission rate of stateless filters, move filters from one core to another or change the global multiplicity. The Simulated Annealing is "Smart" in that rather than generating such mutations entirely randomly, heuristics are used that make it more likely to generate mutations that will improve performance. For example, if there is load imbalance with the current solution, then a mutation that moves a filter from a more heavily loaded core to a less heavily loaded core is more likely to be applied.
Another meta-heuristic, genetic algorithms [10] have also been used to solve mapping problems for streaming applications. Shin et al. [8] has optimized for minimizing total buffer requirements while satisfying a throughput constraint. The buffer size for every edge in the data-flow graph is encoded as a chromosome and the current generation is evaluated to find the fitness in the population. Though this paper shows good scalability in terms of graph size they do not consider any fission to the stream graph which automatically keeps buffer requirement to a minimum.
The other broad category of research aims to produce guaranteed optimal solutions using exact techniques such as Integer Linear Programming. Yi et al. [5] used an ILP-based model to solve mapping and scheduling problems. They start by creating batches which are collections of filters and then use ILP to map these batches to cores. This approach improves scalability my mapping fewer items to cores, but is basically a heuristic, meaning that the choice to batch certain filters together can easily result in it being impossible to find what is actually the optimal solution. Further, if stateful and stateless filters are combined together in the same batch, then the entire batch can not be replicated. Che et al. [4] similarly uses ILP to map batches of filters to cores, but does not apply fission to stateless batches. Kudlur et al. [3] is the only work that we know of that used ILP to map actual filters to cores (rather than batches of filters) and also allow for fission of stateless filters. However, as a consequence it generates a very large number of integer variables and constraints and so does not scale well to larger problems (as we will demonstrate in Section VII).
III. STREAMIT
StreamIt is a popular stream programming language, built upon synchronous data flow (SDF) theory [2] .
A. Scheduling
The statically determined pop and push rates of each filter enable the compiler to statically schedule the filter executions so as to achieve a steady-state. The generated code that will execute on each core is basically just an infinite loop in which each of the filters mapped to that core are executed an appropriate number of times so that all consumers and producer stay in sync, only a fixed amount of buffer space is required and synchronization is simplified.
B. Multiplicity
The number of times that a filter's work function will execute in each iteration of the steady state loop is referred to as its multiplicity. These multiplicities must be computed in a global manner, so that all pairs of filters that directly communicate are kept in sync. There are however, many different multiplicities that would achieve that outcome. We refer therefore to what we call the minimum multiplicity solution, with all other solutions being obtained by multiplying the minimum multiplicity of each filter by a constant g which we term the global multiplicity. Increasing the global multiplicity increases the granularity of work done within each iteration of the steady-state loop. It therefore tends to reduce synchronization overheads and thereby increase throughput, but it also has the negative effect of increasing the local memory requirements for channel buffers and increasing the latency (the time from when data enters the system to when it exits the system).
IV. OUR TARGET HARDWARE ARCHITECTURE
Our target hardware architecture is the hierarchical CoreVAMPSoC [11] developed at the University of Bielefeld. At the highest level it consists of a collection of clusters connected via a network on chip with a 2D-mesh topology using packetswitched wormhole routing. Each cluster consists of a collection of 32 bit VLIW cores, with a configurable number of issue slots. Up to 16 CPUs can be tightly coupled via a crossbar infrastructure to form a cluster. To achieve high performance, 
V. PROBLEM DESCRIPTION
The StreamIt program creates a directed graph G = (F, E), where F is a set of filter instances, and E is a set of edges. Each filter i ∈ F has a work function with a constant estimated execution time W i (estimated in advance using a cycle accurate simulator). The MPSoC consists of a set of processor cores l ∈ C belonging to different clusters. The StreamIt compiler applies fission to each stateless filter and maps all the filters to the cores of CoreVA-MPSoC (cf. Figure  1 ).
VI. USING INTEGER LINEAR PROGRAMMING A. Model 0 -Prior Work
Before presenting our new model, we start by reviewing the ILP formulation presented in Kudlur et al. [3] . As mentioned earlier, it is the only ILP based approach that directly maps filters to cores and also allows fission of stateful filters and is therefore used as our primary point of comparison. The key integer-valued variables used in their formulation are defined as follows: For each stateful filter i ∈ F : 
If fission is not applied to filter i then the amount of work done for filter i is:
The total time to execute all filters (per steady state iteration) on core l ∈ C will be:
We follow the software pipelining [1] approach proposed by the developers of StreamIt. A prime pump phase is executed on each core prior to entering the steady state loop. This prime pump phase has the effect of filling the input channels corresponding to every edge in the data-flow graph. This means that in every steady state iteration, when a filter is reading data from its input channel, it is reading data that was produced during the previous or some earlier iteration of the steady state loop. This means that when we are computing the throughput of the system as a whole, we can completely ignore all communication latency, since this latency can be hidden by using sufficient buffers. Because all cores must stay in sync with one another, the computational bottleneck of the system as a whole is therefore simply the core that takes longest to execute each of its filters.
The Initiation Interval (II) is the time required for the system as a whole to complete one iteration of the steady state loop: ∀l ∈ C : L l II We want to maximize the throughput of the system, but that is equivalent to minimizing the initiation interval since throughput = 1/II.
The model that we have just described (and have implemented) is actually a slightly simplified version of the model originally described in [3] . In their work the split and join operations in split-join filters were considered as pseudo filters that need to be mapped to cores. Our code generation process includes an optimization that completely flattens the hierarchical data-flow graph by fusing the split operations into the preceding producer filters and fusing the join operations into the following consumer filters. There is therefore no need for us to separately map these operations to cores.
This ILP model contains O(fc 3 ) variables and O(fc 3 ) constraints where f is the number of filters and c is the number of cores (assuming that fission of stateless filters can create at most c copies). All of these variables are integer-valued and ILP is known to be an NP-Hard problem, so unsurprisingly, the results that we present in the next section show that this approach does not scale well.
B. Model 1 -Our Work
The reason that we perform fission is to spread the work of a given filter across multiple cores. So, rather than first deciding how many copies of a filter to create and then deciding where to place each of those copies, we instead simply decide what fraction of that filter should be done on each of the cores: p (i,l) = fraction of filter i that will be performed on core l If filter i is a stateful filter then p (i,l) will be an integer (binary) variable, In other words, on each core the fraction allocated will be either 0% or 100%. For stateless filters this variable will be real-valued. In both cased 0 ≤ p (i,l) ≤ 1 and the meaning is unchanged.
We add constraints to ensure that the mapping is valid. Firstly, all (100%) of the work for each filter i must be mapped somewhere:
∀i ∈ F :
The total time for core l ∈ C to compute all filters mapped to it (for one steady state iteration) is computed in a similar manner as Model 0:
The initiation interval and throughput is then computed in the exact same manner as Model 0.
This model tells us only the ideal fraction p (i,l) of filter i that should be performed on core l. If the multiplicity of filter i is m i then this suggests that the number of times the work function of filter i should be executed on core l is:
Unfortunately this quantity may not be an integer and we can only execute the work function an integer number of times on each core. Therefore we either have to change the filter's multiplicity, or round this quantity up or down to an integer value:
Increasing the global multiplicity g increases the multiplicity of each filter i : gm i which allows the actual fission ratios to more closely approximate the ideal fission ratios. The example in TABLE I shows how increasing g allows us to better approximate the ideal fission ratios. Increasing the global multiplicity g increases the granularity of parallelism which decreases the communication overheads and therefore increases the throughput. Increasing the granularity also increases the memory use per core and the latency. Therefore we choose the largest global multiplicity that will both meet the memory limitations and also the application's latency constraints (if any). For example according to the above TABLE I we can get the best possible load balancing by increasing g to 100. But in reality satisfying the memory constraint may be we are only able to increase g up to 50 which achieves close to the best possible load distribution.
This model uses only O(fc) variables and O(fc) constraints. As will be seen in Section VII using mostly real variables rather than only integer variables dramatically improves the scalability.
VII. RESULTS
In this section we present experimental results based on our own QUT StreamIT compiler 1 that evaluates the efficiency and effectiveness of the two models discussed in Section VI. Throughput, latency and memory use are determined by using a cycle accurate simulator for our target hardware. Evaluation is based on a standard set of StreamIt benchmark applications [2] that vary in size and complexity as indicated in Table II. Our ILP and MILP models are solved using the Gurobi Optimizer [12] library, a state-of-the-art solver for MILP. We present results for multiple MPSoC configurations with different numbers of cores and clusters.
A. Effectiveness of the Models
For more than 8 cores, solving the ILP problem for model 0 either runs out of memory or fails to terminate after 1 hour of optimization. So, to enable a comparison of the throughput achieved by both models, in Figure 2 , we limit the number of cores to 8. In most cases model 1 provides more efficient results compared to model 0. There are one or two benchmarks where our optimistic approach leads to slightly lower throughput (for this small configuration). Figure 3 , shows the throughput performance for a single benchmark FFT with increasing number of cores for both 
B. Efficiency of the Models
The efficiency of the ILP and MILP models in terms of the compiler run time are shown in Figure 4 for the benchmark FFT. It shows that model 1 has excellent scalability compared to model 0.
VIII. CONCLUSION
In this work, we presented novel MILP models for mapping streaming applications to our hierarchical multiprocessor platform. The experimental results show that our MILP model is considerably more efficient and scalable than existing work [3] , while achieving throughput that is at least similar to and in many cases better.
In this work, our primary goal has been to maximize for throughput. Latency and memory constraints were only considered after solving the MILP model when selecting the maximum possible global multiplicity. Future work will look at incorporating those measures as well as energy directly into the MILP formulation.
