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Abstract
Given a symplectic surface (Σ, ω) of genus g ≥ 4, we show that the
free group with two generators embeds into every asymptotic cone of
(Ham(Σ, ω), dH), where dH is the Hofer metric. The result stabilizes to
products with symplectically aspherical manifolds.
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1 Introduction and statement of results
This paper combines ideas from geometric group theory and symplectic topology.
Our goal is to study the coarse geometry of the group of Hamiltonian diffeo-
morphisms of a symplectic manifold, equipped with the Hofer norm. When the
manifold is a symplectic surface of genus g ≥ 4, we show, using Hamiltonian Floer
theory, that any asymptotic cone of this group contains a free subgroup with 2
generators. The same holds for a product of such a surface with a symplectically
aspherical manifold.
1.1 The asymptotic cone
Given a metric space (X, d) with a chosen base point x0 ∈ X, its asymp-
totic cone is a rescaling limit which informally results from looking at X
from points further and further away from the basepoint. More precisely,
given a non-principal ultrafilter U on N, we construct the asymptotic cone
ConeU (X, d) as follows. The elements of ConeU (X, d) consist of equivalence
classes of sequences (xj)j∈N of points xj ∈ X such that the sequence of real
numbers d(x0, xj)/j is bounded, where we identify (xj)j∈N ∼ (yj)j∈N whenever
limU d(xj , yj)/j = 0 The asymptotic cone is a metric space, with the metric
given by the ultralimit dU ([(xj)j∈N], [(yj)j∈N]) = limU d(xj , yj)/j. For example,
ConeU (Rn) = ConeU (Zn) = Rn for every U , whereas ConeU (H) is a tree where
every vertex has an uncountable degree.
Let G be a group equipped with a bi-invariant metric d, so that d(gh, g′h) =
d(g, g′) = d(hg, hg′) for all g, g′, h ∈ G. It is easy to check that the asymptotic
cone ConeU (G, d) is also a group, where the group operation is multiplication in
each coordinate (see [CZ11, Proposition 3.3]). Note that for this operation to be
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well defined it is crucial for the metric to be bi-invariant. The asymptotic cone
construction was introduced by Gromov and is nowadays a standard object in
geometric group theory, see for example [Gro93] and [CZ11].
In this paper we consider the asymptotic cone in the context of symplectic
geometry.
1.2 Hofer’s geometry
Let (M,ω) be a symplectic manifold. Given a smooth function H : S1 ×M →
R, there exists a unique (time-dependent) vector field Xt on M such that
ω(XHt , ·) = −dHt, where Ht(p) := H(t, p). Let ϕtH : M → M be the flow of
the ODE x˙(t) = Xt(x(t)), making sufficient assumptions to ensure that the flow
is globally defined on the time interval [0, 1] (for example, we could take M
to be compact). Inside the group Symp(M,ω) = {φ ∈ Diff(M) : φ∗ω = ω}
of symplectomorphisms we have the subgroup of Hamiltonian diffeomorphisms
Ham(M,ω), which consists of the time-one maps ϕ1H : M →M of flows as above.
The group Ham(M,ω) is equipped with a geometrically meaningful bi-invariant
metric introduced by Hofer. The resulting metric group is an important object
of study in symplectic geometry. For φ ∈ Ham(M,ω), we define the Hofer norm
‖φ‖H = inf
H
∫ 1
0
(
max
M
Ht −min
M
Ht
)
dt
where the infimum ranges over all functions H ∈ C∞(S1×M) such that ϕ1H = φ.
The Hofer norm was introduced by Hofer in [Hof90], where it was proven to be
non-degenerate for M = R2n. Later, the non-degeneracy was generalized to all
symplectic manifolds (see [Vit92], [Pol93], [LM95]). From this norm we obtain
a non-degenerate metric dH(φ, ψ) = ‖φ ◦ ψ−1‖H, called the Hofer metric. The
bi-invariance of the Hofer metric follows from the conjugation invariance of the
Hofer norm.
1.3 Main results
The main result of this paper is the following theorem. Let F2 = F〈V,H〉 denote
the (non abelian) free group on two letters.
Theorem 1.1. Let (Σ, ωΣ) be a closed symplectic surface of genus g ≥ 4 and
let (M,ωM ) be a closed symplectically aspherical manifold. Then, for any non-
principal ultrafilter U on N, there exists a monomorphism F2 ↪→ ConeU (Ham(Σ×
M), dH).
In the literature there are results related to abelian embeddings into Ham. See
for example [Py08] and [Ush13]. As far as we know, our theorem is the first
one considering non-abelian embeddings. To prove our result, we construct a
sequence of homomorphisms Φk : F2 → Ham(Σ×M) such that for any nontrivial
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word w ∈ F2 we have ‖Φk(w)‖H →∞ as k →∞, with asymptotic growth linear
in k. This allows us to construct the embedding
Φ : F2 ↪→ ConeU (Ham(Σ×M), dH), w 7→ [(Φk(w))k∈N].
This map is clearly a group homomorphism. Injectivity follows from the above
asymptotics. Indeed, for any nontrivial word w ∈ F2 the linear growth of the
Hofer norm implies that
lim
U
‖Φk(w)‖H
k
≥ lim inf
k→∞
‖Φk(w)‖H
k
> 0.
Below, we will make extensive use of the following definition:
Definition 1.2. We will say that a word w ∈ F〈V,H〉 is long if it is not conjugate
to a power of V or H.
1.4 The induced norm on F 〈V,H〉
We now discuss the geometry of the embedding Φ : F2 ↪→ ConeU (Ham(Σ ×
M), dH). Consider the induced conjugation invariant norm cU,Φ on F2 obtained
by pulling back the conjugation invariant norm on ConeU (Ham(Σ×M), dH) by
the homomorphism Φ. Theorem 1.1 exhibits a major difference between the
Hofer norm and the commutator length (and its induced norm) on the group of
Hamiltonian diffeomorphisms, and boils down to the fact that cU,Φ is indeed a
norm, i.e cU,Φ(w) > 0 for any nontrivial word w ∈ F2.
Banyaga proved [Ban97] that Ham(Σ×M) is a simple group - hence its com-
mutator subgroup equals the entire group. We can therefore define for any
Hamiltonian diffeomorphism φ its commutator length CL(φ) as the smallest non
negative integer k such that one can write
φ =
k∏
j=1
ψjηjψ
−1
j η
−1
j , ψj , ηj ∈ Ham(Σ×M).
For a non-principal ultrafilter U , consider ConeU (Ham(Σ×M), dCL), the asymp-
totic cone with respect to the metric dCL(φ, ψ) = CL(φ ◦ ψ−1). Observe that
the metric dCL is bi-invariant.
Claim 1.3. The group ConeU (Ham(Σ×M), dCL) is abelian.
Indeed, take any two elements [(φj)j∈N], [(ψj)j∈N] ∈ ConeU (Ham(Σ×M), dCL).
Observe that dCL(φjψj , ψjφj) = CL(φjψjφ
−1
j ψ
−1
j ) ≤ 1 for all j ∈ N. It follows
that
lim
j→∞
dCL(φjψj , ψjφj)
j
= 0,
and hence [(φj)j∈N][(ψj)j∈N] = [(φjψj)j∈N] = [(ψjφj)j∈N] = [(ψj)j∈N][(φj)j∈N],
as desired. This is in sharp contrast with the extremely non-abelian nature of
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ConeU (Ham(Σ×M), dH), exhibited by the fact that it contains a homomorphic
embedding of F2.
For a long word w ∈ F〈V,H〉, define the quantity τ(w) as follows. Choose a word
of the form HMrV Nr · · ·HM1V N1 in the conjugacy class of w, with exponents
Nj ,Mj 6= 0 for all j = 1, . . . , r. Such a word is unique up to cyclic permutations
(see Subsection 4.2). Set
τ(w) := min{|N1|, . . . , |Nr|, |M1|, . . . , |Mr|}. (1)
Note that τ(w) > 0 for any long word.
Theorem 1.4. For the monomorphism Φ : F2 → ConeU (Ham(Σ × M), dH)
considered above, there exists a constant A > 0 such that for every non-principal
ultrafilter U on N and for every long word w ∈ F2 we have
Aτ(w) ≤ cU,Φ(w).
This difference between the Hofer norm and the commutator length was already
apparent in Khanevsky’s work [Kha14] on simple commutators with arbitrarily
large Hofer norm.
1.5 Earlier results
To prove the theorems stated above, we study the dynamics of Hamiltonian
egg-beater maps, generalizing a construction of Polterovich and Shelukhin [PS14].
They work on a symplectic surface (Σ, ω) of genus g ≥ 4. One of the main results
of their paper can be reformulated as follows:
For the specific word w = HV ∈ F2〈V,H〉 one has ‖Φk(w)‖H →∞ as k →∞,
where Φk is the sequence of homomorphisms under consideration. In fact,
Polterovich and Shelukhin prove a stronger result using refined invariants in-
volving persistent homology and equivariance, which survives stabilization by a
closed symplectically aspherical manifold.
1.6 Relation to other semi-norms
Let us consider two conjugation invariant norms that bound cU,Φ from above.
The first one is
c(w) = lim sup
k→∞
‖Φk(w)‖H
k
.
Another natural conjugation invariant norm on F2 is word length with respect
to the smallest conjugation-invariant set of generators containing V,H, V −1 and
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H−1. Explicitly, if w ∈ F2 = F〈V,H〉, set |||w||| to be the smallest non negative
integer k such that one can write
w =
k∏
j=1
hjgjh
−1
j
where hj ∈ F〈V,H〉 is any word and gj ∈ {V,H, V −1, H−1}. It is obvious that
cU,Φ(w) ≤ c(w) ≤ B|||w||| for some constant B > 0. Indeed, one can check that
any conjugation invariant norm on F2 is bounded from above by a constant
times ||| · |||. Observe also that a word w is long if and only if |||w||| > 1.
The following observation was communicated to us by M. Khanevsky:
Consider the semi-norm η on F〈V,H〉 which on a word w = HMrV Nr · · ·HM1V N1
takes the value
η(w) = |
r∑
j=1
Nj |+ |
r∑
j=1
Mj |.
This is the pullback of the l1 norm on Z2 by the abelianization homomorphism
F2 → F2/[F2,F2] ' Z2. One can use the energy-capacity inequality (see for
example [Ush10] or [LM95]) on the universal cover of the surface to prove
that there exists a constant D > 0 such that cU,Φ(w) ≥ Dη(w) for all words
w ∈ F〈V,H〉. For words such that η(w) > 0 the linear growth ‖Φk(w)‖H →∞
as k → ∞ follows easily from this observation. Additionally, the inequality
cU,Φ ≥ Dη implies that the norms cU,Φ are stably unbounded. Note, however,
that this approach for proving linear growth of the Hofer norm fails whenever
η(w) = 0, such as words in the commutator subgroup.
1.7 Idea of the proof
The construction of the homomorphism Φk : F〈V,H〉 → Ham(Σ × M) is a
modification of the construction of Hamiltonian egg-beater maps (see [PS14],
[FO92]). Since the proof of the main theorem follows immediately from the
proof for the case of a surface (Σ, ω) (i.e., when M is a point), let us explain
the construction for this case. We construct two Hamiltonian diffeomorphisms
of (Σ, ω), fV and fH , which are symplectic shear maps around two annuli
CV , CH ⊂ Σ intersecting each other twice. We define Φk by mapping V 7→ fkV
and H 7→ fkH . For a long word w, we use a theorem of Usher [Ush13], stating
that the boundary depth of the Floer barcode is a lower bound for the Hofer
norm. By a careful study of the dynamics of the Hamiltonian diffeomorphism
Φk(w), we can extract enough information about its filtered Floer complex to
bound the boundary depth by an action gap from below and hence by Usher’s
theorem we get a lower bound for the Hofer norm of Φk(w). Furthermore, the
action gap is shown to be proportional to k, hence proving the linear growth of
‖Φk(w)‖H as k →∞. For words conjugate to powers of H or V (which is the
easy case), we give a proof using Floer homological spectral invariants.
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The outline of the paper is the following: In Section 2 we set the stage, construct
the egg-beater maps, state precisely the linear growth of the Hofer norm and
derive Theorems 1.1 and 1.4. In Section 3 we give a brief recap of Floer theory.
In Section 4 we carry out the computation of the fixed points of the egg-beater
maps. Finally, in Section 5 we calculate the necessary Floer data to obtain the
asymptotic bounds on the boundary depth.
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2 The Egg-beater map
2.1 Setup
We begin by describing the local model in which we will be working. Let
L > 4 and take two copies CH and CV of the annulus C0 = [−1, 1] × R/LZ
(equipped with coordinates (x, [y]) and symplectic form dx ∧ dy). The squares
S0 = [−1, 1]× ([−1, 1]+LZ)/LZ and S1 = [−1, 1]× ([L/2−1, L/2+1]+LZ)/LZ
give four squares: SH,0, SH,1 ⊂ CH and SV,0, SV,1 ⊂ CV . We define (C,ω0) to
be the symplectic surface with boundary obtained by gluing together CH and
CV (see figure 1) via the symplectomorphism V H0,1 : SV,0 unionsq SV,1 → SH,0 unionsq SH,1
given by
V H0,1 = (V H0 : SV,0 → SH,0) unionsq (V H1 : SV,1 → SH,1),
V H0(x, [y]) = (−y, [x]), V H1(x, [L/2 + y]) = (−y, [L/2 + x]).
We consider symplectic embeddings (C,ω0) ↪→ (Σ, ω), where (Σ, ω) is a symplec-
tic surface, such that the induced maps pi0(LC)→ pi0(LΣ) and pi1(C)→ pi1(Σ)
are injective and such that each component of ∂C separates Σ. Here and below
we denote LX = C0(S1, X), the free loop space of a space X. For example,
embed C symplectically into a large ball in (R2, dx ∧ dy), then embed the ball
into (S2, ω) for some area form ω and finally attach a 1−handle to each of the
four components of S2 \C to obtain a surface Σ of genus g = 4 with the required
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CH
CV
A
B
Figure 1: The gluing of CH and CV
embedding C ↪→ Σ. Up to some rescaling, this idea can be used to symplectically
embed the region C into any surface (Σ, ω) of genus g ≥ 4.
2.2 The shear map
Consider the homeomorphism f0 : C0 → C0 of the annulus C0 = [−1, 1]×R/LZ
given by f0(x, [y]) = (x, [y + 2Lu0(x)]), where u0 : [−1, 1] → R is the function
u0(s) = 1− |s| (see figure 2).
s
u0(s)
1−1
1
Figure 2: The function u0.
In Sections 4 and 5 below we will exploit the piecewise-linear nature of f0
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to study its dynamics explicitly. However, at the end of the day we wish to
extract consequences about Hamiltonian diffeomorphisms. Therefore we will
also consider C0−close smoothings fδ : C0 → C0 of f0 as follows.
Replace u0 by a C
0−close smoothing uδ ∈ C∞([−1, 1],R) supported in (−1, 1)
with the following properties (see figure 3).
· u = u0 outside of Uδ = (−1,−1 + δ) ∪ (−δ, δ) ∪ (1− δ, 1).
· 0 ≤ uδ ≤ 1.
· uδ(x) = uδ(−x).
· The function ∫ s−1 uδ(σ)− u0(σ)dσ is supported on Uδ.
· |u0(x)− uδ(x)| < δ for all x ∈ [−1, 1].
s
uδ(s)
1−1
1
−1 + δ −δ δ 1 − δ
Figure 3: The smoothing uδ.
The formula fδ(x, [y]) = (x, [y+ 2Luδ(x)]) yields a diffeomorphism fδ : C0 → C0
which is the time-one map of the autonomous Hamiltonian flow f tδ corresponding
to the function hδ(x, [y]) = −L+ 2L
∫ x
−1 uδ(σ)dσ. Explicitly:
f tδ(x, [y]) = (x, [y + 2Ltuδ(x)]).
The above conditions on uδ will help us show that the relevant dynamics of f
t
δ
can be extracted from the dynamics of f t0 for δ > 0 sufficiently small.
2.3 The egg-beater homomorphism
The Hamiltonian flows f tδ determine two Hamiltonian flows f
t
H,δ and f
t
V,δ of C,
by shearing either the annulus CH ⊂ C or the annulus CV ⊂ C. We can extend
these to the identity outside Σ to obtain Hamiltonian diffeomorphisms f tV,δ and
f tH,δ of Σ. Note that indeed they are time-one maps of autonomous Hamiltonian
flows since each component of ∂C separates Σ and hence the functions hH,δ and
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hV,δ inducing the flows can be extended to Σ by constants in a consistent way.
Consider the sequence of homomorphisms
Φk : F〈V,H〉 → Ham(Σ×M), V 7→ fkV,1/k × 1l, H 7→ fkH,1/k × 1l.
The image of a general word w = HMrV Nr · · ·HM1V N1 under the map Φk is
the Hamiltonian diffeomorphism
Φk(w) =
(
fkMrH,1/k ◦ fkNrV,1/k ◦ · · · ◦ fkM1H,1/k ◦ fkN1V,1/k
)
× 1l.
In Section 5 we prove the following fact, from which Theorem 1.1 follows.
Theorem 2.1. Let w ∈ F〈V,H〉 be any nontrivial word. Then there exist
constants C = C(w) > 0 and k0 = k0(w) such that
k > k0 implies ‖Φk(w)‖H ≥ Ck.
Remark 2.2. We shall see in the course of the proof of Theorem 2.1 that for a
long word w, the constant C(w) is proportional to the quantity τ(w) defined in
Section 1. Hence Theorem 1.4 also follows.
3 Preliminaries on Floer theory
3.1 Floer theory in a general class
Let (M,ω) be a symplectically aspherical closed manifold. Pick a free homotopy
class α in pi0(LM), and denote by LαM the path-component of LM containing
α. We call M α-atoroidal if for any loop ρ in LαM , where ρ is considered as a
map from T 2 to M , we have∫
T 2
ρ∗ω = 0 and
∫
T 2
ρ∗c1 = 0,
where c1 denotes the first Chern class of (M,ω). Let H : S
1 ×M → R be a
smooth function. We use the convention that the corresponding Hamiltonian
vector field XH is defined by the equation
ιXH(t)ω = −dHt,
where Ht(p) = H(t, p). A 1−periodic orbit of the corresponding Hamiltonian
flow ϕtH is a map x : S
1 →M satisfying
d
dt
x(t) = XH(t, x(t)).
We denote by x0 = x(0) the corresponding fixed point of the time-one flow ϕ
1
H ,
where S1 = R/Z. Suppose that M is α-atoroidal, and let Pα(H) denote the set of
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1-periodic orbits x(t) of H in the class α. Assuming that H is α-non-degenerate
(i.e. that for each solution x(t) ∈ Pα(H) the linearization of the time-one flow
Dφ1H(x) : Tx0M → Tx0M does not have 1 as an eigenvalue), the set Pα(H) is
finite. As a vector space over Z/2Z, the Floer chain complex CF∗(H)α associated
with H and α is generated by the elements of Pα(H).
Fix a choice of representative ηα ∈ α and a trivialization of the symplectic bundle
η∗αTM . The grading on CF∗(H)α is given by the Conley-Zehnder index relative
to these choices, which is well defined by virtue of M being α-atoroidal. We
choose the convention such that for C2−small Hamiltonians the Conley-Zehnder
index agrees with the Morse index. The reader interested in further details
can consult [PS14]. The differential on CF∗(H)α is given by counting solutions
u = u(s, t) : R× S1 →M to the Floer equation
∂s(u) + J(t, u)(∂t(u)−XH(t, u)) = 0 (2)
where J is a generic, time-dependent, 1−periodic, ω-compatible almost complex
structure. To be more precise, let x(t) and y(t) be two periodic orbits of index k
and k − 1, respectively and let n(x, y) be the number (mod 2) of solutions u of
(2) connecting x to y. It is well known that the number of solutions (up to a
reparametrization in the s factor) is finite, so that n(x, y) is well-defined. The
boundary operator for our chain complex is defined as
∂H,α(x) =
∑
y∈CFk−1(H)α
n(x, y)y.
It well known that for a generic ω−compatible almost complex structure J ,
we have ∂H,α ◦ ∂H,α = 0 so that CF∗(H)α is indeed a chain complex and its
homology (denoted by HF∗(M)α and referred to as the total Floer homology) is
an invariant of the manifold (M,ω) and the class α. In particular, HF∗(M)α is
independent of the Hamiltonian function H. The following fact is then immediate
by considering a small perturbation of the (degenerate) Hamiltonian H = 0.
Proposition 3.1. Let α be any non-contractible class, and assume (M,ω) is
α-atoroidal. Then we have HF∗(M)α = 0.
A filtration for the chain complex is given by the action functional AH from LM
to R. Define the action of a periodic orbit x ∈ Pα(H) by
AH(x) =
∫ 1
0
H(t, x(t))dt−
∫
x¯
ω,
where x¯ : S1 × [0, 1]→M is a homotopy from the fixed representative ηα ∈ α to
x. Just as with the Conley-Zehnder index, AH(x) is well-defined by virtue of
(M,ω) being α−atoroidal. Observe that a curve x : S1 → M is an element of
Pα(M) if and only if it is a critical point of AH .
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One can extend the action functional to the whole CF∗(H)α by setting
AH(0) = −∞ and AH(
∑
ajxj) = max{AH(xj) | aj 6= 0}.
This allows us to define the filtration CF (−∞,a)(H)α := {c ∈ CF∗(H)α|AH(c) <
a}. Standard energy-action estimates show that AH(∂c) < AH(c) for any
c ∈ CF∗(H)α, so that the differential on CF∗(H)α induces a differential on
CF
(−∞,a)
∗ (H)α. The guiding principle is that, although the total Floer homology
in a non-contractible class vanishes, the filtered Floer homology does not. Hence,
geometric information can be extracted by studying the filtered Floer complex.
For a more detailed discussion the interested reader can consult [PS14].
3.2 Boundary depth
Given a class α ∈ pi0(LM) and an α-non-degenerate Hamiltonian H, M. Usher
defined in [Ush11] a quantity called the boundary depth, denoted by βα(H), in
terms of the associated filtered Floer chain complex. The boundary depth can
be defined (see [Ush14, page 50]) as the maximal action difference between any
boundary in CF∗(H)α and its primitive of lowest action, that is
βα(H) = sup
0 6=x∈Im(∂H,α)
(
inf
y∈∂−1H,α(x)
(AH(y)−AH(x))) . (3)
In the same paper, Usher shows that the quantity βα(H) is independent the
auxiliary data of the complex (such as the choice of generic almost complex
structure J). Moreover, he proves the following properties of the boundary
depth:
1. Given two Hamiltonians H and H ′ generating the same time-one flow, we
have βα(H) = βα(H
′). Therefore, we may define unambiguously βα(φ) for
φ ∈ Ham(M,ω).
2. For any Hamiltonian diffeomorphism φ ∈ Ham(M,ω), we have
βα(φ) ≤ ‖φ‖H. (4)
3. Given two symplectic manifold (M,ωM ) and (N,ωN ), and denoting by
α0 ∈ pi0(LN) the trivial class, we have
βα×α0(f × 1l) ≥ βα(f)
Proofs of these properties can be found in [Ush13]. Item 2 is an obvious con-
sequence of Corollary 1.5, which proves the same bound for the supremum of
βα(φ) over all loop-classes α. Finally, item 3 follows from Theorem 8.5(b) (using
the standard fact that the Hamiltonian Floer homology of any Hamiltonian
diffeomorphism in the class α0 is non-zero).
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3.3 Spectral invariants in Floer homology
Here we simply recall some properties of spectral invariants in Hamiltonian Floer
homology (see [Oh05; Sch00]) in our setting. Suppose that (N,Ω) is a closed,
symplectically aspherical manifold. Then we have well defined invariants c(a, φ)
for 0 6= a ∈ H∗(N) and φ ∈ Ham(N), which are 1-Lipschitz in the Hofer metric
and satisfy the spectrality property c(a, φ) ∈ spec(φ) for any φ ∈ Ham(N),
where spec(φ) is the action spectrum of φ. Of special use to use will be the
invariants
c+(φ) := c([N ], φ) and c−(φ) := c([point], φ).
They satisfy the following non-degeneracy property:
c+(φ)− c−(φ) > 0. (5)
Proofs of these properties, as well as further details, can be found in [Sch00].
4 Fixed points of egg-beater maps
In this section we find all the fixed points of the egg-beater map in certain
carefully chosen free homotopy classes. Throughout this section, we work on a
symplectic surface (Σ, ω) of genus g ≥ 4 (that is, assume that M is a point).
4.1 Words and homotopy classes
Recall from Section 2 that our local model C ⊂ Σ was obtained by gluing two
annuli CH and CV along the symplectomorphisms
V H0 : SV,0 → SH,0, V H1 : SV,1 → SH,1.
By assumption the maps pi1(C)→ pi1(Σ) and pi0(LC)→ pi0(LΣ) are injective.
This will allow us to carry out our topological analysis in the local model C
instead of in the surface Σ without losing any information. By abusing notation,
we will go back and forth between C and Σ whenever this is convenient. Let
A ⊂ C be the region corresponding to the squares SV,0, SH,0 and let B ⊂ C be
the region corresponding to the squares SV,1, SH,1. Denote by γ1, γ2, γ3, γ4 the
paths in C (see figure 4) given by
γ1 : [0, L/2]→ CV , t 7→ (0, [t]), γ2 : [0, L/2]→ CV , t 7→ (0, [t+ L/2])
γ3 : [0, L/2]→ CH , t 7→ (0, [t]), γ4 : [0, L/2]→ CH , t 7→ (0, [t+ L/2]).
Consider the concatenations γa = γ1#γ2, γb = γ3#γ4 and γc = γ3#γ2. These
are loops in C based at (0, [0]) ∈ A. Denote by a, b, c the corresponding homotopy
classes in pi1(C,A). Here and below we use the contractible region A as our
basepoint for the fundamental group.
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CH
CV
A
B γ4
γ3
γ1
γ2
Figure 4: The paths γi
By contracting C onto a graph we see that pi1(C,A) is isomorphic to F〈a, b, c〉.
Recall that the natural map pi1(C,A)→ pi0(LC) is surjective and establishes a
bijection between conjugacy classes in pi1(C,A) and elements of pi0(LC). Infor-
mally, we write pi0(LC) ∼ pi1(C,A)/conj. Therefore we will think of homotopy
classes based in A as words in a, b, c and free homotopy classes as words in a, b, c
modulo conjugation.
We call a reduced word w ∈ F2〈V,H〉 balanced if it has the form
w = HMrV Nr · · ·HM1V N1 , (6)
with r ≥ 1 and Nj 6= 0, Mj 6= 0 for all 1 ≤ j ≤ r. Observe that any word in
F〈V,H〉 which is long in the sense of Definition 1.2 is conjugate to a balanced
word. By the conjugation invariance of the Hofer norm this implies that we may
assume that any long word is balanced.
Recall that a word in a free group is called cyclically reduced if all of its cyclic
permutations are reduced, or equivalently, if it is reduced and does not begin
and end with a letter and its inverse. It is well-known (see e.g. [Coh89]) that
conjugacy classes in a free group are classified by cyclically reduced words, up
to cyclic permutations.
For the remainder of Section 4 and throughout Section 5 we fix a balanced word
w ∈ F〈V,H〉 as above.
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Definition 4.1. We call a based homotopy class α˜ ∈ pi1(C,A) ' F〈a, b, c, 〉
compatible with w if it is a cyclically reduced word of the form
α˜ = an1bm1 · · · anrbmr , (7)
where sign(mj) = sign(Mj) and sign(nj) = sign(Nj) for all 1 ≤ j ≤ r. We call a
free homotopy class α ∈ pi0(LC) ' F〈a, b, c, 〉/conj compatible with w if it admits
some representative α˜ as above compatible with w.
4.2 Calculation of the fixed points
Recall our egg-beater homomorphisms Φk defined in Section 2.3. To study the
Floer complex of Φk(w) in a compatible free homotopy class α, we first need to
find all the fixed points of Φk(w) in the class α. We will achieve this by finding
the fixed points of a piecewise-linear version φ = φk,w of Φk(w) instead. Later
we will prove that for k large φ and Φk(w) have precisely the same fixed points.
Explicitly, let fV = fV,0 and fH = fH,0 be the piecewise-linear egg beater maps
about CV and CH . We define
φ = fMrH ◦ fNrV ◦ · · · ◦ fM1H ◦ fN1V , where w = HMrV Nr · · ·HM1V N1 .
Observe that Φk(w) is a smoothing of φ. We will study the dynamics of the
following explicit piecewise-linear Hamiltonian isotopy φt = φtk,w generating
φ = φk,w, where the pound sign means concatenation of isotopies.
φt := {fN1tV }#{fM1tH ◦ fN1V }# · · ·#{fMrtH ◦ fNrV · · · ◦ fN1V }. (8)
Our goal is to find fixed points of φ in a fixed compatible free homotopy class
α, to be specified later. That is, we seek solutions to the following system of
equations.
φ(z) = z, (9)
[{φt(z)}]pi0(LC) = α. (10)
We begin by translating equation (10) from pi0(LC) to pi1(C,A). Given a fixed
point z, we call the paths
{fN1tV (z)}, {fM1tH ◦ fN1V (z))}, . . . , {fMrtH ◦ fNrV ◦ · · · ◦ fN1V (z)}
the intermediate paths of {φt(z)}, and we call the endpoints z1, . . . , z2r = z of
the intermediate paths the intermediate points. Our first observation is that all
the fixed points and their intermediate points corresponding to a solution of (9)
and (10) lie in A.
Lemma 4.2. Given a fixed point z of φ in a compatible class α ∈ pi0(LC), all
of its intermediate points lie in the region A. Moreover, the based homotopy
class [{φt(z)}] ∈ pi1(C,A) is compatible with w.
15
Proof. Let z ∈ C be a fixed point of φ such that [{φt(z)}]pi0(LC) = α. Recall that
a = [γ1#γ2], b = [γ3#γ4] and c = [γ3#γ2] freely generate pi(C,A) ' F〈a, b, c〉.
For each of the intermediate points z0, z1, . . . , z2r−1 of the path {φt(z)}, choose
a path βi from zi to the basepoint (0, [0]) ∈ A. More precisely, we choose the
paths βi so that (see figure 5),
· If zi ∈ CH \ CV then βi([0, 1]) ⊂ CH \B.
· If zi ∈ CV \ CH then βi([0, 1]) ⊂ CV \B.
· If zi ∈ A then βi([0, 1]) ⊂ A.
· If zi ∈ B then βi ∼ γ2 as paths ([0, 1], 0, 1)→ (C,B,A).
CH
CV
A
B
β1
β2
β3
β4
β5
Figure 5: The paths βi for the different possible starting points
For every intermediate path {fNjtV (z2j−2)}, or {fMjtH (z2j−1)} we associate an
element in pi1(C,A),
l2j−2 = [β−12j−2#{fNjtV (z2j−2)}#β2j−1],
l2j−1 = [β−12j−1#{fMjtH (z2j−1)}#β2j ].
Thus we express the class [φt(z)] ∈ pi0(LC) as the conjugacy class of the product
l0 · · · l2r−1 ∈ pi1(C,A), where we have
l2j−2 = anj ,
l2j−1 = c−εj bmjcνj ,
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for some nj ,mj ∈ Z, and εj , νj ∈ {0, 1}. Note the following observations:
· nj 6= 0 implies sign(nj) = sign(Nj).
· mj 6= 0 implies sign(mj) = sign(Mj).
· z2j−1 6∈ B if and only if εj = 0.
· z2j 6∈ B if and only if νj = 0.
· z2j−2 /∈ CV implies nj = 0.
· z2j−1 /∈ CH implies mj = 0.
· z2j /∈ CH implies mj = 0.
· z2j−1 /∈ CV implies nj = 0.
By hypothesis, [{φt(z)}]pi0(LC) is compatible with w. Therefore the product
an1cε1bm1cν1 . . . anrcεrbmrcνr
is in the same conjugacy class as some word in F〈a, b, c〉 compatible with w.
Since conjugacy classes are classified by cyclically reduced words up to cyclic
permutation, we must have εj = νj = 0 and nj ,mj 6= 0 for all j. The above
observations imply that zj ∈ CH ∩ CV and zj /∈ B, hence zj ∈ A for all j.
Moreover, [φt(z0)]pi1(C,A) is compatible with w. This completes the proof.
Let α˜ = an1bm1 · · · anrbmr be any given representative of a compatible class
α ∈ pi0(L). Suppose that [{φt(z)}]pi0(LC) = α. Then, the based homotopy class
[{φt(z)}]pi1(C,A) must be one of the classes
α˜j = a
nj+1bmj+1 · · · anrbmran1bm1 · · · anj bmj , 0 ≤ j ≤ r − 1.
It follows that equations (9) and (10) are equivalent to the following systems of
equations, indexed by 0 ≤ j ≤ r − 1,
φ(z) = z, (11)
[φt(z)]pi1(C,A) = α˜j , (12)
such that α˜j is compatible with w. Fix now an integer k ∈ Z. We define a
special compatible homotopy class α˜(k,w) ∈ pi1(C,A) by setting
nj = k sign(Nj), mj = k sign(Mj) (13)
in (7). We denote by α(k, ω) ∈ pi0(LΣ) the free homotopy class represented by
α˜(k,w). By the special choice of α = α(k,w), all compatible α˜j coincide with
α˜(k,w). We are therefore left with solving the following system of equations.
φ(z) = z, (14)
[φt(z)]pi1(C,A) = α˜(k,w). (15)
This concludes the reduction from pi0(LC) to pi1(C,A).
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Theorem 4.3. Given a balanced word w = HMrV Nr · · ·HM1V N1 , for large
enough k ∈ Z, the system of equations [(14), (15)] admits exactly 22r solutions.
Each of the 22r fixed points is non-degenerate.
Our starting observation is that by Lemma 4.2, the intermediate paths have
well-defined classes in pi1(C,A), which satisfy
[{fN1tV (z)}] = an1 , [{fM1tH ◦ fN1V (z)}] = bm1 , · · ·
· · · , [{fNrtV ◦ fMr−1H ◦ · · · ◦ fN1V (z)}] = anr , [{fMrtH ◦ fNrV ◦ · · · ◦ fN1V (z)}] = bmr .
With this in mind, we translate the sequence of intermediate points to the
universal cover [−1, 1]× R of C0, and after a shift we write them explicitly as
points in (−1, 1)×(−1, 1). Our convention is that we write the even intermediate
points in terms of the coordinates on CV , and the odd ones in terms of the
coordinates on CH .
We consider, for p ∈ Z, the map
rp : (−1, 1)× R→ (−1, 1)× R, (x, y) 7→ (x, y − p · L).
Observe that rp leaves invariant the projection (−1, 1)× R→ (−1, 1)× R/LZ.
Recall the map V H0 : S0,V → S0,H , which we now think of as a map
V H : (−1, 1)× (−1, 1)→ (−1, 1)× (−1, 1), (x, y) 7→ (−y, x).
We will also use its inverse V H, given by
HV : (−1, 1)× (−1, 1)→ (−1, 1)× (−1, 1), (x, y) 7→ (y,−x).
Finally, we denote by f˜0 the lift of the piecewise-linear shear map f0 : C0 → C0
to the universal cover [−1, 1]× R of C0 given by the time-1 map of the lift of
the isotopy {f t0}. Explicitly, f˜0 can be written as the following piece-wise affine
map.
f˜0(x, y) =
(
1 0
−2Lεx 1
)(
x
y
)
+
(
0
2L
)
, (16)
where εx = sign(x). With this language, if we write z˜j = (xj , yj), 0 ≤ j ≤ 2r,
for the lift of the intermediate points to (−1, 1)× (−1, 1), then the fixed point
equation reads (x2r, y2r) = (x0, y0), where
(x2j+1, y2j+1) = V H ◦ rnj+1 ◦ f˜ kNj+10 (x2j , y2j),
(x2j+2, y2j+2) = HV ◦ rmj+1 ◦ f˜ kMj+10 (x2j+1, y2j+1).
Restricting attention to the even intermediate points, we write, for 1 ≤ j ≤ 2r,
Θj = HV ◦ rmj ◦ f˜ kMj0 ◦ V H ◦ rnj ◦ f˜ kNj0 .
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so that the fixed point equation becomes
(x2j+2, y2j+2) = Θj+1(x2j , y2j), 0 ≤ j ≤ r − 1, (17)
(x2r, y2r) = (x0, y0). (18)
Note that for any (x, y) ∈ (−1, 1)× (−1, 1) satisfying
f˜
kNj
0 (x, y) ∈ (−1, 1)× (njL− 1, nj+1L+ 1) (19)
f˜
kMj
0 ◦ V H ◦ rnj ◦ f˜ kNj0 (x, y) ∈ (−1, 1)× (rmjL− 1, rmjL+ 1) (20)
the composition Θj(x, y) is well-defined. Note that the lifts of the intermediate
points satisfy conditions (19) and (20) in view of condition (15) on the homotopy
class of the trajectory. Note also that the odd intermediate points are determined
by the even ones, as one has
(x2j+1, y2j+1) = (−y2j+2, x2j). (21)
We can simplify equation (17) if we denote εj = sign(xj), for 0 ≤ j ≤ 2r − 1.
Define additionally
νj =
nj
2Njk
, µj =
mj
2Mjk
.
After plugging in our special choices for nj and mj defined by (13), we get
νj =
1
2|Nj | , µj =
1
2|Mj | . (22)
We can then simplify the right hand side of (17) to:
Θj+1(x2j , y2j) = Aj+1(x2j , y2j) + vj+1,
where
Aj =
(
1− 4L2k2NjMjε2j−2ε2j−1 2LkMjε2j−1
−2LkNjε2j−2 1
)
,
and
vj = (4L
2k2ε2j−1MjNj(1− νj) + 2LkMj(1− µj), 2LkNj(1− νj)). (23)
Observe that detAj = 1. Moreover, we note for future reference that
A−1j vj = (2LkMj(1− µj), 4L2k2ε2j−2MjNj(1− µj) + 2LkNj(1− νj)). (24)
With these notations, equation (18) becomes
(A− 1l)(x0, y0) = −v, (25)
where A = Ar ·Ar−1 · . . . ·A1 and
v = vr +
r−1∑
j=1
Ar · . . . ·Aj+1 · vj . (26)
We will need to know the behaviour of A for large k. For this we denote
Ai,j = Aj ·Aj−1 · . . . ·Ai, and Aj = A1,j .
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Lemma 4.4. Denote αj = −2LNjε2j+2, βj = 2LMjε2j+1 and for i ≤ j,
γi,j = βjαj ...βiαi. Then for any 1 ≤ i < j ≤ r one has
Ai,j =
(
k2(j−i+1)γi,j k2(j−i)+1
γi,j
αi
k2(j−i)+1 γi,jβj −k2(j−i)
γi,j
αiβj
)
·
(
1 +O
(
1
k
))
, k →∞, (27)
To be precise, in the equation above we mean that each entry of Ai,j is multiplied
by a different term of the form 1 +O(1/k).
The proof of Lemma 4.4 is straightforward induction. With this in hand, we can
proceed with the proof of the theorem.
Proof of Theorem 4.3. We claim that, for large enough k, we can find, for each
~ε = (ε0, . . . , ε2r−1) ∈ {±1}2r a solution to equations (17), (18) such that
sign(xj) = εj for all 0 ≤ j ≤ 2r − 1. Indeed, suppose {(x2j , y2j)}r−1j=0 is a
solution with sign vector ~ε. As noted above, equation (18) can be rewritten
as (25). We claim that, for large enough k, the matrix A − 1l is nonsingular.
For this we use the fact that for every 2× 2 matrix A with detA = 1 one has
det(A− 1l) = 2− trace(A). Using this, and the asymptotic expansion for A = Ar
provided by Lemma 4.4, we compute
det(A− 1l) = 2− trace(A) = −k2rγ1,r(1 +O(1/k)), k →∞. (28)
In particular, for k large enough, this determinant is non-zero, and hence equation
(25) has a unique solution (x0, y0). Given the solution (x0, y0), we form the
sequence of intermediate points {(xj , yj)}2r−1j=0 using (17). We claim that they
satisfy the following asymptotic form as k →∞, for all 0 ≤ j ≤ r − 1:
(x2j , y2j) = (ε2j(1− νj+1),−ε2j−1(1− µj)) +O(1/k). (29)
In these equations the index of εj is considered modulo 2r, and the indices of
µj are νj are considered modulo p. Postponing the proof of these asymptotics
for the moment, we deduce that the sequence {(x2j , y2j)} satisfy (19) and (20)
and conclude that the full sequence {(xj , yj)} defines lifts of intermediate points
corresponding to a fixed point (x0, y0) solving equations (14) and (15). This
proves that for any ~ε ∈ {±1}2r there exists a unique solution, as asserted. Next,
let us show that these fixed points are all non degenerate. Indeed, as a piece-wise
affine map, we have
Dzφ− 1l = A− 1l,
which we have seen to be non-degenerate for large enough k.
Therefore to complete the proof of Theorem 4.3 it remains to prove the asymptotic
expansion (29). We begin with proving it for j = 0. By (25),
(x0, y0) = −(A− 1l)−1v (30)
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We note that if A is a 2× 2 matrix with detA = 1 and (A− 1l) invertible, one
has (A− 1l)−1 = det(A− 1l)−1 · (A−1 − 1l). Applying this to A, we rewrite (30)
using (26) as
(x0, y0) = −det(A− 1l)−1 ·
Avr − vr + r−1∑
j=1
(A
−1
j vj −Aj+1,rvj)
 . (31)
Let us analyze each of the r summands of the right hand side of (31). We begin
with the summand corresponding to vj , for 1 < j < r. It has the form
− A
−1
j vj −Aj+1,rvj
det(A− 1l)
We rewrite the first term in the nominator as
A
−1
j vj = A
−1
j−1
(
A−1j vj
)
. (32)
Now, using (24) and (27) we see that all entries of Aj−1 are O(k2r−2) (recall
that j ≤ r− 1) and those of A−1j vj are O(k2). Similarly, estimating Aj+1,r using
(27) and vj by its definition (23) we deduce that the entries of the nominator of
(32) are O(k2r−2). Finally, using (28) to estimate the denominator, we deduce
that this entire summand is O
(
1/k2
)
.
Next let us turn to the summand corresponding to v1. We first observe that by
(24), the entries of A
−1
1 v1 = A
−1
1 v1 are all O(k
2). Next, we compute the second
term using (27):
A2,rv1 =
(
k2r−2γ2,r +O(k2r−3) O(k2r−3)
O(k2r−3) O(k2r−3)
)(
4L2k2ε1M1N1(1− ν1) +O(k)
O(k)
)
=
(
k2r4L2γ2,rε1M1N1(1− ν1), 0
)
+O(k2r−1)
Again using (28) to estimate the denominator and recalling that by definition
γ1,r = −γ2,r · 4L2M1N1ε0ε1 we compute
− A
−1
1 v1 −A2,rv1
det(A− 1l) = −
(
γ2,rε14L
2M1N1
γ1,r
(1− ν1), 0
)
+O(1/k)
= (ε0(1− ν1), 0) +O(1/k).
Finally we turn to the term corresponding to vr. First we observe that, as before,
the entries of vr are O(k
2). Next, using (27) and (24), we compute
A
−1
vr = A
−1
r−1A
−1
r vr
=
(
O(k2r−3) O(k2r−3)
O(k2r−3) k2r−2γ1,r−1 +O(k2r−3)
)(
O(k)
4L2k2ε2r−2MrNr(1− µr) +O(k)
)
=
(
0, k2rγ1,r−1ε2r−24L2MrNr(1− µr)
)
+O(k2r−1).
21
Finally, using as above (28) for the denominator, and recalling that by definition
γ1,r = −γ1,r−14L2MrNrε2r−2ε2r−1, we obtain
− A
−1
vr − vr
det(A− 1l) = (0,−ε2r−1(1− µr)) +O(1/k).
Combining all these terms, we get
(x0, y0) = (ε0(1− ν1),−ε2r−1(1− µr)) +O(1/k),
which is the required asymptotic (29) for j = 0 (recall our cyclic index convention).
The asymptotics for other values of j are proven similarly, once we observe that
any even intermediate point (x2j , y2j) satisfies
(x2j , y2j) = Θj ◦ . . . ◦Θ1 ◦Θr ◦ . . . ◦Θj+1(x2j , y2j).
This concludes the proof of the asymptotic formula (29), and thus as explained,
the proof of the theorem.
5 Floer theory of egg-beater maps
In this section we compute part of the Floer data of our egg-beater map in our
chosen free homotopy class and use it to complete the proof of our main result.
Since, as noted above, the proof follows from the case of a surface, we again
work on a symplectic surface (Σ, ω) of genus g ≥ 4, and return to the general
case only in Subsection 5.4.
5.1 Asymptotics for the action
In this subsection we compute asymptotic formulas for the actions of the fixed
points provided by Theorem 4.3. We follow the notations of the previous section:
we let z(~ε) be the unique fixed point of φ in the compatible class α(k,w) ∈ pi0(LΣ)
with sign vector ~ε, where we take k sufficiently large. As a reference loop in the
free homotopy class α(k,w) = an1bm1 · · · anrbmr we take the loop
ηα = γ
#n1
a #γ
#m1
b # · · ·#γ#nra #γ#mrb . (33)
The result of our computation is as follows:
Proposition 5.1. The action of the fixed point z(~ε) has the following asymptotic
formula as k →∞:
A(z(~ε)) = Lk
r∑
j=1
[
ε2j−2Nj (1− νj)2 + ε2j−1Mj (1− µj)2
]
+O(1). (34)
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Proof. Recall that we are using the Hamiltonian isotopy {φt} defined by (8).
This isotopy is a concatenation of 2r Hamiltonian isotopies of shear maps of CV
and CH , and hence the action A(z(~ε)) is the sum of 2r terms, each corresponding
to an intermediate path. Using the asymptotics (29) we compute, for example,
the first summand to be
A1 =
∫ 1
0
kN1h0(f
t
V (x0, [y0]))−
∫
z¯
dx ∧ dy
= kN1h0(x0, [y0])− x02LkN1(1− ε0x0) +O(1)
= 2LkN1x0
[(
1− ε0x0
2
)
− (1− ε0x0)
]
+O(1)
= Lkε0N1x
2
0 +O(1) = Lkε0N1 (1− ν1)2 +O(1).
The other summands are computed similarly.
5.2 The Conley-Zehnder index
We derive a formula expressing the Conley-Zehnder indices of the periodic orbits
given by Theorem 4.3. We continue with the notation z(~ε) for the fixed point
corresponding to the choice of signs ~ε = (ε0, ..., ε2r−1) ∈ {±1}2r as described
above. Recall that our choice of Hamiltonian isotopy generating φ = φk,w is
given by (8). Moreover, we seek fixed points in the free homotopy class α(k,w),
determined by (13), and as a reference loop in this class we take the loop ηα
determined by (33). Finally, our choice of framing along ηα is as follows:(
∂
∂x
,
∂
∂y
)
along γa,
(
− ∂
∂y
,
∂
∂x
)
along γb. (35)
Observe that this choice defines a smooth framing by definition of the gluing
diffeomorphism. With this preparation we state the main result of this section.
Theorem 5.2. Let z(~ε) be a fixed point of Φk(w) in the class α(k,w)with
associated sign vector ~ε. Then for large enough k one has
µCZ(z(~ε)) = 1 +
1
2
r∑
j=1
[
ε2j−2 sign(Nj) + ε2j−1 sign(Mj)
]
. (36)
This formula can be explained as follows. From the definition of the isotopy (8) it
is easy to see that the linearized flow is a concatenation of 2r (degenerate) paths
of symplectic shear matrices. We use the definition of the Conley-Zehnder index
in terms of the Robbin-Salamon index, which is defined also for degenerate paths.
Our normalization is chosen so that the Conley-Zehnder index of a periodic orbit
corresponding to a critical point of a C2-small Morse function equals the Morse
index. Explicitly, the Conley-Zehnder index on a 2n-dimensional manifold is
n minus the Robbin-Salamon index. The index of a path of shear matrices is
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an easy and well-known computation, and so the bulk of the work is relating
the index of the concatenation to the indices of the concatenated paths, for
which we use results from [DDP08]. We begin by recalling some old notation
and introducing some new notation.
· For a fixed point z of φ, we denote by z0, z1, z2, . . . , z2r−1, z2r the corre-
sponding intermediate points. Note that z0 = z = z2r.
· For our piecewise-linear homeomorphism
φ = fkMrH ◦ fkNrV ◦ . . . ◦ fkM1H ◦ fkN1V ,
denote, for 1 ≤ j ≤ r,
ϕj = f
kMj
H ◦ fkNjV ◦ . . . ◦ fkM1H ◦ fkN1V , ψj = fkNjH ◦ ϕj−1.
With this notation, the intermediate points are
z2j = ϕj(z) and z2j−1 = ψj(z),
and the loop γz(t) = φ
t(z) is
γz(t) = #
r
j=1
(
{fkNjtV (z2j−2)}#{fkMjtH (z2j−1)}
)
.
Using the framing (35) we can identify the linearized flows with the following
symplectic matrices.
df
kNjt
V (p) ∼
(
1 0
−2LkNjεV (p)t 1
)
, df
kMjt
H (p) ∼
(
1 2LkMjεH(p)t
0 1
)
, (37)
where εV (p) is the sign of the x-coordinate of p, viewed in V (and similarly for
εH). To abbreviate, we denote for α, β ∈ R,
At(α) =
(
1 0
−αt 1
)
, Bt(β) =
(
1 βt
0 1
)
.
Here and below all paths of matrices appearing below are parametrized by
t ∈ [0, 1]. Denote also A(α) = A1(α) and B(β) = B1(β). We note that At(α) is
conjugate to Bt(α). Thus setting αj = 2LkNjεV (z2j−2), βj = 2LkMjεH(z2j−1),
using (37) we identify the linearized flow with the following path of symplectic
matrices:
#rj=1
(
{At(αj) ·Bj−1}#{Bt(βj) ·Aj}
)
, (38)
where we set
Bj = B(βj) ·A(αj) · . . . ·B(β1) ·A(α1), Aj = A(αj) ·Bj−1,
with B0 = 1l. Denote further
Γj(t) = {At(αj) ·Bj−1}#{Bt(βj) ·Aj}, Ψj(t) = {At(αj)}#{Bt(βj) ·A(αj)}.
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For the initial step (j = 1),
Γ1(t) = Ψ1(t) = {At(α1)}#{Bt(β1) ·A(α1)} (39)
and for any j ∈ N, we have the relation
Γj+1(t) = Ψj+1(t) · Γj(1) (40)
Finally, set
Γl(t) = #
l
j=1{Γj(t)},
so that the RS-index of (38) is expressible as
iRS({Γr(t)}). (41)
We note that Γl(1) = Γl(1). Our desired concatenation formula is the following:
Lemma 5.3. For k sufficiently large,
iRS({Γr(t)}) =
r∑
j=1
iRS
({At(αj)})+ iRS({Bt(βj)}). (42)
Lemma 5.3 is an obvious corollary of the following two lemmas.
Lemma 5.4. If k is sufficiently large, then for all 1 ≤ l ≤ r one has
iRS({Γl(t)}) =
l∑
j=1
iRS({Ψj(t)}).
Lemma 5.5. If k is sufficiently large, then for all 1 ≤ j ≤ r,
iRS
({Ψj(t)}) = iRS({At(αj)})+ iRS({Bt(βj)}).
5.2.1 Proof of Lemma 5.4
For a symplectic matrix P with 1l− P invertible, define the Cayley transform of
P to be the symmetric matrix
MP =
1
2
J(1l + P )(1l− P )−1.
Here J is the standard complex structure on R2n ' Cn. The proof of Lemma 5.4
is an application of the following result regarding concatenating non-degenerate
paths of matrices, which combines Corollary 3.5 and Lemma 3.3 from [DDP08].
Theorem 5.6. Let {P1(t)}[0,1] and {P2(t)}[0,1] be two non-degenerate paths of
symplectic matrices based at 1l. Then
iRS
({P1(t)}#{P2(t) · P1(1)}) = iRS({P1(t)})+ iRS({P2(t)})+D,
where D = − 12 sign(MP1(1) +MP2(1)).
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Here the signature signQ of a quadratic form Q is taken to mean the number of
negative squares minus the number of positive squares appearing in a diagonal
form of Q.
Proof of Lemma 5.4. Proceed by induction on l. The case l = 1 is trivial by
(39). For l > 1 we have, using relation (40), Theorem 5.6 and the inductive
hypothesis,
iRS({Γl(t)}) = iRS
({Γl−1(t)}#{Γl(t)})
= iRS
({Γl−1(t)}#{Ψl(t) · Γl−1(1)})
= iRS({Γl−1(t)}) + iRS ({Ψl(t)}) +D
=
l−1∑
j=1
iRS({Ψj(t)}) + iRS({Ψl(t)}) +D
=
l∑
j=1
iRS({Ψj(t)}) +D,
where D = − 12 sign(MΨl(1) + MΓl−1(1)). From here, we see that our proof is
finished once we show that D = 0. Recalling that
Ψl+1(1) = B(βl+1)A(αl+1),
Γl(1) = B(βl)A(αl) · . . . ·B(β1)A(α1),
we claim that both MΨl+1(1) and MΓl(1) have the following asymptotic form as
k →∞: (
0 1/2
1/2 0
)
+O
(
1
k
)
.
We only prove this formula for MΓl(1), as the proof for MΨl+1(1) is similar and
easier. First, in order to trace the exponential growth of k, for each j ∈ N, we
will introduce aj and bj such that
2LkNjεV (p) = αj = kaj , so aj = 2LNjεV (p) (43)
and
2LkMjεH(p) = βj = kbj , so bj = 2LMjεH(p) (44)
By explicit computation, we have the following asymptotic expansion for Γl(1),
where we set cl := (−1)lblal...b1a1 for brevity:
Γl(1) =
(
k2lcl −k2l−1 cla1
k2l−1 clbl −k2l−2 clbla1
)
·
(
1 +O
(
1
k
))
, k →∞. (45)
Indeed, this is simply Lemma 4.4 (for the case i = 1, j = r) in different notation.
To be precise, in (45) we mean that each entry of Γl(1) is multiplied by a different
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term of the form 1 +O(1/k). Using this asymptotic formula (and the fact that
det Γl(1) = 1, as it is a product of shear matrices), one readily computes that
MΓl(1) =
(
0 1/2
1/2 0
)
+O(1/k).
As noted above, an identical argument shows that MΨl+1(1) has this same
asymptotic form, giving us
Q := MΓl(1) +MΨl+1(1) =
(
0 1
1 0
)
+O(1/k).
In particular, for k  1 we get detQ < 0, and so its eigenvalues have opposite
signs. We deduce that signQ = 0, and our proof is complete.
5.2.2 Proof of Lemma 5.5
The proof of Lemma 5.5 is an application of another theorem regarding concate-
nation, which applies this time to degenerate paths. Before stating this theorem,
however, we must introduce yet more notation. (cf. Section 2.4 in [DDP08]).
For a fixed element ψ ∈ Sp(2), define
Spψ(2) = {Φ ∈ Sp(2) |Φ− ψ is invertible}.
Now fixing an element ψ ∈ Sp1l(2) =: Sp0(2), we can define an operator on
Spψ(2) by
Cψ(Φ) = J(ψ − 1l)(Φ− ψ)−1(Φ− 1l) (46)
For our purposes, we choose ψ to be the matrix
ψ =
(
0 1
−1 0
)
,
which is easily verified to be in Sp0(2). For our ψ, A(αj) is in Spψ(2) for any
j ∈ N when k is sufficiently large. Indeed, we have(
1 0
−kaj 1
)
−
(
0 1
−1 0
)
=
(
1 −1
1− kaj 1
)
of determinant 2 − kaj , which is clearly non-zero for k  1. Similarly, B(βj)
is in Spψ(2). With these further notations established, we may now state the
aforementioned theorem, which combines Corollary 3.7 and Lemma 3.3 from
[DDP08].
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Theorem 5.7. Let {P1(t)}[0,1] and {P2(t)}[0,1] be two paths of symplectic ma-
trices based at 1l. If P1(1) and P2(1) are in Spψ(2), then
iRS({P1(t))}#{P2(t) · P1(1)}) = iRS({P1(t)}) + iRS({P2(t)}) + Z
where
Z =
1
2
sign(Cψ(P2(1))− Cψ(P1(1)))− 1
2
sign(Cψ(P2(1))) +
1
2
sign(Cψ(P1(1))).
We recall that the signature signM of M is the number of negative squares
minus the number of positive squares.
Proof of Lemma 5.5. Start by setting
P1(t) = At(αj) and P2(t) = Bt(βj)
Then by Theorem 5.7, Lemma 5.5 follows if we can show that our Z is zero. By
definition (46), we have (for sufficiently large k)
Cψ(A(αj)) =
(
0 1
−1 0
)( −1 1
−1 −1
)(
1 −1
1− kaj 1
)−1(
0 0
−kaj 0
)
=
(
2kaj
2−kaj 0
0 0
)
and
Cψ(B(βj)) =
(
0 1
−1 0
)( −1 1
−1 −1
)(
1 kbj − 1
1 1
)−1(
0 kbj
0 0
)
=
(
0 0
0
2kbj
2−kbj
)
giving
Cψ(B(βj))− Cψ(A(αj)) =
(
− 2kaj2−kaj 0
0
2kbj
2−kbj
)
.
From here, it is easy to compute, for large enough k,
· 12 sign(Cψ(B(βj))− Cψ(A(αj))) = 0;
· 12 sign(Cψ(B(βj))) = 12 ;
· 12 sign(Cψ(A(αj))) = 12 ,
giving Z = 0. This completes the proof of Lemma 5.5, and hence the proof of
Lemma 5.3.
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5.2.3 Completing the computation
With Lemma 5.3 in hand, we have only to compute the Robbin-Salamon indices
of the paths {At(αj)}, {Bt(βj)}. For this we quote [Gut14, p. 4.1.1], which
computes for αj 6= 0,
iRS
({At(αj)}) = −1
2
signαj , (47)
which, in conjunction with the conjugation invariance of iRS , gives also
iRS
({Bt(βj)}) = −1
2
signβj . (48)
Combining this calculation with Theorem 5.3 and the definitions of αj and βj
we obtain
iRS({Γr(t)}) =
r∑
j=1
[
iRS
({At(αj)})+ iRS({Bt(βj)})]
= −1
2
r∑
j=1
[
sign(NjεV (z2j−2)) + sign(MjεH(z2j−1))
]
.
(49)
Noting that εV (z2j) = ε2j and εH(z2j−1) = ε2j−1, we get finally:
µCZ(z(~ε)) = 1−iRS({Γr(t)} = 1+ 1
2
r∑
j=1
[
ε2j−2 sign(Nj)+ε2j−1 sign(Mj)
]
. (50)
This completes the proof of Theorem 5.2.
5.3 Floer data of the smooth egg-beater map
Up until this point, we have computed the Floer data for the non-smooth
homeomorphism φ = φk,w. In this section we compute the Floer data for the
actual smoothed Hamiltonian diffeomorphism Φk(w). For this section only, we
denote by Φk,δ : F2〈V,H〉 → Ham(Σ, ω) the homomorphism sending V to fkV,δ
and H to fkH,δ. Thus the egg beater homomorphism Φk defined in section 2.3 is
simply Φk,1/k, and the non-smooth homeomorphism φ is just Φk,0(w). For our
fixed balanced word w ∈ F2〈V,H〉, denote by Hδ the Hamiltonian generating
Φk,δ(w) obtained by concatenating the δ-smoothed autonomous Hamiltonians.
Proposition 5.8. There exist δ0 = δ0(w) and k0 = k0(w) such that for 0 <
δ < δ0 and k > k0 the fixed points of the smooth Hamiltonian diffeomorphism
Φk,δ(w) in the class α(k,w) coincide precisely with those of the homeomorphism
Φk,0(w).
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To begin with the proof of Proposition 5.8, we show that the asymptotic form
we’ve proven for the fixed points can be easily shown to hold for any fixed points
of a small enough smoothing.
Lemma 5.9. For small enough δ > 0, for any fixed point z of Φk,δ(w) in the
class α(k,w) its intermediate points satisfy the asymptotics (29). Moreover, for
large enough k ∈ N, for every t we have Hδ(t, ·) = H0(t, ·) in a neighbourhood of
φt(z).
This lemma follows immediately from the following estimate for the shear map
fδ : C∗ → C∗. Denote U = (−1, 1)× (−1, 1)/LZ ⊂ C∗.
Lemma 5.10. Suppose (x, y) ∈ U is a point such that, for some N ∈ Z, k ∈ N
and for n = k · sign(N) one has fkNδ (x, y) ∈ U and [{f tδ(x, y)}t∈[0,kN ]] = n in
pi1(C∗, U) = Z. Then one has uδ(x) = ν +O(1/k), where ν = n2kN =
1
2|N | .
Proof. We have
fkNδ (x, y) = (x, [y + 2kNLuδ(x)]).
On the other hand, considering the condition on [{f tδ(x, y)}t∈[0,kN ]]pi1(C∗,U) and
lifting to the universal cover, we get
y + 2kNLuδ(x) ∈ (nL− 1, nL+ 1),
so
uδ(x) =
n
2kN
+O(1/k) = ν +O(1/k)
Therefore, for δ > 0 small enough (depending on N), we get that 2δ < uδ(x) <
1 − 2δ. Since ||uδ − u0|| < δ, this means that x is away from the subset Uδ
where uδ 6= u0. In particular, uδ(x) = u0(x) = 1 − |x|, and hence the bound
becomes |x| = 1 − ν + O(1/k). Now, since we are using the concatenation
Hamiltonian Hδ and our class α˜(k,w) is determined by (13) and (22), the first
claim in Lemma 5.9 follows. If follows that, for k ∈ N large enough (depending
on w), each intermediate points (and hence its intermediate path) remains in the
region of the annulus where Hδ coincides with the appropriate shear Hamiltonian.
This proves the second claim in Lemma 5.9. In particular, it follows that the
computations of actions and indices we carried out for the non-smooth isotopy
are valid also for the smoothed isotopy, for large enough k and small enough
δ > 0. We summarize this in the following proposition.
Proposition 5.11. Let w = HMrV Nr · · ·HM1V N1 be a balanced word. There
exists k0 = k0(w) such that for k > k0(w), Φk(w) has exactly 2
2r fixed points in
the class α(k,w), indexed by z(~ε), ~ε ∈ {±1}2r. The action and Conley-Zehnder
index of the fixed point z(~ε) are given by (34) and (36), respectively.
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5.4 Linear growth of the boundary depth
We are ready to prove Theorem 2.1. We first prove it for a surface, and then, as
an immediate corollary, for the general case.
Proof for (Σ, ω). We note that Σ is α-atoroidal for any α ∈ pi0(LΣ), since any
map T 2 → Σ is has degree zero.
First we take a word w ∈ F2 which is conjugate to Hn or V n for some n ∈ Z.
By conjugation invariance of the Hofer norm, we can assume that w = Hn
or w = V n for some n ∈ Z. Assume for concreteness that w = V n. Then
φ := Φk(w) is the time-one map of the autonomous Hamiltonian kHV , where
HV is the normalized (smoothed) Hamiltonian corresponding to the n-th power
of the shear map around CV . Observe that the Hamiltonian flow generated
by kHV has no contractible periodic orbits in CV , and kHV is locally constant
outside CV , where it attains its extremal values. Therefore,
spec(φ) = {min kHV ,max kHV }.
We focus on the spectral invariants c+(φ) and c−(φ). As c±(φ) ∈ spec(φ), and by
(5) c+(φ) 6= c−(φ) we deduce that at least one of c±(φ) is non-zero, and hence is
linear in k. Since |c±(φ)| ≤ ||φ||H, we obtain a lower bound for ||Φk(w)||H linear
in k. This concludes the proof of Theorem 2.1 for words conjugate to a power
of V or a power of H. Next take a word w ∈ F2 which is not conjugate to Hn
or V n. Then w is conjugate to a balanced word HMrV Nr · · ·HM1V N1 , where
Nj ,Mj 6= 0 and r ≥ 1. Let α = α(w, k) be our specially chosen compatible class.
We consider the Floer complex CF∗(H)α of the Hamiltonian H generating Φk(w)
obtained by concatenating the (autonomous) Hamiltonians used to define fV,1/k
and fH,1/k. Our conventions for the choice of representative ηα and trivialization
of the bundle η∗αTM are as in Section 5. The next Lemma is the key step in the
proof of Theorem 2.1.
Lemma 5.12. For sufficiently large k ∈ N we have
βα(Φk(w)) ≥ (Lk/4) min{|Nj |, |Mj |}. (51)
Here βα denotes the boundary depth, as discussed in Section 3. Note that for a
balanced word w the quantity min{|Nj |, |Mj |} (which was denoted τ(w) in (1))
is strictly positive, hence the right hand side of (51) is linear in k.
Proof. Using Proposition 5.11, we know that the fixed points in the class α(k,w)
are indexed by ~ε ∈ {±1}2r, with actions and Conley-Zehnder indices given by
(34) and (36), which we recall:
A(z(~ε)) = Lk
r∑
j=1
[
ε2j−2Nj (1− νj)2 + ε2j−1Mj (1− µj)2
]
+O(1),
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and
µCZ(z(~ε)) = 1 +
1
2
r∑
j=1
[
ε2j−2 sign(Nj) + ε2j−1 sign(Mj)
]
.
Let z0 be the unique fixed points of maximal Conley-Zehnder index µCZ(z0) =
1 + r. Note first that z0 is not a Floer boundary (as it has maximal index), and
hence, since Floer homology in the non-trivial class α vanishes, ∂z0 6= 0. So ∂z0
is a non-trivial linear combination of critical points of index r. Therefore,
A(z0)−A(∂z0) ≥ ∆ := A(z0)−max{ A(z) : µCZ(z) = r}.
But if z is a fixed point of Conley-Zehnder index µCZ(z) = r, then the sign
vector for z only differs from the sign vector for z0 in one entry. Hence we have
the following asymptotics for the action difference:
A(z0)−A(z) ≥ Lk
2
min{|Nj |, |Mj |}+O(1).
So for large enough k, we have
∆ >
Lk
4
min{|Nj |, |Mj |}.
Noting that ∂−1(∂z0) = {z0}, we see that
inf
y∈∂−1(∂z0)
(A(y)−A(∂z0)) ≥ ∆.
Therefore, by definition (3), for large enough k we get the desired bound
βα(Φw(z)) ≥ ∆ ≥ Lk
4
min{|Nj |, |Mj |}.
By applying (4), we obtain the same lower bound on the Hofer norm of Φk(w).
This concludes the proof of Theorem 2.1 for all words w ∈ F2. Note also that
for long words w, the lower bound given by the right hand side (51) is simply
(L/4)τ(w) · k, thus proving Remark 2.2.
Proof for the case Σ×M . We first note that, denoting α0 ∈ pi0(LM) the class
of the constant loop, the manifold Σ×M is α×α0-atoroidal for any α ∈ pi0(LΣ).
The computations of of the fixed points and their actions and indices carry
over to this case without change, except that the Conley-Zehnder indices of all
fixed points are shifted by 12 dimM , which doesn’t affect the arguments. We
again consider separately two cases. First, when w is conjugate to V n or Hn,
for some n ∈ Z. Then the argument outlined above using spectral invariants
applies verbatim to show that ||φk,w × 1lM ||H grows linearly in k. Next, for a
long word w, we assume without loss of generality that w is balanced. Then
using (3) we have β(φk,w × 1lM ) ≥ β(φk,w) and thus grows linearly in k, whence
so does ||φk,w × 1lM ||H.
32
References
[Ban97] A. Banyaga. The structure of classical diffeomorphism groups. Mathe-
matics and its applications. Kluwer Academic, 1997. isbn: 9780792344759.
url: https://books.google.co.il/books?id=-1fvAAAAMAAJ (cit.
on p. 4).
[Coh89] Daniel E. Cohen. Combinatorial group theory: a topological approach.
Vol. 14. London Mathematical Society Student Texts. Cambridge
University Press, Cambridge, 1989, pp. x+310. isbn: 0-521-34133-7;
0-521-34936-2. doi: 10.1017/CBO9780511565878. url: http://dx.
doi.org/10.1017/CBO9780511565878 (cit. on p. 14).
[CZ11] Danny Calegari and Dongping Zhuang. “Stable W-length”. In: Con-
temporary Mathematics 560 (2011), pp. 145–169. doi: 10.1090/
conm/560/11097. arXiv:1008.2219. url: http://arxiv.org/abs/
1008.2219http://dx.doi.org/10.1090/conm/560/11097http:
//www.ams.org/conm/560/ (cit. on pp. 2, 3).
[DDP08] Maurice De Gosson, Serge De Gosson, and Paolo Piccione. “On a
product formula for the Conley-Zehnder index of symplectic paths
and its applications”. In: Annals of Global Analysis and Geometry
34.2 (2008), pp. 167–183. issn: 0232704X. doi: 10.1007/s10455-
008-9106-z. arXiv:0607024 [math] (cit. on pp. 24, 25, 27).
[FO92] J. G. Franjione and J. M. Ottino. “Symmetry Concepts for the Ge-
ometric Analysis of Mixing Flows”. In: Philosophical Transactions
of the Royal Society of London A: Mathematical, Physical and Engi-
neering Sciences 338.1650 (1992), pp. 301–323. issn: 0962-8428. doi:
10.1098/rsta.1992.0010 (cit. on p. 6).
[Gro93] M. Gromov. Asymptotic invariants of infinite groups. Vol. 182. Cam-
bridge Univ. Press, Cambridge, 1993, pp. 1–295. url: http://www.
ihes.fr/~gromov/PDF/4[92] (cit. on p. 3).
[Gut14] Jean Gutt. “Generalized Conley-Zehnder index”. In: Annales de la
faculte´ des sciences de Toulouse 4.23 (2014), pp. 907–932. arXiv:1307.
7239. url: http://arxiv.org/abs/1307.7239 (cit. on p. 29).
[Hof90] H. Hofer. “On the topological properties of symplectic maps”. In:
Proceedings of the Royal Society of Edinburgh: Section A Mathe-
matics 115 (1-2 Jan. 1990), pp. 25–38. issn: 1473-7124. doi: 10.
1017 / S0308210500024549. url: http : / / journals . cambridge .
org/article_S0308210500024549 (cit. on p. 3).
[Kha14] Michael Khanevsky. “Hamiltonian commutators with large Hofer
norm”. In: (2014), pp. 1–9. arXiv:1409.7420. url: http://arxiv.
org/abs/1409.7420 (cit. on p. 5).
[LM95] Franc¸ois Lalonde and Dusa McDuff. “The geometry of symplectic
energy”. In: Annals of Mathematics (1995), pp. 349–371 (cit. on pp. 3,
6).
[Oh05] Yong-Geun Oh. “Construction of spectral invariants of Hamiltonian
paths on closed symplectic manifolds”. In: The breadth of symplectic
33
and Poisson geometry. Vol. 232. Progr. Math. Birkha¨user Boston,
Boston, MA, 2005, pp. 525–570. doi: 10.1007/0-8176-4419-9_18.
url: http://dx.doi.org/10.1007/0-8176-4419-9_18 (cit. on
p. 13).
[Pol93] Leonid Polterovich. “Symplectic displacement energy for Lagrangian
submanifolds”. In: Ergodic Theory and Dynamical Systems 13 (02
June 1993), pp. 357–367. issn: 1469-4417. doi: 10.1017/S0143385700007410.
url: http://journals.cambridge.org/article_S0143385700007410
(cit. on p. 3).
[PS14] Leonid Polterovich and Egor Shelukhin. “Autonomous Hamiltonian
flows, Hofer’s geometry and persistence modules”. In: (2014), pp. 1–66.
arXiv:1412.8277. url: http://arxiv.org/abs/1412.8277 (cit. on
pp. 5, 6, 11, 12).
[Py08] Pierre Py. “Quelques plats pour la me´trique de Hofer”. In: Journal
fu¨r die reine und angewandte Mathematik (Crelles Journal) 2008.620
(2008), pp. 185–193 (cit. on p. 3).
[Sch00] Matthias Schwarz. “On the action spectrum for closed symplectically
aspherical manifolds”. In: Pacific J. Math. 193.2 (2000), pp. 419–
461. issn: 0030-8730. doi: 10.2140/pjm.2000.193.419. url: http:
//dx.doi.org/10.2140/pjm.2000.193.419 (cit. on p. 13).
[Ush10] Michael Usher. “The sharp energy-capacity inequality”. In: Commu-
nications in Contemporary Mathematics 12.03 (2010), pp. 457–473
(cit. on p. 6).
[Ush11] Michael Usher. “Boundary depth in Floer theory and its applications
to Hamiltonian dynamics and coisotropic submanifolds”. In: Israel
Journal of Mathematics 184.1 (Mar. 2011), pp. 1–57. issn: 00212172.
doi: 10.1007/s11856-011-0058-9. arXiv:0903.0903. url: http:
//arxiv.org/abs/0903.0903 (cit. on p. 12).
[Ush13] Michael Usher. “Hofer’s metrics and boundary depth”. In: Annales
Scientifiques de l’Ecole Normale Superieure 46.1 (July 2013), pp. 57–
128. issn: 00129593. arXiv:1107.4599. url: http://arxiv.org/
abs/1107.4599 (cit. on pp. 3, 6, 12).
[Ush14] Michael Usher. “Submanifolds and the Hofer norm”. In: Journal of the
European Mathematical Society 16.8 (2014), pp. 1–34. issn: 14359855.
doi: 10.4171/JEMS/470. arXiv:1201.2926. url: http://www.ems-
ph.org/doi/10.4171/JEMS/470 (cit. on p. 12).
[Vit92] Claude Viterbo. “Symplectic topology as the geometry of generating
functions”. English. In: Mathematische Annalen 292.1 (1992), pp. 685–
710. issn: 0025-5831. doi: 10.1007/BF01444643. url: http://dx.
doi.org/10.1007/BF01444643 (cit. on p. 3).
34
