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A BILEVEL LEARNING APPROACH FOR OPTIMAL
OBSERVATION PLACEMENT IN VARIATIONAL DATA
ASSIMILATION
P. CASTRO†, J.C. DE LOS REYES†
Abstract. In this paper we propose a bilevel optimization approach for the place-
ment of space and time observations in variational data assimilation problems.
Within the framework of supervised learning, we consider a bilevel problem where
the lower-level task is the variational reconstruction of the initial condition of a
semilinear system, and the upper-level problem solves the optimal placement with
help of a sparsity inducing function. Due to the pointwise nature of the observa-
tions, an optimality system with regular Borel measures is obtained as necessary
optimality condition for the lower-level problem. The latter is then considered as
constraint for the upper-level instance, yielding an optimization problem constrained
by a multi-state system with measures. We demonstrate existence of Lagrange mul-
tipliers and derive a necessary optimality system characterizing the optimal solutions
of the bilevel problem. The numerical solution is carried out also on two levels. The
lower-level problem is solved using a standard BFGS method, while the upper-level
one is solved by means of a projected BFGS algorithm, based on the estimation
of ǫ-active sets. Finally some numerical experiments are presented to illustrate the
main features of our approach.
1. Introduction
Data assimilation (DA) problems deal with the reconstruction of the initial condition
of a dynamical system based on observations of the state, previous estimates and the
system model. They are widely used in applications like, e.g., numerical weather
prediction. For these problems, the more accurate the initial condition, the better the
quality of the forecast of the system state. There are several approaches to deal with
data assimilation problems, such as, optimal interpolation, variational approaches or
hybrid methods (see [23] and the references therein).
Variational approaches focus on solving an optimal least squares problem, and can
be broadly classified in two classes, depending on the type of observations considered.
The first one, three-dimensional variational analysis (3D−VAR), considers observa-
tions in just one instant of time, while the second one, four-dimensional variational
analysis (4D−VAR), takes into account observations distributed in a given period of
time [t0, tn].
Depending on the amount of observations, data assimilation methods may be more
or less efficient in reconstructing a useful initial condition. In meteorology, for instance,
data may be collected through meteorological stations, satellite images, radiosondes,
among others. In practice, the installation and operational costs of such observation
devices may be too high and it is important to locate them in an optimal way, meaning
that as few as possible should be placed and the richest amount of information should
be measured.
Paula Castro acknowledges partial support from the Master Program in Mathematical Optimization
at Escuela Politcnica Nacional de Ecuador.
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Several approaches have emerged in the last decades in order to optimally place
sensors in different settings. The most classical one is optimal filtering, proposed
in the 70’s to cope with Gaussian linear problems [4, 5, 10], and further developed
in [7, 8, 20] to deal with nonlinear systems. An alternative observability approach
for the location of sensors in linear parabolic and hyperbolic equations was recently
developed in [30]. Additionally, in [1, 2] an A-optimal experimental design approach
for the location of sensors in systems governed by PDE’s was developed, which was
also applied to a thermo-mechanical data assimilation problem in [19].
In this paper we tackle the optimal placement problem using a bilevel learning ap-
proach [17, 12, 21]. In contrast to optimal experimental design strategies, our frame-
work allows us to work with different quality measures and is not restricted to the
A-, D- or E- optimal experimental design paradigms [31]. Moreover, differently from
previous related contributions [17, 1, 2], we are able to analyze the resulting bilevel op-
timization problem in function spaces and get an insight into its complex mathematical
structure. By considering measures in space and mollified Dirac measures in time, we
treat the lower-level optimality system as a multi-state system of time-dependent PDE
with measures. Due to the possible multiplicity of solutions, we consider an adapted
penalty approach in order to proof existence of Lagrange multipliers and derive an
optimality system for the bilevel learning problem solutions.
The numerical solution is carried out in two stages. For the upper-level problem we
use a projected BFGS method, whose inverse Hessian approximation is iteratively built
upon the estimation of ǫ−active sets, while, for the lower-level problem, a standard
BFGS algorithm is considered. To further enhance the sparsity of the solution vector,
the linear penalization function is replaced by a concave one, with values between 0
and 1.
The proposed bilevel optimization framework for observation placement, both in
space an time, in the context of variational data assimilation, as well as the rigorous
mathematical analysis of the lower- and upper-level problems constitute the genuine
contribution of this manuscript. This is further complemented by the design of a
second-order numerical algorithm for the solution of the problem, whose performance
is computationally verified.
The structure of the paper is as follows. In Section 2 we study the variational
data assimilation problem, and discuss existence und uniqueness of the solution to the
adjoint equation with regular Borel measures on its right-hand side. Section 3 focuses
on the existence of Lagrange multipliers and on the rigorous derivation of an optimality
system for the bilevel optimal placement problem. In Section 4, we present a second-
order solution algorithm for the problem and discuss convergence properties as well as
numerical aspects. Finally, in the last section, several computational experiments are
carried out to verify the main properties of the approach and the solution method.
2. Variational Data Assimilation Problem
In this paper, we focus on the 4D−VAR approach to solve semilinear data assimi-
lation problems. Specifically, we consider the problem:
(1) min
u
J(y, u) =
1
2
T∫
0
∑
k,i
wkσiρi(t)[y(xk, t)− zo(xk, t)]
2 dt
+
1
2
‖u− ub‖
2
B−1 +
ϑ
2
‖∇(u− ub)‖
2
L2(Ω)
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(2)
∂y
∂t +Ay + g(y) = 0 in Q = Ω×]0, T [
subject to: y = 0 on Σ = Γ×]0, T [
y(x, 0) = u in Ω,
where zo(xk, ·) represent the state observations at the spatial point xk, ub ∈ H
1(Ω)
and B−1 ∈ L(L2(Ω)) are the background information and the background information
error covariance operator, respectively. As usual for data assimilation problems, this
covariance operator is built using a Bayesian approach and assuming Gaussian noise
in the data. The general form of a 4D−VAR problem includes also observation error
covariance matrices, which, for the sake of readability, we set equal to the identity. We
also introduce a location vector w = (wk), k = 1, . . . , ns, whose components take the
value one if the placement xk is chosen and zero otherwise. Moreover, to be able to
choose not only the optimal locations but also optimal time subintervals, we consider
a vector σ = (σi), i = 1, . . . , nT , where each component takes the value one if the time
subinterval i is chosen and zero if not.
In (2) A stands for a linear elliptic second order differential operator of the form
Ay(x) = −
n∑
i,j
Di(aij(x)Djy(x)), for x ∈ Ω,
with regular coefficients (aij(x)), for i, j = 1, . . . , n, satisfying the symmetry condition
aij(x) = aji(x) and the condition of uniform ellipticity. Additionally, the nonlinear
term in equation (2) is assumed to verify the following conditions:
Assumption 2.1.
(1) g = g(x, t, y) : Q × R 7→ R satisfies the Carathe´odory conditions and is uni-
formly bounded at the origin, i.e., |g(x, t, 0)| ≤ K, for some K > 0,
(2) g is monotone increasing with respect to y for almost every (x, t) ∈ Q,
(3) g is twice continuously differentiable with respect to y and
|gy(x, t, y)|+ |gyy(x, t, y)| ≤ K,
for some K > 0, for almost all (x, t) ∈ Q and any y ∈ R.
Furthermore, ‖u−ub‖
2
B−1 :=
∫
Ω
(u−ub)B
−1(u−ub) dx and ϑ > 0 is a regularization
parameter, which in practice can be as small as required. In (1), we also consider
regular support functions ρi(t) ∈ C
2(0, T ), for each i = 1, . . . , nT , that act as mollifiers
in short time-interval observations (almost instantaneous).
2.1. Existence of a solution for the DA problem. Let Ω ⊂ Rm, 1 < m ≤ 3,
be a bounded domain of class C2, Q := Ω × (0, T ) and Σ := Γ × (0, T ), with T > 0
a fixed real number. The constraint of the data assimilation problem, given by (2),
is well-posed in the required high-regularity spaces, as will be stated in the following
theorem.
Theorem 2.1. If u ∈ H10 (Ω) and the nonlinear term verifies Assumption 2.1, then
equation (2) has a unique solution y ∈ H2,1(Q).
Proof. From [26, Chapter 2] we know that under Assumption 2.1 and taking u ∈ L2(Ω),
the semilinear equation has a unique weak solution y ∈W (0, T ). The desired regularity
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follows by applying a standard boot-strapping argument to the auxiliar linear equation:
(3)
∂φ
∂t
+Aφ = −g(y) in Q,
φ = 0 in Σ,
φ(x, 0) = u in Ω.
Thanks Assumption 2.1, it holds that g(y) ∈ L2(Q). Moreover, using the higher
regularity of the initial condition, u ∈ H10 (Ω), it follows that φ ∈ H
2,1(Q) is the unique
solution to equation (3) [25, Theorem 9.1]. Additionally, it verifies that
(4) −
T∫
0
∫
Ω
φvtdxdt+
T∫
0
∫
Ω
a∇φ.∇v + g(y)vdxdt =
∫
Ω
uv(0)dx −
∫
Ω
φ(T )v(T )dx,
for all v ∈ W (0, T ). Therefore, φ ∈ H2,1(Q) solves equation (2) as well. The result
holds due to the uniqueness of the solution to (2). 
Remark 2.1. Using the estimate given in [25, Theorem 9.1] and taking into account
that, thanks to Assumption 2.1, g(y) ∈ L2(Q), the following relation holds:
(5) ‖y‖H2,1(Q) ≤ c(1 + ‖u‖H1
0
(Ω)), for some constant c > 0.
We introduce the control-to-state mapping S : H10 (Ω) → H
2,1(Q), u 7→ S(u) = y,
as the solution operator associated with the semilinear parabolic equation (2). In the
next two results we verify continuity and differentiability properties of this mapping.
Theorem 2.2. The control-to-state mapping is sequentially weakly continuous from
H10 (Ω) to H
2,1(Q).
Proof. Let un ⇀ u in H
1
0 (Ω) and set yn := S(un) and y = S(u). Thanks to estimate
(5), {yn} is bounded in H
2,1(Q). Consequently, due to the reflexivity of H2,1(Q),
there exists a weakly convergent subsequence, denoted the same, and a limit point
y ∈ H2,1(Q) such that yn ⇀ y in H
2,1(Q) as n → ∞. Using the compact embedding
H2,1(Q) →֒→֒ Lµ(Q), µ ≤ 10 (see, e.g., [27, p.13]), we get that yn → y in L
µ(Q) as
n → ∞. Thanks to the continuity of g, g(yn) → g(y) strongly in L
2(Q). Moreover,
due to the linearity and continuity of ∂t +A : H
2,1(Q)→ L2(Q), we obtain that
∂ty +Ay + g(y) = lim
n→∞
∂tyn +Ayn + g(yn) = 0,
and the result follows. 
Theorem 2.3. The control-to-state mapping S is Gaˆteaux differentiable. Its deriva-
tive, in direction h ∈ H10 (Ω), is given by S
′(u)h = η, where η ∈ H2,1(Q) corresponds
to the unique solution of:
(6)


∂η
∂t +Aη + g
′(y)η = 0 in Q
η = 0 on Σ
η(x, 0) = h in Ω,
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Proof. Let us consider the increment yτ = S(u+ τh), with τ > 0 and h ∈ H
1
0 (Ω), and
y = S(u). Substracting the corresponding equations, we get
(7)
∂
∂t
(
yτ − y
τ
)
+A
(
yτ − y
τ
)
+
g(yτ )− g(y)
τ
= 0 in Q,
yτ − y
τ
= 0 in Σ
yτ − y
τ
(x, 0) = h in Ω.
Due to the monotonicity and Lipschitz continuity of g, {yτ−yτ } solution of equation
(7) is bounded in W (0, T ). Applying a bootstrapping argument further implies that
{yτ−yτ } is bounded in H
2,1(Q). Therefore, there exists a subsequence, denoted the
same, that is weakly convergent to some ηˆ ∈ H2,1(Q). Equation (6) is well-posed in
H2,1(Q), since, thanks to Assumption 2.1, g′(y) is bounded by a uniform constant.
Substracting equations (7) and (6), and denoting yˆ := yτ−yτ − η, we get
(8)
∂yˆ
∂t
+Ayˆ +
1
τ
(
g(yτ )− g(y)− τg
′(y)η
)
= 0 in Q,
yˆ = 0 in Σ,
yˆ(x, 0) = 0 in Ω,
from where, thanks to the Gaˆteaux differentiability of the nonlinear term g from L2(Q)
to L2(Q), it follows that ‖yτ−yτ − η‖H2,1(Q) → 0 as τ → 0. Consequently, from the
uniqueness of the limit it holds that ηˆ = η. 
Note that thanks to the compact embedding H2,1(Q) →֒ L2(0, T ;C(Ω¯)) [9, p.31],
the continuity of the state in the spatial variable holds, and the pointwise evaluations
of y in the spatial component are well–defined. Next we prove existence of an optimal
solution to the data assimilation problem.
Theorem 2.4. Suppose that Assumption 2.1 holds. The data assimilation problem
(1) has at least an optimal solution u¯ ∈ H10 (Ω) with y¯ = S(u¯) ∈ H
2,1(Q) its related
optimal state.
Proof. Let {(yn, un)}n≥1 ⊂ H
2,1(Q) × H10 (Ω) be a minimizing sequence, with yn =
S(un). Since the cost functional J satisfies
(9) J(y(u), u) ≥
1
2
‖u− ub‖
2
B−1 +
ϑ
2
‖∇(u− ub)‖
2
L2(Ω) ≥ cB‖u− ub‖
2
H1(Ω), cB > 0,
the sequence {un} is bounded in H
1
0 (Ω) and there exists a subsequence, denoted the
same, and a limit u¯ ∈ H10 (Ω) such that un ⇀ u¯ in H
1
0 (Ω) as n → ∞. Moreover,
thanks to estimate (5), {yn} is also bounded in H
2,1(Q) and, up to a subsequence,
yn ⇀ y¯ weakly in H
2,1(Q). Proceeding as in the proof of Theorem 2.2 we obtain that
g(yn)→ g(y¯) in L
2(Q). By passing to the limit in equation (2) we obtain that y¯ is the
solution to the semilinear equation corresponding to the initial condition u¯. Since J is
weakly lower semicontinuous,
inf
u∈H1
0
(Ω)
J(y(u), u) = lim inf
n→∞
J(un) ≥ J(y¯, u¯)
and the result follows. 
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Considering the control-to-state mapping, we can rewrite the cost functional of the
data assimilation problem in reduced form as
(10) min
u
f(u) =
1
2
T∫
0
∫
Ω
∑
k,i
wkσiρi(t)[S(u)(x, t) − zo(x, t)]
2δ(x− xk)dxdt
+
1
2
‖u− ub‖
2
B−1 +
ϑ
2
‖∇(u− ub)‖
2
L2(Ω)
2.2. Adjoint equation. As a preparatory step for the derivation of an optimality
system for the variational DA problem, we study the following adjoint equation:
(11)
−
∂p
∂t
+A∗p+ g′(y)p = µ in Q
p = 0 on Σ
p(x, T ) = 0 in Ω,
where µ ∈ L2(0, T ;M(Ω)). Equation (11) has to be understood in a very weak form,
i.e., for all ζ ∈ H2,1(Q),
∫∫
Q
(
∂ζ
∂t
+Aζ + g′(y)ζ
)
p dxdt+
∫
Ω
p(0)ζ(0) dx =
T∫
0
〈µ(t), ζ(t)〉M(Ω),C(Ω¯)dt.
Theorem 2.5. If µ ∈ L2(0, T ;W−1,r(Ω)), then problem (11) has a unique solution
p ∈ L2(0, T ;W 1,r0 (Ω)), with r ∈ [1,
m
m−1 [. Moreover, there exists a constant cp > 0 such
that
(12) ‖p‖
L2(0,T ;W 1,r
0
(Ω))
≤ cp‖µ‖L2(0,T ;W−1,r(Ω)).
Proof. Let us set r′ as the conjugate exponent of r, i.e., 1r +
1
r′ = 1. Considering the
maximal parabolic L2(0, T ;W−1,r
′
(Ω))−regularity of the operator A [29, p.2224], we
get that the operator A+g′(y) also verifies the maximal L2(0, T ;W−1,r
′
(Ω))−regularity
property [29, p.2216]. Consequently, by [18, Lemma 36], the adjoint operator (∂t +
A+ g′(y))∗, is an isomorphism, such that, for all µ ∈ L2(0, T ;W−1,r(Ω)), there exists
a unique p ∈ L2(0, T ;W 1,r0 (Ω)), with
∂p
∂t ∈ L
2(0, T ;W−1,r(Ω)), solution of equation
(11), for every 1 ≤ r < mm−1 . Estimate (12) follows immediately using the maximal
regularity of the operator (see e.g. [15, p.8]). 
Hereafter we will use the simplified notation L2(W 1,r0 (Ω)) := L
2(0, T ;W 1,r0 (Ω)).
Remark 2.2.
• Since L2(0, T ;M(Ω)) →֒ L2(0, T ;W−1,r(Ω)), the result of Theorem 2.5 is also
verified if we take the right-hand side of equation (11) in the space of weakly
measurable functions L2(0, T ;M(Ω)).
• Considering the right-hand side of (11) in M(Q) leads to an ill-posed problem
[9, p.29].
• The continuity of the solution of (11) in the time variable is also verified.
Specifically, p ∈ C(0, T ;L2(Ω)) [9, Remark 2.3].
• Since p ∈ L2(W 1,r0 (Ω)) with
∂p
∂t ∈ L
2(0, T ;W−1,r(Ω)), the adjoint state p also
belongs to the maximal regularity space W20(W
1,r
0 ,W
−1,r) := L2(W 1,r0 (Ω)) ∩
W 1,20 (0, T ;W
−1,r(Ω)). From [15, p.8] the following estimate is verified:
(13) ‖p‖
W2
0
(W 1,r
0
,W−1,r) ≤ cp‖µ‖L2(0,T ;W−1,r(Ω)), for some cp > 0.
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2.3. Optimality system. In this section we state the first order optimality conditions
satisfied by local solutions (u¯, y¯) ∈ H10 (Ω)×H
2,1(Q) of the variational data assimilation
problem (10).
Theorem 2.6. Let u¯ ∈ H10 (Ω) be a solution to (10) with y¯ = S(u¯) ∈ H
2,1(Q) its
associated optimal state. Then, there exists a unique adjoint state p¯ ∈ L2(W 1,r0 (Ω)),
with r ∈
[
1, mm−1
[
, satisfying:
State equation (in strong form):
(14a)
∂y¯
∂t +Ay¯ + g(y¯) = 0 in Q,
y¯ = 0 on Σ,
y¯(x, 0) = u¯ in Ω.
Adjoint equation (in very weak form):
(14b)
−
∂p¯
∂t
+A∗p¯+ g′(y¯)p¯ =
∑
k,i
wkσiρi(t) [y¯(x, t)− zo(x, t)]⊗ δ(x− xk) in Q,
p¯ = 0 on Σ,
p¯(x, T ) = 0 in Ω.
Gradient equation (in weak form):
(14c)
−ϑ∆(u¯− ub) +B
−1(u¯− ub) + p¯(0) = 0 in Ω,
u¯ = 0 on Γ.
Proof. Since the solution operator is Gaˆteaux differentiable, by applying the chain rule
to the reduced cost functional, we get, for a given direction h ∈ H10 (Ω),
f ′(u¯)h =
∫
Ω
T∫
0
∑
k,i
wkσiρi(t)[y¯(xk, t)− zo(xk, t)]δ(x − xk)S
′(u¯)h dxdt
+
∫
Ω
(u¯(x)− ub(x))B
−1h dx+ ϑ
∫
Ω
∇(u¯− ub).∇h dx,
where S′(u¯)h = η ∈ H2,1(Q) is the solution to the linearized equation (6). Moreover,
using the adjoint equation (14b) in very weak form and Green’s formula,
f ′(u¯)h =
∫
Ω
T∫
0
p¯
(
∂η
∂t
+Aη + g′(y¯)η
)
dxdt+
∫
Ω
p¯(0)η(0) dx
+
∫
Ω
(u¯(x)− ub(x))B
−1h dx+ ϑ
∫
Ω
∇(u¯− ub).∇h dx = 0, ∀h ∈ H
1
0 (Ω).
Considering the linearized problem (6) in the equation above, we then get
(15)
∫
Ω
(u¯(x)−ub(x))B
−1h dx+ϑ
∫
Ω
∇(u¯−ub).∇h dx+
∫
Ω
p¯(0)h dx = 0,∀h ∈ H10 (Ω),
which corresponds to the weak form of (14c). Since the right hand side in (14b) belongs
to L2(0, T ;M(Ω)), it follows (see Remark 2.2) that p¯ ∈ L2(W 1,r0 (Ω)). 
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Remark 2.3. Using estimates (12) and (13) into the adjoint equation (14b) and
applying Young’s inequality, it can be verified that the adjoint state p¯ ∈ L2(W 1,r0 (Ω)),
r ∈ [1, mm−1 [, satisfies the following estimates:
(16a) ‖p¯‖L2(W 1,r
0
(Ω)) ≤ cp(‖w‖Rns + ‖σ‖RnT ), for some cp > 0.
(16b) ‖p¯‖
W2
0
(W 1,r
0
,W−1,r) ≤ c˜p(‖w‖Rns + ‖σ‖RnT ), for some c˜p > 0.
3. Bilevel optimal placement problem
Our main goal consists in determining where new observation devices should be
placed and when the measurements should be taken, to get new valuable information
for the variational data assimilation process and obtain, as a consequence, a better
reconstruction of the initial condition. As mentioned in the introduction, we tackle
the aforementioned problem by considering a supervised learning approach in which
we presuppose the existence of a training set(
u†1, y
†
1
)
, . . . ,
(
u†N , y
†
N
)
,
consisting of clean reconstructions of the initial conditions (for instance, with excep-
tionally more observations) u†i , i = 1, . . . , N and the corresponding observations of the
system state y†i , i = 1, . . . , N . The idea of working with training sets is borrowed from
machine learning and is a widespread practice nowadays. In our case, the information
we want to learn is precisely the vector of optimal placements w and optimal time
subintervals σ at which the measurements should be carried out.
3.1. Problem statement. To accomplish the mentioned goal, we consider a bilevel
optimization approach where the lower-level instance is related to finding a solution to
the semilinear variational data assimilation problem, while the upper-level one solves
the optimal placement problem in time and space.
Mathematically, the starting mixed integer nonlinear programming formulation is
the following:
(17a) min
w,σ∈{0,1}
∫∫
Q
N∑
j=1
L(yj , y
†
j) dxdt+ β
∫
Ω
N∑
j=1
l(uj , u
†
j) dx+ βw
∑
k
wk + βσ
∑
i
σi
subject to:
(17b)


min
uj
1
2
T∫
0
∑
k,i
(
wkσiρi(t)[yj(xk, t)− zoj(xk, t)]
2
)
dt
+
1
2
‖uj − ubj‖B−1 +
ϑ
2 ‖∇(uj − ubj)‖
2
L2(Ω)
subject to:
∂yj
∂t
+Ayj + g(yj) = 0 in Q
yj = 0 on Σ
yj(0) = uj in Ω.
for all j = 1, . . . , N. Notice that the problem constraints correspond to N training
data assimilation problems, where ubj represents the background information for each
assimilation instance. In addition, β > 0 corresponds to a weighting term between
the quality measures for the state and the initial condition and βw, βσ > 0 are given
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penalization parameters. Additionally, L and l are loss functions and are assumed to
verify the following conditions.
Assumption 3.1. For each j = 1, . . . , N ,
(1) L(yj, y
†
j) = L(x, t, yj , y
†
j) : Q×R×R 7→ R is a measurable function with respect
to (x, t) ∈ Q for all yj. It is twice differentiable with respect to yj for almost
every (x, t) ∈ Q.
(2) l(x, uj , u
†
j) : Ω×R×R 7→ R is a measurable function with respect to x ∈ Ω for
all uj. It is twice differentiable with respect to uj for almost every x ∈ Ω.
(3) L and l are assumed to be strongly convex with respect to yj and uj , respectively.
Due to the difficulty of working with integer variables, we consider a relaxation of the
binary variables. By impossing the natural box constraints 0 ≤ w ≤ 1 and 0 ≤ σ ≤ 1,
we arrive at a new cost functional:
min
0≤w,σ≤1
J(y,w) :=
∫∫
Q
N∑
j=1
L(yj, y
†
j) dxdt+β
∫
Ω
N∑
j=1
l(uj , u
†
j) dx+βw
∑
k
wk+βσ
∑
i
σi.
Further, replacing the variational data assimilation problem with its optimality sys-
tem, we get the following Karush-Kuhn-Tucker (KKT) reformulation of the bilevel
learning problem, for all j = 1, . . . , N :
(18a) min
0≤w,σ≤1
J(y,w)
subject to:
(18b)
∂yj
∂t
+Ayj + g(yj) = 0 in Q
yj = 0 on Σ
yj(0) = uj in Ω
(18c)
−
∂pj
∂t
+A∗pj+ g
′(yj)pj
=
∑
k,i
wkσiρi(t) [yj(x, t)− zoj(x, t)]⊗ δ(x− xk) in Q
pj = 0 on Σ
pj(T ) = 0 in Ω
(18d)
−ϑ∆(uj − ubj) +B
−1(uj − ubj) + pj(0) = 0 in Ω
uj = 0 on Γ
strongly, very weakly and weakly, respectively.
Replacing the lower-level problem by its first-order optimality system is a common
practice in bilevel programming (see, e.g., [14, 13]). If the lower-level problem is convex,
the necessary condition is also sufficient, and the replacement may be fully justified. If
that’s not the case, there may be several stationary points that do not correspond to
local minima of the bilevel problem, and additional criteria must be included in order
to analyze and solve the upper-level instance.
In our case, due to the semilinearity in the dynamics, the solution of the lower-
level problem is not necessarily unique. Therefore, we have to deal with multiplicity of
stationary points for the data assimilation problem and, consequently, equations (18b)-
(18d) may have several solutions. Differently from previous related contributions (see
e.g. [21]), where restrictive uniqueness and stability assumptions are made, we do
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not restrict the set of stationary points in advance, but analyze problem (18) as an
optimization one constrained by a multi-state time-dependent system.
To this aim, let ns and nT be the total number of feasible spatial observation points
and time subintervals, respectively. Hereafter, we will denote w = (w, σ) and y =
(y1(w), . . . ,yN (w)), where yj(w) = (yj(w), pj(w), uj(w)), for every j = 1, . . . , N . In
the next theorem existence of a solution to system (18b)-(18d), for each w ∈ Rns and
σ ∈ RnT , is verified.
Lemma 3.1. For each w ∈ Rns and σ ∈ RnT , the state system (18b)-(18d) has at least
one solution yj = (yj, pj , uj) ∈ H
2,1(Q)× L2(W 1,r0 (Ω)) ×H
1
0 (Ω), for all j ∈ 1, . . . , N,
with r ∈ [1, mm−1 [.
Proof. The state system (18b)-(18d) corresponds to N optimality systems for the data
assimilation problem given by (14a)-(14c). Existence of an optimal solution to (14a)-
(14c) was proved in Theorem 2.4. Consequently, there exists at least one solution to
the state system. 
Setting Y := H2,1(Q)× L2(W 1,r0 (Ω))×H
1
0 (Ω) and yj = (yj, pj , uj) ∈ Y solution of
(18b), an estimate in terms of the placement vectors w and σ is obtained.
Lemma 3.2. For all j ∈ 1, . . . , N, let yj = (yj, pj , uj) ∈ Y be a solution of equations
(18b)-(18d). Then, the following estimate holds
‖y‖YN ≤ Cy(‖w‖Rns + ‖σ‖RnT ) + Cb, for some Cy, Cb > 0.
Proof. Using the weak formulation of the gradient equation (18d) and testing it with
hj = uj ∈ H
1
0 (Ω), we get
‖uj‖
2
B−1 + ϑ‖∇uj‖
2
L2(Ω) ≤ C
(
‖pj(0)‖H−1(Ω) + ‖ubj‖H1(Ω)
)
‖uj‖H1
0
(Ω),
for some C > 0. Since the first norm is equivalent to the L2−norm and applying the
reverse triangle inequality, we get that ‖uj(w)‖H1
0
(Ω) ≤ ‖pj(0)‖H−1(Ω) + ‖ubj‖H1(Ω).
On the other hand, using embedding results for interpolation spaces (see [3, p.5]
and [33, p.185]), it follows that W20(W
1,r
0 ,W
−1,r) →֒ C([0, T ];W 2v−1,r(Ω)), for all
0 < v < 12 . Moreover, taking v =
1
2−ǫ and n < r
′ ≤ 2nn−2+ǫ with 0 < ǫ < 1, it holds that
H1(Ω) →֒ W 1−2v,r
′
(Ω) [16, Theorem 8.3.4], and consecuently W 2v−1,r(Ω) →֒ H−1(Ω).
Therefore, W20(W
1,r
0 ,W
−1,r) →֒ C([0, T ];H−1(Ω)). From the last result, it follows that
‖pj(0)‖H−1(Ω) ≤ C‖pj‖W2
0
(W 1,r
0
,W−1,r), for some C > 0.
From here and using estimate (16b), the following estimate for the control variable is
verified:
(19) ‖uj(w)‖H1
0
(Ω) ≤ cpj(‖w‖Rns + ‖σ‖RnT ) + ‖ubj‖H1(Ω).
Furthermore, using estimate (5) and the inequality above, it holds that
(20) ‖yj(w)‖H2,1(Q) ≤ cuj‖uj(w)‖H1
0
(Ω) ≤ cyj(‖w‖Rns + ‖σ‖RnT ) + cbj .
The result follows from estimates (20), (16a) and (19). 
3.2. Existence of solution for the bilevel problem. Next, we will show that
problem (18) has at least one solution. To this aim, let Vad := {w = (w, σ) ∈ R
ns ×
R
nT : 0 ≤ w ≤ 1, 0 ≤ σ ≤ 1} be the set of admissible placement vectors.
Theorem 3.1. The minimization problem (18) has at least one solution w¯ = (w¯, σ¯) ∈
Vad with y¯ = y(w¯) ∈ Y
N its corresponding optimal state.
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Proof. Since Vad is bounded, the functional J is bounded from below and, therefore,
has an infimum value j := infw∈Vad J(y,w). We may select a minimizing sequence
{wn}n≥1 = {(wn, σn)}n≥1 such that wn → w¯, σn → σ¯ as n → ∞. Since Vad is closed
and convex, w¯ = (w¯, σ¯) ∈ Vad.
For each j = 1, . . . , N , we will denote yj(wn) = y
j
n. From Lemma 3.2, {y
j
n} is
bounded in Y. Therefore, due to the reflexivity of Y, there exists a subsequence, de-
noted the same, such that yjn ⇀ y¯j inY. Due to the compact embeddingsH
2,1(Q) →֒→֒
Lµ(Q), µ ≤ 10, and W 1,r(Ω) →֒→֒ Lq(Ω), for q ≤ mrm−r and r ∈ [1,
m
m−1 [, it follows
that yjn → y¯j in L
µ(Q) and pjn ⇀ p¯j in L
2(Q).
Following a similar procedure as in Theorem 2.4, jointly with the continuous dif-
ferentiability of the nonlinearity, we get that g(yjn) → g(y¯j) and g
′(yjn) → g′(y¯j) in
Lµ(Q). This in turn allows us to pass to the limit in equations (18b)-(18d) and prove
that for each j = 1, . . . , N , y¯j = yj(w) is indeed a solution of the system. Finally, the
optimality of w¯ follows from the weakly lower semicontinuity of J . In fact,
j = lim inf
n→∞
∫∫
Q
N∑
j=1
L(yjn, y
†
j)dxdt+ β
∫
Ω
N∑
j=1
l(ujn, u
†
j)dx+ βw
∑
k
w¯k + βσ
∑
i
σ¯i
≥
∫∫
Q
N∑
j=1
L(y¯j, y
†
j)dxdt+ β
∫
Ω
N∑
j=1
l(u¯j , u
†
j)dx+ βw
∑
k
w¯k + βσ
∑
i
σ¯i = J(y¯, w¯),
which concludes the proof. 
3.3. Optimality system for the bilevel problem. To formally derive the optimal-
ity system for the bilevel placement problem, we use the Lagrangian approach. For
each j = 1, . . . , N , we consider the optimality system of the lower-level data assimila-
tion problem, given by:
(21a)
∂yj
∂t
+Ayj + g(yj) = 0 in Q,
yj = 0 on Γ,
yj(0) = uj in Ω.
(21b)
∫∫
Q
(
∂ζj
∂t
+Aζj + g
′(yj)ζj
)
pj dxdt+
∫
Ω
pj(0)ζj(0)dx
−
∫∫
Q
ζj

∑
k,i
wkσiρi(t) [yj(x, t)− zoj(x, t)] δ(x− xk)

 dxdt = 0,∀ζj ∈ H2,1(Q),
(21c)
∫
Ω
(uj(x)− ubj(x))B
−1τj dx+ ϑ
∫
Ω
∇(uj − ubj).∇τj dx
+
∫
Ω
pj(0)τj dx = 0,∀τj ∈ H
1
0 (Ω).
Formulations (21b) and (21c) correspond to the very weak and the weak forms of
the adjoint and the gradient equation, respectively. Setting ̺ = (̺1, . . . , ̺N ) as the
Lagrange multiplier, where ̺j = (ηj , ϕj , ζj , τj) ∈ L
2(Q)×H−1(Ω)×H2,1(Q)×H10 (Ω)
for each j = 1, . . . , N
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L(y,w, ̺) = J(y,w)+
N∑
j=1

∫∫
Q
ηj
(
∂yj
∂t
+Ayj + g(yj)
)
dxdt+
∫
Ω
ϕj (yj(0)− uj) dx
+
∫∫
Q
(
∂ζj
∂t
+Aζj + g
′(yj)ζj
)
pj dxdt+
∫
Ω
pj(0)ζj(0)dx
−
∫∫
Q
ζj

∑
k,i
wkσiρi(t) [yj(x, t)− zoj(x, t)] δ(x− xk)

 dxdt
+
∫
Ω
(uj(x)− ubj(x))B
−1τj dx+ ϑ
∫
Ω
∇(uj − ubj).∇τj dx+
∫
Ω
pj(0)τj dx

 .
The bilevel adjoint system is obtained by setting the derivative of L(y,w, ̺) with
respect to y equal to zero. First, taking the derivative with respect to yj, in direction
vj1, we obtain
∇yjL(y,w, ̺)(v
j
1) =
∫∫
Q
∇yjL(yj)v
j
1 dxdt+
∫∫
Q
ηj
(
∂vj1
∂t
+Avj1 + g
′(yj)v
j
1
)
dxdt
+
∫
Ω
ϕj(0)v
j
1(0) dx+
∫∫
Q

g′′(yj)pjζj −∑
k,i
wkσiρi(t)ζj(x, t)δ(x − xk)

 vj1 dxdt = 0,
which implies that ηj solves, in a very weak sense, the following PDE:
(22)
−
∂ηj
∂t
+A∗ηj +g
′(yj)ηj + g
′′(yj)pjζj
=
∑
k,i
wkσiρi(t)ζj(x, t)⊗ δ(x− xk)−∇yjL(yj) in Q,
ηj = 0 on Σ,
ηj(T ) = 0 in Ω,
and, additionally, ϕj = ηj(0). Thanks to Assumption 2.1 and the regularity of pj ∈
L2(W 1,r0 (Ω)) and ζj ∈ H
2,1(Q), the term g′′(yj)pjζj is actually well-defined as an
element of H2,1(Q)∗.
Now, taking the derivative with respect to pj , in direction v
j
2, we get
∇pjL(y,w, ̺)(v
j
2) =
∫∫
Q
(
∂ζj
∂t
+Aζj + g
′(yj)ζj
)
vj2 dxdt+
∫
Ω
vj2(0)(ζj(0)+τj)dxdt = 0
and, consequently, ζj is the strong solution of
(23)
∂ζj
∂t
+Aζj + g
′(yj)ζj = 0 in Q,
ζj = 0 on Σ,
ζj(0) = −τj in Ω.
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Finally, taking the derivative with respect to uj , in direction v
j
3,
∇ujL(y,w, ̺)(v
j
3) =
∫
Ω
(
β∇uj l(uj)− ϕj
)
vj3 dx+
∫
Ω
vj3B
−1τj dx+ϑ
∫
Ω
∇vj3.∇τj dx = 0
and, consecuently, τj is the unique weak solution of
(24)
−ϑ∆τj +B
−1τj = ϕj − β∇uj l(uj) in Ω,
τj = 0 on Γ.
With this formal Lagrangian based derivation of the optimality system, we are able to
state the main result of this section, whose rigourous proof is provided in Subsection
3.4.
Theorem 3.2. Let (w¯, σ¯) ∈ Rns × RnT be a local optimal solution to (18) with
y¯ = y(w¯) ∈ YN its corresponding optimal state. Then, there exists an adjoint state
(ηj , ζj , τj) ∈ L
2(Q)×H2,1(Q)×H10 (Ω), for all j = 1, . . . , N , and Karush-Kuhn-Tucker
multipliers λa, λb ∈ Rns × RnT satisfying, for all j = 1, . . . , N :
Adjoint system:
(25a)
−
∂ηj
∂t
+A∗ηj + g
′(yj)ηj + g
′′(yj)pjζj
=
∑
k,i
wkσiρi(t)ζj(x, t)⊗ δ(x− xk)−∇yjL(yj) in Q
ηj =0 on Σ
ηj(T ) =0 in Ω.
(25b)
∂ζj
∂t
+Aζj + g
′(yj)ζj =0 in Q
ζj =0 on Σ
ζj(0) =− τj in Ω
(25c)
−ϑ∆τj +B
−1τj =ηj(0)− β∇uj l(uj) in Ω
τj =0 on Γ,
very weakly, strongly and weakly, respectively,
Gradient system:
(25d) βw −
N∑
j=1
T∫
0
∑
i
σiρi(t)ζj(xk, t) (yj(xk, t)− zoj(xk, t)) dt
= λak − λ
b
k, for all k = 1, . . . , ns,
(25e) βσ −
N∑
j=1
T∫
0
∑
k
wkρi(t)ζj(xk, t) (yj(xk, t)− zoj(xk, t)) dt
= λans+i − λ
b
ns+i, for all i = 1 . . . , nT ,
14 P. CASTRO†, J.C. DE LOS REYES†
Complementarity system:
(25f)
λar ≥ 0, λ
b
r ≥ 0, for all r = 1, . . . , ns + nT
λakw¯k = λ
b
k(w¯k − 1) = 0, for all k = 1, . . . , ns
λans+iσ¯i = λ
b
ns+i(σ¯i − 1) = 0, for all i = 1, . . . , nT
0 ≤ w¯k ≤ 1, for all k = 1, . . . , ns
0 ≤ σ¯i ≤ 1, for all i = 1, . . . , nT .
3.4. Existence of Langrange multipliers. Since the constraint of the optimal place-
ment problem is a multi-state system, we will prove existence of Lagrange multipliers
for (18) (and therefore prove Theorem 3.2), by analyzing an adapted penalized version
of the problem (see, e.g., [6, 27]). For simplicity, we will restrict our attention to the
case j = 1, i.e, taking just one element in the training set. The extension to the case
of a larger training set is straightforward.
Let us consider (y¯, p¯, u¯) ∈ H2,1(Q) × L2(W 1,r0 (Ω)) × H
1
0 (Ω) a solution of the opti-
mization problem (18), which exists thanks to Theorem 3.1. The proposed adapted
penalized problem consists in finding (yγ , pγ ,wγ , sγ , vγ) ∈ H
2,1(Q) × L2(W 1,r0 (Ω)) ×
Vad × L
2(Q)× L2(Q), that solves:
(26a) min
w,s,v
Jγ(y, p,w, s, v) = J(y, p,w) +
γ
2
∫∫
Q
(s− g(y))2 +
γ
2
∫∫
Q
(v − g′(y)p)2
+
1
2
‖p− p¯‖2L2(Q) +
1
2
∫∫
Q
(s− g(y¯))2 +
1
2
∫∫
Q
(v − g′(y¯)p¯)2
subject to:
(26b)
∂y
∂t
+Ay + s = 0 in Q
y = 0 on Σ
y(0) = −G−1p(0) in Ω
(26c)
−
∂p
∂t
+A∗p+ v =
∑
k,i
wkσiρi(t) [y(x, t)− zo(x, t)]⊗ δ(x− xk) in Q
p = 0 on Σ
p(T ) = 0 in Ω.
Here γ > 0 represents the penalization parameter and G : H10 (Ω) → H
−1(Ω) corre-
sponds to the linear bijective solution operator arising from (18d), i.e., for u ∈ H10 (Ω),
〈Gu, τ〉H−1,H1
0
:=
∫
Ω
(u− ub)B
−1τ + ϑ
∫
Ω
∇(u− ub).∇τ = −
∫
Ω
p(0)τ,∀τ ∈ H10 (Ω).
Theorem 3.3. Let (y¯, p¯, u¯, w¯) ∈ H2,1(Q)× L2(W 1,r0 (Ω))×H
1
0 (Ω)× Vad be a solution
of (18). The penalized problem (26) has at least one solution (yγ , pγ ,wγ , sγ , vγ) ∈
H2,1(Q) × L2(W 1,r0 (Ω)) × Vad × L
2(Q) × L2(Q). Moreover, if (yγ , pγ ,wγ , sγ , vγ) is
solution of (26), then there exist Lagrange multipliers (ηγ , ζγ) ∈ L
2(Q)×H2,1(Q) such
that:
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(27a)
−
∂ηγ
∂t
+A∗ηγ +∇yL(y)−γg
′(yγ)(sγ − g(yγ))
= γg′′(yγ)pγ(vγ − g
′(yγ)pγ) +
∑
k,i
wkσiρi(t)ζγ(x, t)⊗ δ(x− xk) in Q
ηγ =0 on Σ
ηγ(T ) =0 in Ω,
(27b)
∂ζγ
∂t
+Aζγ =γg
′(yγ)(vγ − g
′(yγ)pγ)− (pγ − p¯) in Q
ζγ =0 on Σ
ζγ(0) =G
−1(β∇ul(u)− ηγ(0)) in Ω,
very weakly and strongly, respectively,
(27c) ηγ + γ(sγ − g(yγ)) + (sγ − g(y¯)) = 0
(27d) ζγ + γ(vγ − g
′(yγ)pγ) + (vγ − g
′(y¯)p¯) = 0
(27e)

βw −
T∫
0
∑
i
σiρi(t)ζγ(xk, t) (yγ(xk, t)− zo(xk, t)) dt

 (υ − (wk)γ) ≥ 0,
for all υ ∈ [0, 1] and k = 1, . . . , ns,
(27f)

βσ −
T∫
0
∑
k
wkρi(t)ζγ(xk, t) (yγ(xk, t)− zo(xk, t)) dt

 (υ − (σi)γ) ≥ 0,
for all υ ∈ [0, 1] and i = 1 . . . , nT .
Proof. Let {(yn, pn,wn, sn, vn)} ⊂ H
2,1(Q) × L2(W 1,r0 (Ω)) × Vad × L
2(Q) × L2(Q) be
a minimizing sequence for problem (26). From the structure of Jγ , the minimizing
sequence is bounded in L2(Q) × L2(Q) × Vad × L
2(Q) × L2(Q). From the state and
adjoint equations (26b) and (26c), it then follows that {yn} and {pn} are bounded
in H2,1(Q) and L2(W 1,r0 (Ω)), respectively. Hence, there exists a weakly convergent
subsequence, which will be denoted in the same way.
Taking such a weakly convergent subsequence and using the compactness of H2,1(Q)
into Lµ(Q), with µ ≤ 10, it follows that yn → y¯ strongly in L
µ(Q), and also g(yn) →
g(y¯) and g′(yn) → g
′(y¯) strongly in Lµ(Q). Since W 1,r(Ω) →֒→֒ Lq(Ω) for q ≤ mrm−r ,
pn ⇀ p¯ in L
2(Q). Thereafter, proceeding as in Theorem 3.1 and from the lower
semicontinuity of Jγ , we get that the limit point is optimal for problem (26).
Existence of Lagrange multipliers (ηγ , ζγ) ∈ L
2(Q)×H2,1(Q), solution of the adjoint
penalized system (27a)-(27d), follows directly from the linearity of the time-dependent
system (26b)-(26c) (see, e.g., [28]). 
Lemma 3.3. Let {(yγ , pγ ,wγ , sγ , vγ)} ⊂ H
2,1(Q)×L2(W 1,r0 (Ω))×Vad×L
2(Q)×L2(Q)
be a sequence of solutions to the penalized problem (26). Then {(yγ , pγ ,wγ , sγ , vγ)}
converges strongly in H2,1(Q) × L2(W 1,r0 (Ω)) × Vad × L
2(Q) × L2(Q) to the solution
(y¯, p¯, w¯, g(y¯), g′(y¯)p¯).
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Proof. Since the point (y¯, p¯, w¯, g(y¯), g′(y¯)p¯) is feasible for (26), from the structure of
the penalized cost functional, we get the bound
Jγ(yγ , pγ ,wγ , sγ , vγ) ≤ J(y¯, p¯, w¯).
Consequently, (yγ , pγ ,wγ , sγ , vγ) is bounded in L
2(Q) × L2(Q) × Vad × L
2(Q) ×
L2(Q). From the state equation (26b) and the adjoint equation (26c), {yγ} and {pγ}
are bounded in H2,1(Q) and L2(W 1,r0 (Ω)), respectively, and, therefore, there exists a
subsequence, denoted the same, such that
(yγ , pγ ,wγ , sγ , vγ)⇀ (y
∗, p∗,w∗, s∗, v∗)
weakly in H2,1(Q)×L2(W 1,r0 (Ω))×R
ns ×RnT ×L2(Q)×L2(Q). Due to the compact
embedding H2,1(Q) →֒→֒ Lµ(Q), with µ ≤ 10, the convergence of yγ → y
∗ is strong
in Lµ(Q), and also g′(yγ)→ g
′(y∗) in Lµ(Q). Since W 1,r(Ω) →֒→֒ Lq(Ω) for q ≤ mrm−r ,
pγ ⇀ p
∗ weakly in L2(Q). The form of Jγ implies that ‖sγ − g(yγ)‖L2(Q) → 0 and
‖vγ−g
′(yγ)pγ‖L2(Q) → 0. Hence, s
∗−g(y∗) = 0 and v∗−g′(y∗)p∗ = 0. From the lower
semicontinuity of J , it follows that
J(y∗, p∗,w∗) +
1
2
‖p∗ − p¯‖2L2(Q) +
1
2
‖s∗ − g(y¯)‖2L2(Q) +
1
2
‖v∗ − g′(y¯))p¯‖2L2(Q)
≤ lim inf
γ→∞
J(yγ , pγ ,wγ) +
1
2
‖pγ − p¯‖
2
L2(Q) +
1
2
‖sγ − g(y¯)‖
2
L2(Q) +
1
2
‖vγ − g
′(y¯))p¯‖2L2(Q)
≤ lim sup
γ→∞
Jγ(yγ , pγ ,wγ , sγ , vγ)
≤ J(y¯, p¯, w¯),
which implies y∗ = y¯, p∗ = p¯, s∗ = g(y¯), and v∗ = g′(y¯)p¯. The result follows from the
uniqueness of the limits. 
Proof of Theorem 3.2. Let j = 1. We will prove that the subsequences {ζγ} and
{ηγ} are bounded in H
2,1(Q) and L2(Q), respectively. Notice that, from the properties
of g, the right-hand side of equation (27b) belongs to L2(Q). Indeed,
‖γg′(yγ)(vγ − g
′(yγ)pγ)− (pγ − p¯)‖L2(Q) ≤ γK‖vγ − g
′(yγ)pγ‖L2(Q) + ‖pγ − p¯‖L2(Q)
≤ γK
(
‖vγ‖L2(Q) +K‖pγ‖L2(Q)
)
+ ‖pγ − p¯‖L2(Q).
From the form of the operator G, the initial condition of equation (27b) belongs to
H10 (Ω). Therefore, using estimate (5), the boundedness of {ζγ} in H
2,1(Q) is verified.
To prove the boundedness of {ηγ}, we will show that the right-hand side of equation
(27a) belongs to H2,1(Q)∗. Since L2(0, T ;M(Ω)) →֒ L2(0, T ;W−1,r(Ω)), it follows
that
∑
k,iwkσiρi(t)ζγ(x, t)⊗ δ(x−xk) belongs to L
2(0, T ;W−1,r(Ω)) →֒ H2,1(Q)∗. For
the second term, notice that ∇yL(y)− γg
′(yγ)(sγ − g(yγ)) ∈ L
2(Q). Indeed,
‖∇yL(y)− γg
′(yγ)(sγ − g(yγ))‖L2(Q) ≤ ‖∇yL(y)‖L2(Q) + ‖γg
′(yγ)(sγ − g(yγ))‖L2(Q)
≤ ‖∇yL(y)‖L2(Q) + γK‖sγ − g(yγ)‖L2(Q),
and, since L2(Q) →֒ H2,1(Q)∗, the result is verified for this component as well. For
the third term, notice that since pγ ∈ L
2(W 1,r0 (Ω)) →֒ L
2(L3(Ω)), the product pγ(vγ −
g′(yγ)pγ) belongs to L
1(L6/5(Ω)) (see e.g. [22]) and
‖pγ(vγ − g
′(yγ)pγ)‖L1(L6/5(Ω)) ≤ ‖pγ‖L2(L3(Ω))‖vγ − g
′(yγ)pγ‖L2(Q).
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Thanks to Assumption 2.1 and sinceH2,1(Q) →֒ L∞(L6), it then follows that g′′(yγ)pγ(vγ−
g′(yγ)pγ) ∈ H
2,1(Q)∗ with uniform bound.
Consequently, the sequence {ζγ , ηγ} is bounded in H
2,1(Q)×L2(Q) and there exists
a subsequence, denoted the same, and a limit point (ζ¯ , η¯) ∈ H2,1(Q) × L2(Q) such
that (ζγ , ηγ) ⇀ (ζ¯ , η¯) weakly in H
2,1(Q) × L2(Q). This jointly with the convergence
result of Lemma 3.3 allow us to pass to the limit in (27) and obtain (25a) and (25b).
Equation (25c) follows from the form of the operator G. The Karush-Kuhn-Tucker
conditions for the multipliers follow in a standard manner, by passing to the limit in
the inequalities (27e)-(27f). 
4. Numerical solution of the bilevel problem
In this section we describe the algorithmic framework utilized for the construction
of the proposed quasi-Newton solution algorithm.
4.1. Sparsity enforcing penalty function. Due to the kind of problem we deal
with, the solutions that we would like to get are binary vectors that lead to the optimal
sensors’ spatial location and determine when the devices should be turned on. For that
purpose, we consider the following modified objective functional:
min
0≤w≤1
Jǫ(y,w) =
∫∫
Q
N∑
j=1
L(yj, y
†
j)dxdt+ β
∫
Ω
N∑
j=1
l(uj , u
†
j)dx+ βwΦǫ(w) + βσΦǫ(σ),
where Φǫ(.), ǫ > 0, is the family of sparsity enforcing functions proposed in [1, p.2135]:
Φǫ(x) =
∑
i
ϕǫ(xi) and ϕǫ(xi) =


xi
ǫ , 0 ≤ xi ≤
1
2ǫ
πǫ(xi),
1
2ǫ < xi ≤ 2ǫ
1, 2ǫ < xi ≤ 1
with πǫ(.) a uniquely defined polynomial of third order that makes ϕǫ : [0, 1] −→ [0, 1]
continuously differentiable. Setting πǫ(x) = ax
3 + bx2 + cx+ e, its coefficients can be
obtained for each value of ǫ > 0 by solving the following system:

ǫ3
8
ǫ2
4
ǫ
2 1
8ǫ3 4ǫ2 2ǫ 1
3ǫ2
4 ǫ 1 0
12ǫ2 4ǫ 1 0




a
b
c
e

 =


1
2
1
1
ǫ
0


0 0.2 0.4 0.6 0.8 1
0
0.5
1
Φ
ǫ
Penalty function different values of ǫ
ǫ = 1/2
ǫ = 1/4
ǫ = 1/8
ǫ = 1/16
Since we modified the objective function, the optimality system must be altered as
well. However, the only change occurs in the computation of the gradient equation
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(25d)-(25e), which takes the following form:
(28a) ∇Fǫ(w)k = βwϕ
′
ǫ(wk)−
N∑
j=1
T∫
0
∑
i
σiρi(t)ζj(xk, t) (yj(xk, t)− zoj(xk, t)) dt,
for all k = 1, . . . , ns, and
(28b) ∇Fǫ(w)ns+i = βσϕ
′
ǫ(σi)−
N∑
j=1
T∫
0
∑
k
wkρi(t)ζj(xk, t) (yj(xk, t)− zoj(xk, t)) dt,
for all i = 1 . . . , nT . Defining the Karush-Kuhn-Tucker multipliers λ
a = max{0,∇Fǫ(w¯)}
and λb = |min{0,∇Fǫ(w¯)}|, the gradient equation (28) at the optimal solution, may
be rewritten as ∇Fǫ(w¯) − λ
a + λb = 0, jointly with the complementarity conditions
(25f).
However, since Φǫ is a concave function, the solution to the bilevel problem may
not be unique. To deal with this issue, we proceed as in [2], i.e., for fixed parameters
βw and βσ, we solve the problem without sparsity enforcing penalty term. Then, we
take the solution vectors w and σ as the initialization vectors for the problem with
the nonconvex term. In practice, once ǫ is sufficiently small, w and σ will approach to
binary vectors.
4.2. Projected quasi-Newton methods. In general, a projection method makes
use of a descent direction of a unconstrained problem of the form,
min
w∈Uad
f(w),
and, thereafter, projects the new iterate onto the feasible set Uad, defined by the
inequality box-constraints ([11], pp.75). Thus, the update of the iterate wk is given by
wk+1 = PUad(wk + αkdk),
where PUad stands for the projection onto Uad, dk is the descent direction, and αk ∈
(0, 1) a line search parameter. A modified Armijo rule is given for choosing the largest
αk such that
(29) f (PUad(wk + αkdk))− f(wk) ≤ −
γˆ
αk
‖PUad(wk + αkdk)− wk‖
2,
where γˆ ∈ (0, 1).
Since the information provided by the Hessian matrix is not enough to generate
descent directions for the constrained problem (see e.g. [24, pp.98]), for the second
order projected methods, it is necessary to use the reduced version of it, based on
estimations of ǫ−active and active sets:
Aǫ(w) = {i : ai ≤ wi ≤ ai+ ǫ or bi ≥ wi ≥ bi− ǫ} and A(w) = {i : wi = ai or wi = bi}.
Here, ai and bi stand for the lower and upper bounds, respectively. The complements
of these sets are Iǫ(w) and I(w), they represent the ǫ−inactive and inactive sets,
respectively.
In a general way, if S represents a generic index set, RS will denote the matrix
RS = (δij) if i ∈ S or j ∈ S, with δij = 1 if i = j and δij = 0 otherwise. With these
A BILEVEL LEARNING APPROACH FOR OPTIMAL OBSERVATION PLACEMENT 19
notations, the reduced Hessian matrix, at an iterate wk, is defined as:
R˜(wk, ǫk,Hk) = RAǫk (wk) +RIǫk (wk)HkRIǫk (wk)
espacio en blanco
=
{
dij , if i ∈ A
ǫk(wk) or j ∈ A
ǫk(wk),
(Hk)ij , otherwise.
Using the reduced matrix, the iteration of the projected method will be given by
(30) wk+1 = PUad(wk − αkR˜(wk, ǫk,Hk)
−1∇f(wk)).
If Hk corresponds to the exact Hessian, (30) represents the iterations of the projected
Newton method, which converges q-quadratically upon identification of the active set
[24, Theorem 5.5.3].
Now, let Hk be an approximation of the Hessian matrix provided by the BFGS
method. A possible update of the second term in the approximation of R˜(wk+1, ǫk+1,Hk+1)
is given by (see [24, p.102]):
H˜k+1 = RIǫk (wk)HkRIǫk (wk) −RIǫk (wk)
Hksks
T
kHk
sTkHksk
RIǫk (wk) +
y#k (y
#
k )
T
sTk y
#
k
,
where y#k = RIǫk (wk) (∇f(wk+1)−∇f(wk)).
Similarly to the unconstrained case, there is also an update to the inverse matrix of
the BFGS projected method Bk = H
−1
k , which is given by
(31) B˜k+1 =
(
I −
s#k (y
#
k )
T
(y#k )
T s#k
)
RIǫk (wk)BkRIǫk (wk)
(
I −
y#k (s
#
k )
T
(y#k )
T s#k
)
+
s#k (s
#
k )
T
(y#k )
T s#k
,
where s#k = RIǫk (wk)(wk+1 − wk). Therefore, the descent direction is given by
(32) dk = −RAǫk (wk)∇f(wk)− B˜k∇f(wk).
4.3. Algorithm. We propose a projected BFGS algorithm to solve the optimal ob-
servation placement problem (18). What we aim to obtain is an optimal placement
vector w = (w, σ) that allows us to obtain the best average reconstruction of each
training pair
(
u†j , y
†
j
)
.
The algorithmic procedure consists of two main stages. In the first one we solve the
location problem without considering the sparsity enforcing penalty function. To this
end, we first set the parameter values, and then solve N data assimilation problems
given by (17b), by means of a standard BFGS method. Next, we have to compute the
solution of the corresponding N adjoint systems to the bilevel problem. Notice that
these steps of the algorithm can be computed in parallel, since for each j = 1, . . . , N
the systems are independent from each other. Afterwards, we compute the gradient of
the bilevel problem, estimate the ǫ−active sets, and finally, using the BFGS projected
method, calculate the placement vector update.
The second stage of our algorithm consists in using as initialization parameters the
location vectors obtained in the previous stage and repeat the process described above
to solve the placement problem which includes the sparsity enforcing penalty function.
Since the initialization vector is already close to a sparse solution, the second stage of
the algorithm should take just few iterations to get the result.
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Concerning the line search, in both stages, we require that the parameter αk belongs
to the following set {
1
2i‖∇F (w0)‖
, i ∈ {0, 1, 2, . . .}
}
,
where ∇F (w0) represents the gradient of the given initial placement vector w0. We
summarize the steps described above in Algorithm 1.
Algorithm 1
Inputs: m, n, β, βw, and βσ (problem dimension, parameters)
First stage:
1. Set w0 = (w0, σ0), and k = 0. Compute ∇F (w0).
2. Repeat
3. For each j = 1, . . . , N , find (ykj , pkj , ukj ) solution of (18b).
4. For each j = 1, . . . , N , find (ηkj , ζkj ) solution of the system (25a)-(25c).
5. Find ∇F (wk) using (25d) and (25e).
6. Estimate the ǫ−active set of (wk, σk).
7. Compute B˜k+1 according to (31).
8. Find a descent direction dk using (32).
9. Find αk ∈
{
1
2i‖∇F (w0)‖
, i ∈ {0, 1, 2, . . .}
}
that verifies (29).
10. Update wk+1 = PVad(wk + αkdk)
11. Set k = k + 1.
12. Until stopping criteria
Second stage:
13. Set w0 = (w, σ), and k = 0. Compute ∇Fǫ(w0).
14. Repeat the steps but considering (28a)-(28b) instead of (25d)-(25e).
Outputs: w and σ (optimal placement vectors)
Intuitively, if the iterations of the projected BFGS start close to a non-degenerate
local minimum together with a good approximation of the Hessian, it is expected that
the iterations of the method will converge q-superlinearly, as will be experimentally
verified in the next section.
5. Computational experiments
In this section we report on the computational results obtained by using Algorithm 1.
The considered spatial domain is the unit square Ω =]0, 1[×]0, 1[, while the time domain
is the interval ]0, T [=]0, 1[. For each j = 1, . . . , N , we will work with g(yj) =
yj√
y2j+ε
2
,
ε = 110 , as the nonlinear term in the data assimilation problem. This nonlinearity
arises from a C∞ regularization of the absolute value function. We consider in the
right-hand side of the data assimilation dynamical system a function that vanishes in
time, namely f(x, t) = (T−t) sin(πx). We use a finite differences discretization scheme
in space and an implicit Euler method in time, with spatial and time discretization
steps h = 1/(m− 1) and τ = 1/(n + 1), respectively. At each iteration of the implicit
scheme, we use Newton’s method to solve the nonlinear system.
In what follows, we consider L(yj , y
†
j) = (yj − y
†
j)
2 and l(uj , u
†
j) = (uj − u
†
j)
2 for all
j = 1, . . . , N , in the loss functionals of the optimal placement problem.
The numerical experiments are divided in two sets. In Subsection 5.1, we provide
a numerical study of our method considering just one element of the training set.
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We aim to observe how the solution vectors vary when we use different penalization
parameters. Thereafter, in Subsection 5.2, we use a larger training set and focus on
learning the optimal placement vectors’ structure.
For all the experiments, we set n = 12, i.e., n + 2 = 14 time subintervals, with
ti = iτ , for all i = 1, . . . , n + 2, and m = 20, yielding m
2 = 400 possible points
inside the unit square where the location of a sensor is possible. The background error
covariance matrix B−1 will be set as αI, where I is the identity operator and α takes
the value of 1× 10−1.
Since the sparsity enforcing penalty term is just an approximation of the counting
norm, which indicates the number of non-zero entries of a vector, it is still possible to
get values between zero and one. In those cases, for a better classification, we divide
the interval [0, 1] into subintervals and count the number of elements that belong to
each one. For the placement vector w, we fix the following intervals: I1w =]0, 0.2],
I2w =]0.2, 0.8] and I3w =]0.8, 1[. For the time subintervals placement vector σ, we
consider the following subintervals: I1σ =]0, 0.25[, I2σ =]0.25, 0.50[, I3σ = [0.5, 0.75[,
and I4σ = [0.75, 1[.
5.1. Single training pair experiments. In this first set of experiments, we compute
the training state y† by solving the variational data assimilation problem using the
initial condition u†(x, y) = sin(2πx) sin(2πy), see Figure 1.
0
0.5
1
0
0.5
1
−1
0
1
Figure 1. Initial condition u†(x, y).
To illustrate the behavior of the lower-level problem, for the given initial condition,
we provide two snapshots of the model problem’s evolution, see Figure 2. Additionally,
in the data assimilation problem, we add Gaussian noise to the observed state zo, in
order to test the robustness of the approach.
5.1.1. Experiment 1. The structure of the optimal placement vector, both in time
and space, depends on the value of the penalization parameters βw (for the location
vector), βσ (for the time vector), and β. The main goal in this experiment is to
observe how w = (w, σ) changes its structure when we work with different values of
these parameters. We perform the experiments in two stages. In the first one, we fix
the parameters βσ and β, and let βw be the one that changes. In the second stage, we
vary the values of βσ, while keeping the values of βw and β fix.
First setting: βσ = 0 and β = 0.09, with sparsity enforcing penalty function Φǫ
taking ǫ = 12 . Table 1 contains the information about the number of entries of the
vectors w and σ that take the value zero and one. As expected, when the penalization
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Figure 2. Snapshots of the state at times t ≈ 0.1429 (left) and t ≈ 0.8579 (right).
parameter βw increases, the decision vector becomes sparser, with no elements between
0 and 1.
βw # zeros in w # ones in w # zeros in σ # ones in σ
1× 10−5 0 400 0 14
0.0001 88 312 0 14
0.0003 96 304 0 14
0.0005 116 284 0 14
0.0010 156 244 0 14
0.0020 176 224 0 14
0.0030 200 200 0 14
0.0050 228 172 0 14
0.0060 236 164 0 14
0.0070 260 140 0 14
0.0072 268 132 0 14
0.0073 302 98 0 14
0.0074 334 66 0 14
0.0078 357 43 0 14
0.0079 361 39 0 14
0.0080 400 0 14 0
Table 1. Experiment 1. Setting 1 - Changes in w’s structure with different values of βw
In Table 2, J0 represents the value of the cost functional at the beginning of the
first stage of the algorithm, while Jend denotes the value of the cost functional at the
end of the second stage. Likewise, iter corresponds to the total number of projected
quasi-Newton steps, performed in both stages of the algorithm, needed to get the
location vectors. On each iteration of the upper-level problem, the algorithm solves the
variational data assimilation problem, we report on iter DA the number of inner data
assimilation iterations. The total number of forward and backward partial differential
systems solved by Algorithm 1 in steps 3 and 4 is reported in the variable PDE-
solved. We also show the values of the location vectors’ norms, which are given by
‖w‖ℓ1 =
∑
k wk and ‖σ‖ℓ1 =
∑
i σi.
The structure of the optimal placement vector w can be visualized in Figure 3, for
five different increasing values of βw. Apart from the increasing sparsity, the bilevel
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βw J0 Jend ‖w‖ ‖σ‖ iter iter DA PDE-solved
1× 10−5 0.025968 0.025916 400 14 8 20 16
0.0001 0.061968 0.053177 312 14 7 20 14
0.0003 0.14197 0.11318 304 14 5 20 10
0.0005 0.22197 0.16398 284 14 5 20 10
0.0010 0.42197 0.26598 244 14 5 20 10
0.0020 0.82197 0.47000 224 14 5 20 10
0.0030 1.222 0.62201 200 14 5 20 10
0.0050 2.022 0.88204 172 14 5 20 10
0.0060 2.422 1.0060 164 14 5 20 10
0.0070 2.822 1.0021 140 14 5 20 10
0.0072 2.902 0.9725 132 14 5 20 10
0.0073 2.942 0.7370 98 14 15 20 30
0.0074 2.982 0.4924 66 14 15 20 30
0.0078 3.142 0.5437 43 14 8 20 16
0.0079 3.182 0.3621 39 14 8 20 16
0.0080 3.222 0.0225 0 0 15 17 30
Table 2. Experiment 1. Setting 1 - Decreasing of ‖w‖ for different values of βw
criterion favors the location of the observations in four well-defined spots of the domain,
where the training initial condition actually plays a more relevant role. For this choice
of parameters, we obtain both solution vectors w and σ as binary ones. There is no
need of postprocessing.
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Figure 3. Optimal placement vector’s structure. Different values of βw. (i)βw = 0.0005,
(ii)βw = 0.0030, (iii)βw = 0.0070, (iv)βw = 0.0074,(v)βw = 0.0079.
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Second setting: Choosing m = 10, yielding m2 = 100 total points in the spatial
domain, setting βw = 0.0001 and β = 0.1, and letting βσ be the one that varies, we
obtain changes in the structure of the time subintervals vector σ. For the sparsity
enforcing penalty function Φǫ, we choose ǫ =
1
8 . As the penalization parameter βσ
increases, the structure of σ becomes sparser. We report these changes in Table 3.
βσ # zeros in σ # ones in σ # zeros in w # ones in w
0.001 0 14 0 100
0.002 0 14 0 100
0.003 0 14 0 100
0.005 0 14 0 100
0.006 11 3 36 64
0.007 11 3 36 64
0.008 11 3 36 64
0.009 11 3 36 64
0.01 11 3 36 64
0.02 11 3 36 64
0.05 14 0 100 0
Table 3. Experiment 1. Setting 2. Changes in σ’s structure with different values of βσ
In Table 4 we show the total number of iterations that the algorithm requires to reach
the solution. As in the previous experiment, the norm of the time vector decreases
as the penalization parameter increases. In Figure 4, we can observe the structure
of the time subintervals when the sensors/devices have to be turned on or turned off
according to the chosen parameters. Enforcing sparsity in the time variable can be
used to develop strategies about when the sensors/devices should be turned on or off.
Doing this could be useful especially if the devices are energy demanding or need time
to properly start to work.
βσ J0 Jend ‖w‖ ‖σ‖ iter iter DA PDE-solved
0.001 0.043601 0.043599 100 14 6 19 12
0.002 0.057601 0.057592 100 14 6 19 12
0.003 0.071601 0.071116 100 14 23 19 46
0.005 0.099601 0.09786 100 14 23 19 46
0.006 0.1136 0.04446 64 3 18 16 36
0.007 0.1276 0.047456 64 3 9 16 18
0.008 0.1416 0.050456 64 3 9 16 18
0.009 0.1556 0.053456 64 3 9 16 18
0.01 0.1696 0.056456 64 3 8 16 16
0.02 0.3096 0.08646 64 3 8 16 16
0.05 0.7296 0.17646 0 0 8 16 16
Table 4. Experiment 1 - Setting 2. Decreasing of ‖σ‖ for different values of βσ
5.1.2. Experiment 2. In many real situations, there are places where locating sensors
could be difficult or expensive. Therefore, not all points in the spatial domain are
feasible. In order to get a more realistic experiment, we consider next just a small
subset of locations as feasible placements. For this experiment, we set m = 10 yielding
m2 = 100 total points inside the domain, of which, we consider eight specific points.
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Figure 4. Optimal time invervals’ structure. Different values of βσ. (i)βσ = 0.002, (ii)βσ =
0.008, (iii)βσ = 0.02.
Taking into account that the given points do not have to correspond to the mesh nodes,
we took the closer mesh point to each of them. The considered points are:
x1 = (0.2, 0.2) x2 = (0.5, 0.4) x3 = (0.7, 0.3) x4 = (0.8, 0.0)
x5 = (0.8, 1.0) x6 = (0.8, 0.6) x7 = (0.4, 0.9) x8 = (0.3, 0.8).
Similarly to the first experiment, we are interested in observing how the structure of
the placement vector w and the time subintervals vector σ change for different values
of the penalization parameters. For this experiment we also set the sparsity enforcing
penalty function Φǫ with ǫ =
1
8 .
Table 5 shows the changes the structure of w when we fix βσ = 0 and β = 0, and
let βw be the one that varies. Due to the small number of feasible points, the decrease
of ‖w‖ℓ1 is not so agressive compared with the previous experiment. We can verify
this behavior in Table 6. Figure 5 shows graphically the location of these points, for
different values of the penalization parameter.
βw # zeros in w I2w I3w # ones in w # zeros in σ # ones in σ
1× 10−5 0 0 0 8 0 14
3× 10−5 0 0 5 3 0 14
4× 10−5 0 3 2 3 0 14
5× 10−5 0 5 0 3 0 14
6× 10−5 0 5 0 3 0 14
8× 10−5 0 5 1 2 0 14
9.2× 10−5 5 1 0 2 0 14
1.2× 10−4 7 0 0 1 0 14
2× 10−4 8 0 0 0 14 0
Table 5. Experiment 2. Changes in w’s structure with different values of βw
5.2. Multiple training pairs. The second set of experiments considers a training
data set constituted by pairs,
(
u†j, y
†
j
)
, j = 1, . . . , 9. Given the initial condition
u†, the state y† is obtained through simulation of the system model. Therefore, to
form the training set, we just have to fix u†j . We build a training data set aim-
ing for the reconstruction of a specific initial condition, (see e.g. [32, Section 5.2]).
We take the initial condition as the one given in the first set of experiments, i.e.,
u†(x, y) = sin(2πx) sin(2πy). Our training set consists in N = 9 different functions
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βw J0 Jend ‖w‖ ‖σ‖ iter iter DA PDE-solved
1× 10−5 0.0033927 0.0033918 8 14 6 19 12
3× 10−5 0.0035527 0.0035383 7.3243 14 6 19 12
4× 10−5 0.0036327 0.0036056 6.9449 14 6 19 12
5× 10−5 0.0037127 0.0036706 6.5887 14 6 19 12
6× 10−5 0.0037927 0.0037351 6.3150 14 6 19 12
8× 10−5 0.0039527 0.0038636 5.1545 14 6 19 12
9.2× 10−5 0.0040327 0.0035329 2.3750 14 9 17 18
1.2× 10−4 0.0042727 0.0034376 1 14 9 17 18
2× 10−4 0.0049127 0.0033201 0 0 9 16 18
Table 6. Experiment 2. Decreasing of ‖w‖ for different values of βw
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Figure 5. Optimal placement vector’s structure. Given points on the mesh. (i)βw = 0.0001,
(ii)βw = 0.0005, (iii)βw = 0.0008, (iv)βw = 0.00092, (v)βw = 0.00012.
that preserve some features of u†(x, y), and at the same time, add some modifications,
e.g., translations of the maximum and minimum values, see Figure 6. In practice,
we do not have the exact initial condition that we want to rebuild. However, the
background information available can be used to form a training data set.
In meteorology, the initial condition is affected by the topography of the region
of interest. Numerically we can model these perturbations as discontinuities. This
modification consists in adding a jump function to each one of the N elements in the
training data set.
5.2.1. Experiment 3. For this experiment, we vary the parameter βw of the placement
vector, while βσ = 0.001 and β = 0.001 remain fix. We consider a sparsity enforcing
penalty function Φǫ with ǫ =
1
8 . In this case, the location vector w = (w, σ) has to
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Figure 6. Training initial conditions. (i) u†
3
(x, y), (ii) u†
8
(x, y)
be in average the optimal one for each training pair considered. Table 7 shows the
structure of the resulting location vectors w and σ. As in the first experiment, the
value of ‖w‖ℓ1 decreases as the penalization parameter increases. We can observe this
behavior, as well as the number of iterations in Table 8.
βw # zeros in w I2w # ones in w # zeros in σ # ones in σ
0.0001 0 0 400 0 14
0.001 4 0 396 0 14
0.002 16 1 383 0 14
0.004 77 0 323 0 14
0.006 140 3 257 0 14
0.008 173 0 227 0 14
0.009 189 0 211 0 14
0.010 204 0 196 0 14
0.012 225 0 175 0 14
0.014 244 0 156 0 14
0.015 281 0 119 0 14
0.016 321 0 79 0 14
0.017 347 0 53 0 14
0.018 359 0 41 0 14
0.02 400 0 0 14 0
Table 7. Experiment 3. Changes in w’s structure for different values of βw
There are some cases where the obtained location vector has nonbinary weights. This
result is not unexpected since the minimization problem, that includes the sparsity
enforcing penalty function, is still an approximation of the mixed integer nonlinear
problem. Since these nonbinary weights are very few (see Table 8, βw = 0.002 and
βw = 0.006), we decide if they correspond to 0 or 1 by using an exhaustive search.
We show this results for these values of βw in Table 9. The graphical representation
of the resulting location vectors with different values of βw is presented in Figure 7.
Alternatively, it is possible to use thresholding techniques to ensure binary weights.
5.3. Error in the reconstruction of the desired state. The aim of this last exper-
iment is computing the error between the desired state and the one obtained by using
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βw J0 Jend ‖w‖ ‖σ‖ iter iter DA PDE-solved
0.0001 0.17296 0.17296 400 14 6 21 108
0.001 0.53296 0.52897 396 14 9 21 162
0.002 0.93296 0.90068 383.487 14 13 21 234
0.004 1.733 1.4253 323 14 9 21 162
0.006 2.533 1.6865 257.899 14 13 21 234
0.008 3.333 1.9506 227 14 8 21 144
0.009 3.733 2.034 211 14 8 21 144
0.010 4.133 2.0953 196 14 8 21 144
0.012 4.934 2.2369 175 14 5 20 90
0.014 5.734 2.3215 156 14 5 20 90
0.015 6.134 2.4775 119 14 6 20 108
0.016 6.534 2.0606 79 14 8 20 144
0.017 6.934 1.4971 53 14 8 20 144
0.018 7.334 1.0974 41 14 9 20 162
0.02 8.133 0.1325 0 0 10 17 180
Table 8. Experiment 3. Decreasing of ‖w‖ for different values of βw
βw N
◦ null elements I2w N
◦ elements N◦ null elements N◦ elements
in w one in w in σ one in σ
0.002 16 0 384 0 14
0.006 143 0 257 0 14
Table 9. Experiment 3. Recovering the binary structure of w
the rebuilt initial condition. To do that we form the training set as follows: We consider
the same initial condition for every element in the training set, i.e., u†j(x, y) = u
†(x, y)
for all j = 1, . . . , N . As in the previous experiment, y†j is obtained through simulations
of the system model, however, in this case, we consider different right-hand sides in the
dynamical system of the data assimilation problems. Moreover, for each j = 1, . . . , N ,
the observed state zoj is built by adding Gaussian noise with mean zero and different
values of standard deviation. Doing this let us simulate the covariance matrix present
in the model.
5.3.1. Experiment 4. For this experiment, every element in the traing set has the form
u†(x, y) = sin(2πx) sin(2πy). We work with different values of standard deviation
(SD) in the observed state while keeping fix the values of the penalization parameters
βσ = 1 × 10
−6 and β = 0. The absolute and relative errors between the desired and
the obtained states are compute in the following way:
error.abs =
1
N
N∑
j=1
‖y†j − yj‖L2(Q), error.rel =
∑N
j=1 ‖y
†
j − yj‖L2(Q)∑N
j=1 ‖y
†
j‖L2(Q)
We report the absolute and the relative errors obtained with different noise levels in
Table 10.
As expected, using larger values of standard deviation in the noise added to the
observed state zoj , for all j = 1, . . . , N , leads to larger values of the absolute and
relative errors.
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Figure 7. Optimal placement vector’s structure. Different values of βw. (i)βw = 0.010,
(ii)βw = 0.012, (iii)βw = 0.014, (iv)βw = 0.016, (v)βw = 0.017, (vi)βw = 0.018.
βw SD error ab. error rel.
0.01
0.001
3.776× 10−4 0.03319
0.05 3.746× 10−4 0.03293
0.1 3.797× 10−4 0.03338
0.01
0.01
1.868× 10−3 0.16437
0.05 1.866× 10−3 0.16404
0.1 1.875× 10−3 0.16495
Table 10. Experiment 4. Error between the desired and the obtained states
6. Conclusions
In this paper, we propose a bilevel learning approach for observation placement
in variational data assimilation. The solution of our bilevel optimization problem
consists of two location vectors both in space and time. The first one provides the
optimal configuration where the sensors/devices have to be placed, while the second
one gives the optimal time subintervals at which the sensors have to be turned on.
We divide the study of the problem into two stages. The first one focuses on the
analysis of a semilinear data assimilation problem, whose adjoint equation contains
regular measures in space and mollified Dirac measures in time. We show the existence
of a very weak solution of the adjoint state as well as useful estimates in terms of the
solution vectors.
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Thereafter, we use the optimality condition of the data assimilation problem as
constraint of the optimal location problem and consider a supervised learning approach
in which we presuppose the existence of a training set of initial conditions and their
corresponding states. A first-order optimality system for the bilevel problem is then
derived by considering the constraint as a multi-state system of partial differential
equations, for which an adapted penalty approach is investigated.
Numerically, both the lower- and the upper-level problems are solved by using
second-order methods. Specifically, the upper-level problem is solved by using a pro-
jected BFGS method where the approximation of the inverse of the reduced Hessian
matrix is built iteratively by using the estimation of ǫ−active sets. We also show that
the proposed projected algorithm preserves the superlinear convergence rate.
The performed experiments provide the structure of the locations vectors, showing
that the solution becomes sparser as the penalization parameters increases. In some
applications, one may wish to take into account economic factors and non-viable places
to locate sensors or devices. We consider these scenarios in some experiments to get
more realistic results.
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