Introduction
In recent years the semantic annotation has become an inevitable step in processing NLP chains, since it allows better identification and explication of knowledge information. The semantic annotation might range from named-entities to Minimal Recursion Semantics structures. It is also a very popular step in Semantic Web applications, which try to make the immense and still growing multilingual information in Web available to the international community. The most recent works, such as [4] and [8] , for example, concern the usage of semantic annotations for representation of multilingual information from cultural heritage texts, multilingual mapping, and language localization strategies for the Semantic Web. The problems of semantic annotation in connection with Natural Language Processing have been in the focus of many papers, among which [1] . Needless to say, there exist also approaches that do not benefit from language resources, like in [6] .
In this paper we mean under "semantic annotation" the annotation of text chunks with concepts, structured in a domain ontology that fits the domain of the processed texts. Such a task is not trivial, since a domain ontology is needed (as a language-independent knowledge core), as well as terminological lexicons (as language dependent resources). But there is also a need of a mapping mechanism between the ontology and the lexicons.
Apart from the availability of these resources, another issue is the possibility of extending and adjusting both types of resources with respect to the coverage and precision. Thus, on one hand, the domain texts themselves provide material for the lexicons, as well as for the missing concepts in ontology. On the other hand, the annotation on in-domain texts evaluates the quality of the applied resources.
The paper is structured as follows: in the next Section the Ontology-to-Text Relation Strategy is presented with respect to the triple: domain ontologyterminological lexicon-annotation grammars. In Section 3 the focus is on the new specific applications of this strategy to Bulgarian Iconographic Domain. Section 4 concludes the paper.
Defining the Ontology-to-Text Relation Strategy
The approach evolved from the method to create, support and use Ontology-Based Lexicons [12] . The underlying idea of Ontology-to-Text Relation Strategy is to have some starting ontological notions, defined in a particular domain. Then, the adequate NLP technology is applied, so that the lexicalizations of the ontological notions to be recognized as verbalizations in natural language texts. The task is not trivial at all, because: (1) not all the ontological terms are (neither could be) lexicalized in a natural language form; (2) not all of the ontological notions occur in natural language texts in the way they are defined by experts of the ontology domain; and (3) the ontological terms could be presented in lexical elements or free phrases in various ways within the natural language texts. The strategy aims at handling the knowledge in domain ontologies, where the ontological notions and statements are agreed on by the experts of a particular domain of knowledge.
Ontology-to-Text Relation Strategy is defined as a connection between ontological notions of a given ontology and a terminological lexicon with lexicalizations of these notions in natural language. The terminological lexicon might play the role of a basis for the construction of annotation grammar of the given natural language, so that the grammar recognizes the ontological notions in natural language texts.
Resources
Ontology-to-Text Relation Strategy comprises two intermediate components: a terminological lexicon and an annotation grammar.
The terminological lexicon plays a twofold role. First, it inter-relates the concepts of the ontology to the lexical knowledge used by the grammar in order to recognize the concept role in the texts. Second, the lexicon represents the main interface between the user and the ontology. This interface allows the ontology to be navigated or represented in a natural way for the user. For example, the concepts and relations might be named with terms used by the stakeholders in their everyday activities and in their own natural language (e.g., Bulgarian). This could be considered as a first step to a contextualized usage of the ontology.
The concept annotation grammar is considered ideally as an extension of a general language deep grammar which is adapted to the concept annotation task. Minimally, the concept annotation grammar contains for each term in the lexicon at least one grammar rule aiming at the recognition of the term lexicalizations in natural language texts. Input texts annotation with grammatical features and lemmatization depends on the particular choice of grammatical resources used with the strategy. It is seen as a pre-processing step concerning the application of Ontology-to-Text Relation Strategy. The disambiguation rules exploit the local context in terms of grammatical features, semantic annotation and syntactic structure, and also the global context, such as topic of the text, discourse segmentation, etc. The following picture indicates the relation among the lexicon, the annotation grammar and the text: 
The resource creation cycle
The realization of Ontology-to-Text Relation Strategy contains three steps, which could be repeated in a cycle to achieve better results for a particular natural language:
1. Create/enrich the terminological lexicon of ontological concept lexicalizations in a given natural language. In general, different ways, in which one concept could be represented in a natural language text are potentially infinite in number, so only the most frequent lexicalizations could be represented or only the occurrences in a corpus of specialized texts could be considered.
2. Develop/tune some grammatical resources of a particular language to cover the lexicalizations of the terminological lexicon. It is important how deep the parsing should be with respect to the given task.
3. Evaluate the performance, for example, against a "gold standard" text corpus.
In Fig. 2 bellow the design of the applied Ontology-to-Text Relation Strategy is presented. The NLP technology is indicated in the box. It might consist of resources (morphological lexicons, annotation grammars) and other supporting tools, such as tokenizers, sentence splitting module, etc. The Input texts indicate the data that has to be annotated. The ontological concepts and the terms mapped to them from the terminological lexicons are connected to the text chunks via the annotation grammars. 
Related works
The basic idea of Ontology-to-Text Relation Strategy is described in the works presented in [5] , which focuses on the nature of Ontology-based Lexicons. The basic difference is the assumption behind the Ontology-to-Text Relation Strategy that the lexicon is based on the ontology, i.e., the word senses of all lexicon entries are represented by ontological concepts, relations or instances. The approach draws in many respects on the work, done on WordNet [3] , EuroWordNet [14] , SIMPLE [7] . With WordNet-like lexicons it shares the idea of grouping lexical units around a common meaning and in this respect the term-groups in Ontology-to-Text Relation correspond to synsets in the WordNet model. The difference is that the meaning is defined independently in the ontology.
An interesting application of such lexicons to semantic annotation task is demonstrated in [13] . In [10] the work of applying Ontology-to-Text Relation strategy to create an Ontology-Based Lexicon of Bulgarian is described.
Ontology-to-Text Relation Strategy is exploited with the EU project LT4eL "Language Technology for e-Learning" (http://www.lt4el.eu). The ontology used there is built up by notions in the domain of Computer Science (terms, such as System, Computer, Program, Program Creator, etc.) and contains 1200 domain concepts with lexicalizations in eight natural languages. The input texts are lectures from the field of "Computer Science for Non-Computer Scientists" and could cover topics like operating systems; programs; document preparation -creation, formatting, saving, printing; Web, Internet, computer networks; HTML, websites, HTML documents; email, etc. The output is words or phrases, marked-up with ontological concepts.
Within the EU project AsIsKnown "A Semantic-based Knowledge Flow System for the European Home Textiles Industry" (http://www.asisknown.org) the Ontology-to-Text Relation Strategy is used over domain ontology in textile and interior design. The ontology includes over 2000 concepts. The terminological lexicons cover around 1.4 lexical units per concept. The ontology was used for semantic annotation of texts from magazines with the aim to predict the new trends in the interior design. For example, the changes in the colours of the carpets and curtains, etc. In contrast to the LT4eL ontology, where the domain-specific relations were few, in AsIsKnown ontology they were added consistently (width and length of the carpet; the material it is made of; the elastic characteristics, etc.). The semantic annotation has been enabled also for the images in a special application. There the stakeholder can annotate the objects in a picture with concepts from the domain ontology.
Both projects, above mentioned -LT4eL and AsIsKnown used the domainspecific texts for extracting of domain terms and identifying new domain concepts. Additionally, in AsIsKnown home textile international standards have been used for ensuring better domain coverage. Both projects have been multilingual, and thushad to take into account the language specific issues.
3. Application in the Domain of Iconography for SINUS Project SINUS Project "Semantic Technologies for Web Services and Technology Enhanced Learning" (sinus.iinf.bas.bg) is a research project funded by the Bulgarian National Science Fund. Project's main objective is to develop an environment that applies Semantic Web technologies as well as to create Technology-Enhanced Learning applications [2] . SINUS environment contains semantic repositories and some of the developed services perform semantic annotation of information objects [16] . Ontology-to-Text Relation Strategy is applied for SINUS project to support the semantic annotation within SINUS environment. Annotated information objects of the project use-case reflect real iconographical objects (icons, wall-paintings, etc.) which multimedia descriptions and pictures are stored in Multimedia Digital Library "Virtual Encyclopedia of East-Christian Art" [9] . The semantic annotations of iconographical objects are based on several ontologies created for purposes of SINUS project. Each one of the ontologies describes a different aspect of iconographical knowledge and art domain: descriptive (library style) information, technologies of iconography, religious aspects of iconographical images, etc. This is in contrast to LT4eL and AsIsKnown projects, where one ontology per domain has been constructed, and it was mapped to an upper ontology. Here a layered approach has been taken.
The realization of Ontology-to-Text Relation Strategy is claimed to be useful for the performance of SINUS environment, because it suggests pragmatic use of available texts describing the iconographical objects. The semantic annotation model is based on features which might be mentioned in a natural language form within the particular descriptive texts. For example, if the current semantic annotation model of particular iconographical object does not contain a filler for the feature of Primer of type Plaster, but the following text describes the same iconographical object as having:
Гипсов грунд, нанесен тънко и равномерно.
Plaster ground coat, applied thinly and evenly.
Then the feature Primer of type Plaster could be added to the semantic annotation.
Two variants of Ontology-to-Text Relation Strategy are realized in SINUS project. The first starts from ontological concepts in SINUS_TechnologySpec Ontology (16 classes, 14 object properties, 43 ontological individuals). Occurrences of notions Gilding, Lacquering, Primer, Type of Gilding, Condition of Lacquering, etc., can be searched within descriptive texts of particular icons. The texts focus is on materials and techniques used in the icon creation, or on the current condition state of the icons. When some occurrences are found in the texts, ontological expressions are returned as possible parts of the semantic annotation model, which could be used further, namely confirmed or rejected by the human annotator. The second application of Ontology-to-Text Relation strategy for SINUS project recognizes the terms of ontology SINUS_IconographicalImage (7 classes, 5 object properties, 21 ontological individuals): Iconographical Character, Type of Character Image, Festive Scenes, etc. concepts are sought in texts describing religious images of real iconographical objects. In both cases the desired output is a list of ontological constructions corresponding to the recognized terms, and the details of linguistic realization are not of interest; the list of offered ontological constructions is connected to the processed text as a whole.
Concerning the evaluation of performance, the decision taken for the SINUS applications is a "gold standard" text corpus to be used. The "gold standard" text corpus is prepared using a manual mark-up procedure supported by the CLaRK system [11] (http://www.bultreebank.org/clark/). Three types of ontological terms lexicalizations are distinguished:
• lexical variations of the term: added to the terminological lexicon; for example, the term Lacquering could be realized in Bulgarian as лак (lacquering) or лаково покритие (a layer of lacquering);
• syntactic variations of term lexicalizations: object of target recognition by the grammar; for example, an alternative lexicalization изображението е традиционно (the image is traditional) for the term традиционно иконографско изображение (traditional iconographical image);
• lexicalizations of the term on semantic level, which are not a part of our Similarly to LT4eL and AsIsKnown projects, SINUS project applications rely on the CLaRK system and its technology to apply Finite State Automata and to build grammars that recognize the lexicalizations, mapped to the ontological terms. In both cases, with SINUS_TechnologySpec Ontology and with SINUS IconographicalImage Ontology, all possible variations of the elements within the chunks are lemmatized by the Bulgarian Morphological Lexicon [15] . Some nonlocal syntactic constructions are also modelled in the input expressions of the grammar by means of regular expressions of the system CLaRK, for example: <RE>(изображение, #*, традиционно)</RE>, for recognizing phrases like изображението е традиционно (the image is traditional).
Interesting coordination is also modelled without additional syntactic analyses of input texts: the coordination of mentioned religious Character name and 
Conclusion
In general, there have been several challenges behind the task to apply Ontology-toText Relation Strategy. First of all, the type of the ontology that is being mapped to the text lexicalizations. Our survey showed that the more domain-level is ontology, the better is the recognition of the corresponding lexicalizations. Another issue is the recognition of relations. At the moment we have identified only the concepts (ontological classes and individuals), but not the relations between them, similarly to LT4eL project and in contrast to AsIsKnown Project.
For the task of the semantic annotation, some prerequisites are required in the area of Natural Language Processing. These are the following resources: terminological lexicons in the specific language of interest for the given domain; grammatical resources, parsers for this language, available specialized texts rich in domain terms, etc. Thus, the usual difficulties are: the change of the natural language and the change of the domain. The solution to the first problem depends on the availability of the necessary resources and technology, while the solution to the second problem depends on the availability of ontology in the specific domain and on the terminological lexicons corresponding to it. In any case, cross-linguality is a challenging, but interesting problem with promising capacity when applying Ontology-to-Text Relation Strategy.
The experiences with the presented herein new applications of Ontology-toText Relation Strategy for the purposes of SINUS project show that this variant of semantic annotating, although not-too-big with respect to the number of concepts, has its pragmatic value for the SINUS environment. The lack of terminological lexicons and a domain-tuned deep parser does not seem to be crucial for our task. The reason is that the language in iconographic domain can be considered as a "controlled language" with predictable syntactic and lexical variation. Thus, another conclusion can be drawn here, namely: it is necessary to estimate in advance the efforts and resources, required for each particular task.
The "gold standard" text corpus prepared for SINUS project applications is available for public use together with the paralleled English translations on the Bulgarian CLARIN website.
