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INTRODUZIONE 
L’elaborazione del Linguaggio Naturale (in inglese: Natural Language Processing, NLP) 
combina l’informatica, la linguistica e l’intelligenza artificiale per processare in 
maniera automatica la lingua scritta o parlata. Questo campo ha assistito ad una 
crescita esponenziale negli ultimi decenni e gli ambiti di ricerca sui quali sono stati 
effettuati lavori sono vasti. Alcuni compiti risolvibili tramite NLP sono applicabili 
direttamente nel “mondo reale”, mentre altri compongono un insieme di task che 
uniti vanno a risolvere problemi di altro genere. L’obiettivo del contributo fornito da 
questa tesi è quello di affrontare il problema della Semplificazione Automatica del 
Testo (in inglese: Automatic Text Simplification, ATS), uno dei task di NLP che in Italia 
non ha ancora assistito a molti studi approfonditi da parte dei ricercatori. Lo scopo 
dell’ATS è quello di ridurre la complessità sia lessicale sia sintattica di un testo, 
conservandone però intatto il significato originale. Le motivazioni che spingono 
all’approfondimento e alla ricerca in questo settore riguardano sia obiettivi machine-
oriented che human-oriented. Nel caso discusso nella tesi, la ricerca sulla ATS si 
inserisce nel secondo filone ed è dettata principalmente dalla necessità di adattare 
testi per quelle persone che presentano difficoltà di comprensione del testo 
(chiamate anche in letteratura poor readers o poor comprehenders) o una scarsa 
abilità di lettura dovuta ad altre motivazioni o, ancora, per persone in fase di 
apprendimento della lingua (L2). In generale la semplificazione automatica deve 
essere in grado di fornire una “traduzione” di un testo nella stessa lingua di partenza, 
ma in una versione più semplice. La tesi affronterà il tema dell’ATS toccando diversi 
punti fondamentali e mostrerà nel dettaglio il primo corpus italiano costruito per la 
semplificazione automatica del testo. 
Nel capitolo 1 saranno descritte alcune delle risorse costruite appositamente 
nell’ambito dell’ATS per diverse lingue, quali l’inglese, lo spagnolo e il portoghese 
brasiliano. In seguito, all’interno dello stesso capitolo, verranno mostrati alcuni 
sistemi di ATS ideati a partire dalle stesse risorse descritte, oltre a sistemi per il basco, 
il francese e l’italiano. L’insieme di ciò che viene descritto in questo capitolo 
rappresenta lo stato dell’arte delle risorse e dei sistemi creati finora nell’ambito 
dell’ATS. 
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Nel capitolo 2 saranno descritti alcuni dei sistemi per l’analisi linguistica (su più livelli) 
di testi in lingua italiana, sviluppati all’interno dell’Istituto di Linguistica 
Computazionale “A. Zampolli” del CNR di Pisa, ovvero READ-IT, LinguA e Monitor-IT. 
Questi sistemi (unici disponibili per la lingua italiana) risultano estremamente utili per 
la valutazione della leggibilità e complessità dei testi in maniera automatica e dunque 
rientrano nell’insieme di tecnologie utilizzabili per la valutazione delle risorse create 
nell’ambito dell’ATS. Verrà inoltre effettuato un esempio di monitoraggio di un testo, 
per mostrare quali sono alcune delle caratteristiche linguistiche da tenere in 
considerazione quando si effettua una valutazione lessicale, sintattica o globale di un 
testo a livello di complessità. I corpora che saranno monitorati nell’esempio che verrà 
mostrato sono 5 corpora di riferimento per i diversi gradi di istruzione, dalle 
elementari alle superiori. 
Nel capitolo 3 si scenderà in dettaglio nella descrizione dei corpora che andranno a 
formare le risorse per un futuro sistema di semplificazione automatica del testo per 
l’italiano. I corpora, chiamati Terence e Teacher, sono stati creati in due diversi ambiti 
e con due approcci differenti e sono corpora paralleli, allineati e annotati con regole 
di semplificazione, contenenti alcuni testi destinati ad un target sia di studenti poor 
comprehenders di età compresa tra i 7 e gli 11 anni, sia studenti apprendenti l’italiano 
come L2, tipicamente iscritti alla scuola media. Inizialmente verrà illustrato lo schema 
di annotazione utilizzato nei corpora. Sarà effettuato poi il monitoraggio delle 
versioni originali dei testi messe a confronto tra loro e, in seguito, la stessa 
operazione sarà svolta sulle versioni originali in confronto a quelle semplificate, per 
studiare se e in che modo le operazioni di semplificazione attuate hanno influenzato 
le caratteristiche linguistiche dei corpora, studiando anche se c’è una correlazione tra 
le caratteristiche delle frasi originali e di quelle semplificate. 
Nel capitolo 4 sarà esaminata in maniera approfondita una delle varie operazioni di 
semplificazione che sono state effettuate e marcate nei testi dei corpora, ovvero 
l’inserimento. Questa operazione può essere descritta come l’aggiunta nel testo di 
una o più parole con il compito di aiutare il lettore nella comprensione degli eventi 
descritti. La scelta dell’analisi di un’operazione in particolare è ricaduta 
sull’inserimento perché in precedenza, nell’ambito dell’ATS, non sono mai stati 
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indagati a fondo il funzionamento, la distribuzione delle parole inserite nel testo e la 
possibilità di automatizzazione di questa operazione. L’approfondimento affrontato 
nel capitolo 4 consisterà nella classificazione dei diversi generi di inserimento e 
nell’analisi della distribuzione delle varie tipologie. Verranno inoltre forniti numerosi 
esempi che saranno discussi a fondo per comprendere come un sistema di ATS 
potrebbe sfruttare le risorse testuali (e se queste bastino o vadano espanse) per la 
creazione di un modulo in grado di completare l’operazione di inserimento 
automatico in maniera corretta ed efficace.  
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1. STATO DELL’ARTE DELLE RISORSE E DEI SISTEMI ATS  
È interessante notare come a seconda delle risorse utilizzate e dello scopo finale del 
lavoro, la definizione di Automatic Text Simplification (ATS) presenti delle versioni 
“alternative” più ampie e focalizzate sul progetto in costruzione o più specifiche (es: 
semplificazione lessicale/sintattica). Lo studio di questo tipo di operazioni su testo sta 
ultimamente ricevendo attenzioni sempre maggiori; ciò è dovuto alle interessanti 
possibilità di utilizzo a livello pratico: ad esempio potrebbe risultare utile in un ambito 
di preprocessing di dati testuali per semplificare un eventuale input per svolgere al 
meglio compiti di NLP come parsing, traduzione o estrazione di informazioni. Risulta 
utile anche per la “traduzione” (ovvero semplificazione) di testi complessi in testi più 
semplici specificatamente per lettori di un certo genere, come bambini (De Belder et 
Moens, 2010) che per le prime volte si approcciano alla lettura o per apprendenti L2 
di una lingua (Petersen e Ostendorf, 2007). Alcuni studi nel campo sono mirati invece 
ad intervenire nell’aiutare persone con disabilità linguistiche particolari come afasia 
(Carroll et al., 1998), sordità (Inui et al., 2003) e dislessia (Bott e Saggion, 2014). 
Fino ad ora la ATS è stata studiata seguendo principalmente tre approcci diversi: 
 Regole “fatte a mano”: l’approccio più classico, che consiste nella creazione 
da parte di esperti (linguisti, insegnanti, ecc.) di regole da utilizzare per la 
semplificazione del testo. Generalmente queste regole coprono e 
intervengono su particolari fenomeni che ricorrono nel testo e che vengono 
considerati sinonimo di complessità, come ad esempio frasi passive o 
apposizioni. 
 Utilizzo di corpora paralleli per apprendimento automatico delle regole di 
semplificazione: questo approccio è stato reso possibile dalla massiccia 
presenza di corpora per la lingua inglese e consiste nell’affiancare un corpus 
di testi originali complessi e uno formato dagli stessi testi in versione 
semplificata, così da avere una base per l’individuazione automatica da parte 
del computer delle regole da utilizzare poi per semplificare nuovi testi. 
 Utilizzo di corpora paralleli annotati con regole di semplificazione: 
diversamente dal punto precedente, questo approccio è stato utilizzato per le 
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lingue diverse dall’inglese, che non dispongono di una vasta quantità di dati 
allineati da sfruttare. In questo caso i corpora paralleli sono stati 
precedentemente creati, allineati (generalmente a livello di frase) e annotati 
con le regole di semplificazione utilizzate per la creazione del testo 
semplificato. 
Ogni approccio ha i suoi pro e contro: per i primi due approcci, per quanto riguarda i 
contro, si ha da un lato l’eccessivo costo dello sviluppo di regole fatte a mano, 
dall’altro un eccessivo affidamento fatto ai parser che vengono utilizzati in fase 
preliminare nei corpora esaminati. Per quanto riguarda il terzo punto, uno dei contro 
consiste nel costo della creazione delle risorse necessarie, soprattutto se di ampie 
dimensioni. 
Quando si intende creare un certo sistema che risolva un compito di NLP, è sempre 
necessario in generale creare (o sfruttare) un corpus di qualche tipo che dovrà avere 
caratteristiche congeniali al problema che si sta per affrontare. La costruzione di 
queste risorse risulta probabilmente la parte più complessa e alla quale bisogna 
portare maggiore attenzione. Prendendo un esempio banale: volendo creare un 
sistema di traduzione automatica dall’Inglese all’Italiano, si potrebbe scegliere di 
utilizzare alcuni corpora paralleli di articoli di quotidiani per addestrare il nostro 
sistema su questi. E ciò, fatto con cura e attenzione, potrebbe persino fornire degli 
ottimi risultati, ma probabilmente la traduzione di un testo scientifico specialistico 
inserito nel sistema non sarebbe molto accurata. Questo accadrebbe perché, seppure 
si parli sempre di lingua inglese e italiana, un testo specialistico tenderà ad usare 
terminologie o modi di esporre una semplice frase che devieranno dal linguaggio 
giornalistico classico. Quello presentato è il tipico problema del domain adaptation, 
uno delle tante difficoltà a cui si può andare incontro nello sviluppo di sistemi di NLP.  
Con questo esempio si voleva dunque sottolineare che la costruzione delle risorse del 
sistema svolge una parte fondamentale del percorso e per questo verranno illustrati 
in seguito alcuni esempi di risorse e il loro effettivo utilizzo nella creazione di sistemi 
di ATS. Inoltre si mostreranno alcuni sistemi già in via di completamento o completati 
e si discuteranno i risultati sulla valutazione degli stessi. 
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1.1. Le risorse 
Per arrivare alla creazione di un sistema di NLP per lo svolgimento di un determinato 
compito prestabilito è sempre necessario partire da risorse testuali adatte. Nel caso 
della ATS si è generalmente fatto affidamento a corpora paralleli e allineati che 
presentano da un lato frasi al loro stato originale e dell’altro le stesse frasi nella loro 
versione semplificata, la cui semplificazione è stata generalmente svolta 
manualmente da personale addestrato in tal senso (linguisti, insegnanti, ecc.). In 
questa sezione verranno mostrati alcuni esempi di risorse per l’ATS per diverse 
lingue, scendendo quando possibile nei dettagli della loro creazione. 
1.1.1. Risorse per l’Inglese: Simple English Wikipedia 
La Simple English Wikipedia1 (SEW) è un’edizione di Wikipedia scritta in Basic English 
(Ogden, 1930) e Special English (utilizzato a partire dagli anni ‘60). Entrambe le 
“lingue” comprendono un lessico poco ampio e un uso di termini comuni e di facile 
uso e comprensione. In totale il progetto utilizza circa 2000 parole comuni 
dell’Inglese. Fu pubblicata a partire dal 17 Novembre del 2003, con lo scopo di fornire 
un’enciclopedia per persone con difficoltà di apprendimento e per persone che 
vogliono imparare l’Inglese. Nel 2014 conteneva oltre 100 mila pagine e un buon 
numero di utenti attivi2. Le pagine non sono altro che versioni semplificate delle 
normali pagine di Wikipedia e per questo forniscono una risorsa molto comoda in 
quanto siamo in presenza di risorse allineate, utilissime per i compiti di ATS. 
1.1.2. Risorse per la semplificazione di testi in Portoghese Brasiliano 
Il progetto nato per la creazione di risorse di lingua Portoghese Brasiliana per l’ATS 
prende il nome di PorSimples (Caseli et al., 2009) e mira alla produzione di uno 
strumento di semplificazione automatica per promuovere e permettere l’accesso agli 
strumenti digitali moderni a persone con uno scarso livello di alfabetizzazione ed 
eventualmente anche a persone con difficoltà di altro genere.  
                                                          
1 https://simple.wikipedia.org/ 
2 https://simple.wikipedia.org/wiki/Simple_English_Wikipedia 
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Le strategie di semplificazione che il tool finale dovrà seguire sono tre: 
 Text summarization: riassunto automatico dei contenuti del testo; 
 Highlighting: evidenziazione dei contenuti più importanti delle frasi, come le 
entità nominate, con lo scopo di aiutare il lettore nel comprendere al meglio 
il testo tramite aiuti visuali; 
 Text semplification: l’operazione di semplificazione del testo in sé, con 
operazioni a livello lessicale e sintattico. 
Diversamente dall’inglese, per il portoghese non esisteva già una risorsa utilizzabile 
in grado di fornire una base per la creazione di uno strumento atto a determinare 
automaticamente come effettuare le tre operazioni (elencate sopra). Dunque è stata 
necessaria la sua creazione da zero.  In questo caso sono state eseguite le seguenti 
operazioni: 
 Costruzione di un corpus parallelo di testi originali e semplificati per il 
Portoghese; 
 Sviluppo di uno strumento (chiamato Semplification Annotation Editor) in 
grado di aiutare le persone nel compito di annotazione manuale; 
 Creazione di uno schema per rappresentare l’informazione originale-
semplificato, basato su XCES3, uno standard per l’annotazione di corpora nel 
quale il documento sorgente è puro testo e in un file XML a parte sono 
conservate le annotazioni. 
Lo strumento creato appositamente per la semplificazione assistita consiste di 3 
finestre principali ovvero quella del testo originale, quella dove andrà inserito il testo 
semplificato e quella contenente le informazioni riguardanti le trasformazioni 
eseguite per la semplificazione (lo strumento è molto versatile e user-friendly). Sono 
state individuate in questo caso 10 operazioni di semplificazione possibili a livello 
sintattico: 
 Non semplificare; 
 Riscrittura semplice o forte (Petersen et al., 2007);  
 Riordinare la frase in maniera canonica 
                                                          
3 http://www.xces.org 
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 Modificare da passiva ad attiva 
 Invertire ordine delle proposizioni 
 Dividere una frase 
 Unire frasi 
 Eliminare la frase  
 Eliminare una parte di frase 
A livello lessicale il programma propone su richiesta sinonimi più semplici o frequenti. 
Le risorse linguistiche utilizzate in questo caso provengono da un insieme di parole 
costruito ad hoc, contenente termini comuni ai giovani, parole prese da testi per 
bambini e altre comuni nel dizionario di base (in generale parole concrete).  
Una volta creato, il corpus è stato reso accessibile tramite un ulteriore strumento, un 
portale chiamato Portal of Parallel Corpora of Simplified Text, in grado di fornire una 
lista di tutte le operazioni di semplificazione effettuate, oltre all’accesso diretto alle 
annotazioni XCES. 
Il corpus è composto da 104 testi presi dal giornale Zora Hora. La rivista in questione 
è stata scelta in quanto presenta già una versione semplificata di alcune notizie. La 
semplificazione in questione è fatta per i bambini e questa risorsa è stata dunque 
utile al fine di valutare anche le regole di semplificazione che intervengono in un caso 
simile e quindi forniscono una base per la creazione di uno strumento di ATS per 
bambini. Gli articoli originali sono stati comunque semplificati da un linguista con 
l’aiuto dello strumento precedentemente descritto, creando per ogni frase due 
differenti versione semplificate: una naturale e una forte. Con naturale si intende una 
semplificazione svolta scegliendo liberamente le operazioni tra quelle disponibili, 
mentre con forte si indica una semplificazione svolta seguendo regole precise che 
indicano quando e come va fatta una certa operazione. Il corpus così ottenuto è 
composto dai dati visibili nella tabella 1. 
 Originale Naturale Forte 
Numero di frasi 2116 3104 3537 
Numero di parole 41987 43013 43676 
Lunghezza media frasi 19,8 13,85 12,35 
Tabella 1.1: statistiche del corpus Portoghese Brasiliano 
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Le operazioni di semplificazione maggiormente rappresentate dai testi si 
differenziano, per distribuzione, tra i testi con semplificazione naturale e forte. Nei 
testi “forti” si scopre che in realtà il 71% delle frasi non sono state affatto toccate, 
mentre nel caso dei testi “naturali” solo il 19% sono state lasciate uguali alle originali. 
I testi di questo tipo effettivamente presentano una forte presenza di sostituzioni 
lessicali (46,31%), di divisioni in più frasi (34,17%), di riscrittura semplice (24,05%) e 
di eliminazione di contenuti dalla frasi (11,39%). Nella sezione 1.2.4. sarà mostrato il 
sistema che deriva direttamente dall’utilizzo di queste risorse. 
1.1.3. Risorse per la semplificazione di testi in Spagnolo 
“La semplificazione del testo consiste nell’adattamento di un testo per bisogni 
particolari o per un certo gruppo di lettori […]” (Bott & Saggion, 2014) 
In questo modo, in un articolo pubblicato nel 2014 da Saggion e da Stefan Bott, viene 
definito il compito della ATS: semplificazione come adattamento di un testo 
complesso per il bisogno di distinti gruppi di persone con diverse problematiche, 
comprese difficoltà cognitive. Il lavoro qui descritto è parte di un progetto più ampio, 
il progetto Simplext (Bott & Saggion, 2011), e il target di persone consiste in un 
gruppo di studenti con la sindrome di Down che sta frequentando l’università 
seguendo un programma che punta all’inserimento degli stessi nel mondo del lavoro. 
Come nel caso dell’Italiano e del Portoghese, lo Spagnolo non disponeva di risorse già 
utilizzabili come succede per l’Inglese, quindi è stato creato un corpus di articoli di 
giornale semplificati a mano (200 circa quando è stato pubblicato l’articolo, ma è 
indicato che si sta continuando ad espanderlo), utili a formare la base per lo sviluppo 
delle risorse linguistiche. Sono stati inoltre studiati algoritmi per una soluzione pratica 
del problema della semplificazione. Ogni testo è stato semplificato da un singolo 
esperto (di dominio) e in seguito revisionato da un gruppo di ricerca della Universidad 
Autonoma de Madrid. L’insieme dei testi è stato in seguito annotato 
automaticamente tramite i processi di part-of-speach tagging, riconoscimento delle 
entità nominate e parsing; è stato inoltre eseguito un programma di allineamento 
automatico delle frasi originali e relative semplificate (con revisione manuale a fine 
processo). 
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La semplificazione manuale adottata si basava su un metodo sviluppato 
precedentemente proprio per persone con problemi cognitivi (Anula 2007, 2008). Per 
valutare quanto un testo risulti complesso si vanno a considerare due variabili, ovvero 
la complessità del vocabolario e la complessità sintattica, misurate tramite specifici 
metodi creati appositamente. L’obbiettivo del metodo utilizzato è quello di 
minimizzare questi valori, cosa che indicherebbe sperabilmente un testo più 
semplice. Il metodo di semplificazione manuale adottato contiene oltre 30 tra regole 
e consigli di semplificazione, tra le quali si trovano ad esempio (dal punto di vista 
lessicale):  
 Sostituzione di parole non comuni (con bassa frequenza) con i rispettivi 
sinonimi più frequenti; 
 Sostituzione di parole ambigue con sinonimi meno ambigui, se possibile; 
In entrambi i casi si parla di due adattamenti non banali, in quanto molte parole sono 
polisemantiche e ciò complica la ricerca dei giusti sinonimi. Inoltre il contesto dove 
apparirebbe la parola sostituita potrebbe necessitare di ulteriori manipolazioni 
linguistiche (es: complicazione potrebbe essere sostituito con problema in un certo 
contesto, ma qualcosa come il problema in questo caso verrebbe convertito con il 
complicazione*, presentando quindi errori morfo-sintattici che andrebbero 
assolutamente evitati).  
Il metodo inoltre tiene in considerazione la lunghezza delle frasi. Nel caso dell’Inglese 
è stato stabilito (DuBay 2004) che una frase “semplice” è lunga tra le 11 e le 14 parole. 
Nel caso della risorsa costruita per lo Spagnolo parliamo di un corpus di frasi originali 
la cui lunghezza media è di circa 34 parole e di un corpus semplificato con 12 parole 
per frase. Questa differenza suggerisce che le regole applicate in questo caso 
corrispondo a delle semplici divisioni di un’unica frase lunga in diverse frasi più brevi 
o possono essere intervenute anche delle regole di cancellazione. 
Nella costruzione del corpus semplificato è stata inoltre posta attenzione alla 
sostituzione quasi sistematica di parole funzionali: come esempio viene riportato che 
sin embargo (“tuttavia” in italiano) viene sostituito con pero (“ma” in italiano), 
ponendo comunque attenzione a casi particolari. 
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Sono state prese in considerazione inoltre tecniche di summarization (riassunto) dei 
testi o anche la possibilità di semplificare il testo aggiungendo informazioni, che se 
considerate utili per una migliore comprensione, non vanno sottovalutate 
(nonostante possano andare contro al consiglio di mantenere brevi le frasi). 
In seguito alle operazioni di annotazione automatica (PoS e analisi a dipendenze) ed 
allineamento a livello di frase, sono state esaminate le frasi per determinare uno 
schema di annotazione per le tipologie di semplificazione individuabili. Sono state 
indicate 8 operazioni più frequenti nel testo semplificato (tra parentesi l’effettiva 
frequenza delle stesse): 
 Change (39,02%) 
 Delete (24,80%) 
 Insert (12,60%) 
 Split (12,20%) 
 Proximization (6,91%) 
 Reorder (2,85%) 
 Select (0,81%) 
 Join (0,81%)
Il corpus attuale è di piccole dimensioni, ma gli autori credono che la distribuzione 
dei tipi di semplificazione rappresenti molto da vicino quella che sarà nel corpus finale 
una volta allargato. Si può commentare la distribuzione appuntando subito che le 
operazioni di Select e Join (la prima seleziona un sintagma nominale per utilizzarlo 
come titolo della risorsa da cui è estratto, la seconda consiste nell’unione di due frasi, 
operazione chiamata anche merge) sono poco rappresentate e si potrebbe discutere 
della loro eliminazione dalla lista delle più frequenti, ma è probabilmente necessario 
che anche queste vengano tenute in considerazione seppur poco frequenti. Si hanno 
comunque 4 operazioni molto più frequenti e dunque un buon livello di 
rappresentazione delle stesse nel corpus. 
Saggion e Bott, partendo dai dati ottenuti, hanno in seguito potuto iniziare la 
creazione di un primo prototipo di sistema di ATS per lo Spagnolo, partendo dal 
presupposto che praticamente tutte le operazioni di semplificazione prese in 
considerazione possono essere modellate come operazioni su alberi sintattici o più 
specificamente su una foglia dell’albero nel caso della sostituzione lessicale. 
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1.1.4. Risorse per l’Italiano 
Il primo caso di risorsa per l’italiano è stato sviluppato nell’ambito del progetto 
europeo Terence4 (a partire dal 2010). Si tratta di un corpus non annotato e parallelo, 
ovvero composto da storie per bambini divise in diversi livelli di semplificazione. In 
tempi recenti, sfruttando questa ed un’altra risorsa di testi originali e semplificati per 
bambini, è iniziato lo sviluppo di un progetto per la semplificazione di testi in lingua 
Italiana all’interno del CNR di Pisa, all’Istituto di Linguistica Computazionale “Antonio 
Zampolli” (Brunato et al., 2014) Le risorse sfruttate per questo lavoro sono state 
concepite sia per la semplificazione automatica, sia per quella semiautomatica (es: 
generazione di suggerimenti di semplificazione per scrittori). Sono stati collezionati e 
allineati a mano due corpora (di cui uno è appunto quello derivante dal progetto 
Terence) che rappresentano due metodi diversi di semplificazione e con un diverso 
target; sono stati in seguito annotati seguendo uno schema di annotazione preciso 
ideato per l’impresa. L’idea di sfruttare due corpora diversi serve allo scopo di tentare 
di rendere il sistema che verrà costruito più flessibile, perché come è stato visto, non 
esiste una semplificazione standard per una lingua, ma il grado di difficoltà del testo 
dipenderà dalla diversa persona a cui verrà presentato: se si considerasse l’idea di 
presentare un testo specialistico di tipo medico ad un linguista, questo, per quanto 
istruito, farà difficoltà a comprenderlo a pieno. Le diverse caratteristiche di questo 
progetto sono descritte in maniera approfondita nei capitoli 3 e 4. 
1.2. I sistemi di ATS 
Avendo raccolto una risorsa idonea per la ATS, è possibile cominciare a sviluppare un 
sistema di NLP che venga addestrato alla semplificazione automatica prendendo 
“spunto” dai (preferibilmente) numerosi esempi dei corpora creati. Un sistema di ATS 
può essere ideato seguendo diversi approcci e in questa sezione saranno dunque 
mostrati vari esempi di sistemi ideati (per la maggior parte ancora in via di sviluppo) 
e saranno descritte le varie tecnologie e metodologie che vi stanno alla base. 
 
                                                          
4 http://www.terenceproject.eu/ 
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1.2.1. Sistemi per la lingua Inglese 
Nel caso dell’Inglese sono già stati fatti dei passi in più rispetto a qualsiasi altra lingua, 
o meglio molti più ricercatori si sono applicati per creare sistemi di ATS. Infatti 
l’ingente disponibilità di risorse sfruttabili per questo compito ha permesso di 
concentrarsi in maniera più efficace su quella che è la parte finale dello studio 
dell’ATS: la creazione di un sistema funzionante per la “traduzione” di un testo 
complesso in uno semplice con lo stesso significato e lo stesso contenuto utile. I 
sistemi sviluppati (o soltanto ideati) in passato sono basati su approcci a regole 
oppure sono sistemi che apprendono regole di semplificazione direttamente dal 
testo. Alcune idee sviluppate durante lavori non molto recenti sono state riprese in 
considerazione negli ultimi tempi, mentre altri lavori sono stati dimenticati, in quanto 
non mostravano risultati convincenti. 
1.2.1.1. Il sistema ATS di Chandrasekar per l’inglese 
Il sistema ideato da Chandrasekar e colleghi (1996) fu studiato principalmente per la 
semplificazione come preprocessing di testi per effettuare un’operazione di parsing 
più precisa. La ricerca si concentrò principalmente sulla semplificazione sintattica, in 
quanto una sistema di parsing dà più probabilmente risultati corretti su un testo 
sintatticamente non ambiguo.  
Un primo approccio consistette nel creare regole di semplificazione fatte a mano. Le 
regole che vennero sviluppate in questo modo non erano però in grado di fornire un 
risultato soddisfacente. La semplificazione automatica del testo per Chandrasekar 
doveva essere in grado di prendere decisioni di disambiguazione senza parser per 
essere poi utilizzato per il parsing, ma il non utilizzarlo in partenza rendeva i risultati 
insoddisfacenti. 
Si passò quindi ad un’altra idea: apprendere regole di semplificazione da due corpora 
allineati di frasi e le relative semplificate (a mano). Questo fu il primo lavoro su ATS 
che prese in considerazione questa metodologia. Le frasi originali e semplificate 
furono parsate e suddivise e in seguito le regole di semplificazione furono indotte da 
un confronto della struttura delle frasi. L’algoritmo di apprendimento lavorava 
sull’appiattimento dei sotto-alberi e la sostituzione di stringhe identiche con variabili, 
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per poi calcolare le trasformazioni degli alberi per ottenere regole che usassero quelle 
stesse variabili.  
Il fatto che questo sistema di ATS servisse però come preprocessing di testi per 
l’utilizzo di un parsing più preciso nei testi più brevi (quelli semplificati), quando nel 
sistema stesso veniva usato parsing sulle frasi originali e semplificate, causò 
un’interruzione nello sviluppo del progetto, che non forniva risultati convincenti. 
1.2.1.2. Il sistema ATS di Dras per l’inglese 
Nella discussione del suo dottorato Dras (1999) ha presentato un’altra tipologia di 
sistema, con lo scopo di studiare le proprietà del Syncronous TAG (S-TAG). Dras 
utilizzò il formalismo Tree Adjoining Grammar (TAG5) per rappresentare le frasi e 
prese in considerazione diversi tipi di operazioni di parafrasi. Il suo approccio 
consistette nell’usare lo S-TAG per mappare i tipi di parafrasi e di usare la 
programmazione ad interi per generare un testo che soddisfacesse alcuni vincoli 
imposti in precedenza, quali la lunghezza di una frase o la sua leggibilità (e che quindi 
fosse semplificato), utilizzando meno parafrasi possibili. 
Dras presenta come prima cosa una lunga lista di tipologie di parafrasi per l’Inglese, 
molto interessanti dal punto di vista pratico e che varrebbe la pena considerare per 
un sistema di ATS (per l’Inglese, dato che queste parafrasi non sono adatte a qualsiasi 
lingua). Descrive in seguito un framework di ottimizzazione per la semplificazione di 
quelle che lui definisce “reluctant paraphrases”. La sua idea consiste nell’introdurre 
una variabile binaria per ogni operazione di parafrasi, che assumerà il valore 1 o 0 se 
questa verrà utilizzata o meno. Presenta poi una funzione obiettivo per ottimizzare 
un intero testo, la quale terrà conto delle parafrasi (se usate o meno) e del relativo 
costo. 
 
                                                          
5 Le regole in TAG sono rappresentate da alberi con speciali nodi foglia chiamati foot node 
(letteralmente: nodi piede), che sono collegati ad una determinata parola. Vi sono due tipi di alberi 
base in TAG: alberi iniziali (rappresentati spesso da ' ') e alberi ausiliari (' '). Gli alberi iniziali 
rappresentano relazioni basilari di valenza, mentre quelli ausiliari permettono la ricorsione. Gli alberi 
ausiliari hanno infatti la radice e i nodi piede etichettati con lo stesso simbolo. Una derivazione di 
una regola inizia dall’albero iniziale, utilizzando sostituzione e inserimenti. 
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Il punto interessante del discorso di Dras è quello in cui si parla della semplificazione 
di un testo come quella di tutto l’insieme, non delle singole frasi prese una per una. 
Non è dunque la singola parte che va ottimizzata dal sistema ideato, ma tutto il suo 
insieme. Si tratta di un approccio diverso dal solito all’argomento dell’ATS e potrebbe 
avere dei risvolti interessanti se ulteriormente elaborata. 
1.2.1.3. Il Progetto PSET 
Il progetto PSET (Pratical Simplification of English Text) (Devlin & Tait, 1998) è il primo 
che sfrutta le tecnologie del linguaggio naturale per la creazione di un sistema di aiuto 
lettura per persone classificabili come poor reader, in particolare con problemi come 
l’afasia.  
Per quanto riguarda la semplificazione sintattica, venne utilizzato un parser 
probabilistico con un’accuratezza di circa l’80% e le regole di semplificazione furono 
fatte a mano (seguendo un metodo simile a Chandrasekar). Il progetto fu però 
studiato per semplificare soltanto due tipi di costrutti sintattici, ovvero le proposizioni 
coordinate e le frasi passive. Ciò, oltre al fatto che la semplificazione venne fatta 
correttamente in percentuali piuttosto basse (75% di 75 istanze per le subordinate, 
55% di 33 per le costruzioni passive), influisce poco o nulla sul miglioramento della 
leggibilità del testo, in quanto sono sicuramente molte di più le costruzioni e i tipi di 
semplificazione da considerare. Del progetto PSET va però salvato il contributo 
portato nell’ideazione di un interessante algoritmo di risoluzione dei pronomi, con lo 
scopo di rimpiazzare gli stessi con il loro nome antecedente. Questo è 
particolarmente importante per aiutare un poor reader che generalmente può avere 
problemi con questo genere di compito. Utilizzando inoltre WordNet6, il sistema 
permette di riconoscere sinonimi di parole “difficili”, identificate tramite la loro 
scarsa frequenza, e di sostituirle. 
                                                          
6 http://wordnet.princeton.edu/ 
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1.2.1.4. Siddharthan: diversi approcci al problema dell’ATS 
Una delle persone più rilevanti per il campo dell’ATS è certamente Siddharthan, che 
sin dalla sua tesi di dottorato pubblicata nel 2002 e negli anni a seguire ha tentato 
diversi approcci al problema. L’aspetto fondamentale e innovativo della sua tesi di 
dottorato, che mostra uno dei suoi primi approcci alla questione dell’ATS, è quella di 
semplificare un testo evitando l’uso di un parser, ma usando tecniche di pattern 
matching sul testo annotato con PoS (Part of Speech) per identificare le costruzioni 
da semplificare (es. relative). I parser infatti raggiungono risultati non ottimi 
soprattutto per l’analisi sintattica che sta alla base della semplificazione del testo. 
La ricerca di Siddharthan comprende uno studio dettagliato della semplificazione 
sintattica, con un’enfasi particolare sulla coesione del testo. Lo studio dimostra come 
sia possibile semplificare proposizioni relative, apposizioni, coordinazione e 
subordinazione tramite l’utilizzo di robusti metodi di analisi del testo e come sia 
possibile minimizzare gli errori di separazione nelle strutture del discorso causati 
dalla riscrittura sintattica (ovvero mantenendo le corrette dipendenze all’interno 
delle frasi). In seguito Siddharthan ha pubblicato diversi articoli illustrando idee 
innovative nel campo dell’ATS, tentando diversi approcci al problema e ideando 
sistemi per la lingua inglese sfruttando come risorsa la Simple English Wikipedia. 
1.2.1.4.1. Un esempio di architettura per l’ATS (2002) 
In un suo articolo, Siddharthan (2002) presenta un’architettura di tipo pipeline per 
un sistema di ATS e illustra l’implementazione dei tre stadi che conducono alla 
semplificazione sintattica di un testo: analisi, trasformazione e rigenerazione. 
Precedentemente si era considerato spesso la semplificazione sintattica come un 
processo a due fasi, dalle quali veniva esclusa quella di rigenerazione, che è però 
necessaria per avere coerenza e mantenere il significato dell’intero testo. 
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Figura 1.1: Architettura del sistema di semplificazione ideato da Siddharthan (2002) 
Nella figura 1 sono spiegati tutti gli stadi e vengono illustrati i diversi sottopassaggi 
che contengono. Presa una frase in input, questa viene processata eseguendo in 
sequenza e ricorsivamente i tre passi fondamentali della semplificazione sintattica. 
Quando non è più possibile ciò, si passa alla semplificazione lessicale e si fornisce la 
frase di output semplificata. 
Tralasciando l’analisi e la trasformazione, che sono passaggi comuni a molti altri 
sistemi, sarà ora esaminato il processo di rigenerazione nel dettaglio (dato che è 
questo il lato innovativo del sistema): 
 Generazione delle espressioni di riferimento: il sistema pone particolare 
attenzione ad un fenomeno che si verifica ad esempio in seguito a splitting di 
proposizioni relative, ovvero la ripetizione della frase nominale referente 
nelle divisioni ottenute. Per mantenere coerenza ed evitare che il testo risulti 
ripetitivo è necessario generare un’espressione che risolva il problema; 
questo viene eseguito tramite un algoritmo che si basa su WordNet. 
 Selezione dei determinanti: similmente al punto sopra, è necessario 
identificare i determinanti adatti ad introdurre elementi che in una frase 
divisa in più parti non hanno più riferimenti precedenti. 
 Mantenere la struttura del discorso: in questo caso è necessario porre 
attenzione a decidere l’ordine delle frasi che hanno subito uno split (cioè 
quale frase mostrare prima), determinare se le relazioni retoriche sono state 
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mantenute (e in caso contrario intervenire) e infine controllare se l’ordine 
delle parole che si è ottenuto rende difficile la risoluzione dei pronomi 
all’interno della frase. 
Una valutazione preliminare è stata effettuata sulla generazione automatica delle 
espressioni di riferimento e ha fornito circa l’80% di risultati corretti, il 13% 
considerati accettabili e il 7% sbagliati. 
1.2.1.4.2. Un altro approccio (2011) 
Un altro sistema presentato da Siddharthan (2011) è del genere di sistema “fatto a 
mano”, che usa un parser a dipendenze. Questo sistema usa regole di trasformazione 
sulle dipendenze che codificano cambiamenti morfologici come cancellazioni, 
riordinamenti, sostituzioni e divisione di frasi e sono in grado di convertire 
correttamente una frase passiva in attiva. Il sistema è però limitato solo alla 
semplificazione sintattica, mentre non considera ad esempio le operazioni lessicali.  
Sarebbe dunque necessario un approccio ibrido al problema, come in Siddharthan e 
Angrosh (2014, 2014b), che propongono un sistema con regole fatte a mano per la 
sintassi e regole apprese automaticamente per le semplificazioni lessicali. 
1.2.1.4.3. HYBRID (2014) 
Uno degli ultimi approcci utilizzati da Siddharthan insieme ad Angrosh consiste nello 
studiare in che modo regole di semplificazione lessicale automaticamente derivate 
da un corpus possano essere generalizzate per essere sfruttate in nuovi contesti 
senza generare errori, per poi utilizzare le regole in un sistema ibrido che combina 
una grande quantità di regole generate automaticamente e una minore quantità di 
regole fatte a mano per le comuni semplificazioni sintattiche. 
L’architettura di questo sistema ibrido (chiamato HYBRID) segue ciò che è stato 
proposto in precedenza in un altro studio sul campo (Ding e Palmer, 2005), in cui 
partendo da una frase in input si fa il parsing a dipendenze, seguito dalla 
decomposizione del risultato in una serie di Elementary Trees (ET, alberi elementari, 
che corrispondono ovvero alla versione semplificata di una certa proposizione). In 
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seguito, unendo i vari ET, viene rigenerata ogni singola frase, che verrà poi fornita in 
output. 
Dato un corpus di testi allineati come Wikipedia con la rispettiva SEW, l’idea per 
l’acquisizione automatica delle regole di semplificazione consiste nell’individuazione 
delle differenze tra frasi allineate originali e semplici. L’esempio riportato per 
comprendere appieno il funzionamento è il seguente: 
 Originale: It was the second most intensive storm of the planet in 1989. 
 Semplificata: It was the second strongest storm of the planet in 1989. 
(In italiano: È stata la seconda tempesta più intensa del pianeta nel 1989) 
La differenza consiste semplicemente nell’aggettivo che descrive l’evento, che 
seguendo una delle regole della lingua inglese rende il comparativo superlativo con 
un’unica parola. La regola di semplificazione corrisponde ad una sostituzione 
lessicale, che nel sistema viene impostata come una cancellazione seguita da un 
inserimento (se si verificano certe condizioni). Collezionando regole simili si andrà a 
produrre quella che gli autori definiscono una meta-grammatica che traduce un 
albero a dipendenze di Inglese in un altro di Inglese Semplificato. Risulta però 
necessario che regole simili siano generalizzate, in quanto non si può pensare di avere 
una regola per ogni parola. La ricerca in questo campo in precedenti lavori non aveva 
dato buoni risultati e questo recente contributo punta a generare regole di 
semplificazione generali. Uno dei metodi utilizzati consiste nello sfruttare WordNet 
per le semplificazioni lessicali, cercando le parole relazionate all’interno di questo 
database semantico-lessicale. Le parole che sono in relazione fra loro sono quelle 
simili (la similarità è calcolata matematicamente). 
Per la creazione del sistema ibrido sono state dunque sfruttate le regole create in 
precedenza (Siddharthan, 2011) per uno strumento chiamato RegenT integrate con 
le regole apprese automaticamente nel modo sopra descritto.  
La valutazione del sistema è stata effettuata in maniera manuale con un confronto 
con il sistema QTSG creato da Woodsend e Lapata (2011) (verrà illustrato in seguito), 
in quanto si trattava di un sistema molto performante per la lingua inglese. Mentre 
QTSG utilizza 1431 regola apprese automaticamente, HYBRID ne ha 5466 oltre a 
23 
 
quelle create in RegenT. I sistemi sono stati valutati su 100 frasi della EW allineate 
con le rispettive semplificate della SEW, e di queste 100 ne sono state utilizzate 62 
nelle quali entrambi i sistemi facevano almeno un’operazione di semplificazione. 
In fase di valutazione, i 76 valutatori scelti hanno dato un voto da 1 a 5 (dove 1 
corrisponde ad un output inutilizzabile e 5 ad un output perfetto) a scorrevolezza, 
semplicità e conservazione del significato delle frasi originali e semplificate (quelle di 
SEW, HYBRID e QTSG). Nei risultati, mostrati nella tabella 2, si nota come HYBRID 
migliori evidentemente i risultati ottenuti da QTSG e competa anche discretamente 
con SEW, che è stata scritta totalmente a mano. 
 
 Scorrevolezza Semplicità Conservazione Significato 
Frasi EW SEW QTSG HYB EW SEW QTSG HYB EW SEW QTSG HYB 
Media 3.99 4.06 1.97 3.52 3.43 3.58 2.33 3.73 - 4.03 2.23 3.40 
 
Tabella 1.2: Risultati della valutazione dei sistemi di semplificazione automatica. 
La scorrevolezza delle frasi fornite da HYBRID supera di 1.5 circa QTSG e si posiziona 
a solo mezzo punto di distanza da SEW. Va notato come la differenza tra EW e SEW 
in questo campo sia minima e come invece QTSG si distacchi totalmente da 
entrambe. Il risultato più sorprendente è raggiunto dalla valutazione della semplicità, 
dove HYBRID migliora i valori della SEW. Anche per l’ultimo punto il sistema ibrido 
raggiunge un ottimo risultato, staccandosi di poco da SEW. QTSG invece non fornisce 
risultati soddisfacenti. Dai risultati si può concludere che il sistema è ormai vicino ad 
un’applicazione utile non solo a livello di ricerca. 
1.2.1.5. Esempi di alcuni sistemi di ATS contemporanei per l’inglese 
Considerati finora alcuni esempi dei primi passi nello studio dell’argomento dell’ATS 
e i vari tentativi effettuati da Siddharthan, si può proseguire vedendo in quale modo 
altri ricercatori hanno sfruttato le primissime idee e le hanno sviluppate al fine di 
creare sistemi funzionanti ed efficaci. La SEW è stata di grande aiuto per un rapido 
sviluppo dei sistemi, infatti questa risorsa risulta ottima per il compito che si desidera 
raggiungere con l’ATS, in quanto gli esempi da essa contenuti sono molto numerosi.  
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Molti sistemi odierni considerano il problema come molto simile ad uno di traduzione 
automatica, altri come un problema di sentence compression. Un metodo utilizzato 
(Woodsend & Lapata, 2011) che prende spunto dagli studi sulla sentence 
compression, usa una combinazione simile a quella di Dras (S-TAG e programmazione 
a interi). Il sistema prodotto usa la grammatica S-TAG per generare tutte le possibili 
operazioni di riscrittura per un albero in input (che sarà la nostra frase) e quindi di 
seguito la programmazione ad interi per effettuare la scelta della più appropriata 
semplificazione. A differenza di Dras in questo caso il calcolo viene fatto a livello di 
frase. 
Altri approcci sviluppati di recente utilizzano la Phrase Based Machine Translation 
rivolto alla semplificazione del testo, utilizzando uno strumento Open Source 
chiamato Moses (Koehn et al., 2007). Wubben (Wubben et al., 2012) estende la fase 
di decodifica, con lo scopo di trovare un allineamento di frasi nel quale la frase 
semplice sia il più possibile diversa da quella originale, sfruttando l’intuizione che è 
più probabile che quella trovata dovrebbe essere la frase che più di tutte semplifica 
l’originale. 
Un esempio di lavoro sul campo del lessico è rappresentato da Zeng-Treitler (2008), 
dove viene presentato un algoritmo che lavoro su grafi per valutare la familiarità delle 
persone con i termini di tipo medico. Il grafo è composto da nodi che rappresentano 
le co-occorrenze dei vari termini (con degli archi pesati ad indicare la frequenza delle 
stesse). 
Un altro lavoro interessante è stato svolto da Yatskar et al. (2010), sfruttando la 
ricchezza di materiale della Simple English Wikipedia. L’idea consisteva nel mining dei 
dati modificati dagli utenti, per cercare le semplificazioni lessicali. Questo veniva fatto 
cercando tra i metadati il tag “*simp*” (che indica direttamente una semplificazione) 
o tramite un modello probabilistico in grado di calcolare le differenze tra le varie 
operazioni di modifica, ma il fatto che non venisse considerato il contesto della 
modifica rende il risultato finale in un certo senso incompleto o poco preciso. 
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1.2.2. Un sistema di ATS per la lingua francese 
Per quanto riguarda la lingua francese, in un articolo recente (Brouwers. et al., 2014) 
viene mostrato un approccio basato su due corpora paralleli, uno di articoli 
enciclopedici e l’altro di racconti. Quello che si è cercato di fare è riuscire ad 
identificare i fenomeni linguistici che intervengono nella semplificazione manuale di 
un testo francese e categorizzare questi fenomeni in tipologie differenti (sottoinsiemi 
di trasformazioni di tipo sintattico, lessicale e a livello di discorso).  
Lessico Discorso Sintassi 
Traduzione 
Sinonimi anaforici 
Definizioni e parafrasi 
Sinonimi o iperonimi 
Riorganizzazione 
Aggiunte 
Cancellazioni 
Coerenza e coesione 
Personalizzazione 
Tempo verbale 
Modifiche 
Raggruppamenti 
Cancellazioni 
Divisione di frasi 
 
Tabella 1.3: Tipologie di semplificazione del sistema di Brouwers et al. (2014). 
La semplificazione avviene seguendo un processo diviso in due parti: 
1. Generazione automatica di tutte le possibili semplificazioni per ogni frase del 
testo (a partire dalle tipologie presentate in tabella 3); 
2. Selezione del sottoinsieme di soluzioni migliori. 
Per la generazione delle semplificazioni si procede esaminando il testo e producendo 
una serie di alberi sintattici che contengono le informazioni necessarie per applicare 
le regole di semplificazione. Ricorsivamente vengono applicate tutte le 
semplificazioni possibili per ogni frase e i risultati vengono salvati. Le strutture 
candidate a una possibile semplificazione vengono determinate tramite espressioni 
regolari e, a seconda del tipo di operazioni richiesta, si procederà ad una modifica 
dell’albero sintattico in esame. In questo modo saranno generate tutte le 
semplificazioni possibili, ma solo alcune verranno infine considerate corrette. Ciò che 
si procede a fare è un quindi un calcolo della leggibilità delle frasi ottenute e si terrà 
quel sottoinsieme che massimizza questo valore. La leggibilità è calcolata tramite 
semplice programmazione lineare, prendendo in considerazione la lunghezza delle 
frasi, la lunghezza media delle parole nelle frasi, la tipologia del vocabolario utilizzato 
(confrontandolo con una lista di circa 3000 parole in Francese) e la presenza di alcune 
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parole chiave (quelle parole che ricorrono più di un certo quantitativo di volte nel 
testo). Massimizzando la somma di questi 4 valori si otterrà la frase candidata. 
Il sistema è stato valutato su un totale di 202 frasi del corpus di articoli, ottenendo 
333 semplificazioni possibili. Di queste il 21% contiene errori di qualche tipo, l’89% 
dei quali dipendenti però da problemi di preprocessing del testo. Per quanto riguarda 
il corpus dei racconti sempre il 21% delle semplificazioni contiene errori, ma in questo 
caso quelli causati dal preprocessing e quelli causati dalla semplificazione stessa sono 
entrambi intorno al 50%. In conclusione quindi il sistema riporta dei risultati decenti, 
ma ancora lontani dallo stato ottimale. Inoltre sembra chiaro che uno dei problemi 
principali sia proprio quello del preprocessing più che quello della semplificazione (è 
lampante dai dati degli errori sul primo corpus) e quindi miglioramenti sui sistemi di 
ATS potrebbero ottenersi in futuro direttamente dal miglioramento dei processi di 
parsing o simili, dai quali i sistemi ATS dipendono direttamente ed indissolubilmente. 
1.2.3. Un sistema di ATS per il basco 
Nel caso della lingua basca, è stato studiato un sistema che utilizza alberi a 
dipendenze per la semplificazione di una frase (Aranzabe et al., 2013). Lo strumento 
utilizza come risorsa l’EPEC (Euskararen Prozesamendurako Erreferentzia Corpusa, 
ovvero il Corpus di Riferimento per Elaborare il Basco), un corpus di 300 mila parole, 
annotate morfologicamente e sintatticamente (alberi a dipendenze) (Aduriz et al., 
2006). 
Uno dei primi moduli sviluppati all’interno di questo progetto si concentra sullo split 
(divisione) delle frasi. Dato un testo complesso in input, il sistema dapprima svolge 
un’analisi della leggibilità (tramite un modulo apposito, chiamato IAS, Idazlanen 
Autoebaloaziorako Sistema, System for Auto-Evaluation of Essays, Castro-Castro et 
al., 2008). Eseguito questo passaggio, comincia il processo di semplificazione, diviso 
in 4 diversi step (ognuno svolto in maniera automatica): 
1. Splitting: ogni proposizione viene resa come una frase singola, separata dalle 
altre. 
2. Ricostruzione: vengono rimossi da ogni frase ottenuta dal passo 1 alcune 
caratteristiche morfologiche di cui non si necessita più (es: complementatori). 
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Inoltre, per mantenere il significato, vengono aggiunti avverbi o parafrasi al 
posto di ciò che è stato eliminato. 
3. Riordinamento: vengono riordinati gli elementi all’interno delle frasi e le frasi 
stesse. 
4. Correzione: gli errori grammaticali o di ortografia commessi vengono corretti.  
L’algoritmo di splitting implementato applica diverse euristiche definite per la 
semplificazione, una volta definito (e taggato) il punto di splitting delle frasi. Questo 
algoritmo è necessario per la creazione del nuovo albero a dipendenze delle frasi 
ottenute. 
La valutazione su questo particolare modulo forniscono dei risultati ragguardevoli: ad 
esempio, quando si tratta di identificazione e splitting di proposizioni relative con 
verbo in modo finito, si raggiunge una precisione di 0,998. Raggiungono un risultato 
pari a 1 di precisione per le relative con verbo all’infinito. Per le proposizioni 
temporali, i valori si aggirano sempre intorno agli stessi risultati. 
Lo strumento completo comprendente tutti i moduli finali per la semplificazione è, 
ad oggi, ancora in fase di sviluppo. 
1.2.4. TEXT SIMPLIFICATION EDITOR: sistema per il portoghese 
brasiliano 
Il sistema di semplificazione automatica basato su regole descritto da Candido 
(Candido et al., 2009) per la lingua Portoghese Brasiliano (d’ora in avanti: PB) utilizza 
le risorse costruire da Caseli mostrate nella sezione 1.2.2. Il sistema comprende sette 
operazioni distinte che vengono applicate al testo per rendere più semplice la 
struttura sintattica della frase. Le operazioni sono state scelte dopo un’attenta analisi 
del PB nel quale è stata posta particolare attenzione alle soluzioni utili a rendere la 
lingua in questione più semplice da comprendere. È stato dunque creato un manuale 
di semplificazione sintattica apposito (Aluisio et al., 2008). Ogni operazione è 
applicata frase per frase, seguendo l’architettura a tre stadi proposta da Siddharthan 
(2002) (vedi sezione 1.2.1.4.1.). Ovviamente una singola frase può contenere più tipi 
di operazioni applicabili e queste vengono eseguite seguendo un ordine prestabilito; 
vi sono inoltre 22 fenomeni linguistici che “attivano” l’applicazione delle regole. Le 
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frasi vengono parsate e solo a quel punto sono pronte per essere analizzate e per 
determinare quali regole vanno applicate e a seconda di ciò che va fatto vengono 
eseguite diversi passaggi dal sistema. 
Le operazioni di semplificazione considerate sono: 
a) Split (divisione) della frase; 
b) Cambiare i segnali discorsivi con versioni più semplici, evitando ambiguità; 
c) Convertire le frasi passive in frasi attive; 
d) Riordinare le proposizioni; 
e) Ricreare l’ordine marcato della frase, se assente (SVO nel caso del PB); 
f) Cambiare la topicalizzazione o detopicalizzazione delle frasi avverbiali; 
g) Non semplificare. 
La valutazione effettuata sull’applicazione di alcune non è delle migliori, ma va 
considerato che quelli mostrati sono risultati preliminari (vedi tabella 1.4). I valori di 
precisione non superano il 
65% e soltanto per lo 
splitting e la “non 
semplificazione”. Le altre 
operazioni considerate 
hanno valori troppo bassi 
per poter essere utilizzate 
con sicurezza, in quanto 
per la maggior parte dipendono da errori di parsing, problema che in numerosi casi 
influenza questo genere di operazioni. 
Sfruttando le idee descritte finora, è stato creato un sistema per aiutare gli scrittori a 
semplificare i loro testi (Simplifica, al momento offline). Questo programma aiuta lo 
scrittore fornendo suggerimenti sulle semplificazioni e dando la possibilità di 
applicarle con un semplice click. La semplificazione così ottenuta (in formato XML) è 
dunque modificabile dall’utente. 
 
 
 
Operazioni Precision Recall F-Measure 
Splitting 64.07 82.63 72.17 
Riordinamento Proposizioni 15.40 18.91 16.97 
Conversione passivo-attivo 44.29 44.00 44.14 
Ordine SVO 1.12 4.65 1.81 
Tutte le operazioni 51.64 65.19 57.62 
Non semplificazione 64.69 53.58 58.61 
Tabella 1.4: Precision, Recall e F-Measure della valutazione del sistema. 
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1.2.5. Un sistema di ATS per lo spagnolo 
Partendo dalle risorse descritte nella sezione 1.2.3., è iniziata la creazione di un 
sistema di ATS per lo Spagnolo (Bott e Saggion, 2014). L’approccio intrapreso è basato 
per la maggior parte su regole fatte a mano, come diretta conseguenza del fatto che 
le risorse non sono molto ampie e sarebbe difficile ottenere automaticamente regole 
sensate e utilizzabili. Come prima cosa, le regole sono state scritte basandosi su casi 
particolari selezionati e in seguito sono applicate al corpus. L’applicazione delle 
regole viene manualmente ispezionata per evitare output incorretti o applicazioni 
errati delle regole stesse. 
Nella creazione di questo prototipo gli autori si sono concentrati principalmente su 
quelle che essi ritengono siano le operazioni di semplificazione fondamentali, ovvero 
la semplificazione lessicale e lo splitting delle frasi. La prima è stata scelta perché 
risulta molto frequente e se fatta in maniera soddisfacente, riduce notevolmente la 
difficoltà di una frase; la seconda è un’operazione che causa l’accorciamento della 
lunghezza delle frasi (spesso sinonimo di frasi semplici). In entrambi i casi si lavora a 
livello di alberi sintattici a dipendenze. Il sistema deve essere dunque in grado di 
convertire gli alberi sintattici in alberi ben formati grammaticalmente. 
La semplificazione delle strutture individuate viene effettuata in due passi principali: 
prima vengono identificate le strutture lessicalizzate da semplificare e in seguito i 
sottoalberi che le compongono vengono sostituiti con versioni modificate e 
semplificate. 
Le semplificazioni di questo 
tipo vengono implementate 
come regole sintattiche 
all’interno del framework 
MATE (Bohnet et al. 2000) e 
lavorano sull’output di un 
parsing a dipendenze. MATE 
identificherà le strutture che dovranno essere modificate e individuerà il modo in cui 
i nodi e le relazioni dei sottoalberi andranno riscritti (tutto ciò selezionando la regola 
Figura 1.2: esempio di regola 
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di semplificazione adatta al contesto dalla lista creata per il progetto). Scendendo nel 
dettaglio, MATE guarda il “lato sinistro” di una regola e vede se è applicabile al sotto-
albero che sta considerando controllando le condizioni della stessa; in seguito genere 
la nuova struttura basandosi sul “lato destro” della regola. 
 1.2.6. ERNESTA, primo esempio di sistema per l’italiano 
Nel 2013 Barlacchi e Tonelli presentano in un loro articolo il progetto ERNESTA 
(Barlacchi & Tonelli, 2013), ovvero Enanched Readability through a Novel Event-
based Simplification Tool. Il sistema è considerato il primo di semplificazione per 
l’Italiano e viene sviluppato per migliorare la comprensione degli eventi nelle storie 
per bambini con scarse abilità di comprensione del testo. L’output del sistema 
corrisponde ad una lista di frasi semplificate che descrivono i singoli eventi. Lo 
strumento principalmente deve risolvere ogni anafora pronominale e ogni anafora 
zero rendendo esplicita ogni informazione implicita nel testo, per poi procedere con 
la semplificazione sintattica.  
La semplificazione delle frasi avviene seguendo alcuni principi che si ricollegano 
direttamente a fattori psicolinguistici, in modo da aiutare il bambino con difficoltà di 
lettura a raggiungere una comprensione chiara ed efficace dell’output dello 
strumento. Viene dunque effettuata un’estrazione dei soli eventi accaduti nelle 
storie, eliminando ad esempio le proposizioni contenenti modi verbali come il 
condizionale e trasformando il tempo passato in presente. L’informazione viene 
inoltre resa sempre esplicitamente come nel caso del soggetto, dato che l’Italiano è 
una lingua pro-drop e ciò potrebbe frequentemente creare ambiguità nella 
comprensione di alcune frasi. Inoltre nelle frasi in output verranno conservate 
solamente le informazioni necessarie alla comprensione della storia (compito non 
banale a causa dell’imperfezione dei risultati in fase di parsing). 
Il sistema comprende diversi moduli di NLP, quali un PoS-tagger, un parser a 
dipendenze e un modulo per la risoluzione dell’anafora; in particolare questo ultimo 
modulo è stato sviluppato appositamente per ERNESTA ed è basato su un 
classificatore a massima entropia. 
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Nella fase di preprocessing viene utilizzato TextPro7 per la tokenizzazione, 
lemmatizzazione e per estrarre informazioni morfologiche sui singoli token. Inoltre 
viene eseguito il riconoscimento delle entità nominate, utili per la risoluzione delle 
anafore. Ogni frase viene dunque analizzata a livello sintattico, tramite il Malt parser8. 
La strategia di semplificazione si concentra solo sugli argomenti. La parte centrale del 
sistema è rappresentata però dal modulo di risoluzione dell’anafora, in quanto ogni 
frase semplificata deve essere comprensibile senza far affidamento su quelle 
precedenti. Le fasi in cui si divide questo elemento del sistema sono: 
 Riconoscimento degli elementi anaforici risolvibili tramite ricerca 
dell’antecedente; 
 Riconoscimenti degli antecedenti candidati; 
 Operazione di filtering sui candidati, con l’eliminazione di quelli che non 
possono corrispondere al risultato corretto; 
 Classificazione tramite classificatore a entropia massima. 
Come ultima serie di operazioni, avviene la semplificazione vera e propria, sfruttando 
i risultati precedentemente ottenuti. Avviene una identificazione e selezione degli 
eventi effettivi (scartando verbi in condizionale o in tempo futuro), vengono 
identificati e mantenuti gli argomenti obbligatori, mentre si scartano quelli 
facoltativi. Gli eventi vengono quindi riscritti al tempo presente. 
Ad esempio una frase quale “Ernesta stava mangiando la torta con i suoi amici” 
diventerà “Ernesta mangia la torta”. Le trasformazioni effettuate sono infatti: 
 “Stava mangiando”  “Mangia”: l’evento principale della frase è il 
“mangiare” e il tempo verbale dell’azione viene trasformato in presente. 
 “Con gli amici”  Ø : L’argomento “la torta” è mantenuto, in quanto essendo 
mangiare un verbo biargomentale è necessario che ci sia un soggetto agente 
(Ernesta) e un oggetto paziente. “Con gli amici” quindi è un argomento 
facoltativo del verbo e viene dunque rimosso. 
                                                          
7 http://textpro.fbk.eu/ 
8 http://www.maltparser.org/ 
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Il sistema è stato valutato, portando dei risultati diversi a seconda del compito 
analizzato. Nel caso del modulo atto all’estrazione degli eventi sono state ottenute: 
 Precision pari a 0.88 
 Recall pari a 0.79 
 F-measure pari a 0.83 
Il risultato è in questo caso generalmente buono e gli errori che vengono fatti sono 
causati da errori trascinati dalla fase di PoS-tagging. 
Deludente invece risulta il risultato ottenuto dal modulo centrale, quello della 
risoluzione dell’anafora: 
 Precision pari a 0.43 
 Recall pari a 0.16 
 F-measure pari a 0.23 
La valutazione è stata eseguita su un dataset con anafora già annotata, che purtroppo 
non è un testo per bambini. Ci si potrebbe aspettare dunque che i risultati sarebbero 
migliori su un testo con una struttura delle frasi più semplice, come dovrebbe essere 
poi il genere di input che verrà utilizzato nel sistema una volta completamente 
sviluppato. 
La valutazione della semplificazione delle frasi è un compito complesso (non si 
possono misurare precision e recall, ad esempio). Nel caso di ERNESTA è stata 
applicata la misura chiamata Translation Error Rate (TER), utilizzata per valutare i 
traduttori automatici. Si è infatti sfruttato il fatto che la semplificazione del sistema 
consiste nell’eliminazione degli argomenti facoltativi e nella trasformazione dei tempi 
verbali al tempo presente, quindi confrontando l’output del programma con le frasi 
semplificate a mano da una persona, è possibile determinare quante sono state 
svolte correttamente. A seconda del peso affidato alle operazioni di inserimento o 
modifica, si è ottenuto un valore di TER differente, ma è da sottolineare il valore base 
a 0.73, che indica una semplificazione effettuata ancora in una maniera non 
accettabile9. Il progetto non è ancora terminato mentre questa tesi viene scritta e 
lavori futuri sono in fase di sviluppo. 
                                                          
9 TER va da 0 a 1 e più è vicino allo 0, meglio è. 
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2. SISTEMI DI ANALISI LINGUISTICA E APPLICAZIONI 
ALLA SEMPLIFICAZIONE DEI TESTI 
Questo capitolo vuole porsi come un’introduzione alle tecnologie linguistico-
computazionali, ponendo particolare attenzione agli aspetti del monitoraggio 
linguistico dei testi e dunque alla valutazione della leggibilità degli stessi, in quanto 
un sistema di semplificazione automatica del testo punta a migliorare il dato inerente 
la leggibilità, per rendere il testo comprensibile al meglio da persone con scarse 
capacità di lettura (poor readers) o per un target prefissato che può comprendere 
anche soltanto bambini delle scuole elementari senza alcun disturbo. 
La leggibilità non è però un dato che può essere estratto direttamente da un testo, 
come il numero di sostantivi o aggettivi al suo interno, ma può essere dedotto proprio 
dall’insieme di alcune caratteristiche fondamentali che influiscono sulla leggibilità 
stessa. Per questo motivo verrà di seguito data una spiegazione di cosa si intende per 
leggibilità di un testo e poi verranno mostrati software adatti ad una valutazione della 
stessa. 
2.1. La leggibilità 
In una società dell’informazione come quella del mondo contemporaneo chiunque 
può accedere dal proprio terminale (che sia un computer laptop, un portatile o un 
dispositivo mobile) ad una vastissima quantità di informazioni, da notizie di riviste 
elettroniche ad enciclopedie online. Migliorare l’accessibilità ai contenuti (e in questo 
veicolati dalla lingua scritta), rendendoli usufruibili dalla maggior quantità di persone 
possibili, è dunque una questione di grande importanza che non può essere 
tralasciata. Se si pensa al caso delle informazioni amministrative o ministeriali, è 
risaputo come questo particolare genere di testi debbano essere accessibili a 
chiunque in modo da spiegare ad esempio ad ogni cittadino, che abbia o meno 
difficoltà nella lettura, le questioni centrali che interessano anche la sua vita nella 
società. La stessa cosa vale per le informazioni inerenti la Sanità. Si può anche pensare 
alle semplici indicazioni nelle città turistiche: un visitatore straniero potrebbe trovarsi 
in difficoltà nel leggere l’italiano come scritto nei cartelli stradali a Roma o Firenze e 
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dunque una traduzione, almeno nelle lingue più diffuse, è essenziale. Anche nei 
portali online il webmaster deve cercare quanto più possibile di aderire allo standard 
del Web Content Accessibility Guidelines, redatto dal W3C10, una linea guida che 
indica metodi per la creazione di siti usufruibili da ogni tipologia di utente. La 
leggibilità riveste un ruolo centrale anche nell’area educativa, quando un insegnante 
deve scegliere testi adatti alla sua classe o a particolari alunni, ad esempio con 
problemi di comprensione del testo, dovuti ad esempio alla dislessia.  
L’importanza dell’accessibilità è ormai consolidata e la leggibilità, intesa come 
scorrevolezza della lettura in funzione della struttura linguistica di un testo, è uno dei 
requisiti fondamentali che vanno a rendere un contenuto accessibile. 
Uno dei primi metodi di valutazione della leggibilità inventati è la Flesch Reading Ease 
Information (Flesch, 1949), che fornisce una valore da 0 a 100 ad un documento, dove 
0 rappresenta un testo estremamente difficile da leggere, con frasi lunghe 
mediamente 37 parole e parole composte da almeno 3 sillabe di media, e 100 
rappresenta un testo molto semplice con frasi lunghe 12 parole o meno e le parole 
sono mediamente composte da meno di due sillabe. La formula che calcola questo 
valore per un testo è la seguente: 
𝑅𝑒𝑎𝑑𝑖𝑛𝑔𝐸𝑎𝑠𝑒 = 206,835 − 1,015 (
𝑡𝑜𝑡𝑎𝑙𝑒𝑝𝑎𝑟𝑜𝑙𝑒
𝑡𝑜𝑡𝑎𝑙𝑒𝑓𝑟𝑎𝑠𝑖
) − 84,6 (
𝑡𝑜𝑡𝑎𝑙𝑒𝑠𝑖𝑙𝑙𝑎𝑏𝑒
𝑡𝑜𝑡𝑎𝑙𝑒𝑝𝑎𝑟𝑜𝑙𝑒
) 
Il risultato della formula presentata ha fornito, per fare un esempio, un punteggio di 
92 circa (molto facile) su un testo di genere fumettistico, mentre un punteggio di 6 
per l’Internal Revenue Code degli Stati Uniti d’America (lo statuto che descrive il 
sistema di tassazione statale). La formula è stata creata appositamente per una 
valutazione di testi in lingua inglese, ed è motivata da diversi studi effettuati da Flesch 
sulla psicologia umana (Flesch, 1981), nonostante sia evidente che vengono 
considerate soltanto caratteristiche basilari del testo (ovvero non sono minimamente 
considerati il lessico o la sintassi). La formula è stata poi riadattata alla lingua italiana 
con la scala Flesch-Vacca (Franchina & Vacca, 1986). 
                                                          
10 http://www.w3.org/WAI/ 
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𝐹𝑙𝑒𝑠𝑐ℎ − 𝑉𝑎𝑐𝑐𝑎 𝑅𝑒𝑎𝑑𝑖𝑛𝑔 𝐸𝑎𝑠𝑒 = 206 −  (0,65 ∗ 𝑆𝑖𝑙𝑙𝑎𝑏𝑒𝑝𝑟𝑖𝑚𝑒−100−𝑝𝑎𝑟𝑜𝑙𝑒) − (
𝑝𝑎𝑟𝑜𝑙𝑒𝑓𝑟𝑎𝑠𝑒
𝑡𝑜𝑡𝑎𝑙𝑒𝑓𝑟𝑎𝑠𝑖
) 
Un altro modo per calcolare la leggibilità per l’italiano è dato dall’indice GulpEase 
(Lucisano & Piemontese, 1988), che evita l’operazione di conteggio delle sillabe 
sostituendola con il conteggio dei caratteri. La formula è la seguente: 
𝐺𝑢𝑙𝑝𝐸𝑎𝑠𝑒 = 89 −  
𝑇𝑜𝑡𝑎𝑙𝑒𝑐𝑎𝑟𝑎𝑡𝑡𝑒𝑟𝑖 ∗ 100
𝑇𝑜𝑡𝑎𝑙𝑒𝑝𝑎𝑟𝑜𝑙𝑒
+ 3 ∗ (
𝑇𝑜𝑡𝑎𝑙𝑒𝑓𝑟𝑎𝑠𝑖 ∗ 100
𝑇𝑜𝑡𝑎𝑙𝑒𝑝𝑎𝑟𝑜𝑙𝑒
) 
Rispetto alle altre formule, GulpEase è automatizzabile in maniera più semplice, in 
quanto il conteggio delle sillabe è un’operazione complessa da svolgere per un 
computer. 
La valutazione automatica della leggibilità è ora possibile tramite sofisticate tecniche 
di NLP che sono state create appositamente, con le quali è possibile estrarre dal testo 
informazioni che approfondiscono in maniera di gran lunga superiore le 
caratteristiche linguistiche che si consideravano in precedenza. Negli ultimi anni 
infatti sono stati sviluppati nel ramo della Linguistica Computazionale vari metodi per 
l’analisi dei diversi aspetti linguistici testuali e, utilizzando algoritmi di machine 
learning, è stato possibile costruire strumenti avanzati per il calcolo automatico della 
leggibilità. I risultati ottenuti in questo modo migliorano significativamente quelli 
ottenuti con i classici metodi di valutazione della leggibilità, in quanto si riescono a 
commentare anche tutte le caratteristiche del testo che “a mano” erano più difficili 
da considerare, come quelle lessicali, sintattiche e morfo-sintattiche. 
Esistono due diverse tipologie di approccio alla valutazione della leggibilità di un testo 
e queste sono (Dell’Orletta, 2011): 
 Valutazione della leggibilità come compito di classificazione: assegnazione 
di una specifica classe di leggibilità al documento analizzato. Questo 
approccio è uno dei più utilizzati, ma l’assenza di dati pre-classificati per 
l’addestramento di uno strumento di questo genere ne rende complesso lo 
sviluppo. 
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 Valutazione della leggibilità come compito di ranking: assegnazione di un 
punteggio e di una posizione all’interno di una scala di leggibilità. Questo 
approccio risulta più semplice del precedente, in quanto per effettuare 
un’assegnazione di una posizione è solamente necessario effettuare confronti 
tra almeno due livelli di difficoltà (es: facile-difficile). 
La valutazione viene fatta generalmente a livello di documento, mentre non è 
“affidabile” a livello di frase, sebbene sia interessante anche una valutazione a questo 
livello, soprattutto per il compito di NLP che questa tesi tratta principalmente: la 
semplificazione automatica di testi.  
Per semplificazione di un testo si potrebbe dunque intendere il tentativo di 
miglioramento degli indici di leggibilità che sono calcolati nei testi che si sta 
considerando. Va detto però che spesso potrebbe non risultare sufficiente, in quanto 
la valutazione delle leggibilità non sempre rispecchia il vero valore della 
semplificazione, in quanto la semplice eliminazione di una figura retorica particolare 
potrebbe non essere individuata dal classificatore, ma un poor reader troverebbe 
comunque il testo più semplice rispetto all’originale. Scelto un indice quale il 
GulpEase un sistema di semplificazione automatica dovrebbe ad esempio 
concentrarsi soprattutto sulla diminuzione di parole e frasi. Sorge però subito in 
questo esempio il problema principale di questi indici piuttosto “banali”: se non si 
considera che le frasi ottenute potrebbero includere termini rari o dipendenze 
interne molto lunghe e complesse da elaborare, il sistema riuscirà magari a 
semplificare le frasi, ma lo farà secondo un punto di vista errato, o meglio incompleto. 
La valutazione della leggibilità deve essere esplorata dunque approfonditamente per 
la creazione di sistemi di NLP in grado di fornire una semplificazione automatica del 
testo. I testi semplificati tramite questi sistemi dovrebbero essere in grado di 
rispettare certi requisiti di leggibilità che non si basino solo su indici classici, ma che 
comprendano anche aspetti più profondi delle caratteristiche linguistiche di un testo. 
Per la lingua italiana è stato dunque creato in tempi recenti uno strumento online per 
la valutazione automatica della leggibilità di un testo secondo diversi indici che si 
riferiscono ai diversi gruppi di caratteristiche testuali: READ-IT (sezione 2.2.2.). 
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2.2. Sistemi di analisi linguistica per l’italiano 
Le tecnologie linguistico-computazionali permettono di accedere al contenuto 
informativo dei testi attraverso l’individuazione della struttura linguistica sottostante 
e la sua rappresentazione esplicita (Montemagni, 2013). Il processo attraverso il 
quale si può arrivare a questi risultati è incrementale, ovvero viene svolto tramite 
analisi linguistiche di complessità crescente, dalla tokenizzazione (l’individuazione e 
segmentazione delle parole del testo) fino all’annotazione a dipendenze 
(individuazione delle relazioni interne alla frase, quali soggetto, oggetto, ecc). 
Gli strumenti software alla base della metodologia di monitoraggio linguistico per 
l’italiano hanno raggiunto ormai dei livelli di accuratezza molto elevati: per il PoS 
tagging, si parla ad esempio del 96,34% nell’identificazione simultanea della categoria 
grammaticale e dei tratti morfologici associati (Dell’Orletta, 2009). 
L’analisi a dipendenze ha raggiunto ottime prestazioni con DeSR (Attardi et al., 2009). 
Le metriche utilizzate per misurare l’accuratezza di un simile parser sono di due tipi: 
 LAS (Labelled Attachment Score): proporzione di parole che hanno ricevuto 
un’assegnazione corretta sia per la testa sintattica sia per il ruolo svolto in 
relazione ad essa, con un’accuratezza raggiunta del 83,38%; 
 UAS (Unlabelled Attachment Score): proporzione di parole che hanno ricevuto 
un’assegnazione corretta per la testa sintattica, con un’accuratezza raggiunta 
del 87,71%. 
Risultati di questo tipo non sono perfetti, ma l’affidabilità del sistema è comunque 
molto elevata, data la difficoltà del compito che propone di risolvere. 
Esistono inoltre, nell’ambito degli strumenti online, diversi portali che mettono a 
disposizione programmi in grado di svolgere differenti compiti di NLP a partire 
dall’output dei sistemi di monitoraggio e dall’analisi a dipendenze effettuata. 
Uno di questi è READ-IT11 (Dell’Orletta et al., 2011), il primo strumento avanzato di 
valutazione della leggibilità che fu concepito per fornire supporto alla redazione 
                                                          
11 http://www.ilc.cnr.it/dylanlab/apps/texttools/?tt_user=guest 
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semplificata di un testo attraverso l’identificazione dei luoghi di complessità. READ-
IT implementa un indice di leggibilità basato su analisi linguistica del testo condotta 
con strumenti che rappresentano lo stato dell’arte per il trattamento automatico 
della lingua italiana: le tecnologie linguistiche utilizzate sono costituite da “Lingua”, 
piattaforma sviluppata presso l’Istituto di Linguistica Computazionale “Antonio 
Zampolli”. 
Un altro strumento disponibile online è LinguA12, sistema di annotazione linguistica 
che combina algoritmi rule-based e di machine learning. Il sistema esegue 
l’individuazione delle frasi, la tokenizzazione, il PoS tagging, la lemmatizzazione e il 
parsing a dipendenze di un testo in input, sia per l’inglese che per l’italiano, fornendo 
risultati nel formato CoNLL (Nivre et al., 2007). 
Un ulteriore strumento, creato all’interno dell’ILC ai fini del tirocinio formativo 
dell’autore di questa tesi, è Monitor-IT13, il quale permette di effettuare un confronto 
a livello di caratteristiche linguistiche (base, lessicali e sintattiche, come per READ-IT) 
tra tutti i testi inseriti (il sistema permette potenzialmente il confronto di quanti testi 
si desidera, sebbene sia sconsigliato esagerare causa eventuali sovrapposizioni 
grafiche) e 5 corpora di riferimento dei vari gradi di apprendimento scolastico (da 
elementari a superiori). 
2.2.1. LinguA: Linguistic Annotation Pipeline 
                                                          
12 http://linguistic-annotation-tool.italianlp.it/ 
13 http://monitor-it.italianlp.it/ 
Figura 2.1: Screenshot della pagina web di LinguA, Linguistic Annotation Pipeline 
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Un altro strumento online a disposizione di tutti per l’analisi linguistica della lingua 
italiana (e anche inglese) è LinguA, applicazione che dato un testo, elabora e fornisce 
questi risultati: 
 Sentence splitting: individuazione delle frasi che compongono il testo; 
 Part of Speech Tagging: individuazione delle parti del discorso delle frasi, con 
indicazione del lemma, tagging Coarse-grained e Fine-grained (letteralmente 
“grossolano” e “raffinato”) basandosi sul tagset ISST-TANL14 e indicazione delle 
caratteristiche morfo-sintattiche (numero e genere); 
 
 Syntactic Parsing: individuazione ed annotazione delle dipendenze all’interno 
del testo, con indicazione del tipo di relazione e delle “teste” sintattiche; 
 Syntactic Trees: rappresentazione grafica ad albero delle dipendenze 
sintattiche. Un albero sintattico (o parse tree) per una grammatica a 
dipendenze è formato da un nodo radice (il quale è l’unico che non ha altri 
nodi da cui dipende), uno o più nodi che rappresentano diverse parole di una 
frase e che a loro volta possono avere nodi da loro dipendenti; un nodo senza 
dipendenti prende il nome di foglia. 
 
Figura 2.3: esempio di albero sintattico (o parse tree) 
                                                          
14 http://www.italianlp.it/docs/ISST-TANL-POStagset.pdf 
Figura 2.2: LinguA, sezione dedicata ai risultati del Part of Speech Tagging. 
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Nell’ambito della semplificazione automatica di un testo è sicuramente interessante 
studiare il modo in cui la struttura sintattica di una frase cambia dalla versione 
originale a quella semplificata. In diversi casi lo studio di sistemi di ATS si è 
concentrato proprio sull’identificazione di strutture di alberi a dipendenze particolari 
e su diversi metodi di semplificazione degli stessi tramite regole fatte a mano (es: 
Siddharthan, 2011) o tramite sistemi ibridi che apprendono automaticamente regole 
da corpora allineati e le applicano quando possibile in alternativa di quelle fatte a 
mano (Siddharthan, 2014). L’ individuazione di questo genere di trasformazioni 
dipende fortemente dalla qualità del parsing effettuato nella fase di annotazione del 
corpus e dato che gli strumenti moderni hanno raggiunto buoni risultati (anche per 
l’italiano), tramite la combinazione di questi con ingenti quantità di risorse è possibile 
iniziare ad ottenere risultati soddisfacenti con l’aiuto di algoritmi di machine learning 
e processi di data mining. 
2.2.1.1. Una possibile applicazione di LinguA nel campo dell’ATS 
La costruzione degli alberi sintattici che LinguA mette a disposizione può risultare 
utile per la creazione di regole “fatte a mano” da utilizzare in un sistema di ATS, ma 
in generale anche per la creazione automatica di regole. L’aspetto della 
rappresentazione grafica degli alberi sintattici di questo strumento facilita però di 
molto il lavoro per l’uomo, mentre una macchina può lavorare direttamente sul 
risultato del parsing senza basarsi su immagini che descrivano la struttura di una frase 
in maniera più semplificata. La pecca di un sistema che si basa su regole “fatte a 
mano” è che il processo di scrittura delle stesse risulta dispendioso a livello di tempo 
e di “manodopera”. Come lato positivo si avrà però un sistema che si basa su regole 
approfonditamente studiate da umani e quindi, almeno in teoria, più robusto o 
comunque meno incline ad errori di semplificazione grossolani della struttura ad 
albero. L’individuazione automatica di pattern ricorrenti di semplificazione tra due 
corpora allineati di frasi originali e semplificate può però risolvere i problemi di costo 
dell’approccio “fatto a mano”, nonostante l’identificazione di regole di un approccio 
automatico potrebbero dare un altro tipo di problemi, inerenti ad esempio al livello 
sintagmatico o paradigmatico o di coesione linguistica, che possono essere più 
facilmente risolti da un umano. Un approccio ibrido sembrerebbe dunque in questo 
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caso la giusta via: si potrebbero dedurre automaticamente tutte le regole da pattern 
frequenti negli alberi sintattici elaborati e tramite revisione da parte di addetti ai 
lavori potrebbero essere riviste, corrette o scartate tutte le regole individuate. 
Si osservi di seguito un esempio di albero sintattico di una frase originale e delle 
rispettiva semplificata (le frasi sono state prese dal corpus Terence, descritto in 
3.2.1.3.): 
 
Una delle prime cose che si può notare guardando rapidamente questi due alberi 
(figura 2.4) è che la profondità è maggiore in (a). In (b) si nota come la trasformazione 
di “di buon umore” in “buono” abbia dunque ridotto questa caratteristica e ben 3 
relazioni differenti sono state ridotte ad una soltanto. È possibile estrarre una regola 
da questa sostituzione lessicale di più parole? La risposta non è scontata: il problema 
risiede nel significato della frase, in quanto dire che “il tempo era di buon umore” 
consiste nell’effettuare una personificazione, figura retorica per la quale vengono 
attribuite fattezze umane a qualcosa che umano non è. Individuare un fenomeno 
simile in maniera automatica non è un compito banale e in generale derivare una 
regola di semplificazione del genere “Sostituire ‘di buon umore’ con ‘buono’” non è 
corretto e non perché la regola è troppo specifica: un sintagma così potrebbe capitare 
raramente (nel corpus da cui è presa la frase l’espressione “buon umore” si ripete 
quest’unica volta). Inoltre non si sta considerando che una trasformazione simile non 
può essere applicata in ogni caso nel quale si riscontri nel testo questo sintagma: 
trasformare “Giovanni era di buon umore” in “Giovanni era buono” stravolge 
pesantemente il significato della frase. 
In generale sarà sempre necessario tenere in considerazione diverse questioni 
quando analizzando una albero sintattico si intende dedurre una struttura ben 
precisa di trasformazione dello stesso dalla sua versione complessa a quella 
Figura 2.4: Albero sintattico di una frase originale (a) e della rispettiva semplificata (b). Le differenze sono 
evidenti a livello di profondità e lunghezza delle relazioni di dipendenza 
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semplificata. Nella sezione 3.2.4. saranno illustrati diversi alberi sintattici a 
dipendenze ottenuti in diversi casi di semplificazione del testo e si cercherà di 
discutere le possibili estrazioni automatiche e “a mano” di regole di trasformazioni di 
alberi di questo tipo per il compito dell’ATS. 
2.2.2. READ-IT 
 
Figura 2.5: screenshot della versione online di READ-IT.  
READ-IT lavora su testi sintatticamente parsati e assegna dei punteggi che ne 
quantificano la leggibilità. READ–IT è un classificatore basato su Support Vector 
Machines che utilizza LIBSVM (Chang and Lin,2001) il quale, dato un set di 
caratteristiche e un training corpus, crea un modello statistico utilizzando le 
statistiche estratte dal corpus. Il modello così creato viene sfruttato per successive 
analisi su testi nuovi. Le operazioni effettuate e le caratteristiche che vengono 
estratte dai testi in input sono differenti e necessarie per diverse quantificazioni della 
leggibilità di un testo. Il testo in input viene suddiviso in frasi ed ogni frase viene divisa 
in token attraverso il processo di tokenizzazione. Viene in seguito effettuato il PoS-
Tagging dei token e poi l’annotazione dei tratti morfo-sintattici, della testa e dei tipi 
di dipendenze degli stessi. Viene poi proposta l’analisi globale della leggibilità, nella 
quale vengono mostrate diverse caratteristiche linguistiche: 
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 CARATTERISTICHE DEL TESTO “GREZZO”: comprende le caratteristiche 
utilizzate per le misurazioni classiche della leggibilità di un testo, come la 
lunghezza di una frase o la lunghezza media delle parole; 
 CARATTERISTICHE LESSICALI: esaminano la distribuzione delle parole del 
testo all’interno del Vocabolario di Base (VdB) della lingua italiana (De Mauro, 
2000) e la Type Token Ratio (TTR), che può essere utilizzata per esprimere la 
ricchezza lessicale di un testo. 
o VdB: contiene una lista di circa 7000 parole che risultano altamente 
familiare ad ogni persona di lingua madre italiana, classificate in 3 
modi differenti, ovvero parole Fondamentali (parole utilizzate molto 
frequentemente), parole ad Alto Uso (parole frequenti) e parole ad 
Alta Disponibilità (parole meno frequenti di quelle, che si riferiscono 
però ad oggetti del quotidiano e sono ben conosciute). 
o TTR: la ripetizione delle parole può avere effetto sulla leggibilità di un 
testo (Bowers, 2000). Tramite il calcolo della TTR è possibile 
monitorare la variazione di un testo come rapporto tra il numero di 
parole tipo e il numero di token totali di un testo; in READ-IT questo 
valore è calcolato sui primi 100 token. 
 CARATTERISTICHE MORFO-SINTATTICHE: comprendono la distribuzione 
all’interno del testo delle diverse categorie di Parti del Discorso (Part of 
Speech, PoS), la densità lessicale e la distribuzione dei modi dei verbi. 
o Densità lessicale: calcolata come il rapporto tra parole piene (verbi, 
nomi, aggettivi e avverbi) e parole funzionali all’interno di un testo. 
 CARATTERISTICHE SINTATTICHE: tutte le caratteristiche inerenti la struttura 
degli alberi a dipendenze, quali profondità massima, profondità media, la 
lunghezze delle relazioni di dipendenza, ecc.  
o Profondità degli alberi sintattici: questa caratteristica può essere 
indicativa della complessità di una frase. La profondità di un albero 
sintattico viene calcolata come la massima distanza dalla radice 
dell’albero ad un nodo foglia. 
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o Misura della lunghezza delle relazioni di dipendenza: viene misurata 
la distanza in parole che intercorre tra testa e dipendente in una 
proposizione. 
Quando per un testo inserito vengono calcolate queste statistiche, i risultati sono 
esposti affiancati ai valori dei due corpora di riferimento: Repubblica (Rep) e Due 
Parole (2Par). Il primo raccoglie numerosi articoli del famoso quotidiano italiano da 
cui prende il nome (ed è il corpus che raccoglie testi con minore leggibilità), mentre 
2Par comprende testi di una rivista che contiene articoli scritti appositamente per 
risultare semplici da leggere, mirando ad un audience formata anche da persone con 
scarse capacità di lettura. Questo confronto servirà per comprendere a che livello si 
dispone il testo analizzato, se risulta più o meno complesso dei due livelli considerati.  
Il punto centrale del software in questione è però il calcolo delle leggibilità, che viene 
fatto in 4 modi differenti. Più il valore sarà vicino al 100%, minore sarà la leggibilità 
per un dato indice.  
Dalla documentazione di READ-IT15, si apprende che i diversi indici di leggibilità sono 
così definiti: 
 BASE: in questo modello, le caratteristiche considerate sono quelle 
tipicamente usate nelle misure tradizionali della leggibilità di un testo, ovvero 
la lunghezza della frase, calcolata come numero medio di parole per frase, e 
la lunghezza delle parole, calcolata come numero medio di caratteri per 
parola. Questo modello può essere visto come un’approssimazione delle 
misure tradizionali di leggibilità (come quelle mostrate in 2.1.).  
                                                          
15 http://www.italianlp.it/wp-content/uploads/2014/06/Demo-Documentation.pdf 
Figura 2.6: Sezione dell’analisi della leggibilità, divisa nei 4 approcci di valutazione. 
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 LESSICALE: questo modello si focalizza sulle caratteristiche lessicali del testo, 
costruite dalla composizione del vocabolario così come dalla sua ricchezza 
lessicale; 
 SINTATTICO: questo modello si basa su informazione di tipo grammaticale, 
ovvero sulla combinazione di tratti morfo-sintattici e sintattici desunti dai 
corrispondenti livelli di analisi linguistica;  
 GLOBALE: si tratta di un modello basato sulla combinazione di tratti di varia 
natura, che spaziano dalle caratteristiche generali del testo del modello BASE 
a quelle lessicali e sintattiche degli altri due modelli. 
READ-IT mostra anche la proiezione della leggibilità sul testo, ovvero i valori degli 
indici di leggibilità calcolati sulle singole frasi. Il colore delle celle delle ultime quattro 
colonne della tabella nella figura 2.7 indica la leggibilità di ogni frase. Il livello di 
difficoltà è rappresentato cromaticamente mediante colori che vanno dal verde 
(testo leggibile) al rosso (testo particolarmente difficile).  
Un eventuale utente che utilizza questo strumento per una redazione di un testo da 
lui scritto può affidarsi alle diverse colorazioni per valutare se una frase va 
semplificata o meno e da che punto di vista va effettuata questa semplificazione. 
L’indicazione di scarsa leggibilità rappresentata dalla colorazione non indica però 
dove va precisamente effettuata un’eventuale modifica, dunque l’utente dovrà 
utilizzare queste statistiche come puramente indicative. Ad esempio, dato un valore 
che assume una colorazione rossa per il lessico, l’utente avrà la necessità di rileggere 
una determinata frase e comprendere quali termini sono inadatti al contesto per il 
quale sta scrivendo. Più complesso è il problema dato dal punteggio globale, il quale 
Figura 2.7: Sezione di READ-IT sulla proiezione della leggibilità sul testo. I colori sui vari indici variano dal verde al 
rosso, suggerendo con una rapida occhiata la complessità delle frasi in analisi. 
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deriva da caratteristiche di varia natura sulle quali non è sempre possibile intervenire 
in maniera efficace e diretta. 
2.2.2.1. Valutazione del sistema READ-IT per una classificazione basata 
su leggibilità 
Come detto in precedenza, la valutazione della leggibilità può essere svolta in due 
modi differenti, ovvero come classificazione o come ranking. READ-IT è stato valutato 
in Dell’Orletta et al. (2011) utilizzando un approccio basato su classificazione, ovvero 
verificando quanti documenti/frasi vengono correttamente classificate in base alla 
valutazione della loro leggibilità. Nello stesso articolo viene illustrato come differenti 
versioni di READ-IT siano state implementate (queste vengono denominate 
rispettivamente READ-ITClass e READ-ITRank) per effettuare una valutazione dei due 
diversi approcci per metterli a confronto nella valutazione della leggibilità tra diversi 
generi testuali. 
READ-ITClass è stato testato sui due corpora Rep e 2Par descritti in precedenza, sui 
quali è stato fatto precedentemente PoS-tagging tramite lo strumento descritto in 
Dell’Orletta (2009) e un parsing a dipendenze con DeSR (Attardi, 2006). I test 
effettuati hanno riguardato: 
 Classificazione della leggibilità del documento (READ-ITClass/Doc); 
 Classificazione della leggibilità delle frasi (READ-ITClass/Sent); 
 Individuazione e distinzione delle frasi “facili da leggere” con quelle “difficili 
da leggere”. 
Per la valutazione della classificazione di un documento tramite READ-ITClass sono stati 
presi 319 documenti appartenenti a Rep e 319 appartenenti a 2Par. Tramite una 5-
fold cross-validation il test set è stato diviso in 5 parti uguali e ad ogni documento è 
stato assegnata una delle due classi tramite READ-IT. Nella tabella sottostante sono 
mostrati i risultati riguardanti Accuratezza, Precision, Recall e F-Measure dei risultati 
ottenuti, dove viene illustrato in che modo tramite diversi indici di leggibilità calcolati 
su un documento è possibile dunque classificarlo. 
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Modello Accuratezza 
2Par Rep 
Precision Recall F-Measure Precision Recall F-Measure 
Base 76,65% 74,71% 80,56% 77,52% 78,91% 72,73% 75,69% 
Lessicale 95,54% 95,60% 95,30% 95,45% 95,31% 95,61% 95,46% 
Sintattico 97,02% 97,17% 96,87% 97,02% 96,88% 97,18% 97,03% 
Globale 98,12% 98,12% 98,12% 98,12% 98,12% 98,12% 98,12% 
Tabella 2.1: risultati sull’accuratezza della classificazione di interi documenti tramite la valutazione della 
leggibilità. 
L’accuratezza della classificazione in base agli indici di leggibilità per READ-ITClass/Doc è, 
come si può vedere in tabella 2.1, molto alta in tutti i casi tranne che per l’indice Base. 
Partendo da quest’ultimo indice fino a scendere di più nel dettaglio arrivando 
all’indice Globale si arriva ad un miglioramento che raggiunge un’accuratezza quasi 
perfetta del 98,12%. Tali risultati sottolineano che a livello di documento è possibile 
classificare correttamente un testo in base alla sua leggibilità, caratteristica che 
dunque distingue fortemente due testi appartenenti in questo caso a target 
differenti. 
I risultati non sono invece così buoni quando si valuta la classificazione per READ-
ITClass/Sent, ovvero quando si tenta di classificare una singola frase rispetto alla sua 
leggibilità. 
Modello Accuratezza 
2Par Rep 
Precision Recall F-Measure Precision Recall F-Measure 
Base 59,60% 55,62% 95,00% 70,16% 82,88% 24,20% 37,46% 
Lessicale 61,60% 57,30% 91,00% 70,32% 78,16% 32,20% 45,61% 
Sintattico 78,20% 75,09% 84,40% 79,47% 82,19% 72,00% 76,76% 
Globale 76,10% 72,78% 83,40% 77,72% 80,56% 68,80% 74,22% 
Tabella 2.2: risultati sull’accuratezza della classificazione di singole frasi tramite la valutazione della leggibilità.  
Dai risultati mostrati nella tabella 2.2 si nota come a livello di frase sia più difficile 
ottenere una classificazione accurata e questo può derivare dal fatto che, prendendo 
in esempio i due corpora di riferimento, in un documento considerato globalmente 
semplice potrebbero esserci frasi più complesse della media di tutte le altre (o 
viceversa). Va comunque sottolineato che a livello Sintattico e Globale l’accuratezza 
raggiunta si avvicina ad un buon risultato. Ad esempio il risultato della classificazione 
tramite il livello sintattico indica come effettivamente la struttura delle frasi dei due 
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corpora abbia delle differenze riconoscibili e classificabili correttamente in circa 4 casi 
su 5. Invece le misure classiche di valutazione della leggibilità non bastano ad una 
classificazione sicura delle frasi, in quanto lunghezza della frase e lunghezza media 
delle parole non sono caratteristiche del testo che si distinguono fortemente tra i due 
corpora (anche a livello di documento il risultato peggiore arrivava proprio per questo 
indice). Questi risultati indicano anche come gli indici classici di leggibilità siano meno 
affidabili di quelli creati di recente tramite i nuovi strumenti di NLP, in quanto viene 
reso evidente come non sia facile discriminare testi ritenuti semplici da quelli 
complessi solo tramite le misure classiche. 
2.2.3. Monitor-IT 
Monitor-IT è uno strumento di monitoraggio linguistico online, creato dall’autore di 
questa tesi durante un tirocinio di 150 ore all’interno dell’ILC “Antonio Zampolli” del 
CNR di Pisa, che permette di inserire testi e di analizzarli estraendo statistiche 
linguistiche utili per uno studio della composizione degli stessi. Lo strumento è stato 
costruito utilizzando diversi linguaggi di programmazione quali Javascript, jQuery e 
Python, appoggiandosi sul Web-Framework Python Django16 e utilizzando il 
linguaggio di markup HTML con fogli di stile CSS Bootstrap17. Il portale sfrutta alcune 
                                                          
16 https://www.djangoproject.com/ 
17 http://getbootstrap.com/ 
Figura 2.8: screenshot della versione web di Monitor-IT 
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delle tecnologie precedentemente create nell’ambito dei progetti di NLP da parte 
dell’ILC. 
Monitor-IT utilizza inoltre le tecnologie messe a disposizione da Google per i grafici 
(Google Chart18) per effettuare un confronto grafico ed intuitivo delle caratteristiche 
del testo inserito con 5 corpora di riferimento in lingua italiana che rappresentano 
diversi gradi scolastici e dunque differenti “gradi di difficoltà” dei testi. I 5 corpora 
sono, in ordine di livello scolastico: 
 Testi per 1° e 2° Elementare (Elementari_1_2): 7270 periodi per 93171 
token, testi di normale utilizzo per studenti dei primi due anni delle 
elementari; 
 Testi per 3°, 4° e 5° Elementare (Elementari_3_4_5): 10736 periodi per 
183125 token, testi degli ultimi tre anni delle elementari; 
 Testi per le Medie: 3167 periodi per 63509 token, testi delle scuole medie; 
 Testi per il primo biennio delle Superiori (Superiori_1_2): 2521 periodi per 
55835 token, testi del primo biennio delle scuole superiori; 
 Testi per l’ultimo triennio delle Superiori (Superiori_3_4_5): 5389 periodi 
per 176561 token, testi degli ultimi tre anni delle scuole superiori. 
Per un approccio intuitivo ai risultati sono 
stati scelti dei colori a rappresentare i 
singoli corpora di riferimento. Partendo da 
sinistra e procedendo verso destra 
abbiamo dunque il rosa per 
Elementari_1_2, il verde chiaro per 
Elementari_3_4_5 e così via fino al rosso 
per Superiori_3_4_5. Quando in un grafico 
il valore di una caratteristica del testo 
inserito si avvicina a quello di uno dei 5 corpora, le linee che lo rappresentano 
assumono lo stesso colore. Nella figura 2.9 è presente un esempio: il valore della 
media di token per periodo nei testi di Terence_orig (rappresentato dalla linea verde) 
                                                          
18 https://developers.google.com/chart/ 
Figura 2.9: esempio di grafico utilizzato in Monitor-IT 
per il confronto grafico dei valori estratti in fase di 
monitoraggio linguistico 
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è circa 18, valore che si avvicina maggiormente a quello di Elementari_3_4_5 (barra 
verde), dunque la linea che rappresenta la posizione delle frasi del testo inserito 
assume quel colore. In generale, tranne casi particolari, i grafici mostrati saranno tutti 
di questo genere e avremo delle barre a rappresentare i corpora di riferimento e delle 
linee a rappresentare i corpora inseriti. I numeri non sono scritti direttamente sulle 
barre per evitare una resa grafica confusionaria, ma nella versione online sono 
ottenibili semplicemente passando il mouse sopra l’oggetto di interesse (possono 
essere anche estratti dalla tabella riassuntiva che si troverà in fondo alla pagina del 
portale, contenente tutti i dati estratti). Un’ulteriore opzione consente di riutilizzare 
i testi inseriti in precedenza per effettuare direttamente confronti sullo stesso grafico 
con i nuovi testi personali inseriti oltre che con i 5 corpora di riferimento. 
2.3. Il Monitoraggio Linguistico 
Gli studi sulla varietà della lingua nei generi testuali o sull’opposizione tra parlato e 
scritto per la lingua italiana (Montemagni, 2013) sono stati effettuati tramite l’analisi 
di corpora il cui processo di lemmatizzazione e annotazione morfo-sintattica è stato 
svolto manualmente o in maniera semi-automatica. Un’analisi mirata anche 
all’annotazione sintattica permette di ottenere una panoramica completa su una 
grande e utilissima quantità di informazioni di un corpus. Di seguito saranno mostrate 
nel dettaglio le diverse tipologie di parametri che possono essere oggetto di 
monitoraggio linguistico e che possono essere estratte con più efficienza da 
strumento di NLP rispetto all’approccio manuale. L’accuratezza di questi strumenti 
infatti, come visto in precedenza, ha ormai raggiunto dei risultati totalmente 
soddisfacenti. Verranno mostrati in particolare, come esempi, i dati estratti tramite il 
monitoraggio linguistico effettuato sui corpora di riferimento di testo scritto per i 
diversi livelli scolastici mostrati in 2.2.3. Questi dati risulteranno utili anche più avanti 
in questa tesi per effettuare dei confronti tra risorse per sistemi di ATS, effettuando 
uno studio sulle variazioni linguistiche e il loro rapporto rispetto ai diversi livelli 
difficoltà che questi 5 corpora rappresentano. 
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2.3.1. Parametri di monitoraggio linguistico 
Attraverso i dati delle “misure” delle principali categorie morfo-sintattiche è possibile 
individuare alcune tra le somiglianze e le differenze che esistono in questo caso tra i 
diversi livelli di istruzione rappresentati dai corpora. 
Statistiche Elementari_1_2 Elementari_3_4_5 Medie Superiori_1_2 Superiori_3_4_5 
Sostantivi 21.2% 20.7% 20.4% 20.8% 23.0% 
Nomi Propri 2.4% 2.5% 2.5% 2.2% 3.9% 
Aggettivi 5.3% 6.0% 6.4% 6.9% 9.2% 
Verbi 16.1% 15.5% 15.0% 14.4% 11.1% 
Congiunzioni Totali 4.8% 4.7% 4.8% 4.6% 4.2% 
  Cong. Coordinanti 75.2% 73.2% 71.3% 74.4% 81.9% 
  Cong. Subordinanti 24.8% 26.8% 28.7% 25.6% 18.1% 
Tabella 2.3: risultati del monitoraggio linguistico per le principali categorie morfo-sintattiche dei corpora di 
riferimento per i differenti gradi scolastici. In grassetto vi sono i valori maggiori per ogni riga. 
SI può notare dalla tabella 2.3 come la categorie siano tutte piuttosto oscillanti e 
come non sia possibile confermare una sorta di “regola” che influenza queste 
distribuzioni (es: non è detto che all’aumentare del livello di istruzione via sia un 
andamento in diminuzione o aumento costante per i sostantivi). Dal grafico in figura 
2.10 si può infatti vedere con una rapida occhiata come le distribuzioni non seguano 
un andamento sempre crescente o decrescente. 
 
Figura 2.10: distribuzione delle categorie morfosintattiche. 
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Le categorie dei sostantivi, dei nomi propri e degli aggettivi hanno una presenza 
preponderante in Superiori_3_4_5, ad indicare probabilmente testi più descrittivi e 
complessi, ricchi di eventi da memorizzare (basti pensare al confronto che potrebbe 
essere fatto tra un libro di storia per superiori e uno per elementari, dal quale si 
otterrebbero quasi certamente gli stessi risultati). I verbi presentano invece una 
costante diminuzione della distribuzione dal primo all’ultimo corpora e un’evidente 
differenza di valori 
(deviazione standard pari a 
4 circa). Generalmente una 
maggioranza di verbi è 
associata ai testi di tipo 
narrativo, mentre una 
minore presenza è 
associata a testi con alta 
densità informativa. La 
distribuzione delle congiunzioni presenta invece valori piuttosto vicini fra loro 
(deviazione standard pari a 0,02), ma ciò che è interessante vedere in questo senso è 
la distribuzione delle congiunzioni coordinanti e di quelle subordinanti, che possono 
dare un’idea di come i diversi testi siano strutturati. I valori dei testi di 
Superiori_3_4_5 sono quelli che si distaccano di più dagli altri, con un 82% di 
congiunzioni coordinanti. Assunta la quantità delle congiunzioni subordinanti come 
indicatore della proporzione di costruzioni ipotattiche, si nota come nel corpus 
Superiori_3_4_5 questo valore sia dunque inferiore a tutti gli altri corpora. 
Generalmente questo valore indica una maggiore “leggerezza” sintattica 
(Montemagni, 2013), ma questo dato va preso solo come approssimativo del 
rapporto tra costruzioni paratattiche e ipotattiche. Un’interessante statistica che può 
essere estratta direttamente dalla distribuzione dei nomi e dei verbi è data dal loro 
rapporto, ottenuto dividendo il numero dei nomi rilevati in un corpus rispetto a 
quello dei verbi. 
 
 
E l e m e n t a r i _ 1 _ 2
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Figura 2.11: distribuzione delle congiunzioni coordinanti (in blu) e 
subordinanti (in arancione) 
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Statistiche Elementari_1_2 Elementari_3_4_5 Medie Superiori_1_2 Superiori_3_4_5 
Nomi 23.6% 23.2% 22.9% 23.0% 26.9% 
Verbi 16.1% 15.5% 15.0% 14.4% 11.1% 
Nomi/Verbi 1.46 1.49 1.53 1.64 2.42 
Tabella 2.4: distribuzione dei nomi e dei verbi all’interno dei corpora e rapporto degli stessi. 
Più il numero è superiore all’1, più i 
nomi superano i verbi in 
proporzione. La frequenza dei nomi 
e dei verbi è connessa, secondo la 
letteratura linguistica e 
psicolinguistica, a variazioni di tipo 
diamesico, diafasico e testuale. 
Analizzando i risultati ottenuti nei 
corpora di riferimento si può notare 
come questo rapporto sia in crescita continua e lineare salendo di grado. Nell’ultimo 
corpus in particolare si assiste però ad un innalzamento repentino di questo indice. 
In Montemagni (2013) sono riportati valori di questo indice per diverse tipologie di 
testi e si può notare come a valori bassi corrispondano generalmente testi di tipo 
narrativo/descrittivo “semplici” mentre a valori più alti corrispondano testi di tipo 
giornalistico o legislativo, con un contenuto più complesso. Con questo confronto si 
può notare come anche in questo caso vi sia una conferma, che indica come ad un 
certo livello di istruzione i testi scolastici vadano “complicandosi” data la natura delle 
nozioni che vi sono incluse. 
A partire dai dati inerenti le distribuzioni delle categorie morfo-sintattiche è possibile 
misurare la densità lessicale di un testo, come rapporto tra le parole piene (che sono 
nomi, aggettivi, verbi e avverbi) e il totale delle parole dell’intero testo. Un valore più 
basso indica un testo meno “denso” e, stando alla letteratura (Aluisio et al., 2010), a 
valori più alti corrispondono in linea di massima testi con maggiore leggibilità. Nel 
caso dei 5 corpora questi valori sono tutti vicini a 0,6, e dunque questo dato non può 
essere preso in considerazione per discussioni approfondite sulla differenza tra i 
corpora. Tramite elaborazioni più approfondite sul testo (analisi a dipendenze) si può 
studiare la quantità media di proposizioni per periodo e effettivamente quantificare 
la distribuzione delle frasi subordinate rispetto alle principali, valore che la semplice 
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Figura 2.12: andamento sempre crescente del rapporto 
nomi/verbi dei corpora. 
54 
 
distribuzione di congiunzioni subordinanti non poteva fornire direttamente. Nel caso 
dei corpora in questione si possono vedere i valori in figura 2.13 e nella tabella 2.5. 
 
Figura 2.13: distribuzioni di frasi principali e subordinate nei corpora di riferimento. 
 Elementari_1_2 Elementari_3_4_5 Medie Superiori_1_2 Superiori_3_4_5 
Numero medio di 
proposizioni per periodo 
1,8 2,3 2,6 2,7 3,1 
Tabella 2.5: numero medio di proposizioni per periodo. 
Data la lunghezza media delle frasi di Superiori_3_4_5, il valore elevato di 
proposizioni per periodo era atteso. Le subordinate rispetto alle principali hanno una 
distribuzione oscillante (deviazione standard di circa 3) che mostra in Elementari_1_2 
un valore inferiori di subordinate rispetto agli altri corpora (valore anche questo 
atteso data le caratteristiche del testo e il target di riferimento). Come detto in 
precedenza, ad una presenza minore di subordinate si è in presenza di un testo 
sintatticamente più “leggero”. Dato questo fenomeno, ci si potrebbe attendere che 
questi valori vadano aumentando salendo di grado di istruzione. In questo caso i 
valori aumentano di grado in grado, fino a trovare una diminuzione nell’ultimo 
corpus. I periodi che compongono Elementari_1_2 sono (lo si può dedurre dal fatto 
che vi sono 1,8 proposizioni per periodo) spesso monoproposizionali, mentre salendo 
di grado di istruzione si alza ogni volta la media di proposizioni per periodo, fino ad 
arrivare al valore di 3,1 per Superiori_3_4_5. Questo sottolinea come vi sia un modo 
di periodare più semplice a livello elementare e come via via questo si complichi, 
formando strutture mediamente più complesse. Ad esempio a livello elementare si 
tende probabilmente a dividere concetti in più periodi in modo da focalizzare 
E l e m e n t a r i _ 1 _ 2
E l e m e n t a r i _ 3 _ 4 _ 5
M e d i e
S u p e r i o r i _ 1 _ 2
S u p e r i o r i _ 3 _ 4 _ 5
74
70,2
66,7
65,8
70,7
26
29,8
33,3
34,2
29,3
PRINCIPALI VS SUBORDINATE
Proposizioni Principali Proposizioni Subordinate
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l'informazione e valorizzare i contenuti informativi. Questo dato, che era attendibile 
almeno a livello logico, è confermato dai corpora esaminati. 
Scendendo nel dettaglio delle 
singole proposizioni per il 
monitoraggio della loro 
articolazione interna, è possibile 
estrarre il numero medio di parole 
per proposizione, un dato che 
descrive ulteriormente un testo 
mostrando una prima analisi della 
complessità delle strutture 
formate dalle proposizioni (senza 
però dettagliare le relazioni di 
dipendenza al loro interno). Si può 
notare (figure 2.14 e 2.15) come, 
oltre al numero di proposizioni per 
periodo, anche il numero di parole 
per proposizione sia sempre 
crescente, a partire dalle brevi 
proposizioni di Elementari_1_2 
fino a quelle più complesse in Superiori_3_4_5. Un altro dato che può mostrare come 
una proposizione è organizzata internamente è fornito dal numero medio dei 
dipendenti per testa verbale. Anche in questo caso il valore tende a crescere al salire 
del livello di istruzione, ma varia da 1,7 a 2, una differenza minima ma comunque 
indicativa del tipo di testo che si sta leggendo. 
Altri parametri da considerare nel monitoraggio di un corpus sono inerenti agli alberi 
sintattici e alla struttura a dipendenze che intercorre all’interno delle frasi. Va 
sottolineato fin da ora che queste statistiche sono estratte con un’affidabilità pari 
all’88% circa, con gli algoritmi presentati all’inizio di questo capitolo. Una prima 
misura approssimativa dei livelli di incassamento gerarchico all’interno della struttura 
sintattica può essere data dall’altezza massima dell’albero che rappresenta la 
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Figura 2.14 e 2.15: numero medio di parole per proposizione e 
numero medio di dipendenti per testa verbale. 
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distanza che intercorre tra una foglia dell’albero (parole del testo senza dipendenti) 
e la radice. Inoltre è possibile scendere ulteriormente nel dettaglio, studiando la 
quantità media di subordinate ricorsivamente incassate o la profondità media delle 
strutture nominali complesse all’interno di un testo. Per quanto riguarda le 
dipendenze tra nodi degli alberi sintattici è interessante studiare la lunghezza media 
delle relazioni di dipendenza e la medie delle lunghezze massime. Nel caso dei 
corpora di riferimento monitorati sono stati estratti i seguenti risultati: 
La media delle altezze massime degli alberi sintattici cresce all’aumentare del grado 
di istruzione, andamento che continua ad essere confermato come nei casi 
precedenti. Ciò indica un complessità via via crescente delle frasi nei diversi corpora. 
Gli altri valori sono piuttosto vicini tra loro, ma la profondità media delle catene di 
subordinazione, che indica i livelli di incassamento delle proposizione, continua ad 
indicare una crescita tra i livelli di istruzione, ad indicare come sia più probabile 
trovare proposizioni concatenate in testi più “avanzati” con una complessità degli 
eventi esposti maggiore. Ovviamente frasi del genere non vanno escluse dai corpora 
di grado inferiore. Anche la lunghezza media delle relazioni di dipendenza ha un 
aumento continuo, seppur leggero. Le strutture diventano via via più complesse e la 
media delle lunghezze massime conferma questa impressione. Tutti i parametri che 
riguardano le caratteristiche strutturali dell’albero sintattico rivestono un ruolo 
centrale nella valutazione della leggibilità di un testo (Montemagni, 2013). 
L’insieme di questi e di altri dati che attraverso gli strumenti moderni si è in grado di 
estrarre rende possibile il monitoraggio di aspetti della struttura linguistica che 
possono fornire risultati dalle diverse funzionalità come la valutazione della 
 Elementari_1_2 Elementari_3_4_5 Medie Superiori_1_2 Superiori_3_4_5 
Media delle altezze 
massime 
3,6 4,5 5,3 5,6 7,8 
Profondità media di 
strutture nominali 
complesse 
1,164 1,196 1,205 1,195 1,184 
Profondità media di 
"catene" di subordinazione 
1,158 1,187 1,225 1,246 1,388 
Lunghezza Media relazioni 
di dipendenza 
2,2 2,3 2,3 2,4 2,5 
Media delle lunghezze 
massime 
5,1 6,7 7,8 8,6 12,4 
Tabella 2.6: ulteriori valori estratti dal monitoraggio linguistico 
57 
 
competenza linguistica di apprendenti L1 o L2 (Dell’Orletta, 2011), per la definizione 
di un indice di leggibilità avanzato, come mostrato in 2.2.2, per operazioni di 
confronto qualitativo e quantitativo di corpora differenti e per numerosi altri task. 
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3. IL PRIMO CORPUS PER LA SEMPLIFICAZIONE 
AUTOMATICA DI TESTI IN ITALIANO 
In questo capito verranno mostrati i due corpora che uniti vanno a formare il primo 
corpus per la semplificazione automatica di testi in italiano, creato dall’ItaliaNLP-LAB 
all’interno dall’Istituto di Linguistica Computazionale “A. Zampolli” del CNR di Pisa 
con lo scopo di essere utilizzato come base di partenza per lo sviluppo di un sistema 
di semplificazione automatica dei testi. Nell’ordine, verranno mostrati innanzitutto i 
diversi metodi utilizzati nella costruzione di queste risorse, che sono corpora paralleli 
allineati formati da frasi originali e dalle loro versioni semplificate. Saranno dunque 
studiati e discussi i valori di leggibilità dei testi calcolati tramite READ-IT (Dell’Orletta 
et al., 2011) e in seguito sarà mostrato lo schema di annotazione che è stato utilizzato 
per entrambi i corpora. Per concludere verranno mostrati i risultati del monitoraggio 
effettuato sui testi allineati, tramite lo strumento Monitor-IT19 e saranno discussi i 
risultati di un’indagine sulle correlazioni tra i valori trovati in fase di monitoraggio per 
identificare se le regole di semplificazione applicate hanno un impatto sulle 
caratteristiche linguistiche e di che tipo di impatto si tratta. 
3.1. Che cos’è un corpus? 
Un corpus è un insieme strutturato di testi, generalmente annotati in modo da fornire 
più informazioni utili per effettuare ricerche ed analisi linguistiche. La costruzione di 
questo tipo di risorsa va pianificata attentamente, in modo da risultare utilizzabile in 
maniera ottimale per il compito di NLP che si sta andando ad affrontare. È dunque 
evidente che a seconda di quale task un ricercatore sta per affrontare avremo corpora 
diversi fra loro, non solo per contenuto, ma anche per tipo di annotazione. 
Un corpus può essere classificato secondo diversi parametri: 
 Generalità: indica se un corpus è specialistico (contiene linguaggio infantile, 
giornalistico, scientifico, ecc.) o se è un corpus generale o di riferimento, 
orientato a rappresentare un linguaggio nella totalità dei suoi aspetti 
linguistici; 
                                                          
19 http://monitor-it.italianlp.it/ 
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 Modalità: indica se un corpus è di scritto, di parlato, misto o multimediale 
(audio-video); 
 Cronologia: corpus sincronico o diacronico; 
 Lingua: monolingua o plurilingua, dove nel secondo caso si indica anche se si 
tratta di un corpus parallelo ed allineato o se si tratta di un corpus di semplice 
comparazione senza traduzione; 
 Integrità dei testi: i corpora possono contenere testi interi oppure porzioni di 
testi di lunghezza prefissata; 
 Codifica digitale dei testi: i corpora possono essere annotati per 
rappresentare la struttura linguistica del testo o codificati per evidenziare la 
composizione o la struttura testuale. 
Nella creazione di corpora per lo sviluppo di sistemi per Automatic Text Semplification 
è dunque necessario comprendere che persone andranno a comporre il target finale 
al quale il sistema dovrà fornire un output di un testo semplificato. Ad esempio 
sarebbe sicuramente corretto creare un corpus specialistico contenente storie per 
bambini, se poi i testi semplificati dovranno essere compresi da un target simile. 
Sebbene non basti però selezionare correttamente i testi per avere risorse funzionali 
per la creazione di un sistema funzionante. Un primo passo consiste proprio 
nell’identificazione dei testi e del target di riferimento. 
3.2. I corpora del progetto 
Il corpus creato come risorsa base per la creazione di un sistema di semplificazione 
automatica per l’Italiano dall’ILC-CNR è composto in realtà da due corpora, che hanno 
lo scopo di rappresentare due metodi diversi di semplificazione del testo: una 
strategia strutturale ed una intuitiva (Allen, 2009). Nella semplificazione che segue 
dalla strategia strutturale si utilizzano sia liste graduate predefinite che le tradizionali 
formule per il calcolo della leggibilità. Nel caso della strategia intuitiva la 
semplificazione dipende direttamente dall’esperienza degli insegnanti e dal giudizio 
personale riguardo le abilità di comprensione di un gruppo di apprendenti di un certo 
livello di lingua. 
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I due corpora rappresentativi di queste due strategie sono stati chiamati 
rispettivamente Terence e Teacher e presentano dunque notevoli differenze a livello 
di metodi di semplificazione attuati, conservando la caratteristica comune di essere 
dei corpora paralleli contenenti frasi originali allineate con le rispettive versioni 
semplificate e di avere come target un pubblico di giovani (bambini e ragazzi). 
3.2.1. Progetto TERENCE 
Il primo corpus che verrà illustrato è Terence, il quale prende il nome direttamente 
dal progetto Terence20 da cui proviene, che illustra un metodo di semplificazione di 
racconti. Il progetto è indirizzato a ricercatori, insegnanti o policy makers ed è 
innovativo da diversi punti di vista. La semplificazione di un testo viene infatti 
suddivisa in 3 differenti stadi intermedi, mentre normalmente si parla di testo 
originale e testo semplificato tramite un unico passaggio. Inoltre il processo di 
semplificazione illustrato è fatto su misura per la categoria dei poor reader. Alla base 
del processo di semplificazione sta infatti l’idea che sono richiesti diversi livelli di 
semplificazione per migliorare la comprensione di un testo per poor readers. Gli scopi 
di questo progetto possono essere riassunti in: 
1. Migliorare la comprensibilità del testo; 
2. Offrire testi “graduati”, ovvero disponibili con diversi gradi di semplificazione 
a seconda dei bisogni delle persone che andranno a leggerli (4 livelli di 
difficoltà); 
3. Minimizzare il più possibile i cambiamenti sul testo. 
I livelli di difficoltà secondo cui vengono classificati i testi di un corpus seguendo la 
linea guida di Terence sono (dal più difficile al più semplice): 
 Livello 4. Storia originale (nessuna semplificazione effettuata); 
 Livello 3. Coerenza globale: le informazioni necessarie alla comprensione del 
significato generale della storia, della sequenza degli eventi, dei luoghi, ecc. 
sono rese in maniera più esplicita possibile; 
                                                          
20 http://www.terenceproject.eu/ 
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 Livello 2. Coerenza locale: il testo viene ulteriormente semplificato a livello 
locale, aumentando la connessione logica tra le frasi, aumentando la coesione 
e eliminando possibili ambiguità; 
 Livello 1. Livello lessico-sintattico: i termini più complessi utilizzati vengono 
sostituiti con sinonimi più comuni, le metafore vengono ridotte e le frasi con 
una certa complessità sintattica vengono riscritte. Questo livello è studiato 
principalmente per quei bambini con difficoltà anche a livello di parole. 
Nel caso del corpus sviluppato dall’ILC-CNR, sono stati presi in considerazione solo i 
livelli 2 e 1, rispettivamente ad indicare il testo originale e quello semplificato. Quello 
che infatti si cercherà poi di svolgere tramite computer è una semplificazione 
automatica concentrata soprattutto sul livello lessicale e sintattico dunque la scelta 
è stata motivata dalla necessità di tracciare solo alcuni gradi di semplificazione.  
3.2.1.1. Livello 2: frasi originali 
Le frasi originali del corpus Terence corrispondono al livello 2 di semplificazione 
illustrato dal progetto Terence. Il miglioramento della comprensibilità di una frase a 
livello locale consiste nell’introduzione di connettivi espliciti, nella sostituzione dei 
pronomi con dei nomi per rendere semplici i collegamenti di coreferenza o 
nell’aggiunta di informazioni necessarie a collegare il significato di due frasi. 
Cambiare un testo applicando questi metodi può influire però in maniera negativa 
sull’aspetto e lo scorrimento di una storia, in modo possibilmente dannoso per la 
lettura. In generale l’applicazione di queste regole non può essere sistematica, in 
quanto, ad esempio, la risoluzione di qualsiasi anafora incontrata nel testo potrebbe 
semplicemente essere di troppo, in quanto alcuni eventi o personaggi descritti nelle 
storie saranno comprensibili anche al lettore meno abile, sebbene impliciti. 
In Terence la rimozione delle ellissi o dei pronomi non è sistematica, ma viene 
effettuata sono quando ciò risulta strettamente necessario per l’aumento della 
comprensione di una frase. Alcune di queste figure retoriche vanno lasciate intatte 
anche perché il lettore che presenta una qualche difficoltà di lettura deve apprendere 
le abilità per comprenderle in futuro in testi normali. In alcuni casi si effettuano 
inoltre dei collegamenti logici tra eventi, per evitare che il lettore debba sforzarsi per 
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comprenderli; in questo caso non si può effettuare l’operazione in maniera 
automatica, ma vanno valutate le singole frasi e le possibili incomprensioni che 
potrebbero generare. 
3.2.1.2. Livello 1: frasi semplificate 
Dalle frasi originali si effettua un’ulteriore semplificazione, che corrisponde al livello 
1 del progetto Terence. In questo caso si è agito a livello lessicale e sintattico 
applicando le seguenti istruzioni: 
 Sostituire unità lessicali “rare” con sinonimi più comuni; 
 Evitare metafore; 
 Evitare espressioni idiomatiche; 
 Evitare frasi lunghe e complesse; 
 Evitare costruzioni sintattiche inusuali; 
 Porre attenzione all’ordine temporale delle proposizioni, cercando di 
mantenere un ordine cronologico. 
3.2.1.3. Composizione del corpus TERENCE 
Il corpus è composto da 32 testi (o documenti) in totale, derivanti a loro volta dai 
capitoli di 5 racconti differenti, i quali sono stati semplificati nei diversi step descritti 
sopra; il livello è stato poi selezionato per costituire la versione originale e questa è 
stata allineata a livello di frase con il livello 1. Le frasi del testo originale sono 1060 e 
quelle del testo semplificato risultano 1081. Questa piccola differenza è causata dalle 
operazioni di semplificazione quali lo split (la divisione di una frase in più frasi) o il 
merge. I testi sono, nel dettaglio: 
 LIBRI DAI 7 AI 9 ANNI: 
o Ugolino Scellino Giramondo, di Monica Massaro (5 capitoli); 
o Ernesta Sparalesta Eploratrice, di Monica Massaro (5 capitoli); 
o Una estate da ricordare (6 capitoli). 
 LIBRI DAI 9 AGLI 11 ANNI: 
o Le avventure di Sofia e Benedetto (9 capitoli); 
o Muoversi (7 capitoli). 
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La tabella 3.1 mostra le percentuali dei tipi di allineamento effettuato all’interno del 
corpus Terence. 
Allineamento 1:1 1:2 1:3 2:1 1:0 0:1 
Percentuale 92.1 3.75 0.19 2.88 0.67 0.38 
Tabella 3.1:  Percentuali allineamento delle frasi del corpus Terence 
Si può notare che un’evidente maggioranza corrisponde a frasi allineate 1 a 1, ma è 
presente un 4% circa di frasi che sono state divise in due frasi distinte, mentre solo 
raramente la divisione arriva a tre frasi differenti. Circa il 3% degli allineamenti 
corrispondo a frasi che sono state unite a formarne una soltanto. Un esempio di 
questo genere di evento (ovvero il merge delle frasi) è il seguente: 
Frasi originali: 
Ugolino pensò che il suo amico Elio era troppo impegnato per chiacchierare e passò oltre. 
Andò da Giacomo il fruttivendolo ma anche il fruttivendolo non gli rivolse neanche una 
parola. 
 
Frase semplificata: 
Ugolino pensò che il suo amico Elio era troppo impegnato per chiacchierare e andò a 
trovare Giacomo il fruttivendolo, ma anche il fruttivendolo non gli rivolse neanche una 
parola. 
 
3.2.2. TEACHER 
Il secondo corpus prende il nome di Teacher, in quanto i testi che lo compongono, 24 
in tutto, sono stati collezionati da siti web che distribuiscono risorse gratuite per 
insegnanti. I generi testuali che vengono coperti da questa raccolta sono vari e 
riguardano, oltre a generi letterari, anche testi scolastici di storia o geografia. I testi 
utilizzati sono, nel dettaglio: 
 Diario, di Anna Frank (10 capitoli); 
 Testo didattico di geografia (1 testo); 
 Testo didattico di storia di diversi livelli (5 testi); 
 L’isola di Arturo, di Elsa Morante (1° capitolo, 1° pagina); 
 Un “Mito Pellerossa”21, testo scritto a fini didattici; 
 Un “Mito Cinese” (riferimento come sopra), testo scritto a fini didattici; 
                                                          
21 http://www.scuolavicospinea.it/docenti/RISM/public/gruppo%2013.pdf 
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 L’avventura di due sposi, tratto da Gli amori difficili, di Italo Calvino (incipit); 
 Testo descrittivo per scuole medie (1 testo); 
 Pinocchio di Carlo Collodi (terzo capitolo); 
 Favole di Esopo (2 testi). 
A differenza di Terence, in questo caso non si è seguito un metodo più o meno 
strutturato per la semplificazione dei testi, ma ogni testo è stato semplificato 
indipendentemente da diversi insegnanti. Questo significa dunque che a seconda del 
tipo di audience di un certo insegnante e alla sua idea di semplicità di una frase, 
avremo risultati e metodi differenti. Tipicamente i testi semplificati serviranno a 
studenti di italiano L2 con un livello pari ad almeno B2.  
Allineamento 1:1 1:2 1:3 2:1 1:0 0:1 
Percentuale 68.32 11.45 0.76 13.74 1.15 0.0 
Tabella 3.2: Percentuali allineamento delle frasi del corpus Teacher 
Nella tabella 3.2 si può notare un effetto che deriva direttamente dal fatto che le 
semplificazioni hanno seguito un metodo differente da quello strutturato di Terence: 
l’allineamento delle frasi segue molto meno spesso un sistema 1:1 (nel 68% dei casi, 
contro il 92% di Terence), in quanto è probabile che gli insegnanti ritengano 
generalmente necessario dividere le frasi (e dunque accorciarle) in due parti (ciò 
avviene nell’11% circa dei casi). Risulta anche più comune l’operazione di unione delle 
frasi (allineamento 2:1) che raggiunge quasi il 14% dei casi; forse gli insegnanti hanno 
trovato utile più spesso unire due frasi per consentire una maggiore comprensione 
degli eventi. 
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3.2.3. Schema di annotazione della semplificazione 
L’annotazione dei corpora è stata 
eseguita seguendo uno schema 
specificamente creato per lo 
scopo. Con questo tipo di 
annotazione sono state indicate le 
operazioni di semplificazione 
effettuate nelle frasi. Lo schema 
comprende 6 macrocategorie 
(visibili nella tabella 3.3, insieme 
alla loro distribuzione all’interno 
dei corpora) Questo genere di 
schema di annotazione si rifà a 
quello presentato da Bott e 
Saggion (2014) e, seppur sia stato 
ideato per lo Spagnolo, risulta 
efficace anche nel descrivere la 
semplificazione nei testi in Italiano. 
Il processo di annotazione è stato diviso in due fasi. In primo luogo i corpora sono 
stati annotati da due studenti di Informatica Umanistica (percorso di Tecnologie del 
Linguaggio) come parte del loro tirocinio interno all’Università di Pisa, solo dopo 
essere stati addestrati sullo schema di annotazione e sul tagset da seguire. In seguito 
le annotazioni sono state verificate da un linguista qualificato. Per svolgere 
l’annotazione è stato usato lo strumento Brat22, ovvero Brat Rapid Annotation Tool, 
il quale output è stato poi convertito in formato XML. 
 
 
 
                                                          
22 http://brat.nlplab.org/index.html 
Classi Sottoclassi 
Split  
Merge  
Reordering  
Insert 
Verbo 
Soggetto 
Altro 
Delete 
Verbo 
Soggetto 
Altro 
Transformation 
Sostituzione Lessicale (parola) 
Sostituzione Lessicale (sintagma) 
Risoluzione Anafora 
Nome in verbo 
Verbo in nome (nominalizzazione) 
Diatesi 
Tratti verbali 
Tabella 3.3: classi e relative sottoclassi dello schema di 
annotazione della semplificazione dei corpora per l’italiano. 
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ESEMPIO DI FRASE ANNOTATA: 
<frase id = "5" frase_all = "5">Quando <tratti_verbo modo="indicativo" 
tempo="presente" persona="3.s.">tornò </tratti_verbo>dalla caccia, si 
<tratti_verbo modo="indicativo" tempo="presente" 
persona="3.s.">ricordò</tratti_verbo> delle sue statue di creta.</frase> 
 
In alcuni casi è stato utilizzato il tag “regola mancante”, ad indicare due possibilità: 
una sovrapposizione di due o più regole o un’assenza, nello schema di annotazione, 
di una regola adatta all’annotazione di quella particolare parte di testo. Il tag in 
questione risulta però usato molto raramente e i dati non sono statisticamente 
rilevanti. 
3.2.4. Esempi di regole 
Di seguito verranno mostrati esempi per ogni tipo di regola di semplificazione 
annotata nel corpus e verranno mostrati gli alberi sintattici estratti tramite LinguA 
per studiare anche l’effetto che avviene a livello di dipendenze (N.B. solo raramente 
è stata effettuata solamente un’operazione di genere unico all’interno delle frasi che 
si potranno leggere sotto, ma nei singoli esempi da adesso in poi ci si concentrerà 
solo sull’operazione che si vuole sottolineare). 
3.2.4.1. Split 
L’operazione di split ovvero di divisione, consiste nel segmentare una frase in più 
parti, in modo da avere frasi più brevi per esprimere gli stessi concetti, evitando al 
lettore un notevole sforzo di comprensioni di frasi con dipendenze molto lunghe. 
Generalmente gli split vengono effettuati con l’eliminazione delle proposizioni 
coordinate o subordinate, con frasi avverbiali o appositive. Questa operazione può 
dare l’impressione di una semplificazione quasi certa di una frase, ma non la si può 
applicare in ogni caso: spesso alcune subordinate possono fornire informazioni che 
non possono essere presentate da sole, ma devono ricorrere insieme alla principale. 
Nel caso dei due corpora del progetto c’è una bassa presenza di split probabilmente 
data dal fatto appena descritto. Soprattutto nel caso di Teacher è evidente che gli 
insegnanti che hanno lavorato su questi testi hanno preferito evitare questa 
operazione quando possibile, in quanto in realtà risulta essenziale in pochi casi. 
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Esempio di semplificazione 1 (Estratto da Terence): 
 Originale: Aveva dovuto controllare tutti i suoi armadi– e benché fosse stata 
la sua mamma a piangere alla vista dei vecchi giocattoli di Luisa di quando era 
bambina – Luisa sapeva che avrebbe sentito terribilmente la mancanza della 
vita di campagna. 
 Semplificate: Aveva dovuto controllare tutti i suoi armadi e la sua mamma 
aveva pianto quando aveva visto tutti i vecchi giocattoli di Luisa di quando era 
bambina. Anche Luisa era triste perché avrebbe sentito terribilmente la 
mancanza della vita di campagna. 
 
Esempio di semplificazione 2 (Estratto da Teacher): 
 Originale: “Naturalmente non si presenterà” mi spiegò Margot, mentre in 
camera aspettavamo il ritorno della mamma e del papà. 
 Semplificate: "Naturalmente papà non va dalle SS" mi spiega Margot. In 
camera aspettiamo il ritorno della mamma e del papà. 
 
In questo caso non verrà mostrato l’intero albero sintattico e le relative modifiche, 
ma è necessario concentrarsi su un’altra particolarità: la posizione della parola dove 
è stato effettuato lo split. Per effettuare uno split, un sistema di semplificazione 
automatica dovrebbe essere addestrato sull’individuazione del punto di una frase 
adatto all’attuazione di questa strategia di semplificazione. 
 
Nella figura 3.1 è stato cerchiato in rosso il punto esatto in cui è stato effettuato lo 
split della frase esempio estratta da Teacher. La congiunzione subordinativa 
“mentre” introduce appunto una frase subordinata, ed è stata dunque eliminata 
mentre la virgola che la precedeva è stata trasformata in un punto. La subordinata 
che introduceva è stata dunque trasformata in una frase a sé stante. Non in tutti i casi 
lo split segue questa strategia, ma certamente l’individuazione di congiunzioni 
subordinative e la valutazione della lunghezza delle frasi che le seguono può essere 
una buona strategia di individuazione di eventuali split, in quanto se una frase 
subordinata risulta troppo lunga ed è a suo modo indipendente dalla principale 
Figura 3.1: albero sintattico della frase dell’esempio di semplificazione 2. La parola cerchiata in rosso consiste 
nel punto esatto in cui è stato effettuato lo split in due frasi.  
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(nell’esempio di semplificazione 2 non è così importante che venga sottolineata la 
contemporaneità dei fatti descritti) ha senso dividere in due parti la frase in 
questione. 
 
3.2.4.2. Merge 
L’operazione di merge, ovvero di fusione, è l’opposto dello split; consiste dunque 
nell’unione di due o più frasi in un’unica frase semplificata. Data la natura 
“pericolosa” delle frasi lunghe per quanto riguarda la fase di analisi delle stesse (sia 
da parte del lettore che del parser), operazioni di questo tipo sono poco presenti nei 
corpora. È comunque utile vederne degli esempi per capire in che modo avviene 
questa semplificazione: 
Esempio di semplificazione 3 (Estratto da Terence): 
 Originali: A causa del comportamento di Margherita, Benedetto non era 
troppo contento dell’organizzazione del gruppo. A Benedetto piaceva 
Margherita, ma non gli piaceva per niente come trattava Sandro. 
 Semplificata: Benedetto non era troppo contento dell’organizzazione del 
gruppo, perché a Benedetto non piaceva per niente il modo in cui Margherita 
trattava Sandro. 
 
Esempio di semplificazione 4 (Estratto da Teacher): 
 Originali: E la sola immagine sua ch'io abbia mai conosciuta è stata un suo 
ritratto su cartolina. Figurina stinta, mediocre, e quasi larvale; ma adorazione 
fantastica di tutta la mia fanciullezza. 
 Semplificata: E la sua unica immagine è una sua fotografia su una cartolina: 
non è molto bella, non ha molto colore, ma io l’ho amata durante la mia 
fanciullezza. 
 
Ciò che si vuole ottenere da questa operazione è la possibilità di dare una continuità 
agli eventi, in modo che la frase sia più scorrevole e non frammentata e che se ne 
comprenda al meglio il contenuto. 
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3.2.4.3. Reordering (o Riordinamento) 
Un’operazione di reordering consiste nel cambiare l’ordine di alcune parti della frase 
da originale a semplificata, stando ovviamente attenti ad intervenire anche a livello 
di lessico e di sintassi (cambiare solo l’ordine potrebbe dare risultati agrammaticali). 
Si effettua spesso un reordering nel caso di ordine marcato della frase o come 
conseguenza di cambiamenti di altro tipo. Come operazione risulta più frequente 
rispetto quelle viste finora. 
Esempio di semplificazione 5 (Estratto da Terence): 
 Originale: Poi chiese a Luisa se poteva venire a vedere Dora, perché a lei non 
era permesso avere un gatto.  
 Semplificata: Clara non aveva un gatto, e chiese se poteva venire a vedere 
Dora. 
 
Esempio di semplificazione 6 (Estratto da Teacher): 
 Originale: Non mi limiterò a scrivere i fatti nel diario, come farebbe 
qualunque altro, ma farò del diario l’amica, e l’amica si chiamerà Kitty. 
 Semplificata: Sul diario non voglio scrivere solo le cose che succedono ogni 
giorno, come fanno le altre persone; questo diario per me è l’amica e si 
chiamerà Kitty. 
 
L’identificazione di un’operazione di riordinamento a livello di albero sintattico non è 
facilmente individuabile, in quanto spesso come negli esempi mostrati le 
semplificazioni contengono, oltre al riordinamento stesso, numerose altre operazioni 
come cancellazioni o trasformazioni lessicali. Risulta però interessante vedere quali 
importanti modifiche possono avvenire al livello della struttura della frase. Si nota 
infatti come quella che era inizialmente una frase subordinata sia diventata, a seguito 
Figura 3.2: albero sintattico della frase originale (sopra) e semplificata (sotto) dell’esempio di semplificazione 5. 
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di un riordinamento, la principale, con “aveva” come radice dell’albero semplificato 
invece di “chiese”. L’individuazione di cosa e come riordinare elementi di una frase 
resta comunque un’operazione piuttosto complessa, in quanto per ogni caso 
esaminato si assiste a diverse metodologie di riordinamento.   
3.2.4.4. Insert (o Inserimento) 
Non è regola matematica che una frase semplice risulti anche più breve rispetto alla 
sua originale; per questo motivo a volte può essere utile un’operazione di insert, 
ovvero inserimento. In questo modo è possibile aggiungere informazioni utili a 
comprendere meglio una frase. Risulterà a volte difficile comprendere però quale è 
l’elemento mancante da inserire, come si potrà dedurre dagli esempi più sotto. In 
questo caso è stata introdotta una diversificazione del tipo di inserimento, 
distinguendo tra verbi e soggetti (individuazione e scrittura di soggetti sottintesi) o 
altro (ovvero tutto il resto degli inserimenti). 
Esempio di semplificazione 7 (Estratto da Terence): 
 Originale: Si diresse verso uno dei cartelloni pubblicitari e prese nota 
dell’indirizzo. 
 Semplificata: Si avvicinò a uno dei cartelloni pubblicitari e copiò l’indirizzo su 
un foglio di carta. 
 
Esempio di semplificazione 8 (Estratto da Teacher): 
 Originale: L’operaio Arturo Massolari faceva il turno della notte, quello che 
finisce alle sei. 
 Semplificata: L'operaio Arturo Massolari lavorava di notte e tornava a casa 
alle sei del mattino. 
L’insert è rappresentato a livello di albero sintattico dal semplice inserimento di nuovi 
nodi e nuove dipendenze. Il problema, come detto in precedenza, risiede in questo 
caso nel riuscire a creare un modello in grado di comprendere in che situazioni 
inserire nuove parole e soprattutto quali parole inserire. Nel caso dell’esempio di 
Figura 3.3: inserimento dell’espressione “del mattino”, dall’albero sintattico dell’esempio di semplificazione 8. 
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Teacher l’inserimento è effettuato per precisare la locazione temporale dell’evento, 
specificando che l’orario fa riferimento al mattino. La modifica è stata fatta da un 
insegnante, che ha dedotto che ci si riferisse alle sei del mattino perché “Arturo 
Massolari faceva il turno di notte” quindi doveva essere, per forza di cose, tornato la 
mattina. L’operazione non è affatto banale per un sistema automatico. 
L’apprendimento di regole di trasformazione di questo genere richiede una grande 
mole di esempi e questa quantità, per la lingua italiana, non è ancora molto elevata. 
Il capitolo 4 di questa tesi sarà interamente dedicato allo studio di questo particolare 
tipo di operazione di semplificazione. 
3.2.4.5. Delete (o Cancellazione) 
Un’altra possibile strategia di semplificazione consiste nell’eliminazione di parole 
ridondanti o poco utili alla comprensione dell’evento descritto dalla frase. Come per 
il caso dell’insert, il delete risulta un’operazione difficile da modellare, in quanto non 
è scontata l’identificazione delle espressioni candidate all’eliminazione. Si può 
assistere all’eliminazione di aggettivi, avverbi, verbi, soggetti e interi sintagmi. È 
interessante notare come nel corpus Teacher le operazioni di delete siano quasi il 
doppio (in percentuale) rispetto a quelle effettuate in Terence. Ciò è imputabile come 
nei casi precedenti alle scelte degli insegnanti, che con maggiore probabilità 
considerano utile eliminare dettagli poco importanti per la storia, pensando 
all’audience finale dei testi e a quello che servirà loro. 
Esempio di semplificazione 9 (Estratto da Terence): 
 Originale: Siccome era in vacanza, Emanuele amava andare al bar di Ali e 
sedersi in un posto vicino ai vetri, infilandosi cucchiaiate di morbida panna in 
bocca e guardando passare il mondo. 
 Semplificata: Essendo vacanza, a Emanuele piaceva andare al bar di Ali. Gli 
piaceva sedersi vicino alla vetrina a mangiare panna, mentre guardava quello 
che succedeva fuori dal bar. 
 
Esempio di semplificazione 10 (Estratto da Teacher): 
 Originale: La mobilia non poteva essere più semplice: una seggiola cattiva, un 
letto poco buono e un tavolino tutto rovinato.  
 Semplificata: Ci sono pochi mobili: una sedia, un tavolino e un letto rovinati. 
 
L’albero sintattico di frasi dove è stata effettuata una cancellazione risulta 
semplicemente “alleggerito” di alcuni nodi. Si tratta spesso di modificatori dei quali il 
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testo potrebbe fare anche a meno in quanto forniscono informazioni aggiuntive 
superflue. 
 
3.2.4.6. Transformation (o Trasformazione) 
L’operazione di semplificazione più frequente in entrambi i corpora è certamente la 
transformation. Questo nome in realtà sottintende 7 diversi generi di trasformazione, 
che nel testo sono state annotate in maniera differenziata. Questo genere di 
operazioni intervengono a livello lessicale, morfo-sintattico e sintattico. Nella 
maggior parte dei casi, non intervenendo a livello sintattico, non si noterebbero 
differenze negli alberi sintattici, in quanto una semplice sostituzione lessicale di una 
parola dovrebbe corrispondere ad una ricerca accurata (ad esempio di un valido 
sinonimo) all’interno di database semantico-lessicali quali WordNet. I diversi 
fenomeni annotati direttamente sul testo sono:  
 SOSTITUZIONE LESSICALE (a livello di parola): sostituzione di una singola 
parola con un’altra, come un sinonimo più comune o un termine meno 
specifico. La sostituzione con sinonimi è automatizzabile facendo affidamento 
a risorse come WordNet. Spesso però non si tratta solo di sostituire una parola 
con un’altra, ma di cambiare una parola con una parafrasi di più parole;  
Esempio di semplificazione 11:  
Originale: Il passante gli spiegò che, per arrivare al […] 
Semplificata: Il signore spiegò a Ugolino che […] 
 SOSTITUZIONE LESSICALE (a livello di espressione o sintagma): 
rimpiazzamento di un’intera espressione con una o più parole;  
Esempio di semplificazione 12:  
Originale: Persino il tempo era di buon umore. 
Semplificata: Persino il tempo era buono. 
 RISOLUZIONE ANAFORA: sostituzione di un pronome con il suo antecedente;  
Esempio di semplificazione 13:  
Originale: Il passante gli spiegò che, […] 
Semplificata: Il passante spiegò ad Ugolino che […] 
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La problematica della risoluzione dell’anafora in maniera automatica risiede 
nel fatto che non è sempre banale risalire all’antecedente di un pronome. 
Nell’esempio mostrato il nome “Ugolino” a cui si riferisce “gli” appare solo 5 
frasi prima e il linguista che ha risolto l’anafora in maniera manuale ha potuto 
risalire a ciò dal contesto, o in generale dalla lettura sequenziale delle frasi del 
testo. Persino una persona non sarebbe riuscita a risalire all’antecedente se 
la frase fosse stata considerata come separata da un contesto generale. Si 
necessita dunque della creazione di un modello in grado di estrapolare il 
contesto, per poi dunque tentare di risolvere un’anafora. 
 NOME IN VERBO: rimpiazzamento di una nominalizzazione con un verbo;  
Esempio di semplificazione 14:  
Originale: Il giorno della partenza, i bambini salutarono i loro genitori durante 
la colazione. 
Semplificata: Il giorno in cui i genitori partirono, i bambini li salutarono 
durante la colazione. 
 VERBO IN NOME (nominalizzazione): l’inverso del punto sopra;  
Esempio di semplificazione 15:  
Originale: Benedetto era molto arrabbiato e voleva vendicare sua sorella. 
Semplificata: Benedetto era molto arrabbiato e voleva ottenere vendetta per 
sua sorella. 
 DIATESI: trasformazione di una frase passiva in una frase attiva;  
Esempio di semplificazione 16:  
Originale: Solo il papà di Luisa era dispiaciuto, perché era stato battuto da 
Tonio Battaglia. 
Semplificata: Solo il papà di Luisa era triste, perché Tonio Battaglia lo aveva 
battuto. 
 
Un buon parsing sintattico di una frase passiva permette l’individuazione del 
soggetto e dell’agente del verbo passivo. Il passaggio a frase attiva consiste 
nella trasformazione del soggetto in oggetto (se sottinteso viene 
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generalmente reso con un pronome o viene recuperato dal contesto) e 
l’agente viene trasformato in soggetto. 
 TRATTI VERBALI: cambiamento di tempo o modo di verbi “complessi”. Alcuni 
lettori trovano infatti difficile la morfologia dei verbi, e la cosa vale sia per 
persone dislessiche che per apprendenti L2.  
Esempio di semplificazione 17:  
Originale: Non capisco e non potrei parlare con nessuno. 
Semplificata: Non capisco e non posso parlare di queste cose con nessuno. 
3.2.5. Distribuzione delle regole di semplificazione nei corpora 
Classi Sottoclassi Terence Teacher 
Split  1.71% (43) 2.06% (35) 
Merge  0.81% (20) 1.30% (22) 
Reordering  8.65% (212) 7.89% (134) 
Insert 
Verbo 4.92% (121) 2.53% (43) 
Soggetto 1.79% (44) 1.94% (33) 
Altro 12.01% (295) 11.19% (190) 
Delete 
Verbo 2.04% (50) 1.88% (32) 
Soggetto 0.49% (12) 0.24% (4) 
Altro 19.41% (477) 23.20% (394) 
Transformation 
Sostituzione Lessicale (parola) 26.50% (651) 20.73% (352) 
Sostituzione Lessicale (sintagma) 13.39% (329) 11.60% (197) 
Risoluzione Anafora 0.61% (15) 3.53% (60) 
Nome in verbo 1.59% (39) 0.88% (15) 
Verbo in nome (nominalizzazione) 0.61% (15) 0.47% (8) 
Diatesi 0.53% (13) 0.77% (13) 
Tratti verbali 4.92% (121) 9.78% (166) 
  Tot 2457 Tot 1698 
Tabella 3.4: distribuzione delle regole di semplificazione annotate nei corpora 
Nella tabella 3.4 si possono vedere i valori percentuali della quantità dei vari tipi delle 
operazioni effettuate all’interno dei corpora (tra parentesi il numero effettivo di 
operazioni di quel tipo). Si contano per Terence 2457 operazioni, mentre per Teacher 
1698. Date le dimensioni dei corpora ne deriva che sono state effettuate mediamente 
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2-3 operazioni per frase in Terence e 5-6 in Teacher, dunque gli insegnanti hanno 
agito in maniera più “pesante” nel testo, mentre l’approccio del progetto Terence 
interviene in un numero inferiore di casi. 
Lo split e il merge sono operazioni che in entrambi i casi presentano circa lo stesso 
quantitativo di utilizzi, che è oltretutto poco frequente e dunque poco rappresentato 
dai corpora in questione. È comunque utile e importante riportare questi risultati, in 
quanto le operazioni di questo genere hanno un’influenza piuttosto elevata sulla 
frase finale semplificata. 
Le operazioni di riordinamento (o spostamento) hanno una simile distribuzione 
percentuale nei due corpora, ma essendo il corpus Terence più ricco di operazioni, si 
tratta in definitiva di una quantità differente. L’operazione risulta comunque ben 
rappresentata e studiandone la distribuzione sembrerebbe che l’approccio al 
cambiare l’ordine di alcune parole sia preso in considerazione allo stesso modo nei 
due metodi di semplificazione differenti. 
Le operazioni di inserimento rappresentano nei corpora circa il 18% delle operazioni 
per Terence e il 15% per Teacher. Per quanto riguarda il quantitativo effettivo si parla 
quindi di un valore che si avvicina al doppio delle operazioni di questo tipo per il primo 
corpus. Il caso che va sottolineato è quello dell’inserimento di verbi, che in Terence 
triplica gli inserimenti dello stesso tipo per Teacher. Questo esempio identifica una 
delle diverse strategie utilizzate nella creazione delle due risorse, in quanto risulta 
chiaro dai dati che gli insegnanti siano ricorsi raramente all’inserimento di nuovi 
verbi. 
Per quanto riguarda la cancellazione, nel corpus Teacher vi sono state un po’ più 
operazioni di questo tipo rispetto a Terence (25% contro 21% circa). La maggior parte 
delle cancellazioni è segnalata come “Altro” in entrambi i casi, ovvero qualsiasi cosa 
che non sia classificata come nome o verbo. A livello di quantità effettiva di 
operazioni del genere, ve ne sono in maggioranza in Terence. L’approccio differente 
dei due corpora comunque comincia ad affiorare sempre più, in quanto è chiaro che 
gli insegnanti preferiscano spesso (1 semplificazione su 4 nell’intero corpus risulta di 
questo genere) accorciare le frasi eliminando parole che ritengono poco utili alla 
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comprensione degli eventi descritti, mentre questo non è l’approccio fondamentale 
secondo il progetto Terence, nonostante anche in quel caso si parli di una buona 
quantità di cancellazioni (1 su 5 è un’operazione di cancellazione)   . 
Tra tutte le operazioni, la più frequente in assoluto, in entrambi i corpora, è quella di 
trasformazione, la quale interviene a diversi livelli. Per entrambi i corpora si parla del 
48% delle operazioni totali, ma la distribuzione tra i 7 diversi tipi di trasformazione è 
differente. Circa il 40% delle trasformazioni in Terence sono sostituzioni lessicali, 
contro il 32% di Teacher. Ricordando che le operazioni in Terence sono in quantitativo 
superiore, si assiste ad una grande differenza di approccio, dove gli insegnanti hanno 
probabilmente riscontrato meno bisogno di ricorrere a questo genere di operazione, 
affidandosi maggiormente sulla resa, a loro parere semplificata, delle frasi basandosi 
su operazioni di riordinamento e cancellazione. Inoltre si assiste ad esattamente il 
quadruplo (a livello di quantità) di risoluzione delle anafore in Teacher, dato che 
indica come sia necessario per gli insegnanti ricorrere alla ripetizione dei referenti 
degli eventi facendo riferimento direttamente al loro nome (che sia comune o 
proprio). Infine si nota come in Teacher, a livello percentuale, vi siano il doppio delle 
trasformazioni dei tratti verbali. Altri casi di trasformazione indicati sono molto poco 
frequenti e dunque scarsamente rappresentabili dai corpora. 
3.3. Monitoraggio linguistico della semplificazione 
Per verificare l’effetto della semplificazione a livello di caratteristiche linguistiche è 
utile effettuare il monitoraggio linguistico dei testi dei due corpora, affiancando i 
valori estratti dalle frasi originali con quelli estratti dalle frasi semplificate. La fase di 
monitoraggio linguistico è stata effettuata utilizzando Monitor-IT23. In questa sezione 
verrà effettuato un confronto dei due corpora originali, poi un confronto tra le frasi 
originali e quelle semplificate, per scoprire quali effetti particolari si sono verificati a 
livello linguistico in seguito alle operazioni di semplificazione attuate. 
 
 
                                                          
23 http://monitor-it.italianlp.it 
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3.3.1. Monitoraggio e confronto delle frasi originali di Terence e 
Teacher 
Per quanto riguarda le caratteristiche incluse nella categoria “Profilo di base”, vi sono 
in Terence 1060 periodi e 19438 token, mentre in Teacher vi sono 287 periodi e 6860 
token. Con dati di questo tipo non è possibile effettuare un confronto qualitativo o 
inerente il livello di difficoltà di un testo, ma risultano utili solamente per 
comprendere le dimensioni effettive dei corpora e per ricordare, come analizzato in 
precedenza quando è stato descritto l’insieme e la distribuzione delle regole di 
semplificazione utilizzate, che la dimensione dei due corpora è piuttosto differente.  
Nella figura 3.4 viene mostrato a sinistra il confronto tra la media di token per periodo 
(1), mentre a destra il confronto della lunghezza media di parole in caratteri (2). In (1) 
si nota come nel testo originale le frasi di Teacher siano più lunghe (mediamente) di 
quelle di Terence (24 contro solamente 18 token per periodo), mentre in (2) la 
differenza è minima (un punto decimale). Si deduce come gli insegnanti abbiano 
avuto a che fare solitamente con frasi probabilmente più complesse a livello di 
struttura. Va comunque ricordato che la brevità delle frasi di Terence e la vicinanza al 
livello Elementare_3_4_5 è dovuta quasi certamente al fatto che queste frasi sono in 
realtà già versioni semplificate di altre frasi più complesse (si ricordi che 
Figura 3.4: grafici estratti da Monitor-IT. Confronto dei testi originali di Terence e Teacher a livello di (1) media di 
“token” per periodo e (2) lunghezza media delle parole in caratteri. 
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rappresentano il livello di semplificazione 2 di 4 di difficoltà del progetto Terence, 
mostrato nella sezione 3.2.). 
Nella figura 3.5 sono mostrate la percentuale dei lemmi dei corpora appartenenti al 
Vocabolario di Base dell’Italiano e la ripartizione dei lemmi del VdB rispetto ai 
repertori d’uso (Fondamentale, Alto Uso e Alta Disponibilità). Si nota che in entrambi 
i corpora la distribuzione è molto simile. Ciò non indica forzatamente che il 
vocabolario utilizzato sia simile nei due corpora, ma solamente in che percentuale il 
lessico utilizzato fa parte del VdB. Gli insegnanti fanno più affidamento al repertorio 
d’uso Fondamentale rispetto a Terence, ma i valori sono comunque molto vicini. Ci si 
trova davanti a testi che utilizzano un dizionario di termini che per i due terzi fa parte 
del VdB, mentre nei corpora di riferimento questo valore arriva al massimo alla metà 
della totalità dei lemmi. Differente è anche la ripartizione dei lemmi rispetto ai 
repertori d’uso, in quanto solitamente si attua un maggiore utilizzo dei termini ad 
Alta Disponibilità nei corpora di riferimento, oltre che una divisione più o meno equa 
tra Fondamentale e Alto Uso. I due corpora in analisi invece sfruttano soprattutto un 
tipo di lessico Fondamentale. 
Figura 3.5: grafici estratti da Monitor-IT. Confronto dei testi originali di Terence e Teacher a livello di (sinistra) 
percentuale dei lemmi appartenenti al Vocabolario di base della lingua italiana e (destra) ripartizione dei lemmi 
riconducibili al VdB rispetto ai repertori d’uso. 
79 
 
Il dato della Type Token Ratio (TTR), ovvero del Rapporto Tipo/Unità (5) è un valore 
(in questo caso sono state analizzate solo le prime 1000 parole) che indica la quantità 
di parole diverse contenute in un testo. Ad un valore basso corrisponde un testo poco 
vario, mentre ad un valore alto un testo vario che può anche corrispondere ad un 
testo più complesso, in quanto ricco di termini differenti da apprendere e 
memorizzare. Il valore di TTR è maggiore in Teacher rispetto a Terence ed entrambi 
risultano vicini ai testi elementari, con il valore di Teacher più alto e diretto verso le 
scuole medie o superiori. La densità lessicale (6), ovvero il rapporto tra parole piene 
e parole funzionali all’interno di un testo, è un valore non particolarmente indicativo, 
in quanto, come si può anche notare dai corpora di riferimento, oscilla tra valori 
piuttosto simili e non è di facile interpretazione. Tutti i testi (Terence, Teacher e 
corpora di riferimento) presentano un valore simile, che va da 0,55 a 0,57. Nel 
linguaggio quotidiano il valore si aggira intorno a 0,4. 
Figura 3.6: grafici estratti da Monitor-IT. Confronto dei testi originali di Terence e Teacher a livello di (5) rapporto 
Parole tipo/unità e (6) densità lessicale. 
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Nel caso della misura delle categorie grammaticali all’interno dei testi, viene utilizzato 
un grafico che mostra le 5 principali, ovvero sostantivi, nomi propri, aggettivi, verbi e 
congiunzioni. La linea blu rappresenta Terence, mentre quella nera Teacher. Per 
quanto riguarda la percentuale di sostantivi all’interno dei testi, la distribuzione è pari 
al 18,3% in entrambi i corpora, percentuale più bassa dei corpora di riferimento che 
hanno valori che si aggirano intorno al 21% con un picco del 23% circa per gli ultimi 
anni di scuole superiori. I nomi propri in Terence sono invece il doppio (a livello 
percentuale) di quelli di Teacher, e ciò deriva dal tipo di testi che presentano i 
corpora: Terence contiene soltanto storie, le quali data la loro tipologia presentano 
grandi quantità di nomi proprio, mentre Teacher contiene anche testi scolastici, oltre 
che racconti. Quest’ultimo effettivamente ha valori molto più “nella norma”. Va 
ricordato che la distribuzione delle categorie grammaticali riflette differenze e 
somiglianze tra diversi generi testuali e l’andamento delle linee del grafico sembra 
confermare questa affermazione. La distribuzione degli aggettivi è simile in entrambi 
i corpora e i valori sono simili a quelli di Elementari_3_4_5 per Terence e Medie per 
Teacher. I verbi di Terence pareggiano la distribuzione di Medie, mentre quelli in 
Teacher superano ogni distribuzione con cui è effettuata la comparazione; ciò indica 
testi mediamente più ricchi di verbi e dunque frasi che possono presentare più 
difficoltà di comprensione. Va ricordato infatti che le semplificazioni effettuate su 
questi testi intervengono molto spesso sui tratti verbali, per risolvere questo 
Figura 3.7: grafico estratto da Monitor-IT. Confronto dei testi originali di Terence (BLU) e Teacher (NERO) a 
livello di distribuzione nel testo delle diverse categorie morfo-sintattiche. 
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problema. Le congiunzioni sono in entrambi i corpora il 5,6% dei token totali, valore 
superiore a ogni corpora di confronto. Inoltre di queste congiunzioni abbiamo: 
 Per Terence: 69,76% Coordinanti, 30,24% Subordinanti; 
 Per Teacher: 72,92% Coordinanti, 27,08% Subordinanti. 
Questi valori indicano una distribuzione molto simile fra i due corpora e 
probabilmente una somiglianza evidente anche nel modo di strutturare le frasi. 
In conclusione non vi è una grande differenza nella distribuzione delle parole tra le 
principali categorie morfosintattiche, tranne che per i nomi propri, dove questa 
differenza è netta. 
Una differenza evidente si riscontra (figura 3.8) nel numero di proposizioni per 
periodo (8), mentre la distribuzione tra principali e subordinate (9) resta simile (62% 
in Terence, 56% in Teacher), ma in entrambi i casi i valori delle principali sono inferiori 
ai 5 corpora di riferimento, mostrando una preferenza superiore verso la 
subordinazione. Le proposizioni per periodo in Teacher (3,13%) raggiungono un 
valore decisamente elevato che supera appena quello dei testi degli ultimi anni delle 
superiori. In Terence questo valore resta invece più vicino ad un registro medio 
(2,68%). Il dato rilevato in (8) è causato con grande probabilità direttamente dalla 
lunghezza media delle frasi dei due corpora, che era di circa 24 token in Teacher e 18 
in Terence. 
Figura 3.8: grafici estratti da Monitor-IT. Confronto dei testi originali di Terence e Teacher a livello di (8) 
proposizioni per periodo e (9) distribuzioni di frasi principali e subordinate. 
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Le frasi mediamente più lunghe di Teacher influiscono anche sul numero medio di 
parole per proposizione (10), infatti questa quantità raggiunge il valore delle Medie, 
mentre in Terence è appena sotto il livello Elementare_1_2. Questa differenza 
influisce certamente sulla capacità di memorizzare gli elementi di ogni frase per un 
poor reader. Il numero medio di dipendenti per testa verbale (11) è praticamente 
identico in entrambi i corpora e si avvicina al valore delle scuole Medie. Nella versione 
semplificata di questi testi ci si dovrebbe aspettare una riduzione (seppur minima) di 
questo valore, in quanto con un sintagma verbale molto ampio si potrebbe creare 
maggior sforzo nel lettore non in grado di ricollegare senza sforzo tutti i dipendenti 
alla testa verbale.  
I grafici (12), (13) e (14) in figura 3.10 si riferiscono ai dati sulla “misura” della 
profondità degli alberi sintattici, che riguarda lo studio dei livelli di incassamento 
gerarchico. I valori in questione risultano simili fra loro nei primi due grafici e 
presentano una leggere differenza nel terzo. La media delle altezze massime degli 
alberi sintattici (12) è pari a circa 5,5, ad indicare strutture mediamente complesse (i 
valori si trovano tra Medie e Superiori, con una maggiore vicinanza al secondo corpus, 
Figura 3.9: grafici estratti da Monitor-IT. Confronto dei testi originali di Terence e Teacher a livello di (10) 
numero medio di parole per proposizione e (11) numero medio di dipendenti per testa verbale. 
Figura 3.10: grafici estratti da Monitor-IT. Confronto dei testi originali di Terence e Teacher a livello di (12) media 
delle altezze massime degli alberi sintattici, (13) profondità media delle strutture nominali complesse e (14) 
profondità media delle catene di subordinazione. 
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come si vede dai colori), ma che non raggiungono i livelli decisamente più elevati di 
Superiori_3_4_5. La profondità media delle strutture nominali complesse (13) è più 
elevata di tutti e 5 i corpora di riferimento, ad indicare che vi sono sintagmi nominali 
mediamente piuttosto profondi rispetto al solito. I valori di questo campo comunque 
si attestano tutti intorno ad 1,2 – 1,3 e questa differenza non è così rilevante. (14) 
indica la ricorrenza di proposizioni subordinate ricorsivamente incassate e la leggera 
differenza di questi valori tra i due corpora è poco rilevante (0,02 circa). Anche in 
questo caso i valori restano comunque più bassi rispetto alla complessità presentata 
da Superiori_3_4_5. 
La contiguità di elementi semanticamente e/o sintatticamente ‘vicini’ permette una 
più immediata recuperabilità e accessibilità dei rapporti sussistenti tra le parole 
(Montemagni, 2013). In figura 3.11 il grafico (15) indica la lunghezza media delle 
relazioni di dipendenza. Questa distanza viene calcolata come quantità di parole che 
intercorrono tra testa e dipendente ed è un fattore di complessità riconosciuto nella 
letteratura linguistica (Montemagni, 2013). Il grafico (16) rappresenta la media delle 
lunghezze massime per ogni frase. I valori in questione sono piuttosto differenti nei 
due corpora, in quanto in (15) questi si trovano agli estremi opposti: Terence ha un 
valore più basso di Elementari_1_2 e Teacher un valore più alto di quello presente in 
Superiori_3_4_5. Le frasi in Teacher sono quindi mediamente di più difficile 
comprensione quando si parla di questa particolarità del testo. Ciò è confermato in 
(16), in quanto la media delle lunghezze massime in Teacher è di 2 punti superiori a 
Terence. 
Figura 3.11: grafici estratti da Monitor-IT. Confronto dei testi originali di Terence e Teacher a livello di (15) 
lunghezza media delle relazioni di dipendenza e (16) media delle lunghezze massime delle relazioni di 
dipendenza. 
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Da tutti questi dati derivati dal monitoraggio si nota come i due corpora abbiano 
alcune differenze evidenti nelle varie caratteristiche mostrate e questo, come si 
vedrà nella sezione 3.3.4, si rifletterà direttamente nella leggibilità degli stessi testi. 
Ciò che in seguito sarà mostrato è l’impatto della semplificazione su queste 
caratteristiche linguistiche, motivando tramite dati statistici perché i testi ottenuti 
siano effettivamente più semplici di quelli originali. La domanda a cui si deve 
rispondere è se la decisione di agire tramite diversi tipi di operazione influisca in 
maniera evidente sul testo, oppure se le frasi vengano cambiate in versioni differenti 
ma complesse quanto le originali. In primo luogo saranno mostrati solo i dati 
linguistici del monitoraggio ed in seguito sarà analizzato nel dettaglio l’effetto di una 
singola tipologia di operazione su queste (e altre) caratteristiche linguistiche. 
3.3.2. Monitoraggio e confronto tra testi originali e semplificati dei 
corpora 
Per verificare gli eventuali cambiamenti delle caratteristiche dei testi è stato 
effettuato il monitoraggio linguistico anche sulla loro versione semplificata. In questo 
caso saranno mostrati i grafici che forniscono risultati interessanti (che siano negativi 
o positivi ai fini della ATS), mentre saranno solo commentati i risultati graficamente 
non evidenti, come ad esempio le minime differenze di statistiche tra testi originali e 
semplificati. 
 Terence Teacher 
 Originale Semplificato Originale Semplificato 
Numero di periodi 1060 1081 287 285 
Numero di token 19438 18882 6860 5235 
Media di token per periodo 18.34 17.41 23.90 18.37 
Lunghezza media parole 4.75 4.67 4.83 4.66 
Tabella 3.5: confronto delle caratteristiche di base dei testi dei corpora originali e semplificati. 
Dalla tabella 3.5 si può notare come per il numero di periodi i due corpora non siano 
cambiati di molto, in quanto le operazioni come lo split e il merge sono rare e 
bilanciate. Risulta invece notevole il dato inerente il numero di token delle versioni 
semplificate dei corpora, con una riduzione del 23% circa nel caso di Teacher (contro 
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un 2,5% circa in Terence). Le cancellazioni effettuate in questo corpus sono 
effettivamente 394, che però non indicano l’eliminazione di 394 token, ma 
possibilmente anche 3 o 4 alla volta, se non di più, come nell’esempio mostrato qui 
sotto (la frase è tratta da uno dei testi dei corpora):  
[…]<delete>si susseguivano l’una all’altra.</delete>[…] 
Gli insegnanti, come visto nella 
sezione in cui sono state mostrate 
le distribuzioni delle operazioni di 
semplificazione, hanno utilizzato 
un approccio che mirava 
soprattutto ad accorciare le frasi e 
sono riusciti nell’intento 
portandole al livello da cui 
partivano le frasi di Terence (figura 
3.12). Nel primo corpus le frasi 
sono state accorciate di circa 1 
parola. È stata studiata da DuBay (2004) la lunghezza media delle frasi definibili 
“semplici” per l’inglese e questo valore si trova tra 11 e 14 parole. Nel caso 
dell’italiano si parla più o meno dello stesso valore e dunque da questo punto di vista 
i due corpora risultano, anche da semplificati, ricchi di frasi mediamente molto 
lunghe. È interessante notare anche come la lunghezza media delle parole in 
entrambi i corpora semplificati abbia raggiunto praticamente lo stesso valore. 
Per quanto riguarda la distribuzione delle parole dei due corpora all’interno del 
Vocabolario di Base dell’Italiano, si nota in entrambi i casi un leggero aumento del 
lessico Fondamentale (1% per Terence, 5% per Teacher). Le parole che fanno parte 
del VdB sono aumentate allo stesso modo e a loro volta sono diminuite quelle che 
non sono contenute al suo interno. Il testo è stato dunque correttamente cambiato, 
quando possibile, in modo da inserire più parole conosciute e dunque di facile 
comprensione. 
 
Figura 3.12: grafico estratto da Monitor-IT. Confronto tra i 
testi originali di Teacher e i relativi semplificati a livello di (1) 
media di token per periodo. 
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La densità lessicale ha avuto nella semplificazione un balzo piuttosto evidente in 
Teacher, come si nota in figura 3.12, grafico (6b). Considerato il fatto che ad una 
maggiore densità lessicale corrisponderà in linea di massima una maggiore leggibilità, 
il risultato è interessante e avvalora l’opera di semplificazione effettuata dagli 
insegnanti. In (6) si nota un aumento minimo della densità lessicale, che era già però 
ad ottimi livelli. Entrambi i valori sono pari a 0,58. Va ricordato però che questi valori 
e la loro relazione alla leggibilità di un testo vanno presi con le dovute precauzioni: 
basti notare come i testi di Superiori_3_4_5, dovrebbero risultare più leggibili di quelli 
di Elementari_3_4_5, cosa che difficilmente risulterà vera. 
La distribuzione delle diverse categorie grammaticali non ha subito praticamente 
nessun cambiamento all’interno di Terence, mentre in Teacher si assiste chiaramente 
ad un aumento dei Sostantivi e dei Nomi Propri, ad indicare come la semplificazione 
attuata sia mirata in molti casi ad esplicitare al meglio i partecipanti degli eventi 
descritti. Essendo le operazioni di semplificazione una sorta di “traduzione” da una 
versione difficile di un testo ad una scritta con una versione più semplice della stessa 
lingua, non ci si deve certamente aspettare grandi cambiamenti per questi valori, in 
quanto operazioni come la sostituzione lessicale a livello di parola (la più frequente 
Figura 3.13: grafici estratti da Monitor-IT. Confronto dei testi originali di Terence (6) e Teacher (6b) con i 
rispettivi semplificati a livello di densità lessicale. 
Figura 3.14: grafici estratti da Monitor-IT. Confronto dei testi originali di Terence e Teacher con i rispettivi 
semplificati a livello di distribuzione delle principali categorie morfo-sintattiche. 
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delle operazioni in entrambi i corpora) trasformano un sostantivo in un altro 
sostantivo, un aggettivo in aggettivo e così via (tranne nei rari casi di nominalizzazione 
di un verbo), lasciando invariate le distribuzioni dei vari tipi di categorie lessicali. 
Inoltre a una certa cancellazione corrisponde solitamente un inserimento che va a 
bilanciare la distribuzione. Si assiste però (non si vede dal grafico) ad un leggero 
cambiamento della distribuzione delle congiunzioni tra subordinanti e coordinanti, 
con un aumento del 3% delle prime in Terence e un aumento del 7% delle seconde in 
Teacher.  
La semplificazione ha avuto un effetto molto evidente per quanto riguarda le 
proposizioni per periodo di Teacher. In figura 3.15, grafico (8a), si nota come il valore 
che originariamente era pari a quello di Superiori_3_4_5 sia sceso quasi al livello delle 
elementari (da 3,13 a 2,41). Il risultato è dunque ottimo e lo si poteva attendere già 
avendo visto in che modo si era ridotta la lunghezze media delle frasi. Per quanto 
riguarda invece Terence, si vede in (8) come il dato non sia cambiato in maniera 
evidente, ma si è modificato di soltanto circa 0,1 (da 2,68 a 2,59). In questo caso non 
si assiste dunque ad un effetto così evidente, ma questo è dovuto certamente al 
diverso approccio utilizzato per la creazione delle due risorse, in quanto sono 
probabilmente le tante operazioni di cancellazione di Teacher, che come si è visto 
possono intervenire su intere proposizioni, a permettere questo miglioramento. In 
questo corpus si assiste anche ad un aumento del 12% delle frasi principali, dal 56% 
al 68% circa. Per quanto riguarda l’articolazione interna delle proposizioni invece non 
Figura 3.15: grafici estratti da Monitor-IT. Confronto dei testi originali di Terence (8) e Teacher (8a) con i 
rispettivi semplificati a livello di proposizioni per periodo. 
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si assiste a nessuna modifica: i valori restano pressoché invariati per entrambi i 
corpora. 
Per quanto riguarda la “misura” della profondità degli alberi sintattici, i miglioramenti 
netti si vedono solo in Teacher (i grafici in figura 3.16 fanno tutti riferimento a questo 
corpus) mentre in Terence non c’è stato nessun miglioramento importante, ma 
comunque tutti i valori della versione semplificata sono diminuiti rispetto 
all’originale. Vanno segnalati come significativi solo i risultati ottenuti dagli insegnanti 
per Teacher, in quanto una riduzione di quasi un punto per la media delle altezze 
massime degli alberi sintattici è un ottimo risultato che influisce pesantemente sulla 
struttura delle frasi, rendendole più chiare e comprensibili. Un albero sintattico più 
“basso” indica infatti una migliore possibilità di ricostruire le dipendenze delle 
proposizioni delle frasi senza grandi sforzi. Anche in (13) e (14) si notano dei 
miglioramenti (seppure si tratti di valori molto piccoli), che portano ad esempio la 
profondità media delle strutture nominali complesse da un valore che superava tutti 
i corpora di riferimento ad un valore pari a quello inferiore. Gli insegnanti hanno 
dunque agito semplificando in maniera efficiente alcune caratteristiche delle frasi che 
influiscono pesantemente sulla leggibilità delle stesse, ma l’effetto ottenuto 
probabilmente non è stato cercato come problema principale da risolvere, in quanto 
questi dati si sono ridotti a causa della combinazione di tutte le operazioni di 
semplificazione effettuate. 
 
 
Figura 3.16: grafici estratti da Monitor-IT. Confronto dei testi originali di Teacher con i rispettivi semplificati a 
livello di (12) media delle altezze massime degli alberi sintattici, , (13) profondità media delle strutture nominali 
complesse e (14) profondità media delle catene di subordinazione. 
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Anche nel caso delle lunghezza media delle relazioni di dipendenza (15) e della media 
delle lunghezze massime (16) il miglioramento è netto in Teacher, mentre in Terence 
è quasi nullo (nonostante comunque si assista sempre ad un minimo abbassamento 
dei valori). Nei grafici vengono mostrati anche i valori di Terence semplificato, per 
mostrare come in ogni caso, nonostante il successo nell’abbassamento di questi 
valori per gli insegnanti, se ne abbiano comunque di inferiori in Terence. Il punto 
focale della questione risiede nel fatto che i testi originali di Terence non 
presentavano molte “occasioni” di miglioramento da alcuni punti di vista, mentre 
quelli degli insegnanti erano più complessi e dunque il lavoro di semplificazione ha 
mostrato risultati più evidenti. I testi originali in Terence erano già stati semplificati 
in momenti precedenti da testi più complessi e sicuramente si sarebbe assistito ad 
una visualizzazione grafica dei miglioramenti più netta se il confronto fosse stato fatto 
tra i testi di livello 4 e quelli del livello 1 (seguendo la numerazione indicata dal 
Progetto Terence). 
In conclusione si può dedurre dai dati estratti fino a questo punto come l’approccio 
degli insegnanti per Teacher abbia prodotto miglioramenti più netti, mentre in 
Terence vi sono stati ulteriori miglioramenti rispetto ai testi originali, ma questi non 
sono evidenti come nel primo caso, in quanto si è applicato un metodo di 
semplificazione in testi già semplici. Il livello 1 di semplificazione del progetto Terence 
mira in effetti anche all’eliminazione o correzione di fenomeni linguistici particolari 
come metafore ed espressioni idiomatiche e le modifiche di questo genere sono di 
difficile individuazione a partire dalle statistiche estratte in monitoraggio. Quello che 
Figura 3.17: grafici estratti da Monitor-IT. Confronto dei testi originali di Terence e Teacher con i rispettivi 
semplificati a livello di (15) lunghezza media delle relazioni di dipendenza e (16) media delle lunghezze massime 
delle relazioni di dipendenza. 
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si intende è che c’era rimasto “poco da fare” per i testi di Terence, i quali risultavano 
già in partenza ridotti ad una versione semplice, mentre per gli insegnanti di Teacher 
il lavoro è stato più efficace solo perché i testi erano del tutto originali e mai 
semplificati fino a quel momento. I dati mostrati sono totalmente indicativi della 
semplicità di un testo, in quanto si tratta spesso di valori medi. Lo studio della 
leggibilità di un testo deve partire da questi dati, ma l’indagine va approfondita con 
altri metodi che verranno mostrati nei prossimi paragrafi, dove si vedrà come, 
nonostante le apparenti differenze e gli effetti molto più evidenti in Teacher, le 
semplificazioni abbiano condotto a testi con generalmente simili indici di leggibilità 
su entrambi i corpora. 
3.3.3. Ulteriori analisi statistiche: strumenti 
Prima di proseguire nell’approfondimento dell’analisi dei corpora del progetto è 
necessario introdurre due concetti che verranno sfruttati per descrivere ulteriori 
importanti caratteristiche di queste risorse: l’indice di correlazione di Spearman e il 
p-value. 
3.3.3.1. Indice di correlazione R di Spearman 
L’indice di correlazione R di Spearman è una misura statistica non parametrica di 
correlazione che verrà utilizzata nei paragrafi successivi per verificare se le operazioni 
di semplificazione abbiano un impatto evidente sulla leggibilità del testo e sulle varie 
caratteristiche linguistiche, cercando di comprendere se i valori dei testi originali e di 
quelli semplificati siano motivati o soltanto casuali.  
Il coefficiente ρ è un caso particolare del coefficiente di correlazione di Pearson dove 
i valori vengono convertiti in ranghi prima di effettuare il calcolo. 
 
Il valore risultante, come per l’indice di correlazione di Pearson varia da -1 a 1. Un 
valore uguale a -1 indica una correlazione inversa, mentre un valore uguale a 1 indica 
una correlazione diretta. Se il valore risultante è 0, non c’è correlazione. Nei successivi 
paragrafi i valori mostrati saranno classificati nel modo seguente: 
91 
 
 Valore inferiore a 0,3: correlazione debole; 
 Valore compreso tra 0,3 e 0,7: correlazione moderata; 
 Valore superiore a 0,7: correlazione forte. 
Ciò che ci si attenderebbe dalla maggior parte delle caratteristiche linguistiche dei 
due corpora è che la correlazione di questi valori tra i testi originali e quelli 
semplificati sia intorno a valori di correlazione moderata, ad indicare la presenza di 
un legame tra la distribuzione degli elementi testuali di una frase originale e quella di 
una frase semplificata. Un esempio che si può considerare per comprendere al meglio 
a quali domande si cercherà di rispondere nei paragrafi successivi è il seguente: 
 Siano considerate tutte le frasi su cui è stato applicato uno split (divisione 
della frase in due o più parti); la lunghezza delle frasi semplificate dipende da 
questa operazione? Una correlazione pari ad 1 indicherebbe ad esempio che 
quando si applica uno split, da una frase con lunghezza x, ci si aspetterà 
automaticamente che la medie della lunghezza delle frasi risultanti sia y. 
L’esempio sopra mostrato è uno dei casi più banali possibili, in quanto è praticamente 
certo che la correlazione in questione sarà forte (la conferma nei paragrafi successivi), 
ma altre correlazioni inattese potrebbero fornire interessanti informazioni sulle 
caratteristiche delle semplificazioni. 
3.3.3.2. P-value 
In statistica inferenziale il p-value di un test di verifica d'ipotesi indica la probabilità di 
ottenere un risultato pari o più estremo di quello osservato, supposta vera l'ipotesi 
nulla. Una serie di dati viene detta statisticamente significativa se il suo valore p è 
minore o uguale a 0,05. Se questo valore è minore a 0,001, sarà considerata invece 
fortemente significativa. Questo valore sarà calcolato per determinare se i dati delle 
correlazioni siano totalmente condotti dal caso oppure siano significativi.  
3.3.4. Indice di leggibilità dei corpora 
Per verificare l’utilità e l’affidabilità di questi corpora per gli scopi di ATS e per scoprire 
se i risultati ottenuti dal monitoraggio abbiano mostrato effettivamente dei 
miglioramenti sulla leggibilità, è stato calcolato sugli stessi corpora anche l’indice di 
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leggibilità per l’italiano, ovvero l’indice READ-IT (Dell’Orletta et al., 2011) spiegato 
nella sezione 2.2.2. 
Nella tabella 3.6 vengono mostrati i valori medi dei diversi indici di leggibilità per le 
versioni originali e semplificate dei documenti nei due corpora (sarà considerata la 
leggibilità a livello di documento, non a livello di frase). Quello che ci si aspetterebbe 
normalmente in questo caso è che questo indice risulti più basso per le frasi 
semplificate, in quanto più alto è, meno la frase è leggibile e quindi inadatta al target 
prefissato. La colonna “Miglioramento”, è la differenza delle due colonne precedenti 
e quando indica un valore positivo va ad indicare effettivamente che la leggibilità è 
aumentata. Per quanto riguarda Terence si nota come le frasi originali, tranne che dal 
punto di vista lessicale, mantengono valori inferiori a 0,3, ad indicare testi piuttosto 
leggibili (va sempre ricordato che si tratta di testi già semplificati da versioni più 
complesse); in ogni caso la semplificazione ha riportato ulteriori miglioramenti dal 
punto di vista della leggibilità, in quanto il valore medio di miglioramento è 0,1. Per 
quanto riguarda Teacher, i valori degli indici di leggibilità dei documenti originali sono 
piuttosto elevati, in quanto si trova 0,73 sia a livello globale che lessicale, ad indicare 
testi generalmente molto più complessi di quanto sia il linguaggio quotidiano. Il 
miglioramento si ottiene per tutti gli indici, con un valore medio di 0,35. Risulta molto 
sorprendente l’effetto delle semplificazioni a livello globale, dove si ottiene un 
miglioramento di 0,52, valore molto elevato. Questi risultati indicano come l’efficacia 
Corpus Indice di leggibilità Frasi Originali Frasi Semplificate Miglioramento 
Terence 
READ-IT Globale 0,29 0,12 0,16 
READ-IT Base 0,26 0,21 0,05 
READ-IT Lessicale 0,45 0,30 0,15 
READ-IT Sintattico 0,20 0,16 0,04 
Teacher 
READ-IT Globale 0,73 0,20 0,52 
READ-IT Base 0,45 0,19 0,26 
READ-IT Lessicale 0,73 0,51 0,22 
READ-IT Sintattico 0,56 0,18 0,38 
Tabella 3.6: Indici di leggibilità dei corpora originali e dei rispettivi semplificati, con un’indicazione del 
miglioramento ottenuto. 
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della semplificazione strutturata di Terence sia evidente anche a livello di leggibilità, 
ma come l’approccio degli insegnanti dia risultati di gran lunga superiori, dati i testi 
più complessi da cui si è partiti. Queste differenze erano già state sottolineate in fase 
di monitoraggio dei corpora. A livello lessicale però le semplificazioni in Teacher 
portano i documenti ad un livello di leggibilità con un valore che è comunque più 
elevato rispetto alle frasi di partenza di Terence, e dunque l’approccio al livello 1 di 
semplificazione ha dato i risultati sperati in quanto va ricordato che uno dei punti 
focali di questo livello consiste proprio nella sostituzione lessicale di termini rari con 
termini comuni. In generale si è in presenza di due corpora allineati che 
rappresentano quello che si ricerca nella semplificazione di un testo, in quanto le frasi 
originali e quelle semplificate si confermano essere effettivamente di differente 
leggibilità (con un miglioramento evidente) e, dati i valori studiati, adatte al target 
prefissato. 
Risulta interessante, per 
verificare in che modo siano 
in relazione la leggibilità dei 
documenti originali e quella 
dei semplificati, calcolare la 
correlazione di Spearman tra i 
vari indici di leggibilità 
estratti. I risultati esposti in tabella 3.7 mostrano ulteriori differenze tra i due corpora 
dal punto di vista della correlazione della leggibilità tra frasi originale e semplificate: 
mentre tutte le correlazioni sono significative (p<0.05), solo quelle di Terence hanno 
nella loro totalità una significatività forte (p<0.001). Dai risultati si nota, per Terence, 
una correlazione molto elevata (forte nei primi due casi, moderata negli altri due) e 
dunque le operazioni di semplificazione danno tendenzialmente risultati di 
miglioramento sempre simili tra loro in rapporto ai valori iniziali di leggibilità. Per 
Teacher invece, le correlazioni sono moderate e quella del lessico è forte, ad indicare 
che, nonostante il miglioramento non sia il più elevato di quelli presentati, c’è una 
relazione forte tra la leggibilità del testo originale e di quello semplificato. Con questo 
va inteso che le operazioni di semplificazione mirano in maniera decisa alla 
Indice di Leggibilità Terence Teacher 
READ-IT globale 0.77* 0.47 
READ-IT base 0.80* 0.50 
READ-IT lessico 0.65* 0.72* 
READ-IT sintassi 0.54* 0.46 
Tabella 3.7: Correlazione degli indici di leggibilità a livello di documento 
per Terence e Teacher (* = fortemente significativa) 
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semplificazione lessicale, fornendo spesso risultati simili rispetto a valori di partenza 
simili. Di certo i valori indicano che le semplificazioni in entrambi i corpora 
interessano strutture particolari e non che queste siano effettuate in maniera 
casuale, altrimenti i valori sarebbero stati ben più vicini allo 0. La “forza” di questa 
struttura è però più sentita in Terence, e questo deriva direttamente dall’approccio 
utilizzato. 
3.4. Impatto delle regole sulle caratteristiche linguistiche 
Per valutare l’importanza delle varie regole di semplificazione, è stato calcolato il 
valore della correlazione di Spearman tra frasi originali e complesse dei corpora 
Terence e Teacher, ma prendendo in considerazione alcune caratteristiche 
linguistiche che sono utilizzate nella valutazione automatica della leggibilità di un 
testo in italiano (Dell’Orletta et al., 2011) e confrontandone i relativi valori in base al 
tipo di regole di semplificazione applicate. In questo modo è possibile valutare se una 
certa regola (es: inserimento) influenza una certa caratteristica linguistica (es: 
lunghezza delle frasi) e se c’è una correlazione in questo senso tra la frase originale e 
quella semplificata. I valori delle caratteristiche considerate sono stati estratti dai due 
corpora taggati con il PoS-Tagger descritto in Dell’Orletta (2009) e su cui è stato 
effettuato un parsing a dipendenze con DeSR (Attardi, 2006). 
3.4.1. Descrizione delle caratteristiche linguistiche 
L’insieme delle caratteristiche linguistiche scelte è diviso in diversi livelli di analisi 
linguistica e possono essere classificati in 4 diverse classi (tra parentesi quadre il 
numero indicante le caratteristiche nella tabella 3.8): 
 Caratteristiche inerenti il testo “grezzo” [1-2]: sono utilizzate per il calcolo 
tradizionale della leggibilità (es: lunghezza delle frasi, lunghezza delle parole). 
 Caratteristiche lessicali [3-6]: si riferiscono alla percentuale di parole che 
appartengono al Vocabolario di Base dell’Italiano (VdB) di De Mauro (2000). 
 Caratteristiche morfo-sintattiche [7-22]: si tratta di diverse caratteristiche 
quali densità lessicale, distribuzione dei modi e tempi verbali e altre. 
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 Caratteristiche sintattiche [23-38]: catturano diversi aspetti della struttura 
sintattica di una frase (es: profondità degli alberi sintattici, arità verbale, 
distribuzione delle frasi subordinate, ecc.) 
 
3.4.2. Analisi generale 
La tabella 3.8 mostra tutte le correlazioni calcolate per le varie caratteristiche 
linguistiche. Quello che si può dedurre è che in generale l’applicazione delle regole 
ha un forte impatto sulla struttura linguistica delle frasi semplificate, in quanto si può 
notare come via sia spesso una forte correlazione come risultato. Questi dati 
permettono inoltre un confronto diretto delle regole e la loro applicazione sui due 
corpora utilizzati per la creazione delle risorse; esaminando per ogni regola la prima 
e la seconda colonna (rispettivamente Terence e Teacher), si osserva come la 
correlazione presenti valori superiori per Terence in 239 casi su 260. Solo in 21 casi 
infatti una correlazione calcolata in Teacher è superiore a quella di Terence. Da questa 
particolarità, si può trarre una prima conclusione che va ad indicare come le 
semplificazioni fatte tramite scelte soggettive non diano risultati uniformi in tutte le 
frasi contenute nel corpus e ciò è un fatto atteso, in quanto diverse persone hanno 
lavorato alla semplificazione senza fare riferimento ad un metodo strutturato come 
nel caso di Terence. 
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Caratteristiche INSERIMENTO CANCELLAZIONE SPOSTAMENTO SOST. LESS. P SOST. LESS. E. SPLIT INS. VERBO 
[1] Lunghezza Frasi 0.796* 0.342 0.772* 0.345* 0.820* 0.451* 0.818* 0.463* 0.787* 0.433* 0.799* 0.501 0.714* 0.573* 
[2] Lunghezza Parole 0.595* 0.431* 0.593* 0.518* 0.627* 0.637* 0.636* 0.559* 0.512* 0.449* 0.700* 0.581 0.612* 0.375 
[3] Parole tipo nel VdB 0.663* 0.315 0.707* 0.382* 0.699* 0.456* 0.735* 0.580* 0.654* 0.472* 0.630* 0.865* 0.690* 0.413 
[4] Fondamentale 0.665* 0.437* 0.664* 0.557* 0.677* 0.676* 0.718* 0.493* 0.630* 0.425* 0.746* 0.512 0.680* 0.266 
[5] Alto uso 0.656* 0.509* 0.611* 0.603* 0.601* 0.674* 0.684* 0.585* 0.609* 0.521* 0.673* 0.541 0.710* 0.478 
[6] Alta disponibilità 0.640* 0.268 0.612* 0.350* 0.646* 0.417* 0.711* 0.422* 0.617* 0.258 0.861* 0.525 0.673* 0.161 
[7] Densità Lessicale 0.639* 0.246 0.685* 0.416* 0.704* 0.410* 0.757* 0.400* 0.617* 0.402* 0.646* 0.696* 0.566* 0.082 
[8] Aggettivi 0.693* 0.450* 0.689* 0.406* 0.752* 0.564* 0.724* 0.585* 0.726* 0.527* 0.779* 0.662 0.787* 0.245 
[9] Avverbi 0.546* 0.324 0.652* 0.424* 0.667* 0.311 0.729* 0.445* 0.581* 0.245 0.670* 0.292 0.716* 0.351 
[10] Congiunzioni coordinanti 0.609* 0.345 0.707* 0.454* 0.735* 0.588* 0.765* 0.554* 0.746* 0.494* 0.474 0.662 0.667* 0.306 
[11] Congiunzioni Subordinanti 0.510* 0.532* 0.611* 0.478* 0.564* 0.606* 0.700* 0.483* 0.716* 0.414* 0.726* 0.554 0.641* 0.441 
[12] Preposizioni 0.687* 0.492* 0.678* 0.404* 0.690* 0.354 0.794* 0.498* 0.680* 0.447* 0.688* 0.491 0.743* 0.480 
[13] Pronomi 0.619* 0.179 0.629* 0.277 0.550* 0.304 0.716* 0.317* 0.594* 0.338* 0.552* 0.578 0.368* -0.030 
[14] Nomi 0.707* 0.566* 0.702* 0.586* 0.708* 0.474* 0.761* 0.601* 0.721* 0.548* 0.666* 0.544 0.728* 0.490 
[15] Verbi 0.703* 0.401* 0.634* 0.464* 0.655* 0.435* 0.722* 0.506* 0.653* 0.468* 0.743* 0.679 0.656* 0.268 
[16] Verbi – infinito 0.718* 0.488* 0.644* 0.481* 0.649* 0.440* 0.752* 0.528* 0.720* 0.459* 0.554* 0.753* 0.395* 0.405 
[17] Verbi – gerundio 0.574* NaN 0.585* NaN 0.554* NaN 0.691* -0.038 0.677* NaN 0.499* NaN 0.519* 0.558* 
[18] Verbi – participio 0.530* 0.210 0.439* 0.395* 0.380* 0.323 0.554* 0.335* 0.349* 0.368* 0.527* 0.204 0.371* 0.148 
[19] Verbi – indicativo 0.584* 0.223 0.630* 0.422* 0.581* 0.100 0.697* 0.344* 0.675* 0.323 0.686* 0.495 0.491* 0.156 
[20] Verbi – presente 0.573* 0.254 0.622* 0.307 0.574* 0.275 0.683* 0.394* 0.558* 0.296 0.599* 0.568 0.727* 0.527 
[21] Verbi – imperfetto 0.741* 0.638* 0.786* 0.533* 0.768* 0.635* 0.849* 0.542* 0.771* 0.479* 0.813* 0.884* 0.777* 0.432 
[22] Verbi – passato 0.703* 0.214 0.832* 0.088 0.787* 0.080 0.840* 0.260* 0.811* 0.187 0.902* NaN 0.801* 0.504 
[23] Proposizioni principali 0.492* 0.215 0.395* 0.198 0.495* 0.046 0.520* 0.215 0.518* 0.191 0.337 0.000 0.277 0.097 
[24] Proposizioni subordinate 0.492* 0.215 0.395* 0.204 0.495* 0.151 0.520* 0.209 0.518* 0.254 0.337 0.145 0.277 0.238 
[25] Proposizioni subord. incorp. 0.356* 0.303 0.478* 0.351* 0.369* 0.323 0.529* 0.415* 0.463* 0.404* 0.422 0.472 0.499* 0.173 
[26] Catene di subordinazione 0.647* 0.352 0.547* 0.305 0.679* 0.225 0.740* 0.424* 0.627* 0.514* 0.724* 0.712* 0.664* 0.507 
[27] Lunghezza dei link di dipendenza 0.608* 0.403* 0.567* 0.431* 0.457* 0.278 0.619* 0.433* 0.571* 0.468* 0.498* 0.215 0.512* 0.562* 
[28] Media delle altezze massime 0.643* 0.321 0.582* 0.345* 0.523* 0.307 0.621* 0.428* 0.599* 0.493* 0.514* 0.160 0.578* 0.596* 
[29] Profondità albero sintattico 0.559* 0.166 0.586* 0.275 0.506* 0.280 0.671* 0.379* 0.602* 0.405* 0.509* 0.376 0.499* 0.294 
[30] Arità verbale 0.630* 0.231 0.518* 0.236 0.417* 0.191 0.588* 0.365* 0.548* 0.321 0.494 0.019 0.511* 0.003 
[31] Radice Verbale con soggetto 0.469* 0.182 0.583* 0.324* 0.438* 0.331 0.585* 0.347* 0.473* 0.365* 0.017 0.439 0.614* 0.216 
[32] Oggetti post-verbali 0.566* 0.224 0.570* 0.178 0.471* 0.288 0.634* 0.389* 0.575* 0.228 0.573* 0.162 0.511* 0.082 
[33] Oggetti pre-verbali 0.416* 0.340 0.524* 0.227 0.380* 0.605* 0.616* 0.307* 0.519* 0.315 0.670* -0.076 0.619* -0.065 
[34] Soggetti post-verbali 0.363* 0.204 0.381* 0.294 0.207 0.500* 0.521* 0.349* 0.266* 0.228 0.615* 0.570 0.344* 0.343 
[35] Soggetti pre-verbali 0.476* 0.141 0.498* 0.163 0.220 0.076 0.568* 0.326* 0.328* 0.324 0.441 0.089 0.572* -0.024 
[36] Prop. Subord. post-verbali 0.552* 0.337 0.534* 0.336* 0.488* 0.260 0.647* 0.469* 0.528* 0.388* 0.505* 0.556 0.385* 0.052 
[37] Prop. Subord. pre-verbali 0.299* 0.155 0.378* 0.233 0.445* 0.105 0.495* 0.159 0.308* 0.085 0.315 0.444 0.424* -0.100 
[38] Lunghezza proposizioni 0.707* 0.485* 0.592* 0.481* 0.635* 0.388 0.711* 0.513* 0.659* 0.450* 0.637* 0.514 0.622* 0.462 
Tabella 3.8: correlazione delle caratteristiche linguistiche tra testi originali e semplificati di Terence e Teacher a 
seconda delle regole di semplificazione utilizzate nel testo. 
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Si può notare inoltre come in solo 68 casi su 532 la correlazione non sia significativa 
(p > 0.05, evidenziate in giallo nella tabella, solo un caso per Terence), mentre in 91 
casi si ha un valore di p tale che la correlazione sia considerata significativa (0.001 < 
p < 0.05). Nei restanti 373 casi invece la correlazione è fortemente significativa (p < 
0.001). Questi risultati indicano come nella maggioranza dei casi effettivamente le 
regole di semplificazione intervengono a livello di caratteristiche linguistiche, 
fornendo dunque una semplificazione valida dettata direttamente dall’approccio 
scelto, dunque non casuale. 
Esaminando invece le correlazioni deboli, moderate e forti nei risultati, si hanno i 
seguenti valori:  
 Non calcolabile (“NaN” su tabella): 6 casi; 
 Debole (valore tra 0 e 0.3): 90 casi (7 per Terence, 83 per Teacher); 
 Moderata (valori tra 0.3 e 0.7): 367 casi (194 per Terence, 173 per Teacher); 
 Forte (valori tra 0.7 e 1): 69 casi (65 per Terence, 4 per Teacher). 
Nella maggioranza dei casi (367 su 532) le correlazioni sono di carattere moderato e 
queste si dividono piuttosto equamente tra i due corpora Terence e Teacher. Invece, 
nel caso delle correlazioni deboli vi sono 90 casi di cui ben 83 facenti parte del corpus 
Teacher; al contrario, per le correlazioni forti vi sono 69 casi di cui ben 65 del corpus 
Terence. Un’analisi da questo primo sguardo ai dati può indicare che le regole hanno 
un impatto maggiore su Terence e questo probabilmente deriva sempre dal fatto 
sopra descritto, ovvero che l’approccio strutturato alla semplificazione tende a 
generare risultati simili nel corpus fornendo una semplificazione efficace sempre allo 
stesso modo, mentre in Teacher l’approccio fornisce effetti non sempre simili fra loro 
data un’operazione e una caratteristica linguistica. 
3.4.3. Analisi dettagliata su regole e relativo impatto 
In questa sezione si tenterà di dare un significato alle correlazioni calcolate, per 
rispondere alla seguente questione: in che modo e perché l’applicazione di una certa 
operazione di semplificazione influisce su un testo. 
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Bisogna considerare che nell’insieme di frasi di cui sono state calcolate le correlazioni, 
vi sono più operazioni che entrano in gioco (ad esempio nelle frasi con almeno un 
inserimento, potrebbero esserci anche una o più cancellazioni). Il set di frasi è 
comunque piuttosto ampio da poter dare dei risultati affidabili e da permettere di 
affermare che le correlazioni nella tabella siano in qualche modo inerenti alle 
operazioni che si stanno considerando in quel momento (certamente vi saranno 
anche frasi “outlier”, ovvero che, in questo caso, influiscono in maniera differente 
dalla maggiora parte delle altre sul calcolo finale). Va inoltre considerato che per 
determinate operazioni potrebbe non avere senso andare a vedere l’impatto su 
alcune caratteristiche linguistiche e dunque in seguito saranno effettuati confronti 
seguendo una certa logica (es: l’inserimento di un verbo non dovrebbe influenzare il 
numero di aggettivi in un testo, dunque anche se il valore di correlazione fosse 
elevato, a questo non dovrebbe essere dato troppo peso o una motivazione forzata). 
Quello che verrà dunque fatto ora è confermare che a determinate operazioni che 
agiscono in certi modi sul testo corrispondono modifiche attese. 
3.4.3.1. Caratteristiche inerenti il testo “grezzo” 
La lunghezza media delle frasi e delle parole e la correlazione almeno moderata tra 
quelle delle frasi originali e quelle semplificate è facilmente spiegabile, in quanto le 
operazioni considerate per la semplificazione vanno a influire direttamente in 
maniera visibile su parole e frasi. Ad esempio un’operazione di inserimento di una 
parola, è evidente, allungherà una frase mentre una cancellazione in generale la 
accorcerà. Un esempio chiaro di correlazione forte che ci si poteva attendere è quella 
dello split sulle frasi e la loro lunghezza in parole (0,799): la divisione di una frase in 
più frasi brevi tende a formare strutture di circa la stessa breve lunghezza quando 
viene applicata. Si può notare come le correlazioni calcolate siano tutte significative. 
3.4.3.2. Caratteristiche lessicali 
In questo caso è molto interessante valutare la differenza tra i due corpora, in quanto, 
mentre nel caso di Terence le operazioni che intervengono a livello lessicale vengono 
effettuate in maniera strutturata da linee guida (la principale operazione in questo 
senso è la sostituzione lessicale), nel caso di Teacher la scelta di quali parole sostituire 
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e con cosa rimpiazzarle ricade totalmente nelle mani di insegnanti che si basano sulla 
loro esperienza e che magari utilizzeranno parole che comunque non sono presenti 
nel VdB. Si nota che, nel caso di inserimento di un verbo, le correlazioni del secondo 
corpus sono deboli (tranne che nel caso dell’Alto Uso) e questo deriva quasi 
certamente dal metodo diverso di semplificazione, in quanto la scelta dei verbi da 
inserire dipende completamente dalla conoscenza degli insegnanti. In generale per 
tutte le operazioni notiamo valori di correlazioni forti in molti casi per Terence e 
poche volte per Teacher.  
3.4.3.3. Caratteristiche morfo-sintattiche 
Nel caso di Terence le operazioni sembrano influenzare in maniera evidente le 
caratteristiche morfo-sintattiche considerate, in quanto le correlazioni sono tutte 
almeno di livello moderato con pochi casi che scendono sotto lo 0,5 e sono quasi tutte 
fortemente significative, mentre le restanti sono comunque significative. Differente 
è il discorso nel caso di Teacher; scendendo nel dettaglio si può notare come anche 
in questo siano caso i verbi a presentare situazioni particolari: le correlazioni 
superano raramente il grado di moderate e in alcuni casi non sono significative, ad 
indicare che in Teacher non si trova un utilizzo uniforme e regolato nell’utilizzo di 
alcuni modi verbali: ad esempio solo per il gerundio c’è una correlazione fortemente 
significativa quando si va ad inserire un verbo nel testo. Nel caso delle sostituzioni 
lessicali (di entrambi i tipi) vi sono sempre correlazioni significative, con due soli casi 
diversi da ciò (per i verbi al passato e al gerundio). Per quanto riguarda le operazioni 
di inserimento si conferma una certa influenza a livello di caratteristiche morfo-
sintattiche, ma si può sottolineare una differenza tra i due corpora notando come la 
correlazione del numero dei pronomi sia debole e non significativa per Teacher. 
Questo può significare che le operazioni di inserimento in Teacher spesso non sono 
mirate ai pronomi e che dunque la correlazione risenta della scelta degli insegnanti; 
effettivamente quando si pensa alla leggibilità di un testo associata alla presenza di 
pronomi, si indica che per facilitare la lettura è meglio risolvere le anafore e sostituire 
i pronomi con gli antecedenti e da questo dovrebbe seguire che non saranno le 
operazioni di inserimento a influenzare la presenza di pronomi, ma al limite quelle di 
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cancellazione (correlazione che infatti risulta significativa e vicina all’essere 
moderata) o soprattutto di risoluzione di anafora. 
3.4.3.4. Caratteristiche Sintattiche 
Con un primo sguardo alla zona della tabella inerente questo tipo di caratteristiche 
del testo (da [23] in giù), si nota che il corpus Teacher presenta una grande quantità 
di correlazioni non significative deboli, mentre in precedenza, ma sempre con un 
minimo di casi del genere, questi valori risultavano almeno significativi e spesso 
rappresentavano una correlazione moderata. Questo può indicare che l’approccio 
degli insegnanti è più orientato all’utilizzo di un vocabolario per una semplificazione 
lessicale più che sintattica e mirata ad accorciare le frasi (ma non solo tramite split, 
che effettivamente è stato applicato poche volte in tutto il testo), rendendole più 
comprensibili per il target finale. In effetti, nell’insieme di queste caratteristiche, si 
trova una buona quantità di correlazioni moderate solo nel caso delle variabili del 
“sottogruppo” [26-28] contenente le Catene di subordinazione, la Lunghezza dei link 
di dipendenza e la Media delle altezze massime, valori che dipendono fortemente 
dalla lunghezza di una frase.  
Per quanto riguarda l’operazione di spostamento (o riordinamento), si hanno delle 
correlazioni significative nei valori inerenti la posizione pre o post verbale di soggetto 
e oggetto ([32-35]), con casi di valori più alti su Teacher che su Terence (evento raro 
in tutta la tabella) nel caso dei Soggetti post-verbali e Oggetti pre-verbali. Questo può 
indicare una maggiore attenzione degli insegnanti all’ordine marcato delle frasi da 
semplificare. 
Si nota infine come la colonna delle sostituzioni lessicali a livello di parola riporti tutti 
valori di correlazioni fortemente significative e moderate o forti (29 su 32 casi) e i 
restanti casi sono comunque significative ma deboli. Per quanto riguarda la 
sostituzione a livello di espressione i risultati sono più o meno gli stessi: 24 su 32 casi 
sono correlazioni fortemente significative e almeno moderate, 6 su 32 sono 
significative e deboli, 2 su 32 sono deboli e non significative. Le sostituzioni non 
sembrano influire in maniera evidente sulla quantità di proposizioni principali di un 
testo né per quanto riguarda le proposizioni subordinate pre-verbali. Come possono 
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le sostituzione lessicali influenzare la sintassi? La risposta va trovata nel fatto che 
quando si va ad esempio a sostituire un’intera espressione con una sola parola si 
vanno a eliminare molte delle dipendenze che modificavano valori come lunghezza 
dei link di dipendenza, lunghezza delle catene di subordinazione, ecc. Quando 
vengono sostituite singole parole bisogna invece considerare che spesso come 
effetto si ottengono ulteriori semplificazioni che vanno a cambiare la struttura 
sintattica delle frasi in risposta alla nuova parola inserita. Va ricordato infine che le 
sostituzioni lessicali sono tra le operazioni più frequenti e quindi ogni frase esaminata 
contiene generalmente ben più di un’unica tipologia di operazione di semplificazione. 
3.4.3.5. Conclusioni delle analisi sull’impatto delle regole di 
semplificazione sul testo 
Da un’analisi dettagliata dei risultati mostrati nelle sezioni precedenti, si nota come 
le operazioni di semplificazione abbiano un impatto evidente sulle caratteristiche 
linguistiche di un testo. Nella maggioranza dei casi considerati si è notato come ad 
una certa operazione corrisponda una correlazione forte o moderata ma comunque 
significativa, ad indicare che i piani di semplificazione manuale attuati, più per 
Terence che per Teacher, hanno un riscontro sui testi che porta sempre delle 
modifiche efficaci. Le correlazioni trovate per Teacher sottolineano come l’approccio 
degli insegnanti non segua un schema definito come quello di Terence, ma questo, 
come si è visto, non influisce sul miglioramento degli indici dei leggibilità dei testi, che 
raggiungono comunque degli ottimi risultati. L’approccio utilizzato nella 
semplificazione in Terence ha invece condotto ad un modo sistematico di intervenire 
sul testo, “forzato” dai suggerimenti di semplificazione seguiti da tutte le persone che 
hanno preso parte all’operazione. Ciò è riscontrato nel testo quando si vede come, 
alla presenza della maggior parte delle operazioni, corrisponde una correlazione 
elevata e significativa ad indicare che le operazioni tendono ad essere fatte sempre 
allo stesso modo e a fornire cambiamenti “proporzionali” tra le caratteristiche 
linguistiche. 
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4. UN CASO PARTICOLARE DI SEMPLIFICAZIONE: FOCUS 
SULL’OPERAZIONE DI INSERIMENTO 
Di tutte le tipologie di operazione di semplificazione presentante nei capitoli 
precedenti, l’inserimento rappresenta probabilmente la categoria dagli effetti più 
ambigui: perché aggiungere parole in una frase dovrebbe condurre ad un testo meno 
complesso per un poor reader? L’operazione di inserimento, nei lavoro precedenti a 
quello mostrato in questa tesi, non è mai stata esaminata a fondo, in quanto si tratta 
di una tipologia di operazione piuttosto complessa da concepire e da modellare. Nel 
capitolo 1, dedicato allo stato dell’arte delle risorse e dei sistemi ATS, si può infatti 
notare come l’operazione venga solo citata come “presente” nei vari corpora, ma 
questa non viene mai approfondita. In questo capitolo si tenterà di analizzare 
l’inserimento, esaminando come prima cosa le tipologie di inserimento effettuate, 
andando ad espandere le tre classi con cui in precedenza sono state suddivise queste 
tipologie nel capitolo 3. In seguito si scenderà nel dettaglio mostrando una buona 
quantità di esempi, discutendo anche l’effetto che hanno le operazioni di inserimento 
sulla leggibilità del testo. Nel mostrare questi esempi si cominceranno anche ad 
esporre possibili idee per la creazione di quello che potrebbe essere poi il sistema di 
ATS per l’italiano. 
4.1. Una diversa classificazione delle tipologie di inserimento 
Classe Sottoclassi Terence Teacher 
Insert 
Verbo 4.92% (121) 2.53% (43) 
Soggetto 1.79% (44) 1.94% (33) 
Altro 12.01% (295) 11.19% (190) 
Tabella 4.1: sottocategorie di inserimento dello schema di annotazione di Terence e Teacher 
Nello schema di annotazione introdotto nel capitolo 3, l’inserimento è stato suddiviso 
in 3 sottoclassi: inserimento di un verbo, esplicitazione del soggetto e una macro-
categoria chiamata Altro che comprende il resto degli inserimenti di più varia natura. 
Scendendo nel dettaglio, per ogni sottoclasse è possibile creare ulteriori sottoclassi, 
così da studiare con particolare attenzione il caso dell’inserimento come operazione 
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di semplificazione. Verranno dunque discusse le distribuzioni delle diverse tipologie 
di inserimento, presentando una tipologia più specifica di classificazione. 
4.1.1. Inserimento di un verbo 
Nel caso dell’inserimento di un nuovo verbo sono stati esaminati innanzitutto i diversi 
modi e tempi verbali utilizzati.  
 
Figura 4.1: distribuzione dei tempi verbali di modo indicativo negli inserimenti verbali in Terence. 
Nel grafico in figura 4.1 sono mostrati i diversi inserimenti di verbi all’indicativo in 
Terence, divisi per il tempo verbale o per altre particolarità. Nell’ordine, si nota come 
nessun verbo inserito in Terence sia al presente o al passato prossimo. La 
maggioranza di inserimenti è invece quella dei verbi all’imperfetto (46 casi) di cui circa 
la metà corrispondono al verbo “era” inserito da solo. Vi sono soltanto 2 casi di 
trapassato prossimo e 3 casi in cui è stato inserito un verbo servile (all’imperfetto) 
seguito dall’infinito. Sono inoltre 14 i casi di verbo al passato remoto. Vi sono poi casi 
particolari in cui sono stati inseriti verbi riflessivi (7 casi), altri in cui un pronome 
relativo era seguito da un verbo (sempre all’imperfetto, 14 casi) e in 2 casi sono stati 
inseriti verbi seguiti da un nome o da un aggettivo. 
0
10
20
30
40
50
46
2 3
14
7
14
2
Inserimento verbi di modo Indicativo in 
Terence
104 
 
 
Figura 4.2: distribuzione dei verbi di modo non indicativo negli inserimenti verbali in Terence 
Nel grafico in figura 4.2 si vedono ulteriori casi: 14 inserimenti riguardano l’infinito 
presente, 8 l’infinito presente seguito da una preposizione (semplice o articolata), 7 
casi riguardano l’inserimento di un verbo all’infinito presente seguito da un pronome. 
Vi sono poi 3 “outliers” che riguardano casi poco rappresentati dalle operazioni di 
inserimento verbo: un gerundio presente, un condizionale presente e un participio 
passato. 
Come si può già notare, scendendo nel dettaglio, già per soltanto 121 operazioni di 
inserimento verbo, ci si trova davanti ad una grande quantità di classi ben 
diversificate tra loro e pensando ad un futuro sistema di semplificazione automatica 
non si può far altro che chiedersi se tutte queste diversificazioni siano modellabili a 
partire da questa piccole mole di dati o se sia il caso di ampliare le risorse. Risulta 
infatti chiaro che difficilmente un sistema potrà apprendere la regola che permette 
di inserire il participio passato studiando un solo esempio in tutto il testo. Già da 
questo prima approfondimento, ciò che sembra essere più probabile è la creazione 
di regole “fatte a mano” per questa particolare operazione di semplificazione, 
approccio che eliminerebbe la problematica portata dalla carenza di dati utili, ma che 
introdurrebbe la difficoltà della creazione (ed il costo) di regole funzionanti e che 
tengano presente le numerose possibilità che offre il linguaggio umano. 
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Figura 4.3: distribuzione dei tempi verbali di modo indicativo negli inserimenti verbali in Teacher. 
Proseguendo in questa indagine, sono state studiate le stesse categorie nel corpus 
Teacher. Diversamente da Terence (va sempre ricordato l’approccio di 
semplificazione e il differente tipo di testi nei due corpora), in Teacher si tende 
maggiormente ad inserire verbi al presente (24 casi). Nell’indicativo, per tutti gli altri 
tempi verbali presenti, si parla di 1 o 2 esempi. Vi sono inoltre 8 casi di verbi all’infinito 
e 1 al gerundio. Diversamente da Terence si ha qui una varietà sicuramente inferiore 
di classi, dovuta all’inferiore quantità di inserimenti di un verbo effettuati (solo 43, 
ovvero un terzo circa di quelli in Terence). L’idea dell’impossibilità di un approccio di 
apprendimento automatico è confermata anche in questo caso. 
4.1.2. Esplicitazione del soggetto 
Quando si va ad esplicitare un soggetto sottinteso sicuramente si interviene per 
effettuare un’operazione di semplificazione valida che non richiede prove particolari: 
un poor reader che potrebbe far difficoltà a capire chi sta svolgendo una certa azione 
si troverà agevolato nella lettura dalla presenza esplicita del soggetto nelle frasi. 
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Figura 4.4: distribuzione della quantità dei token utilizzati per ogni soggetto esplicitato (si legge ad esempio: 30 
soggetti per Terence e 24 per Teacher sono composti da un solo token, 8 per Terence e 7 per Teacher sono 
composti da 2 token, ecc.) 
In questo caso sono state esaminate le tipologie di parole inserite come soggetti e 
sono stati anche contati i token che ogni volta sono stati inseriti. Le operazioni di 
questo tipo sono state 44 in Terence e 33 in Teacher, dunque non si tratta di una 
differenza quantitativamente evidente. 
 
Figura 4.5: distribuzione delle parti del discorso dei soggetti esplicitati 
Generalmente i token utilizzati in un inserimento di questo genere si attestano 
intorno ad 1 o 2 (vedi grafico in figura 4.4). In pochi casi si utilizzano 3 token e quando 
si presentano queste evenienze è perché possono esserci due soggetti per un’azione 
(es: “Io e lui”) o perché il soggetto viene introdotto da un articolo e arricchito con un 
aggettivo (es: “il simpatico ragazzo”).  La distribuzione delle parti del discorso che 
vengono inserite come Soggetto Esplicitato viene mostrata nel grafico in figura 4.5. 
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Nella maggior parte dei casi, per entrambi i corpora, il soggetto che viene esplicitato 
è un nome proprio (29 casi per Terence e 17 per Teacher). In altri casi il soggetto è un 
pronome o un sostantivo. Infine in entrambi i corpora vi sono 2 esempi di soggetto 
composto da almeno un sostantivo e un aggettivo e in 2 casi in Terence vengono 
esplicitati più soggetti per un’azione con un pronome e un nome proprio (es: Io e 
Lucia). Un’indagine che verrà fatta in seguito su questa tipologia di inserimenti 
riguarderà la reperibilità del soggetto sottinteso dal contesto della frase. 
4.1.3. Inserimento di altro genere 
La maggior parte degli inserimenti effettuati sul testo (295 per Terence, 190 per 
Teacher) riguardano differenti categorie. In una prima classificazione degli 
inserimenti, questi sono stati inclusi nella classe “Altro”, ma ora si andranno ad 
esplicitare i diversi inserimenti, per comprendere meglio le tendenze di questa 
operazione di semplificazione. Si inizierà però analizzando la distribuzione delle 
quantità di token utilizzati in ogni inserimento. 
Dal grafico in figura 4.6 si nota come vi sia la classica distribuzione “a coda lunga”, in 
cui vi sono molti casi in cui in un inserimento sono stati utilizzati pochi token e pochi 
casi in cui ne sono stati utilizzati molti. In entrambi i corpora la stragrande 
maggioranza dei casi comprende inserimenti da 1 o 2 token e si procede scendendo 
gradualmente. Vi sono dei casi rarissimi in cui gli inserimenti superano i 7 tokens (6 
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per Terence, 8 per Teacher). In generale gli inserimenti da 2 token possono 
comprendere spesso sostantivi o aggettivi combinati con un articolo (determinativo 
o indeterminativo) oppure combinazioni di congiunzioni o avverbi e congiunzioni. 
Stessa cosa per gli inserimenti da 3 token. Salendo di numero invece si assistono a 
casi differenti e di difficile categorizzazione, in quanto molto diversi fra loro. Se si 
osserva la distribuzione percentuale (figura 4.7) si nota come entrambi i corpora 
contengano la stessa porzione di inserimenti composti da un certo numero di token. 
Scendendo a livello delle categorie grammaticali sono state rilevate le distribuzioni 
mostrate nel grafico in figura 4.8. 
 
Figura 4.8: distribuzione delle parti del discorso degli inserimenti in Terence e Teacher 
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Oltre alle classiche categorie (avverbi, sostantivi, ecc.) sono state utilizzate anche:  
 “Sostantivi + altro”, ad indicare quegli inserimenti che constano di un 
sostantivo in combinazione a una qualsiasi altra categoria lessicale diversa da 
un aggettivo; 
 “Aggettivo + altro”, come sopra, ad indicare in questo caso la combinazione 
di aggettivo e qualcos’altro di diverso da un sostantivo; 
 “Nome + Aggettivo”, per segnalare le combinazioni di nomi (comuni o propri) 
e aggettivi; 
 “Altro”, ad indicare tutti quegli inserimenti da 2 parole o più fatti di 
combinazioni di categorie lessicali diversi, con casi troppo rari e particolari da 
essere ricondotti ad una categoria specifica (es: nome + avverbio o avverbio 
+ aggettivo o tutti gli inserimenti che combinano 3 o più categorie lessicali). 
 
Figura 4.9: distribuzione percentuale delle parti del discorso degli inserimenti in Terence e Teacher 
Guardando la distribuzione percentuale delle tipologie di inserimento (figura 4.9), si 
nota una certa disparità su quasi tutte le classi. Infatti si nota come in ogni categoria 
vi siano variazioni percentuali e come dunque gli approcci di semplificazione 
differiscano in una maniera che è riscontrabile anche scendendo nel dettaglio delle 
singole operazioni effettuate. Ad esempio, in Terence non capita troppo spesso di 
inserire un aggettivo rispetto a Teacher, dove capita (in percentuale) più del doppio 
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delle volte rispetto al primo corpus. Questo può indicare per gli insegnanti una 
tendenza a rendere il testo più ricco di aggettivi che descrivano al meglio gli eventi 
che si stanno leggendo. Si tendono a inserire più avverbi, sostantivi uniti ad altre 
parole, congiunzioni, nomi propri e pronomi in Terence, mentre le preposizioni, i 
sostantivi singoli e gli articoli (oltre al già citato caso degli aggettivi) sono 
preponderanti negli inserimenti di Teacher. Gli inserimenti di “altro” genere 
raggiungono circa il 30% in entrambi i corpora. Per chiarire cosa comprenda questa 
categoria verranno mostrati degli esempi dalla sezione 4.2. 
4.1.4. Casi frequenti di inserimento 
Oltre ad analizzare le parti del discorso più ricorrenti in fase di inserimento, è utili 
anche esaminare, all’interno dei corpora annotati, quali solo le parole o espressioni 
esatte che sono inserite con maggiore frequenza, per rendersi già conto della 
possibilità o meno di un procedimento di apprendimento automatico. Considerando 
frequenti tutti gli inserimenti che sono eseguiti almeno 3 volte, sono stati ottenuti i 
risultati mostrati nei grafici in figura 4.10 e 4.11 (pagina successiva). 
Nel caso di Terence si nota come sia 
preponderante l’inserimento di 
“che” (16 casi, sempre come 
pronome relativo). A seguire si 
trovano la congiunzione “perché” 
(12 inserimenti), la congiunzione 
“e” (10 inserimenti) e l’avverbio 
“quando” (8 inserimenti). Oltre a 
questi, con frequenza 4 vi sono 
anche “mentre”, “ma” e “a”. “Il 
Presidente” è un caso particolare che difficilmente rappresenta un esempio di 
inserimento per cui creare una regola apposita, in quanto è un inserimento che 
dipende strettamente dal contesto della frase, mentre tutti i casi che lo precedono 
potrebbero essere inseriti in una qualsiasi frase, in quanto parole funzionali. Nel resto 
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del corpus vi sono 1 caso con frequenza 3, 17 casi di inserimenti che appaiono 2 volte 
e i restanti 196 casi sono stati effettuati un’unica volta ognuno. 
Nel caso di Teacher, gli inserimenti 
più frequenti sono rappresentati da 
“e” (con 9 casi), seguito da “non” (4 
casi) e “di” (4 casi). “A Pinocchio” è 
di un genere del tutto identico a 
quello dell’esempio citato in 
Terence di “Il Presidente”, dunque 
non andrebbe preso in 
considerazione come esempio di 
inserimento di quelle due parole esatte, ma al limite come studio del caso di 
inserimento di “Preposizione + Nome Proprio” o di sintagma preposizionale. Vi sono 
poi 3 casi con frequenza 3, 9 casi con frequenza 2 e i restanti 140 casi hanno frequenza 
pari a 1. 
Come si può notare da quanto appena descritto, i casi frequenti sono molto rari e 
dunque difficilmente un sistema di apprendimento automatico per l’ATS sarà in grado 
di fornire risultati pienamente soddisfacenti dall’addestramento effettuato a partire 
da questi. Per un apprendimento automatico di una regola è necessario che ci sia una 
certa evidenza dagli esempi estratti dal testo, in modo che il sistema possa adattarsi 
nel modo più aderente possibile al fenomeno che deve descrivere. Vedendo questi 
dati sembrerebbe dunque sempre più necessario optare, almeno per questo tipo di 
operazione, per un insieme di regole fatte a mano, magari unite ad altre generate in 
automatico per la creazione di un sistema ibrido, similarmente a quello di 
Siddharthan (2014). 
4.2. Esempi e reperibilità dal contesto degli elementi inseriti 
Comprendere perché certe parole siano state inserite in una certa sequenza e in una 
certa posizione di una frase è il primo passo fondamentale per tentare di scoprire se 
e come un sistema di ATS che utilizza risorse quali Terence e Teacher possa 
apprendere un metodo di inserimento automatico ai fini della semplificazione. 
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Quando si inseriscono una o più parole in un testo lo si fa generalmente per chiarire 
il contesto della frase, o per sopperire alla mancanza di informazioni che una frase 
potrebbe avere. Da dove arrivano però le nuove parole inserite? Normalmente ciò 
sta nell’esperienza della persona che sta svolgendo la semplificazione, ma per un 
sistema di ATS la faccenda potrebbe risultare ben più complessa. Risulta dunque utile, 
una volta effettuata la nuova classificazione mostrata nella sezione precedente, 
scendere ulteriormente nel dettaglio, mostrando svariati esempi che chiarifichino 
alcune dinamiche che entrano in gioco in questa particolare operazione di 
semplificazione. 
4.2.1. Esempi di inserimento di un verbo 
Quando viene inserito un verbo, accade spesso che ciò venga fatto per intervenire 
nella frase riaggiustando cambiamenti effettuati tramite una qualche operazione di 
cancellazione. Ciò si può notare dall’esempio successivo: 
ESEMPIO 1 (estratto da Terence): 
 Originale: “Dopo ancora, Benedetto decise che sia il Signor Rossi che la sua 
cagna si meritavano qualcosa di veramente brutto per aver fatto del male a 
sua sorella.” 
 Semplificata: “Dopo ancora, Benedetto pensò che era giusto se qualcosa di 
veramente brutto capitava sia al Signor Rossi che alla sua cagna, perché 
avevano fatto del male a sua sorella.” 
L’inserimento di “era giusto”, come si può capire, deriva direttamente dalla 
cancellazione di “meritavano” (sottolineato nella frase originale). Il concetto della 
frase rimane senza dubbio lo stesso, ma non si può dire che “era giusto” e 
“meritavano” siano sinonimi. La scelta di non etichettare questo inserimento verbale 
come una trasformazione lessicale dipende totalmente dalla persona che ha 
effettuato l’annotazione ed è probabilmente dovuta al fatto sopra citato, ovvero che 
non è una sostituzione fatta per sinonimia, ma si tratta di una cancellazione seguita 
da un inserimento per mantenere il senso della frase “simile”. Forse era però più 
sensato annotare questo inserimento come sostituzione. Il verbo “meritare” esprime 
probabilmente in maniera più efficace il sentimento di Benedetto, ma il concetto di 
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“giusto” o “sbagliato” è quasi certamente chiaro ad un poor reader che si approccia 
al testo. 
ESEMPIO 2 (estratto da Teacher): 
 Originale: “Nel grande stadio, dove potevano sedere quarantamila spettatori, 
il programma aveva inizio all’alba con una grande sfilata: davanti a tutti 
c’erano dieci rappresentanti degli Stati che partecipavano ai giochi, i quali, 
vestiti di rosso, facevano il giro della pista e poi prendevano posto nella 
tribuna centrale.” 
 Semplificata: “In questa città c’era un grande stadio dove gli atleti 
gareggiavano. La festa dei giochi iniziava con una grande sfilata.” 
Ad un primo impatto con questo esempio si nota subito come la frase originale sia 
stata stravolta, riducendo al minimo le informazioni e i concetti importanti. 
L’inserimento verbale di “c’era” è diretta conseguenza dell’inserimento di “In questa 
città”, complemento aggiunto per sottolineare il luogo in cui si svolge l’evento 
descritto. Dunque in questo caso non è possibile recuperare il verbo da inserire 
direttamente dalla frase originale, diversamente da quanto accadeva nell’esempio 1. 
ESEMPIO 3 (estratto da Terence): 
Originale: “Se solo avesse letto l’etichetta prima di bere!” 
Semplificata: “Doveva leggere l’etichetta prima di bere!” 
In questo ultimo esempio, si nota come ancora una volta l’inserimento del verbo 
derivi dalla cancellazione di un’altra parte della frase contenente un verbo (come 
nell’esempio 1). Anche in questo caso, inoltre, non si può parlare di sostituzione per 
sinonimia, perché è stato eliminato il condizionale “avesse”, trasformato “letto” 
all’infinito e introdotto il verbo servile “doveva”. In buona parte dei casi risulterebbe 
però una correzione delle annotazioni, che risultano più simili a sostituzioni che a 
inserimenti. 
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4.2.1.1. Quando effettuare l’inserimento di un verbo? 
Non è utile riportare altri esempi, in quanto lo schema risulta sempre piuttosto simile. 
Si può invece concludere la sezione sottolineando come ogni inserimento verbale 
annotato come tale nei corpora è sempre una diretta conseguenza di un’altra 
operazione di semplificazione: spesso si tratta di cancellazioni (esempi 1 e 3), ma a 
volte di inserimenti (esempio 2). Un sistema di ATS potrebbe essere modellato in 
maniera tale da “domandarsi” se ad una certa operazione di semplificazione attutata 
vada fatto corrispondere l’inserimento di un verbo, tramite l’approfondita analisi 
degli alberi sintattici, ma soprattutto a partire da un vasto insieme di risorse riportanti 
esempi esplicativi del problema. In generale dunque un sistema di ATS dovrebbe dare 
un ordine di importanza alle operazioni di semplificazione e l’inserimento di un verbo 
non dovrebbe rientrare tra quelle iniziali, ma essere una diretta conseguenza di un 
altro genere di modifiche. È più probabile infatti che sia considerata come operazione 
di semplificazione “con precedenza” la cancellazione, ovvero quella che è anche la 
più intuitiva per un essere umano a livello di semplificazione di un testo. Ed è proprio 
tramite un albero di più scelte possibili, come per l’uomo, che il sistema dovrebbe 
muoversi nel delicato compito della semplificazione automatica, inserendo un verbo 
nel testo in maniera corretta solo quando richiesto. 
4.2.2. Esempi di esplicitazione del soggetto 
Per esplicitare il soggetto di un verbo in una frase, è necessario comprendere il 
contesto generale nella quale una certa azione si svolge e magari dovrà essere 
recuperato da una qualche frase precedente quella in analisi. Saranno mostrati 
dunque alcuni esempi tratti dai corpora per verificare in che modo sia avvenuto 
questo “recupero” del soggetto. 
ESEMPIO 4 (Estratto da Teacher): 
 Originale: “E la sola immagine sua ch'io abbia mai conosciuta è stata un suo 
ritratto su cartolina. Figurina, mediocre, e quasi larvale; ma adorazione 
fantastica di tutta la mia fanciullezza.” 
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 Semplificata: “E la sua unica immagine è una sua fotografia su una cartolina: 
non è molto bella, non ha molto colore, ma io l’ho amata durante la mia 
fanciullezza.” 
In questo esempio le semplificazione che intervengono sono molteplici e 
l’esplicitazione di “io” viene fatta per sottolineare il protagonista dell’azione di 
“amare”. Il recupero di questo soggetto sottinteso è effettuato direttamente 
dall’analisi della persona del verbo inserito “ho amata” (prima persona singolare) e la 
tecnica per fare ciò è attuabile in maniera semplice anche da un computer, in quanto 
dal PoS tagging si è già in grado di risalire ai tratti morfo-sintattici dei token analizzati. 
 
Figura 4.12: estratto da READ-IT, risultati dell’annotazione dei tratti morfo-sintattici 
ESEMPIO 5 (Estratto da Terence): 
 Originale: Raggiunta la cima della quercia, accese il Ventoscopio, che 
cominciò a misurare la forza del vento. 
 Semplificata: Quando fu in cima all’albero, accese il Ventoscopio. Le eliche 
cominciarono a girare velocemente e il Ventoscopio misurò la forza del vento. 
La frase originale dell’esempio 5 è stata innanzitutto divisa in due parti tramite 
un’operazione di Split, eliminando la subordinazione della seconda parte della frase. 
Ciò ha richiesto che il pronome relativo “che” venisse eliminato e sostituito con un 
punto e che il suo antecedente venisse esplicitato nuovamente nella seconda frase. 
In questo caso ciò è individuabile, almeno dall’uomo, in maniera semplice. La 
versione informatica di questa operazione di individuazione del soggetto sottinteso 
richiede invece un sistema stocastico che sia in grado di determinare il candidato che 
più probabilmente sarà l’antecedente che si sta cercando. L’operazione di questo 
poteva anche essere annotata come risoluzione di anafora. 
ESEMPIO 6 (Tratto da Teacher):  
 Originale: Così ha un’aria più allegra. 
 Semplificata: Ora la stanza è più allegra. 
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Il soggetto del verbo “ha” è recuperabile dalla frase precedente (dove appare sia con 
il sinonimo “la cameretta” che come “la stanza”). Se un sistema prendesse in input 
questa singola frase però non sarebbe in grado di definire il soggetto sottinteso; non 
potrebbe neanche essere certo se a compiere l’azione sia una persona o un oggetto 
inanimato (la persona del verbo è la terza singolare ed inoltre il verbo “avere” in quel 
contesto non esprime con chiarezza il soggetto implicito). Risulta chiaro che in questo 
caso il sistema non dovrebbe ricorrere all’esplicitazione del soggetto, ma dovrebbe 
farlo solo quando ci sarà un certo grado di certezza su chi sia il soggetto dell’azione. 
4.2.2.1. Quando esplicitare il soggetto? 
L’operazione di esplicitazione del soggetto, come quella di inserimento di un verbo, 
va considerata come diretta conseguenza di altre operazioni di semplificazione. Il 
procedimento per effettuare ciò potrebbe essere ricavato analizzando con 
attenzione gli alberi sintattici “intermedi” di una semplificazione, ovvero che 
rappresentano frasi ancora in via di semplificazione in cui si analizza se può essere 
fatto dell’altro per eseguire al meglio il compito. Una possibile sequenza potrebbe 
essere la seguente: 
1. C’è un verbo per cui non c’è soggetto nell’albero sintattico? Se sì, si 
prosegua al punto 2, altrimenti STOP; 
2. Il verbo è alla prima o seconda persona singolare o plurale? Si può notare 
come sia più difficile risalire al soggetto implicito in terza persona, in 
quanto è uno di quei casi in cui l’azione può essere eseguita da un più 
ampio range di candidati (“io” non può essere sostituito da nient’altro, 
mentre “egli” può riferirsi a più entità in una scena). Si dovrebbe 
proseguire col punto 3 solo se il verbo è in terza persona, in quanto 
sembra più utile, ai fini della semplificazione, espandere l’informazione 
del soggetto di un verbo deittico rispetto a un non deittico (es:: “Ho fatto 
i compiti” e “Ha fatto i compiti” hanno come soggetto rispettivamente il 
narratore di un eventuale racconto o la persona che dice la frase e 
potenzialmente qualsiasi personaggio dello stesso racconto, una 
differenza notevole); 
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3. Il verbo è in terza persona? Applicare un algoritmo di risoluzione del 
soggetto implicito che implementi il calcolo di una “soglia di sicurezza” che 
se superata garantisca che il soggetto trovato potrebbe essere quello 
corretto (es:: il soggetto di “Ha fatto i compiti” è Paolo all’80%, quindi è 
accettabile e può essere inserito in giusta posizione). 
I tre passaggi qui sopra indicati rappresentano unicamente un’idea di come potrebbe 
funzionare questo tipo di inserimento nel testo, ma non vuole essere preso come 
l’unico metodo possibile. In generale l’idea che è stata qui espressa indica come la 
mancanza di soggetto esplicito sia spesso riconducibile a verbi in terza persona e 
come l’individuazione di questo soggetto sia un compito rischioso che potrebbe 
fornire risultati errati. Un’idea per ovviare al problema è quella dell’approccio ibrido, 
con un parser che individua i verbi per cui non c’è un soggetto e che indica all’utente 
che sta utilizzando il sistema dove intervenire per l’inserimento del soggetto esplicito, 
fornendo suggerimenti in base ai calcoli effettuati, ma chiedendo sempre la conferma 
finale dell’essere umano. 
4.2.3. Esempi di inserimento generico: il caso della categoria “Altro” e 
recuperabilità delle parole inserite dal testo originale 
La maggior parte degli inserimenti effettuati nei due corpora per l’italiano sono stati 
classificati come “Altro” e nella sezione 4.1.3. sono stati suddivisi ulteriormente in 
base a cosa è stato inserito nel testo. Una delle sottocategorie da approfondire è 
certamente quella che continua a prendere il nome di “Altro”, in quanto gli 
inserimenti effettuati in questo caso sono troppo differenti tra loro e ognuno 
potrebbe fare parte di una categoria a sé stante. 
ESEMPIO 7 (Estratto da Teacher): 
 Originale: È interrotto da oasi dove l’acqua affiora in superficie: qui l’uomo 
può coltivare il terreno e vivere stabilmente. 
 Semplificata: Nel deserto ci sono le oasi, cioè dei luoghi dove c’è l'acqua: qui 
crescono le piante e l’uomo può coltivare la terra. 
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Già da questo primo esempio si può scorgere in che modo l’inserimento effettuato 
comprenda diverse categorie, ovvero: verbo, articolo, sostantivo e congiunzione 
(motivo per il quale si è deciso di includerlo in “Altro”). Ciò che va però sottolineato 
è che l’inserimento deriva direttamente da quanto descritto nella frase originale, ma 
questo collegamento viene fatto rapidamente solo da un umano (coltivare  crescita 
piante). Inoltre si assiste alla cancellazione di “vivono stabilmente”, considerata come 
informazione non essenziale. Questo esempio non può essere preso in 
considerazione da un sistema di ATS per la creazione di un modello di inserimento 
automatico. Si può studiare però l’effetto della semplificazione sul testo. 
Estraendo i dati sulla proiezione della leggibilità sul testo da READ-IT per le due frasi, 
si ottengono i risultati mostrati in tabella: 
Esempio 7 Base Lessicale Sintattica Globale 
Originale 37.1% 48.3% 35.5% 41.0% 
Semplificata 43.2% (+6.1%) 37.4% (-10.9%) 36.9% (+1.4%) 16.8% (-24.2%) 
Tabella 4.2: dati sulla proiezione della leggibilità sul testo originale e semplificato. Tra parentesi è visualizzato il 
miglioramento (evidenziato in verde) o il peggioramento (in rosso) degli indici. 
Il miglioramento è netto sia a livello lessicale che globale (in questo caso si arriva 
quasi al 25% di miglioramento). Cosa avviene però se viene analizzata la frase 
semplificata senza quell’inserimento, ma lasciando la parte dopo i “:” invariata? 
Esempio 7 (bis) Base Lessicale Sintattica Globale 
Originale 37.1% 48.3% 35.5% 41.0% 
Semplificata 41.0% (+4.1%) 46.4% (-1.9%) 35.5% (+0%) 44.2% (+3.2%) 
Tabella 4.3: dati sulla proiezione della leggibilità sul testo originale e semplificato alternativo. Tra parentesi è 
visualizzato il miglioramento (evidenziato in verde) o il peggioramento (in rosso) degli indici. 
I miglioramenti ottenuti nell’esempio originale risultano totalmente superiori 
rispetto a quelli ottenuti nella frase semplificata senza l’inserimento considerato. La 
conclusione sembra chiara, in quanto dal punto di vista Globale, il miglioramento 
ottenuto è troppo elevato per non essere tenuto in considerazione, dunque questo 
inserimento è riuscito nel compito di semplificare il testo (sembra anzi che questa la 
complessità di questa frase dipenda principalmente da ciò). Il problema principale 
però resta irrisolto: il sistema dovrà comprendere automaticamente quando inserire 
determinate parole nel testo e in questo caso la scelta è stata arbitraria 
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dell’insegnante che ha eseguito il compito. Modellare l’arbitrarietà di un sistema di 
ATS significherebbe insegnare allo stesso che ad ogni azione (es: coltivare) può 
corrispondere una reazione (es: crescita delle piante) e che questo se possibile e 
sensato può essere esplicitato nel testo. Dunque nell’esempio 7 si può dire che 
l’informazione inserita sia direttamente recuperabile dalla frase stessa, ma tramite 
dei passaggi di complessità evidente. 
ESEMPIO 8 (Estratto da Teacher): 
 Qui venivano i veneziani che, pagando elevati dazi ai sultani egiziani, 
acquistavano il pepe e le altre spezie che rivendevano in tutta l'Europa. 
 Qui venivano i mercanti veneziani per acquistare le spezie. Per poter 
trasportare e vendere in Europa queste merci i veneziani pagavano ai sultani 
egiziani e siriani tasse molto alte. Per questo i mercanti veneziani vendevano 
poi le spezie in Europa a prezzi molto alti. 
Questo esempio è riportato anche per mostrare la forte diversità che in alcuni casi si 
evidenzia tra testi originali e semplificati. Si è in presenza di una vera e proprio 
riscrittura di tutta la frase originale in tre frasi che dividono in punti i passaggi 
consequenziali che nelle frase iniziale erano espressi in poche parole. La 
comprensione di ciò che viene descritto è probabilmente più semplice per un poor 
reader, però è molto difficile che in fase di apprendimento automatico dalle risorse 
si riesca ad estrapolare informazione da questo esempio. Si potrebbe affermare di 
essere quindi in presenza di una “semplificazione complessa”, ricca di inserimenti di 
reperibilità non banale, che sarebbe potuta risultare più digeribile da un sistema se 
fatta in altri modi (nota: “e siriani” non è considerato nella categoria “Altro”, bensì in 
“Aggettivo + altro”). Si può proporre dunque, in un caso simile, una soluzione 
alternativa e verificare se è possibile migliorare i risultati ottenuti sulla proiezione 
della leggibilità: 
 Semplificata (versione 2): Qui venivano i mercanti veneziani che pagavano 
tasse alte ai sultani egiziani per le spezie. I mercanti rivendevano poi le spezie 
in Europa. 
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ESEMPIO 8 Base Lessicale Sintattica Globale 
Originale 45.6% 53.0% 45.9% 84.0% 
Semplificata (Teacher) 46,0% (+0.4) 51,9% (-1.1%) 47,1% (+1.2%) 41,1% (-42.9%) 
Semplificata (Versione 2) 34,9% (-10.7) 61,4% (+8.4%) 36,0% (-9.9%) 36,3% (-47.3%) 
Tabella 4.4: dati sulla proiezione della leggibilità sul testo originale, semplificato e semplificato alternativo. Tra 
parentesi è visualizzato il miglioramento (evidenziato in verde) o il peggioramento (in rosso) degli indici. 
I risultati così ottenuti sono migliori (tranne che per la difficoltà lessicale media) e le 
semplificazioni effettuate sono inferiori e probabilmente più facilmente 
comprensibili e modellabili da un sistema, in quanto derivano in maniera più 
aderente dal testo originale. Ciò fa pensare che, se la necessità forse quella di creare 
un sistema che apprenda le regole in maniera automatica, le risorse andrebbero 
espanse, ad esempio fornendo due o più metodi di semplificazione per la stessa frase, 
con operazioni diverse. Ad esempio, creare una risorsa di testi allineati originali e 
semplificati la cui semplificazione è avvenuta per mano di più di 3 persone (ognuna 
delle quali ha lavorato su tutte le frasi indipendentemente dalle altre) potrebbe 
essere un buon metodo per comprendere se tendenzialmente in certe situazioni si 
sia portati a applicare le stesse operazioni e quali sono invece gli altri casi in cui ogni 
persona ha avuto una visione differente per la frase semplificata. Una risorsa 
costruita in questo modo, in seguito ad una revisione da parte di un’ulteriore 
persona, potrebbe permettere di scartare le semplificazioni che non danno risultati 
soddisfacenti o quelle troppo “complesse” per essere apprese da un sistema (se 
l’intento è quello di creare un sistema totalmente automatico). 
ESEMPIO 9 (Estratto da Terence): 
 Originale: Tutti tranne un cane da caccia, un malconcio gattino tigrato, i 
gemelli e la Mamma. 
 Semplificata: Gli unici tra persone e animali rimasti ancora, erano un vecchio 
cane, un gattino tigrato malandato, i gemelli e la Mamma. 
La frase originale è il proseguimento naturale della sua frase precedente, che sarebbe 
“Il corpo dei vigili del fuoco scelse un bulldog, e uno per uno tutti gli animali e le 
persone se ne andarono.”. Si è dunque in presenza di un verbo sottinteso e la frase 
originale potrebbe essere letta come “Se ne andarono tutti tranne…”. La 
semplificazione attuata ha previsto l’eliminazione dell’espressione “Tutti tranne” (e 
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di “da caccia” sostituito con “vecchio”, scelta piuttosto arbitraria che non è ricavabile 
dal contesto) e l’inserimento di una serie di 8 parole (sottolineata nel testo della 
semplificata dell’esempio 9). La scelta di specificare che i partecipanti fossero 
“persone e animali” è ricaduta direttamente sullo specialista che ha effettuato le 
modifiche.  
ESEMPIO 9 Base Lessicale Sintattica Globale 
Originale 69.7% 60.7% 70.6% 94.5% 
Semplificata (Terence) 39.7% (-30.0%) 49.0% (-11.7%) 39,4% (-31.2%) 50,0% (-44.5%) 
Tabella 4.5: dati sulla proiezione della leggibilità sul testo originale e semplificato. Tra parentesi è visualizzato il 
miglioramento (evidenziato in verde) o il peggioramento (in rosso) degli indici. 
La semplificazione attuata in questo caso è evidente a livello di proiezione della 
leggibilità sul testo, ma la raccolta di informazioni effettuata per la creazione 
dell’inserimento evidenziato consiste, oltre che nell’esplicitazione di un verbo 
sottinteso, nella capacità di distinguere tra persone e animali i partecipanti all’azione. 
In questo caso risulta difficile se si considera che “mamma” e “gemelli” possono senza 
ombra di dubbio indicare anche degli animali (es: la mamma gatta). 
4.3. Casi frequenti di inserimento: esempi e regole 
Analizzando gli esempi sopra mostrati è chiaro come alcuni inserimenti siano degli 
eventi unici nella totalità dei testi dei corpora e dunque non ci si può aspettare che 
un sistema di ATS tramite algoritmi di machine learning riesca ad apprendere 
correttamente le strutture che sottostanno agli stessi, in quanto anche la reperibilità 
delle parole inserite è spesso di natura complessa e che troppo è stata affidata 
all’arbitrarietà delle persone che hanno effettuato le semplificazioni. È lecito quindi 
osservare alcuni degli eventi di inserimento che capitano in maniera più frequente, 
per comprendere se c’è una struttura individuabile che li regola.  
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Figura 4.13: inserimenti più frequenti nei corpora Terence e Teacher uniti. 
Dal grafico in figura 4.13 si osservano le parole inserite più frequentemente unendo 
entrambi i corpora. Solo 4 tipologie di inserimento hanno una frequenza uguale o 
superiore a 10, ma sono frequentissimi i casi in cui le parole di un inserimento sono 
uniche nell’intera unione dei due corpora. Questo dato conferma ulteriormente 
l’ipotesi per la quale l’apprendimento automatico di regole di inserimento come 
semplificazione non è un compito che al momento porterà risultati soddisfacenti a 
partire dai corpora presentati. La possibilità da prendere in considerazione in questo 
caso sembrerebbe dunque quella della creazione di regole “fatte a mano”, come 
mostrato nel capitolo 1 in diverse sezioni. Dalla tabella 4.6 si nota infatti come vi 
siano ben 322 inserimenti (il 66% circa del totale delle operazioni di questo tipo) che 
si ripetono una sola volta in tutto il testo. Vi sono poi pochi casi che si ripetono 2, 3 o 
4 volte e poi si verificano casi unici di inserimenti che si verificano un numero 
superiore di volte. L’assenza di esempi ripetuti renderebbe il compito 
dell’apprendimento automatico piuttosto complesso. 
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Operazioni più frequenti (unendo i corpora)
Distribuzione degli inserimenti con una data frequenza 
Frequenza 1 2 3 4 5 6 10 15 18 19 
Quantità 322 17 8 8 1 1 1 1  1 1 
Percentuale totale 66,39% 7,01% 4,95% 6,60% 1,03% 1,24% 2,06% 3,09% 3,71% 3,92% 
Tabella 4.6: Quantità degli inserimenti con una data frequenza. 
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4.3.1. Inserimento di “perché” 
La parola “perché” può avere diverse funzionalità all’interno di un testo, quali 
congiunzione, avverbio, pronome relativo (es: non c'è ragione perché tu debba 
preoccuparti tanto) e raramente sostantivo (es: il perché delle cose). In generale è 
dunque possibile trovare “perché” con il valore di differenti parti del discorso e la 
creazione di regole che ne indichino l’inserimento deve essere eseguita ponendo 
particolare attenzione a tutte i diversi aspetti che questa parola può assumere. 
Risulta però molto probabile che l’assenza di “perché” sia dovuta a frasi con valore 
causale introdotte in maniera implicita o tramite altri mezzi (ciò si vedrà negli esempi 
successivi). 
Esempio 10 (Estratto da Terence): 
 Originale: Ida si sentì stupida mentre sprofondava di nuovo nel sonno. “Devo 
aver sognato”, si disse. 
 Semplificata: Ida si sentì stupida mentre tornava a dormire perché pensava 
di aver sognato. 
Nell’esempio 10, “perché” è inserito come congiunzione che introduce una frase 
dipendente esplicita causale. L’inserimento in questo caso ha anche la funzione di 
intervenire come punto in cui effettuare il merge delle due frasi originali, con la 
trasformazione della seconda frase da discorso diretto a indiretto. Nei testi qui 
presentati non è un evento frequente, ma questa frase rappresenta un buon utilizzo 
della parola “perché” ai fini della semplificazione. 
 
Figura 4.14: proiezione della leggibilità sul testo delle frasi dell’esempio 10. La semplificata (3) migliora 
sensibilmente il punteggio globale. 
Come in tutte le frasi in cui è effettuato un merge, la lunghezza è aumentata nella 
versione semplificata e questo influisce negativamente sul punteggio di leggibilità dal 
punto di vista sintattico. Per i restanti valori si assiste però ad un miglioramento che 
è evidente soprattutto nel punteggio globale. 
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Esempio 11 (Estratto da Terence): 
 Originale: Erano tutti contenti di Emanuele e Alberto. 
 Semplificata: Erano tutti felici perché Emanuele e Alberto avevano salvato il 
gatto! 
Come nel caso dell’esempio 10, nell’esempio 11 l’inserimento di “perché” è fatto per 
introdurre una frase causale. La causa che viene espressa è però il vero problema di 
questo esempio: è recuperabile dal contesto, esaminando l’insieme di numerose frasi 
che precedono questa. In questo caso dunque l’inserimento di “perché” è combinato 
ad un altro inserimento per esplicitare il motivo della contentezza del soggetto della 
frase e dunque si tratta di una sequenza di inserimenti piuttosto complessa. 
Esempio 12 (Estratto da Terence): 
 Originale: Non c’era la luce; Clara aveva dimenticato che gli operai avevano 
anche tolto l’elettricità. 
 Semplificata: Non c’era la luce, perché gli operai avevano tolto l’elettricità. 
Non si tratta in questo caso di un merge, ma di un’operazione molto simile, effettuata 
sempre intorno al “perché”. L’eliminazione del “punto e virgola” e di altre parti della 
frase rendono più chiara la causalità dell’evento descritto nella principale. Il problema 
resta sempre quello di comprendere (in maniera automatica) cosa sia causa di quale 
evento. Una regola non applicabile in maniera così diretta per l’inserimento del 
“perché” potrebbe essere infatti: “Se si è in presenza di due frasi principali separate 
e se una è causa dell’altra, sia introdotta quella che esprime la causa con ‘perché’”. È 
chiaro che la regola appena descritta non è altro che una bozza di quella che potrebbe 
essere un’effettiva regola finale, ma risulta altrettanto chiaro come non sia così 
scontato comprendere la causalità tra due frasi distinte. 
Esempio 13 (Estratto da Terence): 
 Originale: Benedetto non aveva mai perso prima, avendo sempre gareggiato 
con bambini che erano più piccoli e più lenti di lui. 
 Semplificata: Benedetto non aveva mai perso prima, perché aveva sempre 
gareggiato con bambini che erano più piccoli e più lenti di lui. 
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In questa frase vi sono solamente due operazioni di semplificazione: l’inserimento di 
“perché” e la trasformazione del modo e tempo verbale da “avendo” ad “aveva”. In 
generale è lecito sostituire automaticamente il gerundio con valore causale con un 
“perché” seguito dalla versione all’indicativo del verbo, ottenendo una frase sensata. 
La semplificazione ottenuta nell’esempio 13 comunque migliora di pochissimo i valori 
di leggibilità calcolati in READ-IT. 
La parola “perché” è stata inserita in tutti i casi come congiunzione con valore 
causale, ed è dunque possibile, studiando con attenzione questi esempi, tentare la 
scrittura di una o più che regole di semplificazione che intervengano in questo tipo di 
inserimento. 
4.3.2. Inserimento di “non” 
Vi sono 6 casi in cui come inserimento figura “non”, avverbio di negazione, come 
unica parola. Inoltre in numerosi altri casi (25, per la precisione) questo avverbio fa 
parte dell’insieme di parole di inserimenti più complessi. Concentrandosi però, per 
ora, su esempi di questo inserimento di un solo token, è possibile comprendere con 
che criteri venga effettuato.  
ESEMPIO 14 (Estratto da Teacher): 
 Originale: Figurina stinta, mediocre, e quasi larvale; ma adorazione fantastica 
di tutta la mia fanciullezza. 
 Semplificata: E la sua unica immagine è una sua fotografia su una cartolina: 
non è molto bella, non ha molto colore, ma io l’ho amata durante la mia 
fanciullezza. 
I due “non” inseriti nell’esempio 14 mostrano come questi siano utilizzabili per 
aiutare nella sostituzione lessicale di termini che incorporano idea di negazione e che 
vengono resi da termini positivi o neutri preceduti dalla negazione lessicalizzata (o 
parole che comunque esprimono significati opposti) piuttosto che da sinonimi. Infatti 
“mediocre” diventa “non è molto bella” e “stinta” diventa “non ha molto colore”. 
Dunque in questo caso l’utilizzo è molto chiaro: inserire “non” prima di 
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un’espressione che rappresenta una sostituzione lessicale che esprime il contrario 
della parola sostituita. 
 
Figura 4.15: proiezione della leggibilità sul testo delle frasi dell’esempio 14. Il miglioramento è evidente su tutti gli 
indici. 
Questo tipo di inserimento interviene dunque direttamente a livello lessicale ed 
infatti il miglioramento delle leggibilità, come si vede in figura 4.15, è evidente a quel 
livello (da 74,7% a 33,2%), oltre che negli altri casi. 
ESEMPIO 15 (Estratto da Teacher): 
 Originale: Gli ebrei dopo le otto di sera non possono essere per strada, né 
trattenersi nel loro giardino o in quello di conoscenti. 
 Semplificata: Gli ebrei dopo le otto di sera non possono essere per strada, 
non possono stare nel loro giardino. 
In questo caso l’inserimento del “non” è avvenuto a causa della cancellazione di “né” 
(come in casi precedenti l’operazione è più simile ad una sostituzione), congiunzione 
negativa corrispondente di norma ad “e non”. Non è stata effettuata però la 
sostituzione diretta, ma è stata mantenuta la virgola che lo precedeva e modificato il 
verbo “trattenersi” eliminando il clitico “-si” e sostituendolo con “possono”. Dunque 
anche in questo esempio l’utilizzo del “non” come inserimento è chiaro e da imputare 
alla volontà di eliminare il “né”, per ottenere una frase che dà un effetto “a elenco”, 
ma che sicuramente risulterà più leggibile al target finale. 
 
Figura 4.16: proiezione della leggibilità sul testo delle frasi dell’esempio 15. Il miglioramento è evidente soprattutto 
sull’indice Globale. 
Il miglioramento effettivamente è presente ed è evidente nel valore globale (da 
60,1% a 9,3%). 
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ESEMPIO 16 (Estratto da Terence): 
 Originale: Poi, a Sofia venne in mente un’idea: la gente poteva ridurre i propri 
rifiuti comprando solo il necessario e buttando via meno spazzatura. 
 Semplificata: Poi, a Sofia venne in mente un’idea: la gente poteva ridurre i 
propri rifiuti non comprando cose di cui non avevano bisogno, facendo così 
meno spazzatura. 
L’esempio 16 dovrebbe essere preso come inserimento del “non” da evitare, quello 
che causa una doppia negazione che potrebbe lasciare il testo anche più 
confusionario rispetto alla frase originale. La sostituzione di “comprando solo il 
necessario” con “non comprando cose di cui non avevano bisogno” è certamente 
recuperabile dal testo originale in maniera quasi diretta, ma non giustificata ai fini 
della semplificazione, come si nota nella figura 4.17: 
 
Figura 4.17: proiezione della leggibilità sul testo delle frasi dell’esempio 16. Non c’è segno di miglioramento. 
La proiezione della leggibilità sui testi dell’esempio 16 mostrano come non si sia 
ottenuto nessun miglioramento, da nessun punto di vista. Una frase di questo genere 
non dovrebbe essere considerata nell’insieme delle frasi dei corpora finali, pronti per 
essere utilizzati da algoritmi di apprendimento. Va anche considerato però che un 
termine come “il necessario” sia altrettanto difficile e “cose di cui non avevano più 
bisogno” sia una parafrasi più concreta e che dunque la sola valutazione della 
leggibilità potrebbe non essere sufficiente a considerare la frase semplificata come 
un tentativo di semplificazione fallito. 
Gli altri esempi non verranno riportati in quanto molto simili a livello di motivazione 
dell’inserimento del “non”, che, quando fatto come parola singola, si può infatti 
riassumere in 3 punti: 
 Inserimento come negazione di un’espressione che sostituisce una parola o 
altra espressione che ne rappresenta il contrario; 
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 Inserimento in seguito all’eliminazione di un “né”; 
 Doppia negazione (l’unico caso del corpus però mostra una semplificazione 
fallimentare). 
La struttura è dunque delineata e con ulteriori esempi nei corpora, un sistema 
potrebbe effettivamente cominciare ad apprenderla in maniera automatica dai dati 
che però ancora risultano poco significativi. Al momento sarebbe meglio prendere gli 
esempi come spunti per la creazione di regole “fatte a mano”. 
4.3.3. Inserimento di un aggettivo 
Agli esperti del settore, ma anche ai parlanti della lingua italiana che ne hanno una 
conoscenza basilare, è chiaro come la categoria degli aggettivi (così come quella di 
tutte le categorie di parole “contenuto”) comprenda una ricchissima varietà di parole 
semanticamente differenti e come la categoria stessa possa suddividersi 
ulteriormente in altre sottocategorie: aggettivi qualificativi o determinativi, che a loro 
volta si dividono in possessivi, numerali, ecc. Nella valutazione degli inserimenti più 
frequenti non ha dunque senso tralasciare le categorie morfo-sintattiche per 
concentrarsi solamente sulla realizzazione lessicale concreta (come l’inserimento di 
“perché” o “non” in una frase). Come esempio è stato preso in questa sezione proprio 
l’aggettivo, in quanto risulta interessante chiedersi che cosa spinga all’inserimento di 
una parola di questo tipo e come sia possibile effettuarne il recupero dal contesto. 
L’inserimento di un singolo aggettivo è un operazione che ha una buona frequenza in 
entrambi i corpora (20 su Terence e 24 su Teacher, senza considerare però tutte le 
volte in cui un aggettivo viene inserito come parte di un’espressione più complessa). 
ESEMPIO 17 (Estratto da Terence): 
 Originale: A Luisa vennero brividi e guardò in alto; una nuvola gigantesca 
incombeva sopra le loro teste. 
 Semplificata: Luisa guardò in alto verso il cielo e vide una grande nuvola nera. 
Nella semplificazione è stato aggiunto l’aggettivo “nera”, in quanto la nuvola 
descritta prometteva un temporale imminente e per un poor reader ciò può aiutare 
in una comprensione immediata dell’evento descritto. Questo inserimento è 
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scontato per una persona, ma richiede qualche passo in più per un sistema 
automatico, in quanto ad esempio il fatto che la nuvola in questione fosse da 
temporale deriva direttamente da frasi precedenti. 
 
Figura 4.18: proiezione della leggibilità sul testo delle frasi dell’esempio 17. Il miglioramento è evidente sugli indici 
lessicale e globale. 
La semplificazione, come si poteva immaginare, è molto efficace a livello lessicale e a 
livello globale fornisce un ottimo margine di miglioramento su una frase che era già 
piuttosto semplice nella sua versione originale. Certamente inoltre l’aggettivo 
aggiunto aiuta nell’immaginare al meglio la scena, ma questo dato non è rilevabile 
dagli indici di leggibilità. I problemi che questo esempio solleva sono però ben due: 
1. Come è stato deciso che ci fosse necessità di un aggettivo in più per descrivere 
l’evento; 
2. Come è stato deciso l’aggettivo esatto, adatto a descrivere l’evento. 
La necessità dell’aggettivo in più è data da una scelta totalmente arbitraria, che ha 
previsto come la presenza di quel termine aggiunto al complemento oggetto avrebbe 
aiutato a comprendere al meglio la situazione descritta, mentre la scelta 
dell’aggettivo deriva da quella che è la semplice conoscenza degli eventi atmosferici 
più comuni (nuvola nera  pioggia in arrivo). Un’idea valida per una simile situazione 
è l’utilizzo di un database in grado di fornire per una parola tutti gli aggettivi più 
frequentemente utilizzati in base all’evento descritto in una frase, ma la 
semplificazione più che automatica dovrebbe essere svolta in maniera semi-
automatica. Un metodo potrebbe essere infatti quello di fornire all’utente 
un’indicazione di dove la frase potrebbe aver bisogno di essere arricchita con un 
aggettivo, fornendo una scelta degli aggettivi che più si adattano alla situazione. Sarà 
però l’utente stesso a decidere la parola da inserire, per poi consegnare la frase al 
target finale. In questo modo non sarebbe possibile l’utilizzo del sistema 
direttamente da chi usufruirà delle frasi semplificate, ma sarà necessario un 
passaggio intermedio attuato comunque da un essere umano. 
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ESEMPIO 18 (Estratto da Terence): 
 Originale: Quando sentirono il temporale ritirarsi in lontananza, Alì e gli altri 
adulti uscirono fuori tremanti dai loro ripari per vedere i danni che il fulmine 
aveva fatto. 
 Semplificata: Quando sentirono il temporale andare via, Alì e gli altri adulti 
vennero fuori dai loro rifugi sicuri per vedere quello che il fulmine aveva fatto. 
Come nel caso precedente, l’esempio 18 mostra l’inserimento di un aggettivo che 
sottolinea in maniera chiara ed evidente un fatto che nella lettura del testo da parte 
di un comune lettore risulta scontato. Indicare che i rifugi sono “sicuri” serve a 
rafforzare il fatto che le persone sono al riparo, come nell’esempio 17 “nera” 
rafforzava il fatto che la nuvola fosse carica di pioggia. Un approccio simile a quanto 
descritto in precedenza sembra anche in questo caso una buona soluzione 
all’individuazione dell’aggettivo da inserire (che anche in questo caso è stato inserito 
per una scelta totalmente arbitraria dell’addetto alla semplificazione). 
ESEMPIO 19 (Estratto da Teacher): 
 Alcuni tra i migliori cittadini, davanti ad una folla di arrivisti senza scrupoli e 
senza preparazione, preferirono ritirarsi dalla vita pubblica. 
 Di fronte a questa situazione, molti cittadini onesti preferirono lasciare la 
politica. 
L’inserimento di “onesti” è effettuato in contrapposizione agli “arrivisti senza 
scrupoli” della frase originale e alla “politica” della frase semplificata. L’aggettivo 
deriva dunque direttamente dal contesto della frase e interviene data la 
cancellazione di “migliori”. Anche in questo esempio l’arbitrarietà dell’inserimento è 
evidente e l’aggettivo scelto è probabilmente frutto di una serie di considerazioni 
approfondite da parte dell’autore della semplificazione. 
L’inserimento di una parola del genere di un aggettivo può essere definita come 
funzionale ai fini della semplificazione, in quanto aiuta alla comprensione di una frase 
aggiungendo informazioni utili. Risultano però di difficile modellazione, ad un primo 
sguardo, alcune possibili regole che ne permettano l’inserimento, in quanto in tutti 
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gli esempi (compresi i casi non mostrati) questi inserimenti richiedono scelte a partire 
da conoscenze pregresse (es: eventi atmosferici o politica) e derivano dal testo 
originale in maniera diretta ma di difficile individuazione (come nell’esempio 19). 
4.4. Conclusioni sull’operazione di inserimento 
Analizzando la buona quantità di esempi che i corpora Terence e Teacher forniscono 
nel caso dell’inserimento di una o più parole nel testo, non si può far altro che notare 
come l’operazione in questione sia molto complessa da modellare tramite regole 
(fatte a mano o in maniera automatica) che riescano nell’intento di descrivere in 
maniera esaustiva e soddisfacente come effettuare inserimenti in un testo. La scelta 
di cosa inserire inoltre spesso è qualcosa di totalmente arbitrario. Questo si nota 
soprattutto nel caso degli aggettivi che è stato riportato nella sezione precedente, 
dove la scelta di quale aggettivo inserire (e se inserirlo) dipendeva solo dalla persona 
che effettuava la semplificazione. L’inserimento serve principalmente ad aggiungere 
una qualche informazione mancante e questa a volte è recuperabile dalle 
cancellazioni che sono state effettuate dallo stesso testo (come negli esempi del 
“non”, sezione 4.3.2.). In altri casi però questi dati mancanti non sono recuperabili 
dal contesto, ma solo tramite ragionamenti anche piuttosto complessi.  
In conclusione, tramite le analisi effettuate, si può dedurre che: 
 L’operazione di inserimento è spesso “causata” da altre operazioni di 
semplificazione e dunque risulta necessario individuare il corretto ordine con 
cui eseguire le diverse operazioni di semplificazione nel sistema che verrà 
costruito a partire dalle risorse utilizzate; 
 L’inserimento del soggetto sottinteso è un’operazione che esula dagli altri tipi 
di inserimento, in quanto segue uno schema più preciso delle altre (mancanza 
di un soggetto esplicito  individuazione del soggetto  inserimento del 
soggetto); 
 L’inserimento è un operazione complessa, che dipende spesso da scelte non 
obbligate e arbitrarie; 
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 L’insieme delle risorse descritte non può essere sufficiente per 
l’apprendimento automatico delle regole di inserimento, in quanto gli esempi 
estraibili sono molto differenti tra loro tranne che per pochissimi casi; 
 Dal punto sopra deriva che la classificazione dei diversi inserimenti è utile per 
uno studio sulla distribuzione delle diverse tipologie, ma dal punto di vista 
pratico servirebbe una classificazione più approfondita, per ogni singola 
categoria e sottocategoria (es: l’aggettivo andrebbe diviso in tutte le tipologie 
di aggettivo disponibile nella lingua italiana). Questa non è stata effettuata 
perché con una quantità di dati così ridotta si sarebbe ottenuta una grande 
quantità di classi con all’interno pochissimi elementi (1 o 2 in molti casi). 
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CONCLUSIONI 
La semplificazione automatica dei testi (ATS) rappresenta un task di NLP di alta 
difficoltà. Risulta infatti necessario un ampio quantitativo di risorse adatte allo studio 
di come la semplificazione venga effettuata da un essere umano e si necessita di 
regole di semplificazione che modellino in maniera efficace ciò che i dati estratti dalle 
risorse rappresentano. La varietà degli approcci alla semplificazione che si nota 
studiando attentamente un corpus frase per frase e la diversità degli esempi per ogni 
singola regola di trasformazione annotata, rendono l’ATS un campo di studio per il 
quale ancora la ricerca non ha portato risultati ottimali.  
In questa tesi è stato mostrato in che modo, per diverse lingue, vari gruppi di 
ricercatori si siano applicati per trovare soluzioni soddisfacenti al problema, 
risolvendo alcuni dei casi di semplificazione di natura più facilmente modellabile. Non 
esiste però ancora un sistema che fornisca una semplificazione automatica che 
prenda in considerazione tutte la sfumature che un essere umano è in grado di 
introdurre quando si approccia alla semplificazione manuale.  
È stato poi introdotto il concetto di leggibilità, mostrando in che modo sia possibile, 
analizzando le caratteristiche linguistiche di un testo, valutare in maniera automatica 
diversi indici di questa per una frase o un intero documento tramite READ-IT, un 
sistema costruito appositamente per la lingua italiana. Inoltre è stato mostrato in che 
modo effettuare il monitoraggio linguistico di un testo e quali diverse caratteristiche 
possono intervenire nel modificare la leggibilità.  
Sono stati in seguito introdotti i primi corpora per l’italiano costruiti appositamente 
per la semplificazione automatica, ovvero Terence e Teacher. Tramite 
un’approfondita analisi delle caratteristiche degli stessi con il tool Monitor-IT è stato 
possibile sottolineare come la semplificazione effettuata da esperti del settore e 
insegnanti abbia fornito degli evidenti miglioramenti a livello di leggibilità e di come 
dunque le risorse presentate siano valide per il compito per cui sono state costruite.  
Infine è stato analizzato nel dettaglio il caso di una particolare operazione di 
semplificazione tra quelle annotate nei corpora e che non è stata studiata in maniera 
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approfondita in precedenza: l’inserimento. L’operazione di inserimento è con 
certezza tra le più complesse da svolgere in maniera automatica (forse la più 
complessa di tutte). Gli studi effettuati nell’ultimo capitolo tendono a mostrare come 
la completa automatizzazione della stessa risulti al momento fuori discussione, in 
quanto per certi casi è possibile immaginare una soluzione fondata su regole “fatte a 
mano” mentre per altri (es: inserimento di un aggettivo) l’impressione è che 
inserimenti di un certo genere siano possibili solo per la mente umana (e come questi 
spesso risultino non catturabili dagli attuali indici di leggibilità attuali). Un 
ampliamento futuro delle risorse e dunque un ulteriore approfondimento su questa 
particolare regola di semplificazione potrebbe però condurre alla formulazione di 
idee in grado di portare a risultati interessanti e che mostrino spunti per un metodo 
preciso e funzionante di inserimento automatico. La natura dell’operazione e la 
sparsità dei dati dei corpora presentati, per il caso dell’inserimento, non concedono 
ancora di ipotizzare il successo dell’apprendimento automatico delle regole. Un 
primo approccio alla creazione di regole generate a partire dagli esempi andrebbe 
considerato però come una possibilità da non scartare, per studiare gli eventuali 
risultati ed approfondire le ricerche su questa operazione di semplificazione che, nel 
campo dell’ATS, non è stata ancora esaminata a fondo nonostante gli evidenti 
miglioramenti che mediamente porta a livello di leggibilità del testo. 
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