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Abstract
We introduce the completely positive rank, a notion of covering dimension for nuclear Cn-
algebras and analyze some of its properties.
The completely positive rank behaves nicely with respect to direct sums, quotients, ideals
and inductive limits. For abelian Cn-algebras it coincides with covering dimension of the
spectrum and there are similar results for continuous trace algebras.
As it turns out, a Cn-algebra is zero-dimensional precisely if it is AF : We consider various
examples, particularly of one-dimensional Cn-algebras, like the irrational rotation algebras,
the Bunce–Deddens algebras or Blackadar’s simple unital projectionless Cn-algebra.
Finally, we compare the completely positive rank to other concepts of noncommutative
covering dimension, such as stable or real rank.
r 2002 Elsevier Science (USA). All rights reserved.
0. Introduction
The theory of Cn-algebras is often regarded as noncommutative topology; this is
not only because an abelian Cn-algebra is completely determined by its spectrum,
but also because many concepts from algebraic topology (such as Ext or K-theory)
have been carried over to Cn-algebras with great success.
It is thus natural to look for other invariants of topological spaces which can be
deﬁned analogously for Cn-algebras. A good candidate for such an invariant
certainly is topological covering dimension and there have been several approaches
in this direction, e.g. [4,11,14,17]. The aim of these notes is it, to introduce another
version of noncommutative covering dimension, this time for nuclear Cn-algebras.
It is well-known that a Cn-algebra A is nuclear if and only if it has the completely
positive approximation property, i.e. the identity map on A can be approximated in
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the point-norm topology by completely positive (c.p.) contractions of the form
A-
c
F-
j
A with ﬁnite-dimensional Cn-algebras F (see [15,18] for general accounts
on completely positive maps and nuclearity). By a system of c.p. approximations we
then mean a net ððFl;cl;jlÞÞL with A-
cl
Fl-
jl
A as above such that jl 3 cl-idA
pointwise.
The triples ðFl;cl;jlÞ may be thought of as analogues of open coverings of
spaces and, imposing a certain condition on the jl; can be used to deﬁne the
completely positive rank of A; cpr A; our notion of noncommutative covering
dimension.
As one would expect from a generalized dimension theory, for commutative
Cn-algebras C0ðXÞ we have cprðC0ðXÞÞ ¼ dim X ; where dim X denotes
ordinary covering dimension of the spectrum. The completely positive rank behaves
nicely with respect to direct sums, quotients, ideals and inductive limits, i.e.
cprðA"BÞ ¼ maxðcpr A; cpr BÞ; cprðA=JÞpcpr A; cpr Jpcpr A and cprðlim- AkÞp
lim cpr Ak:
AF algebras, which are inductive limits of ﬁnite-dimensional (in the vector space
sense) Cn-algebras, are easily seen to have completely positive rank zero, but it turns
out that conversely cpr A ¼ 0 implies that A is AF :
Furthermore, it is not hard to see that limit circle algebras have completely
positive rank smaller than one. In particular, Bunce–Deddens algebras and irrational
rotation algebras are one dimensional, just as Blackadar’s simple unital projection-
less Cn-algebra.
We also compare the completely positive rank to other concepts of noncommu-
tative covering dimension such as stable, real, analytic and tracial rank. Although we
do not have general results, our examples show that the completely positive rank
does not coincide with any of these other concepts; it might well be that it dominates
the real and the stable rank.
In subsequent papers [10,20,21] we will obtain results for simple Cn-algebras, for
continuous trace algebras and for certain crossed products; we will also outline
relations to (inner) quasidiagonality (cf. [2]).
1. Topological covering dimension
In this section we recall the notion of topological covering dimension and give an
equivalent characterization. See [16] or [9] for further information.
1.1. Deﬁnition (Pears [16, Deﬁnition 3.1.1]). Let X be a topological space.
(a) The order of a family ðUlÞL of subsets of X does not exceed n; if for any n þ 2
distinct indices l0;y; lnþ1AL we have
Tnþ1
i¼0 Uli ¼ |:
(b) The covering dimension of X does not exceed n; dim Xpn; if every ﬁnite open
covering of X has an open reﬁnement of order not exceeding n: We say dim X ¼ n; if
n is the least integer such that dim Xpn:
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1.2. Our goal is to deﬁne an analogue of covering dimension for nuclear Cn-
algebras, using c.p. approximations. We could do this along the lines of Deﬁnition
1.1, but the resulting condition on the approximations would be somewhat
unnatural. We therefore introduce another characterization of covering dimension,
which is certainly well known to topologists, although we could not ﬁnd it in the
literature.
Deﬁnition. The strict order of a family ðUlÞL of subsets of a topological space X
does not exceed n; if for any n þ 2 distinct indices l0;y; lnþ1AL there are
i; jAf0;y; n þ 1g such that Uli-Ulj ¼ |:
1.3. Proposition. Let X be a normal space. T.f.a.e.:
(i) dim Xpn
(ii) every finite open covering of X has a (finite) open refinement of strict order not
exceeding n:
Proof. Implication (ii) ) (i) is immediate. We show (i) ) (ii): Take a ﬁnite
open covering of X : Because dim Xpn; there is an open reﬁnement ðU 0lÞL of order
not exceeding n: By a standard argument (cf. [16, Proposition 3.1.2]) we may assume
L to be ﬁnite and set k :¼ jLj: Take a partition of unity ðhlÞL subordinate to ðU 0lÞL
and set
Ul :¼ h
1l ðð0; 1Þ;
then ðUlÞL also is a reﬁnement of order not exceeding n: It sufﬁces to ﬁnd an open
reﬁnement ðVgÞG of ðUlÞL of strict order not exceeding n:
View ðhlÞL as map h : X-KCDk
1CRk; where Dk
1 is the standard simplex in Rk
and KCDk
1 is the minimal subcomplex of Dk
1 containing hðXÞ (see [8, Chapter 2]
or [16, 2.6] for an introduction to simplicial complexes).
Let ul be the vertices of Dk
1 and Al be the open stars around ul; lAL: Then
Ul ¼ h
1ðAlÞ; as ðUlÞL has order less than or equal to n; we have dim Kpn (note
that dim K ¼ dim K˜; where dim K˜ is the (combinatorial) dimension of the (abstract)
simplicial complex K˜; the geometric realization of which is jK˜jEK).
Let Sd K be the barycentric subdivision of K with vertices vg and open stars
Bg; gAG (cf. [8, 2.6]).
Set Vg :¼ h
1ðBgÞ; then ðVgÞG is a reﬁnement of ðUlÞL; ðVgÞG is of order less than
or equal to n; as dimðSd KÞ ¼ dim Kpn: Note that ðVgÞG is of strict order not
exceeding n if the following condition on Sd K holds:
(*) For any distinct vertices vg0 ;y; vgnþ1 of Sd K there exist indices i; jAf0;y; n þ
1g such that vgi and vgj do not sit in one and the same face of Sd K ; i.e. vgi and vgj are
not connected by an edge of Sd K :
The vertices vg of Sd K are exactly the barycenters of simplexes sg of K : But then
vg0 ;y; vgq span a simplex in Sd K ; if sgi is a face of sgiþ1 in K for i ¼ 0;y; q 
 1; and
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every simplex in Sd K is of this form (cf. [8, 2.6]). Let now vg0 ;y; vgq be distinct
vertices of Sd K ; such that vgi is connected to vgj by an edge in Sd K if iaj: But then
dim sgiadim sgj ; because sgi is a proper face of sgj or vice versa.
As 0pdim sgpn 8g; we have qpn: Thus (*) holds and we are done. &
2. Completely positive rank
In this section we deﬁne the completely positive rank and deduce some basic
properties. In particular, we show that, for commutative Cn-algebras, our theory
coincides with covering dimension of the spectrum.
2.1. As we already pointed out, we regard a c.p. approximation ðF ;c;jÞ for a
nuclear Cn-algebra A as an analogue of an open covering. The strict order of such a
c.p. approximation is then expressed as a condition on j:
Deﬁnition. Let A; F be Cn-algebras, F ﬁnite dimensional.
(a) We say a set fe0;y; engCF is elementary, if the ei are mutually orthogonal
minimal projections.
(b) A completely positive map j : F-A is of strict order n; ord j ¼ n; if n is the
least integer such that the following holds:
For every elementary set fe0;y; enþ1gCF there exist i; jAf0;y; n þ 1g such that
jðeiÞ>jðejÞ:
2.2. Remark. Let F be ﬁnite dimensional, A ¼ C0ðX Þ for some locally compact
space X and j : F-A a c.p. contraction.
(i) If F ¼ Ck for some k; then we have ord j ¼ n if and only if the family of open
sets
ðjðeiÞ
1ðð0;NÞÞÞi¼1;y;k
is of strict order n in the sense of Deﬁnition 1.2.
(ii) If ord jpn; then for every set fp0;y; pnþ1gCF of mutually orthogonal
projections, we have jðp0Þ?jðpnþ1Þ ¼ 0; this is equivalent to saying thatTnþ1
0 jðpiÞ
1ðð0;NÞÞ ¼ |:
2.3. We are now ready to deﬁne our notion of noncommutative covering dimension:
Deﬁnition. Let A be a Cn-algebra. The completely positive rank of A is less than or
equal to n; cpr Apn; if the following holds: For a1;y; akAA and e40 there exists a
c.p. approximation ðF ;c;jÞ for fa1;y; akg within e such that the strict order of j
does not exceed n:
We say cpr A ¼ n; if n is the least integer such that cpr Apn:
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2.4. Remark. cpr AoN in particular implies the existence of c.p. approximations,
thus A must be nuclear.
2.5. The next result says that, for a commutative Cn-algebra, the completely positive
rank is less than or equal to the covering dimension of the spectrum. We will see in
Proposition 2.19 that in fact they are equal.
Proposition. Let X be a second countable locally compact space. Then
cprðC0ðXÞÞpdim X :
Proof. Let n :¼ dim X and a1;y; akAC0ðX Þ and e40 be given. Choose a compact
subset KCX such that jaiðxÞjoe3 for xAX \K and 1pipk: Then there is an
open covering U0;y; Ur of X with U0 ¼ X \K and such that jaiðxÞ 

aiðyÞjo23 e for x; yAUj; 8i; j (here we used that K is compact).
Because dim X ¼ n; there is a reﬁnement ðVlÞf1;y;sg with the following properties:
(1) jaiðxÞ 
 aiðyÞjo23 e for x; yAVl ; 8i; l;
(2) for every %lAf1;y; sg there exists x%lAV%l such that x%le
S
la%l Vl ;
(3) ðVlÞf1;y;sg has strict order no greater that n:
Take a partition of unity ðhlÞf1;y;sg subordinate to ðVlÞf1;y;sg: Because X is normal,
there is a function d : X-½0; 1 such that dAC0ðX Þ and dðxÞ ¼ 1 for
xAfx1;y; xsg,K:
Set h0l :¼ hl  d; l ¼ 1;y; s; and note that h0lAC0ðX Þ; h0lðxlÞ ¼ 1 8l and that
ðh0
1l ðð0; 1ÞÞf1;y;sg has strict order less than or equal to n: Also,
Ps
1 h
0
lðxÞ ¼ 1 if xAK :
We are now prepared to deﬁne
F :¼ Cs;
c :C0ðX Þ-F ; cðaÞ :¼ ðaðx1Þ;y; aðxsÞÞ
and
j : F-C0ðXÞ; jðelÞ :¼ h0l :
For xAX we obtain for every i:
jjcðaiÞðxÞ 
 aiðxÞjp
Xs
l¼1
aiðxlÞh0lðxÞ 

Xs
l¼1
aiðxÞh0lðxÞ


þ
Xs
l¼1
aiðxÞh0lðxÞ 
 aiðxÞ


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p
Xs
l¼1
jaiðxlÞ 
 aiðxÞjh0lðxÞ þ
X
h0lðxÞ 
 1
  jaiðxÞj
o 2
3
e
X
h0lðxÞ þ
e
3
p e;
because jaiðxlÞ 
 aiðxÞjo23 e; if h0lðxÞ40 and jaiðxÞjoe3; if j
P
h0lðxÞjo1:
Therefore, cprðC0ðX ÞÞpn and the proof is complete. &
2.6. Remark. It follows from the proof that, if A is commutative, the approximating
algebra F may be chosen to be Cs for some sAN:
2.7. Proposition. Let X be a second countable locally compact space and rAN: Then
cprðC0ðXÞ#MrÞpdim X :
Proof. It obviously sufﬁces to approximate elements of the form aj#bj for
ajAC0ðX Þ; bjAMr; j ¼ 1;y; k: By Proposition 2.5 and Remark 2.6 there is a c.p.
approximation ðF ;c;jÞ within e for fa1;y; akgCC0ðXÞ with n :¼ ord jpdim X
and FDCs for some s: Then ðF#Mr;c#id;j#idÞ is a c.p. approximation for
fa1#b1;y; ak#bkg: We show ordðj#idÞpord j:
We have F#MrDMr"?"Mr: Now let fe0;y; enþ1gCF be elementary, then
each ei lives in a summand Mr; because it is minimal. This means ei ¼ pei#qi; where
pei is a generator of C
s and qi is a minimal projection in Mr:
If there are i; jAf0;y; n þ 1g such that pei ¼ pej ; then qi>qj because ei>ej; but
then also ðj#idÞðeiÞ>ðj#idÞðejÞ:
If the pei are pairwise orthogonal, then, because ord jpn; there must be
i; jAf0;y; n þ 1g such that jðpeiÞ>jðpej Þ; thus ðj#idÞðeiÞ>ðj#idÞðejÞ:
Therefore ordðj#idÞpord j and we are done. &
2.8. Remark. Proposition 2.7 will be generalized to continuous trace algebras in [20].
There we will also show that in fact cprðC0ðXÞ#MrÞ ¼ dim X :
2.9. It follows immediately from the deﬁnition of covering dimension that, for a
closed subset K of some space X ; dim Kpdim X : This carries over to the completely
positive rank:
Proposition. Let A; B be nuclear Cn-algebras, p :A7B a surjective *-homomorphism.
Then cpr Bpcpr A:
Proof. By the Choi–Effros lifting theorem, p has a completely positive contractive
lift s :B-A:
Let b1;y; bkAB and e40 be given. Choose a c.p. approximation ðF ;c;jÞ for
fsðb1Þ;y; sðbkÞg within e such that ord jpcpr A: Then ðF ;cs; pjÞ is a c.p.
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approximation of fb1;y; bkg within e: We have ordðpjÞpord j; because p is a *-
homomorphism, thus preserves orthogonality. &
2.10. Proposition. If A and B are Cn-algebras, then
cprðA"BÞ ¼ maxðcpr A; cpr BÞ:
Proof. Given ða1; b1Þ;y; ðak; bkÞAA"B; e40; choose c.p. approximations
ðFA;cA;jAÞ and ðFB;cB;jBÞ within e for fa1;y; akg and for fb1;y; bkg;
respectively, such that ordðjAÞpcpr A and ordðjBÞpcpr B:
Therefore, ðFA"FB;cA"cB;jA"jBÞ is a c.p. approximation within e for
ða1; b1Þ;y; ðak; bkÞ: As ordðjA"jBÞpmaxðord jA; ord jBÞ; we have cprðA"BÞ
pmaxðcpr A; cpr BÞ: Equality follows from Proposition 2.9. &
2.11. Proposition. Let ðAi;ji;jÞN be an inductive system of nuclear Cn-algebras and
A :¼ lim- Ai:
Then cpr Aplim cpr Ai:
Proof. Let ji : Ai-A be the induced maps, then A :¼
S
N jiðAiÞ: Given
a1;y; akAA; e40; choose %iAN such that there are a01;y; a
0
kAj%iðA%iÞ with
jjaj 
 a0j jjoe3; j ¼ 1;y; k; and such that cpr A%iplim cpr Ai:
By Proposition 2.9 there is a c.p. approximation ðF ;c;jÞ (of j%iðA%iÞ) within e3 for
fa01;y; a0kg with ord jpcpr A%i: After extending c to all of A by the Arveson
extension theorem, ðF ;c;jÞ is a c.p. approximation within e for fa1;y; akg: &
2.12. Corollary. Let A ¼ lim- An be an inductive limit of Cn-algebras of the form
An ¼ ðMrðn;1Þ#C0ðXn;1ÞÞ"?"ðMrðn;knÞ#C0ðXn;knÞÞ;
where the Xn;i are second countable locally compact spaces. Then
cpr Ap lim
n
max
i¼1;y;kn
dimðXn;iÞ:
Proof. Let rn be the map from An to A: It follows from Propositions 2.9, 2.7 and
2.10 that cprðrnðAnÞÞp max
i¼1;y;kn
ðdimðXn;iÞÞ: But now A ¼
S
N rnðAnÞ; where the
rnðAnÞ are nested, so by Proposition 2.11 we have cpr Aplim cprðrnðAnÞÞ and the
assertion follows. &
2.13. Example. (i) Clearly, ﬁnite-dimensional Cn-algebras have completely positive
rank zero. By Proposition 2.11 the same holds for AF algebras, i.e. inductive limits
of ﬁnite-dimensional Cn-algebras. We will see that in fact cpr A ¼ 0 iff A is AF
(Theorem 3.4).
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(ii) From Corollary 2.12 it follows that AT algebras (i.e. inductive limits of direct
sums of matrix algebras over S1) have completely positive rank less than or equal to
one. In particular, if A is a Bunce–Deddens algebra or an irrational rotation algebra,
we have cpr A ¼ 1; since these are AT but not AF :
Blackadar’s simple, unital, projectionless Cn-algebra is easily seen to have
completely positive rank one, although it is not AT :
A detailed exposition of these examples can be found in [7].
The rest of this section is devoted to the proof of the fact that in Proposition 2.5
we even have equality (Proposition 2.19). However, this turns out to be not so easy,
because we have to construct reﬁnements of open coverings from c.p. approxima-
tions ðF ;c;jÞ with not necessarily commutative algebras F (if FDCk; this yields an
open covering of X by associating to each generator of Ck an open subset of X ). If F
is the direct sum of matrix algebras, it is not clear how to obtain the right open
covering of X from ðF ;c;jÞ (an arbitrary copy of Ck in F will not be good enough,
neither will be the copy generated by the central projections of F ). The key
observation is Lemma 2.15. It implies that the size of the matrix algebras in F cannot
be too large.
2.14. Lemma. Let A; F be Cn-algebras, F ¼ Mr1"?"Mrs finite dimensional and
j : F-A a c.p.c. map. Suppose UCMri is an open set of unitaries (for some
iAf1;y; sg). Let e; %eAF be minimal projections such that eAMri and %e>Mri :
Then, if jðueunÞ>jð%eÞ 8uAU; we have jð1Mri Þ>jð%eÞ:
Proof. Let xACri be a unit vector with ex ¼ x: Since U is open in Mri ; we can ﬁnd
unitaries u1;y; uriAU such that u1x;y; urix are linearly independent.
But then h :¼P
j
ujeu
n
j is invertible in Mri : Otherwise, there would be 0aZAC
ri
such that
0 ¼ /ZjhZS ¼
X
j/ZjujxSj2;
so Z would be orthogonal to all the ujx; a contradiction. Since h is also positive, we
have 1Mripl  h for some l40; so if jð%eÞ>jðhÞ; then jð%eÞ>jð1Mri Þ: &
2.15. Lemma. Let A be a Cn-algebra and j : Mr-A be a c.p. contraction. Then either
ord j ¼ 0 or ord j ¼ r 
 1:
Proof. If r ¼ 1; then ord j ¼ 0 and there is nothing to show, so we assume r41: Let
n :¼ ord j and suppose na0: We (inductively) construct an elementary set
ErCMr; jErj ¼ r; such that jðeÞjð%eÞa0 for e; %eAEr: This will imply n4r 
 2; we
obviously have npr 
 1; so n ¼ r 
 1 if na0:
There orthogonal minimal projections e1; e2AMr with jðe1Þjðe2Þa0; set E2 :¼
fe1; e2g: Next suppose that for some kAf2;y; r 
 1g we have constructed an
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elementary set Ek ¼ fe01;ye0kgCMr such that
jðe0iÞ jðe0jÞa0 8i; jAf1;y; kg:
Choose a minimal projection e0kþ1AMr orthogonal to Ek; this is possible since kor:
Take e0kAEk and identify M2 with ðe0k þ e0kþ1ÞMrðe0k þ e0kþ1Þ:
There is an open neighborhood U of 1M2 in UðM2Þ such that
jðune0kuÞjðe0iÞa0 8iAf1;y; k 
 1g; uAU:
Note that fe01;y; e0k
1; une0ku; une0kþ1ugCMr is elementary for all uAU: Set Fi :¼
fuAU j jðune0kþ1uÞ>jðe0iÞg for i ¼ 1;y; k 
 1 and F :¼
Sk
1
i¼1 Fi; then the Fi and
F are closed in U: If U\F was empty, this would mean
jðune0kþ1uÞ>jðe01Þ 8uAU;
but then by Lemma 2.14 we would have jðe0k þ e0kþ1Þ>jðe01Þ; a contradiction to
jðe0kÞ jðe01Þa0:
So let V1 :¼ U\F1; just as above we obtain that V2 :¼V1\F2 must be
nonempty. Inductively, we get thatV :¼ U\Fa|:V is open in UðM2Þ and we have
jðune0kþ1uÞjðe0iÞa0 8uAV; iAf1;y; k 
 1g:
Choose some %uAV and set e00j :¼ %une0j %u; j ¼ k; k þ 1: It might still happen that
jðe0kÞ>jðe00kþ1Þ: To ﬁx this, identify M2 with ðe0k
1 þ e00kÞMrðe0k
1 þ e0kÞ:
There is an open neighborhood U0CUðM2Þ of 1M2 such that products of the form
jðe0iÞ jðune0k
1uÞ; jðe00kþ1Þ jðune0k
1uÞ; jðune00kuÞ jðune0k
1uÞ and jðe0iÞ jðune00kuÞ are all
nonzero for i ¼ 1;y; k 
 2 and uAU0:
Now there must be a nonempty open subset V0CU0 such that
jðune0kuÞ jðe00kþ1Þa0 8uAV0;
for otherwise again by Lemma 2.14 we would have jðe0k
1Þ>jðe00kþ1Þ; contradicting
our construction. Choose some %vAV0 and deﬁne
Ekþ1 :¼ fe01;y; e0k
2; %vne0k
1 %v; %vne00k %v; e00kþ1g;
then Ekþ1 is elementary by construction, jEkþ1j ¼ k þ 1 and we have
jðeÞjð%eÞa0 8e; %eAEkþ1:
Induction then yields an elementary set Er with the desired properties. &
2.16. Remark. (i) The lemma might also be read as follows: Let j :Mr-A be c.p.c.
with ord jpn: Then ord j ¼ 0 or rpn þ 1:
(ii) If A is commutative, then we always have rpn þ 1; since ordj ¼ 0 if and only
if r ¼ 1:
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2.17. The next observation basically says that C is semiprojective, cf. [13, Lemma
14.1.5]. The concrete estimates are implicitly contained in the proof of [19, Lemma
5.1.6].
Proposition. Let A be a Cn-algebra and hAAþ; jjhjjp1; such that jjh 
 h2jjoeo14:
Then there is a projection pACnðhÞCA with jjp 
 hjjo2e: Furthermore, php is
invertible in pCnðhÞp and for c :¼ ðphpÞ
12 one has jjp 
 cjjo4e:
2.18. We shall also have use for the following straightforward consequence of the
fact that CK is semiprojective for each KAN (cf. [13]) or, in other words, that the
relations deﬁning CK are stable.
Lemma. Let K be a natural number and b40: Then there is a41; such that the
following holds:
Given projections q1;y; qk; kpK ; in a Cn-algebra A with jj
Pk
1 qijjpa; there exist
pairwise orthogonal projections p1;y; pkAA satisfying
jjpi 
 qijjpb; i ¼ 1;y; k:
If jjPk
1
qijjp1; then the qi already are pairwise orthogonal themselves.
2.19. Proposition. Let X be locally compact and second countable. Then dim X ¼
cprðC0ðXÞÞ:
Proof. cprðC0ðX ÞÞpdim X by Proposition 2.5, so we have to show
dim XpcprðC0ðX ÞÞ: Unfortunately, the proof is a little technical, so we brieﬂy
sketch the strategy:
Given an open covering ðUgÞG of X ; choose a reﬁnement ðVlÞL; where the Vl are
sufﬁciently small. Take a partition of unity ðhlÞL subordinate to ðVlÞL and a c.p.
approximation ðF ;c;jÞ with ord jpcprðCðX ÞÞ for the hl: By Lemma 2.15, F must
be a direct sum of matrices of rank no larger than cprðCðXÞÞ þ 1: On suitable subsets
of L one now can introduce equivalence relations to combine the Vl to a new open
covering V˜
ðiÞ
j
 
; which still reﬁnes ðUgÞG: One can use Lemma 2.18 and the special
properties of ðF ;c;jÞ to produce a reﬁnement ðW ðiÞj Þ of ðV˜ðiÞj Þ; the order of which is
less than or equal to ordj: Then W ðiÞj
 
will be the desired reﬁnement of ðUgÞG:
X is second countable, thus X ¼ SN Am for compact subsets AmCX : By
Proposition 2.9 we have cprðCðAmÞÞpcprðC0ðXÞÞ 8m: Now if we can show that
dim AmpcprðCðAmÞÞ we are done, for the countable sum theorem for covering
dimension (see [16, Theorem 3.2.5]) then yields dim Xpsupfdim AmgpcprðC0ðX ÞÞ:
Therefore we may assume X to be compact (and second countable); in particular
we may choose a metric d on X : Set n :¼ cprðCðX ÞÞ:
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Choose a partition of unity ðfgÞG subordinate to the given (ﬁnite) open covering
ðUgÞG of X : Set e :¼ 1jGj; then there exists a d40; such that jfgðxÞ 
 fgðyÞjoe 8gAG
and x; yAX with dðx; yÞod:
Again because X is compact, there exists a ﬁnite open covering ðVlÞL with
diamðVlÞo d
3ðn þ 1Þ 8lAL;
let ðhlÞL be a partition of unity subordinate to ðVlÞL:
We have to deﬁne some constants:
First set C :¼ 1
2ðnþ1Þ : Then choose 1oapnþ2n as in Lemma 2.18 (with K ¼ n þ 1
and b :¼ C
2
) and deﬁne Z :¼ ð1
 1aÞC2 : Note that ZC ¼ 12ð1
 1aÞp12ð1
 nnþ2Þ ¼ 1nþ2: Take a
c.p. approximation ðF ;c;jÞ; ord jpn; within Z for fPlAL0 hljL0CLg: Then
FDF1"?"Fm; Fj ¼ Mrj ; and by Lemma 2.15 we have rjpn þ 1; j ¼ 1;y; m:
Let 1j be the unit of Fj and cj be the j’th component of c: Now deﬁne
Aj :¼ fxAX jjð1jÞðxÞ4Cg
and
Lj :¼ flALjVl-Aja|g:
Denote by Bj the equivalence relation on Lj generated by the relation
l1Bjl2 3 Vl1-Vl2-Aja|:
Let Lð1Þj ;y;L
ðsjÞ
j CLj be the equivalence classes with respect to Bj; then Lj ¼
’
S
LðiÞj :
Set V˜
ðiÞ
j :¼
S
lALðiÞ
j
Vl-Aj; i ¼ 1;y; sj; then AjC
S
i V˜
ðiÞ
j and V˜
ði1Þ
j -V˜
ði2Þ
j ¼ |; if
i1ai2:
Setting h
ðiÞ
j :¼
P
lALðiÞ
j
hl; we have jjjcðhðiÞj Þ 
 hðiÞj jjoZ and hðiÞj ðxÞ ¼ 1 for xAV˜ðiÞj : It
follows that
jð1j 
 cjðhðiÞj ÞÞðxÞpjð1F 
 cðhðiÞj ÞÞðxÞ
p ð1CðXÞ 
 jcðhðiÞj ÞÞðxÞ
o 1
 hðiÞj ðxÞ þ Z ¼ Z:
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Deﬁne q
ðiÞ
j :¼ g1
a
ðcjðhðiÞj ÞÞAFj; where g1
a
stands for the characteristic function of
½1a;NÞ; qðiÞj is a projection and for xAV˜ðiÞj we obtain
1
a
 jð1j 
 qðiÞj ÞðxÞ þ jðqðiÞj ÞðxÞXjðcjðhðiÞj ÞÞðxÞ4jð1jÞðxÞ 
 Z
from which follows that
jð1j 
 qðiÞj ÞðxÞo
Z
1
 1a
¼ C
2
8xAV˜ðiÞj : ð*Þ
We have
Xsj
i¼1
q
ðiÞ
j pa 
Xsj
i¼1
cjðhðiÞj Þpa  1j;
so by Lemma 2.18 (and by the choice of a) there are pairwise orthogonal projections
p
ð1Þ
j ;y; p
ðsjÞ
j AFj with jjpðiÞj 
 qðiÞj jjoC2 ; i ¼ 1;y; sj:
We are now prepared to deﬁne
W
ðiÞ
j :¼ fxAX j jðpðiÞj ÞðxÞ4CgCAj;
we will show that ðW ðiÞj Þj¼1;y;m
i¼1;y;sj
is an open covering that reﬁnes ðUgÞG: Clearly, the
W
ðiÞ
j are open. By Remark 2.2(ii), the order of ðW ðiÞj Þ is less than or equal to n;
because ord jpn:
ðW ðiÞj Þ covers X : Let x be in X : 1F can be decomposed into sums of orthogonal
projections:
1F ¼
X
j¼1;y;m
i¼1;y;sj
p
ðiÞ
j þ
Xm
j¼1
1j 

Xsj
i¼1
p
ðiÞ
j
 !
;
since ord jpn; for at most n þ 1 projections of the form pðiÞj or ð1j 

P
i p
ðiÞ
j Þ; the
elements jðpðiÞj ÞðxÞ or jð1j 

P
i p
ðiÞ
j ÞðxÞ can be nonzero (again we used Remark
2.2(ii)).
Now for all i; j we have jð1j 

P
i p
ðiÞ
j ÞðxÞpC: this is clear if xeAj; if xAAj ; then
xAV˜ði
0Þ
j for some i
0; but then ð*Þ yields
j 1j 

X
i
p
ðiÞ
j
 !
ðxÞpjð1j 
 pði
0Þ
j ÞðxÞo
ð* Þ Z
1
 1a
þ C
2
¼ Co1
 Z
n þ 1 :
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We also have jjð1F ÞðxÞ 
 1joZ; thus for at least one pðiÞj we obtain
jðpðiÞj ÞðxÞX
1
 Z
n þ 14C;
i.e. xAW ðiÞj and ðW ðiÞj Þ is a covering.
It remains to check that ðW ðiÞj Þ is a reﬁnement of ðUgÞG: We ﬁrst show
W
ðiÞ
j CV˜
ðiÞ
j 8i; j:
Be xAW ðiÞj : Then xAAj; thus xAV˜
ði0Þ
j for some i
0: If iai0; then again ð*Þ gives
CojðpðiÞj ÞðxÞpjð1j 
 pði
0Þ
j ÞðxÞo
ð* Þ C
2
þ C
2
¼ C;
a contradiction, so i ¼ i0 and xAV˜ðiÞj :
Next we show dðx; yÞod for x; yAV˜ðiÞj : Suppose there are x; yAV˜ðiÞj with
dðx; yÞXd: Recall that
V˜
ðiÞ
j ¼
[
lALðiÞ
j
Vl-Aj
and that LðiÞi CL is an equivalence class with respect to Bj: This means there are
l1;y; ltAL
ðiÞ
j such that xAVl1 ; yAVlt and
Vll-Vllþ1-Aja|; l ¼ 1;y; t 
 1:
But diamðVlÞo d3ðnþ1Þ 8l; thus for k ¼ 1;y; n one can choose xkAV˜ðiÞj ; such that
kd
n þ 1

d
3ðn þ 1Þpdðx1; xkÞp
kd
n þ 1:
Setting x0 :¼ x; xnþ1 :¼ y; one obtains x0;y; xnþ1AV˜ðiÞj satisfying dðxk1 ; xk2ÞX 2d3ðnþ1Þ
if k1ak2: Set
Lk :¼ flALjxkAVlg; h˜k :¼
X
lALk
hl; k ¼ 0;y; n þ 1;
then Lk1-Lk2 ¼ | if k1ak2; because dðxk1 ; xk2ÞX 2d3ðnþ1Þ and diam Vlo d3ðnþ1Þ; soP
k h˜kp
P
L hl: Also, h˜kðxkÞ ¼ 1 and jjjcðh˜kÞ 
 h˜kjjoZ; thus
0pjð1jÞðxkÞ 
 jðcjðh˜kÞÞðxkÞoZ:
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But xkAAj; therefore jð1jÞðxkÞ4C; altogether we obtain
jð1jÞðxkÞ 
 Zojðcjðh˜kÞÞðxkÞpjjcjðh˜kÞjj  jð1jÞðxkÞ
) 1
 jjcjðh˜kÞjjo
Z
jð1jÞðxÞo
Z
C
p 1
n þ 2 ; k ¼ 0;y; n þ 1:
We thus have jjcjðh˜kÞjj4nþ1nþ2; furthermore
Xnþ1
k¼0
cjðh˜kÞp
X
lAL
cjðhlÞp1j:
Note that cjðh˜kÞAFjDMrj ; k ¼ 0;y; n þ 1; and rjpn þ 1; so nþ1nþ2X rjrjþ1: But
1 ¼ trMrj ð1jÞX
X
k
trMrj ðcjð *hkÞÞ
X
1
rj
Xnþ1
k¼0
jjcjð *hkÞjj4
1
rj
ðn þ 2Þðn þ 1Þ
n þ 2
¼ n þ 1
rj
(where trMrj denotes the normalized trace on Mrj ), so rjXn þ 2: On the other hand,
ord jpn; so in particular ordðjjMrj Þpn: Then by Remark 2.16 we have rjpn þ 1; a
contradiction. Therefore dðx; yÞod:
Finally it turns out that V˜
ðiÞ
j CUg for some gAG: Take xAV˜
ðiÞ
j ; then there is gAG
such that fgðxÞX 1jGj: Then for any yAV˜
ðiÞ
j we have dðx; yÞod; therefore jfgðyÞ 

fgðxÞjoe; and fgðyÞ4 1jGj 
 e ¼ 0; so yAUg: But this means V˜ðiÞj CUg:
Thus we have shown that ðW ðiÞj Þj¼1;y;m
i¼1;y;sj
covers X ; is of order less than or equal to n
and reﬁnes ðUgÞG: Therefore, dim Xpn: &
3. The zero-dimensional case
It is well-known that a commutative Cn-algebra A is an AF algebra, i.e. a direct
limit of ﬁnite-dimensional Cn-algebras, precisely when dim Aˆ ¼ 0: In Theorem 3.4
we show that this remains true in the noncommutative case if one replaces the
covering dimension of the spectrum by the completely positive rank of the algebra.
Before giving a more explicit description of maps of strict order zero, we note a
consequence of Stinespring’s theorem which is standard and straightforward to
prove.
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3.1. Lemma. Let A; B be Cn-algebras and j : B-A a c.p.c. map. Then, for any
x; yAB; we have
jjjðxyÞ 
 jðxÞjðyÞjjpjjjðxxnÞ 
 jðxÞjðxnÞjj12jjyjj:
3.2. Proposition. Let A; F be Cn-algebras, F ¼ Mr1"?"Mrk finite dimensional and
j : F-A a completely positive contraction of strict order zero.
(a) There are closed subspaces X1;y; XkCð0; 1 and an isomorphism
a : CnðjðFÞÞD"k1 C0ðXi; MriÞ such that
a 3 jðyiÞðtiÞ ¼ ti  yi
for tiAXi and yiAMriCF :
(b) If jð1F Þ is a projection, then j is a *-homomorphism.
(c) For d40 there is g40 such that the following holds:
If jjjð1F Þ 
 jð1F Þ2jjog; then there is a *-homomorphism j0 : F-A such that
jjj0 
 jjjod:
3.3. Remark. With the identiﬁcation C0ðXi; MriÞDC0ðXiÞ#Mri ; in (a) we could also
write
a 3 j ¼"k
1
hi#idMri ;
where hi denotes the identity map on Xi: We shall give another interpretation of 3.2
(a) in [20].
Proof of Proposition 3.2. (a) (i) Since ordj ¼ 0; we have jðMriÞ>jðMrj Þ for iaj;
thus CnðjðFÞÞ ¼"k
1
CnðjðMriÞÞ and we may assume F ¼ Mr for some rAN:
Further we may assume that A ¼ CnðjðMrÞÞ and that ACBðHÞ acts nondegene-
rately on some Hilbert space H: Then in particular the support projection of h :¼
jð1MrÞ is 1H : (If j is the zero map, then the closed subspace X of ð0; 1 will just be
the empty set and there is nothing to show.)
(ii) ½h;jðxÞ ¼ 0 8xAMr: It sufﬁces to consider xX0: But then x ¼ l1  e1 þ?þ
lr  er for some elementary set fe1;y; ergCMr and 0pl1;y; lrpjjxjj:
Now h ¼ jð1MrÞ ¼
Pr
1 jðeiÞ; and since jðeiÞjðejÞ ¼ 0 for iaj; we see that
hjðxÞ ¼ jðxÞh ¼P lijðeiÞ2:
(iii) By Choi and Effros [5, Lemma 2.2], we have that jð : Þ ¼ h12sð : Þh12 for some
u.c.p. map s : Mr-BðHÞ; but a glance at the proof tells us that in fact
h þ 1
n
 1H
 
1
2
jðxÞ h þ 1
n
 1H
 
1
2
-
s:o:
sðxÞ 8xAMr:
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We obviously have ½h; sðxÞ ¼ 0 8xAMr: Note that ord s ¼ 0: Take rank-one
projections e>fAMr: Since supp h ¼ 1H ; we see that
sðeÞsðf Þ ¼ 0 3 hsðeÞsðf Þh ¼ 0;
but
hsðeÞsðf Þh ¼ h12sðeÞh12h12sðf Þh12 ¼ jðeÞjðf Þ ¼ 0;
because ord j ¼ 0:
Using the universal property of the maximal tensor product and the fact that
CnðhÞ and CnðsðMrÞÞ commute, it is straightforward to check that
CnðjðMrÞÞDCnðhÞ#CnðsðMrÞÞ and that, under this identiﬁcation, jðxÞ ¼ h#sðxÞ:
CnðhÞ is a quotient of C0ðð0; 1Þ; the universal Cn-algebra generated by a positive
element of norm p1; so CnðhÞDC0ðX Þ for some closed XCð0; 1; and the
isomorphism is given by sending h to idX :
(iv) The only thing left to show is that s is a *-homomorphism, for then
CnðsðMrÞÞ ¼ sðMrÞDMr and with all these identiﬁcations j is given by x/idX#x:
For any rank-one projection eAMr we have sðeÞ>sð1Mr 
 eÞ because ord s ¼ 0;
now since sð1MrÞ ¼ 1H is a projection, so is sðeÞ: But then by Lemma 3.1, sðexÞ ¼
sðeÞsðxÞ 8xAMr; since e was arbitrary and Mr is spanned by its minimal projections,
s is multiplicative on all of Mr:
(b) If jð1F Þ is a projection, then so is jð1Mri Þ for each i (the jð1Mri Þ are mutually
orthogonal and add up to jð1F Þ). But then we have for each tiAXi
ti  1Mri ¼
aÞ
a 3 jð1Mri ÞðtiÞ ¼ 1Mri ;
which implies that ti ¼ 1 and Xi ¼ f1g for all i for which Xia|; and this in turn
means that j is a *-homomorphism.
(c) We will obtain j0 from j by setting j0ð : Þ :¼ cjð : Þc for a suitable element
cACnðjðFÞÞ ¼"k1 CnðjðMriÞÞ: Then jjj0 
 jjj ¼ maxi¼1;y;k jjj0i 
 jijj; where ji ¼
jjMri and j
0
i ¼ j0jMri : Note also that j
0
ið : Þ ¼ cijið : Þci; where ciACnðjðMriÞÞ is the
ith component of c: We may therefore again assume F ¼ Mr for some rAN:
Now suppose jjjð1MrÞ 
 jð1MrÞ2jjog (it will soon become clear how small g has to
be). By Proposition 2.17 there exists a projection pACnðjð1MrÞÞCA satisfying jjp 

jð1MrÞjjo2g: For c :¼ ðpjð1MrÞpÞ
1=2ACnðjð1MrÞÞþ we have p ¼ cjð1MrÞc and jjp 

cjjo4g:
Now deﬁne j0 : Mr-pAp as above by j0ðxÞ :¼ cjðxÞc: Then j0ð1MrÞ ¼ p and
jjj0 
 jjj is small, because jjc 
 jð1MrÞjjo6g and because for xAðMrÞþ; jjxjjp1;
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we have
jjjðxÞ 
 jð1MrÞjðxÞjj2 ¼ jjð1
 jð1MrÞÞjðxÞ2ð1
 jð1MrÞÞjj
p jjð1
 jð1MrÞÞjð1MrÞð1
 jð1MrÞÞjj
o g:
Therefore
jjj0ðxÞ 
 jðxÞjjp jjcjðxÞc 
 jð1MrÞjðxÞjð1MrÞjj þ jjjð1MrÞjðxÞjð1MrÞ 
 jðxÞjj
o 12gþ 2g12:
Thus, if only g is small enough, we have jjj0 
 jjjod:
Let fe1;y; ergCMr be some elementary set, then
P
ei ¼ 1Mr and
jðeiÞ>jðejÞ; iaj; and for every positive continuous function f one has
f ðjðeiÞÞ>f ðjðejÞÞ; iaj and f ðjð1MrÞÞ ¼
P
f ðjðeiÞÞ:
Using the estimate above one obtains
jjjðejÞ 
 jðejÞ2jjp jjjðejÞ 
 jð1MrÞjðejÞjj þ jjðjð1MrÞ 
 jðejÞÞjðejÞjj
o g
1
2 þ 0;
so again the jðejÞ are close to (pairwise orthogonal) projections pj:
Set cj :¼ ðpjjðejÞpjÞ

1
2ApjApj; then cjjðejÞcj ¼ pj; j ¼ 1;y; r: Again ci>cj ; iaj:
Furthermore,
Xr
1
pj ¼
Xr
1
g1
2
ðjðejÞÞ ¼ g1
2
Xr
1
jðejÞ
 !
¼ g1
2
ðjð1MrÞÞ ¼ p
(again ga denotes the characteristic function of ½a;NÞ), and setting d :¼
Pr
1
cjAðpApÞþ one has djð1MrÞd ¼ p:
But d and jð1MrÞ commute, so d2 ¼ ðpjð1MrÞpÞ
1 ¼ c2 by uniqueness of the
inverse and we have d ¼ ðd2Þ12 ¼ ðc2Þ12 ¼ c: It follows that
j0ðejÞ ¼ cjðejÞc ¼ djðejÞd ¼ cjjðejÞcj ¼ pj
is a projection, and that j0ðeiÞ>j0ðejÞ if iaj:
The ej were arbitrary, therefore ordj0 ¼ 0: Furthermore, j0ð1MrÞ ¼
Pr
1 pj is a
projection, so j0 is a *-homomorphism by (b). &
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3.4. Theorem. For a nonzero separable Cn-algebra A the following are equivalent:
(a) A is AF ;
(b) cpr A ¼ 0:
Proof. (a) ) (b): cpr F ¼ 0 for every ﬁnite-dimensional Cn-algebra F : By
Proposition 2.11 cpr A ¼ 0 for an AF algebra A:
(b)) (a): The idea of the proof is simple: We have just seen that a unital c.p. map
j : F-A of strict order zero in fact is a *-homomorphism. If it is almost unital, it is
close to a *-homomorphism. Problems only arise when A has no unit. But in this
case F may be chosen to contain a sufﬁciently large hereditary subalgebra on which
j is close to a *-homomorphism. Thus we can ﬁnd enough ﬁnite-dimensional
subalgebras of A; using Bratteli’s local characterization of AF algebras this implies
that A in fact is AF :
Take a1;y; akAAþ; d40; e40; ðulÞL a positive approximate unit for A with
jjaijj; jjuljjp1: By making e smaller if necessary, we may assume e1=4og; where we
obtain g from d by Proposition 3.2(c).
If we choose ul0 ; ul1 with jjul0ul1 
 ul1 jj and jjulj ai 
 aijj j ¼ 0; 1; sufﬁciently
small, there is a c.p. approximation ðF ;c;jÞ; with ord j ¼ 0 and the following
properties:
ðiÞ jjjcðaiÞ 
 aijjoe;
ðiiÞ jjjcðulj Þ 
 ulj jjoe;
ðiiiÞ jjjcðulj Þai 
 aijjoe;
9=
; i ¼ 1;y; k; j ¼ 0; 1
ðivÞ jjul1 
 hul1 jjoe; where h :¼ jð1F Þ;
ðvÞ jjjcðul1Þ 
 hjcðul1Þjjoe;
ðviÞ jðpÞ>jðqÞ for orthogonal projections p; qAF :
For (i)–(v) we approximate the ai and ulj sufﬁciently well by ðF ;c;jÞ; (vi) follows
from the fact, that ord j ¼ 0:
We have cðul1Þ ¼
Pr
1 mkek; where 0pmkp1 and fe1;y; ergCF is elementary. Set
q :¼PmkX ﬃep ek; then
jðqÞ ¼
X
mkX
ﬃ
e
p
jðekÞp 1ﬃﬃep jcðul1Þ;
and
jðqÞXjcðul1Þ 

ﬃﬃ
e
p  1:
Here, 1 denotes the unit of Aþ: Then
jjjðqÞ 
 hjðqÞjj2 ¼ jjð1
 hÞjðqÞ2ð1
 hÞjjpjjð1
 hÞjðqÞð1
 hÞjj
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p 1ﬃﬃ
e
p jjð1
 hÞjcðul1Þð1
 hÞjjo
eﬃﬃ
e
p ¼ ﬃﬃep ;
so jjjðqÞ 
 hjðqÞjjoe14:
We now have
jjjðqÞ 
 jðqÞ2jjp jjjðqÞ 
 jðqÞhjj þ jjjðqÞðh 
 jðqÞÞjj
¼ jjjðqÞ 
 jðqÞhjj þ jjjðqÞjð1F 
 qÞjj
o
ðviÞ
e
1
4 þ 0pg:
Now deﬁne F 0 :¼ qFq; then q ¼ 1F 0 and by Proposition 3.2(b) there is a *-
homomorphism j0 : F 0-A such that jjj0 
 jjF 0 jjod: Clearly, j0ðF 0ÞCA is a ﬁnite-
dimensional Cn-subalgebra.
It remains to be shown that ai is close to j0ðF 0Þ for i ¼ 1;y; k: We have
jjai 
 aijðqÞjj2 ¼ jjaið1
 jðqÞÞ2aijj
p jjaið1
 jðqÞÞaijj
p jjaiðð1þ
ﬃﬃ
e
p Þ  1
 jcðul1ÞÞaijj
o
ðiiiÞ ﬃﬃ
e
p þ eo2 ﬃﬃep :
Using jjjðqÞ 
 jðqÞ2jjoe14 and Lemma 3.1 we obtain
jjjðqcðaiÞqÞ 
 jðqÞjcðaiÞjðqÞjjo2e
1
8:
Therefore
jjai 
 jðqcðaiÞqÞjjp jjai 
 jðqÞaijðqÞjj þ jjjðqÞaijðqÞ 
 jðqÞjcðaiÞjðqÞjj
þ jjjðqÞjcðaiÞjðqÞ 
 jðqcðaiÞqÞjj
o 2 
ﬃﬃﬃ
2
p
e
1
4 þ eþ 2e18:
Furthermore jjai 
 j0ðqcðaiÞqÞjj is small, because jjj0 
 jjjod; so ai is close to
j0ðF 0Þ:
But then by Bratteli’s local characterization (cf. [3]), A is an AF algebra. &
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3.5. Remark. That only AF algebras are zero dimensional seems to be a very special
feature of the completely positive rank (in comparison, for example, to the real rank
or stable rank).
However, one would expect from any dimension theory generalizing covering
dimension to noncommutative Cn-algebras that it is zero on AF algebras: This is
because, topologically, a full matrix algebra might be viewed as a point (or, more
sophisticated, as n equivalent points); so an AF algebra is something like a limit of
ﬁnite discrete (noncommutative) spaces. Thus if a dimension theory has sufﬁciently
nice properties, it should be zero on AF algebras.
4. Some open questions
4.1. There are several other concepts of noncommutative covering dimension (cf.
[4,11,14,17]), among which the stable and the real rank (introduced by Rieffel and
Brown and Pedersen, respectively) are of special interest. All these (deﬁnitely
different) concepts of covering dimension in some sense illustrate various points of
view on noncommutative topology, which are very closely related in the
commutative case. For example, the notion of the completely positive rank is
modelled after Deﬁnition 1.1, whereas the stable and the real rank are inspired by the
characterization of covering dimension in [16, Theorem 3.3.2].
It is natural to ask how the completely positive rank is related to these other
concepts. Although we do not have a general statement, in all our examples the real
rank and Murphy’s analytic rank are less than or equal to the completely positive
rank (and there are examples on which all these ranks take different values). We
should also note that stable and real rank both break down under taking matrix
algebras. The completely positive rank behaves very different in this respect, since,
as we shall see in [20], cprðMr#CðXÞÞ ¼ cprðCðXÞÞ (¼ dim X ) for any rAN:
Furthermore, our examples show that neither Lin’s tracial rank nor the completely
positive rank dominates the other.
4.2. For locally compact spaces X and Y ; we have
cprðC0ðX  YÞÞpcprðC0ðXÞÞ þ cprðC0ðYÞÞ:
One might expect a similar behavior for more general Cn-algebras. However, it
seems a little daring to write down a formula like
cprðA#BÞpcpr A þ cpr B;
for at the present stage the almost only body of evidence is the lack of
counterexamples. We do not even have a satisfactory answer in the cases where
one of the factors is commutative or just a matrix algebra, although it seems likely to
be true that cprðMrðAÞÞpcpr A; this indeed is the case if cpr Ap1 or if A is simple, as
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we will show in [20]. But then still the question remains in which cases we even have
equality.
4.3. Using the countable sum theorem for covering dimension it is not hard to see
that, for an open subset U of a second countable locally compact space X ; we have
dim Updim X : This provokes the following question: If A is a Cn-algebra and
BCherA; do we have cpr Bpcpr A? In [20] we show that this is true at least if B is an
ideal of A:
4.4. So far all examples for which we were able to determine the completely positive
rank, were (stably) ﬁnite. It is natural to ask wether inﬁnite Cn-algebras can have
ﬁnite completely positive rank. In particular, what values do we obtain for the
Toeplitz algebra and for the Cuntz algebras?
It will be a byproduct of the results in [10] that cpr OnX2; this is remarkable, since
in general it is hard to obtain lower bounds for dimensions. One can describe
concrete systems of c.p. approximations for the On and for T; however, we did not
succeed in ﬁnding one where the order of the j’s is bounded. In view of the results on
quasidiagonality in [10] it would not be too surprising if inﬁnite Cn-algebras turned
out to have inﬁnite completely positive rank.
4.5. If ðA; G; aÞ is a Cn-dynamical system with A nuclear and G amenable, then the
crossed product AsaG is nuclear, but we do not know how to obtain
c.p. approximations in a systematic way.
If G is abelian, then AsaG is often regarded as a generalized ‘‘skew’’ tensor
product of A and CnðGÞ ¼ C0ðGˆÞ: One might ask if there is a formula like
cprðAsaGÞpcpr A þ dim Gˆ:
This is not true, for Blackadar [1] has given an example of a crossed product of an
AF algebra with a Z2-action, which is not an AF algebra. Note that, because of a
different counterexample, the above estimate also fails for the real rank (cf. [4]).
In the case of the irrational rotation algebras we know the completely positive
rank because Ay can be written as a limit of circle algebras. More generally, consider
CðMÞsaZ for some smooth manifold M and a minimal diffeomorphism a of M:
Using a characterization of crossed products of this form recently given by Lin and
Phillips, in [21] we will show that
cprðCðMÞsaZÞpdim M :
4.6. Cˇech (co)homology is a topological invariant which is, just as covering
dimension, deﬁned via intersections of members of open coverings (cf. [8]). One
might therefore try to carry over Cˇech cohomology to nuclear Cn-algebras using
combinatorial data of c.p. approximations. For abstract reasons (cf. [6,12]) one
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should not expect such a theory to be too well-behaved, but even a description of
K-theory along these lines would be interesting.
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