We consider the linear stability to axisymmetric perturbations of the family of inviscid vortex rings discovered by Norbury (1973) . Since these vortex rings are obtained as solutions to a free-boundary problem, their stability analysis is performed using recently-developed methods of shape differentiation applied to the contour-dynamics formulation of the problem in the 3D axisymmetric geometry. This approach allows us to systematically account for the effects of boundary deformations on the linearized evolution of the vortex ring. Perturbations are assumed to preserve the circulation of the vortex ring. Stability properties are then determined by the spectrum of a singular integro-differential operator defined on the vortex boundary in the meridional plane. The resulting generalized eigenvalue problem is solved numerically with a spectrally-accurate discretization. Our results reveal that while thin vortex rings remain neutrally stable, they become linearly unstable when they are sufficiently "fat". Analysis of the structure of the eigenmodes demonstrates that they approach the corresponding eigenmodes of Rankine's vortex and Hill's vortex in the thin-vortex and fat-vortex limit, respectively. This study is a stepping stone on the way towards a complete stability analysis of inviscid vortex rings with respect to general perturbations.
Introduction
Vortex rings are among the most ubiquitous vortex structures encountered in fluid mechanics, both in laminar and turbulent flows. They occur in flow phenomena arising in diverse situations such as aquatic propulsion (Dabiri, 2009) , blood flow in the human heart (Kheradvar & Pedrizzetti, 2012; Arvidsson et al., 2016) and in detonations (Giannuzzi et al., 2016) , to mention just a few. A typical situation leading to the formation of vortex rings is when a jet issues from an orifice (Maxworthy, 1977) , which is also the design principle of the "vortex gun" (Graber, 2015) . Under certain simplifying assumptions vortex rings are known to represent relative equilibria of the equations governing the fluid motion and the persistence of these states is determined by their stability properties. The goal of this investigation is to address this question in the context of an idealized inviscid model of a vortex ring.
Given their significance in nature and technology, vortex rings have received a lot of attention in the fluids-mechanics literature, both from the experimental and theoretical point of view (Akhmetov, 2009 ). However, since in the general setting of threedimensional (3D) unsteady flows the Navier-Stokes system is analytically intractable, most investigations in such settings have been based on numerical studies. Analytical approaches are applicable subject to some simplifying assumptions, usually involving axisymmetry and steady state. Starting from the original work of Tung & Ting (1967) , the effects of viscosity were considered by Saffman (1970) ; Berezovskii & Kaplanskii (1992) ; Fukumoto & Moffatt (2000) ; Kaplanski & Rudi (2005) ; Fukumoto & Kaplanski (2008) among others, in most cases based on techniques of asymptotic analysis.
Significant advances have been made in the study of vortex rings in the inviscid limit, where some of the key results go back to the seminal works of by Kelvin (1867) and Hicks (1899) . Existence of inviscid vortex rings of finite thickness and with nontrivial core structure was predicted theoretically by Fraenkel (1970) and Norbury (1972) . Then, Norbury (1973) computed a one-parameter family of vortex rings which contains the infinitely thin vortex ring and Hill's spherical vortex (Hill, 1894) as the limiting members. Rigorous interpretation of such solutions in terms of variational principles was later developed by Brooke Benjamin (1975) ; Wan (1988) and Fukumoto & Moffatt (2008) . For an additional discussion of vortex rings the reader is referred to the monographs by Saffman (1992) ; Lamb (1932) ; Wu et al. (2006) ; Alekseenko et al. (2007) . The principal objective of the present investigation is to shed light on the stability of Norbury's family of inviscid vortex rings to axisymmetric perturbations.
As regards the stability analysis of vortex rings, to date research has been primarily focused on two cases representing the limiting members of Norbury's family, namely, thin vortex rings and Hill's spherical vortex, the latter of which can be regarded as a limiting "fat" vortex ring. Concerning the former case, thin vortex rings were treated as a vortex filament embedded in the ring's own straining field, a configuration susceptible to the so-called Moore-Saffman-Tsai-Widnall instability (Moore & Saffman, 1975; Tsai & Widnall, 1976) . These results were later extended by Hattori & Fukumoto (2003) and Fukumoto & Hattori (2005) who identified a different instability mechanism in which the perturbed vorticity is stretched in the toroidal direction. Since the vortex rings are assumed thin, and hence are locally approximated as Rankine's columnar vortex, in this analysis the deformation of the interface between the vortex core and the irrotational flow has the form of Kelvin waves. On the other hand, in the case of Hill's spherical vortex the instability has the form of a sharp deformation of the vortex boundary localized at the rear stagnation point (Moffatt & Moore, 1978) .
The study of the stability of axisymmetric vortex rings has several analogies to the study of the stability of equilibrium configurations of two-dimensional (2D) vortex patches which has been investigated extensively using both analytical techniques (Kelvin, 1880; Love, 1893; Baker, 1990; Guo et al., 2004) and computational approaches (Dritschel, 1985; Kamm, 1987; Dritschel, 1990; Dritschel & Legras, 1991; Dritschel, 1995; Elcrat et al., 2005) . In the former context we also mention the recent study by Gallay & Smets (2018) who investigated the spectral stability of inviscid columnar vortices with respect to general 3D perturbations. Most importantly, the task of finding equilibrium configurations (of axisymmetric vortex rings in 3D or vortex patches in 2D) is a free-boundary problem, because the shape of the boundary separating the vortical and irrotational flows is a priori unknown and must be found as a part of the solution to the problem. Studying the stability of such configurations is in general situations a nontrivial task, because instabilities involve deformations of the boundaries which must be suitably parameterized in order to perform linearization. A general approach to handle such problems in the continuous setting was recently developed based on methods of differential geometry, known as the shape calculus (Delfour & Zolésio, 2001) , by Elcrat & Protas (2013) . This approach provides a versatile framework to study the stability of general vortex equilibria and the classical results concerning the stability of Rankine's and Kirchhoff's vortices due to Kelvin (1880) and Love (1893) can be derived from it as special cases through analytical computations (Elcrat & Protas, 2013) . Using this method the authors performed a complete linear stability analysis of Hill's vortex with respect to axisymmetric perturbations (Protas & Elcrat, 2016) , which complemented and refined the original findings of Moffatt & Moore (1978) . This analysis revealed the presence of two linearly unstable eigenmodes in the form of singular distributions localized at the rear stagnation point and a continuous spectrum of highly oscillatory neutrally-stable modes.
As the main contribution of the present study, we use the approach of Elcrat & Protas (2013) and Protas & Elcrat (2016) to carry out a linear stability analysis of Norbury's family of vortex rings with respect to axisymmetric perturbations. This analysis, performed for vortex rings with varying "fatness", is a stepping stone towards obtaining a complete picture of the stability of inviscid vortex rings with respect to arbitrary perturbations. Our analysis demonstrates that while thin vortex rings are neutrally stable, they become linearly unstable once they are sufficiently "fat". Careful analysis of the spectra and of the structure of the eigenmodes reveals that, as expected, they approach the spectra and the corresponding eigenvectors of Rankine's vortex and Hill's vortex as the vortex ring becomes, respectively, thin or fat.
The structure of the paper is as follows: in the next section we introduce Norbury's family of inviscid vortex rings as solutions to steady Euler's equations in the 3D axisymmetric geometry and recompute the solutions originally found by Norbury (1973) with much higher accuracy; next, in §3, we present a linear stability analysis based on shape differentiation and obtain a generalized eigenvalue problem for a singular integro-differential operator whose solutions encode information about the stability of the vortex rings; a spectrally-accurate approach to numerical solution of this generalized eigenvalue problem is described in §4, whereas our computational results are presented in §5; discussion and conclusions are deferred to §6; some technical details are collected in an appendix.
The Family of Norbury's Vortex Rings
In this section we recall the family of inviscid vortex rings discovered by Norbury (1973) . Since these flows are axisymmetric, we will adopt the cylindrical-polar coordinate system (x, φ, σ) and define the operator L :
T (":=" means "equal to by definition"). Given the Stokes streamfunction ψ = ψ(x, σ), these flows satisfy the following system in the frame of reference moving in the direction of the x axis with the translation velocity W of the vortex
where
T and the vorticity function f (ψ) has the form
in which C = 0 and k ≥ 0 are constants. System (1)-(2) therefore describes a compact region D with azimuthal vorticity ω := ω φ varying proportionally to the distance σ from the flow axis embedded in a potential flow. The boundary of this region ∂D := {(x, σ, φ) : ψ(x, σ) = k} is a priori unknown and must be found as a part of the problem solution. System (1)-(2) thus represents a free-boundary problem and, as will become evident below, this property makes the study of the stability of its solutions more complicated. Solution of the stability problem requires a convenient representation of the boundary ∂D of the vortex ring. The intersection of the vortex region D with the meridional plane (x, σ), which we will denote A, is shown schematically in figure 1. We consider the following general parametrization of the vortex boundary
, where θ ∈ [0, 2π] and x, σ : [0, 2π] → R are smooth periodic functions, which can be viewed as a mapping from a unit circle to ∂A. In his original work, Norbury (1973) employed the following particular form of this parametrization given in terms of some periodic function g : Figure 1 : Schematic representation of the problem geometry in the meridional plane (x, σ).
However, in our study we retain the more general form of the parametrization expressed in terms of two functions x = x(θ) and σ = σ(θ), where x(θ) is odd and σ(θ) even reflecting the fore-and-aft symmetry of the vortex ring. The point P is defined as lying halfway between the two radial extremities of the vortex region A, i.e., we have |OP | =: L = (1/2)[x(0) + x(π)], and, following Norbury (1973) , we will normalize the problem such that L = 1. Expressing the area of the vortex region as |A| = πL 2 α 2 = πα 2 allows us to define the mean core radius α. Assuming the reference velocity U = 1, the constant in (2) can be expressed as C = U/(L 2 α 2 ) = 1/α 2 , leaving α as the sole quantity parameterizing the solutions of system (1)-(2), and thus also implicitly determining W and k. We note that as α → 0 the solutions of (1)-(2) approach an infinitesimally thin vortex ring, whereas for α → √ 2 they approach Hill's vortex in which the region A becomes a half-disk of radius 2.
A consistent way to study the evolution and equilibria of inviscid flows with discontinuous vorticity distributions is based on the formalism of contour dynamics (Pullin, 1992) . Given a time-dependent region A(t), where t is time, its evolution can be studied by tracking the points y(t) on its boundary ∂A(t) via the equation
where v denotes the velocity, K(y(t), y ′ ) is a suitable Biot-Savart kernel, y and y ′ are defined in the absolute frame of reference and ds y ′ is an arclength element of the vortex boundary in the meridional plane. An equilibrium shape of the vortex boundary ∂A when the right-hand side (RHS) in (1) has a step discontinuity, cf. (2), can be characterized by transforming the coordinates to the translating frame of reference x(t) = y(t) − W t e x and considering the normal component of equation (4) 
T denotes the unit vector normal to the contour ∂A at the point x and directed outward. Further below we will also use the unit tangent vector t x := [t x , t σ ] T at the point x (we will adhere to the convention that a subscript on a geometric quantity, such as the tangent or normal vector and the curvature, will indicate where this quantity is evaluated). Since we have x(0) = y(0), the arguments of the kernel K in (5) could be changed to x and x ′ . Equation (5) expresses the vanishing of the normal velocity component on the vortex boundary in relative equilibrium. Since the equilibrium shape of the boundary ∂A is in general a priori unknown, relation (5) reveals the free-boundary aspect of the problem. The Biot-Savart kernel was derived by Wakelin & Riley (1996) with an alternative, but equivalent, formulation also given by Pozrikidis (1986) . Here we will use this kernel in the form rederived and tested by Shariff et al. (2008) 
whereas K(r) and E(r) are the complete elliptic integrals of the first and second kind, respectively (Olver et al., 2010) . We note thatr → 1 as x ′ → x and σ ′ → σ, and at r = 1 the function K(r) has a logarithmic singularity (more details about the singularity structure of kernel (6) will be provided in §3).
Combining the kinematic condition (5) with the normalization condition and fixing the area |A| of the vortex region, we obtain the following system of equations defining solutions of problem (1)-(2), i.e., the vortex region A and the translation velocity W , in function of the parameter α ∈ (0,
In order to obtain his family of vortex rings, Norbury (1973) solved a system equivalent to (7) in which equation (7a) was replaced with the condition ψ = k on ∂A, where the streamfunction ψ was evaluated using an integral expression involving Green's function of the operator L. He did this by representing the function g in (3) in terms of a truncated cosine series and then solving the resulting discrete system using Newton's method in which the entries of the Jacobian matrix were approximated using finite differences. The results are reported in Norbury (1973) in the form of cosine-series coefficients of the function g, cf. (3), obtained for different values of α ∈ (0, √ 2). While in principle one could use these solutions to define the base states in our stability analysis, we will recompute the family of vortex rings to much higher precision using a method which is more accurate than Norbury's original approach. In addition, this will also allow us to find members of this family for values of the parameter α not considered by Norbury (1973) , which will be important for understanding exactly how the stability properties of the vortex rings vary with α, i.e., in function of the "fatness" of the vortex rings. It is preferable to solve the problem based on formulation (7), rather than the one used originally by Norbury (1973) , because in the former case the Jacobian computed with respect to the shape of the contour ∂A can be reused in a straightforward manner for the stability calculations. Below we present a brief outline of this approach.
Taking x to represent a reference shape, its small but otherwise arbitrary deformations x ǫ can be described as
where ǫ > 0 and r : [0, 2π] → R is a periodic function describing the shape of the perturbation. We will adopt the convention that the superscript ǫ, where 0 < ǫ ≪ 1, will denote quantities corresponding to the perturbed boundary, so that x = x ǫ | ǫ=0 and n x = n x ǫ | ǫ=0 are the quantities corresponding to the reference shape. Since an arbitrary contour ∂A does not represent an equilibrium, conditions (7) can be equivalently expressed as the following conditions on the deformation r and the translation velocity W
where the first component of F is to be interpreted as a relation holding for all θ ∈ [0, 2π]. Infinite-dimensional (continuous) system (9) can be converted to an algebraic form amenable to numerical solution with Newton's method by discretizing the parameter θ uniformly as θ j = (j − 1)∆θ, j = 1, . . . , M, where ∆θ = 2π/M and M is an even integer. The perturbation r(θ) is approximated in terms of a truncated Fourier series
where N := M/2. The cosine-and sine-series coefficients of the shape perturbation r N can then be combined into a vector
After collocating the first component of (9), cf. (7a), at the discrete parameter values θ j , j = 1, . . . , M, and using suitable discretizations (to be described below), the resulting algebraic system takes the form
and 0 ∈ R M is a column vector of zeros. Relation (12) represents a system of nonlinear algebraic equations which can be solved using Newton's method. Denoting ∆z and ∆W the components of Newton's step corresponding to the updates, respectively, of the series coefficients (11) of the shape perturbation and of the translation velocity W , a single iteration of Newton's method requires solution of the system
is the Jacobian of the function F, cf. (12), in which the expressions in the first column represent the partial derivatives of the discretized kinematic condition (7a), the normalization condition (7b) and the fixed-area condition (7c) with respect to the expansion coefficients (11) obtained using methods of the shape calculus (Delfour & Zolésio, 2001 ), cf. §3, whereas the expressions in the second column are the derivatives of these conditions with respect to the translation velocity W . The vectors in the first row are to be understood as
T . Since the matrix M also arises in the discretization of the stability problem, evaluation of its entries is discussed in detail in §4, cf. (51). The term W diag e x · t x(θ 1 ,...,θ M ) Φ, where the matrix Φ is defined in (35), results from shape differentiation of the second term on the left-hand side (LHS) in condition (7a). Noting that the shape differential of the vortex area |A| is |A(r)| ′ = A dA ′ = ∂A r ds (Delfour & Zolésio, 2001) , the partial derivatives of the fixed-area condition (7c) with respect to expansion coefficients (11) are obtained as
is the arclength of the contour. Details concerning a spectrally-accurate approach to evaluate such expressions are provided in §4.
The Jacobian ∇F in (13b) is singular with a one-dimensional kernel space corresponding to arbitrary shifts of the contour ∂A in the x direction. In the process of solving (13a) to compute Newton's step this subspace is projected out using the singular-value decomposition (SVD).
We emphasize that, as will be evident in §3, the Jacobian ∇F also contains key information necessary to set up the generalized eigenvalue problem for the study of the stability of vortex rings with respect to axisymmetric perturbations. This fact constitutes the main practical advantage of the approach developed here with respect to the method originally devised by Norbury (1973) . Since the vortex rings are known to possess a fore-and-aft symmetry, in ansatz (10) only the cosine-series coefficients will be nonzero, i.e., b 1 = · · · = b N = 0. However, we retain the sine series in subsequent derivations, because their outcomes will be also used in the stability analysis in §3 where general perturbations without the fore-and-aft symmetry will be considered.
Since for all α ∈ (0, √ 2) the contours ∂A are smooth (Norbury, 1973) , we can expect spectral convergence of the expansion (10), i.e., |a k | ∼ e −βk for k → ∞ and some β > 0 (Trefethen, 2013) . However, since the kinematic condition (7a) involves a convolution integral which is discretized using a collocation approach, one may expect that aliasing errors will arise (Boyd, 2001 ). They will manifest themselves through an increase of |a k | with k for k > k a for a certain k a > 0. This issue is efficiently remedied by using an implicit filtering approach in which Newton's step (13a) is redefined as
is a smoothing operator given by a low-pass filter, here represented by the following diagonal matrix
In computations we will take p = 4 as the order of the filter, whereas the cutoff lengthscale δ will be refined with the resolution M as δ = 2πγ/M for some γ > 1. As the vortex rings become "fatter" in the limit α → √ 2, the shape of their boundary ∂A deviates from the circle and develops "corners" characterized by an increasing curvature. In order to resolve these features, increased resolutions must be used varying from M = 32 when α = 0.1 to M = 4096 when α = 1.4. The iterations of Newton's method are initiated with Norbury's original solutions documented in Norbury (1973) , or with neighboring solutions for values of α not considered by Norbury (1973) . The iterations are declared converged when the following stringent termination conditions are simultaneously satisfied
where the tolerance was set as ε = 10 −10
for α ∈ (0, 1.2] and was gradually relaxed to ε = 10 −5 as α increased to 1.4. The reason for relaxing tolerance is that at higher resolutions required to represent the shapes of the vortex boundary when α > 1.2, the accuracy of the solution is ultimately limited by the poor algebraic conditioning of the (desingularized) Jacobian matrix (13b). More specifically, the value of ε roughly reflects the accuracy with which Newton's step z T , W T can be evaluated at a given resolution. In all cases convergence was typically achieved in O(10) iterations, although due to the singularity of the Jacobian (13b) convergence was only linear. In the cases when Norbury's original solutions were used as the initial guesses, the residuals (16) would typically decease by 8-10 orders of magnitude.
The shapes of the vortex boundary ∂A obtained as solutions to (12) for representative values of α are presented in figure 2(a) where a graduate evolution of the shape from a thin vortex filament to Hill's "fat" vortex is evident as α increases from 0.01 to nearly √ 2. The amplitudes of the Fourier coefficients x k , k = 1, . . . , N, of the corresponding parametrizations x(θ) are shown in figure 2(b) (the spectra of σ(θ) are essentially indistinguishable and are not shown). We see that for all values of α the amplitudes | x k | of the Fourier coefficients decay exponentially with the wavenumber k, although this property is gradually lost as α → √ 2 where the vortex boundary ∂A develops of sharp corner (such that x(θ) and σ(θ) are no longer smooth functions of θ). The translation velocity W is positive for all values of α, meaning that the vortices shown in figure 2(a) move to the right. When α → 0, this translation velocity becomes unbounded as (1/4)(ln(8/α) − 1/4), whereas when α → √ 2, W approaches 4/15, both of which are well-known results for the propagation velocity of an infinitely thin vortex ring and Hill's vortex, respectively (Wu et al., 2006) . As regards the integral diagnostics, the variation of the vortex area |A|, its circulation Γ and its linear impulse I with α is consistent with the behavior of these quantities discussed in Norbury (1973) , both as α → 0 and α → √ 2. The data {x j , σ j }, where x j = x(θ j ) and σ j = σ(θ j ), j = 1, . . . , M, describing the vortex boundaries ∂A for a range of different α ∈ (0, √ 2) is provided in Supplemen-tary Information together with the corresponding values of the propagation velocity W . The linear stability of these equilibrium configurations is discussed in the next section.
Linear Stability Analysis
In this section we derive a singular integro-differential equation characterizing the linear response of the boundary ∂A(t) of Norbury's vortices, cf. figure 2(a), to axisymmetric perturbations. This will be done by applying the tools of the shape-differential calculus (Delfour & Zolésio, 2001 ) to the contour-dynamics formulation (4) of the problem. Finally, we obtain a constrained eigenvalue problem from which the stability properties of Norbury's vortices can be deduced. In addition to the circulation, impulse and energy conserved by all classical solutions of Euler's equations, axisymmetric inviscid flows also conserve Casimirs A(t) Ψ(ω/σ) σ dA, where Ψ : R → R is an arbitrary function with sufficient regularity (Mohseni, 2001 ). Since circulation is particularly important from the physical point of view, we will focus on stability analysis with respect to perturbations preserving this quantity, which is the same approach as was also taken by Moffatt & Moore (1978) ; Protas & Elcrat (2016) in their studies of the stability of Hill's vortex. Circulation Γ of the flow in the meridional plane is defined as
and can be also viewed as the Casimir corresponding to Ψ(ξ) = ξ. We add that, since the flows considered here have the property ω = Cσ, cf.
(1)-(2), conservation of circulation (17) implies the conservation of the volume of the vortical region. Following the ideas laid out by Elcrat & Protas (2013) , we now assume that the position of the vortex boundary ∂A(t) depends on time t and, to simplify calculations, introduce another parametrization x = x(t, s) ∈ ∂A(t) for it, now in terms of the arclength s of the contour. Since the maps x = x(θ) and σ = σ(θ) are assumed invertible and ds = (dx) 2 + (dσ) 2 , we can rewrite ansatz (8) as
where s = s(θ) and the point x belongs to the boundary ∂A of the equilibrium configuration. Using equation (4) we then deduce
from which the equilibrium condition (5) is obtained by setting ǫ = 0. The equation describing the evolution of the perturbation r is obtained by linearizing relation (19) around the equilibrium configuration characterized by (5) which is equivalent to expanding (19) in powers of ǫ and retaining the first-order terms. Since equation (19) involves perturbed quantities defined on the perturbed vortex boundary ∂A ǫ (t), the proper way to obtain this linearization is using methods of the shape-differential calculus (Delfour & Zolésio, 2001 ). Below we state the main results only and refer the reader to our earlier study (Elcrat & Protas, 2013) for details of all intermediate transformations.
Shape-differentiating the left-hand side of relation (19) and setting ǫ = 0 we obtain
As regards the right-hand side (RHS) in (19), we obtain
where κ x is the curvature of the contour ∂A and K ′ is the shape differential of the kernel K, cf. (6). The orientation of the unit vectors t x and n x , and the sign of the curvature κ x satisfy Frenet's convention. The terms in the integrand expressions in (21) involving the derivatives of the kernel in the directions of the normal vectors are expressed as
, where the subscript on the operator ∇ indicates which variable differentiation is performed with respect to, whereas the shape differential of the kernel is evaluated as follows
where the second equality follows from the expression for the shape derivative of the unit normal vector, i.e., dn ǫ /dǫ | ǫ=0 = −(∂r/∂s) t, and Frenet's identities (Elcrat & Protas, 2013) .
As explained by Elcrat & Protas (2013) , the three terms on the RHS of (21) represent the shape-sensitivity of the RHS of (19) to perturbations (18) applied separately to the normal vector n x , the evaluation point x and the contour ∂A over which the integral is defined. Since the flow evolution is subject to constraint (17), this will restrict the admissible perturbations r. Indeed, noting that ω = Cσ, cf. (1)- (2), and shape-differentiating relation (17) we obtain the following condition (Elcrat & Protas, 2013 )
restricting the class of admissible perturbations to those which do not modify the circulation (17) (analogous conditions can be obtained when the perturbations are constructed to preserve other integral invariants mentioned above). We note that the constraint imposed in the formulation of the stability problem, cf. (17), is different from the constraints which were imposed during the computation of the equilibrium configurations, cf. (7b)-(7c), which result from the assumed normalization.
It is now convenient to return to the original parametrization in terms of θ, i.e., assume again that
, such that combining relations (20)- (23) and replacing the line integrals with the corresponding definite ones we finally obtain the equation describing the deformation r(t, θ) of the vortex boundary ∂A(t), cf. (18), in response to axisymmetric perturbations in the linear regime
ds dθ
where L denotes the associated linear operator and
Given the form of the kernel K, cf. (6), expressions (25a)-(25d) take rather complicated forms as functions of x(θ), σ(θ), x ′ (θ ′ ), and σ ′ (θ ′ ). They can be however readily obtained using symbolic algebra tools such as Maple.
As regards the singularities of the kernels, one can verify by inspection that
where the expression in the denominators on the LHS is chosen to combine the correct singular behavior for θ ′ → θ with 2π-periodic dependence on θ and θ
′
. From (26a) we conclude that the singularity of the normal component of the kernel K is removable, whereas all the integrals in (24a) are to be understood in the improper sense. Properties (26b)-(26e) will be instrumental in achieving spectral accuracy in the discretization of system (24).
After introducing the ansatz
where i := √ −1 and λ ∈ C, system (24) takes the form of a constrained eigenvalue problem
where the operator L is defined in (24a). The eigenvalues λ and the corresponding eigenvectors u characterize the stability of Norbury's vortex rings, cf. figure 2(a), to axisymmetric perturbations. Our approach to the numerical solution of the constrained eigenvalue problem (28) is presented in the next section.
Numerical Approach
In this section we describe our numerical approach focusing on the discretization of system (28) and the solution of the resulting algebraic eigenvalue problem. We will also provide some details about how these techniques have been validated. Our approach is an adaptation to the present problem of the methodology validated and thoroughly tested in our earlier studies (Elcrat & Protas, 2013; Protas & Elcrat, 2016) . It also shares a number of key ingredients with the methodology employed to approximate Newton's step (13a) in the solution of problem (9) when computing equilibrium configurations in §2.
As a starting point, we recall that the equilibrium configurations of the vortex boundary ∂A are represented in terms of the parametrization [x(θ), σ(θ)], θ ∈ [0, 2π], discretized (with spectral accuracy) as {x j , σ j }, j = 1, . . . , M. The eigenvectors u are then approximated with a truncated series similar to the one already used in (10), i.e.,
(without the risk of confusion, the expansion coefficients in (10) and (29) are denoted with the same symbols). After substitution of ansatz (29), equation (28a) is collocated on the uniform grid θ 1 , . . . θ M , whereas constraint (28c) takes the form
The factor ds/dθ = (dx(θ)/dθ) 2 + (dσ(θ)/dθ) 2 can be approximated at the collocation points θ j , j = 1, . . . , M, as ds/dθ| j with spectral accuracy applying a suitable differentiation matrix for periodic functions (Trefethen, 2000) to the discrete representations of the parametrizations x(θ) and σ(θ). Approximating the integrals in (30) using the trapezoidal quadrature, which for smooth integrand expressions defined on periodic domains achieves spectral accuracy, we obtain the constraint vector c = [c 1 , . . . , c M ], where
We also introduce the notation
, where u 1 := a 0 , u 1+k := a k , k = 1, . . . , N, and u N +1+k := b k , k = 1, . . . , N − 1. As a result, we obtain the following discretization of the generalized eigenvalue problem (28)
in which
is an (invertible) collocation matrix related to ansatz (29) and the uniform discretization of θ, whereas the matrices B, C, D and E correspond to the four terms in operator L, cf. (24a). We note that, as stated above, problem (32) appears overdetermined because there are M + 1 conditions and only M degrees of freedom u 1 , . . . , u M . However, this apparent inconsistency will be remedied further below in this section. The entries of matrix B, corresponding to the first term in operator L, are defined as follows (there is no summation when indices are repeated)
The improper integral in (34), representing the tangential velocity component, cf. (25a), can be evaluated using property (26b) to separate the singular part of the kernel as (Hackbusch, 1995) 
Here T 0 (θ) has a bounded and continuous integrand and can be therefore approximated with spectral accuracy using the trapezoidal quadrature noting also that for all θ ∈ [0, 2π]
In order to evaluate the factor φ 0 (θ) in the singular part of (36), we expand ds/dθ in a truncated trigonometric series
where the coefficients {η k , ζ k } N k=0 can be evaluated based on the discrete values ds/dθ| j , j = 1, . . . , M, using FFT (while ζ 0 = ζ N ≡ 0, for compactness of notation, we will include these terms in different expressions below). Then,
The improper integrals defining C k (θ) and S k (θ) can be evaluated using methods of complex analysis and the proofs of identities (40a)- (40b) are provided in Appendix A. Relations (36)- (40) thus define a spectrally-accurate approach to approximate the integral in (34). The entries of matrix C, corresponding to the second term in operator L, are defined as follows
where the coefficient is given by an improper integral evaluated as above, i.e., using property (26c) to split the integral into a regular and a singular part
The regular part T 1 (θ) can be approximated with the trapezoidal quadrature noting that
whereas approximation of the singular part is already given by relations (39)- (40). The entries of matrix D, corresponding to the third term in operator L, are defined as follows
which represents the action of a weakly-singular integral operator on trigonometric functions and can be evaluated as above using property (26d) to split the integrals in (44) into regular and singular parts. For the integrals involving the cosine functions we thus obtain when k ≥ 0
where the regular part T 2,k (θ) can be approximated with the trapezoidal quadrature noting that
where Q(θ) was defined in (43). The singular part ψ k (θ) can be evaluated using the trigonometric series expansion (38) for ds/dθ which leads to
where the last equality follows from the trigonometric identities
The integrals in (44) involving the sine functions are approximated analogously. Finally, the entries of matrix E corresponding to the last term in operator L, are defined as follows
where as before the integrals can be evaluated using property (26e) to split them into regular and singular parts. For the integrals involving the sine functions in (48), we thus obtain when k ≥ 1
where the regular part T 3,k (θ) can be approximated using the trapezoidal quadrature noting that for θ ∈ [0, 2π]
whereas the singular part is given in (40b). The integrals in (48) involving the cosine functions are evaluated analogously. We now offer some comments about the validation of the approach described above. The technique in which an improper integral is approximated by splitting it into the regular and singular part, cf. (36), (42), (45) and (49), is standard (Hackbusch, 1995) and was thoroughly tested on similar problems by Elcrat & Protas (2013) ; Protas & Elcrat (2016) . Here the consistency of this approach was additionally validated by comparing the results with the results obtained by approximating the integrals on the LHS in (36), (42), (45) and (49) with the trapezoidal quadrature based on a staggered grid, such that the kernels were not evaluated at their singular points, i.e., for θ ′ = θ. Finally, the ultimate validation of the described numerical approach is provided by the rapid convergence of Newton's method used to compute the equilibrium vortex configurations, cf. §2, where the Jacobian (13b) is constructed with the help of the matrices B, C, D and E, cf. (51), used here to set up the eigenvalue problem (32a) for the stability analysis. With the high precision of the numerical quadratures thus established, the shape differentiation results in (21) were validated by comparing them against simple forward finite-difference approximations of the shape derivatives. For example, the consistency of the first term on the RHS in (21) was checked by comparing it (as a function of θ) to
in the limit of vanishing ǫ. In the same spirit, the consistency of the second and third term on the RHS of (21) was verified by perturbing the evaluation point x and the contour ∂A, respectively. Finally, we discuss solution of the constrained eigenvalue problem (32). We note that the problem needs to be restricted to eigenvectors satisfying condition (32b) and this is done with a projection approach (Golub, 1973) which will also resolve the issue with system (32) being overdetermined. Defining
system (32a) can be written as λ u = (−iA −1 M) u. Condition (32b) restricts eigenvectors u to a subspace given by the kernel space N (c) of the constraint operator c with the corresponding projection operator given by P N (c) := I − c † c, where I is the M × M identity matrix and c † := c T (cc T ) −1 = c T /||c|| 2 is the Moore-Penrose pseudo-inverse of the operator c (Laub, 2005) . Since for vectors satisfying the constraint cu = 0 we have u = P N (c) u, applying the projection operator to the eigenvalue problem we ob-
, where sp(·) denotes the spectrum of a matrix, which are a consequence of the properties of the projection operator, we finally obtain an M ×M algebraic problem equivalent to (32) (Golub, 1973) 
which can be efficiently solved in MATLAB using the function eig. Our numerical tests confirm the convergence of the eigenvalues obtained by solving problem (52) to welldefined limiting values as the resolution M is refined, with analogous behavior observed for the corresponding eigenvectors u.
Computational Results
In this section we present and analyze the results obtained by numerically solving eigenvalue problem (52). Our objective is to understand how the stability properties of the family of Norbury's vortices, cf. figure 2(a), depend on the parameter α. In general, two distinct regimes can be observed: when α ∈ (0, α 0 ], where α 0 ≈ 0.925 is determined approximately with the accuracy of ∆α = 0.0125, all eigenvalues are purely real, i.e.,
. . , N/2], indicating that the vortices are neutrally stable; on the other hand, when α ∈ (α 0 , √ 2), the spectra also include conjugate pairs of eigenvalues with nonvanishing imaginary parts which correspond to linearly stable and unstable eigenmodes.
As regards the first regime with purely real eigenvalues, the spectra obtained for α = 0.2, 0.4, 0.8 are presented in figure 3(a) . As can be observed in this figure, the difference ∆ℜ(λ) = λ k+1 − λ k between two consecutive eigenvalues λ k+1 and λ k (when they are ordered such that ℜ(λ k+1 ) > ℜ(λ k )) is approximately constant with respect to the index k, except for the eigenvalues closest to the zero eigenvalue λ 0 = 0. It is also evident from this figure that ∆ℜ(λ) increases as α is reduced. This effect is quantified in figure 4(a) , where we can see that ∆ℜ(λ) → ∞ in the thin-ring limit as α → 0. This demonstrates that the behavior of the eigenvalues in the thin-ring limit is in fact consistent with the stability properties of Rankine's vortex, for which Lamb, 1932) , where ω is the vorticity within the vortical region. Clearly, |ω| → ∞ when the circulation Γ of Rankine's vortex is fixed and its area πα 2 vanishes, in correspondence with the limit α → 0. On the other hand, when α → √ 2, the difference ∆ℜ(λ) vanishes, albeit rather slowly, cf. figure 4(b), demonstrating that the purely real eigenvalues become more densely packed in this limit and thus approach a continuous spectrum, which is consistent with the stability properties of Hill's vortex (Protas & Elcrat, 2016) .
Concerning the second regime in which linearly stable and unstable eigenmodes appear, representative spectra are shown in figure 3(b) . In all cases we note the presence of a conjugate pair of purely imaginary eigenvalues, which we will denote λ 1 and λ 1 , and two conjugate pairs of eigenvalues with nonzero real parts of equal magnitude, which we will denote λ 2 , λ 2 , −λ 2 , −λ 2 , in addition to a large number of uniformly spaced purely real eigenvalues. As discussed in §2, for α → √ 2 Norbury's vortices have to be determined with a relaxed accuracy which causes some spurious eigenvalues to appear in the solution of the eigenvalue problem (52) when α 1.35 and these eigenvalues are not shown in figure 3(b) (spurious eigenvalues are distinguished from the true ones by the fact that they do not exhibit the expected trends as the resolution M is refined and/or when the parameter α is varied (Boyd, 2001) ). As regards the dependence of the imaginary parts of the eigenvalues λ 1 and λ 2 on α, in figure 5(a) we observe that for all α ∈ (α 0 , √ 2) we have |ℑ(λ 1 )| > |ℑ(λ 2 )|, indicating that the purely imaginary eigenvalue λ 1 is associated with the most unstable eigenmode. In figure 5 (a) we also note that ℑ(λ 1 ) grows monotonously as α increases and lim α→ √ 2 λ 1 = i0.2, which is equal to the eigenvalue associated with the most unstable eigenmode of Hill's vortex (Protas & Elcrat, 2016) . Concerning the dependence of |ℑ(λ 2 )| on α, we note that, interestingly, it is not monotonous and in fact the unstable eigenvalues λ 2 are present only
, where α 1 ≈ 1.0, α 2 ≈ 1.125, α 3 ≈ 1.2375 and α 4 ≈ 1.3375 are determined approximately with the precision of ∆α = 0.0125. This demonstrates that the associated eigenmodes are unstable only for certain values of α. In figure 5 (b) we see that ℜ(λ 2 ) decreases with α whenever ℑ(λ 2 ) = 0. In particular, we note that lim α→ √ 2 λ 2 = i0.1, which is the eigenvalue associated with the second unstable eigenmode of Hill's vortex (Protas & Elcrat, 2016) . We thus conclude that the eigenvalue spectra of Norbury's vortex rings approach the spectra of Rankine's vortex and Hill's spherical vortex, respectively, in the limits α → 0 and α → √ 2 corresponding to the thin and fat vortex rings. Figure 5: Dependence of (a) the imaginary parts of the unstable eigenvalues λ 1 (black circles) and λ 2 (red squares) and (b) the real part of the unstable eigenvalue λ 2 on the parameter α. The blue diamonds in panel (a) represent the eigenvalues characterizing the stability of Hill's vortex (Protas & Elcrat, 2016) . Since due to the reasons discussed in §5 the eigenvalue λ 2 could not be reliably determined when α = 1.4, it is not shown in these figures. The dotted vertical lines represent the values of α for which the unstable eigenvectors are analyzed in figures 6 and 7.
We now move on to discuss the eigenvectors of problem (28) focusing on how their structure depends on the parameter α. We begin with the unstable eigenvectors corresponding to the eigenvalues λ 1 and λ 2 , denoted u 1 and u 2 , which we will consider for representative values of the parameter α chosen from each of the three subintervals of α where ℑ(λ 2 ) = 0, cf. figure 5(a). We remark that when ansatz (27) is used and the eigenvalue λ turns out to be purely imaginary, then the imaginary part of the corresponding eigenvector u is irrelevant for the stability analysis (in fact, in the present computations it vanishes identically in such cases). On the other hand, if the eigenvalue λ is complex, then both the real and imaginary part of the eigenvector u play a role in the stability analysis.
The unstable eigenvectors u 1 obtained for α = 0.975, 1.2, 1.39 are compared as functions of the normalized arclength coordinate s/L measured counterclockwise along the vortex boundary ∂A in figure 6(a) (the arclength coordinate is measured starting from the outer intersection of the vortex boundary ∂A with the σ-axis, cf. θ = 0 in figure 1, whereas L := ∂A ds is the length of the vortex boundary). Deformations of the vortex boundary ∂A induced by these eigenvectors are shown for the different values of α in figures 6(b-d). We note that for all considered values of α the deformation of the vortex boundary is concentrated near its rear (left) extremity and becomes more localized as α increases which is accompanied by the formation of a high-curvature region in the vortex boundary. We also observe that away from the rear extremity of the vortex the Here, for both the real and imaginary parts of the eigenvectors we observe properties qualitatively similar to what was already noted for the eigenvectors u 1 in figure 6 with the eigenvectors u 2 also becoming increasingly localized near the rear extremity of the vortex as α increases. We emphasize that this behavior is indeed consistent with the stability properties of Hill's vortex, corresponding to α = √ 2, where the unstable eigenvectors u 1 and u 2 were found to have the form of singular distributions localized at the rear stagnation point (Protas & Elcrat, 2016) . We add that since the eigenvalues with nonzero imaginary parts come in conjugate pairs, cf. figure 3(b), for each unstable mode there is a corresponding stable mode. These stable eigenvectors have the form u 1 (L − s) and u 2 (L − s) for s ∈ [0, L], i.e., they are obtained from the unstable modes by reflecting them with respect to the symmetry axis of the vortex region A, such that they become localized near its front (right) extremity as α → √ 2. Finally, we move on to discuss the dependence of the neutrally stable eigenvectors, denoted u k , k = 1, 2, associated with the purely real eigenvalues on the parameter α. As is evident from figure 3(a), for all α there is a countable infinity of such eigenvectors (although only a finite subset of these eigenvectors may be resolved with computations performed with a finite resolution M) and to fix attention we will focus here on a few representative eigenvectors associated with eigenvalues λ k close to ±0.05. The real and imaginary parts of these eigenvectors obtained for Norbury's vortices with α = 0.1 and α = 0.975, 1.2, 1.39 are shown as functions of the normalized arclength coordinate s/L along the vortex boundary ∂A in figures 8(a) and 8(b), respectively, whereas the deformations of the vortex boundaries induced by these eigenvectors are illustrated in figures 8(c-f). In figures 8(a) and 8(c) we see that for small values of α, when the vortex region A is nearly circular, cf. figure 2(a), the eigenvectors have the form of a nearly harmonic oscillation with a small modulation and with the real and imaginary parts differing only by a phase shift. In fact, in the thin-vortex limit α → 0 these eigenvectors approach Kelvin waves (i.e., purely harmonic oscillations) known to characterize the neutral stability of Rankine's vortex (Lamb, 1932) . On the other hand, for α → √ 2 the neutrally stable eigenvectors have the form of oscillations which are increasingly localized near the front (right) and real (left) extremity of the vortex region, a behavior which in the limit is also consistent with the stability properties of Hill's vortex (Protas & Elcrat, 2016) . In general, for a given α the number of oscillations exhibited by the neutrally stable eigenvectors increases with |ℜ(λ k )|.
Summary and Conclusions
In this final section we briefly summarize and discuss our results before pointing to some open questions. Recognizing that Norbury's vortex rings are solutions to the freeboundary problem (1)-(2), their stability to axisymmetric perturbations was studied here using an approach based on the shape-differential calculus which allows one to rigorously account for the effect of perturbations to the shape of the vortex boundary in the linearization of the governing equations, cf. §3. Information about the stability of the vortex rings is then encoded in the spectrum of a singular integro-differential operator (24a) defined on the vortex boundary ∂A in the meridional plane. After discretizing it with a spectrally-accurate numerical technique and imposing the constraint ensuring that perturbations preserve the circulation of the vortex ring, we obtain a constrained eigenvalue problem which is solved numerically. Developed and validated by Elcrat & Protas (2013) , this approach was used earlier to solve an analogous stability problem for Hill's vortex (Protas & Elcrat, 2016) . The base states (Norbury's vortex rings) were recomputed using Newton's method based on shape-differentiation to ensure that they are determined with a much higher accuracy and for a broader range of the parameter α than in Norbury's original work (Norbury, 1973) . The data for these base states is provided as Supplementary Information accompanying this paper.
The results presented in §5 demonstrate that in terms of stability properties the continuous family of Norbury's vortex rings represents a "bridge" connecting Rankine's columnar vortex with Hill's spherical vortex. Indeed, for small α ∈ (0, α 0 ], Norbury's vortex rings are neutrally stable with the eigenvectors approaching Kelvin waves in the thin-vortex limit α → 0. The fact that the stability properties of Rankine's vortex are recovered in this limit can be explained by the observation that in this case a thin vortex ring can be treated as an isolated columnar (Rankine) vortex and under the assumption of axisymmetry perturbations are allowed in the meridional plane only where they give rise to Kelvin waves. As α increases and the vortex rings grow fatter, they become unstable at α 0 ≈ 0.925 which is marked by the emergence of two unstable eigenmodes. The most unstable mode u 1 is associated with a purely imaginary eigenvalue λ 1 whose imaginary part increases in magnitude monotonously with α, cf. figure 5(a) . Interestingly, the second unstable eigenmode u 2 is present only for certain values of the parameter α ∈ [α 0 , √ 2). It is associated with the eigenvalue λ 2 with a nonvanishing real part whose magnitude deceases with α, cf. figure 5(b) . As a result, in the fat-vortex limit α → √ 2 the two unstable eigenvalues λ 1 and λ 2 converge to the eigenvalues associated with the two unstable eigenvectors of Hill's vortex, while the corresponding eigenvectors u 1 and u 2 become increasingly localized near the rear extremity of the vortex. In the limit α → √ 2 this high-curvature region becomes the rear stagnation point of Hill's vortex. The two unstable eigenmodes of Hill's vortex have the form of singular distributions localized at that point (Protas & Elcrat, 2016) and can be therefore regarded as the limits the unstable eigenvectors u 1 and u 2 of Norbury's vortices converge to as α → √ 2, cf. figures 6(a) and 7(a). At the same time, the set of purely real eigenvalues converges to the continuous spectrum which was also reported for Hill's vortex, although the convergence is rather slow, cf. figure 4(b) . Finally, we add that the properties of the stability spectra obtained here for Norbury's vortex rings with different values of α, cf. figures 3(a) and 3(b), are consistent with the Hamiltonian structure of the governing Euler equations.
As regards open questions, the physical significance of the results reported here is restricted by the assumption of axisymmetry introduced to simplify the problem which limits the class of admissible perturbations. Thus, the ultimate goal of this research program is to provide a complete understanding of the stability of inviscid vortex rings with respect to general perturbations and the present results are a stepping stone in this direction. This more general stability problem can be studied using methods analogous to the approach developed in §3, except that the perturbation r will now also depend on the azimuthal angle φ and the standard form of the Biot-Savart kernel will need to be used in lieu of K in (18)-(19). Consequently, the eigenvalue problem corresponding to (28) will have both θ and φ as independent variables. Solving this problem will be our next step and results will be reported in the near future.
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A Evaluation of Improper Integrals C k (θ) and S k (θ)
In this appendix we derive expressions (40a) and (40b) for the improper integrals C k (θ) and S k (θ). Since these integrals can be evaluated using standard techniques when k = 0, here we focus on the case when k ≥ 1 and consider C k (θ). The integral is first transformed using standard trigonometric identities as 
Since evidently χ k (θ) = ρ k (θ), where the overbar denotes complex conjugation, below we need to consider only ρ k (θ). This integral is mapped to the unit circle C := {w ∈ C, |w| = 1} in the complex plane using the substitutions w = e ßθ and −idw = e iθ dθ
where the second equality follows from the integration by parts (since w, w ′ ∈ C, the branch cut in the complex logarithm does not intersect the unit circle so that this operation is allowed), whereas the final result is obtained by applying Plemelj's identity to the Cauchy-type singular integral (Muskhelishvili, 2008) . Finally, using (53) and returning to the original variable θ, we arrive at
Identity (40b) for S k (θ) is determined following analogous steps.
