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Abstract
This thesis is comprised of research on the topic of particle dark matter phenomenology, with an emphasis
on models in which a scalar field plays an important role. The dark matter problem is reviewed in Chapter
1, including the evidence that it is comprised of. Also included in Chapter 1 is an overview of the standard
particle physics and quantum field theory that is used in the thesis. Chapter 2 is a discussion of the con-
straints on models of particle dark matter from observations of the abundance, assuming thermal production
mechanisms in the early universe. The thermal constraints on scalar Higgs-portal dark matter are discussed
as an example. The direct detection of dark matter through nuclear recoils is covered in Chapter 3, which
provides an overview of the basic theory and a discussion of the various experiments and their reported and
predicted results. Some discussion of the future of direct detection is included, as is the application of the
techniques to the example case of scalar Higgs-portal dark matter. Chapter 4 contains some details about the
indirect detection of dark matter through observation of the products of its annihilation in the galactic halo,
primarily through the gamma ray channel. Several possible gamma ray targets are considered, including the
galactic core, dwarf spheroidal galaxies, and searches for signals in the isotropic background. The Chapter
closes with the usual example of scalar Higgs-portal dark matter. In Chapter 5 collider signatures of dark
matter are discussed. After a lengthy review of collider physics, the basic techniques for placing bounds on
dark matter models using collider data are discussed, and finally the scalar Higgs-portal model is discussed in
the context of collider signals. Chapter 6 explores a theoretically motivated model of vector-portal fermionic
dark matter, including collider bound on the vector mediator, thermal constraints on the dark matter particle
based on abundance observations, and bound from direct and indirect detection. The theoretical background
renders the phenomenology of the model exceptionally predictive, and the viability of the model given current
observations is discussed. Chapter 7 contains some concluding remarks.
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Chapter 1
Background and Motivation
1.1 The dark matter problem
The nature of the dark matter that makes up much of the gravitating mass of the universe has been a mystery
for half a century, and was a curiosity for the half century preceding. That the dark matter problem is real is
beyond doubt, but two decades of concentrated search efforts for new physics that could resolve the problem
have only been able to infer certain facts indirectly. Dark matter itself has proven frustratingly elusive, with
no direct sign so far of any non-gravitational influence on the rest of the universe. The favored solution
among physicists is that dark matter is some kind of exotic particle that is not a part of the Standard Model
(SM) of particle physics. What properties this particle has, how it fits into the rest of particle theory, and
whether or not it is even a single species of particle are all issues of ongoing research and debate.
1.1.1 Basic statement
The dark matter problem is essentially the discrepancy between theoretical predictions of the motions of
certain astrophysical systems and the actual observations of said systems. The discrepancy can be resolved
by including in the system gravitating mass that does not interact measurably with electromagnetic radiation;
this mass is called dark matter.
Dark matter must have several properties, inferred from these observations. First, as mentioned above,
it must be optically dark, interacting very weakly or not at all with the electromagnetic force. From this it
follows that dark matter cannot cool by the radiation of photons as can other forms of matter. This means it is
very difficult for dark matter to change temperature. Dark matter is approximately collisionless, which means
that it interacts with itself (through non-gravitational means) only very weakly. As a consequence of the
above properties, it is also dissipationless, avoiding the collapse into higher density gravitational structures
to which baryonic matter inevitably succumbs. From the way it is bound in galactic halos, we can infer
that it must be nonrelativistic. This inference allows constraints to be placed on the density and velocity
distribution of particle dark matter. As no evidence of any discreteness has been observed on galactic scales,
dark matter must also be a fluid on those scales.
Additionally, dark matter must be compatible with all other astrophysical observations and bounds.
It must not significantly alter stellar evolution, and must be consistent with Big Bang nucleosynthesis as
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currently understood. Any model of physics that hopes to explain the dark matter problem must satisfy
these properties or provide compelling reasons why they do not apply. In this thesis, we study models of
particle dark matter that satisfy these properties.
1.1.2 Theme of thesis
This thesis will discuss several topics that fall under the general umbrella of dark matter particle phe-
nomenology. The basic unifying theme is the connection between scalar quantum field theories and dark
matter sectors. This is somewhat vague, and so further exposition is probably warranted.
In the last several decades, there have been many models proposed that extend the SM to varying degrees.
These models are usually introduced to explain one or more of the numerous phenomenological or theoretical
issues in particle physics which the SM cannot address. It is not a coincidence that the majority of these
models of beyond SM physics introduce one or more scalar fields. Fundamentally, the reason for this lies in
the hierarchy of energy scales inherent to the SM as constructed. In 2012, the SM Higgs boson was observed
[1, 2] with a mass of mh ' 125 GeV. This validated the SM, but did not provide evidence for anything outside
it.
The Lorentz scalar quantum field has played a crucial part in the development of modern particle theory.
A scalar field, in the guise of the Higgs boson, was used to solve the electroweak boson mass problem that
appeared in the naive electroweak gauge theory through the mechanism of spontaneous symmetry breaking.
The same scalar field generates the rest masses of the SM fermions, and even the its own mass. However, the
introduction of a fundamental scalar into the theory has also introduced a theoretical problem with which
the community has grappled for decades. This problem is commonly known as the hierarchy problem.
In the SM Lagrangian, the only term which is dimensionful is the negative mass term of the Higgs field,
which is present to explicitly break electroweak symmetry and allow the activation of the Higgs mechanism.
Due to gauge invariance, a condensate (nonzero vacuum expectation value) is required to generate the nec-
essary masses for the electroweak gauge bosons, and due to the observed Lorentz invariance of spacetime,
the only condensates that can form are Lorentz scalars. The scalar Higgs field with spontaneous symmetry
breaking can form this condensate, and is the final piece of the SM as it stands. However, the very existence
of a fundamentally scalar field causes issues in the theory.
Scalar fields, due to the dimensionality of their couplings with particles in other representations of the
Lorentz group, are highly sensitive to quantum corrections. Consider a theory in which a scalar couples
through a Yukawa coupling to a fermion of mass mψ. The leading order correction to the scalar mass,
calculated from the 1-loop correction to the scalar propagator, behaves like
∆m2φ ≈
yψ
(4pi)
2m
2
ψ. (1.1)
This correction is clearly proportional to the fermion mass squared.
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Consider such a correction to the mass of the SM Higgs boson from a fermion outside of the SM. No new
fermions have been observed at energies near the electroweak scale, so for a new fermion to exist, one would
expect it to have a mass mψ  100 GeV. Such mass scales lead to very large quantum corrections to the
SM Higgs boson mass, which is known to be about 125 GeV. If one assumes the existence of new physics,
which is required at the very least by a field theory of quantum gravity, one must ask why such very large
corrections do not manifest in the Higgs mass. That this Higgs mass is so close to the electroweak scale
becomes highly suspicious. This unnaturalness is one aspect of the hierarchy problem, and is probably the
simplest to motivate.
There are a number of ways of resolving this issue, which are the basis of a number of models for beyond
SM physics. One possibility, which is the motivation behind supersymmetry (SUSY), is that the corrections
are carefully cancelled term by term by other corrections of similar magnitude. Such a delicate cancellation
requires some kind of custodial symmetry. Another popular resolution is to propose that the SM Higgs is not
in fact a fundamental scalar, and that at some scale higher than the electroweak scale it is better described
as a composite particle. This neatly avoids the issue. One could also suppose the existence of a fundamental
scale much lower than the Planck scale, and alleviate the problem by reducing the need for fine-tuning, as is
done in some theories of extra dimensions. All of these options and more have been extensively explored in
the literature, and will continue to be explored for some time.
Given the fundamental importance of scalar fields to the SM and its extensions, it seems important to
consider the role of scalar field theory in the dark matter problem. There is no requirement that scalars are
involved in the dark matter problem, but it would be exceedingly odd if they were not.
This thesis explores a number of connections that can be made between scalar fields and particle dark
matter, particularly those that have been explored by the author during his time at graduate school. The
emphasis is on the phenomenological aspects of particle dark matter, particularly those that are related to
scalar fields such as the SM Higgs. No attempt is made at exhaustiveness.
1.1.3 Outline of thesis
This thesis is organized along the following lines.
In the remainder of this Chapter, we will discuss basic aspects of particle physics relevant to subsequent
Chapters. The next Section contains a summary of the pertinent aspects of the SM of particle physics and
some of the details of quantum field theory that are required to study the phenomenology of particle dark
matter. A review of the current evidence for the existence of dark matter is provided, including evidence from
galactic scales, the scale of galaxy clusters and cosmological scales. Potential solutions to the dark matter
problem, both particle in origin and otherwise, are briefly surveyed.
Chapter 2 considers particle dark matter in the early universe, with a focus on the WIMP paradigm
of thermal production. The basic formalism of freeze-out is reviewed and used to constrain present day
phenomenological parameters for a basic model. In Chapter 3 is a detailed discussion of the experimental
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effort for the direct detection of particle dark matter. The basic theory is reviewed, and certain currently
operating experiments are discussed. The status of experimental results is reported and the direct detection
phenomenology of a simple model of dark matter is explored as an example.
Indirect detection of dark matter is considered in Chapter 4, primarily in the gamma ray channel. The
construction of a basic photon signal from the annihilation of dark matter is reviewed. This is followed
by discussion of the potential for signal observation of several different target regions and scenarios. These
include signals in the IGRB, monochromatic photon line searches, targeted searches of dwarf spheroidal
galaxies near the Milky Way, and an examination of dark matter explanations for the observed galactic core
gamma ray excess. Other annihilation channels are briefly mentioned and an example of phenomenological
calculations is once again provided with a simple model.
Chapter 5 contains a discussion of signatures of dark matter production in particle colliders. First, the
basics of collider physics and calculations using the parton model are reviewed. Bounds on mediators to
dark sectors are discussed next, which is followed by a discussion of collider bounds on dark matter particles,
including basic dark matter production as well as the so-called ‘mono-X’ signatures in which a dark matter
particle is produced along with a visible particle. The Chapter closes with the standard application of the
material to scalar Higgs-portal dark matter. Chapter 5 closes the generic discussion of dark matter detection
channels.
Chapter 6 is an exploration of a preliminary vector-portal dark matter model that has the property
of partial asymptotic safety. The model is constructed in detail, including discussions of ultraviolet (UV)
boundary conditions to the renormalization group equations, radiative symmetry breaking, and anomaly
cancellation conditions. The phenomenology of the model is considered, first in the collider setting, and then
in the context of dedicated dark matter searches.
Finally, Chapter 7 contains a summary of the results found in this thesis and presents some concluding
remarks. Several Appendices have been included to provide some discussion that does not fit in the main
body of the thesis.
1.2 Basic particle physics
This thesis explores the phenomenology of particle dark matter. In this context ‘phenomenology’ is the study
of physical phenomena; for a particle physicist this is essentially the calculation of physical quantities from
theoretical predictions and comparison of those predictions with experimental results. Depending on how
advanced the theory and experiment are in relation with one another, the comparison step may be omitted,
leaving only a prediction. For example, the SM Higgs boson was only a prediction for some forty years before
it was observed.
A model of particle dark matter is a solution to the dark matter problem that posits the existence of
exotic mass distributed in such a way as to explain the observed gravitational phenomena that make up said
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problem. The exotic mass is assumed to admit a particle physics description, which means that the particle
dark matter and its interactions are described by a quantum field theory (QFT). That it is exotic means that
the QFT that describes dark matter is not part of the SM of particle physics.
To study particle dark matter then requires an understanding of the principles and techniques of QFT,
both in the context of the SM and beyond. This Section provides a review of the basic elements of QFT
as applied to particle physics that are required to understand the majority of the thesis. Of course, topics
are treated in a very brief fashion, and several fundamental concepts that are not immediately required in
the thesis are omitted. A reader looking for more detail is invited to consult their favorite QFT text (if you
don’t have one, maybe you should stop reading now) or one of the following references, which have been used
extensively in the preparation of this thesis [3, 4, 5, 6, 7].
The SM is a QFT that describes the interactions between fundamental forms of matter, with the exception
of gravitational interactions. It is a triumph of modern particle physics and is one of the most accurate
physical theories that has been tested [8]. The SM is formulated as a quantum gauge field theory, where
the physics is invariant under the gauge group SU(3)c×SU(2)L×U(1)Y . Through Noether’s Theorem, one
can translate these invariance properties into the associated conserved charges. The SM consists of fermions
(quarks and leptons), gauge bosons associated with the gauge symmetries, and the scalar Higgs boson. We
proceed by reviewing important concepts that are part of the SM as we build it up sector by sector.
1.2.1 Conventions and notation
This section establishes the conventions and nonstandard notation that will be used in the remainder of the
thesis. A list of abbreviations used also appears at the beginning of the document.
Calculations and results are generally formulated in the system of ‘natural units,’ in which the physical
quantities c and ~ are set to the dimensionless constant 1. The exceptions are when discussing certain cross
sections, when comparison to experimental results is easier in SI units of cm2 or pb/fb (picobarns/femtobarns
- see Appendix A for details), and when talking about most astrophysical phenomena. These exceptions are
clearly indicated. More details on the unit systems used in this thesis and conversion factors between them
and SI units are presented in Appendix A.
Spacetime indices are given by the Greek letters µ, ν, ρ, σ, λ, and κ, though we try to avoid using
anything but µ and ν. Dirac indices are usually suppressed, but when made explicit, they are denoted by
Greek letters starting at the beginning of the alphabet (α, β, γ, etc. ). SM color indices are also usually
suppressed, and denoted by capital Latin letters A, B, C when made explicit.
The Minkowski metric of flat spacetime is denoted by ηµν , where
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ηµν = η
µν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 . (1.2)
Spacetime coordinates are x, y, z or subscripted versions of these letters if more are required. In four
dimensional spacetime, they are four-vectors with components xµ = (x0, x1, x2, x3) = (t, x¯), where the super-
script µ is frequently suppressed. Four-vectors can be transformed between the covariant and contravariant
bases through
xµ = ηµνx
ν (1.3)
xµ = ηµνxν (1.4)
Momenta are denoted by p, k, q or l, with q typically used for momentum transfer in a physical process,
and l exclusively used for the loop momenta in a loop-order process. When the momenta are three-momenta,
they are denoted with a bar (p¯); when they are four-momenta, they are furnished with a frequently suppressed
Greek Lorentz index (pµ = (E, p¯)). Our metric convention is such that p2 = pµpµ = E
2 − p¯2 = m2.
The Mandelstam variables s, t and u are frequently used. They are, for incoming momenta p1, p2 and
outgoing momenta p3, p4:
s = (p1 + p2)
2
= (p3 + p4)
2
,
t = (p1 − p3)2 = (p2 − p4)2 ,
u = (p1 − p4)2 = (p2 − p3)2 . (1.5)
The variable s is the center of mass energy of the collision squared, while the others frequently appear in
cross section calculations.
The following general conventions for the labelling of classical and quantum field variables are followed,
though in different Sections the same character may represent two different fields. Details of the physics
of these fields is outlined in the subsequent parts of this Section. The character φ or ϕ represents a scalar
field. The characters ψ and χ, or occasionally f , represent either a generic fermion field or a specific one
as indicated in the text, usually with a distinguishing subscript. Vector fields are denoted by a descriptive
character, or V generically. Quarks are collectively q when all six flavors are considered equivalently, or q
and Q for light and heavy quarks, respectively, when that distinction needs to be made.
The Dirac gamma matrices γµ are used frequently throughout. Results are generally agnostic of what
basis for these matrices is used; when a specific basis is used, it is indicated in the text. Likewise for the γ5
matrix. The conjugate of a Dirac spinor ψ is given by ψ¯ = ψ†γ0, where ψ† is the conjugate transpose of ψ,
such that the quantity ψ¯ψ is invariant under Lorentz transformations.
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We relate the gauge coupling g for a given gauge group to the more useful scaled coupling in the usual
way
αg =
g2
32pi2
, (1.6)
so that leading order decay rates are ∼ αg and leading order cross sections in the basic gauge theory are
∼ α2g.
1.2.2 Quantum field theory
One of the key features of modern physics is that, at certain scales, reality becomes quantum in nature. The
classical point particle approximation and the classical electromagnetic wave approximation begin to break
down as matter and radiation exhibit properties that cannot be described using classical physics. This is
exemplified by the microscopic behaviour of the electron being better described by the Schro¨dinger wave
equation than by the classical equations of motion. This transition can be characterized by the Planck
constant ~: quantum effects are proportional to ~. Because of the scales involved, the study of particle
physics is the study of inherently quantum phenomena.
Quantum field theories are the extension of the so-called first quantized theory, where the wavefunction
of the latter has been interpreted as an operator. Systems with changing particle number are easily described
in a QFT, which overcomes one of the main weaknesses of the first quantized theory. This is achieved by
describing particle degrees of freedom as the excitations of an object called a quantum field, which is derived
from the more familiar classical field through a process called second or canonical quantization.
The process can be illustrated with a simple example. Consider the classical theory of a single field φ(x),
which can be described by the Lagrangian
L = i
2
(
φ†∂tφ− ∂tφ†φ
)− 1
2m
∇φ† · ∇φ− φ†V φ. (1.7)
This is the Schro¨dinger theory in the Lagrangian formalism, and describes the dynamics of a nonrelativstic
free quantum particle with no spin in a classical potential V . Applying the variational procedure leads to the
Schro¨dinger equation describing the dynamics of the field φ(x), which can be identified with the Schro¨dinger
wavefunction of the particle. Note the Lagrangian must contain terms with products of fields that act at the
same spacetime point, else there is a violation of causality (infinite propagation speed of fields).
The Lagrangian of the system contains the dynamics of the fields, but it is also important to consider the
Hamiltonian representation of the theory. The Hamiltonian can be constructed by computing the canonical
momentum
pi(x) =
∂L
∂ (∂tφ)
(1.8)
that corresponds to the field φ(x) (and similarly for φ†(x)). The Hamiltonian is then
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H = pi(x)∂tφ(x)− L (1.9)
which becomes, for the Lagrangian in Equation (1.7)
H = 1
2m
∇φ† · ∇φ+ φ†V φ. (1.10)
We now have the theory undergo second quantization. The ‘second’ is in contrast to the so-called first
quantization, where the uncertainty relation is applied to the position and momentum, and they become
operators. Second quantization takes the classical field φ and makes it an operator that obeys a commutation
algebra. It is the redefinition of the field to be an object that obeys the commutation algebra that takes the
classical field theory to a quantum field theory. It is at this point, now that the fields are quantum objects,
that we may claim to be working in a QFT. Similarly, the conjugate momenta pi(x) can be quantized, with
the Hamiltonian and Lagrangian now describing a quantum theory. The full algebra is
[φ(x), φ†(x′)] = δ(x¯− x¯′) = [pi(x), pi†(x′)] = [φ(x), pi(x′)],
[φ, φ] = [φ†, φ†] = [pi, pi] = [pi†, pi†] = 0. (1.11)
To proceed, we take the Fourier expansion of the field φ, with Fourier coefficients a and a†
φ(x) =
∫
d3k
(2pi)
3
2Ek
[
a(k¯)e−ik¯·x¯ + a†(k¯)eik¯·x¯
]
. (1.12)
The conjugate field φ† has a similar definition. This is in analogy to the plane wave representation of a free
particle in the first quantized theory. It can be taken going forward as the definition of a scalar quantum field
φ. From this expression, and a similar expression for the conjugate momenta, one can use the commutation
relations for φ and pi to get commutation relations for a and a†:
[a, a] = [a†, a†] = 0
[a(k), a†(k′)] = 2Ekδ(k¯ − k¯′) (1.13)
The expression in equation (1.12) is a plane wave, so one expects to be able to write the Hamiltonian as
the Hamiltonian of the simple harmonic oscillator
HSHO =
(
n+
1
2
)
~ω (1.14)
This naturally encourages the interpretation of a and a† as ladder operators, as in the case of the quantum
harmonic oscillator. But what is the ladder here?
By taking the quantum mechanical expectation value of the field (1.12), we can see a|φ〉 = 0. Since
φ ∼ a + a†, this supports an interpretation of a and a† as creation and annihilation operators. This allows
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us to rewrite the Hamiltonian in terms of the number operator N(k¯) = a†(k¯)a(k¯) which is the number of
particles with momentum k¯. The Hamiltonian is
H =
∫
d3k
(2pi)
3EkN(k¯). (1.15)
The ladder is thus a particle number ladder. The creation operator a†(k¯) creates a particle with momentum k¯
and the annihilation operator a(k¯) annihilates a particle with momentum k¯. This interpretation of a quantum
field theory as a simple harmonic oscillator of particle creation and annihilation is fundamental to modern
theoretical physics and its importance cannot be overstated.
The nonzero vacuum energy follows from the fact that the creation and annihilation operators do not
commute, and can be interpreted as a consequence of the quantum nature of the system. Normal ordering is
a process of successive commutations of operators to extract terms that vanish when taken as vacuum matrix
elements. Explicitly, it is a process of redefining the Hamiltonian so that all the annihilation operators are
to the right of all creation operators. The remaining terms can be written as functions, which allows a much
simpler treatment, as we know what happens when we consider expectation values without pages of tedious
calculations.
Quantization of theories with multiple fields, and of theories with fields that have different spins (see
Section 1.2.4 for more discussion of these fields), proceeds in much the same manner. Further details and
examples appear in any of the standard texts on QFT referenced above.
The transition to the interaction picture of a QFT allows the usefulness of the perturbative approach to
become apparent. Consider a Hamiltonian that can be written in terms of a bare piece and a small interaction
piece Hint:
H = H0 +Hint (1.16)
The interaction potential Hint is treated as a small perturbation of the free part of the theory, and a
perturbative expansion similar to what is used in basic quantum mechanics can be applied. The free part
is typically solvable exactly. The perturbative approach is justified by expanding in the typically small
coupling constant in the potential of the theory. The perturbative expansion allows matrix elements to be
written explicitly to some order in the coupling constant, allowing an approximate result to be obtained by
truncation of the series. Perturbative techniques are ubiquitous in particle physics, and are discussed further
in the context of relativistic QFTs in Section 1.2.4.
1.2.3 Symmetries in quantum field theory
A fundamental concept in physics is the notion of a symmetry. One says a physical theory has a symmetry if
the transformations associated with that symmetry do not alter the physical predictions of the theory. Math-
ematically, symmetries are manifestations of abstract objects called groups, with symmetry transformations
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being the elements of the group.
Mathematically, a group is a set (G) and an operation (·) that is applied to elements of that set (g  G)
that satisfies the following conditions:
1) Closure: For a, b  G, a · b  G,
2) Associativity: For a, b  G, a · (b · c) = (a · b) · c,
3) Identity: There exists an element e  G such that e · a = a · e = a for all a  G,
4) Inverses: For all a  G there exists an inverse element a−1  G such that a · a−1 = e.
The mathematical formalism of groups is used in physics to study symmetries of physical theories. By
this, we mean symmetry transformations of the equations of motion, which are those transformations under
which solutions of the equations of motion are mapped to solutions of the equations of motion. When we say
a physical theory ‘has a symmetry’, we mean that the transformations associated with that symmetry leave
the set of solutions of the equation of motions unchanged. We say that the physics is invariant under the
transformation.
In Lagrangian and Hamiltonian formulations of physical theories, the invariance of the Lagrangian of
the theory under the group action is equivalent to the invariance of the theory under the symmetry. This
provides a convenient way of exploring the symmetries of a theory.
As a simple example, consider a basic scalar field theory, described by the Lagrangian
L = 1
2
∂µφ∂
µφ− 1
2
m2φ2. (1.17)
It can easily be shown that the Lagrangian is invariant under discrete reflections, corresponding to elements
of the group Z2, where φ → φ′ = −φ. The theory is said to possess a Z2 or reflection symmetry, or to be
invariant under reflection.
An important consequence of the invariance of physical theories under certain symmetries follows from
Noether’s Theorem. The theorem states that every differentiable symmetry of the action of a physical system
is associated with a quantity conserved in that system. For example, a system invariant under translation
in space is a system where linear momentum is conserved, and a system in which energy is conserved is
one which is invariant under translations in time. Noether’s Theorem is a fundamental piece of modern
theoretical physics, and provides a powerful framework for understanding conserved quantities in physics.
1.2.4 Relativistic quantum field theory
The SM is not only a QFT, but a relativistic QFT. A QFT is said to be relativistic if it is Lorentz covariant.
This entails the theory having the Lorentz group (and more generally, the Poincare´ group) as a symmetry.
This is a requirement for any physical theory that is consistent with special relativity, which we expect
for theories describing systems at relativistic energies. In general, this means that if one were to apply
a Lorentz transformation to the SM Lagrangian, the resulting equations of motion that describe physical
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processes would not change. A theory that changed under Lorentz transformations would give different
physical results in different inertial frames, leading to inconsistent results.
The Schro¨dinger equation can be ‘derived’ from the nonrelativistic dispersion relation
E =
p¯2
2m
+ V (x¯) (1.18)
under the replacement of variable p¯ with the differential operator −i~∂¯. The corresponding result when one
uses the relativistic dispersion relation E2 = p2 +m2 is the Klein-Gordon equation
∂2φ+m2φ = 0 (1.19)
where it is understood that p and ∂ are four-vectors, so p2 = pµp
µ and ∂2 = ∂µ∂
µ = ∂t∂
t−∂x∂x−∂y∂y−∂z∂z
in the metric signature described in Section 1.2.1. We have set c = ~ = 1. The Klein-Gordon equation is the
relativistic equivalent of the Schro¨dinger equation, and is Lorentz covariant. It is the equation of motion of a
relativistic scalar particle of mass m, and is derived by applying the variational procedure to the Lagrangian
L = 1
2
∂µφ∂
µφ− 1
2
m2φ2. (1.20)
The second quantization procedure can be applied in the same way as in the nonrelativistic case, and the
interpretation of field excitations as particles naturally carries through. The Klein-Gordon field presented
above is neutral, but if one makes it a complex valued scalar, the concept of charge can be introduced. In
this case the Lagrangian now contains two scalar fields related by complex conjugation
L = 1
2
∂µφ
†∂µφ− 1
2
m2φ†φ (1.21)
and there are two Klein-Gordon equations, for the fields φ and φ†. Because of the relationship between
the two fields, they are not independent, and so a field definition similar to Equation (1.12) would contain
redundancies. To remove these redundancies, we switch to a different linearly independent Fourier basis,
where we can define
φ(x) =
∫
d3p¯
(2pi)3
1√
2Ep¯
(
ae−ip·x + b†eip·x
)
(1.22)
and
φ†(x) =
∫
d3p¯
(2pi)3
1√
2Ep¯
(
a†eip·x + be−ip·x
)
(1.23)
in terms of two sets of creation and annihilation operators a, a† and b, b†. The different operators commute,
but note that the φ† field contains operators that would annihilate the φ field, and vis versa. In this way, we
can introduce the idea of antiparticles. The φ and the φ† are a particle-antiparticle pair, which can annihilate
into each other. One can thus interpret the φ† as the antiparticle of the φ.
11
It is important to note that while the particles and antiparticles can be separated here, this is not always
the case. This is a free theory of scalar particles, which is a trivial case of a QFT. The Klein-Gordon equation
describes a theory that satisfies many of the needs of a theory of relativistic quantum particles. Because it
is a QFT, it can handle changing particle number by applying the creation and annihilation operators to the
field states, and it is Lorentz covariant. However, it cannot describe particles with spin, and it does not have
positive definite solutions in the real case. This led to a number of issues with the interpretation of solutions
before the quantum field concept had been introduced, including nonphysical results like negative energies
and negative probabilities. These issues of interpretation and application were solved by the introduction of
the quantum field and by the derivation of the Dirac equation, discussed shortly.
To move on, we must now discuss the interacting theory. This is essentially a quantization of the classical
potential that appeared in the Schro¨dinger Lagrangian. Terms with two fields in them can be taken as
noninteracting, but a term with three or more field operators in it describes an interaction. One of the most
basic interactions that can be introduced into the scalar field theory is the φ4 interaction, which is included
by modifying the Klein-Gordon Lagrangian to be
L = 1
2
∂µφ∂
µφ− 1
2
m2φ2 − λ
4!
φ4. (1.24)
The inclusion of this interaction makes the equation of motion unsolvable exactly, but any theory that
describes reality must include interactions. Next is a demonstration of how perturbation theory can be used
to perform calculations.
We now derive the standard form of the scalar propagator in perturbation theory. Observables are
expectation values in quantum mechanics, and this carries over to QFT. In the interacting theory, the full
propagator takes the form of the expectation value
G (x, y) =
〈
0
∣∣T {φ (x)φ (y) exp [−i ∫ d4zHI (z)]}∣∣ 0〉〈
0
∣∣T {exp [−i ∫ d4zHI (z)]}∣∣ 0〉
= Z−1
〈
0
∣∣∣∣T {φ (x)φ (y) exp [−i ∫ d4zHI (z)]}∣∣∣∣ 0〉 . (1.25)
where T is the time ordering operator that orders events such that those with a lower t coordinate appear first
and HI = λφ
4/4! is the interaction term in the basic theory. For brevity, we have denoted the denominator
by Z−1. The exponential can be expanded to obtain
G (x, y) = Z−1
〈
0
∣∣∣∣T {φ (x)φ (y) [I − i∫ d4zHI (z) + i2 ∫ d4z1 ∫ d4z2HI (z1)HI (z2) + . . .]}∣∣∣∣ 0〉
= Z−1
〈
0
∣∣∣∣T {φ (x)φ (y) [I − i∫ d4z λ4!φ4 (z) + i2
∫
d4z1
∫
d4z2
λ
4!
φ4 (z1)
λ
4!
φ4 (z2) + . . .
]}∣∣∣∣ 0〉 . (1.26)
12
If the parameter λ, which regulates the strength of the interaction, is sufficiently small then we can treat
terms proportional to some power of λ as negligibly small. This allows us to take a series truncated to some
order in λ as an approximation to the full propagator, a standard application of perturbation theory. Here,
we consider only up to the term proportional to λ. This gives
G2 (x, y) = Z−1
〈
0
∣∣∣∣T {φ (x)φ (y) [I − i ∫ d4z λ4!φ4 (z)
]}∣∣∣∣ 0〉
= Z−1 〈0 |T {φ (x)φ (y)}| 0〉+ Z−1
〈
0
∣∣∣∣T {φ (x)φ (y) i ∫ d4z λ4!φ4 (z)
}∣∣∣∣ 0〉
= Gfree (x, y) +Gcorr (x, y) . (1.27)
The first term is the same as the propagator in the free theory, indicating that the free theory is a
reasonable approximation to the interacting theory for relatively weak interactions. The second term is a
correction due to the interactions of the propagating particle with itself. Evaluation of the free propagator
is a standard problem in QFT [3, 4, 7], and results in the Feynman propagator
GF (x, y) =
〈
0
∣∣Θ (x0 − y0)φ (x)φ (y) + Θ (y0 − x0)φ (y)φ (x)∣∣ 0〉
= 〈0 |T {φ (x)φ (y)}| 0〉 . (1.28)
The Feynman propagator is identified with the 2-point correlation function. There is in fact a quicker and
more understandable way of obtaining the momentum space propagator than evaluation of the integral. It is
mathematically justified as well, as long as one is careful with how the functions are treated. First, we take
the equation of motion for the field, in this case the Klein-Gordon equation
(
∂µ∂
µ +m2
)
φ = 0. (1.29)
The propagator for the scalar particle is in fact the Green’s function of this differential equation, so by
definition
(
∂µ∂
µ +m2
)
G (x, y) = −iδ4 (x− y) . (1.30)
We can then Fourier transform this equation into momentum space. The delta Fourier transforms to the
identity, and the differential operators become 4-momenta. We get
(−p2 +m2)G (p) = −i. (1.31)
This relation can be ’inverted’ in a sense (the technical details involve the Cauchy principal value and the
Sokhotsky-Plemelj relations) to obtain the momentum space propagator
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G (p) =
i
p2 −m2 + i . (1.32)
We consider the second term, the correction. We have
Gcorr (x, y) = Z−1 iλ
4!
∫
d4z
〈
0
∣∣T {φ (x)φ (y)φ4 (z)}∣∣ 0〉 . (1.33)
This expectation value can be computed by inserting the expansions in terms of ladder operators for
each of these fields, and then multiplying the product out and applying commutation relations until all of
the expectation values had been evaluated. This would be a very time consuming process. Luckily, we may
appeal to Wick’s theorem, which allows us to reduce an arbitrary product of operators into a sum of 2-point
correlation functions. Wick’s Theorem is actually quite general, so to save space we avoid discussing it in
any further depth here, referring instead to any introductory text on QFT [3, 4, 5, 6, 7].
After application of Wick’s Theorem, with all tedious details of the contractions omitted, we obtain the
result in terms of the free propagator
Z−1 iλ
4!
∫
d4z
〈
0
∣∣T {φ (x)φ (y)φ4 (z)}∣∣ 0〉
= 3
(
− iλ
4!
)
G (x− y)
∫
d4zG(z − z)G(z − z)
+ 12
(
− iλ
4!
)∫
d4zG(x− z)G(y − z)G(z − z). (1.34)
This expression can be written as a sum of diagrams, as in Figure 1.1. This is a demonstration of the
Feynman diagram representation of the perturbative expansion. The first product of diagrams corresponds
to the first term, and the second diagram to the second term in the sum. The first term consists of a product
of free propagators where the arguments are assigned such that one of the propagators can be separated from
the others. If we look at the diagrammatic representation, we see that this expression corresponds to a pair
of disconnected diagrams.
Though we have carefully avoided mentioning it in any real detail so far, it is at this point that the
denominator Z comes into play. We lack the space to give it a full discussion, but it turns out that the
disconnected diagrams are cancelled out by the denominator. For further details, any of the QFT texts in
the references will suffice [3, 4, 5, 6, 7].
This expansion can reduce intractable problems to ones that are calculable. The accuracy of the result
depends on which order in the expansion the result is truncated. Including higher order terms generates
a more accurate result, but as can be seen in Equation 1.34, they require the evaluation of increasingly
complicated integrals. For all but the simplest of theories, and very special cases of realistic theories, the
third or fourth order term is around the limit of what is computable, although this is changing with modern
computer-assisted techniques.
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Figure 1.1: Representation in Feynman diagrams of Equation (1.34), with the first line corresponding
to the disconnected components in the first term in the propagator. The second line corresponds to
the second term in Equation (1.34).
1.2.5 Representations of the Lorentz group
Of special importance when studying relativistic quantum field theories is understanding how the various
fields of the theory transform under the Lorentz group, or more precisely, what representation of the group
they transform under. The constraint that the Lagrangian of a relativistic QFT be invariant under Lorentz
transformations means that only certain combinations of fields in these representations are permissable as
terms in the Lagrangian. The Lorentz group has many different representations, but only a handful appear
regularly in particle physics. These include the scalar, vector and spinor representations. There are also the
tensor representations, which gravitons belong to, but they are not used in this thesis.
A scalar field φ is the solution of a Klein-Gordon equation as above, and transforms in the trivial represen-
tation of the Lorentz group, which is to say it does not change under Lorentz transformations (φ→ φ′ = φ).
A quantity that exists in a vector representation of the Lorentz group transforms like xµ → xµ′ = Λµνxν ,
analogously to how three dimensional vectors are rotated through multiplication by a rotation matrix. Vector
fields are naturally introduced when considering gauge theories, as will be discussed in Section 1.2.7.
The matter fields of the SM are fermionic at the fundamental level. This means that they have half
integer spin, but a relativistic fermion cannot be described by the bosonic wave equations described above.
A new kind of quantum field is required to properly describe fermionic fields, and it should exist in some
finite dimensional representation of the Lorentz group if it is to be part of a consistent covariant relativistic
theory. The path to the correct representation is somewhat meandering, and is often poorly explained.
We start with the rotational spinor in three dimensions, and consider extensions of the three dimensional
rotation group SO(3) to the full Lorentz group in 3+1 dimensions. By examining the resulting algebra, we can
obtain a relationship between Lorentz spinors and the group SU(2). Again by analogy with a nonrelativistc
spinor, one can apply a Lorentz transformation to tease out the invariant equation of motion for the spinor
under the transformation, which turns out to be the Dirac equation.
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To begin, we know from studies of the nonrelativistic hydrogen atom that electron spin is intimately
connected to the group SU(2). This may seem inexplicable, but makes more sense when one recalls that
SU(2) is the double cover of the 3-dimensional rotation group SO(3) [9]. Nonrelativistic electron bound
states in the hydrogen atom exist in representations of SU(2), which are formally related to the spinor
representations of SO(3), and this is tied to the fact that they have half-integer spin in 3-dimensional space.
This connection between spin and SU(2) representations admits an extrapolation to the Lorentz group,
which can be thought of as containing rotations in 4-dimensional Minkowski space. The naive approach,
which is to try to apply the relativistic dispersion relation to a nonrelativistic spinor rotationally invariant
wave equation fails, as it leads to an equation that is not Lorentz invariant. This indicates that proceeding
through an analysis of the representations of the Lorentz group might provide more value than attempting
straightforward generalizations from the nonrelativistic case.
We consider the generators of the Lorentz group. There are six, corresponding to the three rotations (S1,
S2, S3) and the three boosts (K1, K2, K3). They form an algebra with the following commutation relations:
[Si, Sj ] = iijkSk, [Si,Kj ] = iijkKk, [Ki,Kj ] = −iijkSk. (1.35)
This algebra can be complexified with the transformation
Ai =
1
2
(Si + iKi) , Bi =
1
2
(Si − iKi) . (1.36)
where generators in the A and B basis form the algebra
[Ai, Aj ] = iijkAk, [Bi, Bj ] = iijkBk, [Ai, Bj ] = 0. (1.37)
The A and B form two separate algebras that are each isomorphic to the SU(2) algebra. Hence, is is
reasonable to consider that there might be some correspondence between the Lorentz group SO(3, 1) and
SU(2) × SU(2). It turns out that there is no isomorphism, but a different relationship. There is a 2-to-
1 homomorphism of SL(2, C) into SO(3, 1), which means that each element of SO(3, 1) can be mapped
onto two elements of SL(2, C). SL(2, C) is called the universal covering group of SO(3, 1)+ (the proper
orthochronus Lorentz group, which we mean when we refer to the full Lorentz group), and its representations
can be mapped to the representations of SU(2). The key point is that we can construct representations of
the Lorentz group in terms of SU(2) representations, which we understand well from their applications to
particle spin. The dimensions of the SU(2) representation determine whether or not the field has integer
spin or half-integer spin, and hence whether is behaves like a fermion or a boson.
A Lorentz spinor is an object that exists in a space acted on by one of the spinor representations of
the Lorentz group. Consider a pair of spinors in the two different reps of Lorentz ζ and η. These spinors
transform the same under unitary trasformations, but differently under boosts (because they are in different
SU(2) representations:
16
ζ → ζ ′ = Hζ, η → η′ = H¯η (1.38)
for a boost H.
But what kind of an equation of motion should relativistic spinors obey (which is tied to the form of the
Lagrangian that describes their physics)? Consider the nonrelativistic spinor J i = σi/2, written in terms of
the Pauli matrices σi. We can boost this spinor with the transformation
H(p¯) = exp
(
φ¯ · θ¯
2
)
=
m+ E + σ¯ · p¯√
2m(E +m)
(1.39)
where φ¯ = φnˆ is the unit vector in the direction of the Lorentz boost. This form of the transformation is just
the infinitesimal form of the Lorentz transformation. It can be rewritten so that
H¯ = H−1 =
m+ E − σ¯ · p¯√
2m(E +m)
. (1.40)
The transformation operator can be squared to give
H2(p¯) =
σ˜µpµ
m
=
E + σ¯ · p¯
m
(1.41)
where pµ is the momentum four-vector and σ
µ = (I2×2, σ¯) and σ˜µ = (I2×2,−σ¯) are the natural extension of
the Pauli matrix 3-vector into Minkowski space.
A four-spinor is made of two two-spinors from different representations, and transforms under Lorentz
transformations as
u =
 ζ
η
→
 M(Λ) 0
0 M¯(λ)
 ζ
η
 (1.42)
Taking the transformation M(λ) to be the boost H, we obtain for the left and right handed components
of u, where we have fixed the initial rest frame and set ζ(0¯,m) = η(0¯,m) = χm, the two-component spinor
for a spin 1/2 particle.
u(p¯,m) =
 uL
uR
 =
 H(p¯) 0
0 H¯(p¯)
 χm
χm
 (1.43)
Elimination of χm gives the transformation 0 H2
H−2 0
 uR
uL
 =
 uR
uL
 (1.44)
or explicitly in the Weyl representation
 −m E + σ¯ · p¯
E − σ¯ · p¯ −m
 uR
uL
 = 0. (1.45)
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In terms of four-vectors and four-spinors, the above equation can be written as
(pµγ
µ −m)u(p) = 0, (1.46)
or, after using the relation pµ = i∂µ,
(iγµ∂µ −m)u(p) = 0. (1.47)
This is the Dirac equation that describes the behaviour of free relativistic electrons. So a Lorentz spinor
with four components must satisfy the Dirac equation. The Dirac matrices γµ are constructed from the Pauli
matrices as discussed in Section 1.2.1, and obey the Clifford algebra
{γµ, γν} = 2gµν . (1.48)
The smallest irreducible representation of the algebra generated by (1.48) is four dimensional (see reference
[10] for details) and so QFT works with 4× 4 gamma matrices.
There are also several discrete Z2 symmetries that are important in particle physics. Two of them
(parity P and time reversal T ) are the reflection symmetries that allow one to jump between the discon-
nected components of the complete Lorentz group. Parity reflects spatial components of a four-vector:
Pxµ = P (t, r¯) = (t,−r¯). Invariance of a theory under parity transformations means that applying those
transformations to every four-vector in the Lagrangian will not change the resulting physics as encoded in
the equations of motion. This concept of invariance is the same for the following two symmetries as well.
Time reversal reflects the time component of a four-vector: Txµ = T (t, r¯) = (−t, r¯). The third symmetry
is charge conjugation C, which operates on particles and transforms them into antiparticles (and vis versa).
These discrete symmetries appear in the interactions of the SM and beyond, where they may be respected
or violated, with phenomenological consequences.
These discrete symmetries are preserved in some sectors of the SM, but are violated in others. The weak
sector of the SM violates parity P conservation in its interactions, and certain weak processes are known
to violate the CP symmetry [8], a symmetry whose operator is composed of the product of the C and P
operators. To the best of our knowledge, no SM process violates the CPT symmetry [8].
It is useful at this point to include for future reference Table 1.1, a table of the behaviour of various struc-
tures of Dirac matrices and fermion fields under the discrete symmetries. Because the discrete symmetries
are all essentially reflections, a value of ±1 is all that is required to describe the behaviour.
1.2.6 Renormalization and the renormalization group equations
This Section reviews some of the basic concepts of renormalization and the renormalization group, which
are required to understand the asymptotic features of nontrivial QFTs. Renormalization is perhaps one of
the most difficult aspects of QFT to understand and appreciate on a conceptual level. It came about as a
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Table 1.1: Behaviour of Dirac bilinears under C, P , T symmetries (where (−1)µ = (1,−1,−1,−1))
ψ¯ψ iψ¯γ5ψ ψ¯γµψ ψ¯γµγ5ψ
P +1 -1 (−1)µ −(−1)µ
C +1 -1 (−1)µ (−1)µ
T +1 +1 -1 +1
technical trick to get around unpleasant divergences in certain calculations, and was revealed over decades to
be in fact an unanticipated feature of the theory that had both explanatory and predictive power. It must be
emphasized that renormalization is a feature of QFT, not a bug. It is a manifestation of the scale dependence
inherent in our physical QFTs, and it provides hints of how the forces of the SM might be unified at some
higher energy scale. Much of this is beyond the scope of this thesis, however, so we limit our discussion to
the basics that are required as background in later Chapters. More details are, as always, available in the
standard QFT references [3, 4, 5, 6], and the reader interested in even more depth is encouraged to consult
the monograph of Collins [11].
Calculation of contributions from higher orders in perturbation theory requires going beyond the tree level
in the Feynman diagram representation of the perturbation series. This leads to divergences in the theory.
Consider the NLO contribution to the 2-point function, the propagator, in φ3 scalar field theory, pictured in
Figure 1.2.
This diagram corresponds to an expression containing the integral
Γ
(2)
1−loop ∼
∫
d4l
l2(p− l)2 ∼ limp→∞ log p
2 (1.49)
which clearly formally diverges. Such divergences appear in nearly all higher order contributions. Dealing
with these divergences mathematically in our calculations and interpreting them physically in our results is
the purpose of the renormalization program.
Loops make potentially divergent integrals while propagators aid convergence by introducing further
powers of momentum in the denominator, reducing the superficial degree of divergence D, which is a useful,
if naive, quantity. It can be expressed for a generic theory by the following expression:
D = 4L− Pf − 2Pr, (1.50)
where the number of loops is L, the number of fermion propagators is Pf and the number of massless radiation
propagators is Pr.
First, the integral (1.49) above must be formalized in some way. As presented, it does not exist. The
process of attaching a mathematical meaning to the integral is called regularization, which essentially in-
volves quantifying the divergence of the integral using some parameterization. There are many different
regularization schemes, each of which has uses in different theories and scenarios.
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Figure 1.2: Diagrammatic representation of the 1-loop correction to the propagator in the scalar φ3
theory. The expression corresponding to this diagram is divergent, and contributes to the renormal-
ization of the scalar mass in the standard prescription.
Consider the 1-loop contribution to the 2-point function (propagator) in the φ3 scalar field theory, which
is given by the expression
iΓ(2) =
λ2
2
∫
d4l
(2pi)4
1
l2(p− l)2 (1.51)
where p is the external momentum. From the superficial degree of divergence, we expect the integral to
diverge like
∫
dl/l, which goes to infinity logarithmically with p2.
The integral can be made finite if we impose a hard UV cutoff at Λ, so momentum contributions larger
than Λ are ignored. The integral in this form goes like
∫ Λ
dl/l ∼ ln(p2/Λ2). This quantity still diverges
logarithmically as Λ→∞, but we have in a sense captured the divergence in terms of the cutoff Λ.
Full evaluation of the indefinite version of the integral (1.51) using the technique of differentiation under
the integral gives
Γ(2) = − λ
2
16pi2
ln(p2) + C (1.52)
for some integration constant C. But the integral in Equation (1.51) is divergent, so if Equation (1.52) is to
be valid, C must be infinite.
If we evaluate (1.51) as a definite integral with the cutoff Λ in place, we obtain
Γ(2) = − λ
2
16pi2
ln
(
p2
Λ2
)
= − λ
2
16pi2
ln p2 +
λ2
16pi2
ln Λ2. (1.53)
It is clear that by equating Equations (1.53) and (1.52) we have found the value of the infinite constant
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C =
λ2
16pi2
ln Λ2 (1.54)
which we might expect to obtain if we take Λ→∞.
The cutoff regulator is not particularly rigorous in this form. A more formal regularization procedure
is dimensional regularization, which involves extending the divergent four dimensional integral to be over d
spacetime dimensions, where d is a real number, evaluating the integral, and then taking the limit as d→ 4
(or setting d = 4±  for a small ). Then one performs a Wick rotation from Minkowski space to Euclidean
space and performs the integration in d− dimensional spherical coordinates. A term containing 1/ should
appear in the series expansions of the resulting functions, which quantifies the divergence of the integral.
After the regularization procedure has been completed, we are able to move on to renormalization, which
is a systematic cancellation of the now-quantified divergent terms that were extracted in the regulariza-
tion procedure order-by-order in perturbation theory. The divergent quantities are absorbed into so-called
renormalized parameters of the theory which are subsequently set equal to the physical values. This leaves
formally finite results at any given order in the expansion. Renormalization is a rescaling of terms (both fields
and parameters like masses and coupling constants) in the Lagrangian without changing its basic structure.
The renormalized perturbation theory is physically equivalent to the bare perturbation theory when used to
compute results.
The renormalization procedure for a theory to a given order is as follows. First, compute the divergent
contributions to the amplitude using some regularization technique to obtain an expression in terms of the
bare couplings and masses and the regulator ( for dimensional regularization, Λ for cutoff regularization,
etc.). Using the relations between the bare and renormalized quantities, compute the renormalized mass and
coupling to a given order, as well as the S-matrix elements and the field strength renormalization. With
these expressions, eliminate the bare quantities in terms of the renormalized quantities, which amounts to
rescaling the parameters of the theory to take the divergences into account. The resulting expression should
be finite in the divergent limit of the regulator, and one can define the values of the S-matrix elements, and
hence the renormalized parameters, in terms of experimental results.
In a renormalizable theory, divergent quantities can be fixed by a finite number of experimentally deter-
mined observables. A theory that is nonrenormalizable would have more divergences than can be absorbed
into parameters and fields, leaving divergent terms lingering at every order in the expansion. Any theory
that claims to be complete should be renormalizable, but nonrenormalizable theories can have their uses,
when treated as effective theories.
The renormalization procedure requires the introduction of a scale µ at which the n-point functions are
evaluated. This parameter cannot be avoided, but observables such as cross sections do not depend on the
renormalization scale. The presence of an invariance implies the existence of a symmetry of the theory. This
is known as invariance under renormalization group transformations, or transformations of the form
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Γ(n)r = Z(λ, µ)Γ
(n) (1.55)
By observing that unrenormalized n-point functions are independent of the renormalization scale and that
renormalized n-point functions are not, one can use the relation between the two to obtain a mathematical
statement:
µ
∂
∂µ
Γ(n)r = µ
d
dµ
[
Z(λ, µ)Γ(n)
]
= 0. (1.56)
This is a mathematical statement of the fact that physics does not depend on the renormalization point
µ. Equation (1.56) is equivalent to
µ
∂
∂µ
Γ(n)r = µ
n
2
d
dµ
logZ(λ, µ)Γ(n)r (1.57)
which can be written
[
µ
∂
∂µ
+ β(λ)
∂
∂λ
− nγ(λ)
]
Γ(n)r = 0 (1.58)
This is known as the Callan-Symanzik equation [12, 13, 14]. The beta function is β(λ) = µdλ/dµ and the
anomalous dimension is γ(λ) = (µ/2) × (d logZ/dµ). The beta function β(λ) can be thought of as the rate
of change of the renormalized coupling λr with respect to scale µ where there is a fixed bare coupling λ0 at
µ. The Callan-Symanzik equation is an example of a renormalization group equation, which describes the
behaviour of the renormalized amplitude Γ
(n)
r as the renormalization scale µ is varied. It is actually of great
physical importance for gauge theories.
The behaviour of the theory in the asymptotic limits is determined by the sign of the beta function. For
β > 0, the coupling is 0 in the IR regime and constant in the UV. If β = 0, the theory is finite, and the
renormalized coupling is always equal to the bare coupling. The theory itself will be scale invariant as well.
The case β < 0 describes asymptotic freedom, where the coupling λr goes to zero in the UV limit. This final
case is very important for interactions of quarks and gluons in the SM.
One can use β and γ in the renormalization group equation to compute running couplings to some order
in perturbation theory by solving the differential equation
∂
∂ log (p/µ)
λ = β(λ) (1.59)
with β(λ) computed to the necessary order in perturbation theory. This is especially useful in understanding
QCD, which will be discussed in Section 1.2.8, and in describing the high energy behaviour of the SM. It is
also crucial in studying high energy extensions of the SM that need to be reconciled with observed physics
at low energies. This application is required to understand the model discussed in Chapter 6.
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1.2.7 The gauge principle and quantum electrodynamics
An application of symmetry principles to quantum field theories that underlies much of modern particle
physics is the gauge principle. Fundamentally, the gauge principle is the bridge connecting force fields and
particles in a QFT.
Consider a theory of free fermions. The basic Dirac Lagrangian takes the form
L = ψ¯ (iγµ∂µ −m)ψ. (1.60)
This Lagrangian is clearly invariant under a global U(1) transformation. However, the situation changes when
the global symmetry is changed to a local or gauge symmetry, where the symmetry parameter is position
dependent (α→ α(x)). In that case, the fermion fields transform as
ψ(x)→ ψ′(x) = e−iα(x)ψ(x), (1.61)
ψ¯(x)→ ψ¯′(x) = eiα(x)ψ¯(x). (1.62)
The kinetic term is no longer invariant under local U(1) tranformations, due to the action of the derivative
on the local gauge parameter α(x):
ψ¯(x)∂µψ(x)→ ψ¯′(x)∂µψ′(x)
= ψ¯(x)eiα(x)∂µ
(
e−iα(x)ψ(x)
)
= ψ¯(x)∂µψ(x)− iψ¯(x) (∂µα(x))ψ(x).
To make the Lagrangian invariant under the U(1) gauge tranformation we modify the kinetic term,
replacing the spacetime derivative ∂µ with a gauge covariant derivative Dµ, defined such that the expression
ψ¯(x)Dµψ(x) is invariant under gauge transformations. Explicit construction of the covariant derivative
requires an additional field, transforming as a Lorentz vector, that compensates for the transformation of
the gauge parameter α(x). This field, traditionally denoted Aµ(x), is called the gauge field. The gauge field
transforms as
Aµ(x)→ A′µ(x) = Aµ(x) +
1
e
∂µα(x). (1.63)
The covariant derivative is then written
Dµψ(x) = (∂µ + ieAµ(x))ψ(x). (1.64)
It can be seen that the mass term is trivially gauge invariant. The gauge invariant Lagrangian is then
L = ψ¯ (iγµDµ −m)ψ. (1.65)
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As the Lagrangian is, the gauge field Aµ(x) is nondynamical, having no kinetic term. Following the
variational procedure generates a trivial equation of motion for the gauge field, that has a constant Aµ as
the only solution. This theory is uninteresting, and will fail to reproduce any interesting physical theories.
To make the gauge field dynamical, we include a term involving derivatives of Aµ(x). The simplest gauge
invariant term involving such derivatives is
LAkin = −
1
4
FµνFµν (1.66)
where the tensor Fµν = ∂µAν − ∂νAµ is called the field strength tensor. This field strength tensor is a full
Lorentz tensor, and can be identified with the electromagnetic field strength tensor of classical electrodynam-
ics.
The full U(1) gauge invariant Lagrangian of a theory of massive fermions with a dynamical gauge field,
which happens to be the Lagrangian of quantum electrodynamics, is
L = ψ¯iγµ (∂µ + ieAµ)ψ −mψ¯ψ − 1
4
FµνFµν . (1.67)
Note that there is no way to add a term proportional to AµA
µ that can act as a mass term for the gauge
field, as such a term would not be gauge invariant (however, see Section 1.2.11). The gauge field thus remains
massless as a consequence of the gauge symmetry. This theory is called an Abelian gauge field theory, because
it has the U(1) gauge symmetry, which is an Abelian (commutative) group.
Abelian gauge theory is the prototypical example of a theory with force field interactions, and is exem-
plified by QED, the theory of photons and electrons. Massless Abelian gauge theory provides a theory with
a massless mediator, implying the existence of a long range force. Aside from QED, U(1) theories appear
in other parts of the SM and beyond, as they are the simplest of the possible gauge groups, and have the
tendency of appearing in the low energy manifestations of larger symmetry groups.
1.2.8 Nonabelian gauge theory and quantum chromodynamics
It is possible to formulate a gauge theory with a group other than U(1). If the group is not Abelian, the
resulting gauge theory is called nonabelian. Nonabelian gauge theories have some subtleties compared to the
somewhat straightforward Abelian theories, but it also turns out that they are very useful in particle physics.
The prototypical nonabelian gauge theory is invariant under SU(N) transformations, where N is some
positive integer, and is known as the Yang-Mills theory. Following the reasoning used in the previous section,
and proceeding from Equation (1.60), we note that the Lagrangian is not invariant unless there is a set of
fermions that transform into one another under SU(N).
The number of fermions required is a function of which representation of SU(N) they transform under.
For the trivial (1D) representation, there would only need to be a single fermion (that transforms trivially, as a
SU(N) scalar), while higher dimensional representations require more fermions. For example the fundamental
representation of SU(N) is N -dimensional, and so requires N fermions.
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Fermion fields transform as
ψ(x)→ ψ′(x) = e−ig3(x)taψ(x), (1.68)
ψ¯(x)→ ψ¯′(x) = eig3(x)ta ψ¯(x). (1.69)
A convenient representation of the generators of SU(N) is given by tCab =
λCab
2 (in terms of the Gell-Mann
matrices λC for N = 3); they obey the algebra
[
tA, tB
]
= ifABCt
C , (1.70)
where the fABC are structure constants of the algebra. Explicit values may easily be obtained from any
standard reference.
Quantum chromodynamics (QCD) is the theory of the strong interactions of quarks and gluons. It is a
quantum Yang-Mills gauge field theory, with gauge group SU(3)c, where the conserved charge c is called the
color charge. That there are three colors (N = 3) is deduced from experiment. The QCD Lagrangian is
LQCD =
∑
q
ψ¯q,a
(
iδabγ
µ∂µ − gbγµtCabACµ −mqδab
)
ψq,b − 1
4
FCµνF
Cµν (1.71)
where ψq,a is a fermionic quark of flavour q, color a and mass mq, which exists in the fundamental repre-
sentation of SU(3)c. There are six different flavors of quark, each with a different mass value, and they are
divided into three generations based on their electroweak properties. The difference between QCD and a
generic SU(Nc) quantum Yang-Mills theory is in the number of colors and the number of flavors. QCD as
implemented in the SM has Nc = 3 and Nf = 6, which has important consequences for the high energy
behaviour of the theory. The gluon gauge field ACµ exists in the adjoint representation of SU(3)c and has a
field strength tensor
FCµν = ∂µA
C
ν − ∂νACµ − gsfCABAAµABν . (1.72)
Gluons are Lorentz vectors, and are massless. A key difference between QCD and QED is that while photons
do not carry electric charge, gluons do carry color charge. This significantly changes the dynamics of the
theory, as can be seen by the gluon interaction terms in the Lagrangian (1.71) above.
As was discussed briefly in Section 1.2.6, the β function of a theory describes how the coupling parameter
of the theory changes as the energy scale changes. The application of this construction to QCD leads to
descriptions of phenomena which would otherwise be very difficult to explain, namely asymptotic freedom
and confinement.
The β function in terms of the strong coupling αs rather than the gauge parameter gs is
µ2R
dαs
dµ2R
= β (αs) = −
(
b0α
2
s + b1α
3
s + b2α
4
s + ...
)
(1.73)
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Figure 1.3: Experimental verification of the running coupling αs and asymptotic freedom in pertur-
bative QCD, with data from a variety of sources. Figure originally published in [8].
and, in perturbation theory, the first few coefficients for an SU(N) gauge theory are
b0 =
11CA − 4NfTR
12pi
=
33− 2Nf
12pi
(1.74)
with the N = 3 color gauge theory parameters inserted after the final equality. By inserting Nf = 6,
one can obtain the QCD β function. As discussed previously, the asymptotic behaviour of the theory can be
determined from this function. Extracting the running coupling of QCD, we have to (LO/NLO)
αs(Q) =
4pi
β0
1
log
(
Q2
Λ2QCD
) (1.75)
which is plotted through experimental data in Figure 1.3. One can see that the coupling gets smaller as
Q→∞, and larger as Q→ 0, until perturbation theory inevitably breaks down. The parameter ΛQCD = 213
MeV is the energy scale of QCD. Because the running coupling, and hence the interaction strength, goes to
0 as Q→∞, QCD is said to be an asymptotically free theory. Fot reference αs ' 0.1 from around 100 GeV
to the TeV scale, which changes so little that it can be useful to approximate dαs/dQ = 0 in that region.
A consequence of the extremely strong QCD coupling in the IR is the phenomenon of confinement.
Confinement is essentially a statement that there can be no free color charged particles, or at least that free
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color charged particles form bound states on a time scale that is smaller than can be measured. The strong
coupling is powerful enough at low energies that a free quark or gluon will pull colored particles out of the
vacuum to form bound states, at the cost of some of its energy. The other side of this is that QCD is an
extremely short range force, in constrast to QED. The force mediators themselves carry charge, and so are
subject to confinement, just as the quark fields are. The color force is not seen at low energies, except in the
form of residual interactions such as nuclear binding energies.
A key feature of confining gauge theories such as QCD is the formation of bound states at low energies.
For QCD, these bound states are called hadrons, and they are of paramount phenomenological importance,
as they are the only QCD observables. A standard hadron is composed of a quark and an antiquark of the
same color (called a meson) or of three quarks or antiquarks of different colors (called a baryon).
Confinement manifests at high energies through the process called hadronization or fragmentation. In
particle colliders, color charged particles such as quarks can be produced fairly easily. However, confinement
prohibits quarks from being asymptotically free states, and the result is a jet of high energy hadrons in the
final state of the collision. Fragmentation is a collection of soft processes at the subconfinement scale that act
to neutralize the color. This phenomenon is discussed further in the context of collider physics in Chapter 5.
1.2.9 The GSW theory of electroweak interactions
A crucial piece of the SM is contained in the idea that the electromagnetic force and the weak nuclear force
are manifestations of a unified electroweak force, based on the gauge theory SU(2)×U(1). This electroweak
force contains the electromagnetic force as described by QED and the phenomenological weak nuclear force.
It quantifies interactions between fermions that change electric charge and flavor, and is responsible for many
of the more exotic phenomena of particle physics. In low energy regimes, the electroweak gauge group appears
to reduce to the effective weak interactions and the U(1) gauge theory of QED. This electroweak symmetry
breaking is discussed further in Section 1.2.11. This Section is primarily concerned with the fermionic currents
of the electroweak theory, as they are required in the particle phenomenology used later in this thesis. Many
topics are neglected or only briefly mentioned. As always, a more detailed treatment is available in the
standard references [3, 4, 5].
The GSW theory was motivated by the desire to explain certain experimental phenomena using the
language of QFT. It was observed that not only are there electromagnetic interactions, which can be explained
by QED, but there are also interactions where charge is transferred between particles in the initial and final
states, called charged current interactions. The standard example is the beta decay of the neutron, where
one of the down quarks (q = −1/3) in the neutron decays into an up quark (q = 2/3), an electron (q = −1)
and a neutrino (q = 0), leaving a proton along with the electron and neutrino in the final state. Interactions
of this type were for a long time described with some accuracy by the 4-point Fermi theory, which described
the interaction by a four-fermion vertex, but the theory had many theoretical flaws and lacked predictive
power.
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The preferred method to describe the interaction was by using a mediator particle associated with some
gauge symmetry. Because the mediator needed to be charged, it needed to interact with photons, and hence
the new gauge group must contain QED within it. To describe interactions that have both electromagnetic
currents and charged currents using a gauge group, one needs at least three gauge fields (one with positive
charge, one with negative charge, and the photon). The smallest continuous Lie group that has three
generators is SU(2). However, simply by examining the commutation relations of the phenomenological
charged and electromagnetic currents, it can be seen that they do not form an SU(2) algebra.
As well, the weak interactions appeared to have a universal coupling strength, characterized by the Fermi
constant GF , which is an indicator of a gauge theory. Moreover, it is an experimental fact that the weak
force is short ranged, which means that, in the standard gauge theory description of forces, the mediator of
the weak force must be massive.
The theory also needed the correct current structure when dealing with left handed fermions. It was
observed experimentally that only left handed fermions were influenced by the weak interactions (that had
been observed at that time), leading to maximal parity violation. The electroweak force relies on the notion of
chirality, or ‘handedness.’ Particles in one of the spinor representations of the Lorentz group are left handed
or right handed. More formally, chirality is the eigenvalue of the γ5 matrix, and left handed (ψL) and right
handed (ψR) spinors satisfy
γ5ψR = (+1)ψR, ψ¯Rγ
5 = (−1) ψ¯R,
γ5ψL = (−1)ψL, ψ¯Lγ5 = (+1) ψ¯L. (1.76)
In the above, the spinors are Dirac spinors with two independent components.
These chiral spinors can be obtained from a 4-component Dirac spinor through the helicity projection
operators
ψR =
1
2
(
1 + γ5
)
ψ = PRψ, ψ¯R = ψ
1
2
(
1− γ5) = ψPL,
ψL =
1
2
(
1− γ5)ψ = PLψ, ψ¯L = ψ 1
2
(
1 + γ5
)
= ψPR. (1.77)
Also useful are the relations
ψ¯ψ = ψ¯LψR + ψ¯RψL (1.78)
and
ψ¯γµψ = ψ¯Lγ
µψL + ψ¯Rγ
µψR. (1.79)
These spinor constructions are required because the weak force treats left handed and right handed particles
differently. They will be used in Chapter 6.
All of this experimental and theoretical evidence points to a more complicated gauge structure than pure
SU(2). The inclusion of neutral currents requires at the least another gauge field. A natural extension of
SU(2) is SU(2)× U(1).
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Table 1.2: SU(2)× U(1) charges of left and right handed SM fermions
T3 Q Y
νL +1/2 0 -1
eL -1/2 -1 -1
uL +1/2 +2/3 +1/3
dL -1/2 -1/3 +1/3
eR 0 -1 -2
uR 0 +2/3 +4/3
dR 0 -1/3 -2/3
The chirality structure of the theory can be implemented if the left handed currents generate an SU(2)
algebra, with the left handed fermions transforming in SU(2) representations like
eL, νL =
1
2
(1− γ5) f (1.80)
in which they form an SU(2) doublet
ψL =
 νL
eL
 (1.81)
with certain SU(2) × U(1) charges. The right handed fermions eR are SU(2) singlets, and there are no
right handed neutrinos in the SM. The charges are given in Table 1.2. The weak isospin is T3, while the
electromagnetic charge is Q and the hypercharge is Y = 2(Q − T3) (so Y = 1 for left handed particles, and
Y = 2 for right handed particles).
The covariant derivative of an SU(2)× U(1) gauge theory is
Dµ = ∂µ − ig2W aµ τa −
i
2
g3Bµ (1.82)
where a = 1, 2, 3 indexes the SU(2) generators and the gauge fields are W aµ and Bµ. The charged currents
can be mapped to the W 1 and W 2 fields, while the W 3 and B fields correspond to neutral currents.
The form of these interactions with fermions is somewhat complicated in the neutral sector, and a rotation
to a more amenable (diagonal) basis is helpful in understanding what is happening. By defining
Zµ = cos θWW
3
µ − sin θWBµ (1.83)
Aµ = sin θWW
3
µ −+ cos θWBµ (1.84)
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one can write the interactions cleanly in terms of the Z boson (a superposition of the W 3 and B gauge fields)
and the A boson, which can be identified with the electromagnetic photon. The Weinberg angle θW , such
that tan θW = g2/g3 in terms of the SU(2) and U(1) gauge parameters g2 and g3.
This gets us to the electroweak Lagrangian which describes a massless gauge theory invariant under
SU(2) × U(1) transformations. The SU(2) × U(1) gauge theory predicts not only weak charged currents
and the neutral electromagnetic current, but also weak neutral currents. That these currents have been
observed provides further support for SU(2) × U(1) as the electroweak gauge group. The SU(3) symmetry
of the quarks and gluons can be included as well, since there are no gauge sector interactions between the
electroweak sector and the color sector, though quarks feel the effects of both forces. In this way we can
present the SM as the gauge field theory of SU(3)× SU(2)× U(1). This theory is clearly incomplete, as we
know that not only do the weak gauge bosons need nonzero masses, but the fermions also must be massive,
which presents a problem with the electroweak symmetry as will be explored in Section 1.2.11. To include
the mass terms and bring the SM to its complete form, we must introduce the formalism of spontaneous
symmetry breaking, which is the subject of the next two Sections.
1.2.10 Symmetry breaking in classical field theory
We have been working with theories that have various symmetries; that is, Lagrangians that are invariant
under various symmetry transformations. It turns out that the study of theories with symmetries that are
explicitly broken can lead to highly interesting phenomena. We consider what happens when we include a
term that breaks the symmetry of the Lagrangian. This is called, unsurprisingly, symmetry breaking, and
when done explicitly like this is a part of the construction of the theory. Symmetries can also be broken by
physical processes, leading to more natural symmetry breaking patterns. Mathematically, symmetry breaking
is an operation that privileges certain generators of the symmetry group, obfuscating the full symmetry group
behind a manifest subgroup and a relationship among the generators.
The following are illustrative examples of symmetry breaking that have been adapted from references
[3, 5, 6, 15]. We first explore the simplest case of symmetry breaking in field theory and illustrate how the
symmetry can be used to generate new dynamics. Consider the classical theory of a massless scalar field φ(x)
in four dimensions with a quartic interaction. The Lagrangian takes the form
L = 1
2
∂µφ∂µφ− λ
4!
φ4. (1.85)
This Lagrangian is trivially invariant under the discrete symmetry φ → φ′ = −φ. Inclusion of a term
proportional to φ2 does not change this. If we were to add a term − 12m2φ2 to the Lagrangian (1.85) with
m2 > 0, this term would generate a mass for the φ field. Writing the massive Lagrangian explicitly in terms
of kinetic and potential parts gives
L = 1
2
∂µφ∂µφ− V (φ) (1.86)
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Figure 1.4: The potential V (φ) in Equation (1.88) as a function of the classical field φ. Note the
distinct minima symmetric about zero.
where
V (φ) =
1
2
m2φ2 +
λ
4!
φ4. (1.87)
This potential can be plotted as a function of φ, and it has a single minimum, at φ0 = 0. The field φ is
still at this point a classical field, so it makes sense to think of it (and plot it) in this way as a function. In
general, the same symmetry breaking techniques discussed in this Section for a classical field can be applied
to quantum fields by using the formalism of the effective action. As the effective action is not explicitly
required in this thesis, we refrain from exploring it here. It is discussed in detail in the standard references
[3, 4, 5].
However, the situation changes when we consider instead a term + 12µ
2φ2, where µ2 > 0. This is equivalent
to including a negative masslike term in the Lagrangian, or giving the φ field an imaginary mass µ = im.
The potential in this case takes the form
V (φ) = −1
2
µ2φ2 +
λ
4!
φ4. (1.88)
This potential is plotted in Figure 1.4, and it has two minima which are found at
φ0 = ±v = ±
√
6
λ
µ. (1.89)
To explore the dynamical behaviour of the theory, we expand about one of these minima. The choice
of which of the minima to expand about is arbitrary, and it is this choice which breaks the symmetry.
That there is more than one equivalent vacuum that can be chosen is why the symmetry breaking is called
spontaneous. Note that the mechanism that makes the ‘choice’ is irrelevant here. We define a shifted field
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by φ(x) = v+σ(x), where the minima occur at σ = 0. In terms of the shifted field, the Lagrangian takes the
form
L = 1
2
∂µσ∂µσ − 1
2
(2µ2)σ2 −
√
6
λ
µσ3 − λ
4!
σ4 (1.90)
where we have dropped constant terms that do not contribute to the equation of motion. Because we are
expanding about a minimum, the coefficients of terms linear in σ must vanish as well.
This is a theory of a scalar field σ(x) with mass mσ =
√
2µ and cubic and quartic interactions. With the
appearance of the cubic term, the reflection symmetry is no longer apparent, however is has left hints of its
existence in the relationship between the interaction coefficients.
Now we move on to the case of spontaneous breaking of a continuous symmetry. Consider a complex
interacting scalar field theory in four dimensions. If the theory has quartic interactions, the Lagrangian is of
the form
L = 1
2
∂µφ∂µφ
∗ − V (φ, φ∗) (1.91)
where the potential contains the interaction term and a masslike term similar to the previous example:
V (φ, φ∗) =
1
2
µ2φ∗φ+ λ (φ∗φ) . (1.92)
This Lagrangian is invariant under a phase shift of the field φ(x), which is a global U(1) continuous
symmetry:
φ(x)→ φ′(x) = eiαφ(x). (1.93)
As before, we consider the minima of the potential V (φ, φ∗). Differentiation gives
∂V
∂φ
= µ2φ∗ + 2λφ∗ (φ∗φ) , (1.94)
which we set to zero. For µ2 > 0, the minimum is at φ = φ∗ = 0. For µ2 < 0, φ = 0 is a local maximum,
and there is a minimum at |φ|2 = −µ2/2λ = a2. As illustrated in Figure 1.5, this minimum is actually a
continuum of minima.
After quantization, the field φ takes on a nonzero vacuum expectation value of a. So φ has a degenerate
vacuum with a rotational symmetry. The physical fields are then excitations above the vacuum, expansions
around |φ| = a. To exploit the rotational symmetry of the vacuum, write the complex field φ in polars:
φ(x) = φ1(x) + iφ2(x) = ρ(x)e
iθ(x) (1.95)
In the discrete case, choosing a value for the vacuum entailed choosing the positive or negative root.
Here, specifying the vacuum amounts to fixing a vacuum value for the continuous parameter θ(x). We choose
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Figure 1.5: A plot of the ‘Mexican Hat’ potential V (φ1, φ2) from Equation (1.92). Note the continuous
minimum centered about the origin.
〈0 |θ| 0〉 = 0. The vacuum expectation value of the component field ρ is a, so then by defining a ρ′ = ρ− a,
we have
φ(x) = [ρ′(x) + a] eiθ(x). (1.96)
In terms of the field ρ′, the potential can be written as
V = µ2ρ′2 + 2µ2aρ′ + µ2a2 + λ
(
ρ′4 + 4aρ′3 + 6a2ρ′2 + 4a3ρ′ + a4
)
= λρ′4 + 4aλρ′3 + 4λa2ρ′2 − λa4
= λ
(
[ρ′ + a]2 − a2
)2
− λa4
= λ
(
φ∗φ− a2)2 − λa4. (1.97)
The kinetic term is
(∂µφ) (∂
µφ∗) = (∂µρ′) (∂µρ′) + (ρ′ + a)
2
(∂µθ) (∂
µθ) . (1.98)
The full Lagrangian is then
L = (∂µρ′) (∂µρ′) + (ρ′ + a)2 (∂µθ) (∂µθ)− λ
(
φ∗φ− a2)2 + λa4. (1.99)
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The term 4λa2ρ′2 acts as a mass term for the ρ′ field, which we have seen in the discrete case. However,
there is no such mass term for the θ field, leaving θ massless. This is a consequence of the fact that θ was
used to parameterize the continuous symmetry of the degenerate vacuum.
Spontaneous breaking of a continous symmetry has taken two massless fields φ = φ1 + iφ2 to a massive
field ρ′ and a massless field θ. The symmetry has been ‘hidden’ in a sense in the mass of the second field.
The massless field θ is called the Goldstone boson of the system.
This specific example illustrates a general result: when a continuous symmetry of the Lagrangian is
spontaneously broken, the degrees of freedom of the broken symmetry manifest in the Lagrangian as massless
bosonic fields. This result is known as Goldstone’s Theorem [16, 17].
In this Section we have demonstrated some of the features of spontaneous symmetry breaking in classical
scalar field theories, in preparation for a discussion of the Higgs mechanism in the next Section. We have
illustrated the both the case where a discrete symmetry is broken, resulting in a change in the Lagrangian
and the apparent loss of the symmetry, and the case where a continuous symmetry is broken, which generates
a new massless particle in the Lagrangian.
1.2.11 The Higgs mechanism
The final piece of the SM as it currently stands is electroweak symmetry breaking and the resulting activation
of the Higgs mechanism to generate masses for the weak gauge bosons and the fermions. The requirement
of symmetry under the SU(2)L gauge group introduces a problem when attempting to describe the mass
terms of the fermions. It can be seen that the naive mass term m2ψ¯ψ = m2
(
ψ¯LψR + ψ¯RψL
)
is not invariant
under SU(2)L transformations, as ψL and ψR transform differently under SU(2)L, so some gauge invariant
mechanism is required to generate fermion masses. Likewise, as a naive gauge boson mass term would alos
violate the symmetry, there is no natural way to introduce mass terms for the electroweak gauge bosons.
In the previous Section, we discussed spontaneous breaking of a global continuous symmetry. The situation
changes when a local or gauge symmetry is spontaneously broken. Consider as an example an Abelian gauge
theory with a complex scalar field, which is essentially scalar quantum electrodynamics. The Lagrangian
takes the form
L = −1
4
FµνFµν + |Dµφ|2 − V (φ), (1.100)
where the covariant derivative is Dµ = ∂µ + ieAµ.
This Lagrangian is invariant under local gauge transformations
φ(x)→ φ′(x) = eiα(x)φ(x), (1.101)
Aµ(x)→ A′µ(x) = Aµ(x)−
1
e
∂µα(x). (1.102)
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The potential is taken to be one which induces spontaneous symmetry breaking:
V (φ) = −µ2φ∗φ+ λ
2
(φ∗φ)2 (1.103)
where the parameter µ2 > 0.
As in the previous example, φ acquires a nonzero vacuum expectation value and the U(1) symmetry is
broken. The potential has a minimum at
Vmin = 〈0 |φ| 0〉 = φ0 =
√
µ
λ
. (1.104)
The field φ is then expanded into real and imaginary parts, with the vacuum expectation value made
explicit
φ(x) = φ0 +
1√
2
(φ1(x) + iφ2(x)) (1.105)
which when inserted into the potential in Equation (1.103) gives
V (φ) = − 1
2λ
µ4 +
1
2
2µ2φ21 +O(φ3i ) (1.106)
which includes a mass term for φ1 of mass m1 =
√
2µ. The second field, φ2 remains massless, and acts as
the Goldstone boson of the model.
However, the local symmetry that has been introduced in the form of the covariant derivative causes a
new complication. Under this field relabelling, the kinetic terms transforms as
|Dµφ|2 = 1
2
(∂µφ1)
2
+
1
2
(∂µφ2)
2
+
√
2eφ0Aµ∂
µφ2 + e
2φ20AµA
µ + (. . .) (1.107)
where the (. . .) indicates interaction terms cubic and quartic in the fields φ1, φ2, and Aµ which are not
pertinent to the result. The final term in the expression is a mass term for the gauge boson that gives a mass
of m2A = 2e
2φ20. It appears the spontaneous symmetry breaking has given the massless gauge boson a mass
proportional to the vacuum expectation value of the scalar field.
Spontaneous symmetry breaking as implemented in the SM involves the nonabelian Higgs mechanism
where, in contrast to the calculations earlier in this Section, the broken symmetry is a nonabelian gauge
symmetry. The basic logic is the same, but there are some important consequences that result from the more
complicated gauge group.
Consider a scalar field theory with an SU(2) symmetry such that
Hi → H ′i = (1 + iαata)ij Hj (1.108)
where the generators taij = σ
a/2. The field H is a Lorentz scalar and an electroweak doublet. The gauge
covariant derivative is
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DµH =
(
∂µ − igAaµta
)
H =
(
∂µ + gA
a
µT
a
)
H (1.109)
which makes the kinetic term of the scalar field now
1
2
(DµHi)
2
=
1
2
(∂µHi)
2
+ gAaµ
(
∂µHiT
a
ijHj
)
+
1
2
g2 (T aH)i
(
T bH
)i
AaµA
bµ. (1.110)
If we let the scalar field H take on a nonzero vacuum expectation value 〈Hi〉 = (H0)i and we then expand
about that minimum then, as in the Abelian case, the Lagrangian will acquire a term that acts as a mass
term for the gauge bosons
LmiA =
1
2
m2abA
a
µA
bµ (1.111)
where the masses are contained in the mass matrix m2ab = g
2 (T aH0)i
(
T bH0
)i
. The masses should in general
be positive for gauge bosons.
If any of the generators T a leave the vacuum invariant, then T aH0 = 0 so that generator does not
contribute to the mass matrix and the associated gauge boson Aaµ remains massless. The vacuum solution is
invariant under the U(1) subgroup of SU(2) generated by the third generator (W3), so SU(2) is spontaneously
broken to U(1). For any vector in the space, there will always be a tranformation that takes the vector into
a subspace orthogonal to the Goldstone space. This is called unitary gauge, and it is in the unitary gauge
that the SM Higgs scalar boson manifests as the Higgs doublet takes the form
H =
 0
h+vh√
2
 . (1.112)
Explicitly in unitary gauge, the electroweak gauge sector of the SM becomes
L = Lgauge − 1
2
h
(
∂2t −∇2 +m2h
)
h− g m
2
h
4mW
h3 − g
2
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m2h
m2W
h4
+ 2
h
vh
(
m2WW
+
µ W
−
µ +
1
2
m2ZZ
2
µ
)
+
(
h
vh
)2(
m2WW
+
µ W
−
µ +
1
2
m2ZZ
2
µ
)
(1.113)
where h is the physical Higgs boson field and vh is the vacuum expectation value of the Higgs field. The
gauge sector Lagrangian Lgauge has been suppressed for brevity, as it is very large and not particularly nice
to look at. Thus the nonabelian Higgs mechanism has generated masses for the electroweak gauge bosons.
Using the Higgs doublet, one can also construct gauge invariant Higgs-fermion interaction terms that
generate gauge invariant fermion mass terms after electroweak symmetry breaking. The fermion Yukawa
sector is (before unitary gauge)
L = −Y ψij ψ¯iLHψjR + h.c. (1.114)
summed over the fermions ψ. The Yukawa couplings are given by Yij , H is the SM Higgs doublet, and h.c.
indicates the Hermetian conjugate of the first term. These terms become couplings between the physical
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Higgs field h and the fermions and fermion mass terms (proportional to Yij/vhψ¯ψ) in unitary gauge. These
terms are manifestly gauge invariant.
In this way, the Higgs mechanism allow the SM to behave as required by experiment. Observation of the
physical Higgs boson in 2012 validates the SM as a theory.
1.3 Evidence for dark matter
This Section will provide an overview of the evidence for the existence of dark matter, evidence which can
be said to make up the dark matter problem itself. There are two typical ways to present the evidence for
dark matter: chronologically based on time of discovery and from small to large based on the scale of the
phenomena. We have chosen here the latter, which better facilitates cohesion in a more technically detailed
discussion. The smallest scale at which evidence of dark matter appears is the galactic scale, and we begin
there, with a discussion of galatic rotation curves, before proceeding to the scale of galaxy clusters and then
to the cosmological scale. See reference [18] for a review of the evidence for the existence of dark matter.
1.3.1 Galactic scale evidence
The scale of a single galaxy (hundreds of thousands of light years in diameter for the luminous disc) appears
to be the smallest at which dark matter can be observed through its gravitational influence. In smaller scale
systems, such as solar systems, dark matter is not concentrated enough to have a gravitational effect that
can yet be measured, and no non-gravitational evidence for dark matter has yet been observed. Galactic
scale evidence is also very important historically, as it led to the modern formulation of the problem of dark
matter.
Galactic rotation curves
On the scale of galaxies, the most well known piece of evidence for the existence of dark matter is found in
the rotation curves of spiral galaxies. A rotation curve is a plot of the rotational velocity of objects rotating
about a central point against their radius. Spiral galactic rotation curves are governed by Newtonian gravity
to a very good approximation, but observations produce results that indicate either the presence of invisible
gravitating mass or the breakdown of Newtonian gravity.
The rotational velocity of an object in a stable gravitational orbit about an extended mass can be obtained
from the balance equation
vrot(r)
r
=
GNM(r)
r2
(1.115)
where the mass inside the orbit of radius r is M(r) and GN is Newton’s gravitational constant. In terms of
the density of the extended mass, one can write M(r) = 4pi
∫
ρ(r)r2dr. Solving for the velocity, one obtains
the prediction
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Figure 1.6: Rotation curve of the Milky Way, as reported in reference [19]. That it is roughly constant
beyond about 3 kpc is strong support for the presence of dark matter.
v(r) =
√
GNM(r)
r
. (1.116)
One can measure the rotational velocities of stars in galaxies by applying photometry techniques to tracer
stars and measuring the Doppler shift of spectral lines, and combine together measurements of many stars
at various radii to obtain a rotation curve for the galaxy.
Applied to a galaxy that consists solely of luminous mass, one expects that for r beyond the luminous
part of the galaxy, the mass M(r) should be constant, and hence that the rotational velocity should go like
v(r) ∼ 1/√r. However, observationally one sees v(r) ∼ const as far out as tracer stars can be distinguished.
The rotation curve for the Milky Way has been reproduced in Fig 1.6. This behaviour can most simply
be explained by simply assuming that there is a nonluminous mass component forming a spherical halo
contributing to M(r) with a density that goes like ρ(r) ∼ 1/r2, in which the luminous disk is embedded.
This nonluminous mass is the manifestation of the dark matter problem in spiral galaxies.
The dark matter problem became accepted as a genuine problem as opposed to a curiosity by the scientific
community following the work of Vera Rubin and collaborators [20, 21, 22], who measured the rotation curves
of hundreds of spiral galaxies. While Rubin was not the first to notice the discrepancy (Babock did in 1939
[23]), she was the first to systematically study a large sample size with a high degree of rigor. That she was
able to do so is due to the advances in optical astronomy, but that her study bore such incredible fruit was
due to her painstaking personal efforts. Although the community was skeptical to begin with, the mounting
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evidence forced acceptance of the accuracy of her work and the consequent implications.
A modern study of galactic rotation curves for over 1000 galaxies also exists, confirming the original
findings [24] and reviewing the techniques involved. Galactic rotation curves remain an important part of
the puzzle of dark matter, though their contribution tells us less than the evidence from gravitational lensing
and cosmological observations in recent decades.
1.3.2 Cluster scale evidence
Some of the earliest and more recently, the strongest evidence for dark matter appears at the scale of
galaxy clusters. These objects are groups of hundreds to thousands of galaxies that form a loosely bound
gravitational system with a diameter of anywhere from 2-10 Mpc. Clusters as a whole have masses on the
order of 1014-1015 solar masses, and are composed of not only the galactic components but also of the hot
gas that makes up the intracluster medium, which is x-ray emitting and has a temperature of 2-15 K. About
1% of the mass is in the galaxies, and about 9% is in the intracluster medium. The remaining 90%, as we
will see in this Section, is made up of dark matter.
Gravitational lensing
Gravitational lensing was one of the main predictions of the general theory of relativity, and the observation
of the effect was key in the acceptance of the theory. In general relativity mass, or more generally the
stress-energy tensor Tµν , is related to the curvature of spacetime through the Einstein field equations
Gµν = 8piTµν . (1.117)
For a static system, the basic interpretation is that mass warps the flat spacetime close to it, generating a
curved spacetime that acts on mass as a gravitational force. In flat spacetime, light will follow a straight line,
but this is only a special case of the more general fact that light will follow the shortest path between any two
points (this is known as Fermat’s principle). In a curved spacetime, light will follow the geodesics, which are
those paths that minimize the time it takes for light to travel between the two points. Consequentially, the
presence of mass will cause light to follow curved trajectories, creating a lensing effect. This is the essential
physics behind the gravitational lens.
As lensing cannot change the number of photons or the surface brightness of objects, the effects of
gravitational lensing are directly related to the amount of matter (luminous or not) in the lensing system,
which makes it a useful probe of dark matter distributions [25]. A massive object in the foreground will
distort the light emitted by objects that appear near it in the background, which can create multiple images
of the background objects or even a continous ring (known as an ‘Einstein ring’) depending on the geometry.
This kind of gravitational lensing by what is effectively a point mass is known as strong lensing, and is capable
of providing rough mass estimates for the foreground object, based on the amount of deflection the images
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of the background object undergo. Observations of strong lensing have been used to estimate the mass of
galaxies and galaxy clusters and provide support for the existence of additional nonluminous mass [26].
More usefully, strong lensing has been used to probe the MACHO (Massive Compact Halo Object)
hypothesis of dark matter, in which dark matter consists of normal matter that is cold and hence dark in
asteroid to planet sized bodies drifting through the galactic halo. Neutron stars and black holes are also
thought to be MACHOs. MACHOs can be sought by looking for so-called microlensing events, where a
MACHO passes in front of a star and briefly lenses the light of the star, causing a slight twinkle as the
light is focussed. By searching for such events and noting their frequency, one can estimate the dark mass
contribution of MACHOs to the galactic halo. After years of observations, the number of observed lensing
events indicates MACHOs can make up at best 20% of galactic dark matter [27].
However, strong gravitational lensing is not the most useful tool for studying distributions of dark matter.
Finding appropriate background objects to study for a distributed object like a cluster is difficult, and for
a lens of insufficient strength it is difficult to separate lensing effects from the natural shape of the object.
Extracting the nature of the mass that generates the lensing from pure observation is not straightforward,
and usually involves comparison with numerical simulations and theoretical predictions. Weak gravitational
lensing is the statistical study of the images of many objects viewed through a lens of extended spatial
distribution. Lensing warps circular sources to appear elliptical, but without prior knowledge of the shape of
the lensed object, this information is meaningless. As galaxies have an essentially random orientation with
respect to our observations, it becomes difficult to determine how much of the ellipticity is due to lensing and
hence how strong the lensing effect is. However, by considering lensed objects over a wide field of view, one
can perform a statistical analysis to extract correlations in the shear distortion of the set of objects. This
allows one to extract information about the collective lens, which in turn allows the construction of a map
of the spatial distribution of gravitating matter in the lens. This includes dark matter, which means that
weak lensing provides a window into the large scale structure of dark matter. Weak lensing has been used
effectively not only with optical wavelengths, but also with infrared light, to observe objects that are very
optically dim or optically obscured. For a detailed discussion of weak gravitational lensing and its use in
observational cosmology, see reference [28].
One of the most important pieces of evidence for the existence of particle dark matter is the Bullet
Cluster [29]. This cluster (1E0657-558), which actually consists of two galaxy clusters undergoing a collision,
is at a distance of about 1.141 Gpc or 3.7 billion light years (z = 0.296). The mass distribution of the
system was probed using weak gravitational lensing, and compared against the distribution of visible mass
as observed with optical instruments and through the Chandra X-ray Observatory. The mass distribution
was consistent with the hypothesis that the majority of gravitating mass in the system was nonluminous,
and moreover has proven difficult to explain with non-particle explanations of dark matter, such as modified
gravity theories. That the Bullet Cluster was actually caught in an observation is a very lucky event for the
particle astrophysics community.
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Figure 1.7: An overlay image of the Bullet Cluster (1E0657-558), as reported in reference [29]. The
blue overlay is where the majority of the gravitating mass of the cluster is, while the red overlay is
where the majority of the visible mass is. The discrepancy between the two indicates the majority of
the mass of the cluster is nonluminous.
The classic summary image of the Bullet Cluster is included in Figure 1.7. The red and blue overlays are
provided to show where the visible and dominant mass distributions are. To see how these observations are
consistent with a particle dark matter interpretation, we consider how the main components of the cluster
are affected by the collision. In a collision of this scale, the individual galaxies in the clusters are essentially
collisionless, only being affected by gravitational tidal forces. They are simply too small to interact in any
meaningful way. It is expected that the galaxies will then simply pass through the center of the collision, at
least initially. The clouds of plasma will interact very strongly with each other, as they consist of charged
particles, and will not pass through one another, instead becoming a combined cloud near the center of the
collision.
So after the collision, considering only the visible components of the clusters, one expects to see the
galaxies having passed through and beyond the center of the collision with the hot plasma remaining behind.
Considering only visible mass, one would expect for a weak lensing analysis to put the the majority of the
cluster mass in the plasma, at the center of the collision. This is not what is observed. It is in fact the case
that the hot plasma (-red- overlay in Figure 1.7) contributes only ∼ 12% of the mass of the clusters. The
majority of the gravitating mass (the -blue- overlay in Figure 1.7) traces the galaxies, indicating that it is
collisionless. This matches the predicted properties of dark matter. More technical details of the analysis are
available in reference [29] and the literature cited therein. The Bullet Cluster is still studied in great detail
[30, 31, 32, 33].
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Velocity dispersions
For large scale objects such as galaxy clusters which are gravitationally bound, one can observe the motion
of individual galaxies within the cluster and infer the gravitational potential that causes that motion. The
gravitational potential, of course, is directly related to the mass distribution within the cluster. This allows
measurements of the velocities of galaxies within a galaxy cluster to be used to estimate the total gravitating
mass of the cluster. This was the method used by Zwicky in 1933 to examine the Coma cluster [34].
The virial theorem is a classical relation for a stable system that relates the average kinetic energy of the
components of the system to the total potential energy, and it can be written
〈T 〉 = −1
2
N∑
k=1
〈F¯k · r¯k〉. (1.118)
For a central force, where the potential is proportional to powers of the radial distance V (r) = arn, the above
relation simplifies to
2〈T 〉 = n〈Vtot〉 (1.119)
which becomes for the case of Newtonian gravity (n = −1):
〈T 〉 = −1
2
〈Vtot〉. (1.120)
The kinetic energy can be represented in terms of the velocities of component objects, which can be observed.
These observations are done using Doppler measurements for the case of galaxy clusters. The potential energy
of a gravitationally bound system thus is related to the total mass of the system. In this way, the observable
velocities of objects in a bound system can be used to infer the total mass of the system. Note that though
the virial theorem can provide a lower bound on the mass in the system, it cannot provide an upper bound.
The masses estimated with the virial theorem are different from the masses of luminous sources observed.
This indicates a significant dark component to the gravitational potential.
For this to provide a valid approximation in practice, certain conditions must be met. First, all bodies
must be approximately the same mass compared to the total mass of the system. Second, a representative
sample of the system must be obtained, typically requiring a large number of observations. Finally, the
objects in the system must have an isotropic velocity distribution. Modern estimates of the fraction of
baryonic matter in galaxy clusters from velocity observations that satisfy these conditions are Ωb ' 0.2− 0.3
[35, 36, 37, 38].
Dwarf galaxies are small clusters of stars that exist around larger spiral galaxies. They are discussed
in much greater detail in Chapter 4, as a possible gamma ray source for annihilating particle dark matter.
Observations of stellar motion within these dwarf galaxies can serve as a predictor of the total gravitating
mass in the galaxy. These observations indicate that dwarf galaxies have mass to light ratios that are the
highest of any observed structure, indicating that they are incredibly rich in dark matter [39, 40].
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One can also obtain mass estimates for clusters from the temperature of the gas in the intracluster
medium, which is easily observed since it emits x-rays. The cluster gas is supported by its own pressure
against gravitational collapse, and assuming hydrostatic equilibrium, one can infer a balance equation
dPg
dr
= −GM(r)ρg(r)
r2
(1.121)
where M(r) is the total mass inside the radius r and ρg(r) is the gas density at radius r.
If we further assume that the gas obeys the ideal gas law, its pressure can be written
Pg =
ρgkT
µ
(1.122)
which can be combined with Equation (1.121) to give the following estimate of the gravitating mass of the
cluster
M(r) =
kTg(r)r
Gµ
[
−d ln ρg
d ln r
− d lnTg
d ln r
]
(1.123)
where in the above k is the ideal gas constant and µ is the mean mass per gas particle.
X-ray observations give us the temperature Tg, the density ρg and the chemical composition after some
spectral analysis. With this information, Equation 1.123 can be used to estimate the total mass of the
cluster, and these estimates are in agreement with those obtained from the observations of galaxy velocity
distributions [37], providing further evidence of the existence of substantial gravitating dark matter in galaxy
clusters.
1.3.3 Cosmological scale evidence
In recent years, observational cosmology has moved to the forefront of our queries into fundamental physics.
Our study of cosmology relies on several sets of observations, but by far the most important are our decades
of CMB observations. The CMB is the flux of photons that were emitted at the time of last scattering in
the thermal history of the universe, when the primordial plasma had cooled to such a point that it became
opaque, and the free ions and electrons combined to form hydrogen atoms. This event is discussed in slightly
more detail in Chapter 2. The photons released carry information about the state of the universe at that time,
including the distribution of matter, both baryonic (baryonic matter is massive SM matter in the context of
astronomy) and dark.
CMB anisotropies
Some of the strongest evidence for particle dark matter as nonbaryonic comes from studies of the CMB. In
fact, it is exceedingly difficult to model CMB observations without the inclusion of large amounts of non-
baryonic matter. The CMB is about 3K in temperature, and about 400 photons occupy every cubic cm of
space, with a flux of about 1013 photons per second per cm3. The CMB sky is pictured in Figure 1.8.
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Figure 1.8: Image of the CMB mapped over the sky, as reported in reference [41]. Bluer regions are
colder (photons from that direction are less energetic) while redder regions are hotter (photons from
those regions are more energetic).
In the early universe, before the time when the first hydrogen atoms formed, there were acoustic oscil-
lations propagating through the primordial baryon-photon plasma, with regions of slightly more and less
compressed mass. The origin of these oscillations is not known, and is an area of active research [42]. They
are thought to be the relics of fluctuations at a much earlier period, which were frozen in by cosmic inflation.
There presence is not in doubt, however [41]. More compressed regions had slightly higher temperatures than
less compressed regions, due to simple thermodynamics.
Eventually, the universe cooled enough that the photons and baryons decoupled, releasing what are
essentially ionization photons. The above regions of differing temperature can be mapped to the mass
distribution at the time of last scattering, when the CMB was generated. This is not only due to the slight
temperature differences in the plasma communicating themselves to the emitted photons, but also due to the
redshifting of the photons as they escaped the slightly deeper gravitational potential of the denser regions.
The photon flux from the last scattering event has cooled as the universe has expanded, which it is now made
up of microwaves, but the temperature fluctuations are still present, and observable, at levels of δT/T ∼ 10−5.
Temperature fluctuations in the CMB over the sky can be expanded in spherical harmonics
δT
T
=
∞∑
l=1
l∑
m=−l
almY
l
m (θ, φ) . (1.124)
The l = 1 dipole moment is due to the motion of the Earth with respect to the CMB, and is subtracted off.
Averaging over value of m gives
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Figure 1.9: Power spectrum of the CMB as a function of multipole moment of expansion l. Informa-
tion about the densities of the components of the universe can be extracted from the peaks (see text
for more details). Figure originally published in reference [43].
Cl =
1
2l + 1
l∑
m=−l
|alm|2 . (1.125)
This quantity can be used to obtain the angular power spectrum of the CMB, which is
P =
l (l + 1)
2pi
Cl. (1.126)
The value of the parameters Cl contain information about the distribution of matter at the time the CMB
was emitted, and can be determined from observations.
The value of the first peak is related to the sonic horizon distance at the time of last scattering, which is
largest spatial scale that could have responded to an acoustic wave. This is related to the propagation speed
of acoustic waves, which is tied to the density of the medium. It essentially characterizes the size of the causal
‘sound cone’ of the medium. What value of l it appears at depends on the matter density of the universe
Ω0 = ρ(t)/ρc(t), where ρc is the critical density. The second peak, related to the maximum rarefaction, has a
height less than that of the first peak, and the relative supression of the second peak increases as the cosmic
fraction of baryons Ωb increases. The third peak, which is related to the maximum compression, is sensitive
to the dark matter fraction Ωd. Thus, from the these three peaks, we can extract Ωd.
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The CMB has previously been studied by the succession of satellite-based instruments (COBE (1989-
1993) [44] WMAP (2001-2010) [45], and PLANCK (2009-2013) [41]). The first two of these devices were
single purpose instruments designed to to study the anisotropies in the CMB first reported by COBE in
1992 [46] (PLANCK having multiple other aims), and the combined program heralded the birth of precision
cosmology.
Structure formation
Arguments for dark matter appealing to structure formation do not provide strong evidence for the existence
of dark matter, but instead rely on consistency for their persuasive power. Mass in the observable universe
is not distributed isotropically at scales smaller than 100 Mpc, but instead is clumped into regions of higher
and lower density. Our understanding of the mechanism behind the initial asymmetries and their subsequent
evolution as the universe expanded is far from complete. The basic picture is that the initial perturbations
were generated by some unknown primordial fluctuations, and that the evolution was governed primarily
by gravity with complications due to various thermodynamic effects. The basic solution for the evolution is
density perturbations leading to an exponential growth in the amplitude of the waves, but this does not take
into account pressure, which counters this growth. As pressure waves and gravity travel at different speeds,
this leads to some interesting dynamics.
Dark matter has weak interactions with the SM, and hence decoupled from the primordial plasma rel-
atively early on, and began to gravitationally evolve structure much earlier. As it is also non-interacting,
it underwent gravitational collapse in a far different way that would happen with baryonic matter. Then,
when the baryonic matter decoupled and began to undergo gravitational collapse later, it was drawn to the
structure already in place from the collapse of the dark matter. This is reflected in the observations, and the
universe would look very different if baryonic matter had collapsed without the influence of dark matter.
Hot (relativistic) dark matter cannot, in general, reproduce the observed large scale structure of the
universe. It is simply moving too fast, and takes too long to collapse. If dark matter were hot, one would
expect to see very old superclusters and very young galaxies, but this is the opposite of what we actually see.
Galaxies have been around for over 13 billion years, and superclusters are a relatively recent phenomenon.
There have been attempts to make hot dark matter with the observed structure, but such explanations are
now disfavored by modern observations of high redshift galaxy distributions. This is not to say hot dark
matter is ruled out completely, but it must make accommodations for structure formation.
These theories are tested by conducting N-body simulations of gravitational collapse, where N is in the
billions [47, 48]. While these simulations are more or less in agreement with the predictions of the theory,
providing a strong consistency argument, there are still unresolved questions, especially in the finer structures
at the cluster scale and the galaxy scale, and only recently have the contributions of baryonic matter been
taken into account.
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1.4 Solutions to the dark matter problem
There have been many solutions proposed to address the dark matter problem. They fall into three broad
categories: standard matter, exotic matter, and modifications to gravity. Of the three, the first is no longer
considered viable, in large part due to its inability to describe the cosmological observations that were
discussed in the previous Section. Explanations of that kind essentially posited that there was simply a large
amount of normal (baryonic) matter out there that did not emit light, such as asteroids, planets, dust and
brown dwarfs (see the discussion of microlensing in Section 1.3.2). This explanation is not supported by the
analysis of CMB anisotropies. There were a number of observational studies done to observe nonluminous
standard matter, but none were able to detect the amounts that would be required to address the dark matter
problem in full at even the galactic scale.
The second class of explanations introduces new massive particles that are not part of the SM to account
for dark matter. Generically, this is called particle dark matter, because such models usually admit a particle
physics description of dark matter. It is the favored explanation among the astrophysics and particle physics
communities. Examples of families of particle dark matter models are reviewed in this Section.
As evidence for the existence of dark matter is entirely gravitational, it is natural to ask if one can modify
the theoretical description of gravity so that it is capable of reproducing the observations. The chief candidate
of alternative gravity scenarios is discussed in Section 1.4.4.
1.4.1 Weakly interacting massive particles
At this point in time, the generic candidate for particle dark matter is the weakly interacting massive particle,
or WIMP. Exact usage of the term WIMP has shifted over the decades, but in this thesis the term ‘WIMP’
will be used to describe any model of particle dark matter that was produced thermally in the early universe
following the WIMP production paradigm as discussed in Chapter 2.
As mentioned above, the term ‘WIMP’ has been used to describe different things over the years, but the
original usage was in the context of the supersymmetric (SUSY) WIMP. SUSY is an extended symmetry
of spacetime, which can be obtained by extending the Poincare´ Lie algebra into a graded Lie algebra. The
transformations obtained in this extension map elements of a ‘superfield’ of particle fields into one another,
where the elements of the superfield belong to different representations of the Lorentz group. More specifically,
under SUSY transformations fermions are transformed into bosons and bosons into fermions. A consequence
of this is that the existence SM particles indicates the existence of a set of partner superparticles, or sparticles,
which complement the SM particles in the superfields. The reason SUSY has gained so much popularity is
that these superpartners allow it to act as a custodial symmetry, solving the electroweak hierarchy problem.
The radiative superpartner contributions to the Higgs boson mass can naturally cancel out the uncomfortable
quadratic divergences that occur in the SM.
In additional to addressing the hierarchy problem, SUSY requires many new particles which can address
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a number of other problems in particle physics, including the dark matter problem. In most SUSY theories,
the lightest supersymmetric particle, which is the lightest particle that cannot decay into SM particles due
to the conservation of R-parity (a conserved charge that is different between particles and sparticles), is both
stable and neutral and so can act as dark matter. It will also typically interact with SM matter through the
weak force, and SUSY scales tend to place its mass at around 100 GeV, which makes it a perfect candidate
to fulfill the WIMP miracle (see Chapter 2). This lightest supersymmetric particle tends to be a neutralino,
generally a linear combination of gauginos λ and Higgsinos H˜0 (the superpartners of weak gauge bosons and
the Higgs boson) [49]
χ0 = αλB + βλW + γH˜
0
1 + δH˜
0
2 . (1.127)
The literature pertaining to SUSY dark matter is vast, so we include only a handful of references [50, 51,
52, 53]. Further details are available in the reviews [54, 55] and the references therein. However, there has
been no sign yet of SUSY at the LHC, which has placed very strong constraints on the parameter space of
SUSY dark matter for the most natural models [56, 57, 58].
Another frequently considered candidate for dark matter is the lightest Kaluza-Klein particle [59], which
occurs in theories with extra dimensions. In such theories, particles propagate in the additional spacetime
dimensions as well as the usual four, which leads through quantization to an infinite tower of particle states
with identical quantum numbers. The lightest of these states, which is often an excitation of the hypercharge
gauge boson, is usually stable, and can act as cold dark matter in some cases. Such particles interact with SM
matter through Higgs exchange and through exchange of other Kaluza-Klein particles. Kaluza-Klein theories
of dark matter are less discussed at present than they were a decade ago, but still appear quite frequently in
the literature.
Little Higgs models are another class of general beyond SM particle physics models that naturally admit
dark matter [60, 61, 62, 63], and the currently popular twin Higgs model [64] is within this class. In this class
of models, the SM Higgs boson is the pseudo Goldstone Boson of a spontaneously broken global symmetry
at the TeV scale. The symmetry breaking term is constructed so as to naturally cancel contributions to the
Higgs mass at loop order, resolving the fine-tuning part of the hierarchy problem in that approximation. It is
intended to be the low energy effective theory of some higher UV completion that fully resolves the hierarchy
problem. The basic construction requires a discrete parity-like symmetry that can function as a stabilizer for
dark matter, preventing decays. The generic dark matter candidate [65] in the simplest variant of the theory
is a heavy vector particle that interacts with the SM primarily through the Higgs-portal. For a review of the
current experimental constraints on little Higgs dark matter, see reference [66].
1.4.2 Axion-like particles
The axion is a light pseudoscalar particle that was originally proposed to address a problem in QCD, but has
become a somewhat common feature in beyond SM theories of particle physics. For several decades, it was
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considered a strong candidate for dark matter, though current bounds on the QCD axion have almost ruled
that possibility out. However, nonstandard axions, occasionally referred to as ‘axion-like’ particles, remain a
family of strong candidates. There are several reviews of axion dark matter [67, 68, 69].
In the QCD Lagrangian, a gauge invariant term like
Lθ = θg
2
32pi2
GaµνG˜
aµν (1.128)
can appear. Indeed, there is no reason it should not appear. However, such a term would lead to CP violating
processes in pure QCD, which have not been observed, placing stringent bounds [8]. That θ is so small (or
zero) strikes many as unnatural without the involvement of some symmetry, and this unseemly smallness is
known as the strong CP problem.
The strong CP problem can be solved if one postulates the existence of a classical global U(1) symmetry
of the QCD Lagrangian [70, 71], usually called the Peccei-Quinn symmetry after its creators. The U(1)PQ
symmetry is spontaneously broken by the θ term in the QCD Lagrangian (1.128). The spontaneous breaking
of a continuous symmetry generates a massless Goldstone boson, which is called the axion. The relevant
Lagrangian is
Lθ+a =
(
θ +
a
fa
)
g2
46pi2
GaµνG˜
aµν (1.129)
The axion obtains a dynamical mass through loop order interactions with the gluon fields (anomalous inter-
actions), or through the breaking of the PQ symmetry in some models. Masses for axions are highly model
dependent, and range from 3× 10−6 eV to 10 eV. Axions with larger masses are possible in some cases, but
have lifetimes that are short on cosmological scales. The axion is characterized by the U(1)PQ breaking scale
fa, which is generally taken to be much larger than the electroweak breaking scale vh = 246 GeV. A basic
review of axion physics including current experimental results is available in reference [8].
The axion will couple to photons through a term generated by the mixing effect with the pions, by virtue
of having the same quantum numbers,
Laγγ = −gγ αem
pi
a
fa
E ·B (1.130)
where gγ is some model dependent constant of O(1), and αem is the electromagnetic fine structure constant.
This term allows conversion of axions to photons in a strong magnetic field, which is the process sought in
direct axion search experiments.
The axion interactions with SM fermions takes the form
Laf¯f = igf
mf
v
af¯γ5f (1.131)
where v is the PQ scale and as above, gf is a model dependent constant of O(1). The nonobservation of the
decay channels opened by this term also place fairly weak bounds on the axion mass.
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Bounds on the QCD axion are now quite strong [8], which has precipitated a drop in the volume of
discussions of axion dark matter. However, the QCD axion is not the only possible kind of axion. Axion-like
particles can arise in a beyond SM theory in which a global U(1)PQ symmetry is broken (through a PQ
mechanism). The generic axion-like particle has nonzero U(1)PQ charge, a large vacuum expectation value,
is scalar or pseudoscalar, and is an electroweak singlet. This last property means it will interact with the SM
only through the U(1)PQ symmetry. The exact nature of the interaction is model dependent.
The strongest constraints on the axion parameter space come from observations of stellar life cycles. The
presence of axions would increase the rate at which stars cool, accelerating their evolution significantly. This
is because axions interact very weakly in comparison to other particles like photons, and so the energy of any
axion produced is essentially lost to the star, as the axion will likely pass out of the star without scattering
and depositing any of the energy back. This is clearly not the case for photons, which take much longer to
reach the surface due to many scattering events. This can be thought of as a standard star radiating energy
only from its surface area, while a star that produces axions is radiating energy from its entire volume. The
most important processes involving axions that would occur in stars are Compton scattering (γe→ ae), axion
bremsstrahlung (Ne→ Nea), and the Primakoff effect (γN → aN). Comparison of observations to standard
stellar evolution models constrains the couplings involved in each of these axion processes. Observations of
red giants in particular rule out many models of axions in the mass range 200 keV ≥ ma ≥ 0.5 eV.
Additionally, the supernova SN1987a rules out axions in the mass range 3 × 10−3 eV ≥ ma ≥ 2 eV.
These bounds come from the required consistency of observations with theories of supernova core cooling
being entirely due to neutrinos, leaving no place for axion contributions. This constraint is independent of
the axion model.
Axion production in the early universe is far outside of the standard WIMP paradigm. Thermal production
of axions requires the couplings to the gluon leave the axion in thermal equilibrium until the QCD phase
transition at around T ∼ ΛQCD [72] (see Chapter 2 for more details). This analysis is complicated by the
axion decay channel to photons, and pion conversion effects [73]. Hot axion dark matter was considered for
a long time, though those models are less favored by other constraints on the axion parameter space [74].
Cold axions are more promising, primarily because of the vacuum realignment mechanism [75, 76, 77] that
can generate an axion with interesting properties. Essentially, near the QCD phase transition, topological
effects can generate a dynamical restoration of the PQ symmetry, generating an axion condensate which can
act as cold dark matter. Axion dark matter is frozen out of the vacuum. These cold axions were never in
thermal equilibrium, and so cannot be constrained by cosmological observations in the same way as generic
thermal WIMPs can.
1.4.3 Right handed neutrinos
Of the SM fermions, neutrinos are unique in that they exist only in the left-handed chirality state. Addi-
tionally, in the basic SM, neutrinos are massless, which has been experimentally determined to be incorrect
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[78]. This second fact is perhaps the only definitive piece of evidence from within particle physics itself that
the SM is incomplete. The existence of right handed counterparts to the SM neutrinos has been considered
many times as a way of generating neutrino masses, and they have also been consistently considered as a
dark matter candidate [79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89]. See also reference [90] for a detailed review.
It is known that the SM neutrino is too light and moves too quickly to account for the observed dark matter
abundance, but a heavier neutrino could do so. In the literature, the right handed neutrino is called by that
name if it has a mass on the GeV scale or larger, and if it has a mass on the keV scale it is called ‘sterile’
(in contrast to the active left handed SM neutrinos). The distinction is one of common usage, not definition,
however, and as neutrinos are not the focus of this thesis we use the two terms interchangeably. Some sources
include the neutrino dark matter candidates under the umbrella of WIMP, but we prefer to treat them as a
separate category in this thesis, because of the specification we have made that the term ‘WIMP’ is associated
with the freeze-out thermal production mechanism. While some neutrino models involve WIMP-like thermal
production, many do not, and we prefer to group the neutrinos together for this brief survey.
A generic model of sterile neutrinos has a Lagrangian [91] that looks something like
L = LSM + iν¯R∂νR − L¯LFνRH˜ − ν¯RF †νRLLH˜† −
1
2
(
ν¯cRMMνR + ν¯RM
†
Mν
c
R
)
(1.132)
whereH is the SM Higgs doublet and FνR is the matrix of the Yukawa couplings for the right-handed neutrinos
νR. A Majorana mass term is generated by the Majorana mass matrix MM , and ν
c
R = Cν¯
T
R , where C is
the charge conjugation matrix. The right-handed neutrinos are SM gauge singlets, and the only interactions
with the SM sector are through the Yukawa couplings, which allow interactions with the Higgs and facilitate
mixing effects with the left-handed lepton doublets. The Yukawa terms also generate a Dirac mass term in
unitary gauge through the Higgs mechanism below the electroweak scale. These mass parameters are mostly
free parameters of the model, and can be constrained in a number of ways depending on the overlying theory
(including either parameter being set to zero).
The mixing between left and right handed neutrinos would allow for right handed neutrinos to decay
into νLγ final states, which have not been observed, setting upper limits of ∼ keV masses on right handed
neutrinos that can so decay. Variants that cannot decay in that manner can be much heavier. Other
decays, such as those to νLνLνL final states, can cause the lifetime of the right handed neutrino to drop,
but the decays happen so rarely in most models that the lifetime is not reduced below what is acceptable
for dark matter (dark matter need not be absolutely stable if it decays slowly enough that the present day
abundances can be matched to the abundance at the time of last scattering). There are several scenarios for
the thermal production of heavy neutrinos in the early universe depending on model specific factors and the
mass hierarchy. Thermal production through mixing effects in the neutrino sector also must be considered.
Right handed neutrinos are sought by a variety of experiments. These include x-ray searches for decaying
light right handed neutrinos in the universe [92], searches for neutrinoless ββ decays [93, 94] (which require
Majorana neutrinos, possibly right handed), and electron capture experiments (also known as inverse β
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decay) in dark matter direct detection experiments, and in the SHiP high intensity beam dump experiment
[95]. These experiments are mostly general neutrino physics experiments, not specifically focussed on dark
matter.
Right handed neutrinos remain a promising candidate to consider for beyond SM physics, whether or not
they account for particle dark matter. They are further discussed in Chapter 6, in the context of vector-portal
dark matter.
1.4.4 Modified theories of gravity
While the predominant paradigm to explain the dark matter problem is particle dark matter, it is important
to consider possible alternatives, especially since the existence of dark matter can only be inferred indirectly
from gravitational phenomena. The natural place to look for explanations for gravitational discrepancies is in
the laws of gravity. While it has fallen out of favor, the leading candidate for a theory of modified gravity that
can resolve certain aspects of the dark matter problem is Modified Newtonian Dynamics (MOND) [96, 97, 98].
The basic principle of MOND is to modify the Newtonian gravitational potential so that the gravitational
force law reads
FN = maµ (1.133)
where µ = µ(a/a0) is called the interpolating function. The function µ(x) is chosen so that µ(x) ∼ x for
x  1 and µ(x) ∼ 1 for x  1. Common choices for µ(x) are µ(x) = 1/(1 + x−1) or µ(x) = √1/(1 + x−2).
MOND is an observational law that has proven very successful in describing the rotation curves of spiral
galaxies. After inserting this modified force law into the balance equation (1.115), one can solve for the
velocity to obtain v4 = GMa0 for large distances, which produces a constant rotation curve as observed if
one takes the mass M constant at that point.
A value of a0 = 1.2 × 10−8cm/s2 has been found from a fit to the rotation curves of ∼ 100 galaxies
[99], which agrees with values obtained from the Tully-Fisher law, which is an empirical relation between
the rotation speed of spiral galaxies and the amount of luminous mass they contain [100]. MOND has had a
great deal of phenomenological success on the galactic scale [101, 102], but virial theorem studies of cluster
scale dynamics indicate that a factor of 2-3 more mass than is visible is still required in the MOND paradigm
to reproduce observations [101].
As mentioned above, basic MOND is an observational law. Theoretical interpretations are varied, though
the most popular of the attempts to extend MOND into a complete relativistic theory of gravity is the tensor-
vector-scalar theory (TeVeS) [103, 104], which is a modification of the more standard extensions of general
relativity which incorporate a scalar (see, for example, reference [105] for a discussion of scalar-tensor gravity).
Modifying the basic scalar-tensor theory in include MOND-like effects resulted in issues with superluminal
propagation of the scalar, which was resolved by the inclusion of the vector field.
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TeVeS has had some phenomenological successes and some failures. It can reproduce certain strong lensing
observations [106], but weak lensing results are less satisfactory [107]. The cosmology of the theory has been
studied in great detail [108], and it can account for much of the cosmological evidence usually used to support
particle dark matter [109], but there are some difficulties.
Additionally, analysis of the Bullet Cluster as discussed in Section 1.3.2 indicates alternative gravity
models that incorporate gravitational lensing (such as TeVeS), require at least 2.4× the amount of baryonic
matter in nonluminous mass to reproduce the observations [29]. This requirement weakens the ability of
alternative gravity theories of this type to explain dark matter, and has led to the slow decline of their
popularity in the community. While MOND and its relativistic extensions still have a number of adherents,
most astrophysicists have accepted that reality disfavors the explanations these theories provide.
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Chapter 2
Thermal Relic Dark Matter
The study of particle dark matter is inextricably related to the study of cosmology, and in particular, to
the study of the thermal history of the universe. If the solution to the dark matter problem is in fact the
presence of a fundamental particle, and not one of the other possibilities, that particle was somehow produced
in the early universe. Assuming particle dark matter roughly follows the same behaviour as SM particles,
one can model the interactions of the dark matter in the early universe. Many of the properties of particle
dark matter can be related to its decoupling from the primordial plasma, and over the last few decades a
window into that epoch has been opened for us by the COBE [46], WMAP [45], and PLANCK [41] satellite
observations of the CMB. With the advent of precision observational cosmology, models of dark matter can be
constrained by cosmological observations, providing much needed restrictions to the vast parameter space of
particle dark matter. This Chapter is a discussion of the most prevalent scenario for dark matter production
in the early universe: thermal freeze-out from the primordial plasma.
The Chapter opens with a rapid review of the thermal history of the universe in Section 2.1 to provide
background for the discussion that follows. In Section 2.2 is an introduction to the basic statistical mechanics
of fundamental particles in the setting of the early universe, which is the formalism used for calculations of
the thermal production of dark matter. The mechanism of freeze-out itself in the case of cold dark matter is
discussed in detail in Section 2.3, and Section 2.4 is an application of the freeze-out scenario to the simple
example of scalar Higgs-portal dark matter.
2.1 Thermal history of the universe
To put the following discussion of the thermal production of dark matter in the early universe into context,
this Section provides a brief overview of the thermal history of the universe. Deeper treatments that contain
the full mathematical explanations are readily available. The text of Weinberg [28] in particular is very
thorough, and that of Kolb and Turner [110] is recommended as well.
The history of the universe, as we currently understand it, is illustrated in the standard graphic that
appears in Figure 2.1. At time t = 0 was the event known as the Big Bang, about which we know essentially
nothing, which was followed by what is known as the inflationary period during which the universe expanded
rapidly due to some unknown mechanism. The physics behind inflation is an area of active research [111, 42],
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and many models tie the mechanism of inflation to fluctuations of a primordial scalar field [112, 113, 114].
Inflationary cosmology is outside of the author’s area of expertise, so we leave our discussion at that and
move on.
After the inflationary period, more standard thermodynamics and particle physics takes over. At this
time of t ∼ 10−38 s, when the universe was a temperature of T >∼ 1016 GeV, the temperature of the universe
is high enough that all particles may be created easily and all species are in thermal equilibrium. At high
temperatures, the average collision energy of particles is higher, which leads to a higher collision rate. When
the collision rate is larger than the Hubble expansion rate, it can be assumed that the universe is in thermal
equilibrium, with a common temperature-energy. In natural units, as discussed in Appendix A, one can
express temperature in units of energy, and the conversion factor is that 1 GeV of temperature is equivalent
to 1.16 ×1013 K. This is the epoch of the primordial plasma, which is a radiation dominated epoch (as all
species of particle are highly relativistic).
Standard expansion according to the Friedmann equation has taken over after the cessation of inflation,
and the universe expands according to standard solutions to the Friedmann equation [28]. This expansion
can be written in terms of the Hubble factor H(t) = a˙(t)/a(t), where a(t) is the scale factor of the universe.
The universe expands, and thermodynamics implies that it should cool as it does. So as time t increases,
temperature T decreases, and for a well defined rate of expansion, temperature and time become equivalent
ways of describing how old the universe is. The conversion factor will depend on the epoch, or which term
in the Friedmann equation is dominant. During this period of the history of the universe, that is radiation.
As the universe expands and cools, the plasma that comprises it also cools, following basic thermodynamics,
and undergoes a number of phase transitions. The first phase transition is the hypothesized grand unified
theory (GUT) phase transition, which occurs around 1014 − 1016 GeV. To understand this phase transition,
which may actually be a series of phase transitions, requires knowledge of the UV completion of the SM of
particle physics, which we do not have. The GUT phase transition is where, essentially, the SM decoupled
from the higher energy theory in which it is presumed to be embedded. In this context, decoupling means
that the interaction timescales of particles in the higher energy theory are larger than the local Hubble time,
which means those interactions only occur very rarely. The nature of the GUT phase transition is highly
dependent upon unknown particle physics, but what comes after is more clear.
At a temperature of ∼ 300 GeV, the electroweak phase transition occurs, and the electroweak force
separates into the short range weak force and the long range electromagnetic force. Matter gains explicit
mass through the Higgs mechanism, and the weak gauge bosons decouple from the plasma. After this, down
to the next scale, the heavy fermionic content of the SM (t, b, c quarks and τ leptons) gradually decouples
from the plasma, the heavier fermions first.
When the universe has cooled to 100− 300 MeV, at t ∼ 10−5 s, the QCD phase transition occurs, color
confinement becomes active, and free quarks hadronize out of the quark-gluon plasma. At this point, the
active particle species of the universe include hadrons (protons, neutrons, and some mesons such as the pion
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Figure 2.1: A schematic of the thermal history of the universe, courtesy of the Particle Data Group
[8].
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for a short time), electrons, muons for a short time until they too decouple, the neutrinos (which decouple
in the massive case at around T = 1 MeV), and photons. At this period, the universe can still be considered
radiation dominated.
Primordial nucleosynthesis occurs from t ∼ 10−2 − 10−3 s or T ∼ 10 − 0.1 MeV, and some of the free
protons and neutrons bind to form the first atomic nuclei. As the abundances of various species of nuclei
that formed at this time should be very close to current abundances, this is the earliest possible period that
can be probed by observations. At t = 1011 s is the point usually taken to be the end of the radiation
dominated epoch and the beginning of the matter dominated epoch, when the nonrelativistic particle density
contributes roughly the same as the relativistic particle density, and the matter term in the Friedmann
equation dominates. It is also around this time that structure formation, as discussed in Chapter 1, begins.
At around t = 1013 s recombination and last scattering occur, as was discussed briefly in Chapter 1, and
the CMB is generated. The free electrons and protons bind to neutral hydrogen, and stop freely exchanging
energy with photons. Estimates place the temperature at the last scattering at around 3000 K. At this point
matter and radiation have decoupled, and the universe proceeds on to the present without any other phase
transitions. There is occasional scattering between matter and the remaining photons, but there is little
energy transfer.
After this point, the universe continues to evolve, but the evolution is driven primarily by gravity and
possibly magnetic fields. Particle physics effects are negligible, and we end the overview at this point. The
next Section provides a technical description of particle behaviour during these early periods.
2.2 Particle statistical mechanics in the early universe
This Section will introduce the basic formalism for describing the number density of a particle species in the
early universe, when both thermal effects and expansion effects are important.
A gas of non-interacting particles in a changing volume V = a3(t) will have a constant particle number
N , as non-interaction implies particles will not be created or annihilate. In terms of the number density
n(t), this relation can be written N = n(t)a3(t) = const. This implies the following differential equation is
satisfied:
d
dt
(
n(t)R3(t)
)
= 0. (2.1)
In the standard expanding universe, this equation can be written in terms of the Hubble parameter H =
a˙(t)/a(t), which describes the expansion of the universe, as
dn
dt
+ 3nH = 0. (2.2)
The Hubble factor H(t) changes is time, and generally goes like t−1. The Hubble time or radius H−1 describes
the scale of the expansion.
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The assumption of non-interacting particles is not sufficient to describe particle physics in the early uni-
verse, where the temperature was large enough that all particles can be assumed to be in thermal equilibrium,
and hence interacting. A particle will be in thermal equilibrium with a plasma it is in contact with if the
temperature of the plasma is large enough, allowing it to be freely created (ie T > 2m). More formally,
for Γ = n〈σv〉 the interaction rate per particle in terms of the total thermal annihilation cross section, the
particle species is in thermal equilibrium if Γ > H(t). If a particle is in thermal equilibrium, it can be
created and can annihilate, leading to changes in the total particle number. These creation and annihilation
processes must be incorporated into the balance equation (2.2). The number density evolution of particles in
thermal equilibrium is described by a complicated system, the governing equation of which we will now derive.
In contrast, once a particle species has decoupled, its evolution is simple, governed only by the expansion
of spacetime (and possibly self-annihilations for a time). For a completely decoupled and non-interacting
species, the number density goes like ∼ 1/a3, and momentum goes like ∼ 1/a.
To take these terms into account, we consider the phase space distribution function of the particles
f(pµ, xµ), described by the Boltzmann equation. The phase space distribution describes the probability that
the system will be found in the infinitesimal phase space volume f(pµ, xµ)d4pd4x. In general operator form,
the Boltzmann equation is [110]
Lˆ [f ] = C [f ] , (2.3)
where Lˆ is the Liouville operator describing the time evolution of the phase space distribution, and C is
the collision operator, which will be defined shortly. The covariant, relativistic Liouville operator is, in the
Robinson-Walker spacetime that describes the expanding universe in standard cosmology,
Lˆ [f ] = E
∂f
∂t
− R
′
R
|pˆ|2 ∂f
∂E
. (2.4)
The number density can be written in terms of the phase space distribution through
n(t) =
g∗
(2pi)
3
∫
d3pf(E, t) (2.5)
where g∗ is the number of degrees of freedom of the plasma. The relativistic number of degrees of freedom
is dependent on the numbers of fermions (gf ) and bosons (gb) in the theory:
g∗(T ) =
∑
b
gb +
7
8
∑
f
gf . (2.6)
Integration by parts of Equation (2.5) and substitution into Equation (2.3) gives the differential form of
the Boltzmann equation:
dn
dt
+ 3nH =
g∗
(2pi)
3
∫
d3p
C [f ]
E
. (2.7)
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The collision term is in general a very complicated object [110]. In contrast to the noninteracting Boltz-
mann equation, which says groups of particles maintain phase space density as they travel through phase
space, the collision term modifies the phase space density. It encapsulates all possible interactions that can
change particle number. A more detailed discussion can be found in references [110] and [115].
In general, the Boltzmann equations are a set of coupled integral-partial differential equations, with one
equation for each particle species in the plasma. Such equations are naturally very difficult to solve, even
before the quantum field theory inputs to the collision operator are examined in much detail. A simplifying
assumption that is usually made, known as the decoupling assumption, is to assume most particle species
have equilibrium phase space distributions, which reduces the system of equations down to a single equation
for the species of interest. By using T invariance and by making the assumption that the species of interest
obeys Maxwell-Boltzmann statistics, the collision operator side of the equation can be simplified further.
One would like to solve the Boltzmann equation to determine the current abundance of the species of
interest. This requires determining when the collisional term stops contributing; that is, when the species
decouples from the plasma. When a species decouples, the particle number (up to potential self-annihilation;
see the next Section) ceases to change, as the term on the right-hand side of Equation (2.7) is now zero. The
current number density can then be obtained by subjecting the number density at decoupling to the dilution
effect due to the expansion of spacetime. This process is called ‘freeze-out.’ It was formalized by Lee and
Weinberg [116] for the abundances of heavy neutrinos in the early universe, and their basic approach and
approximations are used to this day.
There are, however, no general closed form solutions for the Boltzmann equation. Approximate solutions
are obtained through analytic approximations or numerical methods. In what follows, we can begin referring
to the species of interest as ‘dark matter.’ There are several additional assumptions that can then be made.
We assume a stable dark matter particle, with only 2↔ 2 annihilation/production processes changing particle
number density. Most dark matter models require a certain stability to reproduce the observed abundance,
and for most quantum field theory models, 2 ↔ 2 processes dominate production and annihilation, though
there are a handful of exceptions. Assume as well that the SM particle species have thermal distributions
with zero chemical potential, which they effectively are at this period.
The most common approximation made is to decide at what temperature range the species of interest
decouples from the plasma. The choices are hot and cold, describing whether or not the particle species
decouples at relativistic or nonrelativistic energies. For a particle species that freezes out hot, when the
average particle has a kinetic energy comparable to or larger than the rest mass of the particle, the final
value of the number density is insensitive to the exact temperature at which the decoupling occurs, depending
only on the number density at the time of freeze-out. Hot thermal relics are typically very light (∼ eV scale
masses), and cosmological bounds on hot dark matter exist [117]. The classical model for hot dark matter
was the axion, though as discussed in more depth in Chapter 1, different production mechanisms are now
favoured for axion dark matter. Hot dark matter is beyond the scope of this thesis, and so we do not discuss
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it any further.
The alternative is a cold thermal relic, which occurs when a particle species freezes out with an average
particle energy far less than the particle rest mass, called the nonrelativistic regime. Unlike hot thermal
relics, the abundance of cold relics at freeze-out is very sensitive to the temperature at which decoupling
occurs. When this process is applied to a dark matter model, we call the thermal relic cold dark matter, and
these models typically decouple some time after the electroweak phase transition, but before the QCD phase
transition. The WIMP is a class of models of cold dark matter, and we discuss the details of the freeze-out
process and how it can be used to constrain the properties of cold dark matter in the next Section.
2.3 Freeze-out of cold dark matter
The standard WIMP paradigm has dark matter in thermal equilibrium with the primordial plasma during the
early universe until the Hubble expansion causes the temperature to drop below some critical value, at which
the WIMP is said to ‘freeze out.’ The abundance of the WIMP at freeze-out is directly related to the current
abundance. Observations of the current abundance can then be used to constrain the properties of the WIMP
related to the freeze-out process. Practically, this results in a constraint on the WIMP annihilation cross
section. The idea of the ‘WIMP miracle’ that has driven so much of the dark matter experimental effort follows
from this. A particle with a mass of O(100 GeV) and an annihilation cross section of 〈σv〉 ∼ 10−26 cm3/s
will reproduce the observed dark matter abundance with only minor tweaking [118]. This is the natural
scale for weakly interacting particles, leading to the term ‘WIMP.’ The term was originally used to describe a
supersymmetric particle, which naturally occurred in certain variants of SUSY with the correct properties, but
usage has since expanded to include any particle dark matter with a GeV-TeV scale mass and an annihilation
cross section within a few orders of magnitude of 10−26 cm3/s which can reproduce the observed abundance
with minimal fine-tuning. To reiterate from Chapter 1, we use ‘WIMP’ in this thesis to refer to any particle
produced by the freeze-out process described below.
The standard treatment of thermal WIMP production follows. The number density n(t) of WIMPs in
the early universe is governed by the rate equation, which is the Boltzmann equation for cold dark matter.
It can be written in terms of the equilibrium number density When the WIMP is in thermal equilibrium
with the rest of the universe, as it is assumed to be at some early time, the number density is constant.
This is simply a consequence of the definition of thermal equilibrium. We can resolve the collisional term
through many simplifications [110] into a production term and an annihilation term. The annihilation term
is simply 〈σv〉n2; which is proportional to n2, because two WIMPs are required to cause an annihilation
event. Inserting a constant number density into the Boltzmann equation lets us set the left hand side to zero,
which allows us to write the thermal production term in equilibrium as
dNth = 〈σv〉n20a3 (2.8)
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where n0 is the thermal equilibrium number density of the WIMP. The function a(t) is the Robinson-Walker
scale factor. This leads to the rate equation becoming
dn
dt
+
3n
2t
= −〈σv〉 (n2 − n20) . (2.9)
where 〈σv〉 is the velocity weighted thermally averaged total annihilation cross section of the dark matter
particle. This equation is simply a statement of conservation of number density. The change in the number
of WIMPs is the number produced less the number that annihilate in a given unit of time. Alternatively, it
can be written in terms of the Hubble factor H:
dn
dt
+ 3nH = −〈σv〉 (n2 − n20) . (2.10)
The equation is now in a form that is amenable to solution.
That the Boltzmann equation can be written in this form, in terms of the equilibrium number density,
is perhaps not obvious. This formulation follows from something known as the principle of detailed balance.
The principle claims that whenever all species but one are in thermal equilibrium, the creation process can
be obtained from the destruction process by the substitution of neq, the equilibrium number density of the
target species, for n, the number density, in the Boltzmann equation. This is simply a more specific statement
of the conservation of particle number when a species is in thermal equilibrium.
During the radiation dominated epoch, where the temperature T of the universe is much larger than any
mass scale relevant for WIMP production (T  m), T can be related to the (cosmic) time t by
t =
b
T 2
(2.11)
where the numerator is
b =
3~Mplc2
pik2B
√
5
2g∗(T )
. (2.12)
In the above, Mpl is the Planck mass and g∗(T ) is the number of relativistic degrees of freedom of the
plasma at temperature T , as mentioned in the previous Section. For mb < T < mW , which is the usual
scale of freeze-out temperatures for O(100 GeV) WIMP dark matter, and assuming no non-SM particles
lighter than the temperature, g∗(T ) = 91.5. Note that the standard treatment ignores terms proportional to
dg∗/dt, which are nonzero if the number of contributing particles changes over the temperature range being
integrated over. For temperatures on the GeV scale, these changes may occur for a handful of SM particles
with masses in that range, and possibly for beyond SM particles at higher temperatures, but all such changes
will be negligible in WIMP scenarios. A new particle or two will not change the results.
The relation in Equation (2.11) allows reframing of the rate equation (2.9) in terms of the temperature
d
dT
n
T 3
= 2b〈σv〉n
2 − n20
T 6
. (2.13)
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To solve this equation, the equilibrium number density n0 needs to be known. The standard treatment
of this problem uses the analytic approximation of Lee and Weinberg (LW) [116] for the equilibrium number
density
n0(T ) =
1
2pi2 (~c)3
∫ ∞
0
dK
(
K +mχc
2
)√
K (K + 2mχc2)
exp [(K +mχc2) /kBT ]± 1 . (2.14)
where the ±1 is determined by whether the particle obeys Fermi statistics or Bose statistics (+ for fermions,
- for bosons). The kinetic energy is K. Note that we have made factors of ~ and c explicit in this equation,
and this continues to the end of the Section.
This approximation remains valid until the WIMP drops out of thermal equilibrium; that is, until the
temperature reaches a freeze-out temperature Tf satisfying
d
dT
n0(T )
T 3
∣∣∣∣
T=Tf
= 2b〈σv〉n
2
0(Tf )
T 6
. (2.15)
This can be taken as the definition of freeze-out temperature. For standard WIMPs, values are typically
Tf . 0.05mχ [118]. After the freeze-out temperature is reached at time tf , the annihilation term dominates
the rate equation, leading to (where we have transformed back to the variable t again)
dn
dt
+
3n
2t
= −〈σv〉n2 (2.16)
with the initial condition that n(tf ) = n0(Tf ). This equation describes a cloud of particles in expanding
space that are continually self-annihilating. After some time teq is reached, the annihilation rate becomes
negligible and the expansion term begins to dominate. Equation (2.16) no longer holds, and the solution to
the rate equation for t > teq can now be written
n(t) = n(teq)
(
a(teq)
a(t)
)3
. (2.17)
Defining the dimensionless variable ζ = mχc
2/kBTf , the LW condition (2.14) takes the form
exp (ζ) =
2bk2Bmχc
2(√
2pi~c
)3 〈σv〉 √ζζ − 3/2 . (2.18)
Integration of Equation (2.16) over its range of validity from tf to teq gives for GeV scale Tf :
n(teq) ' n(tf )
1 + 2n(tf )〈σv〉tf
(
tf
teq
) 3
2
. (2.19)
In terms of ζ, tf can be written
tf =
b
T 2f
=
bk2B
mchi2c4
ζ2. (2.20)
From the nonrelativistic limit of Equation (2.14) (which is valid for Tf  mχ), we can then write
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n(tf ) =
m2χc
4
2bk2B〈σv〉
ζ − 3/2
ζ2
. (2.21)
Evolution of the number density from teq to the present time t0 is expressed in terms of the expansion
factor
n(t0) =
n(teq)
zeq
. (2.22)
The current energy density for single component dark matter can be expressed as
%DM = n(t0)mχc
2 (2.23)
which we know from observation is equal to 1265 eV/cm3.
Using (2.19) for n(teq), (2.21) for n(tf ) and (2.20) for tf gives
%DM =
2ζ − 3
2ζ − 1ζ
kB
√
b
2〈σv〉t3/2eq z3eq
. (2.24)
Between Equation (2.24) above and the LW condition (2.14), we have two equations for the three unknowns
mD, 〈σv〉, and ζ ≈ mD/Tf . By eliminating 〈σv〉, we can obtain a condition that fixes the freeze-out
temperature Tf for a given mass mD:
mDc
2 =
ζ − 1/2
ζ3/2
exp (ζ)
%DM
C
. (2.25)
where C is a numerical constant. The values obtained for Tf can then in turn be used to fix the cross section
〈σv〉 for a mass mD
〈σv〉Th (Tf ) = 2m− 3Tf
2m− Tf
2.075m× 10−24cm3/s
%DM [eV/cm3]Tf
. (2.26)
Usually, these constraints on the cross section are used to reduce the parameter space of the dark matter
model, either by directly constraining the cross section or, in simpler models, by converting the cross section
constraint into a constraint on the coupling. This is illustrated in Figure 2.2. The larger the annihilation
cross section, the longer it takes for the WIMP to freeze out of the plasma, and the lower the predicted
present day abundance. To match the observed current abundance therefore will require a specific thermal
cross section, as quantified by Equation (2.26).
The thermally averaged annihilation cross sections 〈σv〉 as functions of freeze-out temperature can be
computed in a number of ways. In this thesis they are computed using the integral expression of Gondolo
and Gelmini [119, 120]:
〈σv〉 (Tf ) = 1
8m4TfK22 (m/Tf )
∫ ∞
4m2
dsσ(s)K1
(√
s
Tf
)√
s
(
s− 4m2) . (2.27)
In this expression K1 (x) and K2 (x) are the modified Bessel functions of the first and second order
respectively. The mass m is the mass of the annihilating particle and the relativistic cross section as a
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Figure 2.2: Freeze-out of thermal dark matter for various values of the annihilation cross section
〈σv〉. Larger cross section values lead to the WIMP dropping out of thermal equilibrium later and
having a smaller abundance at the present time. Image from [118].
function of the Mandelstam variable s is σ(s). Note that this expression is not valid if the dominant part of
the cross section is not a function solely of the center of mass energy squared s, which is a consequence of
certain variable choices made in the derivation. There is no equivalent expression for t or u channel dominated
annihilation cross sections. While many models can get away with considering only s-dependent annihilation
cross sections, exceptions are not difficult to find. For an example, see Section 2.4, where the Higgs-portal
model requires some additional care in certain regions of the parameter space.
Evaluation of this integral will generally need to be done numerically for all but the most trivial cross
sections. If the cross section has resonances, care must be taken with the numerical treatment, but most
adaptive quadrature routines are capable of handling singularities of that kind. It is more dangerous when
the cross sections are not unitary, and increase without bound as s increases, as is occasionally the case in
partially complete models. In such models, the field theory is not wholly internally consistent by design,
which allows for embedding in higher energy theories.
If the annihilation cross sections violate unitarity, the integral may diverge. In this case, the velocity
expansion method of thermal averaging [121] will prove more useful. The velocity weighted cross section
can be expanded in powers of velocity squared, and the resulting series can be truncated and thermally
averaged. This method is useful in some situations such as the unitarity violating scenario mentioned above
or the case of annihilation cross sections that depend on not only s, and allows one to avoid the potentially
troublesome integral, but will break down when the expansion is no longer valid. The expansion will typically
fail near resonances in the annihilation cross sections or near thresholds, where new annihilation channels
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open. However, in these regions, the integral becomes more difficult to evaluate as well.
By far the most commonly considered mechanism for the production of particle dark matter in the early
universe is freeze-out, which gained popularity due to the WIMP miracle, as discussed above. However,
WIMP dark matter is strictly constrained, and for certain models these constraints are quite strong. In
many cases, the particle physics model cannot accomodate WIMP dark matter. The freeze-out scenario also
only allows a certain range of masses and couplings near the weak scale. Now that the SUSY neutralino
no longer enjoys overwhelming popularity as a dark matter candidate, the attachment to the weak scale
interactions is much weaker, though it is still quite phenomenologically attractive. The weak scale is, of
course, an energy region within the reach of our current experiments.
There are a number of alternative production scenarios that have been discussed in the literature, many
of which are discussed frequently enough to obtain their own acronyms [122]. One such alternative scenario
for the thermal production of dark matter in the early universe is known as the ‘freeze-in’ scenario [123],
and the particle that freezes in is known as a Feebly Interacting Massive Particle (FIMP). We consider the
FIMP here briefly as an alternative to the WIMP. The basic premise behind FIMP freeze-in is that the
dark matter particle is not in thermal equilibrium with the primordial plasma. The FIMP interacts very
weakly, and never achieves the number density required to self-annihilate. The FIMP number density thus
obeys a slightly different Boltzmann equation than the one obeyed by the WIMP number density, where no
annihilation term is present. Production from the thermal plasma proceeds as usual, increasing the number
density, until the universe cools enough that the production process can no longer occur. At this point
the FIMP number density remains roughly constant, leading to the descriptive name of the process being
freeze-in.
FIMP models are generally as simple and predictive as WIMP models, but by virtue of the small interac-
tion strength, tend to be out of phenomenological reach. This is both a curse and a blessing, as they cannot
be observed, but they also cannot be excluded. FIMP dark matter is generally most useful in a model that
predicts a very weakly interacting stable particle for other reasons. The FIMP scenario can then be used to
provide an additional constraint on the model. For a simple example of the application of the scenario to
Higgs-portal scalar dark matter, see reference [124].
2.4 Example - Higgs-portal scalars
If one makes the assumption that the entirety of observed dark matter is made up by a single species, one
can use the observed abundance to constrain the parameter space of the model. In the case of simple models,
such as the Higgs-portal scalar (fully detailed in Appendix B), the reduction of the parameter space can be
very useful. The Higgs-portal scalar model of dark matter, in its simplest form, extends the SM by only two
additional parameters: the mass of the new scalar field mS , and its coupling to the Higgs boson ηS , called
the Higgs-portal coupling. By applying the constraint that Higgs-portal scalars make up all of the current
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abundance of dark matter, we can constrain one of these parameters (usually ηS) in terms of the other.
The thermally averaged annihilation cross section required of the WIMP for it to account for the observed
thermal abundance appears in Equation (2.26). We note that our result agrees with the approximate general
results of reference [118], of σv ∼ 2.2× 10−26 cm3s−1.
If we assume the dominant component of the Higgs portal scalar annihilation cross section are proportional
to η2S (which they are when s-channel processes dominate, which is in turn true in the perturbative regime),
one can use the different expressions for the thermally averaged cross section to extract an explicit constraint
on η2S . By forming a ratio of the expressions in Equations (2.27 ) and (2.26), one has obtained a ratio of the
difference between the particle physics model prediction (Equation (2.27)) and the observational constraint
from the abundance on the WIMP annihilation cross section (Equation (2.26)), which leads to a constraint
on η2S :
η2S =
〈σv〉Th
〈σv〉/η2S
. (2.28)
As both the expressions for the cross section depend only on the mass of the scalar mS , Equation (2.28) is
an expression for an η2S that satisfies the observed abundance constraint in terms of mS .
Figure 2.3 plots the thermally constrained values for η2S as obtained from the ratio in Equation (2.28)
against the mass of the Higgs-portal singlet for a mass range of phenomenological interest.
Note that this treatment requires that the dominant part of the annihilation cross section is proportional
to η2, which means only s-channel (or pointlike) processes are significant. For scalar Higgs-portal models
this may not be the case, as the full annihilation cross section to Higgs bosons includes contributions from u
and t-channel processes (the Mandelstam variables u and t are defined in Equation (1.5)), which are typically
subdominant and thus neglected:
σSS→hh(s, t, u) =
1
16pis
√
s− 4m2h
s− 4m2S
[
η2S
(
6v2hm
2
h
s+m2h
− v
2
h
4
− 36m
4
hv
2
h
s2 +m4h +m
2
hΓ
2
h
)
+η3S
v3h
4
(
1
t+m2S
− 1
u+m2S
)(
1
4
+
3m2h
s+m2h
)
− η4S
v4h
16
u− t
(t+m2S) (u+m
2
S)
]
. (2.29)
These contributions go like η4 or η3 for interference terms, and can be safely neglected in the highly pertur-
bative regime. For convenience, the Mandelstam variables t and u are included in Chapter 1, where notations
and conventions are established. However, when the theory becomes less perturbative, and the subdominant
contributions begin to have significant effects, this treatment is no longer valid. Figure 2.4 shows the ther-
mally constrained coupling up to above 30 TeV to illustrate that, at some mass value, the coupling will reach
the point where perturbation theory formally breaks down, at ηS = 4pi. This occurs as approximately mS =
27.5 TeV. Of course, higher order terms will begin to have significant effects far before that point, and would
need to be taken into account to obtain any meaningful predictions, and the full annihilation cross section to
Higgs bosons 2.29 would need to be used to find the abundance. We note as well that this also occurs near
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Figure 2.3: The thermally constrained Higgs-portal coupling ηS for scalar Higgs-portal dark matter,
as a function of dark matter mass for the range mS =200 GeV to 4000 GeV. Values obtained from
Equation (2.28).
the resonance that occurs when mS = mh/2. Near this point as well, the approximations we have employed
in our treatment of the thermal relic calculations break down.
It is important to remember that the cross sections that go into the thermal average (2.27) are only some
finite number of terms in the perturbative expansion, and are approximations to the full cross sections. In
fact, only the leading order term is typically used. A natural question to ask to ask is whether or not higher
order contributions to the cross section have any effect on the solution to the Boltzmann equation. Because
the cross section enters the Boltzmann equation linearly, we expect the perturbative expansion to apply to
the solution to the Boltzmann equation as well, but with the additional effect of the velocity weighting and
thermal averaging it is worth looking into. Additionally, the annihilation processes are taking place in an
active thermal background, which means that one should take thermal effects into account at the 1-loop level
and beyond. This amounts to performing the calculation using the formalism of thermal field theory or finite
temperature field theory [125, 126].
These calculations have been done for the case of the minimal SUSY WIMP [127, 128], and show that the
effects of NLO and finite temperature corrections are small in comparison to theoretical and experimental
uncertainties and so can be ignored. While it is not rigorous, dark matter models tend to be similar enough
that it is probably safe to assume a simple WIMP model like the scalar Higgs-portal model has similar finite
temperature corrections. There has also been work that verifies the Boltzmann formulation is still valid
when formal aspects of the quantum field theory are taken into account in a thermal environment [129]. This
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Figure 2.4: The thermally constrained Higgs-portal coupling ηS compared against the perturbativity
bound of 16pi2. The coupling crosses over the bound at mS ∼ 27500 GeV, though perturbative
approximations will lose their predictive power far before that point, as well as the thermal constraint
breaking down.
includes the effects of the IR divergences that result from soft and collinear terms in the process, which are
important effects to consider when evaluating the validity of calculated results.
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Chapter 3
Direct Detection of Dark Matter
The primary means of searching for particle dark matter is through direct detection. The basic principle
is one of a passive detector in an external particle flux, in this case the ambient dark matter in the galactic
halo. The detector is a volume of some responsive material, and one looks for atomic nuclei in the target
volume recoiling from something that is not observed. This is the expected signal of particle dark matter,
and by observing the behaviour of the recoiling nucleus, certain properties of the dark matter particle can
be inferred. Direct detection measurements, which have not to this date been confirmed, would give valuable
information about dark matter masses and interaction strengths with SM matter. This Chapter describes
the basic physics behind direct detection and remarks briefly on the current status of the field.
To confirm the presence of a signal, a detailed understanding of the entire system is required, from the
level of particle physics through hadronic and nuclear physics, materials physics, and up to astrophysics. This
Chapter cannot be exhaustive in its discussions, but missing details can be found in the extensive references.
In Section 3.1, we review the fundamental concepts behind the calculation of event rates in a dark matter
direct detection experiment. Section 3.2 contains a brief discussion of the experiments that are currently
taking data, as well as some in the construction or planning phases. The current state of dark matter direct
detection is summarized in Section 3.3, and the techniques of the Chapter are applied to the example of
scalar Higgs-portal dark matter in Section 3.4.
3.1 Event Rates
A direct detection experiment is passive, counting events over time. The rate of fundamental interactions
per unit time is called the event rate R, and measurement of this quantity for WIMP interactions with
atomic nuclei is the goal of the direct detection experiment. It is estimated that the local flux of WIMPs is
∼ 105 (100 GeV/mDM ) cm−2s−1. Direct detection experiments attempt to measure the scattering of this
flux of WIMPs from the detector nuclei.
The basic techniques required to compute an expected event rate for a model of WIMP dark matter are
not particularly complicated, but the details are fraught with uncertainties from a variety of sources. An
experimental collaboration will compute an expected event rate under certain assumptions, and then compare
the expected rate against the observed event rate. When no events are seen, as is typically the case, these
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expected rates are used to place upper bounds on a possible physical event rate at some statistical confidence.
Bounds on event rates can then be converted into bounds on generic or model-specific nuclear recoil cross
sections or other parameters. This Section reviews how an expected event rate is calculated for a standard
direct detection experiment.
3.1.1 Basic recoil physics
The differential event rate with respect to the recoil energy ER per unit volume is [130]
dR
dER
=
ρ0
mAmDM
∫ ∞
vmin
dv
[
vf(v)
dσNR
dER
(v,ER)
]
. (3.1)
The cross section dσNR/dER is the differential nuclear recoil cross section with respect to recoil energy,
which is dependent on the particle physics model of dark matter. Velocities are small enough (on the order
of hundreds of km/s) that this cross section should be computed in the nonrelativistic limit. The velocity
distribution of the dark matter flux in the frame of the detector as it passes through the detector volume
is f(v), and is discussed further in Section 3.1.4. The masses mA and mDM are the nucleus mass and dark
matter mass respectively, and ρ0 is the local dark matter energy density. Since ρ0/mDM gives the local dark
matter number density, this is essentially a count of the dark matter particles passing through the detector.
Results are typically reported in units of kg−1day−1keV−1. Simple inspection of Equation (3.1) indicates
that larger dark matter masses and small interaction cross sections combine to create a very low event rate.
For a generic model, event rates generally go like 1/mDM .
The lower bound of integration is the minimum velocity vmin, which is the dark matter particle velocity
associated with the minimum energy that will cause a recoil of energy ER
vmin =
√
2Emin
m
=
√
mAER
2µ2A
. (3.2)
Recoil energies for elastic scattering of dark matter masses in the range 10-1000 GeV are expected to
be in the 1-100 keV range [130]. Event rates are ∼ 1/100kg · day. The recoil energy can be related to the
momentum transfer q2 between the dark matter particle and the nucleus through [130]
ER =
µ2Av
2 (1− cos θ∗)
mA
=
q2
2mA
, (3.3)
where θ∗ is the scattering angle in the center of mass frame and µA = mDMmA/ (mDM +mA) is the reduced
mass of the WIMP-nucleus system.
Integration of Equation (3.1) over recoil energy ER yields the event rate
R =
ρ0
mNmDM
∫ ∞
ET
dER
∫ ∞
vmin
dv
[
vf(v)
dσNR
dER
(v,ER)
]
, (3.4)
where ET is the threshold energy of the detector. Below the threshold energy, not enough momentum is
transfered during the recoil event to register in the detector.
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This part of the calculation is well understood, but the next Sections address the effects of nuclear physics,
particle physics, and astrophysics on the event rate. These effects introduce most of the uncertainties and
assumptions required for event rate calculations.
3.1.2 Recoil cross sections
The particle physics and nuclear physics contributions to the event rate enter through the quantity dσNR/dER,
the differential nuclear recoil cross section, which is the microscopic quantity describing the recoil event. A
nuclear recoil cross section can be divided into two parts, labelled by whether or not they interact with
the spin of the nucleus. The part of the cross section that does not interact with nuclear spin is the spin
independent (SI) part, while the part that depends on nuclear spin is the spin dependent (SD) part.
dσ
dER
=
(
dσ
dER
)
SD
+
(
dσ
dER
)
SI
(3.5)
For values of momentum transfer q such that the particle wavelength is comparable in size to the nuclear
radius, the cross section σ will drop as q increases. Dependence on the recoil energy can be factored out for
small values of momentum transfer q, and the above expression can be written in terms of the zero momentum
transfer (fully nonrelativistic) cross sections σSI,SD0 and recoil energy dependent form factors FSI,SD(ER),
which are discussed further in Section 3.1.3:
dσ
dER
=
mA
2µ2Av
2
(
σSI0 F
2
SI(ER) + σ
SD
0 F
2
SD(ER)
)
. (3.6)
In Equation (3.6), the quantities σSI0 and σ
SD
0 are the zero momentum transfer limit cross sections for
WIMP-nucleus scattering, in the spin independent and spin dependent cases, respectively. This scattering
is usually a tree level effect, though that is not always the case, and is typically a t-channel process. The
calculation of the cross section is usually straightforward, but depending on the model there may be a number
of contributions.
For the spin independent case, the cross section can further be simplified, and expressed at the level of a
WIMP-nucleon scattering cross section:
σSI0 = σp
µN
µp
(Zfp + (A− Z)fn)2 (3.7)
where µp is the reduced mass of the WIMP-proton system, Z is the charge number of the nucleus, and A is
the atomic mass number of the nucleus. The factors fn and fp are the ‘WIMP charges’ of the neutron and
proton, respectively. For most models, fn = fp and the spin independent nuclear cross section scales with the
proton cross section like σN ' A2σp for a nucleus of atomic mass number A. This is because the scattering is
mostly coherent for q smaller than the nucleus size, as is the case for nonrelativistic scattering. It is in terms
of these WIMP-nucleon cross sections are how experimental collaborations typically report their results.
As mentioned above, it is generally assumed that fp = fn and that the dark matter couples the same to
both protons and neutrons, but models of isospin-violating dark matter have been studied [131].
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The above analysis is also specific to the case of elastic scattering. For inelastic scattering, where the
dark matter can absorb some of the recoil energy and become somehow excited or the nucleus itself becomes
excited, the situation changes [132, 133, 134]. Inelastic dark matter is treated generically through the use of
parameterizations that affect the kinematics terms in the cross section and the minimum velocity in the event
rate. Several direct detection experiments have considered inelastic dark matter signals [135, 136, 137, 138]
The matrix element of an interaction between a dark matter particle and a SM fermion (usually a quark
or nucleon) can be factorized in terms of Dirac structure:
O = ΓDMΓSMF (s, t, u) (3.8)
The terms ΓDM and ΓSM represent Dirac bilinears characterized by the Lorentz structure of the interaction
on the dark matter side and the SM side, respectively. The scalar function F is a form factor parameterizing
the interaction depending on the Mandelstam variables s, t, and u. It will also contain the particle model
details, such as the coupling values and mediator propagator, and the nuclear form factors. The form factor
will be constant for a pure contact interaction.
These operators behave differently in the nonrelativistic limit, which leads to contributions of different
orders of magnitude. The simplest example is nuclear spin dependence, but different operators can be
suppressed by one or more powers of relative velocity or momentum transfer (which are very small in the
nonrelativistic limit), leading to very small cross sections. For some models, however, these highly suppressed
contributions are in fact dominant. A highly detailed discussion of these operators is given in reference [139],
including conveniently tabulated results.
The spin dependent part of the cross section can be written in terms of nuclear spin JN
σSDN (ER) = 32µ
2
AG
2
F
[
JN + 1
JN
]
[〈Sp〉ap + 〈Sn〉an]2 F 2SD(ER) (3.9)
where the Fermi constant is GF and µA is the reduced mass of the WIMP-nucleus system. The an and ap are
effective couplings to the neutron and proton, and the expectation values are of nuclear spin operators. Spin
dependent form factors are moderately complicated, typically split into isoscalar and isovector components,
and require several experimental inputs [140, 55]. Taking the nonrelativistic limit of this cross section yields
the velocity dependence through the spin operator expectation values as fully detailed in references [140, 139].
Because of this velocity dependence, spin dependent cross sections are typically smaller than spin independent
cross sections. Combined with the weaker bounds, which will be discussed in Section 3.3, this makes spin
dependent cross sections of use only for those models which have highly suppressed spin independent cross
sections (see Chapter 6 for examples from the literature with spin-1 mediators).
3.1.3 Nuclear physics effects
The nuclear form factors appearing in Equation (3.6) parameterize the response of the atomic nucleus to the
scattering event. In the q2 → 0 limit, spin independent scattering is coherent, allowing the parameterization
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in terms of form factors. The standard paramterization for the spin independent form factor is the Helm
form factor [141]
F 2SI(ER) =
(
3j1(qr0)
qr0
)2
e−s
2q2 (3.10)
where q2 = 2mNER and j1(qr) is the first order spherical Bessel function
j1 (qr) =
sin (qr)− qr cos (qr)
(qr)
2 (3.11)
and s is the nuclear skin thickness of ∼ 1fm. The effective nuclear radius r0 can be approximated by
r0 '
√(
1.2 fm A1/3
)2 − 5s2. (3.12)
The form factors act to further suppress the already small event rate.
There have also been studies of the possibility of electron recoil dark matter search experiments [142, 143,
144, 145], where the dark matter particle interacts preferentially with electrons. For some time this has been
considered as a possible solution to the discrepancy between the DAMA annual modulation searches and the
nonobservation of a signal from the remainder of the direct detection experiments [143], though recent results
seem to disfavor this explanation [146]. This situation is further discussed in the context of the experimental
results in Section 3.3.3.
3.1.4 Astrophysical parameters
The event rate is proportional to the local dark matter energy density ρ0, which is usually taken to be the
canonical value of 0.3 GeV cm−3 [147]. The dark matter density is not strongly constrained, however, and a
range of values have appeared in the literature [148], different by factors of up to 3. Due to the strong effect
of the local dark matter density on the event rate, understanding ρ0 and any errors associated with it is of
paramount importance when interpreting the results of direct detection experiments.
Dark matter in the galactic halo is assumed to have a Maxwellian velocity distribution, given by
f(v) =
1√
2piσv
exp
(
− |v|2
2σ2v
)
(3.13)
where σv =
√
3/2vc is the standard deviation, and vc = 220 km/s is usually used [149]. Practically, the
integral over velocity in Equation (3.1) is truncated on the upper end at the escape velocity of the galaxy,
which is usually taken to be 544 km/s from observations made by the RAVE survey [150], though there are
statistical uncertainties present.
While the velocity distribution taking Maxwellian form is an assumption, it is a well justified approxima-
tion. Particle dark matter is nonrelativistic and highly diffuse, as well as being very weakly self-interacting,
making contact induced deviations from a Maxwellian distribution negligible. A more likely cause of de-
viations would be the dark matter halo not being isotropic, which is indicated to some extent by both
observations and numerical simulations. Of particular interest are the triaxial models [151, 152].
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3.1.5 Directional searches
Aside from the standard directionless searches, a new type of experiment exists that aims to retain information
about the direction of the nuclear recoil, allowing more information about the dark matter distribution and
the kinematics of the interaction to be extracted. These searches are called directional searches, and they
have somewhat different event rates.
Differential event rates in a directional detector go like [153]
dR
dERd cos γ
∼ exp
{
−
[(
vE + v
)
cos γ − vmin
]2
v2c
}
(3.14)
The halo circular velocity is defined to be vc =
√
3/2v. The angle γ is between the recoil and the mean
direction of solar motion within the galactic halo. A more detailed expression for the event rate appears in
reference [154]. As can be seen from the above expression, the integrated rate of scattering events in the
forward direction will exceed those in the backward direction by an order of magnitude [153]. This also
allows for exceptional background discrimination [155]. Some further details about the experimental aspects
of directional searches are included in Section 3.2.2.
We discuss directional searches here only to provide some perspective about what the future of direct
detection as an experimental field is headed. We do not use directional searches in any of the phenomenology
sections.
3.2 Direct detection experiments
This Section will discuss some important aspects of the experimental side of dark matter direct detection.
A basic understanding of how the experiments work is a crucial part of proper dark matter phenomenoloy.
There are a number of review articles that exist, though due to the fast progression of the field they tend
to become out of date within less than a decade. This Section can be supplemented by references [156, 157]
and in particular reference [158], which has been consulted extensively. For reference, a list of dark matter
direct detection experiments has been included in Table 3.1, along with some details about their materials,
detection channels, and years of operation.
3.2.1 Detection channels
After a scattering event has occurred within the detector volume, it must be observable by the detector
instruments in some way. There are three basic mechanisms by which the experiment can register that a
nuclear recoil has occurred. The energy deposited by the recoil disperses into the surrounding medium, and
can be measured as phonons (or heat in a gas), photons, or electrons.
Phonons are quantized acoustic waves on a lattice, the quantum analogue of an acoustic wave in a gas.
They are a common way for energy to propagate through a solid state medium. The recoil could also excite the
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Figure 3.1: Detection channels for direct detection of particle dark matter, including dual-channel
systems. Image originally appears in [158].
nucleus, which would then emit a scintillation photon as it fell back into the ground state. Depending on the
material, 1-10% of the recoil energy can become scintillation photons [158]. As well, the recoil could ionize the
atom, causing an electron to carry off some of the recoil energy. Electrons ionized by nuclear recoils propagate
through the medium and further ionize it, and these charges can be collected by an external electric field,
allowing reconstruction of the original recoil. These three signals are more or less easy to observe depending
on what the detector material is. Experiments will rely on one, or use two in such a way that they can
complement each other and provide additional information about the event. These dual channel detectors
have better background discrimination, in particular being able to tell whether an event was an electron
recoil or a nuclear recoil due to the different features of the recoil across the channels. For example, electron
recoils can be distinguished from nuclear recoils by the ratio of scintillation energy to phonon energy in a
dual-channel detector.
These detection channels have influenced the choice of target materials, as is discussed in Section 3.2.2.
Ionization can be used in crystal detectors constructed of semiconductors such as germanium, and also in low
pressure gases such as those in directional detectors. Scintillation can be used in certain crystals, as well as
being the primary mechanism in noble liquid detectors. Acoustic waves are detectable in superheated gases
and as phonons in semiconductor crystals. Several of the noble liquid collaborations have included a layer of
noble gas above the liquid bulk which allows use of the ionization signal as well, creating a dual-phase detector
[159, 160, 161, 162]. This is discussed further in Section 3.2.2. These different channels are summarized in
the schematic that appears in Figure 3.1.
3.2.2 Detector materials
The materials chosen to construct the detectors are chosen because they satisfy certain requirements for
signal generation and propagation. Heavier WIMPs will require heavier target nuclei to generate a signal,
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while for light WIMPs, the event rate above the detector threshold may be small, due to the exponential
decay of the energy spectrum with increasing recoil energy. Threshold energies are typically 5-40 keV. A
lower threshold energy naturally allows an increased event rate. This Section discussed several classes of
detector material, including their uses and drawbacks, as well as what channels they allow.
Semiconductor crystals
The original dark matter direct detectors were repurposed from neutrinoless double beta decay experiments.
Because the technology was fairly well developed and the expertise existed, the majority of early direct
detectors were crystal based. Crystal detectors lend themselves to all three detection channels, depending on
the species of crystal.
Perhaps the most common material used for solid state detectors is germanium (Ge), which is usually used
as a scintillator. In fact, the first limits on nuclear recoil signals of dark matter were obtained in 1987 using
a germanium ionization detector [163]. Germanium, when cooled, has a low threshold energy for excitation,
which allows for probing lower mass regions, and lends itself to good energy resolutions, which allows for
better identification of background events. Germanium is also exceptionally radio-pure, reducing internal
backgrounds, which will be discussed in the next Section.
Aside from the pure germanium detectors, there are also the cryogenic bolometers, composed of a variety
of materials, which rely primarily on phonon signals. Because phonons have no lower energy limit, a phonon
signal has very low energy thresholds and a good energy resolution. Measurement of these phonons generally
occurs by connecting the detector to a thermal bath through which temperature changes can be detected.
These detectors will frequently also use a charge or scintillation signal, with the energy dependence of how
the secondary signal quenches being used to discriminate between nuclear and electron recoils.
Noble liquids
Noble liquid detectors are those whose detector material is a volume of the liquid phase of a noble gas,
usually xenon or argon, though neon is being considered [164]. These detectors have a few advantages. Noble
liquids have a very high scintillation and ionization yield compared to other detector target candidates. As
the liquids are highly homogenous, they allow a considerably simplified detection analysis. As well, an outer
layer of the detector volume can be used as a high density liquid shield, and events within the shield volume
are neglected, leaving the interior volume of the detector (the fiducial volume) as the actual detection space.
Common xenon isotopes tend to be spin sensitive, allowing the detector to probe both spin independent
and spin dependent interactions. Noble liquid nuclei are heavy, which makes them suited for probing larger
WIMP mass ranges.
The simplest noble liquid detector will only detect scintillation photons using photomultiplier tubes at
the edge of the tank. These detectors typically use a method called pulse-shape discrimination to distinguish
between electron recoils and nuclear recoils, where the different response of the excited states to different
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recoils is measured. More modern dual-channel designs, however, can capture the ionization signal as well
[165]. The primary scintillation signal is used to set the energy scale for particle interactions, while the
ionization signal allows discrimination between electron recoils and nuclear recoils. The ionized charge either
immediately recombines to produce more scintillation light, or is extracted by applying an electric field across
the liquid target, which causes the charge to drift to an end of the tank. There, they leave the liquid and
are accelerated through a layer of gaseous phase detector material, which generates a secondary scintillation
signal that can be measured. Because of the presence of both the gaseous phase and the liquid phase of
the same noble element, detectors of this type are often referred to as dual-phase detectors. For a detailed
analysis of nuclear recoils in liquid xenon, see [166].
Superheated gas
The basic principle behind the superheated gas dark matter detector is the same as the one behind the
old bubble chamber experiments of the early days of particle physics. The target material is a gas that is
superheated to slightly below the boiling point. Recoil interactions deposit a tiny amount of energy, which
induces a local phase transition, causing bubbles to appear. These bubbles can then be observed, and details
about the interaction can be inferred from their behaviour. Of course, the recoil energy must be large enough
to create a bubble. Events are recorded using CCD cameras, and the bubble location can be determined to
mm accuracy. The detector must be rested to the initial state after every event, making operation somewhat
more expensive than the more passive noble liquid detectors.
The high temperature of the detector renders the thermal backgrounds that trouble low temperature
detectors irrelevent. However, alpha particles and neutrons still pose problems, and need to be dealt with in
the standard ways (See Section 3.2.3). Acoustic signals can be used to discriminate against alpha particles
[167], but neutrons remain troublesome.
Superheated fluid detectors are not competitive for spin independent cross section bounds, but are very
competitive for spin dependent bounds. The PICO experiment in particular provides some of the current
strongest spin dependent limits [168].
Directional search experiments
The physics of directional dark matter searches was described in Section 3.1.5. This Section provides an
overview of the experimental aspects of these searches. The basic principle behind the directional search
is that the recoil track of the nucleon is measured, which allows information about the kinematics of the
scattering event to be obtained. The detectors are ionization-based, where a nuclear recoil causes ionization
charge, which is caused to drift to the edge of the detector by a homogenous electric field. The recoil can
then be reconstructed. The lengths of the tracks produced by the charged particles can be used to distinguish
between nuclear and electron recoils, as the electron tracks re about ten times longer.
The detectors are gaseous time projection chambers [169, 170, 171], in which the gas is both the detector
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and the target material. Gases that have been used include CS2 and CF4 [172] among others. Many
directional detectors use a mixture of gases to exploit their different properties. For example, ions of one
gas drift differently from ions of another, which allows further inference about the recoil event depending on
which ions are collected.
Novel designs
There are also several experimental designs that do not neatly fit into the above categories and are still in
the planning phase. These systems are still untested, but are promising. We discuss each of these briefly.
Solid xenon has been considered [173]. The solid state has the advantage of increased light collection in
comparison to the liquid phase, as well as allowing much faster electronic drift speeds. Because the detector
would be solid, a phonon signal could also be studied, leading to a possible triple channel detector. Obviously,
maintaining the solid state is a technological hurdle.
The DAMIC [174] collaboration is examining the possibility of a detector constructed of silicon CCDs.
Such a detector would have extremely low energy thresholds due to the lack of electronic noise, which would
allow the probing of very low WIMP mass ranges. NEWS [175] is a spherical gas detector intended to probe
low mass regions of the WIMP parameter space as a nonstandard bubble chamber.
3.2.3 Backgrounds
Direct detection experiments look for signals on the order of a few keV, which renders them exceptionally
susceptible to false signals from background radiation. In the energy range expected of a WIMP recoil, an
unshielded germanium detector would have an event rate of around 104 keV−1kg−1day−1 [156]. Background
particles that can produce signals similar in shape to that expected of a WIMP, and therefore are important
to consider, are gamma rays, neutrons, and neutrinos. In general, neutrons are the greatest problem. Neu-
trinos are mostly irrelevant, however see Section 3.3.4 for a discussion of what happens when neutrinos do
become important. Background fluxes can be divided into two general kinds: those from sources external to
the detector, and those from internal sources. External backgrounds are more or less the same for every de-
tector, but internal backgrounds depend on the detector material and the construction parameters of specific
experimental setups. The number of measured background events will scale with target mass, and detectors
using heavier elements need to account for this as well.
There are a handfull of ways to deal with backgrounds. At the physical level, there are different kinds of
shielding that can be used, and certain kinds of event tagging that allow discrimination between background
and signal events. This tagging can be done through precise measurement of a specific parameter, for example
electron recoils or multiple scattering events, which are not expected of WIMPs. Also, known backgrounds
can be subtracted from the signal, but this requires a very good understanding of said backgrounds, typically
obtained through extensive calibration runs. Calibration runs usually expose the detector to a radioactive
source with an understood output, and compare recorded event rates with Monte Carlo simulations of the
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source and known backgrounds. Looking for annual modulation signals (Section 3.3.3) is also a way to
separate signal from background. Directional detectors, as discussed in Section 3.2.2, are able to use the
diurnal modulation of the flux to separate signal from background.
For a detailed discussion of background radiation in dark matter direct detection experiments, see reference
[176]. Uncertainties in the astrophysical inputs to the analysis lead to difficulties in background analysis, but
ways of compensating for these uncertainties is being studied [177, 178].
External backgrounds
External gamma ray backgrounds come mostly from the decay of naturally occurring uranium and thorium, as
well as some less common isotopes such as potassium and cobalt, in the surrounding material. These gamma
rays strike the detector bulk and cause photoelectric effect events, Compton scattering, and production of
e+e− pairs. This background can be reduced by taking care when obtaining construction materials, but
cannot be avoided completely. The remainder is reduced by shielding with lead or water, which can reduce
background induced events by 4-5 orders of magnitude. An analysis technique that is used to discriminate
against the charged products of these gamma ray interactions is to veto multiple scattering events, as a
WIMP is highly unlikely to multiply scatter. Noble liquid experiments can also use self-shielding to reduce
these effects, as described in the discussion of fiducial volumes above.
External neutrons interact with nuclei in the detector bulk through elastic scattering, which produces a
recoil signature that is nearly identical to that of a WIMP. Neutrons can be produced by the interaction of
high energy cosmic ray muons with surrounding material, and those produced in this way can have energies
of up to the GeV scale [179]. Another source of neutrons is from naturally decaying material, which produces
radiogenic neutrons. Radiogenic neutrons can be avoided to an extent by careful selection of material and
purification of radioactive elements. Cosmic ray interactions can be reduced by going as far underground as
possible. Estimates indicate that the cosmic ray muon flux is reduced by roughly an order of magnitude for
every 2 km of depth [179]. Active vetoing of events is also used. If a muon is observed by external detectors
surrounding the experiment, coincident events in the detector are vetoed, as they may have been caused
by an associated neutron. Shielding with water or polyethylene is also used, as are the basic data analysis
techniques that are used for gamma rays (like the fiducial volume).
Internal backgrounds
Internal backgrounds are dependent on the type of detector, though a common feature across all detector
materials is contamination of the material by radioactive components.
Generally, the growth process for the crystals used in semiconductor detectors forces out impurities. A
more concerning problem is surface contamination from the decay products of ambient atmospheric radon.
Events from surface contamination can be potentially identified and vetoed by placing electrodes on the
surface of the crystal that allow for a positional identifier [180, 181]. This can be done for scintillating crystal
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detectors as well [182]. While the crystal is inert after growth and when construction of the detector starts,
it is possible that high energy cosmic rays interact with it during the construction phase and activate some
nuclei. This cannot be avoided until the detector is underground, but the effect can be studied and quantified
[183, 184] so that the background events can be accounted for.
Cosmic activation is also a problem for gas and liquid-based detectors. One method used by the DarkSide
experiment to avoid this is to use argon that has been mined from underground sources [185]. This argon
has a naturally lower proportion of radioactive isotopes due to its lack of exposure to cosmic rays. The
problem is less pronounced for xenon-based experiments, as radioactive xenon isotopes are either too short
lived or too long lived to affect the data collection of the detector. Similar to surface contamination of
crystals, contamination of the bulk by other parts of the detector that are less clean is common (krypton and
radon from the atmosphere in particular). This contamination induced background is carefully measured
and accounted for.
3.2.4 Experimental collaborations
There are a number of direct detection experiments that are currently operational, and a number of older
experiments that have either ceased taking data, or have been merged into a newer experiment. There are
also a number of experiments that have been recently proposed, have had funding approved and are in the
planning phase, or are already under construction or testing.
Noble liquid detectors, due to the high nuclear masses of their target nuclei, are the most important for
high mass WIMPs. The current strongest bounds are set by the XENON [161], PandaX [186], LUX [162],
and DEAP [187] collaborations. Each of these experiments is planning an upgrade within the next few years,
and the strongest projected sensitivities over a very large mass range are expected to be set by the DARWIN
experiment [188], which is in the planning phase. In the lower mass range of 1 GeV to a few 10s of GeV,
the crystal detectors are dominant. The current strongest limits in this region are set by the CRESST [189]
experiment. Both EURECA [190] and SuperCDMS [191] are expected to probe deeper into the parameter
space.
Bubble chamber detectors provide strong spin dependent limits, particularly the PICO [168] experiments,
which was recently formed by a merger of the COUPP [192] and PICASSO [193] experiments. Directional
detectors, such as DRIFT [172], are also an important part of the future of direct detection. Finally, there
are those proposed experiments discussed in Section 3.2.2, which do not fit into any of the above categories.
In Table 3.1 a list of dark matter direct detection experiments/collaborations has been provided. It
includes target materials, detection channel, years of operation, and a reference. The reference is to design
documentation if published, or to the published first results of the experiment. For longer running or larger
experiments, a review article is occasionally cited. Further technical details are available in the associated
references, and general summaries for both scientists and the public are typically provided on the individual
collaboration websites, though those for inactive experiments tend to not be maintained. These websites
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will nonetheless usually contain the most information and a list of publications, presentations, and reports
relevant to the experiment.
3.3 Current exclusion limits
As mentioned in Section 3.1, no statistically significant nuclear recoil signal has been observed, which has led
to experimental collaborations publishing exclusion bounds on nuclear recoil cross sections. The calculation
of the reported exclusion limits is a delicate affair. As a positive signal is expected to be on the order of a
few scattering events per year, statistics are very important. A highly detailed treatment of the statistical
methods appears in reference [216]. Basically, a signal region in recoil energy-expected event rate space is
chosen where the signal to background ratio is expected to be high, and the background in this region is
estimated through calibration or simulation (or both). The techniques for low event likelihoods developed
by Feldman and Cousins [217] that have become very popular in particle physics are applied to generate
one-sided confidence intervals (for exclusion bounds) or two-sided confidence intervals (for error regions on a
possible signal).
This Section provides an overview of current direct detection exclusion limits as reported by the various
experimental collaborations. The discussion of current exclusion limits is divided into spin dependent and
spin independent components.
3.3.1 Spin dependent limits
Spin dependent direct detection exclusion bounds are currently in the range of 10−33 cm2 to 10−41 cm2
depending on the WIMP mass. Currently the most stringent bounds are reported by the PICO collaboration
[168]. Other competitive bounds are reported by XENON [218], LUX [219], and PandaX [220]. Future
bounds are likely to be placed by the next generation noble liquid detectors such as LZ [207] and XENONnT
[161], but projected limits have not yet been reported for the spin dependent case.
Due to the extra difficulty inherent in handling spin effects in the scattering events, spin dependent
bounds are much weaker than spin independent bounds. This has led to the interesting situation where direct
detection experiments do not always provide the most stringent bounds on nuclear recoil cross sections. For
example, by translating the exclusion limits on dark matter production at the LHC, the CMS and ATLAS
collaborations have been able to provide effective nuclear recoil limits for a set of models [221, 222]. More
details on this are available in Chapter 5. Additionally, as will be discussed briefly in Chapter 4, the IceCube
neutrino telescope in Antarctica has been able to provide competitive spin dependent nuclear recoil exclusion
limits based on nonobservation of a neutrino annihilation signal from the Sun [223].
Because it is possible that WIMPs couple differently to protons and neutrons, and because spin dependent
experiments are capable of providing bounds on these different channels due to material selection, exclusion
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Table 3.1: Direct Detection Experiments
Experiment Material Detection channel Years of operation Reference
DAMA NaI(Tl) Scintillation 1995-2013 [194]
CoGeNT Ge Ionization 2009-present [195]
NAIAD NaI(Tl) Scintillation 2001-2003 [196]
CDEX Ge, NaI(Tl) Ionization 2010-present [197]
CDMS Ge, Si Phonons, Ionization 1990-present [198]
EDELWEISS Ge Phonons, Ionization 2000-present [199]
CRESST CaWO4 Phonons, Scintillation 2000-present [200]
EURECA CaWO4, Ge Undecided Future [190]
ROSEBUD Various Scintillation 1997-2012 [201]
KIMS CsI(Tl) Scintillation 2000-2012 [202]
XENON Xe Scintillation, Ionization 2005-present [159, 160, 161]
PandaX Xe Scintillation, Ionization 2009-present [186]
XMASS Xe Scintillation 2010-present [203]
DarkSide Ar Scintillation, Ionization 2012-present [204]
DEAP Ar Scintillation 2007-present [187]
CLEAN Ar, Ne Scintillation 2011-present [205]
ZEPLIN Xe Scintillation, Ionization 2000-2011 [206]
LZ Xe Scintillation Future [207]
WARP Ar Scintillation, Ionization 2008-2011 [208]
ArDM Ar Scintillation, Ionization 2006-present [209]
LUX Xe Scintillation, Ionization 2009-present [162]
DARWIN Xe Bubble chamber Future [188]
COUPP CF3I Bubble chamber 2006-2013 [192]
PICASSO C4F10 Bubble chamber 2012-2014 [193]
SIMPLE C2ClF5 Bubble chamber 2000-2012 [210]
PICO C3F8 Bubble chamber 2013-present [211]
DRIFT CF4, CS2, O2 Directional 2003-present [172]
MIMAC CF4, CHF3, C4H10 Directional 2012-present [212]
NEWAGE CF4 Directional 2007-present [213]
DMTPC CF4 Directional 2010-present [214]
D3 Ar, CO2 Directional Future [215]
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Figure 3.2: Current spin dependent exclusion limits for WIMP scattering from protons. Results
reported by XENON100 [218], LUX [219], PandaX [220], PICO [168], and DRIFT [224]. Older IceCube
limits included for comparison [223].
limits are generally reported separately for proton and nucleon scattering. Current limits for a selection of
publicly available spin dependent exclusion bounds appear in Figure 3.2 for the proton coupling case, and
in Figure 3.3 for the neutron coupling case. The IceCube exclusion limits from 2013 have been included for
comparison.
3.3.2 Spin independent limits
Limits on spin independent nuclear recoil cross sections are in the range of 10−38 cm2 to 10−47 cm2 depending
on the WIMP mass, and the next generation will hit 10−49 cm2. These sensitivities are rapidly approaching
what is called the neutrino floor, which is an irreducible background caused by the solar and cosmic neutrino
flux passing through the solar system (see Section 3.3.4 for further discussion and a comparison to current
and projected exclusion limits).
Limits for the most relevant of modern spin independent exclusion bounds are presented in Figure 3.4. A
selection of projects in the planning phase that have reported predicted sensitivities have limits that appear
in Figure 3.5. Note that the most recent results from XENON, LUX, DEAP3600 and DARWIN have not
been made available to the public in pure data form, and so we are unable to include them here.
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Figure 3.3: Current spin dependent exclusion limits for WIMP scattering from neutrons. Results
reported by XENON100 [218], LUX [219], PandaX [220].
Figure 3.4: Currently reported spin independent nuclear recoil exclusion limits. Results from PandaX
[225] and CRESST [189].
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Figure 3.5: Currently reported spin independent nuclear recoil projected sensitivities. Results from
DarkSide [185], SuperCDMS [191], and LZ [207].
3.3.3 Annual modulation signals
An approach taken by the long-running DAMA family of experiments is to search for annual variations in the
number of background events observed. This allows them to draw conclusions with much lower sensitivities
than other experiments, as they do not need to subtract backgrounds because their signal is on top of the
backgrounds. It is expected from the Earth’s motion in the galactic halo that the number of events will be
largest in June and smallest in December [226].
There is a reported signal in a region of the parameter space mDM ≈ 10− 15 GeV and mDM ≈ 60− 100
GeV, depending on scintillation efficiency. The most recent report of the signals observed by DAMA/LIBRA
are available in reference [227]. It should be noted that the observed signal is in disagreement with exclusion
bounds reported by other experiments, including XENON100 [228], and has been for some time. Other
possible causes for these signals include [229, 230] atmospheric muons (from atmospheric modulation) and
background neutron variation.
The XENON collaboration has recently reported a modulation signal analysis of the entirety of live time
for the XENON100 experiment [146]. They have been able to exclude axial vector WIMP electron scattering
events as a cause of the observation signal reported by DAMA/LIBRA to 5.7σ significance.
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3.3.4 The neutrino floor
It is known that WIMP direct detection sensitivities cannot increase much further due to the presence of
the predicted so-called ‘neutrino floor.’ The neutrino floor was first seriously considered nearly a decade ago
[231, 232], when the second generation of direct detection experiments had seen nothing, and the particle
astrophysics community realized that dark matter might have nuclear recoil cross sections well below what
was expected from the SUSY WIMP. The next generation of direct detection experiments that are in the
planning phase and anticipated to come online within a few years [161, 188] will reach the neutrino floor in
the spin independent sector.
In Section 3.2, the neutron background was discussed. Neutrons are dangerous because, as neutral
particles, their recoil signatures are very similar to those predicted for WIMP dark matter. Special care is
taken to shield against neutrons and purge radioactive material from the environment. Similarly, coherent
neutrino-nucleus scattering events will generate a signal that is very similar to that that would be generated by
WIMP dark matter. Direct detection experiments will soon have sensitivities that can detect such scattering
events from the natural neutrino background flux. This background cannot be shielded against, as there is
no effective way to shield against a neutrino flux. The sensitivities at which these neutrino scattering events
become relevant is called the neutrino floor, as it is a hard lower bound on WIMP direct detection experiments,
at least in the current search paradigm. Essentially, any WIMP nuclear recoil signal that is smaller than the
expected uncertainties in the neutrino nuclear recoil spectrum cannot be with statistical confidence observed
or excluded. Even if dark matter is discovered above the neutrino floor, precision studies of the properties of
dark matter will require increased sensitivity, so considering the neutrino floor is unequivocally important.
The neutrino floor as well as several current and projected direct detection exclusion limits appear in Figure
3.6.
The differential cross section of neutrinos off of an atomic nucleus with respect to recoil energy Er is given
by the expression
dσ
dEr
(Er, Eν) =
G2F
4pi
QWMN
(
1− MNEr
2E2ν
)
F 2 (Er) , (3.15)
where the energy of the incoming neutrino is Eν , GF is the Fermi constant, MN is the atomic nucleus mass,
and F (Er) is a nuclear form factor. The weak charge of the nucleus is QW = (A−Z)−(1−4 sin2 θW )Z, where
Z is the number of protons in the nucleus, A− Z is the number of neutrons, and θW is the Weinberg angle.
This cross section is due to a neutral current process, generated at tree level by Z boson exchange between
the neutrino and the valence quarks of the nucleons in the nucleus. However, the momentum transfer is
small enough that the Z boson wavelength is larger than the diameter of the nucleus, leading to the coherent
scattering of the neutrino off of all the nucleons. This coherency allows the use of the effective nuclear coupling
used in the above cross section. It is interesting to note that coherent neutrino-nucleus scattering is a SM
prediction that has never been observed in a dedicated experiment, which provides a connection between
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Figure 3.6: The neutrino floor, as reported in [233], against several current and projected nuclear
recoil exclusion limits and sensitivities. Reported results and projections include PandaX [225] and
SuperCDMS [191].
the current dark matter direct detection experimental effort and neutrino physics (see reference [234] for a
theoretical discussion of some of the neutrino physics prospects).
The neutrino flux that generates the neutrino floor is produced primarily by nuclear processes in the Sun,
by high energy cosmic rays striking the upper atmosphere and by supernovae. Geo neutrinos, which result
from the decay of radioactive elements in the Earth, have been shown to have a negligible effect [231]. Solar
neutrinos mimic the recoil spectrum of a ∼6 GeV WIMP, and atmospheric neutrinos generated by cosmic
rays will mimic a ∼100 GeV WIMP. Neutrinos from the diffuse supernova background, which is the isotropic
and constant flux of neutrinos produced by supernovae, can mimic WIMPs in the 10-30 GeV mass range.
The incident neutrino flux is displayed for informational purposes in Figure 3.7.
The neutrino recoil events are individually indistinguishable from WIMP recoil events. In principle, given
enough exposure, the signal of WIMP nuclear recoils can be distinguished from that of neutrinos, as there
are predicted differences in the high energy tails of the recoil energy distributions. The required exposures
are, however, unrealistically large. Yet direct detection searches are a crucial part of the experimental effort
searching for dark matter, and to lose them completely would be difficult. This has led to a number of studies
that consider ways to avoid the neutrino floor. We will conclude this section by providing a brief outline of
some of the main ideas that have appeared in the literature.
In principle, the neutrino background can be distinguished from WIMP signals by using the predicted
WIMP annual modulation signal. Solar neutrino events are not expected to exhibit such a modulation, so
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Figure 3.7: Neutrino flux as a function of neutrino energy for a variety of processes. Figure from
reference [235]
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several groups have considered using this phase difference as a tool for discrimination [236, 233]. Directional
detectors, being sensitive to both direction and recoil energy, have been suggested as a way to probe at higher
sensitivities [235, 237]. This would require a significant amount of exposure time, however. There are also
attempts to theoretically extract distinguishing features from the different spectra using effective field theory
techniques [238]. The variety of these approaches indicates that the community is taking the problem posed
by the neutrino floor very seriously.
3.4 Example: Scalar Higgs-portal dark matter
To illustrate how the material that has been covered in this Chapter is used by a phenomenologist, we will
discuss the example of scalar Higgs-portal dark matter. The model is described in further depth in Appendix
B. The basic approach, which is more or less the same for all models, is to find the nuclear recoil cross section
and to compare it with the current exclusion limits, and then to decide whether or not the model is still
viable. That is what we do here.
The scalar Higgs-portal model, being essentially a two-scalar Yukawa theory, has the simplest possible
direct detection phenomenology. When the Higgs-singlet coupling ηS of the model has been fixed by the
thermal abundance constraint (see the previous Chapter for this discussion), the model has only the singlet
mass mS as a free parameter. The mediator is well understood, as it is a SM particle, and the only major
uncertainty on the SM side is in the parametrization of the Higgs boson interaction with the nucleon. This
Section is an adaptation and extension of work that appears in references [239, 240], of which the author of
this thesis is an author.
The nuclear recoil cross section in the nonrelativistic limit takes the form [239, 240, 241]
σNR =
g2hNNη
2
Sv
2
h
4pim4h
m2N
(mS +mN )
2 (3.16)
where the masses of the SM Higgs, the nucleon, and the dark matter singlet are mh, mN and mS respectively.
As usual, the Higgs vacuum expectation value is vh = 246 GeV, and the singlet-Higgs coupling parameter
is ηS . The quantity ghNN parameterizes the interaction between the Higgs boson and the nucleon. In our
calculations, we use the values mh = 125.9 GeV and mN = 0.9305 GeV.
The effective Higgs-nucleon coupling ghNN is a parameterization of the interaction between a composite
nucleon and the Higgs boson field. The standard calculation is found in the work of Shifman, Vainstein and
Zakharov [242], and is discussed in further detail in Appendix B. The numerical inputs to that calculation
require consideration.
As discussed in the Appendix, the primary property of interest that contributes to the Higgs-nucleon
coupling is the nucleon strangeness content, characterized by
yN =
2〈N |s¯s|N〉
〈N ∣∣u¯u+ d¯d∣∣N〉 . (3.17)
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The initial work in reference [242] assumed zero strangeness in the nucleon, but later work demonstrated
that strangeness could have a considerable effect [243]. Using the estimates of the nucleon strangeness content
available at the time, it was found the estimated strangeness could alter the coupling by factors of up to
2.5. The calculations in reference [243] in 1988 used a strangeness of yN = 0.47, which is much higher than
modern estimates. Lattice gauge theory results indicate a strangeness of 0 ≤ yN ≤ 0.14 [244, 245, 246, 247,
248, 249, 250].
Further experimental constraints can be included if one uses the nucleon-pion sigma factor σpiN , defined
by
σpiN =
mu +md
2
〈N ∣∣u¯u+ d¯d∣∣N〉 (3.18)
which can be extracted from pion-nucleon scattering experiments. Reported results indicate that the sigma
parameter is ≤ 70 MeV [244, 251, 252].
Using both the nucleon strangeness yN and the sigma parameter σpiN , the Higgs-nucleon coupling (scaled
by the Higgs vacuum expectation value) can be written
ghNNvh ' 7
9
(
1 +
msyN
mu +md
)
σpiN +
2
9
mN . (3.19)
By considering the allowed range for the input values yN and σpiN , we can restrict the allowed range for
values of ghNNvh to 210 MeV ≤ ghNNvh ≤ 365 MeV. The lower bound correspond to yN = σpiN = 0 while
the upper bound is yN = 0.14 and σpiN = 70 MeV. In terms of the actual coupling, this range is 0.853×10−3
≤ ghNN ≤ 1.484×10−3. As this quantity enters the nuclear recoil cross section squared, this amounts to an
uncertainty of a factor of about 3 in the final cross section. We note our results agree with those of reference
[253], and with the results of more recent lattice gauge theory calculations [254]
In Figures 3.8, 3.9 and 3.10 we plot the nuclear recoil cross section for the scalar Higgs-portal model
beside experimental and projected direct detection exclusion limits for several relevant mass ranges. The
possible range of the Higgs-nucleon coupling ghNN is indicated by the shaded region. As is noted in Chapter
5 and in Appendix B, limits on the invisible Higgs decay width rule out Higgs-portal scalars with masses
below mh/2 ' 63 GeV. Because of this, we do not consider scalars in that mass range.
Figure 3.8 is the lower mass region from mS = 63 GeV to 250 GeV. This region is clearly excluded
by recent PandaX, LUX, and XENON1T limits, though this was not the case in 2015 when these results
were originally published [240]. The sudden spike in the theoretical cross section near 63 GeV is due to the
resonance in the Higgs-portal annihilation cross sections that were used to obtain the thermally constrained
Higgs-portal coupling ηS . As mS approaches mh/2, the coupling required to generate the current abundance
climbs to the nonperturbative regime. Results for mS ≤ 65 GeV are unreliable at best, as the approximations
going into the thermal relic calculations begin to break down (see Chapter 2 for more details).
Figure 3.9 is the higher mass region of mS = 250 GeV to 2000 GeV. The Higgs-portal model is excluded
by the 2016 reported limits in this mass range as well, not to mention future projected limits. Figure 3.10
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Figure 3.8: Theoretical nuclear recoil cross section for scalar Higgs-portal dark matter in the mass
range of 63 GeV to 250 GeV with a thermally constrained coupling. Higgs-nucleon coupling values in
range discussed in text. Theoretical cross sections compared to reported results from CRESST [189],
DEAP3600 [255], and PandaX [225].
covers the extreme mass region of 1.5 TeV to 15 TeV. This extends beyond the range of any current bounds,
but future experiments are projected to probe this region. In any case, the perturbative assumption for a
thermally constrained Higgs-portal scalar begins to break down in this region [240].
The above Figures clearly show that scalar Higgs-portal dark matter is out of parameter space. To avoid
current experiments, the model needs masses that are on the order of several TeV, which is large enough that
to account for the observed relic abundance, the Higgs-portal coupling η needs to be approaching the limit of
where perturbation theory is valid. And if the coupling is so large, the approximations used in the thermal
production analysis break down, making the high mass region of the Higgs-portal model nonpredictive.
For these reasons, it is reasonable to say that the scalar Higgs-portal model in the simplest case is
effectively excluded. The obvious way to extend the model to retain viability is to relax the constraint that
scalar Higgs-portal dark matter produced by thermal freeze-out must account for the entirety of the observed
abundance. This would allow for smaller values of the Higgs-portal coupling ηS to be used, and lower the
cross sections below the exclusion bounds. Of course, this may not be the most natural approach.
The most basic way to do this is to assume multi-component dark matter, where the Higgs-portal com-
ponent does not comprise the whole of dark matter. Such variants are discussed in [256, 257], though using
them without theoretical motivation is perhaps unmotivated. Additionally, multi-component dark matter
complicates the situation by including more particles, the lack of which was one of the primary draws of the
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Figure 3.9: Theoretical nuclear recoil cross section for scalar Higgs-portal dark matter in the mass
range of 250 GeV to 2000 GeV with a thermally constrained coupling. Higgs-nucleon coupling values
in range discussed in text. Theoretical cross sections compared to reported results from DarkSide
[185], DEAP3600 [255], and PandaX [225].
Higgs-portal model to begin with. It also becomes necessary to ask the question of where in the expanded
parameter space the additional dark component becomes dominant for detection purposes. Additional con-
straints must be found and applied, leading to further complication. Another possibility, which has been
discussed in reference [124], is to assume Higgs-portal scalars are produced not by freeze-out during the early
universe, but by some alternative mechanism. Such mechanisms are discussed briefly in Chapter 2.
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Figure 3.10: Theoretical nuclear recoil cross section for scalar Higgs-portal dark matter in the mass
range of 1500 GeV to 15000 GeV with a thermally constrained coupling. Higgs-nucleon coupling values
in range discussed in text. Theoretical cross sections compared to reported results from DarkSide [185]
and DEAP3600 [255].
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Chapter 4
Indirect Detection of Dark Matter
If dark matter was thermally produced as in the WIMP paradigm, it has an annihilation cross section
at freeze-out of around 3×10−26 cm3/s. For most WIMP masses, the dark matter halo has a high enough
number density that one expects annihilation of present time nonrelativistic halo WIMP particles at a rate
∼ σannvρ2/m2. Indirect detection of dark matter is the detection of the products of these annihilations. It is
a complementary approach to the direct detection of dark matter that was discussed in the previous Chapter,
and the collider production of dark matter that will be discussed in the Chapter immediately following.
While indirect detection is promising, it suffers from certain drawbacks. The first is that only a few
particles resulting from the annihilation of dark matter are suitable as a detectable signal. This is primarily
because most annihilation products, particularly in annihilations of high mass particles, tend to be unstable
and rapidly decay. There are only four stable particle species that live long enough to reach the Earth from
an arbitrary point in the dark matter halo.
The second major difficulty is extraction of an annihilation signal from everything else out there. There are
many high energy astrophysical processes that produce these stable particles, some with spectral signatures
similar to what one expects from dark matter annihilation. Confirming any positive signal in general requires
a detailed understanding of the other processes that are producing these particles. Such an understanding is
currently beyond us for most astrophysical processes.
The most promising indirect detection channel is the gamma ray channel, which consists of high energy
photons (> 100 MeV). Photons are stable, so they will reach our instruments, and are fairly easy to detect.
They also have the advantage of being produced in nearly every SM decay path, so they will, in general,
comprise a significant portion of the final state of any annihilation cascade. Another advantage they have
over charged particles in particular is that they travel in straight lines (if minor gravitational lensing effects
are ignored), allowing targeted searches of specific regions of space, meaning a gamma ray signal can provide
both spatial and spectral information about its source. In contrast, charged particles such as electrons and
protons are deflected by the galactic and interplanetary magnetic fields, propagating in such a complicated
way that their point of origin cannot be known.
The main drawback of the gamma ray signal is the opposite side of one of its advantages. Since gamma
rays are produced so easily, every astrophysical process will produce them in large numbers. This makes
extraction of any specific signal from the gamma ray sky very difficult. Nonetheless, the advantages outweigh
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the drawbacks, and the gamma ray signal remains the best indirect search avenue, having been referred to
as the ‘golden channel.’
For this reason, while the Chapter is titled ‘Indirect Detection of Dark Matter,’ the focus will be on gamma
ray signals. In Section 4.1, we discuss the basics of the detection of cosmic gamma rays, including calculation
of the photon flux from the annihilation of particle dark matter. A brief overview of the instruments used to
detect cosmic gamma rays is also provided in Section 4.2. Sections 4.3 through 4.6 consider different means
of searching for gamma ray signals of annihilating dark matter. Section 4.3 concerns the isotropic gamma
ray flux of mostly unknown origin, and possible contributions from annihilating dark matter. Section 4.4
discusses a potential dark matter explanation for the observed gamma ray excess in the galactic core. Section
4.5 considers bounds on dark matter annihilations derived from observations of dwarf galaxies, small clusters
of stars with very high dark matter densities. Section 4.6 describes searches for monochromatic gamma ray
lines, a signal unique to annihilating dark matter.
There are also possible indirect signals from annihilating dark matter in antimatter cosmic rays and in
the neutrino flux. In Section 4.7, these two other channels will be touched on. Finally, we will explore the
gamma ray detection prospects for the simple example of a Higgs-portal scalar. Each of the above search
targets will be considered in turn.
4.1 Gamma ray signals
This Section covers some of the fundamentals of the study of gamma ray signals of annihilating dark matter.
It is expected that the ambient dark matter in some region of the galactic halo will annihilate at a rate
proportional to its number density and annihilation cross section, and that the resulting annihilation products
will propagate away from the annihilation zone. The long lived of those annihilation products, including
photons, will generate a flux that can be calculated from the parameters of the particle physics model of
dark matter and the astrophysics of the dark matter distribution in the region of interest. This theoretical
flux, the construction of which is discussed in great detail in Section 4.1.1, can then be compared against the
observations of the gamma ray sky as reported by gamma ray telescopes such as the Fermi space telscope
and the ground based Cherenkov telescopes. Most of the subsequent Sections of this Chapter will be spent
considering specific regions of interest or flux generation mechanisms.
4.1.1 Prompt photon spectra
This Section is concerned with the so-called prompt photon spectrum: that is, the spectrum of photons
produced immediately, either directly from the annihilation of dark matter particles or, more likely, through
the immediate decay of SM particles produced in the annihilation, as well as radiative corrections to those
processes. The main distinction between prompt photons and the secondary photons discussed in Section
4.1.3 is the time between the annihilation event and the emission of the photons. Basically, prompt photons
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can be described in principle by a single QFT process, though a potentially very complicated one, while
the time scales between the annihilation event and the production of secondary photons are large enough to
prohibit that.
The differential gamma ray flux per energy and solid angle from annihilating dark matter is given by [258]
dΦγ
dΩdE
=
1
2
r
4pi
(
ρ
mDM
)2
× J ×
∑
f
〈σv〉f
dN fγ
dE
 . (4.1)
There will be an additional multiplicative factor of 1/2 when the annihilating dark matter is not self-conjugate
(ie is not its own antiparticle). It is typical in the literature to divide this expression into two factors,
distinguished by their uncertainties. The final factor, with the annihilation cross section, is the particle physics
term, because it is determined by the particle physics model of dark matter. The other factor, including the
J-factor, is called the astrophysical factor, and depends on the macroscopic dark matter distribution in the
halo, being agnostic to the particle physics nature of the dark matter.
The velocity weighted annihilation cross section of dark matter to final state f is 〈σv〉f . This cross
section can in general be computed once the details of the particle model of dark matter are determined. The
quantity dN fγ /dE is the differential photon number density with respect to energy that is produced by final
state f , and has contributions from a number of complicated processes. It describes the number of photons
generated per energy interval for an annihilation event to the final state f . How to handle it in calculations
is discussed in Section 4.1.2. We note that the above expression in Equation (4.2) is presented in terms
of annihilation cross sections to final state f . In the literature, one frequently comes across an alternative
presentation, where the total annihilation cross section 〈σv〉 = ∑f 〈σv〉f is used. In this convention, the
particle physics factor is written
∑
f
〈σv〉f
dN fγ
dE
= 〈σv〉
∑
f
Brf
dN fγ
dE
, (4.2)
where Brf is the annihilation branching fraction to final state f , given by Brf = 〈σv〉f/〈σv〉. These two
conventions are equivalent, but we have chosen to work with the former because there is less ambiguity about
unknown or neglected final states. It is important to note that while the velocity weighted cross section
discussed here in the context of indirect detection is formally the same quantity as the one discussed in
Chapter 2 in the context of the thermal abundance calculations, these two contexts are quite different. In
this Chapter, we are using the present day cross section, which is for the annihilation of nonrelativistic dark
matter, where v ' 300 km/s. In Chapter 2, freeze-out occurs at Tf ' mDM/20 → v ' 0.4c, which means
the numerical values for the cross sections in these regimes are orders of magnitude apart. In particular,
this means that approximations that can be used in the nonrelativistic regime (like expansion in powers of
velocity) do not necessarily apply in the freeze-out regime.
The astrophysical J-factor is given by
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Figure 4.1: Illustration of the galactic coordinate system, as described in the text.
J =
∫
l.o.s
ds
r
(
ρ (r (s, θ))
ρ
)2
. (4.3)
It is an integral along the line of sight (parameterized by variable s) of the dark matter density profile ρ(r)
(See Appendix D for further discussion of the dark matter profile). Essentially, it counts the number of dark
matter annihilations that will occur along a given line of sight. The factors of the solar system position
r and local dark matter density ρ are included by convention, to make J a dimensionless quantity. The
coordinate system is set up so that the radial variable r (s, θ) is
r (s, θ) =
√
r2 + s2 − 2rs cos θ. (4.4)
The angle θ is the aperture angle between the line of sight and the axis that connects the Earth to the Galactic
center. This is illustrated in Figure 4.1. Spherical symmetry of the halo is assumed, so J is invariant under
rotations in θ.
These variables can be related to the galactic polar coordinates (d, b, l) which are defined by x =
d cos b cos l, y = d cos b sin l and z = d sin b. Our solar system is at x = y = z = 0 so that the Galactic
center is at x = r, y = z = 0. The angle θ can be expressed as cos θ = x/d = cos b cos l.
In general, the integrals involved in the computation of J must be numerically evaluated. Numerical
values for many of the more common regions of interest can be found in the literature, but not all possible
ones. While the integrations are not necessarily difficult, integration of profiles that involve 1/r2 terms have
complications. Basic numerical integration techniques tend to fail to converge when the upper boundary of the
s integration is placed at infinity. More advanced techniques may successfully converge, but the singularity in
the core region must be handled with care. Stable techniques that are able to handle quadratic singularities
within the region of integration and also infinite boundaries are actually very rare. We found that it was
best to simply apply an upper cutoff on s of some tens of times the scale radius of the profile, and then use
a fixed grid Gauss-Legendre quadrature. This introduced errors in the core region, but profile uncertainties
are large there as well. A grid with 1024 points was used for the integration over s. Individual parameter
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sets should be tested for stability, but physically beyond this point the galactic halo is small enough that it
is safe to ignore.
The factor J defined in Equation 4.3 is the number of annihilation events expected in an infinitesimal
solid angle dΩ. To obtain a more useful quantity that counts annihilations in a finite solid angle, such as
a region of observation or the angular resolution of a telescope, we integrate over an angular region ∆Ω to
obtain the averaged J factor
J¯ (∆Ω) =
1
∆Ω
(∫
∆Ω
JdΩ
)
. (4.5)
For more commonly considered regions J¯ takes one of the following forms [259]:
Disk:
∆Ω = 2pi
∫ θmax
0
dθ sin θ ⇒ J¯ (∆Ω) = 2pi
∆Ω
∫ θmax
0
dθ sin θJ(θ), (4.6)
Annulus:
∆Ω = 2pi
∫ θmax
θmin
dθ sin θ ⇒ J¯ (∆Ω) = 2pi
∆Ω
∫ θmax
θmin
dθ sin θJ(θ), (4.7)
b× l region in galactic coordinates:
∆Ω = 4
∫ bmax
bmin
∫ lmax
lmin
dbdl cos b⇒ J¯ (∆Ω) = 4
∆Ω
∫ bmax
bmin
∫ lmax
lmin
dbdl cos b× J(θ(b, l)). (4.8)
The disk and annulus are symmetric about the galactic center. The b × l region is for one quadrant of the
sky (b > 0o, 0o < l < 90o) and an additional factor of 4 is required to extend to all quadrants.
For a specific angular region of interest ∆Ω, the differential flux from that region is then
dΦγ
dE
=
1
2
r
4pi
(
ρ
mDM
)2
× J¯∆Ω×
∑
f
〈σv〉f
dN fγ
dE
 (4.9)
with, as before, an extra factor of 1/2 for non-self-conjugate particles.
4.1.2 Photon spectral functions
As mentioned above, the differential photon spectra dN fγ /dE are the number of photons per unit energy
generated by an annihilation to the SM final state f . This quantity is in general very difficult to compute,
primarily due to the hadronization effects that occur. Analytic approximations exist [260], but the standard
approach is now to rely on precomputed spectra that are available for public use. These spectra are typically
generated using the collider physics Monte Carlo event generation stack, occasionally modified to include
additional physics. The primary drawback to this approach is the presence of inaccuracies in the collider stack
at low energies [259], which become important for nonrelativistic annihilations of dark matter. Nonetheless,
no better alternative has appeared.
There are a number of different sets of pregenerated spectra. We have chosen to work with the set
provided by the group of Marco Cirelli in the PPPDMID package [259], which includes tabulated values
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easily accessible in Mathematica. The underlying Monte Carlo calculations that produced the tabulated
values were done using a modified version of PYTHIA [261]. An important point to note is that this set
of spectra includes electroweak corrections implemented at the Monte Carlo simulator level, which are not
included in the basic PYTHIA implementation. These corrections are significant for the yields of leptonic
and photonic final states for energies E  mDM , leading to differences of up to 20% [262]. Bremsstrahlung
of weak gauge bosons leads to additional hadronization effects that alter the final spectra, in turn leading to
logarithmic enhancements of up to order
[
ln
(
mDM
mZ,W
)]n
, independent of the dark matter model. Polarization
issues also affect the results, to a smaller degree.
Results are provided in the package for f = e, µ, τ, u, d, s, c, b, t,W,Z, h. The spectra are reported as
dN/d log x for x = K/mDM , where K is the kinetic energy of the final state in the rest frame of the collision.
The dark matter mass range provided is from mDM = 5 GeV to mDM = 100 TeV, though for mDM  mZ ,mt
the spectra dN/d log x are largely insensitive to the dark matter mass. It is the small x regions which are the
most important phenomenologically, because they are where the largest numbers of photons are produced. In
Figures 4.2 and 4.3 we plot the photon spectra from the annihilations of a generic dark matter particle of mass
200 GeV and 2000 GeV respectively. These plots include a set of channels that appear in the annihilation
spectra of Higgs-portal scalars, discussed in Section 4.8. The key feature of these spectra is the rapid fall off
with energy, illustrating that the vast majority of photons will be produced at tiny fractions of the rest mass
of the annihilating particle.
These results contain prompt photons only. Those include photons produced immediately, those from
final state showers, those from hadronic decays, and those from external state QED and weak bremsstrahlung.
Photons from internal bremsstrahlung (ie emission of photons from charged loop particles) are not included,
as they are model dependent, but are expected to be subdominant in general.
4.1.3 Secondary photon spectra
In addition to the prompt photon spectra discussed above, annihilating dark matter also leads to the produc-
tion of the so-called secondary photon spectrum [259, 263]. Prompt photons are the direct products of dark
matter annihilations, but secondary photons are those emitted by charged particles that are themselves a
primary annihilation product. These secondary photons are emitted by a variety of processes as the charged
particles propagate through space, and span the energy spectrum from the gamma to the radio. A secondary
photon signal is, in general, much more difficult to model theoretically and to extract from data than the
prompt signal.
Secondary emission is usually from electrons or positrons, which are both stable and light enough that most
of their energy is in their velocity rather than their rest mass. As they propagate, the electrons and positrons
lose nearly all of their energy to photons. The main source of energy loss is due to inverse Compton scattering
of the charged particles with photons in the diffuse flux such as CMB photons or starlight. Inverse Compton
scattering accounts for a significant fraction of the cosmic gamma flux, and when modelling the secondary
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Figure 4.2: Plot of prompt photon spectra dNdE for generic annihilating dark matter of mass 200
GeV, to the final states charm, W boson, bottom, Z boson, top, Higgs boson, and tau lepton. Plot
is of the number of photons per energy interval on a logarithmic scale, as tabulated in the PPPC ID
Mathematica package [259].
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Figure 4.3: Plot of prompt photon spectra dNdE for generic annihilating dark matter of mass 2000
GeV, to the final states charm, W boson, bottom, Z boson, top, Higgs boson, and tau lepton. Plot
is of the number of photons per energy interval on a logarithmic scale, as tabulated in the PPPC ID
Mathematica package [259].
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flux from dark matter annihilations, including only inverse Compton scattering with CMB photons is a
reasonable approximation [264]. Also a contributor is synchrotron radiation emitted by the charged particles
as they travel through magnetic fields. More technical details about the synchrotron radiation component
of the flux are available in references [265, 266]. Subdominant contributions from bremsstrahlung effects
due to interactions with ionized gas clouds and the emissions of hadronic annihilation products can also be
considered. These contributions tend to be too low to justify the added complication of their inclusion.
A signature can be calculated by following a basic procedure. First, the prompt electron and positron
production spectra must be computed, and converted to a steady state contribution to the cosmic ray flux.
This is, of course, highly dependent on the particle physics model of dark matter. One can then compute the
expected photon emissions from the propagation of the steady state flux, the physical mechanisms of which
are fairly well understood, but which are governed by parameters that are poorly constrained. Finally, one
computes the observation rate for an instrument such as Fermi or one of the radio telescopes. Calculation
of emissions and propagation can be done with a numerical package such as GALPROP [267, 268], or one
can use the results of reference [259], conveniently available precomputed in a Mathematica package. There
is also the possibility of semi-analytically fitting to composite black body spectra [264], which is obviously
more involved.
4.2 Instruments and analysis
The preeminent instrument used for gamma ray studies of dark matter is the Fermi space telescope [269],
discussed in brief in Section 4.2.1. We also consider data provided by several ground based Cherenkov
telescope arrays, including VERITAS [270], MAGIC [271], and HESS [272], which are discussed in Section
4.2.2.
The statistical analysis performed on the data to extract bounds is highly technical; see reference [216]
for a review of statistical methods in the indirect detection of dark matter. In this thesis, we do not go into
detail concerning the statistical methods used by the collaborations to determine their reported results, only
using said results.
4.2.1 Fermi space telescope
The Fermi-LAT is a satellite telescope that was launched in 2008, and observes gamma ray events from about
one fifth of the sky. The Fermi-LAT can detect photons with energies of 20 MeV to over 300 GeV [269],
and contains active background discrimination and rejection against cosmic rays, Earth albedo photons, and
radiation trapped in the Earth’s magnetosphere. The instrument has an effective area of about 8000 cm2 at
normal incidence and has a field of view of 2.4 sr.
Gamma rays enter into the tracker and hit a layer of tungsten foil that converts them into e+e− pairs.
For gamma rays of large energies Eγ  me, the produced pair will have a low transverse momentum and
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so continue largely in the same direction as the source gamma ray. The pair is then tracked further in the
instrument by a series of silicon strip detectors. The information from these trackers is used to construct the
direction of the original gamma ray. Finally the pair hits a calorimeter, where the energy can be measured.
In this way, estimates of both the direction and energy of an incident gamma ray can be obtained.
Contamination of the signal by charged particles, either cosmic rays or the result of cosmic rays interacting
with the Earth’s atmosphere, is a serious concern. Similar signals can be generated by charged cosmic rays
striking the foil, so an anticoincidence system is implemented to allow vetos of charged particles. Backsplash
is likewise reduced by taking direction into account in the veto. The signals generated by the instrument
allow reconstruction of both particle trajectory and energy, which allows discrimination between charged
particles and photons. Rigorous calibration runs are also done.
Simulations are used to realize the data given a hypothesized sky model, and are a part of the parameter
fitting process. The physical sky model is folded through the simulated detector response to calculate
the expected counts. After analysis, background contamination from residual unaccounted for sources is
estimated to be under 10%. The final results are typically made available electronically and with supporting
scripts to extract the data in useful ways.
4.2.2 Ground Cherenkov telescopes
Ground Cherenkov gamma ray telescopes are Earth-based instruments for the detection of gamma rays. As
indicated by their name, they observe the Cherenkov radiation produced when a high energy photon enters
the Earth’s atmosphere. The Cherenkov telescopes have large collection areas of 100s of m2, much larger
than the smaller areas of space telescopes, because they use the Earth’s atmosphere itself as a detection
medium. More properly, the Cherenkov telescope images the Cherenkov radiation emitted by the cascade of
charged particles that is produced when a high energy photon hits the Earth’s atmosphere, some 10s of km
in the sky. VERITAS is a four telescope array that can detect photons with energies between 85 GeV and
30 TeV. HESS is a five telescope array, with an energy range of 30 GeV to 100 TeV, and MAGIC is a two
telescope array with an energy range of 25 GeV to 30 TeV.
The photons that are detected are produced by bremsstrahlung and decays of unstable products of the
initial high energy interaction. Due to the height and energy of the initial interaction, the Cherenkov flash
covers an area of hundreds of square meters at the surface of the Earth. That the full instrument is an array of
telescopes spread out over hundreds of meters allows discrimination against other cosmic rays events, such as
muons, which have a much narrower cone, as well as drastically improving the angular and energy resolution
of the system. Significant backgrounds to ground Cherenkov telescopes include hadronic showers, starlight,
moonlight, and cosmic ray generated muons.
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Table 4.1: IGRB fit parameters
Foreground model α I100 (MeV
−1 cm−2 s−1 sr−1) Ecut (GeV)
A 2.32 ± 0.02 0.095 ×10−7 ± 0.08 ×10−7 2.79 ± 52
B 2.28 ± 0.02 1.12 ×10−7 ± 0.08 ×10−7 206 ± 31
C 2.26 ± 0.02 0.78 ×10−7 ± 0.07 ×10−7 233 ± 41
4.3 Diffuse gamma rays
Observations of the gamma ray sky show the existence of a diffuse flux of high energy photons, extending
well into the gamma range of the spectrum. This flux was first observed by the SAS-2 satellite [273], and
later confirmed by the EGRET instrument [274]. This diffuse flux has many known contributions, including
active galactic nuclei [275, 276, 277] now confirmed by Fermi [278], star-forming galaxies [279, 280], merging
galaxy clusters [281], millisecond pulsars [282, 283], ultra high energy cosmic ray scattering [284, 285], as well
as numerous other unresolved sources. Most point sources contribute anisotropically, so their contribution
to the diffuse flux is small [286, 287]. Once the contributions of the known sources have been subtracted off,
the remaining part of the diffuse flux is called the Isotropic Gamma Ray Background (IGRB).
Annihilations of dark matter particles in the galactic halo and beyond can contribute to this flux [288],
and if dark matter is present, it would be exceedingly odd if there was no contribution. One can then use the
observed flux to place bounds on the properties of annihilating dark matter. In fact, for WIMP scale dark
matter annihilation cross sections, predicted halo fluxes from dark matter annihilations are comparable to
the observed IGRB, allowing for meaningful comparisons to be made.
The Fermi-LAT instrument is uniquely capable of measuring the diffuse low energy gamma spectrum. The
discrimination between charged particles and gamma rays that an instrument such as Fermi allows enables the
measurement of the diffuse flux, which is notoriously difficult to do with ground-based Cherenkov telescopes
[289] due to charged particle backgrounds, but which makes up the majority of gamma rays detected in the
LAT. We consider results reported by the Fermi collaboration after some 50 months of observations with the
LAT instrument [290] in the 20 MeV to 300+ GeV range. These observations have identified thousands of
gamma sources.
Due to the high intensity of the galactic plane, measurements of the IGRB focus on the off-plane regions of
the sky at high latitudes. The Fermi-LAT collaboration parameterizes [290] the IGRB spectrum for |b| > 20o
by a power-law with exponential cutoff:
dN
dE
= I100
(
E
100 MeV
)−α
exp (−E/Ecut) . (4.10)
The parameters I100, α and Ecut are presented in Table 4.1, obtained from reference [290] where they were
obtained by a χ2 regression fit to the data. The fit is plotted for the three foreground models in Figure 4.4.
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Figure 4.4: Plot of the functional parameterization of the IGRB photon flux dNdE by the Fermi
collaboration in reference [290] for each of the three foreground models. The expression is presented
in Equation (4.10), and the numerical values of the parameters are reproduced in Table 4.1. The main
point that is illustrated by this Figure is that the foreground models introduce little variation in the
parameterized IGRB.
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The foreground models A, B and C are different emission models of the contributions of diffuse sources
including contributions from interactions between cosmic rays and interstellar gas, inverse Compton scattering
of cosmic electrons in the solar radiation field, and emission from catalogued gamma sources. In general,
the effects of the foreground models can have very important effects on the derived bounds [291] (see also
Appendix A of reference [292] for explicit details).
With the above observed IGRB flux, one can do analysis to obtain exclusion limits for various models
of particle dark matter. Fermi has done an analysis [292] searching for the annihilation signals of a generic
WIMP in the IGRB, finding nothing of note. They have noted that the IGRB is a difficult place from which
to extract a signal, as so much information is lost in the required integration over the sky to obtain event
rates. There are, however, other ways of extracting information from the IGRB.
There is also the possibility of looking for signatures of annihilating dark matter in the anisotropies of
the IGRB [264, 293], observations of which have been reported by Fermi [294]. The IGRB is expected to
be primarily isotropic. Anisotropies in the IGRB are mostly due to point sources, primarily blazars, but
there is the possibility that regions of different dark matter density in the galactic halo, called subhalos, may
produce them as well. There is also an expected anisotropy (a dipole) from dark matter annihilation in the
direction of the galactic core, due to the higher predicted dark matter density in that region (see Section 4.4),
but because of the large number of gamma sources in the core, such an anisotropy is much more difficult to
extract. The basic means to search for IGRB anisotropies is to expand the flux in spherical harmonics to
get the power spectrum. One can take a dark matter annihilation signal and subhalo distributions obtained
from numerical simulations (ie Aquarius [295]) to calculate the resulting contribution to the power spectrum
[296] and compare against the observed power spectrum. A general procedure to perform this analysis for
a generic particle physics model of dark matter is found in reference [264]. The main weakness in this
approach, aside from the obvious low signal strength that is inherit in all dark matter searches, is the reliance
on simulations of dark matter subhalo structure, a field which is so far entirely theoretical. The limits imposed
by this technique are weak so far, but they will become stronger as more data on the IGRB is obtained and
analyzed.
4.4 Galactic core excess
It is obvious that regions of higher dark matter density will produce a stronger gamma ray signal from
annihilations. In fact, the gamma ray flux will depend quadratically on the dark matter density along a
given line of sight. This makes sense, as annihilation requires a pair of particles. Targeted searches then
should look at regions of higher local dark matter density, and the galactic core region is one such. In fact,
due to the expected high dark matter density in the core region and its proximity to Earth, the galactic
center is expected to be the brightest source of gamma rays from annihilating dark matter in the sky [297].
The core region is very bright in the gamma sky, due to the number of high energy processes involving
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compact objects that happen there. In addition to their direct gamma yields, the charged products of
these processes produce secondary gamma rays due to their interactions with interstellar gas and the strong
radiation fields in the core region. There is also the presence of the Sagittarius A source. The presence of
this background and possible foreground makes extraction of any diffuse spectrum hard.
An independent analysis of Fermi-LAT data by Goodenough and Hooper [298, 299] noted the existence
of a spatially extended gamma ray emission component on top of the understood astrophysical gamma ray
background sources. This excess is spherical in space, and the energy spectrum can be modelled by a power
law ∼ rΓ with Γ around 2.2-2.4, with a peak at a few GeV (∼ 2-3). These features are consistent with a
generic dark matter annihilation signal.
This analysis has since been repeated by a number of groups [300, 301, 302, 303], including the Fermi
collaboration [304], who have all confirmed the presence of the excess to high statistical significance. Whether
or not it is actually due to annihilating dark matter, however, is less certain. Popular alternative explanations
include gamma ray millisecond pulsars [305] and interactions of high energy cosmic rays with interstellar
gas [306], though more recent studies indicate that no more than 5-10% of the excess could be caused
by millisecond pulsars [307, 308]. There are also numerous other non-exotic astrophysical explanations
[309, 310, 311]. In the context of dark matter annihilations, the excess has been studied extensively in the
literature [300, 299, 312, 313, 306, 304, 314].
The excess appears to exist, but all analysis depends on the validity of the Fermi background models [304].
In their analysis, the Fermi collaboration explored multiple specialized interstellar emission models to analyze
the excess [304]. The excess is generally the same between various publications and foreground/background
models, though the spectral shape and normalization of the excess is dependent on galaxy modelling parame-
ters [302]. The extent of this dependence is being explored further. A new analysis of the gamma ray signals
of galaxy clusters is reported to provide constraints, under certain assumptions, on dark matter annihilation
cross sections that rule out a dark matter interpretation of the galactic core excess [315]. As well, observations
from dwarf spheroidal galaxies (see Section 4.5) appear to be in conflict with the excess [316, 317], though
these can be avoided if the dark matter annihilation cross sections depend strongly on the velocity [318].
A number of fits to the excess have been provided in the literature, though usually without reporting
the normalization factors. We choose to work with the parameterization provided in reference [319], which
includes all relevant quantities.
Figure 4.5 is a plot of the excess above the standard diffuse emission models. It has a peak at 1-3 GeV
and a tail that continues out to over 100 GeV. There are large uncertainties in the excess, which become even
larger in the tail. Multiplication by E2 when plotting and presenting astrophysical fluxes is traditionally
used to emphasize features in steeply falling spectra. The position of the peak in the photon spectrum scales
linearly with the mass of the annihilating dark matter particle.
Reference [319] includes fits to a log-parabola spectrum
107
Figure 4.5: Plot of the functional fits to the galactic core excess from reference [302], where the
shaded regions enclose the error bars on the fit parameters. Numerical values for the parameters are
reproduced in Table 4.2, and the expressions themselves appear in Equations (4.11) and (4.12) in the
text.
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Table 4.2: Galactic core excess fit parameters
Parameter Log-parabola fit Power law fit
N0 (MeV
−1 cm−2 s−1 sr−1) 1.20× 10−12 ± 0.46× 10−12 1.03× 10−9 ± 0.56× 10−9
α -4.28 ± 0.18 -
β 0.959 ± 0.026 -
γc - 0.45 ± 0.21
Eb (MeV) 100 -
Ec (GeV) - 1.65 ± 0.20
E0 (MeV) - 100
dN
dE
= N0
(
E
Eb
)−(α+β ln(E/Eb))
(4.11)
and a power law spectrum with exponential cutoff
dN
dE
= N0
(
E
E0
)−γc
exp (−E/Ec) . (4.12)
Numerical values for both of these fits are provided in Table 4.2, including errors. The functions themselves
are plotted, with error regions included, in Figure 4.5. The region of interest is a 7o × 7o box centered on
the center of the galaxy (|b| < 3.5o, |l| < 3.5o in terms of galactic coordinates). They use a modified NFW
profile with parameters as described in the reference. The reference finds a best fit to dark matter of mass
39.4 GeV annihilating to b¯b with an annihilation cross section of σv ' 5.1× 10−26 cm3/s.
The fit is to Fermi-LAT data obtained from the period of August 2008 to May 2013. The observations
are modelled including the diffuse background as observed by Fermi, a set of catalogued point sources, a
handful of extra point sources, as well as the effects of Sgr A∗ and a potential new diffuse component.
Diffuse emission is modelled with GALPROP [268]. Each of these contributions is modelled separately, and
in various combinations. Also considered are bremsstrahlung emissions from molecular gas interactions with
high energy electrons [320], which are a large contributor to galactic center gamma rays. The parameters in
Table 4.2 are for the full model with all the above sources included.
The excess can be fit by a generic dark matter particle annihilating to photons through SM channels with
a mass in the 10s of GeV. In particular for WIMP scale cross sections (σv ' 3×10−26 cm3/s), if the dominant
annihilation channel is τ+τ−, a 10 GeV mass provides the best fit, and a 30-60 GeV particle provides the
best fit if annihilating dominantly to b¯b quark pairs, as mentioned above. It should be noted that the dark
matter annihilating dominantly to leptons is now disfavoured by data from the cosmic positron spectrum
[309].
A dark matter model can be tested against the galactic core excess simply by computing the expected
spectrum of the model in the galactic core region and then comparing with one of the fits. A full analysis
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requires a fit against the actual data, but a preliminary examination is possible with one of the parameteri-
zations that have been reported, such as Equation (4.11) or Equation (4.12). Any dark matter candidate in
this mass range must satisfy the direct detection bounds (see Chapter 3) as well, a prospect that is becoming
increasingly difficult for non specialized models.
4.5 Dwarf spheroidal galaxies
Some of the more promising targets for dark matter annihilation searches are dwarf spheroidal galaxies
(dSphs), which are small clusters of stars that orbit larger spiral galaxies. While small and lacking significant
astronomical activity, dSphs are possibly the most common type of galaxy in the universe, and are believed
to be relics of the formation of spiral galaxies. They have very old stellar populations and large separations
between stars. They are almost empty of visible gas and dust, which means they do not significantly emit
scattered x-rays like most extended astronomical bodies. Satellite galaxies of the Milky Way in particular
are close enough to be observed in detail, as are some dSphs of other local group galaxies [321].
Dwarf satellites are good targets for dark matter searches for a few reasons. First, they are relatively
sterile. They lack many of the conventional mechanisms for the production of gamma rays [322, 323] They
are also generally far from the galactic disk in the sky, which means they are far from the high gamma
foreground it produces. Finally, they have a very large dark matter content. Indeed, dSph light-to-mass
ratios are some of the smallest of observed astronomical objects [324], indicating up to O(103) more dark
matter than baryonic matter. These properties make them a perfect place to look for annihilating dark
matter.
The mass of a dSph can be accurately estimated from only stellar velocity measurements [39, 40]. Using
orbital physics, one can obtain the required mass to keep the dwarf galaxy stable from the stellar velocities.
The dynamics of dSphs are similar to that of globular clusters, but the dwarf galaxies occupy a much larger
spatial extent, which indicates a much higher ratio of gravitating mass to light than is found in globular
clusters.
In general, a telescope will observe photon events from the region of interest, and so the fundamental
observational quantity of gamma ray astronomy is the number of photon events Nγ . By using knowledge of
the instrument, we can convert the number of events into information about the photon flux. Then, using
the details discussed previously in Section 4.1, one can use this information about the photon flux to extract
information about the theoretical particle physics model that contributes to the flux, such as the annihilation
cross sections.
This process is described further here for a Cherenkov telscope. The number of events with an energy
greater than some minimum value Emin observed by a Cherenkov telescope is given by
Nγ (E ≥ Emin) = To
∫ ∞
Emin
dEAeff (E) dΦγ
dE
(4.13)
where T0 is the observation time, and Aeff (E) is the energy dependent effective area of the telescope. As
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Table 4.3: Astrophysical J values for dSphs
Dwarf log10 J
Segue I 19.5±0.29
Draco 18.8±0.16
Leo II 17.6±0.8
usual dΦγ/dE is the differential photon flux per unit energy, which will depend on the annihilation rate in
the target, as discussed in Section 4.1.
The effective area is essentially the detection cross section of the instrument to a uniform photon flux.
In general, it will rise as a power law function of energy. The effective area is in general different for each
individual observation, as changes in observation angle and target location in the field of view have significant
effects, and numerical values are almost impossible to obtain from the literature. Collaborations will estimate
the effective area from Monte Carlo calculations of the detector response to simulated air showers. The
effective area can be expressed in terms of both true energy of the photon and the reconstructed energy of
the event. The gamma flux from a source is estimated from the number of excess events passing the selection
cuts for a particular data set using the effective area of the instrument.
Fermi [316] has reported results from the observation of a number of dSphs near the Milky Way. They
have observed no significant excess in any of them. Reported bounds are approaching the canonical thermal
cross section limit but are not yet there.
When the instrument collaborations report their results, they generally include the astrophysical J values
used in their calculations. See also [325] for those used by in the Fermi calculations. We include the J factors
in Table 4.3 for some dwarfs that are considered in Section 4.8.
It should be mentioned that a potential signal was found in the Milky Way satellite Reticulum II by an
independent collaboration analyzing Fermi data [326] with a 3.7σ significance. The analysis found that a basic
WIMP with the standard annihilation cross section channels and a mass of 50-100 GeV, up to uncertainties
in the astrophysics of the dSph, could account for the excess. However, subsequent observation by Fermi
[327] revealed that the excess was no longer significant, and Reticulum II observations have since been used
to calculate upper limits on the dark matter annihilation cross section [328].
4.6 Monochromatic line searches
The ideal gamma ray signal of dark matter annihilation would be a monochromatic line. That is, a peak in
the gamma ray spectrum above the background at a characteristic energy due to the resonance of direct dark
matter annihilation to high energy photons. Such a signal would be very strong evidence for the annihilation
of an exotic component of the target region, as no signal of this kind is expected from standard astrophysical
processes. No such signal has yet been confirmed as being exotic in origin, but the searches continue. This
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Figure 4.6: Effective field theory diagrams illustrating annihilation processes by which monochro-
matic photon lines can be produced. Generally, the blob represents a loop order process of some kind.
The γγ case is of primary interest.
Section discusses searches for line signals by Fermi and the Cherenkov telescopes and the bounds on the dark
matter annihilation cross section that result from that nonobservation.
We note that the monochromatic line is a special case of the photon spectrum, distinct from the more
generic diffuse fluxes that have been discussed until now. The line searches discussed in this Section also
differ from dSph studies as they consider a much larger region of the sky.
As WIMP dark matter is not expected to interact with the electromagnetic force at tree level, the direct
annihilation to photons would need to be a loop order process, meaning a suppression factor of 1-4 orders of
magnitude compared to a tree level annihilation cross section. The internal structure of the process is model
dependent, but likely would involve a loop of electromagnetically charged particles, such as SM fermions.
Analysis of such a signal is carried out for a specific model in Section 4.8. In general, one can expect to look
for both γγ and γX final states, where X is a neutral particle, usually the Z boson or the SM Higgs. In
models with a larger beyond the SM sector, this could also be a new particle. These processes are illustrated
in an effective field theory approach in Figure 4.6.
The direct annihilation will produce photons of energy
Eγγ = mDM (4.14)
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for annihilation to two photons of equal energy (γγ channel, in the rest frame of the annihilation), or
EγX = mDM
(
1− m
2
X
4m2DM
)
(4.15)
for annihilation to the γX channel, where mX is the mass of the X particle. The line signal can be described
by a Dirac delta convolved with the energy dispersion introduced by the instrument, which is usually modelled
by a Gaussian:
G(Eγ , ω, E0) = 1√
2piE0ω
exp
(
− (Eγ − E0)
2
2E20ω
2
)
(4.16)
where ω = ζ/w with ζ being a measure of the detector energy resolution, varying between 0.1 and 0.01 for
GeV photons, and w = 2
√
2 log 2 the full-width half-max of the Gaussian.
HESS looks at the core region and the region off the galactic plane [329, 330]. Fermi [331] looks at a 20o
× 20o square around the galactic core with point sources removed and at the sky at angles |b| > 10o, away
from the galactic plane and its heavy background. Fermi presents 95% confidence upper limits [331] on the
flux
dΦγ
dE
=
1
8pi
〈σv〉γγ
m2DM
2δ (Eγ − E)
∫
dJ
dΩ
dΩ (4.17)
and the resulting bounds on the annihilation cross section to photons 〈σv〉γγ . The dark matter profile is
an input to these bounds, and unlike the case of dSph bounds, the profile is important. It has been found
that limits computed using the Einasto profile are generally stronger than limits computed using the NFW
profile.
An example of what a potential line signal might look like is the 130 GeV Fermi line, appearing in Fermi
data of the region near the galactic core [332, 333, 334]. The line generated a great deal of excitement, as there
was negligible foreground in the field of view, indicating a conventional explanation to be unlikely. However,
further observations and analysis led to a lower statistical significance of the signal [335], and eventually a
statement by the Fermi collaboration that there was no longer enough evidence to support the line’s existence
[331]. Nonetheless, the Fermi line provoked the development of a variety of theoretical techniques to match
particle dark matter models to the signal, which will no doubt prove useful if a non-vanishing line signal is
ever observed.
While the ‘smoking gun’ is the observation of a distinct monochromatic line, there are also other indi-
cations of dark matter annihilations directly to photons. Gamma lines are accompanied by a lower energy
continuum flux from radiative corrections and prompt decays of other final state particles. This flux is more
pronounced for the case of dark matter annihilations to γX final states, where the X decays electroweakly,
producing many photons along the way. Fermi and HESS look for this continuum as well as the monochro-
matic line, but obviously bounds are much less stringent for such a weak signal.
This continuum allows exploration of dark matter mass ranges otherwise inaccessible, however. In refer-
ence [336], the authors have performed an analysis on Fermi and HESS data that uses the expected continuum
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to probe for dark matter annihilations whose monochromatic line would be well out of the range of even the
ground based Cherenkov telescopes. Their limits extend up to 100 TeV, though they are very weak (on
the order of 10−22.5 for annihilations to γγ and 10−23 for the γZ and γh channels). Despite their weak
constraints, these bounds are among the only experimental limits on dark matter at that mass scale.
4.7 Other indirect signals
As mentioned at the beginning of this Chapter, the gamma ray signal is not the only possible signal of the
annihilation of dark matter in the halo. There are other potential channels which are being actively studied,
though they provide much weaker constraints than the gamma ray signal. In this Section, a basic overview
of each of these secondary indirect detection signals is provided, with the reader referred to the literature for
a more complete discussion.
4.7.1 Antimatter signals
A significant component of charged cosmic rays are antimatter; primarily positrons and antiprotons, but also
containing light anti-nuclei such as deuterium and helium. It is possible that a dark matter annihilation
signal is present in the flux of cosmic antimatter, as dark matter is generically expected to respect the CP
symmetry in its annihilations (that is, is is expected to favor neither matter nor antimatter in its annihilation
products). Antimatter signals of dark matter annihilations have been considered for decades [337, 338, 339].
Such antimatter signals are sought [340, 341, 342], and have been considered in all of the above mentioned
channels (positrons, antiprotons, antideterium, antihelium).
The main instruments of interest in the search for antimatter signals of annihilating dark matter are
PAMELA [343] (2006-2016) and its sucessor aboard the ISS, AMS-02 [344] (2011-present). As well, the
GAPS balloon experiment will begin taking data shortly [345]. Both PAMELA and AMS are magnetic
spectrometers that measure the direction and energy of charged particles passing into them, though the
latter is a much more sophisticated device.
The basic strategy is more or less the same as the case of searching for a gamma ray signal. Annihilation
cross sections to final states are computed and using spectral functions for the relevant final states, a source
term can be generated. The positron case is the simplest one, and source spectra for composite antimatter
particles are more complicated, requiring models for hadronization [259] and for nucleation (see [346] for
details). Nucleation in particular relies on many simplifying assumptions.
In contrast to the case of gamma rays however, the source spectra do not propagate intact to instruments
on the Earth (or in Earth orbit). The galaxy contains numerous magnetic fields on a variety of scales, which
alter the propagation of charged particles through many mechanisms, most of which are poorly understood.
More details are available in the literature [347, 259, 348]. Several of these effects produce the diffuse
secondary gamma rays which were discussed in Section 4.1.3. Propagation of charged particles in the galaxy
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can be approximately modelled by a diffusion-convection equation, which is derived from the Fokker-Planck
description of particle transport, with a number of terms introduced to account for various effects:
∇ · [K(x, E)∇ψ(x, E, t)− V¯c(x, E)ψ(x, E, t)]− Γann(E)ψ(x, E, t) +Q(x, E, t)
+
∇ · V¯c(x, E)
3
∂
∂E
[
p2
E
ψ(x, E, t)
]
− ∂
∂E
[bion(E) + bCol(E)ψ(x, E, t)]
− ∂
∂E
[
1 + β2
E
Kpp(E)ψ(x, E, t)
]
+
∂
∂E
[
β2Kpp(E)ψ(x, E, t)
]
=
∂
∂t
ψ(x, E, t). (4.18)
In the above are, without going through a term by term description, contributions from diffusion, convection,
particle annihilation and production, and energy loss through various mechanisms such as collisions. The
propagation of cosmic rays is discussed in detail in the monograph [348], and in the review [347]. One
generally assumes isotropic spatial diffusion, a homogenous diffusion coefficient, and a diffusion volume in
the shape of a cylindrical block. Only specific interactions between the most important particle species are
taken into account. This equation generally requires numerical solution for anything but the most trivial
cases, using a variety of special purpose software packages (such as GALPROP [268]). Reported results
generally use a number of approximations, and semianalytic solutions are also possible by approximating the
Green’s functions of the equation.
The source spectra can be convolved with the solution to the propagation equation to obtain the local
spectra of antimatter at Earth. As in the case of gamma rays, local fluxes for generic WIMP models have
been computed and are available through the PPPIDM project [259]. All types of charged particles appear
to have a power law spectrum.
Antimatter studies of dark matter are regularly published, though not nearly as frequently as gamma ray
studies. After the recent observations of the antiproton spectrum by AMS, and the older positron excess
[349], there have been a number of studies discussing various models of dark matter [350, 351, 352, 353].
Nothing significant has been noted. Nonetheless, the possibility of an antimatter signal of annihilating dark
matter is an exciting one that will continue to draw attention.
4.7.2 Neutrino signals
A more speculative indirect signal of the annihilation of dark matter is the neutrino signal, which was first
proposed in the late 90s [354]. For a generic WIMP, this signal is more difficult to detect than potential
gamma or antimatter signals, and has at least as much uncertainty. It has been studied much less, though it
has become more popular now that the IceCube neutrino telescope has begun operation.
Dark matter annihilation cross sections are of the order 10−26 cm2, leading such low event rates that it
is very difficult to extract a signal from even small amounts of background. To boost the potential signal
to noise ratio, it would be beneficial to target a region where the dark matter density is higher relative to
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background generating sources. This is the motivation for targeting dwarf spheroidal galaxies, as discussed
in Section 4.5. There are however options which are much closer.
Cold dark matter in the galactic halo has so little energy that it is possible for it to become captured
in massive bodies. For a detailed discussion of this process, which is mostly glossed over here, see reference
[355]. While in general massive bodies such as stars or planets pass through the halo without interaction,
there will be the occasional scattering event of a dark matter particle off of the atomic nuclei making up the
body. These scattering events may transfer enough energy to the body that the dark matter particle becomes
unable to escape the gravitational potential well of the body, becoming captured.
As this occurs, over time the body will accumulate a population of dark matter particles orbiting its
center of gravity. The dark matter particles will also annihilate at a rate that is proportional to their number
density, with increasing frequency as the local abundance rises:
dN
dt
= Γcapt − 2Γann − Γevap (4.19)
After some time, the capture rate and the annihilation rate will balance out and there will be a stable
equilibrium population, generating an equilibrium annihilation signal. For most astronomical bodies, a
generic WIMP with standard weak-scale interactions will have an equilibrium annihilation rate significantly
higher than its halo annihilation rate.
The annihilation rate can be written
Γann =
1
2
Cann tanh
2
(√
CannAt
)
' 1
2
Cann (4.20)
where A is a numerical value and the quantity Cann is approximately for standard WIMP dark matter
Cann ' 〈σv〉
(
GNmDMρsun
3Tsun
)3/2
(4.21)
where the solar density and temperature are near the center of the Sun. The capture rate is proportional
to the ratio of the dark matter density ρDM and mass mDM , and the spin dependent and spin independent
nuclear recoil cross sections σSD and σSI :
Γcapt ∼ K ρDM
mDM
(AσSD +BσSI) (4.22)
In the above K, A, and B are numerical constants. The evaporation rate Γevap describes how frequently
WIMPs fee themselves from the trapping gravitational potential, and can usually be neglected.
The majority of annihilation products will be lost in the capturing body, but neutrinos have a very small
interaction cross section with matter, and so a sizeable fraction of the neutrino flux will escape. Detection
of this neutrino flux can then proceed by standard means using neutrino telescopes on Earth. The neutrino
spectrum at production is different from the spectrum of the flux that arrives at our detectors here on
Earth, and that needs to be taken into account. These differences arise primarily from neutrino oscillations.
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It has been known for some time that neutrino mass eigenstates and flavor eigenstates are different, and
this manifests as an apparent nonconservation of flavor, or oscillation between flavors of a flux of neutrinos
travelling between a source and a detector. Taking oscillation effects into account is crucial to predicting
the correct flux, though it is not a particularly complicated procedure [356, 357]. These effects are typically
taken into account by the simulation software.
Both the Earth [358] and the Sun have been considered as potential capturing bodies. They each have
disadvantages. The Earth is comparatively small, and hence has a small equilibrium annihilation rate. This
is not quite compensated for by the low background proximity in comparison to the Sun. The Sun is further
away, and produces its own high energy neutrino spectrum from internal fusion processes, as reproduced in
Figure 4.7. The energy ranges of solar neutrinos are similar to those from the annihilation of dark matter
for much of the reasonable WIMP parameter space. Analysis of any potential solar signal thus requires a
detailed understanding of the solar neutrino spectrum and the ability to extract an anomalous signal from
the observed flux. In addition to the Earth and Sun, neutrino signals from annihilating dark matter in a
number of sources have been studied, including the galactic halo [359, 360], the galactic core [361], and from
beyond the galaxy [362].
There are a handful of other contributions to the overall neutrino flux that can act as backgrounds
to any potential dark matter signal. These include the dominant solar and atmospheric neutrinos, but
also geo neutrinos, cosmic neutrinos, and reactor neutrinos. Of these, reactor neutrinos, resulting from
heavy concentrations of decaying isotopes, typically found in nuclear reactors, are negligible, as are cosmic
neutrinos. Geo neutrinos, produced by nuclear processes within the Earth, are too low energy to provide a
measurable background to a potential neutrino dark matter annihilation spectrum. The real backgrounds
are from solar neutrinos, produced by the Sun’s fusion processes, and atmospheric neutrinos, produced when
high energy cosmic rays hit the atmosphere and initiate a particle cascade. These backgrounds can only
be accounted for by careful modelling of their spectra. Understanding these spectra is of great importance
for the progression of a number of fields of physics. One can look for an excess of neutrinos in a region of
the spectrum that should not contain as many solar or atmospheric neutrinos and try to fit the excess to
an annihilation spectrum of some kind. Given the expected event rates for the detection of dark matter
neutrinos, this is a long and painstaking process.
Theoretical calculations are complicated by incomplete knowledge of the annihilation cascades which
produce neutrinos and how they are altered by the stellar medium. Processes involving hadronization and
the subsequent electroweak decays of hadrons in the solar plasma are a particular issue. The neutrino spectra
from dark matter annihilations at the source are usually computed using standard Monte Carlo simulation
packages [364, 365], which take these secondary effects into account. Neutrino oscillations also need to be
taken into account when simulating the local flux at the detector after propagation from the production region
[366, 356, 357]. In practice, oscillation calculations are combined with the software simulating production to
provide a final flux at the detector.
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Figure 4.7: Neutrino flux from a variety of processes occurring in the sun. Figure originally appeared
in reference [363].
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IceCube [367], and its predecessor AMANDA [368], are neutrino telescopes near the South Pole. They
use the Antarctic ice sheet as their detection medium. The basic principles behind their functioning are as
follows. Neutrinos passing through matter interact with that matter with a very low rate, but through those
weak force interactions, various leptons can be produced. In particular, through charged current interactions,
a neutrino with a specific weak flavor may produce a charged lepton with that flavor. These charged particles
then continue to propagate through the medium and, if they have enough energy, they will emit Cherenkov
radiation. This radiation is obviously absorbed almost instantly, unless the medium is near transparent, such
as highly pure Antarctic ice. The IceCube telescope consists of several arrays of optical detectors arranged
deep within the ice, designed to pick up this Cherenkov radiation. The arrays are distributed so that they
can pick up multiple photons emitted by the same charged particle and so determine the direction of travel
of the particle as well as its energy. This allows discrimination against background events, such as charged
particles from cosmic rays and other sources. To further distinguish these events from neutrino events, only
upward going charged particles are counted. This is because downward going particles could have come from
anywhere, while upward going particles would have had to be produced by something that could propagate
through the entire volume of the Earth, such as a neutrino. These telescopes search for a neutrino flux from
dark matter annihilations in the Sun, among other things.
SuperKamiokande [369] is a liquid water based neutrino telescope that operates on much the same prin-
ciples as the ice based telescopes discussed above. Neutrinos that pass through the bulk of the detector
occasionally interact with it, and if those neutrinos are muon neutrinos, this interaction will produce a muon
that can be observed by its Cherenkov radiation. The Kamiokande family of experiments was constructed
with the goal of solving the solar neutrino problem, which it did in the late 1990s [370], providing evidence
to support flavor oscillations of neutrinos. Since, the SuperKamiokande experiment has also sought an excess
over the expected solar neutrino flux, an excess which could be due to dark matter annihilations as described
above. No such excess has been observed [371].
While observations of the neutrino flux can be used to place bounds on the dark matter annihilation
cross section, these observations can also be used to place bounds on the dark matter nuclear recoil cross
section discussed in Chapter 3. This is because in the standard model of WIMP capture, the annihilation
rate is proportional to the capture rate, which depends on the nuclear recoil cross section. The bounds on
the nuclear recoil cross section tend to be more useful than bounds on the annihilation rate, which is subject
to greater theoretical uncertainty. In fact, while bounds from the neutrino flux on the spin independent
cross section are much weaker than current bounds from direct detection experiments, the spin dependent
bounds reported by IceCube are competitive. This is because of the comparatively weaker bounds that direct
detection experiments are capable of providing in the spin dependent sector. The bounds report by IceCube
are included for comparison in Chapter 3.
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4.8 Example: scalar Higgs-portal dark matter
As an example of the application of these techniques to a real (albeit simple) example, we consider the case
of Higgs-portal scalar dark matter. The model is described in full detail in Appendix B. In this section, we
will analyze the potential for the observation gamma ray signals from the annihilation of Higgs-portal scalars
in the galactic halo.
Bounds on the annihilation cross sections from observations of dwarf spheroidal galaxies (Section 4.5) are
obtained, as are bounds from non-observation of a spectral line due to direct annihilation to photons (Section
4.6). We also analyze whether a gamma ray signal could be hiding in the IGRB (Section 4.3). Finally, we
consider whether or not the annihilation of Higgs-portal scalars could account for the observed gamma ray
excess from the galactic center (Section 4.4).
Higgs-portal dark matter has been discussed in the context of gamma ray annihilation signals for years
[260, 372], and also in the context of antimatter signals [341] and neutrino signals [373]. Many additional
references also appear in the remainder of this Section.
4.8.1 Photon fluxes
The prompt photon fluxes from the annihilation of Higgs-portal scalars are computed from the nonrelativsitic
annihilation cross sections as described in Section 4.1. The cross sections themselves are provided in Appendix
B. We include only the channels t, b, c, τ , W , Z, h, as the others are subdominant. Of these, the t, W , Z,
and h channels dominate when they are kinematically available. In this Section, we use the photon spectra
as provided in reference [259].
4.8.2 Bounds on annihilation
We discuss possible observations of the annihilation of Higgs-portal scalars in signals from dSph galaxies,
monochromatic lines, and the IGRB.
Dwarf spheroidal observations
This Section contains a comparison of predicted signals from annihilation of Higgs-portal scalars in a selection
of dSphs.
First, we consider observations of the Segue I dwarf by VERITAS [374, 375, 376] and MAGIC [377, 378].
The Segue I dwarf galaxy was discovered in 2006 at a distance of 23±2 kpc from the solar system, at a
latitude well above the galactic plane. Stellar velocity observations indicate it contains a great deal of dark
matter [379], and it is close enough to be an attractive target, having a mass-to-light ratio of around 3400
[380]. VERITAS observed Segue I from Jan 2010 to May 2011, and observing no dark matter annihilation
signal was thus able to place upper bounds on the flux of dark matter produced gamma rays [375, 376]. An
overview of standard techniques used by VERITAS in their analysis is provided in reference [381]. We use
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Figure 4.8: Bounds from Segue I on Higgs-portal scalar couplings derived from observations by
VERITAS [375] and MAGIC [377]. Thermally constrained couplings over the same mass range are
included for comparison.
Equation (4.13) as detailed in reference [376], with a value of Emin = 300 GeV. Because VERITAS is largely
insensitive to energies below 300 GeV, scalar masses below 500 GeV are neglected. The relation (4.13) can be
inverted and by inserting the reported event rates, one can place a bound on the annihilation cross section.
The effective areas for the VERITAS Segue I observations were obtained through a request made to the
VERITAS Collaboration. The MAGIC collaboration has reported bounds on dark matter for a variety of
channels [378] based off of 158 hours of Segue I observations [377]. The modified statistical procedure applied
and details of the astrophysical models used are available in reference [378].
The Higgs-portal annihilation cross sections are proportional to the Higgs-portal coupling η2, which
provides a convenient means of presenting exclusion bounds. We extract the dependence on the coupling
from the cross section and present the exclusion bounds derived from the VERITAS and MAGIC observations
on the Higgs-portal coupling in Figure 4.8. These bounds were calculated as described above from VERITAS
event numbers and derived from MAGIC data using the Higgs-portal annihilation spectra, rather than generic
annihilation channels. We note that the bounds presented for the VERITAS data are consistent with those
reported for the annihilation cross section of a generic WIMP [375].
The bounds form observations by MAGIC are stronger than those provided by VERITAS for the mass
range considered, while the thermally constrained couplings are clearly much smaller. This leads us to con-
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Figure 4.9: Observed limits from Fermi [316] on the energy-scaled flux E2 dNdE for dwarf galaxy Segue
I compared against the predicted flux from Higgs-portal scalar annihilations for thermally constrained
scalars of mass 200 GeV, 2000 GeV, 5000 GeV and 8000 GeV. Both axes are logarithmic.
clude that neither VERITAS nor MAGIC can constrain the Higgs-portal scalar model form dSph observations
(as Segue I provides the strongest bounds of any dwarf for both of these instruments).
Now we consider observations made by Fermi.
Fermi also finds no significant signal, and so reports 95% confidence upper bounds on the cross section,
assuming annihilation to b¯b or τ+τ−. Their data is provided at various stages of the analysis, so different
models can be considered and one is not forced to accept their cross section bounds. We exploit this here,
using instead their bound on the photon flux. The most recent Fermi results use an updated statistical
treatment that combined results from several dSphs into a single joint likelihood function that is then used
to compute bounds. Note that Fermi dark matter annihilation calculations are done assuming no Higgs
annihilation channel [325], making the final results not immediately usable for Higgs-portal models.
We have computed the theoretical differential flux E2dΦ/dE for thermally produced Higgs-portal scalars
with masses of 200 GeV, 2000 GeV, 5000 GeV, and 8000 GeV annihilating in three different dSphs (Segue
I, Leo II, and Draco, chosen for their wide range of J factors). The astrophysical J-factors are independent
of profile for dSphs [382, 379]. We use the results calculated in [383] for the J-factors of the dSphs. See
also reference [384] for a review of J-factor calculations and profile differences. These differential fluxes for
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Figure 4.10: Observed limits from Fermi [316] on the energy-scaled flux E2 dNdE for dwarf galaxy Draco
compared against the predicted flux from Higgs-portal scalar annihilations for thermally constrained
scalars of mass 200 GeV, 2000 GeV, 5000 GeV and 8000 GeV. Both axes are logarithmic.
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Figure 4.11: Observed limits from Fermi [316] on the energy-scaled flux E2 dNdE for dwarf galaxy Leo
II compared against the predicted flux from Higgs-portal scalar annihilations for thermally constrained
scalars of mass 200 GeV, 2000 GeV, 5000 GeV and 8000 GeV. Both axes are logarithmic.
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low energies are plotted in Figures 4.9, 4.10, and 4.11. Also in these Figures are plotted the bounds on that
differential flux as reported by Fermi in reference [316]. The bounds differ for each of the dwarfs, but basic
visual analysis reveals that thermally produced Higgs-portal scalar dark matter is not consistent with Fermi
observations of these dSphs.
Monochromatic line searches
The cross section for annihilation of Higgs-portal scalars to photon lines involves a 1-loop process. Full
expressions for this cross section, which is somewhat complicated, appear in Appendix B. As an alternative,
we have computed as well the cross section σSS→γγ using an effective hγγ vertex, also detailed in the
Appendix. Both cross sections are plotted in the nonrelativistic limit for a range of scalar masses in Figure
4.12. We note the discrepancy between the two cross sections, which is caused by the effective vertex being
pushed beyond the range of its validity. The vertex relies on being able to assume the top and W boson
masses are very large with respect to the energy scale of the process, which is clearly not the case here.
Also plotted with the cross sections in Figure 4.12 are the bounds on the annihilation to γγ as reported
by Fermi [331]. From the Figure, it appears that the Fermi observations do not constrain the Higgs-portal
model much beyond the resonance region near mS = mh/2. Limits on Zγ lines are available [385], but we do
not consider them, as the γγ line bounds are universally stronger. The HESS bounds are in a less convenient
form than the Fermi bounds, and are comparable or weaker in Fermi’s range, so we include only results from
Fermi.
Line searches for Higgs-portal scalars are considered in reference [386], which considers the γγ and Zγ
channels near the half Higgs mass resonance region, though they do not address the conflict with the direct
detection exclusion limits. Line bounds on scalar Higgs-portal dark matter are also considered in reference
[330]. The authors compare against Fermi limits in for the mass values of mS = 62.5 GeV, 150 GeV, 316 GeV,
and 500 GeV. They consider both monochromatic lines and detection of the continuum resulting from final
state radiation. They include full expressions for the cross sections they use, which is a valuable contribution
we take advantage of. For more information on final state radiation and its uses in dark matter indirect
detection, see references [387, 388]. As well, reference [302] considers the indirect detection of thermal Higgs-
portal scalars, and our results roughly agree with theirs. They make a point that we would like to emphasize,
regarding the boost in the thermal cross section that occurs in the resonance region near mS = mh/2, and
that if the singlet mass is too far from this resonance region, a monochromatic gamma ray peak would be
too broad to be picked up by Fermi with its current instrument resolution. The authors also consider the
case, which we find somewhat forced due to the necessary deviation from minimality required, of annihilation
primarily to the Higgs boson.
125
Figure 4.12: Bounds on the dark matter annihilation cross section to γγ as reported by Fermi
[331] and discussed further in the text. Comparison is made to the scalar Higgs-portal model for two
different calculations of the annihilation cross section, one using an effective Higgs-photon vertex and
the other using the 1-loop expression for the cross section, which are both described in Appendix B.
The Higgs-portal model is unconstrained for both methods, aside from the low mass region near the
half Higgs mass resonance.
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IGRB bounds
The gamma ray annihilation signals of scalar Higgs-portal dark matter were first considered with rigor in
reference [260], which compared predictions against the IGRB. Much has changed since that study, with
current IGRB observations comparable to predicted fluxes from dark matter annihilations.
We consider first the contributions to the IGRB from the annihilations of Higgs-portal scalars near the half
Higgs mass resonance. To see if scalar Higgs-portal dark matter is consistent with the IGRB, we compute the
ratio
(
dΦFermiγ /dE
)
/
(
dΦTheoryγ /dE
)
. If this ratio is larger than one, the predicted flux from the annihilating
scalars is less than the observed IGRB and could make up some part of it. When the ratio is less than one,
the predicted flux is larger than the observed IGRB and so Higgs-portal dark matter is disfavoured by the
data.
In Figure 4.13, we plot this ratio for a thermal Higgs-portal scalar with a mass of 65 GeV. To illustrate
as well the effects of astrophysical uncertainties, we have plotted the ratio for three values of the dark matter
density, taking the standard value with standard error of 0.3±0.1 as our values. The variation is striking,
and for more extreme values, as have been postulated [389], the differences become even more pronounced.
The Figure considers the Fermi observations with foreground model A, though using a different foreground
model does not appreciably alter the conclusion. From the Figure, it can be seen that there is some tension
between the IGRB as observed by Fermi and Higgs-portal scalar dark matter.
In Figure 4.14 we have plotted the ratio of fluxes
(
dΦFermiγ /dE
)
/
(
dΦTheoryγ /dE
)
for a set of masses with
the standard density value of 0.3 GeV/cm3. In this Figure, the regions of the spectrum where the theoretical
flux is larger than the observed flux are marked with x’s. For most of the masses, the predictions of the
Higgs-portal model are consistent with the IGRB, with some variability due to the Fermi foreground model.
It can be noted that the 250 GeV mass Higgs-portal scalar might be soon extractable from Fermi observations
in the 15-25 GeV range, if the sensitivity increases proceed as expected. The wide variability in the tails
of the model is simply a consequence of the Figure having been plotted with a dimensionless ratio as the
x-axis. The ratio is scaled by annihilating dark matter mass, and so the fact that larger masses are more
poorly constrained at higher energies by the data set than smaller masses should be expected. In fact, Fermi
is incapable of detecting IGRB photons with energies in the tail end of the annihilation spectra for some of
the heavier scalars included in the Figure.
In comparing our results quantitatively to those reported in [292], we notice several of the same features.
Heavier annihilating particles are ruled out by the higher fluxes in the high energy regions, and lighter
annihilating particles run into trouble in the low energy regions, due to the b¯b channel.
4.8.3 Galactic core excess
In this Section, we consider whether or not Higgs-portal scalar dark matter could account for the galactic
core excess. We compute the expected flux from the annihilation of Higgs-portal dark matter and compare
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Figure 4.13: The ratio
(
dΦFermiγ /dE
)
/
(
dΦTheoryγ /dE
)
plotted as a function of the dimensionless
energy ratio x = Eγ/mS . This plot illustrates the case of a 65 GeV Higgs-portal scalar, using the
IGRB foreground model A for the fit. The three lines represent different values of the dark matter
density ρ, demonstrating the effects of astrophysical uncertainties on the ratio. Figure originally
reported in reference [631].
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Figure 4.14: The ratio
(
dΦFermiγ /dE
)
/
(
dΦTheoryγ /dE
)
plotted for each of the IGRB foreground
models as a function of the dimensionless energy ratio x = Eγ/mS . Masses are chosen to illustrate the
regions where the theoretical flux is not consistent with the observed flux. Such regions are marked
by the red ‘x’s. Figure originally reported in reference [631].
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Figure 4.15: Flux produced by the annihilation of Higgs-portal scalars of masses in the range 64
GeV to 70 GeV in the 7o× 7o region of interest around the center of the galaxy, compared against two
functional fits to the galactic core excess with shaded error regions as reported in reference [302]. See
Section 4.4 for further details. Figure originally reported in reference [631].
it to the observed galactic core excess as described in Section 4.4.
As discussed in Section 4.4, the excess peaks at a few GeV in energy, and if it is caused by annihilating
dark matter that produces prompt photons through the decay of SM final states, then the dark matter must
have a mass in the tens of GeV. Generally, the excess is fit assuming annihilation to b¯b pairs. Once the
annihilation channels to the electroweak bosons open up, the electroweak cascades from the decays of these
particles makes fits to the excess much more contrived.
As Higgs-portal scalars have a strong constraint on their masses from the invisible Higgs decay width
below the half Higgs mass of ∼ 62.5 GeV (see Chapter 5 for more details), we consider masses only above
that value. Values of 64, 65, 66, 67, 67.5 and 70 GeV are considered, as we have found that 63 GeV is
too close to the s-channel resonance in the annihilation cross section, leading to flux predictions an order of
magnitude too large. The fluxes for each of these masses are plotted alongside the excess in Figure 4.15. A
66-67.5 GeV mass scalar fits the excess better than any of the other options, with the chief difference from
the excess being in how rapidly the tail falls off. As can be seen from the rapid fall off in flux even at 70
GeV, to match the observed excess a certain proximity to the resonance is required, for thermal Higgs-portal
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scalars at least. Of course, as discussed in Chapter 3, these mass values are not consistent with bounds from
direct detection experiments.
Our results agree more or less with the results of [302]. The model is considered in the context of the
galactic core excess in reference [390], and a vector variant is as well in reference [391]. The authors explore
the resonance region near mS = mh/2 and higher mass regions. While our results agree broadly with theirs,
their results regarding the direct detection bounds and related effects on the parameter space disagree with
our findings. There are also differences between our treatments of the thermal abundance calculations. Higgs-
portal scalars are also discussed as a potential cause of the galactic core excess in reference [314]. The analysis
is similar to the one presented here, and our results agree insofar as the best fit appears to be near the half
Higgs mass resonance, but we find that for their value of mS = 62.7 GeV, the approximations going into the
thermal abundance calculations break down, and predictivity is lost without modifying the analysis. The
authors also curiously fail to address the conflict between this mass value and the direct detection bounds.
The reference also suggests the interesting idea that uncertainties in the astrophysical J factor can be used
to allow reconciliation between the galactic core excess and the bound on the annihilation cross section set
by dSph observations.
Modified distribution assumptions
The Galactic core excess is in a region of the parameter space that has been excluded by direct detection
experiments for the majority of models, including the Higgs-portal scalar model discussed in the example.
However, as discussed in Chapter 3, there are a number of assumptions that go into the calculation of the
nuclear recoil bounds that are reported. Many of these assumptions deal with the astrophysical properties of
the dark matter distributions, and have large uncertainties associated with them. This has led to the analysis
reported in [392], which attempts to retain the dark matter explanation of the Galactic core excess.
The basic argument is that WIMP distribution parameters that go into the reported nuclear recoil bounds
are to some degree incorrect. By assuming that the Galactic core excess is caused by the annihilation of
WIMP dark matter, and then using the excess to modify the WIMP halo distribution parameters, different
bounds on the nuclear recoil cross section can be obtained. The article [392] works with the LUX 2013 data
set [393], which has since been superseded [394]. We briefly show using Figure 4.16 that this analysis is
incapable of reconciling the Higgs-portal scalar explanation of the Galactic core excess with the LUX 2013
exclusion bounds. Needless to say, the stronger bounds that have been reported more recently also rule out
the Higgs-portal scalar explanation of the Galactic core excess.
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Figure 4.16: Comparison of the direct detection cross section for thermal Higgs-portal scalar dark
matter against LUX bounds computed using nonstandard dark matter distribution assumptions as
described in the text and reference [392]. While the modified bounds admit slightly more of the
parameter space than the standard bounds, they are still not relaxed enough to admit a Higgs-portal
scalar explanation for the galactic core excess.
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Chapter 5
Collider Signatures of Dark Matter
In the previous two Chapters, purely observational methods of dark matter detection were considered.
Both direct detection and indirect detection techniques, for all their use, are ultimately passive. In this
Chapter, we will consider the only existant controlled laboratory technique to search for dark matter: the
particle collider search.
For a significant portion of the time particle physics has existed as a field, new discoveries were made
exclusively through particle collider experiments. It is not surprising, then, that many people in the commu-
nity are hopeful that particle dark matter might be first observed in a particle collider. The logic is sound.
If particle dark matter interacts with SM matter and forces to some degree, it should be produced in some
amount at a particle collider that has collisions of sufficient energy. With several years worth of LHC data
available at the time of this writing, as well as proposals for higher energy collider experiments in the future,
it is expected by much of the community that dark matter will be observed shortly. Of course, even observ-
ing it, let alone extracting meaningful information about its properties, is certain to be very difficult. This
difficulty is the reason a very strong collider phenomenology program with a focus on dark matter exists.
It is also true that much of the research program for beyond the SM particle physics is reliant on particle
colliders, which leads to a fortuitous alignment of research priorities between particle astrophysics and more
traditional particle physics. Aspects of this program that the author is familiar with will be the primary
focus of this Chapter.
In Section 5.1, several of the basic aspects of collider physics relevant to the phenomenology of dark
matter will be reviewed. This allows a proper emphasis to be placed on important parts of what is a vast
field in particle phenomenology, as well as establishing language and conventions for what follows. Section
5.1 will cover some essential properties of particle colliders (Section 5.1.1), a detailed discussion of cross
section calculations within the parton model (Section 5.1.2) and a brief discussion of the narrow resonance
approximation (Section 5.1.3), which is important in beyond SM collider physics calculations. Section 5.2
will discuss bounds placed by collider data on mediators to dark sectors, which tend to be more stringent
than bounds on the dark sectors themselves. More proper searches for dark matter at colliders, the missing
energy and mono-X searches, are discussed in Section 5.3. Finally, Section 5.4 contains an example of the
techniques discussed in the preceding Sections applied to a simple model of particle dark matter, the by now
familiar scalar Higgs-portal model.
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5.1 Fundamentals of Collider Physics
The study of modern particle physics depends heavily on the experimental results provided by particles
colliders. In fact, it would not be out of place to say that particle physics itself was born in tandem with
particle colliders. Nearly all of the important discoveries of particle physics have been made because of collider
experiment results. Due to this intimate connection, it is important to discuss some of the basic aspects of
experimental and phenomenological particle collider physics before proceeding to dark matter searches. For
a standard treatment of the basic aspects of collider physics, suitable for both experiment and theory, see
references [395] and [396].
Particle colliders exploit physics that appears at high energies. Following from the basic principles of
QFT, particle number is not a conserved quantity, and so a collision of particles with a large enough total
energy has a chance of producing new particles that were not originally present. The probability of this
occurring for a given process can be calculated in the form of the cross section for that process using the
techniques of QFT. In this way, particles that are unstable or too heavy to naturally appear can be produced
and studied.
This is the purpose of a particle collider experiment. Stable and easily produced particles are accelerated
until they reach a certain energy, one large enough produce the target process or particle, and then are
projected onto a target. The accelerated particles, known as the beam, interact with the particles of the
target in a variety of ways, producing final state particles which can be observed and studied. The particle
collider is the primary laboratory experiment of high energy physics, and any particle physicist should be
well acquainted with it.
5.1.1 Particle colliders
A particle collider is a device that uses electromagnetic fields to accelerate and collide a beam of particles
with a target at high energies. For particle physics effects to appear, the energies of the particles in the
beam must be firmly in the relativistic regime, such that the relativistic dispersion relation E2 = m2 + p2
applies. The spatial resolution of processes that can be studied is limited by the wavelength of the particles
involved in the process. As wavelength is inversely proportional to momentum for massive particles, a larger
momentum implies that smaller spatial extents can be probed, where higher energy physics is.
Additionally, in colliders particles can be observed if they are produced in a collision event and particles
may only be produced if the center of mass energy of the collision is large enough to produce them. To
produce a pair of particles of mass m, we require a center of mass energy of E2cm ≥ 4m2. For massive
particles such as WIMPs, this can be very large.
Most modern particle colliders designed to reach high center of mass energies are constructed so that
two beams of particles are interacting. This is for reasons of energy efficiency, as illustrated by the following
argument.
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Consider a beam of particles directed at a fixed target. In this case
Ecm =
√
m21 +m
2
2 + 2E1m2 '
√
2E1m2 (5.1)
assuming E1  m1,m2.
Now consider the case where the target is itself a beam of particles travelling in the opposite direction.
The above relation becomes
Ecm =
√
m21 +m
2
2 + 2E1E2 + 2p1p2 '
√
4E1E2 (5.2)
which goes like
√
4E2 ' 2E if E1 ' E2. It is clear then that Ecm scales much more effectively with two
beam systems, and hence that the two beam system is desirable when examining processes which primarily
require high energies.
The need for a high Ecm is what has driven much of the development of collider physics over the last few
decades. In particular, the LHC required a large center of mass energy if it was to be capable of what was
asked of it, including finding the Higgs boson and signs of beyond SM physics. While the first of those has
been observed, no new physics has yet appeared. This has led the community to propose a variety of larger
future colliders with higher center of mass energies [397, 398, 399, 400, 401]. Such colliders are necessary to
probe the energy ranges immediately above the SM scale, though they too will be insufficient if new physics
lurks at the 100 TeV scale or beyond.
When a specific particle physics process is of interest, as is frequently the case in collider experiments,
there is no way to guarantee that that process will occur. Particle physics processes occur at scales which
are deep in the quantum regime. Whether or not a specific process will occur is probabilistic, and moreover
there can be significant interference effects from different contributions to the same quantum process. The
quantum nature of these particle physics systems means that the only way to obtain results of any value is
through statistics.
The vast majority of interactions that occur in a particle collider are trivial scattering events. Processes
of interest that may involve new physics are much rarer. Particle colliders will use beams that are made up
of large numbers of particles to generate large numbers of events, which increases the odds that a specific
process will occur and be observed. An important quantity is the luminosity L of a particle collider. The
luminosity is the flux of the incident beam of particles multiplied by the mean target density. It has units of
inverse time × inverse area, and the quantity Lσ is the event rate in a collider of luminosity L for a process
with cross section σ. The total number of events can be obtained by integrating the event rate over time:
N (t) =
∫ t
0
σL(t)dt. (5.3)
Pulling the constant in time cross section σ outside of the integral gives the integrated luminosity, with units
of inverse area. For the LHC, instantaneous luminosities are on the order of 1034 cm−2 sec−1, and integrated
luminosities for 2017 exceeded 50 fb−1.
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In the next Sections, we will discuss various signatures of particle dark matter. In this context, a detector
signature is a set of observables that are used to tag or identify potentially relevant events. These observables
are usually associated with some process of interest. Processes that are not the one of interest but produce
the same signature are called background processes.
Before moving on, we will briefly discuss the basic kinds of particle colliders. By this, we mean the types
of particles that make up the beams. Currently, the only particle colliders that exist are electron-positron
(e+e−), proton-proton (pp) and nucleus-nucleus, and electron-proton (e−p) colliders. Examples of the first
include LEP [402], among others. The well-known LHC [403] is a proton-proton collider, as was the Tevatron
[404] that preceded it. HERA is a fixed target electron-proton collider [405]. These are just a few of the
more well known examples. Several other kinds of collider have also been considered, though none have been
constructed, including muon colliders [406, 407] and photon colliders [408, 409, 410], among others. High
energy particle physics is mostly done using e+e− and pp colliders.
5.1.2 Calculations with the parton model
Most of the basic calculations of collider processes take place within the parton model [411], which is a model
that describes the behaviour of hadrons at large momenta where QCD perturbation theory applies.
The parton model is a relatively simple way of describing the fairly complex dynamics of composite
particles in collisions. The basic effect of the parton model is that, in a high energy collision, one can treat a
hadron as being made up of pointlike noninteracting constituents called partons. A scattering event involving
the hadron can then be described in terms of scattering events of the individual partons. That this can be
done seems somewhat intuitive, but that it works to any degree in a strongly bound state is actually an
important consequence of some deep pieces of quantum field theory.
Otherwise impossible calculations can be done with relative ease in the parton model. Naturally, the
parton model is only an approximation to the full field theoretic result, and there are regimes where it cannot
be applied. Nonetheless, it is one of the most useful tools in collider physics. This Section covers some of the
background necessary to do basic calculations in the parton model.
Deep inelastic scattering
The formalism of the parton model follows naturally from an examination of deep inelastic scattering pro-
cesses, in which leptons (charged in this case) scatter from target nucleons through electromagnetic or weak
interactions. Deep inelastic scattering is an experimental phenomenon, in which the momentum transferred
from the electron to the hadronic system is enough to disintegrate the hadron. In this process, the funda-
mental components of the hadron, the partons, are detectable. The basic discussions in this Section have
been adapted from the classic textbook treatments of Cheng and Li [5], Barger and Philips [395], and Peskin
and Schroeder [3], though many other references exist [412, 413, 396].
Consider the case of electron-nucleon deep inelastic scattering [414],
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Figure 5.1: Basic diagrammatic representation of deep inelastic scattering in the electromagnetic
channel. The lepton state l± imparts a large amount of energy to one of the partons of the hadronic
state p through the photon γ∗, essentially disintegrating the hadron.
e(k) +N(p)→ e(k′) +X(pn), (5.4)
illustrated in Figure 5.1. The label X indicates some hadronic final state the exact details of which are
unimportant.
The useful kinematic variables are
q = k − k′, ν = p · q/mN (5.5)
and we work in the lab frame, where the nucleon is initially at rest:
pµ = (mN , 0, 0, 0) , kµ = (E, k) , k
′
µ = (E
′, k′) . (5.6)
For a small lepton mass ml  mN , the momentum transfer q can be written
q2 = (k − k′)2 = −4EE′ sin2 θ
2
≤ 0, Q2 = −q2, (5.7)
where θ is the lepton scattering angle after the collision. We are considering deep inelastic scattering,
where the ‘deep’ implies that the momentum transfer Q is very large with respect to the momentum of the
constituents of the hadron.
The transition amplitude for this process is given by
Tn = e
2u¯(k′, λ′)γµu(k, λ)
1
q2
〈n ∣∣Jemµ (0)∣∣ p, σ〉 (5.8)
in which u¯ and u are the lepton spinors and Jemµ is the nucleon electromagnetic current. This leads to the
differential cross section
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dσn =
1
|v|
1
2M
1
2E
d3k′
(2pi)32k′0
n∏
i=1
[
d3pi
(2pi)32p′0
]
1
4
∑
σ,λ,λ′
|Tn|2 (2pi)4δ4 (p+ k − k′ − pn) , (5.9)
and summation over all possible hadronic final states yields the inclusive cross section
d2σ
dΩdE′
=
α2
q4
(
E′
E
)
lµνWµν . (5.10)
In the above, lµν is the leptonic tensor, and Wµν is the hadronic tensor, both of which are useful quantities
for describing deep inelastic scattering processes. The exact forms of these structures are not necessary for
this discussion, but it is important to note that from conservation of electromagnetic current (∂µJemµ = 0) it
can be shown that
qµWµν = q
νWµν = 0. (5.11)
Using this fact and the knowledge that Wµν is symmetric and depends only on the momenta pµ and qµ,
a decomposition into Lorentz structures can be found:
Wµν(p, q) =
[
−W1
(
gµν − qµqν
q2
)
+
W2
M2
(
pµ − p · q
q2
qµ
)(
pν − p · q
q2
qν
)]
. (5.12)
The functions W1(q
2, ν) and W2(q
2, ν) are the Lorentz invariant structure functions of the nucleon, with ν
defined in Equation (5.5). For the special case of electron-nucleon scattering, where the final state X is also
a nucleon, these structure functions reduce to the well-known Pauli and Dirac electromagnetic form factors
F1(q
2) and F2(q
2), which appear in the nucleon electromagnetic current
〈N(p′) ∣∣Jemµ (q2)∣∣N(p)〉 = u¯(p′) [γµF1(q2) + iσµνqν F2(q2)2M
]
u(p). (5.13)
At q2 = 0, F1(q
2) and F2(q
2) measure the total charge and anomalous magnetic moment of the nucleon,
respectively. These form factors are also known as structure functions, and describe the response of the
hadronic system to electromagnetic probes. They are discussed in detail in any basic text on quantum field
theory [3, 4]. The structure functions must be extracted from experimental data, as a theoretical derivation
would require an understanding of the interior of the hadron that is not available.
This current, which appears in electron-proton scattering for example, generates an elastic scattering
cross section that falls off at large q2. In the case of deep inelastic scattering events, where the final state
nucleon in Equation (5.13) is replaced by some hadronic state, there is a different dependence on q2. This
experimentally observed dependence led to the theoretical construct known as the parton model, and is
illustrated in Figure 5.2.
To explore the q2 dependence in deep inelastic scattering, we define the dimensionless Bjorken scaling
variable [415]
x =
−q2
2Mν
=
Q2
2Mν
(5.14)
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Figure 5.2: Plot of data points for the proton structure function F2(x,Q
2) against Q2 for a variety
of values of the Bjorken scaling variable x. For large regions of the parameter space, F2 is nearly
independent of Q2 while depending strongly on x, providing experimental evidence for the statement
in Equation (5.15). Figure reproduced from reference [8].
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where 0 ≤ x ≤ 1. That x must be in this range is simply a statement of conservation of energy. One could
consider x a measure of the inelasticity of the collision, with x = 1 corresponding to the elastic case.
The experimental phenomenon of Bjorken scaling, as illustrated in Figure 5.2, is the statement that in
the large Q2 limit with fixed x the structure functions Fi depend only on x. More formally
lim
|q2|→0, fixed x
Fi
(
x,
q2
M2
)
= Fi(x). (5.15)
Partons as constituents of hadrons
By Fourier transforming the distribution, it can be seen that the charge distribution of the scattering target
inside the nucleon takes the form of a Dirac delta; that is, the photon interacts with a pointlike charge within
the nucleon. This implies that the mediator (a photon for basic deep inelastic scattering) interacts with
approximately pointlike particles, which are called ‘partons.’ This can be justified using the time-energy
uncertainty principle. At high energies, the mediator ‘acts’ in a short amount of time, which can be thought
of as being due to time dilation. The Lorentz frame of the hadron sees the mediator as highly dilated,
meaning it seems to ‘act’ quickly. This provides a reasonable description of the wavefunction of a composite
particle in a highly boosted Lorentz frame, and is known as the impulse approximation.
This allows processes involving hadrons to be split into partonic processes, which can be described by
perturbative QCD, and processes which are nonperturbative. This separation is called factorization. The
basic line of reasoning that justifies factorization is as follows: in highly perturbative deep inelastic scattering,
the momentum transfer Q2 is very large, which means the photon (for standard electromagnetic deep inelastic
scattering) is very off-shell or highly virtual, carrying a lot of energy. The photon thus ‘acts’ very quickly
(on a shorter scale), much more quickly than the gluons that bind the hadron together. The result is that
the photon ‘sees’ the individual partons as free, in an instant where they are effectively unbound. This is, of
course, only an approximate way of thinking about it.
There is a necessary assumption, that the transverse momentum of the parton is negligible, and that
the momentum of the parton can be expressed entirely as some fraction of the momentum of the parent
hadron (p = xP ). Considering the experimental success of the parton model, this appears to hold. However,
theoretical justification of this assumption requires QCD. For large energies where Ecm  mH the hadron
mass mH is negligible, and the hadron thus has a very large momentum aligned with the collision axis.
To give a parton a large transverse momentum in this scenario requires the exchange of a gluon between
partons, as partons interact through the strong force in the hadronic bound state. However, this gluon must
be hard, carrying a large amount of energy (with respect to the hadron binding energy). However, gluon
exchange processes are suppressed by the QCD running coupling αs at large energy scales. Thus partons
rarely interact and gain transverse momentum, and the assumption that parton momentum is collinear with
hadron momentum is accurate.
It is accepted that the partons, which are experimentally observable, are identifiable with the quarks of
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QCD, which are a theoretical construct. A complete derivation of the parton model from first principles
QCD requires an understanding of the gauge theory that is beyond our reach at this time. What this
means practically is that many of the inputs for QCD calculations involving hadrons need to be obtained
experimentally.
It should be emphasized that the parton model only applies when αs is very small, in the perturbative
region of QCD. A formal discussion of this appears in reference [412], where the details of QCD factorization
are discussed in full rigor. A basic assumption of the parton model is that the partons carry some fraction of
the transverse momentum of the hadron. The number of partons of species i in hadron h with a momentum
fraction inside the range x and x+ dx is given by
fi/h(x)dx (5.16)
where fi/h(x) is called the parton distribution function. The parton distributions functions depend on the
nonperturbative quantum structure of the hadron, and so cannot be calculated in perturbation theory. They
are determined experimentally [8].
Parton distribution functions are constrained by the quantum numbers and other observables of the
hadron. For example, for the proton
∫ 1
0
dx
[
(up(x)− u¯p(x))−
(
dp(x)− d¯p(x)
)]
= 1 (5.17)
and ∫ 1
0
dx (sp(x)− s¯p(x)) = 0. (5.18)
where the functions up(x), dp(x) and sp(x) describe the parton distribution functions of the up quark, down
quark and strange quark in the proton, respectively, and q¯(x) is the antiquark parton distribution function
of quark flavor q.
These constraints are known as sum rules, and are often used to normalize the parton distribution func-
tions. There are a number of other sum rules, which are derived from theoretical considerations and have
been verified experimentally. This strong experimental support is evidence that the quark-parton model is a
very good approximation to reality.
A sum rule that has an impact on the production of beyond SM particles, such as dark matter, in colliders
is the momentum sum rule. Put simply, if the quarks were to carry all the momentum of the hadron (in this
case, the nucleon), one would expect
∑
j
∫
dx (xfj(x)) = 1 (5.19)
where the sum is over all of the valence quarks. The contributions from the sea quarks are expected to cancel.
However, experimentally
∫
dx (xfu(x) + xfd(x)) ' 0.38 for the nucleon. This implies that the u and d
quarks only carry slightly over a third of the total momentum of the nucleon. In turns out that most of the
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Figure 5.3: Basic diagrammatic representation of Drell-Yan scattering, where two protons hA,B
collide and their component partons interact through the electromagnetic force. Here, a quark q and
an antiquark q¯ annihilate into a pair of leptons l±. In general, there are many such processes that
contribute.
rest is carried by the gluons. As will be discussed in Section 5.4, this has very important implications for
Higgs production and associated physical phenomena.
The impulse approximation
The basic assumption that parton level processes are a good approximation for the hadronic process is called,
as has been mentioned, the impulse approximation. One calculates the parton level cross section and then
convolves that cross section with the parton distribution functions to obtain the hadron level cross section.
For the case of deep inelastic scattering as discussed above, the impulse approximation would generate a
cross section
σeA→eX =
∑
q
Ca
∫
dxafq/A(xq)× σˆeq→eX (5.20)
where σˆeq→eX is the cross section for the parton level process of electron-quark scattering. This cross section
is convolved with the parton distribution function for the quark q in hadron A and the total cross section is
the sum over all the partons.
For the more complicated case of hadron-hadron scattering (Drell-Yan scatting for the case of nucleon-
nucleon scattering), partons from both hadrons need to be taken into account. The hadron level cross section
can be represented
σAB→cX = K
∑
a,b
Cab
∫
dxadxb
[
fa/A(xa)fb/B(xb) + (A↔ B if a 6= b)
]× σˆab→cX . (5.21)
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In this convention, the parton level cross section σˆ is summed over initial and final colors, and the initial
state color averaging factor is made explicit in Cab. Basic values are Cqq = Cq¯q = 1/9, Cqg = 1/24, and
Cgg = 1/64. We have introduced here the K factor that is to correct for higher order QCD effects on the
cross section. It is an estimate of the difference between the theoretical and experimental values of the cross
section, and can be from 1.3 to 1.5 or higher depending on the process and energy scales involved. It is
usually safe to use K = 1.3 for LHC processes, though K is expected to be larger for Higgs physics processes
[416]. Formally, it is defined as
K =
dσ
dm2
∣∣∣∣
exp
/
dσ
dm2
∣∣∣∣
theor
(5.22)
where m2 is the invariant mass of the process [417]. We take the factor to be implicit in all subsequent
equations.
For |p¯|  m, we have pa = xapA and pb = xbpB for 4-momenta relations. This means the center of mass
energy squared of the ab partonic system sˆ can be written in terms of the center of mass energy squared of
the AB hadronic system s as sˆ = xaxbs = τs.
By eliminating xb in favor of τ , the hadronic cross section becomes
σ =
∑
a,b
Cab
∫ 1
0
dτ
∫ 1
τ
dxa
xa
[
fa/A(xa)fb/B
(
τ
xa
)
+ (A↔ B if a 6= b)
]
× σˆ(sˆ = τs) (5.23)
⇒ dσ
dτ
=
∑
a,b
dLab
dτ
σˆ(sˆ = τs) (5.24)
with the frequently useful parton luminosity
dLab
dτ
(τ) = Cab
∫ 1
τ
dxa
xa
[
fa/A(xa)fb/B
(
τ
xa
)
+ (A↔ B if a 6= b)
]
. (5.25)
There is an important concept that requires a brief introduction here, as it will be used in later Sections
of this Chapter. In collisions between hadrons, such as those that occur at the LHC, most of the interactions
at the parton level are soft. That is, they have a small transverse momentum component pT (transverse to
the axis of the collision). Small pT means that the final states of the scattering process are nearly collinear
to the initial states and hence are basically inside the incoming beam. Low pT final states are essentially
impossible to analyze, both because they are very messy and because they tend to be primarily directed
toward a region with no detectors (inside the incoming beam). Soft processes also mean a large αs and
nonperturbative QCD, which means they cannot be analyzed theoretically either. Most of the processes in a
hadron collision are soft, and therefore intractable.
Occasionally, however, a large pT process will occur. For such a process, the final state momenta will
be at larger angles from the beam axis, leading to more easily detected states. As well, the momentum
transfer will be hard, rendering the process amenable to perturbation theory, and allowing the parton model
approximations to be applied. Such processes are the ones which are studied at hadron colliders, and they
are usually described in terms of their pT . Examples of this characterization will follow in the next Sections.
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Another convenient variable in a hadronic collision is the rapidity y, which is related to the parton
momentum fractions xa,b by
y =
1
2
ln
(
xa
xb
)
. (5.26)
This relation can be inverted to give
xa,b =
√
τe±y. (5.27)
If one considers boosts as rotations into the time direction in Minkowski space, rapidity is the hyperbolic
angle of those rotations. The rapidity is a convenient way of expressing the relative motion of particles
produced in a collider. We use the rapidity in Chapter 6, which is why it is introduced here.
The differential cross section (5.24) can be written in terms of the rapidity as
dσ
dydτ
=
∑
a,b
Cab
[
fa/A(
√
τey)fb/B
(√
τe−y
)
+ (A↔ B if a 6= b)] (5.28)
With Equation (5.21), it is possible to calculate leading order production cross sections for various particles
at the LHC. This is the first step to exploring dark matter production.
The improved parton model
The parton model that we have discussed so far is what is called the naive parton model. It can be considered
a fixed energy or leading order approximation. The parton model can be extended, or improved, to include
momentum transfer dependent effects from higher order contributions. These effects are crucial in obtaining
accurate predictions of events in hadron colliders, and are the bare minimum for modern collider physics
phenomenology. They are also required to deal with the mass singularities that appear due to the emission
of soft gluons.
The basic principle behind that improved parton model is the inclusion of higher order QCD effects on
the quark side of deep inelastic scattering. A full technical discussion is beyond the scope of this thesis, but
it is a standard topic in texts on quantum field theory [5, 3, 4] and collider physics [395, 396]. The subject
of formal perturbative QCD is treated in great detail in the monograph of Collins [412].
Higher order QCD corrections are necessarily Q2-dependent, and must be incorporated into the hadronic
tensor in Equation (5.12). To do so is nontrivial, and care is required when dealing with the resulting
divergent contributions. Momentum transfer dependent corrections to the parton distribution functions can
be quantified, but one needs to solve a system of coupled differential equations for the modifications. The
equations are known as the DGLAP equations, the acronym comprised of the initials of the individuals
who contributed most heavily to the analysis of the equations. Formulation of the DGLAP equations is a
complicated calculation, and their solution is generally done numerically. One must generally use at least
the NLO improved parton distribution functions to have any confidence in one’s results, but NNLO solutions
exist and can be used when great precision is required.
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Figure 5.4: Feynman diagrams representing the production of the Higgs boson through the vector
boson fusion mechanism in the partonic quark model. Diagram from reference [421].
The basic effect of working in the improved parton model as opposed to the naive parton model is that the
parton distribution functions gain Q2 dependence. This means that simple parameterizations do not exist
and that one must use the precomputed grids of results reported by others. The standard parton distribution
function sets are made available by the MSTW [418], ABM [419], and CTEQ/CT [420] collaborations, and
are generally compared against one another for accuracy. Deviations between these collaborations generally
only occur in the very small x region, which is usually only of concern to precision studies of perturbative
QCD processes. For the purposes of dark matter detection, the parton distribution functions reported by
these collaborations are equivalent.
The functions themselves are stored as grids in x−Q2 space, and a variety of programs that can extract
from these grids are provided. Calculations in this thesis use the NLO MSTW grids, reported in reference
[418], due to the convenience of the supported Mathematica interfaces. Details on the calculations involved
in obtaining these grids, as well as on the assumptions that were made, are available in the reference.
The effective vector boson approximation
It is frequently useful to consider a parton-style analysis of particles that are not classic QCD partons
(quarks and gluons). Many processes that are studied at hadron colliders are generated primarily through
the interactions of particles that are not usually considered constituents of hadrons, though they do appear
within them due to higher order effects. It simplifies calculations considerably to be able to treat these
intermediate particles as partons. This is especially useful at LHC energies.
For example, at the LHC, the second most dominant mechanism for Higgs production is through vector
boson fusion (VBF) (see Section 5.4.2 for more explicit detail), in which two W or Z bosons annihilate to
produce a Higgs boson. More properly, this process appears in a hadron collision most frequently when the
weak gauge bosons are emitted by quarks in the hadrons, as illustrated in Figure 5.4.
The full cross section for the process σ(pp → hX) could be computed considering the process in Figure
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Figure 5.5: Schematic Feynman diagram representation of the process of vector boson fusion in a
proton collision. Figure originally appeared in reference [422]. The blobs marked by F are nonpertur-
bative processes whose contributions can be approximated by electroweak boson parton distribution
functions. The blob M describes some electroweak boson annihilation process. The Xi are hadronic
jet final states.
5.5 as the parton level process and using the quark parton distribution functions, but the three body final
state and multiple vertices complicate the calculation significantly even for this relatively simple problem.
To be able to consider the weak gauge bosons as partons would allow use of the simple tree level annihilation
process of a pair of weak vector bosons as the parton level process, and convolution with the weak gauge boson
‘parton distribution functions’ would provide the complete cross section. This is analogous to the effective
photon approximation for highly relativistic electrons. This analysis is known as the Effective Vector Boson
(EVB) approximation, and was first considered a few decades ago in anticipation of the LHC coming online
[423, 424].
We follow reference [422] for the weak gauge boson parton distribution functions. Weak vector boson
scattering in proton collisions can be represented in terms of the charged and neutral current hadronic
structure functions. The analysis of reference [422] requires a factorization of scales to be possible to order
αs, which requires assuming no parton level interference and no interference between similar final states of the
scattering process. At LHC energies, these conditions are usually taken to be satisfied. When the invariant
mass of the parton level process is larger than the weak gauge boson mass (sˆ  m2V ), the cross section is
dominated by Q2  m2V , and one can then derive a set of vector boson distribution functions that can be
used in the usual way:
fT (x) =
g2V
32pi2
1
x
∫ 1
x
dy
y
[
F2
(
y,m2V
)(
1− x
y
)
+ F1
(
y,m2V
) x2
y
]
ln
(
1 +
sy (y − x)
m2V
)
, (5.29)
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for transversely polarized vector bosons and
fL(x) =
g2V
32pi2
1
x
∫ 1
x
dy
y
[
F2
(
y,m2V
)(
1− x
2y
)2
− 1
2
F1
(
y,m2V
) x2
y
]
(5.30)
for longitudinally polarized vector bosons. The center of mass energy squared of the process is s, and
F p1,2(x,Q
2) are the proton structure functions as discussed above. The weak coupling for the vector boson is
gV , where gW = g2 and gZ = g2/ cos θW , and θW is the Weinberg angle. The weak coupling parameter g2 is
related to phenomenological parameters through the relation
GF√
2
=
g22
8m2W
. (5.31)
As usual, GF is the Fermi constant of the weak force.
A convenient parameterization of the proton structure function F p2 (x,Q
2) is given by [425, 426]
F p2
(
x,Q2
)
= (1− x)
[
FP
1− xP +A(Q
2) ln
(
xP
x
1− x
1− xP
)
+B(Q2) ln2
(
xP
x
1− x
1− xP
)]
(5.32)
where the scaling point is xP = 0.09 and at this value F
p
2 (xP , Q
2) = FP ∼ 0.41 for all values of Q2 probed in
the range 0.11 ≤ Q2 ≤ 1200 GeV2. This joint fit to x and Q2 was obtained from an analysis of ZEUS data.
The dependence on Q2 has been parameterized in terms of the functions A(Q2) and B(Q2), which have
been expanded in powers of lnQ2 [426]:
A(Q2) = a0 + a1 lnQ
2 + a2 ln
2Q2,
B(Q2) = b0 + b1 lnQ
2 + b2 ln
2Q2. (5.33)
The numerical coefficients resulting from the fit appear in Table 5.1. The Callan-Gross relation [427]
F2(x,Q
2) = 2xF1(x,Q
2) holds to leading order in QCD, meaning we can use the above parameterization for
both F p2 and F
p
1 . It should be noted that, strictly speaking, the parameterizations in Equations (5.32) and
(5.33) are possibly outside of their range of validity at LHC energy scales. Their use in such situations can
be justified by noting that the dependence on Q2 is logarithmic at worst, meaning any errors introduced by
the parameterization will grow very slowly, and are likely subdominant to NLO corrections.
To illustrate the behaviour of the weak gauge boson parton distribution functions in Equations (5.29)
and (5.30), they are plotted in Figure 5.7 on a logarithmic scale. From the Figures, it can be seen that the
W and Z boson distribution functions are nearly the same at LHC scales. This is simply because the mass
difference between the two bosons is very small compared to the energy scale.
Formally, use of the parton distribution functions to generate a hadronic cross section from the partonic
cross section as illustrated in Equation (5.21) requires integration over the region 0 ≤ x ≤ 1. This presents a
problem for experimental parameterizations of parton distribution functions, however, including this effective
vector boson distribution. The problem is, of course, that x = 0 is experimentally inaccessible, and there
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Figure 5.6: Structure functions F1(x,Q
2) and F2(x,Q
2) for the proton on a base 10 logarithmic scale
calculated according to the parameterization from reference [426].
will always be a δ such that there is no data for 0 ≤ x ≤ δ, which means the parton distribution functions
are incomplete and, practically, the integral must be truncated from below at δ. This holds for QCD, and is
part of the reason for precision studies of low-x parton distributions. The approximations used for both the
structure functions and the effective parton distribution functions themelves are valid only for x > 0.1 or so.
It is a practical limit on the integration, but clearly the parton model nonetheless works to some degree.
The question, then, is what is the error introduced by this truncation? The effects of the truncation on well
understood QCD quantities was considered in reference [428], where the strong coupling αs is considered. It
is found that % level errors are introduced into αs for lower cutoffs in the 0.03-0.1 range. Further details
about the methodology and the assumptions made are available in the reference.
Reference [428] explores a QCD scenario that has been thoroughly studied in comparison to the effective
parton distribution functions that concern us here. There is no real alternative but to truncate the integral
and accept that there is some error, but we will refrain from attempting to estimate that error. We will take
the results of reference [428] to indicate that, while such errors exist, they are manageable, if unknown. With
this in mind, we present our vector boson fusion results that use these effective parton distribution functions
as first approximations only.
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Figure 5.7: The effective parton distribution functions for the electroweak vector bosons in the proton,
with both longitudinal (L) and transverse (T) parts included. Calculated over the range 0.1 ≤ x ≤ 1.0
using the parameterization from reference [422]. Note that there is little difference in the functions
between the two bosons.
Table 5.1: Structure function coefficents
Parameter Fit value
a0 −5.381× 10−2 ± 2.17× 10−3
a1 2.034× 10−2 ± 1.19× 10−3
a2 4.999× 10−4 ± 2.23× 10−4
b0 9.955× 10−3 ± 3.09× 10−4
b1 3.810× 10−3 ± 1.73× 10−4
b2 9.923× 10−4 ± 2.85× 10−5
149
5.1.3 Narrow resonance approximation
The narrow resonance or narrow width approximation is an approximation that can be used to factorize the
cross sections of processes that have certain properties, making them much simpler to calculate. It is used
frequently in collider physics. A solid introduction to the approximation appears in reference [7], and there
is also an example of the approximation applied to Z boson physics in reference [395].
The basic principle that the approximation follows from is that nonresonant contributions to the amplitude
can be neglected near the resonance. For an s-channel process, the matrix element will be proportional to
the denominator of the propagator ∼ 1/(p2−m2 + i). For values of p2 ' m2, this contribution will dominate
all other contributions to the matrix element, generating a resonance in the cross section.
By careful analysis of the contributions to the matrix element, one can factor the cross section as
dσ(a+ b→ X + Y ) = Γ(A→ X)
Γ(A→ all)
[
1
pi
mΓ
(s−m2)2 +m2Γ2
]√
p¯2 +m2
p¯2 + s
d3pds. (5.34)
The decay rates to various channels are denoted by Γ, and p¯ is a three-momentum. The important term is
W = 1
pi
mΓ
(s−m2)2 +m2Γ2 . (5.35)
This is the relativistic Breit-Wigner resonance formula. If Γ is small compared to dΓ/dE and dσprod/dE, we
can use the following representation of the Dirac delta distribution:
δ(x) = lim
→0
[
1
pi

x2 + 2
]
(5.36)
to write the resonance contribution as a Dirac delta
W ' δ (s−m2) . (5.37)
Inserting this approximation into the differential cross section (5.34) and using the Dirac delta to evaluate
the integral gives the following expression for the cross section:
σ(a+ b→ X + Y ) = σprod(a+ b→ A+ Y ) Γ(A→ X)
Γ(A→ all) (5.38)
This means that, in the narrow resonance approximation, the production and decay of the resonance can
be factored. The full cross section can be thought of, in a way that dangerously agrees with our intuition,
as the production of a real particle followed by its decay. There will be no interference effects between the
production and decay processes, as a consequence of the unitarity of cross sections for physical processes.
We are thus able to assume that the intermediate state is produced on mass shell, and is nearly asymptotic
and so we can treat its decay as a separate process from its production.
It also follows that cross sections can be calculated in terms of production rates:
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σ(a+ b→ X) = 16pim
4
Nψλ(m2,m2a,m
2
b)
Γ(A→ X)Γ(A¯→ a¯+ b¯)
(s−m2)2 +m2Γ2 (5.39)
where λ(x, y, z) = x2 + y2 + z2 − 2xy − 2xz − 2yz. In general, the narrow resonance approximation will
introduce errors of order O(Γ/m).
The narrow resonance approximation is a powerful tool, which allows great simplifications to be made
during cross section calculations. It is, however, not infrequently applied outside of its range of validity. The
approximation has been shown to work very well inside the SM, but there are concerns about its accuracy
in beyond SM physics [429, 430]. In particular, reference [431] provides a detailed discussion of the regions
in which the approximation is valid and the errors that using it introduces.
The narrow resonance approximation can be applied safely if the following conditions hold. First, the
resonance decay width must be small with respect to the resonance mass (Γ  M). This is usually the
only condition that is considered when the approximation is applied in the literature. However, there are
additional conditions. The final state particles must be much less massive than the resonance (m  M),
and the scattering energy must be much larger than the resonance mass (M  √s). Also, there must be no
significant interference with non-resonant processes (ie t and u-channel diagrams with the same initial and
final states), and the resonance propagator must be separable from the matrix element. These latter two
conditions are rarely considered, but can be very important. When these conditions are satisfied, one can
integrate the propagator over the momentum to obtain the approximation.
If the approximation is used beyond where it is justified, errors that scale with energy (that can be
devastating in collider physics) can be introduced, as well as unaccounted for interference effects. The lesson
is to take care when using the narrow resonance approximation.
The narrow resonance approximation is strained when applied to Higgs mediated beyond SM processes,
as will be discussed further in Section 5.4. We use the approximation in Chapter 6, when discussing the
production of a Z ′ boson at the LHC.
5.2 Bounds on Mediators
In many cases, the strongest bounds on dark matter production in particle colliders are not those placed on
the dark matter particle itself, but those placed on the mediator particle that facilitates its communication
with the SM. This is because a mediator particle that couples to SM fields and can be directly produced in a
particle collider is much easier to detect than a dark matter particle with highly suppressed couplings to SM
fields. The most obvious example of this is that if a mediator can be produced in parton annihilation and has
a mass larger than the light quarks, it can decay into partons, producing a characteristic dijet signal. The
dijet, and other similar signals, are far easier to identify and extract from the LHC data than the missing
energy signatures of dark matter which are discussed in Section 5.3.
When considering the phenomenology of a new model of particle dark matter, an examination of the
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bounds on the mediator is very important. The results reviewed in this Section will be used in Chapter 6 to
provide constraints on the model discussed there. This Section first provides a basic overview of a class of
models known as hidden sector models (Section 5.2.1), which are those models most stringently and cleanly
constrained by bounds on mediator fields. The subsequent Sections are brief descriptions of the bounds on
scalar (Section 5.2.2) and vector (Section 5.2.3) mediators to hidden sectors as reported by the ATLAS and
CMS collaborations.
5.2.1 Hidden sector Dark Matter
A common general family of models that frequently appears in the dark matter literature are the ‘hidden
sector’ models [432]. These models contain field content that is hidden from (does not directly interact with)
the SM or visible sector. Particles in the hidden sector do not have charge under the SM gauge groups (they
are SM gauge singlets), and interaction between the two sectors proceeds generically through a mediator
field of some kind that interacts with both sectors. The natural place to put dark matter is in the hidden
sector, and the natural first constraint on a hidden sector model is on the properties of the mediator. We
discuss hidden sector models here because both of the example models considered in this thesis (the scalar
Higgs-portal model and the vector-portal model discussed in Chapter 6) are hidden sector models.
Hidden sector models are adaptable and, to a certain extent, generic. They are complete theories but as
the connection to the SM is through a single or small number of mediator fields, phenomenological bounds
can usually be translated between similar models. The basic ‘classes’ of hidden sector dark matter models
are divided according to the type of mediator. The requirement of a renormalizable coupling limits the
number of interactions to a handful of ‘portals.’ One thus has the scalar portal, the vector portal, and the
less commonly studied neutrino portal. The Higgs portal that has been used as an example throughout
this thesis is an example of a scalar portal model, and the ‘portal’ terminology was coined to describe the
Higgs portal [433]. In scalar-portal models, the mediator is a scalar particle, and in vector-portal models,
the mediator is a spin 1 massive boson, usually the gauge boson of some extended symmetry. In Chapter
6, we consider an example of vector-portal dark matter. The neutrino portal is somewhat more complicated
to implement than the other two, and relies on interactions between the Higgs field and leptonic fields. It is
closely related to the problem of neutrino masses and mixings, and as such has a large overlap with neutrino
physics. Neutrino-portal dark matter is studied in references [434, 435, 436].
5.2.2 Scalar mediators
Models with scalar mediators to hidden sectors are very common [437], as are extensions of the SM that
include additional scalars. This has led to a great deal of effort being put into searches for new scalars at
colliders. The primary search channel for new scalars is the diphoton channel, which is a pair of high energy
photons. Diphoton events would occur when the new scalar is produced and then decays through some
process into a pair of final state photons. This channel is important despite the fact that most new scalars
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Figure 5.8: Bounds on scalar resonances from cross section × branching ratio to the diphoton channel.
Values above the line are excluded with 95% confidence. Figure originally published in reference [438]
are expected to couple only very weakly to photons because of the advantages of the diphoton final state.
The diphoton signature is electromagnetic, and so free of many QCD effects, and current technology allows
for excellent energy resolution. The diphoton signature also has comparatively low backgrounds.
Figure 5.8 displays the current bounds on new scalars, including those which could be mediators to hidden
sector dark matter, as reported in reference [438]. The bounds were derived from 36.7 fb−1 of data at the
13 TeV LHC. A variety of models with additional scalars are included in the plot, including extended Higgs
sectors. The bounds exclude scalars that have a cross section × diphoton branching ratio above the indicated
value in the mass range of 200-2400 GeV with a 95% confidence. More details on the event selection, data
analysis and background simulation are available in the reference.
For masses below a few hundred GeV, these bounds are strong, and pose problems for many models.
The bounds weaken at higher masses, due to lower expected numbers of events as the kinematic limit is
approached. It should be noted that no statistically significant excess has been observed.
Earlier search results in 2015 reported a potential signal [439, 440] that could indicate a scalar resonance
in the diphoton channel at approximately 750 GeV. Though the excess was small, with a local significance of
3.9/3.4 σ (ATLAS/CMS), far below the threshold of acceptance as an observed phenomenon, it nonetheless
generated a great deal of excitement, and hundreds of articles were written on the theoretical implications (see
reference [441] for a review of the developments). It was later reported that the excess was not confirmed, and
had reduced in statistical significance [442, 443]. While this anecdote is perhaps depressing, it demonstrates
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the importance of the diphoton channel for the discovery of new scalar mediators.
5.2.3 Vector mediators
Nearly all of the favoured extensions of the SM include extended gauge symmetries, and because of the group
theory involved in the resulting symmetry breaking patterns, these models will almost always contain at least
one additional U(1) symmetry. Phenomenologically, this will typically lead to the prediction of a new massive
spin-1 boson, usually denoted Z ′. The Z ′ has been studied for decades [444, 445], and theories that use the
particle to act as a portal to hidden sectors are a natural extension [446, 447]. Bounds on Z ′ particles from
colliders have been considered with great detail, and are well understood. For a review of Z ′ phenomenology,
see reference [448].
While there are a variety of channels that can be used to place bounds on new vector bosons, the ones
that currently provide the strongest constraints are the dijet channel and the dilepton channel. Generically,
the dilepton bound is stronger because the dilepton channel is much cleaner than the dijet channel, which
is a consequence of how messy QCD becomes. However, there are enough specialized models that have a
stronger dijet signature that the two searches are complementary.
The following Figures were originally published in references [449] (dijet) and [450] (dilepton). The dijet
data was obtained from 37 fb−1 of integrated luminosity at the 13 TeV LHC, and the dilepton data was
obtained from 36 fb−1 of integrated luminosity at the 13 TeV LHC. Figure 5.9 contains 95% exclusion limits
on the cross section times branching ratio for a Z ′ resonance of a specific type in the dijet channel, and
Figure 5.10 contains upper limits on the cross section times branching ratio for a vector resonance in the
dilepton channel with 95% confidence. The specific model considered in the dijet case is a leptophobic Z ′
that has axial-vector couplings to SM quarks and Dirac fermionic dark matter. It is described in reference
[451]. The other models considered in these publications include primarily generic Z ′ and W ′ models, though
other more exotic possibilities, like quantum black holes and excited quarks, are also considered.
No significant excess is observed in either of these channels, and so we take them as upper limits on cross
section times branching ratio for models that predict new vector bosons. It should be noted that above 3.5
TeV or so, the expected signal cross section falls rapidly due to the kinematics of the process, and bounds
become much weaker. This fact will be important in Chapter 6.
5.3 Dark Matter Searches
The previous Section described the bounds on mediators to dark sectors, which are usually the first line of
attack when analyzing the collider phenomenology of a new model of particle dark matter. However, for
some models the mediator is not easily constrained or, as in the case of the Higgs-portal model, has known
properties. In these cases, as well as in cases where additional analysis of the model is warranted, direct
collider searches for dark matter are carried out.
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Figure 5.9: Bound on the coupling gq between quarks and a Z
′ vector resonance in the dijet channel.
Values above the line are excluded with 95% confidence. Further details on the model considered are
included in the text. Figure originally published in reference [449]
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Figure 5.10: Bounds on vector resonances from cross section × branching ratio to the dilepton
(dielectron and dimuon) channels for a range of resonance widths. Values above the line are excluded
with 95% confidence. Figure originally published in reference [450]
Of course, no particle collider will run for the sole reason of searching for dark matter. Recently, however,
there has been a strong push in the collider community to place more emphasis on dark matter searches.
This push has no doubt been in part motivated by the absence of any signals in the passive direct detection
experiments discussed in Chapter 3. The current state of the field at the time of this writing is summarized
in reference [452].
As mentioned in Section 5.1, colliders are the only controlled laboratory experiment available to us
that might allow the study of the properties of particle dark matter. That control implies reproducibility is
something that cannot be overemphasized. As well, collider experiments can probe the interactions of particle
dark matter with SM matter with much better accuracy than either direct detection experiments or indirect
detection experiments, where astrophysical uncertainties dominate. It has been a frequently emphasized
point in the literature that the direct, indirect and collider channels for the detection of dark matter are
complementary. Each brings to the table a potential piece of the puzzle, which helps provide a picture of
particle dark matter.
This Section will provide a status update on missing energy searches for dark matter at colliders. We
have included discussions of the strict missing energy signature, as well as the mono-X searches, where a SM
observable is produced along with the missing energy signal. A recent review of mono-X signatures [453]
is one of the primary references followed. While we will provide bounds and some technical discussion of
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backgrounds, much of the discussion will be qualitative, as the full details of the analyses that go into the
calculation of these bounds from the available data is far beyond the scope of this thesis (or, indeed, any
single thesis). This Section aims to provide the basic information that will allow a phenomenologist to get a
grip on the basic searches and to provide relevant references for those who seek a deeper understanding.
5.3.1 Current research
Collider physics is messy, and extraction of a missing energy signal is complicated, especially when the
invisible particle carrying off the energy has unknown properties, as in the case of dark matter. Recently,
the collider physics community has begun to focus more on dark matter than in the past, resulting in three
distinct approaches that attempt to make the analysis of collider data more tractable. The reason behind
this surge in popularity is that with the new analysis techniques shaped by Run I of the LHC, it has become
feasible to search for dark matter signatures in the mess that is collider data. This was not possible even a
decade ago.
The first approach is the original one, which is to perform an analysis of data for each separate particle
physics model of dark matter. This has only ever really been done for certain variants of SUSY dark matter
(see reference [454] for a review). This approach has the advantage of dealing with a complete model with
theoretical motivations that provides a fairly straightforward way to interpret the data. This approach
is ideal, but is very labor intensive, especially with the current explosion of viable models, which has led
collaborations to adopt the following two approaches.
Analysis is more useful to the community if it is as model-independent as possible. The second way
of analyzing dark matter at colliders is by using effective field theories (EFTs). Cross sections can avoid
complicated kinematic dependence if they are computed with respect to some energy scale of importance Λ.
By integrating out heavy fields in a complete model, one can reduce more complicated interactions in the
theory down to point interactions in a nonrenormalizable effective theory, usually categorized by the mass
dimension of the associated operators, which are proportional to the scale Λ. Experimental bounds on Λ as
a function of dark matter mass are fairly easy to produce.
A typical interaction between dark matter and SM particles in the effective theory is represented in terms
of dimensionful operators O and several examples include [455]
OV = 1
Λ2
(χ¯γµχ) (q¯γ
µq) , (5.40)
OA = 1
Λ2
(χ¯γµγ5χ) (q¯γ
µγ5q) , (5.41)
Og = αs
Λ3
(χ¯χ) (Gµνa Gµνa) , (5.42)
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OS = mq
Λ3
(χ¯χ) (q¯q) , (5.43)
OS˜ =
mq
Λ3
(χ¯γ5χ) (q¯γ5q) . (5.44)
These operators govern the interaction of dark matter χ (here a Dirac fermion) with SM quarks q or gluons
Gµν . Interactions can be characterized according to their Lorentz structure. Presented are the vector (V ),
axial vector (A), scalar (S), and pseudoscalar (S¯) operators, as well as the scalar gluonic operator (g).
The cross sections become much simpler to calculate, and can easily be represented in terms of the EFT
operators. Bounds can then be placed on these operators or the mass scales they contain, which allow study
of particle dark matter generically at particle colliders [456, 457, 458, 459, 460, 461]. These results can also
be translated into constraints on complete theories. The EFT approach has versatility in that collider bounds
on EFT operators can be translated between the three main dark matter detection channels (collider, direct,
indirect) with relative ease. Details of data modelling, event construction and selection are available in the
individual ATLAS and CMS publications. Higher order SM effects on the searches have been considered as
well [455].
However, the EFT approach has drawbacks. For significant regions of the parameter space probed by
the LHC the EFT approximation breaks down [460, 461, 462, 463, 464, 465, 466, 467]. This will occur when
the center of mass energy s is close to the mediator mass (ie near Λ2 naively). Terms in the theory ∼ s/Λ2
can no longer be neglected. Contributions from the particles that were integrated out become relevant. This
does not mean the EFT approach is useless, only that it has a limited range of viability. The EFT approach
is well justified at the LHC for large mediator masses, but while the validity of the EFT relies on a large
mediator mass, the experimental sensitivity depends on the scale Λ. Since these quantities are related, there
is only a small region of parameter space in which EFTs are both valid and useful at the LHC, which is a
window for Λ around a TeV to a few TeV. Outside this region, the EFT cross sections will begin to become
non-unitary [466, 467] and hence non-physical, which is a sign of the theory breaking down.
Because of these limits on EFT models, so-called simplified models were created, and have become an
important part of the collider physics program for dark matter [468, 469, 222, 470, 471, 472, 473, 474, 475, 476].
Simplified models are models where the dark matter particle interacts with the SM through a mediator field.
They are essentially simplified versions of hidden sector models, where the mediator is characterized by its
spin and mass, taking only the phenomenologcially relevant parts of a more complete theory. Simplified
models retain the simplicity of the EFT approach while being valid over the entire parameter space (they are
careful to retain UV completeness) and capturing propagator dynamics that elude the EFTs. In fact, when
one takes the infinite mass limit for the mediator of a simplified model, one obtains an EFT. The structural
advantages of the simplified models come at the cost of slightly increased calculational complexity. Simplified
models can be thought of as a simplified version of a more complete theory as well.
Simplified models are still simplifications, though, and are not complete theories (in most cases). Though
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they will in general ameliorate the unitarity issue that plagues EFTs, they cannot solve it completely either
[477, 478].
The most commonly explained simplified models are the vector-portal model, where the mediator is a
massive vector boson, and the scalar (pseudoscalar)-portal models, where a scalar or pseudoscalar particle acts
as the mediator. Both models have been well-studied [471, 472], and both are theoretically well-motivated.
The vector-portal model is characterized by a Lagrangian that includes terms of the form
L ⊃ m
2
V
2
V µVµ + gqV
µγµq¯
(
1 + γ5
)
q + gχV
µγµχ¯
(
1 + γ5
)
χ (5.45)
which is similar to those that appear in the prototypical Z ′ extensions of the SM. The dark matter particle
χ is typically taken to be fermionic with a Dirac mass term, and there is an implicit sum over the active
quark flavors. The Lagrangian (5.45) includes both vector interactions (∼ γµ) and axial vector interactions
(∼ γµγ5) for full generality, but the simplified models are usually studied with only one of the interactions
active. That is, the mediator is treated as if it interacts only through vector channels or only through axial
vector channels when the bounds are computed. For a more detailed discussion of the differences between
these two channels and the effects on the phenomenology, see Chapter 6 of this thesis.
The scalar-portal models use a Lagrangian which contains terms like
L ⊃ gqφq¯q + gχφχ¯χ, (5.46)
while the pseudoscalar-portal models have terms in the Lagrangian like
L ⊃ gqφ˜q¯q + gχφ˜χ¯γ5χ. (5.47)
As with the vector-portal case, the dark matter particles χ are typically taken to be Dirac fermions.
Analysis of LHC data usually explores the region where the mediator is nearly on-shell (ie near the mmed =
2mDM resonance). Use of the narrow width approximation as discussed in Section 5.1.3 is common.
Simplified models are an important part of modern dark matter collider phenomenology, and that alone
is enough of a reason to include them in this thesis. However, the two main models of particle dark matter
that we discuss in this thesis are also nearly identical to simplified models. This allows the bounds reported
for simplified models to be used with some adaptation. We frame our present discussion in a independent
way. The example discussed at the end of this Chapter is Higgs-portal scalar dark matter, which is both a
complete theory and a splendid example of a simplified model. As well, the Z ′-portal dark matter discussed
in Chapter 6 is an almost perfect example of the vector-portal simplified model. This comparison is addressed
further in Chapter 6.
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5.3.2 Missing energy
Pure dark matter production at particle colliders manifests as a phenomenon known as missing transverse
energy or missing transverse momentum, depending on which is more convenient to describe the situation.
This quantity is determined entirely by conservation of energy and momentum relations. The transverse
momentum pT is the momentum p projected onto the transverse plane (ie the components of p that are
perpendicular to the axis of the collision). The transverse energy is then simply the fraction of energy
associated with the transverse momentum component: ET = E sin θ. Particle dark matter cannot be observed
by the detectors, so any energy carried off by dark matter final states will be unobserved, and appear to
be a violation of the kinematic conservation laws. One can then use those conservation laws to constrain
the energy and the momentum of the dark matter final states without being able to observe them. Hence,
‘missing energy.’
A missing energy signal is difficult to extract with any certainty due to the large number of possible things
that can mimic it. If a jet or a lepton is missed or mis-tagged in the detector, than it can appear to be missing
energy in the analysis, which can occur frequently with soft jets. As well, there is the irreducible neutrino
background, which is identical to the missing energy signature produced by dark matter. When a Z boson is
produced, it will decay into a pair of neutrinos 20% of the time [8], and the neutrinos will pass through the
detector unnoticed. Production of W bosons also results in a significant number of neutrino final states.
Unfortunately, missing energy signatures are not very useful as a dark matter search tool, though they
are necessarily common to all dark matter collider searches. This would be true even in the relatively clean
environment of an electron collider, and it is especially apparent at a hadron collider like the LHC. Without
SM particles in the final state, it is exceedingly difficult to extract any useful information out of a missing
energy event, even if one is tagged correctly. A useful signature therefore requires SM particles in the final
state, so that their momentum can be used to reconstruct the missing energy piece through conservation
laws.
For SM final states to be observed, an event must have large pT and admit the parton approximation, as
discussed in Section 5.1. Because the visible SM component balances the invisible dark matter component,
the dark matter final state will also have large transverse momentum (a pair of dark matter particles produced
balanced against a SM signature will typically have collinear momentum).
5.3.3 Monojet searches
The monojet signal is what occurs with a final state of missing transverse energy and a single jet. A jet is a
stream of hadrons with a closely aligned large transverse momentum pT . The jet comes from a high energy
colored particle (quark or gluon) that is usually emitted from the initial state of a production process, though
emission from an intermediate state is possible for certain dark matter models. The colored particle then is
subjected to confinement at high energies, a process known in collider physics as fragmentation, which results
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Figure 5.11: A diagrammatic representation of a monojet signature due to radiation of a gluon from
the initial state. The internal structure of the dark matter production mechanism is denoted by the
blob, in the EFT style. Diagram from reference [469].
in the jet of hadrons (and their decay products). For a monojet event to be considered a possible dark matter
event, there must be no identified leptons, and mistagging of leptons causes significant error in analysis of the
data. At the LHC, the monojet signal is the most prevalent of the mono-X signals because of the initial state
radiation [479], and it is expected that the monojet signature will provide the strongest bounds on most dark
matter models. This is a consequence of the LHC being a hadron collider. The monojet signature of dark
matter is one of the most widely studied collider signatures of dark matter [480, 459, 461, 456, 458, 467, 481].
A diagram for the process in an EFT appears in Figure 5.11.
Events with only a single jet are actually rather rare [482], which makes the strict monojet signature
as such of reduced practical value. The dijet and multijet with missing energy signatures have also been
considered [462, 222].
5.3.4 Monophoton searches
The monophoton signature is characterized by a single high energy (large pT ) photon balanced by some
amount of missing transverse energy. A basic EFT representation of a process that would generate the
signature appears in Figure 5.12. Monophoton events are much less frequently occurring than monojet
events at the LHC, because the LHC collides hadrons, but monophoton events are much cleaner when they
do occur. There have been a number of experimental studies of the signature at the LHC [483, 484, 485, 486].
Backgrounds for the monophoton signature are usually very low, with mistagging of a lepton or jet far more
likely to cause error than in the monojet signature. Dominant background processes include γZ production,
where the Z decays to neutrinos, resulting in missing energy. This background is irreducible, as is usually
the case when neutrinos are produced. Subdominant backgrounds include Wγ events where the W decays
to a lepton and a neutrino and the lepton is mistagged, and Wj or Zj events where the jet is mistagged as a
photon. Even smaller background processes include single top production, diboson production and diphoton
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Figure 5.12: A diagrammatic representation of a monophoton signature from initial radiation of a
SM particle. The internal structure of the dark matter production mechanism is denoted by the blob,
in the EFT style. Diagram from reference [453].
events.
In general, the monophoton signature is not very constraining, though in reference [487] monophoton
bounds on certain EFT dark matter operators have been converted to bounds on nuclear recoil cross sections.
The monophoton signature has also been considered in references [458, 481].
5.3.5 Monohiggs searches
The monohiggs signature [488, 489] is one that has become possible now that the SM Higgs boson has been
observed and its properties are known. In fact, such searches were proposed shortly after the observation of
the Higgs was reported [490, 491, 492]. In particular, see reference [492] for estimates of LHC sensitivities and
a very detailed study of the monohiggs signature. As indicated, the final state is missing transverse energy
recoiling from a Higgs boson, which rapidly decays into its usual final states (predominantly b¯b pairs). The
invariant mass of the final state Higgs is constrained to be near the Higgs mass pole of 125 GeV [490]. This
makes identification of the signature from the observed Higgs decay products easier than might be expected.
The monohiggs signature is especially promising for models in which the dark matter interacts directly with
the Higgs (such as Higgs-portal dark matter), or is involved in electroweak symmetry breaking at all. It is
also potentially useful for studying dark matter models that are coupled to the top sector, due to the strength
of the top Yukawa coupling.
The monohiggs signature differs from the other mono-X signatures in that Higgs radiation from the initial
states is highly suppressed. The Higgs couples very weakly to light quarks and gluons, meaning a monohiggs
is more likely to be emitted from the dark matter side of the process. This allows the monohiggs technique
to probe dark matter interactions with the SM in ways that the other signatures cannot.
The dominant irreducible background for the monohiggs signature is Zh production with the Z decaying
into a pair of neutrinos, the SM contribution to missing energy. As mentioned above, the b¯b channel of Higgs
decay is the largest, with a branching ratio of 0.577 [8]. Backgrounds for this signature are any dijet state
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[493, 494, 495], of which there are many, though there has been work done looking into how to distinguish
b¯b dijets from other dijets [496]. Also important is the h→ γγ signature [497, 498, 499, 500], which is much
cleaner than the b¯b channel though it has a much lower branching ratio (around 2.28 × 10−3 [8]). This is
simply due to the cleanliness of the γγ signal in comparison to any hadronic signal. Dominant backgrounds
for this channel include Zγγ production and hZ and hW states with decays to neutrinos. Background
estimates for both of these channels are available in reference [490], which treats the monohiggs signature
from a simplified model and EFT perspective.
5.3.6 Other searches
There are some other mono-X signatures that have been considered in the literature, though not with the
frequency and rigor of the three described above. This is for a variety of reasons, such as difficulty in
extracting the signal or that the signature is produced very rarely in all but a handful of highly specialized
models. While they are interesting to consider, these channels are unlikely to lead to the discovery of dark
matter at the LHC. They are included here for completeness and to provide some examples of nonstandard
dark matter signatures that are being considered.
Of these signatures, those that have received the most attention are the monogauge [501] and monobottom
[502] signatures. The former involves the detection of a electroweak gauge boson, almost always taken to be
a Z, balanced by missing transverse energy, while the latter is a single heavy quark, usually taken to be a
bottom quark, balanced by missing transverse energy. The monobottom signature in particular is difficult
to distinguish from a monojet [503, 504], though progress is being made [496]. The basic analysis of these
signatures proceeds similarly to the previously discussed mono-X signatures, with some deviations that are
explored in the above articles.
Mono-Z signatures have been studied in references [505, 506]. While the Z → l+l− channel final states are
easier to observe than monojet or monophoton signatures, the branching ratio is much smaller. A Mono-W
signature has been proposed, which in practice leads to a monolepton signature [507, 508]. This signature is
almost useless because of high backgrounds. There are many neutrinos produced in association with these
processes, and all SM W producing processes become background. The mono-W signature might be of value
in the specialized case of isospin violating dark matter, however.
There have also been studies of the top pair signature [509, 510, 511] and the monotop signature [512,
513, 514, 502]. These signatures are expected to be very weak for most dark matter models, and are usually
considered only for specialized models that interact primarily through the top sector.
5.4 Example: scalar Higgs-portal dark matter
As a simple demonstration of how some of the material discussed in this Chapter can be applied to a real
model, we again return to the example of Higgs-portal scalar dark matter in this Section. Higgs-portal
163
scalars at particle colliders, and at the LHC in particular, have been considered extensively in the literature
[515, 516, 517]. Part of this is because of the connection between the model and basic aspects of Higgs physics,
which is a major focus of the LHC program. The scalar Higgs-portal model is thus valuable to examine as
an example case of collider searches for dark matter. Collider signatures of dark matter are also considered
for a different model in Chapter 6. Some signatures and techniques that apply to that model cannot be used
for the Higgs-portal model, so the two models are complementary in that they allow different techniques to
be demonstrated.
The primary constraint that collider data applies to the scalar Higgs-portal model comes from measure-
ments of the invisible decay width of the SM Higgs boson. The bounds inferred from these measurements
are discussed in Section 5.4.1. In Section 5.4.2 production rates for Higgs-portal scalars in hadron colliders
are considered. The Section starts with a discussion of Higgs boson production, then moves on to consider
Higgs-portal scalar production using the same mechanisms of gluon fusion and vector boson fusion. Section
5.4.3 contains a brief discussion of mono-X signatures of Higgs-portal scalar dark matter.
5.4.1 Bounds from the invisible Higgs decay width
One of the more stringent bounds on scalar Higgs-portal dark matter is obtained from bounds on the invisible
Higgs boson decay width. This observable is of wide interest for the study of both SM physics and potential
new physics. Bounds have been placed on the upper limits of the invisible Higgs branching ratio by ATLAS
(Brinv < 0.28) [518] and CMS (Brinv < 0.24) [519].
For a Higgs-portal scalar of mass mS < mh/2, the Higgs will decay into invisible dark matter states at a
rate governed by the strength of the Higgs-portal interaction η. The decay width is given by
Γh→SS =
η2v2h
32pim2h
√
m2h − 4m2S . (5.48)
One can relate the invisible decay width, the visible decay width (taken throughout to be Γh = 0.00629044
GeV [8]), and the invisible branching ratio through the definition of the branching ratio:
Brinv =
Γinv
Γinv + Γvis
. (5.49)
The invisible Higgs decay width to Higgs-portal scalars in Equation (6.18) is plotted for a selection of
values of ηS in Figure 5.13. Also plotted are the bounds on the invisible Higgs decay width reported by
the ATLAS and CMS experiments. The decay widths go to zero at mS = mh/2 because the decay is not
kinematically allowed above that value. From Figure 5.13, it is clear that very small values of ηS are required
to avoid the bounds on the invisible decay width.
Such small values present issues for reproducing observed abundances when trying to construct a dark
matter model. It can also be seen that, even for larger values of ηS , the decay width drops rapidly enough
near the half-mass resonance that the bounds could be avoided, at least in principle. In practical calculations,
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Figure 5.13: Invisible decay width of the SM Higgs boson to Higgs-portal scalars as a function of
scalar mass plotted alongside bounds on the invisible decay width from ATLAS [518] and CMS [519].
Theoretical decay widths are plotted for a selection of values of the Higgs-portal coupling ηS .
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Figure 5.14: Bounds on the Higgs-portal coupling ηS as a function of Higgs-portal scalar mass
computed from experimental bounds on the invisible Higgs decay width reported by ATLAS [518] and
CMS [519]. See text for more details on the calculation.
however, this region near the resonance is best avoided, as was mentioned in Chapter 2. Most approximations
made during dark matter phenomenology calculations tend to break down when Higgs-portal models are
considered near the half-mass resonance.
The same bounds are presented in a different form in Figure 5.14. Here, the relation (5.49) is manipulated
to the following:
η2S =
32pim2h
v2h
√
m2h − 4m2S
BrinvΓvis
1−Brinv , (5.50)
so that the ATLAS and CMS bounds on the invisible Higgs branching ratio are presented in terms of bounds
on the Higgs-portal coupling η2S .
This presentation provides a complementary perspective on the bounds, and emphasizes how small the
coupling needs to be to satisfy the experimental constraints. Again, the constraint seems to weaken near the
half-mass resonance at 62.5 GeV, but the difficulties remain.
Because of these stringent bounds, and the difficulties of properly implementing the thermal production
constraint in the region near the half-Higgs mass resonance, we do not consider Higgs-portal scalars with
masses below mh/2.
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5.4.2 Production rates
To study collider signatures of Higgs-portal scalar dark matter, it is obviously important to understand
the processes by which the dark matter particles are produced. While the basic production cross sections
themselves are of limited phenomenological value, as the processes they are associated with lack an easily
detectable signature, the cross sections for those processes that have signatures can be approximated as mod-
ifications to the basic production cross sections in many cases. This Section provides a detailed quantitative
discussion of the production mechanisms of Higgs-portal scalars at the LHC.
Higgs production mechanisms
One advantage of Higgs-portal dark matter models over general hidden sector models, which is shared only
by the now disfavoured Z-portal models, is a comparatively good understanding of the properties of the
mediator particle. In particular, for collider searches, the parameter space is much reduced and the stringent
bounds on mediator particles are not relevant. Additionally, if the production mechanisms of the mediator are
well understood, the dark matter production mechanisms are also known. Processes for collider production
of Higgs-portal dark matter are extensions of Higgs boson production mechanisms. To study the production
of Higgs-portal scalars at colliders, we thus begin by reviewing Higgs boson production mechanisms.
This material has been known for some time; some of the original calculations are decades old. References
are abundant. For a fairly complete reference, see reference [520], and for experimental results, see reference
[421]. For a more pedagogical treatment, see either reference [423] or the final project of Part 3 of reference
[3]. The are many other references in existence as well.
In contrast to an e+e− collider, Higgs production at a hadron collider is complicated by the effects of
QCD. The SM Higgs boson interacts with fundamental SM fermions via a Yukawa coupling proportional to
the mass of the fermion. In unitary gauge, this is for the physical Higgs h
LY uk = mf
vh
hψ¯ψ. (5.51)
The Higgs vacuum expectation value is vh = 246 GeV. Clearly, the larger the fermion mass, the stronger the
interaction with the Higgs boson, which amounts to the top quark Yukawa coupling to the Higgs being the
largest by a huge margin.
The Higgs also interacts at tree level with the massive weak gauge bosons. In the basis of physical states
in unitary gauge, the interaction term is
LhV V = h
vh
(
2m2WW
+
µ W
−µ +m2ZZµZ
µ
)
, (5.52)
where the masses of the W and Z bosons are mW ' 80 GeV and mZ ' 91 GeV, respectively.
At the 1-loop level, the Higgs boson will interact with the photon and gluon fields, primarily through
fermion loops, but also through a W boson loop in the case of the photon. The Feynman diagrams for these
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Figure 5.15: Feynman diagram for one contribution to the production of a Higgs boson through
gluon fusion, the most common production mechanism at the LHC.
interactions are similar to those presented in Figure 5.15. It is common practice (though of dubious validity
in many regimes) to integrate out the heavy loop particles and generate effective couplings between the Higgs
and the massless gauge bosons of the form
Lhgg = αs
3pivh
hGaµνGaµν , (5.53)
and
Lhγγ = ghγγhFµνFµν , (5.54)
where the strong coupling is as usual αs, the Higgs field vacuum expectation value is vh, and the coupling
ghγγ will be discussed below. These effective Lagrangians are valid in regions where the masses of the loop
particles (the top quark and the W boson) can be taken to be infinite.
The expression for ghγγ is more complicated than for the gluon coupling [521]. We present numerical
values from a Madgraph [522] package (details here). The form of the coupling parameter is
ghγγ = −αem
pivh
47
18
×
(
1 +
66
235
τW +
228
1645
τ2W +
696
8225
τ3W +
5248
90475
τ4W +
1280
29939
τ5W +
54528
1646645
τ6W −
56
705
τt − 32
987
τ2t
)
where τW = m
2
h/(4m
2
W ) and τt = mh/(4m
2
t ).
It is clear from the mass scales involved that the top quark Yukawa coupling dominates, followed by the
bottom quark and down the mass scale of fermions. For most purposes, anything below the bottom quark can
be neglected. It would seem that the top and weak gauge bosons are the particles to consider when looking
at how to produce a Higgs boson. However, one then needs to consider how these particles will appear in a
proton-proton collision.
Light quarks and gluons are the most frequently encountered partons in the proton, with very heavy
particles like the electroweak gauge bosons appearing far more rarely. Light quarks have a negligible Yukawa
coupling to the Higgs, and gluons only couple to the Higgs at the 1-loop level, but the coupling is mediated
by heavy quark loops. The weak vector boson coupling to the Higgs is strong, but the weak vector boson
distributions in the proton are vanishingly small. All these factors become explicit when the cross sections
are computed, and it turns out that the large top Yukawa coupling is enough to overcome the loop level
suppression in the calculation.
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For the SM Higgs, the dominant production mechanism at the LHC is gluon fusion. The Feynman diagram
for this process is the one in Figure 5.15 at the parton level, taking the initial state gluons as partons of the
colliding protons. In the way discussed earlier in this Chapter, one computes the cross section for the parton
level process and then convolves with the gluon distribution functions to obtain the hadron level cross section.
Numerical values for this cross section are found in reference [523], and the theoretical calculation itself can
be found in the literature [524, 416]. The calculation is straightforward but long, refreshingly completely
finite, with the result:
σgg→h =
m2hGFα
2
s
288
√
2pi
∣∣∣∣32τ (1 + (1− τ) f(τ))
∣∣∣∣2 (5.55)
where
f(τ) =
 arcsin
2
(
1√
τ
)
τ ≥ 1
1
2
[
ln
(
1+
√
1−τ
1−√1−τ
)
− ipi
]2
τ < 1
(5.56)
and the variable τ is defined to be
τ =
4m2t
m2h
. (5.57)
Gluon fusion accounts for over 80% of Higgs production at the LHC.
The next dominant production mechanism is vector boson fusion (VBF), in which two W or Z bosons
annihilate to a Higgs boson. VBF accounts for about 10% of Higgs production at the LHC. Much of the
technical detail behind this production mechanism was discussed in Section 5.1.2, and will not be repeated
here.
While a more complete treatment of the process of VBF requires evaluation of the five-point diagram
illustrated in Figure 5.16, where the initial state quarks are partonic and the final state quarks fragment
into jets, the effective vector boson approximation as discussed in Section 5.1.2 is frequently used. Explicit
calculations have demonstrated that the approximation is accurate [525]. Given the inherit uncertainties in
the parton model, this is usually accurate enough, though now that precision studies of the Higgs electroweak
coupling are underway [526], more accuracy may be required.
The calculation of the cross section for VBF in the effective vector boson approximation is simple enough,
being a tree level process. The vector boson distribution functions complicate things, but in a well behaved
manner. The VBF cross section for Higgs production is about two orders of magnitude smaller than the GF
cross section for Higgs production.
Aside from GF and VBF, there are several other subdominant Higgs production mechanisms that are
considered at the LHC [421, 423], including, for example, heavy quark associated production, where the Higgs
is produced along with a heavy quark. These production mechanisms are less important than even VBF, and
so we do not consider their contributions to Higgs-portal scalar production. They are expected to contribute
in roughly the same proportion as they do to SM Higgs production; that is, at the percent level [421].
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Figure 5.16: Feynman diagrams representing the production of the Higgs boson through the vector
boson fusion mechanism in the partonic quark model. Diagram from reference [421].
Figure 5.17: Feynman diagrams representing the production of Higgs-portal scalars through the
gluon fusion mechanism. This process is an extension of the associated Higgs production mechanism.
Singlet production
As mentioned previously, the Higgs production cross mechanisms discussed in the last Section are also Higgs-
portal scalar production mechanisms. In this Section, we present the full expressions for the production cross
sections of Higgs-portal scalars at hadron colliders though the GF and VBF mechanisms.
One might be tempted to apply the narrow resonance approximation to calculate these cross sections,
but as discussed in reference [527], the narrow resonance approximation is not always applicable to Higgs
processes at LHC energy scales. This is due to off-shell electroweak vector boson interference effects in the
region near the Higgs mass pole, and particularly affects the GF production mechanism. Because of these
limitations, we avoid using the narrow resonance approximation.
Similarly, it is common in the literature to reduce the number of loops in collider physics process diagrams
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Figure 5.18: Feynman diagram representing the production of Higgs-portal scalars through the weak
vector boson fusion mechanism. This diagram treats the weak bosons as partons in the proton, as
discussed in Section 5.1.2.
by treating the top quark as infinitely heavy, and thus shrinking the effects of the top quark loop down to some
static effective operator. The approach is tempting, as it allows higher order calculations to be done with
much more ease. Unfortunately, for a scalar mediator with a mass of less than a TeV or so, this approximation
is not valid for scalar mediated cross sections [472]. In fact, the loop effects become substantial for a scalar
mass of ∼ 100 GeV when the top quark mass is taken to be finite.
Much of the material in this Section was originally published by the author in reference [515]. Higgs-portal
scalars at colliders, and at the LHC in particular, are also treated in references [516, 517, 528, 529, 530, 531,
532, 533, 525].
We proceed by discussing the two cross sections in parallel, as there is overlap between the two calculations.
The primary variables that both results are presented in terms of are: x1 and x2, the parton momentum
fractions for the gluons or weak gauge bosons, kp, the initial proton energy, mS , the mass of the Higgs-portal
scalar, and pS‖, the transverse momentum component of the final state scalar in the center of mass frame of
the proton collision.
These results were computed in the following polarization basis for massive vector bosons:
1 (k) =
1√
2
(0, 1, 0, 0) , (5.58)
2 (k) =
1√
2
(0, 0, 1, 0) , (5.59)
3 (k) =
( |k|
mV
, 0, 0,
ωk
mV
)
. (5.60)
The cross sections contain a number of factors, including the wavefunction normalization factor and the
phase space integral factor. These terms can be simplified using kinematic relations to obtain simpler versions
in terms of the above variables. In particular, conservation of energy can be used to rewrite the wavefunction
normalization and relative velocity factors. The final expression for these terms is, for gluon fusion:
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KN
vrel
=
(x1 + x2)
2
2
(
2x1x2kp + (x1 − x2) pS‖
) ∣∣(x21 + x22) kp − (x1 − x2) pS‖∣∣ (5.61)
and
KN
vrel
=
(x1 + x2)
2(
2x1x2kp + (x1 − x2) pS‖
) ∣∣(x21 + x22) kp − (x1 − x2) pS‖∣∣√x21x22k4p −m4V (5.62)
for vector boson fusion. For gluon fusion vrel = 2, and vrel =
√
(kµ1 k2µ)
2 −m4V /k01k02 for massive vector bosons
with 4-momentum kµ. Symmetry factors differ for each of the three initial states (W , Z, g). Integration over
the phase space results in a term that is identical for both processes:
KPh =
2pi
k2p
Re
√
4x1x2
(
x1kp − pS‖
) (
x2kp + pS‖
)
(x1 + x2)
2 −m2S . (5.63)
The real part has been taken to enforce kinematic constraints.
The matrix elements can be calculated using the usual techniques. More details on the calculation of the
gluon fusion matrix element are found in reference [534].
The production cross sections for scalar Higgs-portal singlets are then
σPP/V V→SS =
∫ 1
2mS/kp
dx1
∫ 1
L(x1)
dx2
x1−x2
2 kp+
x1+x2
2
√
k2p−
m2
S
x1x2∫
x1−x2
2 kp−
x1+x2
2
√
k2p−
m2
S
x1x2
dpS‖
×KPh
{
KNW
vrel
[
fWT /p (x1) fWT /p (x2) |MTW |2 + fWL/p (x1) fWL/p (x2) |MLW |2
]
+
1
2
KNZ
vrel
[
fZT /p (x1) fZT /p (x2) |MTZ |2 + fZL/p (x1) fZL/p (x2) |MLZ |2
]}
(5.64)
for vector boson fusion and
σPP/gg→SS =
α2sη
2m4t
3227pi2k2p
∫ 1
m2S/k
2
p
dx1
∫ 1
m2S/x1k
2
p
dx2
∫ x1−x2
2 kp+
x1+x2
2
√
k2p−
m2
S
x1x2
x1−x2
2 kp−
x1+x2
2
√
k2p−
m2
S
x1x2
dpS‖
fg/p (x1) fg/p (x2)
x1x2
×KN
vrel
KPh(
m2h − 4x1x2k2p
)2
+m2hΓ
2
h
Θ (m2t − x1x2k2p)
(
1− 2m
2
t − x1x2k2p
x1x2k2p
arcsin2 (
√
x1x2kp/mt)
)2
+Θ
(
x1x2k
2
p −m2t
)
1 + m2t − x1x2k2p
2x1x2k2p
ln2
√x1x2kp +
√
x1x2k2p −m2t
√
x1x2kp −
√
x1x2k2p −m2t
− pi2
2
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+pi2
(
m2t − x1x2k2p
x1x2k2p
)2
ln2
√x1x2kp +
√
x1x2k2p −m2t
√
x1x2kp −
√
x1x2k2p −m2t

 (5.65)
for gluon fusion.
The squared matrix elements for the VBF process are
|MT |2 = g
2
V η
2v2
(16pi2)
2
mV(
4x1x2k2p −m2h
)2
+m2hΓ
2
h
, (5.66)
for the transversely polarized vector boson and
|ML|2 = g
2
V η
2v2
mV (16pi2)
2
(√
k4px1x2 + kp (x
2
1 + x
2
2)m
2
V +m
4
V
)2
(
4x1x2k2p −m2h
)2
+m2hΓ
2
h
(5.67)
for the longitudinally polarized vector boson. This separated computation is required because the vector
boson distribution functions are reported in longitudinal and transverse parts. We note that the longitudinal
component dominates the transverse component by up to three orders of magnitude, which is in agreement
with similar calculations [525]. The lower bound of the VBF x2 cross section is
L(x1) =
 2mSkp − x1 if x1 ≤ 2mSkp0 if x1 > 2mSkp (5.68)
and is discussed further slightly below.
Convolution with the parton distribution functions fX/p(x) over the scaling variables x1,2 and integration
over the transverse momentum component pS‖ gives the total proton level cross sections above.
The partonic nature of the VBF cross section makes it somewhat unreliable. There is an ambiguous
kinetic constraint that could be imposed, requiring that there be enough energy available to produce on-shell
electroweak vector bosons, which can be written using conservation of energy kp(x1 + x2) > 2mV (assuming
mV  kp, which is addressed below). The validity of this constraint is debatable, since it is inserted by hand
and does not arise from any explicit Dirac deltas. This is a consequence of the parton model with very heavy
partons, when the initial states are not truly asymptotically free, but we treat them as though they were.
Without this constraint, the result becomes complex, as kinematically disallowed contributions are included.
This constraint may be supplanted by the usually stronger and certainly more solid constraint that there
be enough energy available to produce the Higgs-portal scalar on-shell final states. That is, we require
kp(x1 + x2) > 2mS . For mS > mV , this constraint is stronger than the one above, and we have restricted
ourselves to that region of the parameter space. This kinematic constraint is used to obtain the integration
bounds in Equation (5.68). This is integration over a box in the x1−x2 plane with a triangle near 0 omitted.
Our parameterization of the integration region is one of many, chosen for no particular reason.
Moreover, as discussed in Section 5.1.2, the effective distribution functions for the electroweak gauge
bosons are not valid to arbitrarily small x. The parameterizations break down, leading to unpredictable
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errors. To avoid this, we cut off our integrations at x = 0.1 at the lowest, and assume that our calculated
cross sections are underestimating the true values. Since 0.1kp > mV for LHC energies, this also justifies our
neglect of mV in the use of the conservation of energy relation to derive the kinematic bounds above.
Evaluation of the above cross sections is a somewhat numerically intensive affair, simply due to the
number of integrations that needs to be done to obtain the cross section at a single mass point. Due to the
unpleasant form of the parton distribution functions and the bounds on the pS‖ integral, we have chosen to
do the integrals numerically, and since all domains of integration are finite and all integrands are more or
less well behaved, we have further chosen to use Gauss-Legendre quadrature.
Gauss-Legendre quadrature approximates an integral as a weighted sum according to the expression
∫ b
a
dxf(x) ≈ b− a
2
∑
i
wif
(
b− a
2
xi +
a+ b
2
)
. (5.69)
The wi are the weights and the xi are the abscissa of the region of integration. A change of variables
can change the interval of integration. We use the grids of weights and abscissas provided in an open
source library (http://www.holoborodko.com/pavel/numerical-methods/numerical-integration/). All of our
quadratures are done using a 32-point grid.
Evaluation of the GF cross section requires quadrature over only three variables, and so is relatively
straightforward on a modern computer, despite the more complicated integrand. Evaluation of the VBF
cross section is more numerically expensive, as the effective vector boson distribution functions themselves
each require the evaluation of an integral. This can increase the evaluation time significantly. However,
the calculations still proceeded rapidly enough that little effort was put into optimization of the numerical
methods. There are certainly improvements that could have been made.
These production cross sections are plotted as a function of Higgs-portal scalar mass in Figures Figures
5.19, 5.20 and 5.21. As a consistency check, we note that the VBF production cross section is several orders
of magnitude less than the GF production cross section, which is the naive expectation from considering the
associated Higgs production cross sections. We include cross sections for production at the LHC with 8 TeV
and 13 TeV, as well as production at a hypothetical 100 TeV proton collider.
The cross sections in Figures 5.19, 5.20 and 5.21 do not present any surprising features. The cross sections
become much smaller as the scalar mass mS increases, as the kinematic limit for production at the given
collider energy is approached. Practically, masses above 0.25kp or so are undetectable, even for more visible
signatures than pure missing energy. The luminosity at the LHC is simply too small, and hadronic physics
is simply too messy. Of course, larger masses are in principle detectable at the 100 TeV collider.
The rising behaviour of the VBF cross section in the low mass region is due to the interplay between the
kinematic lower bound of integration and the lower bounds of integration required by the region of validity
of the distribution function parameterization (ie 0.1). The peak occurs at ∼ 0.1 × √2 × kp, and the cross
section is not to be trusted below that threshold.
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Figure 5.19: The cross sections for the production of Higgs-portal scalar dark matter plotted against
mass for the GF and VBF processes at a 8 TeV proton collider. Cross section is in units of GeV−2.
175
Figure 5.20: The cross sections for the production of Higgs-portal scalar dark matter plotted against
mass for the GF and VBF processes at a 13 TeV proton collider. Cross section is in units of GeV−2.
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Figure 5.21: The cross sections for the production of Higgs-portal scalar dark matter plotted against
mass for the GF and VBF processes at a 100 TeV proton collider. Cross section is in units of GeV−2.
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5.4.3 Mono-X searches
As was outlined in Section 5.3, pair production of particle dark matter with no associated large pT SM matter
makes a poor signature to seek. This statement holds in the case of Higgs-portal scalars, which means that
the cross sections presented in the previous Section are of limited phenomenological value. Because of this,
we consider in this Section mono-X signatures of Higgs-portal scalar dark matter at the LHC.
Rather, we consider monojet signatures of Higgs-portal scalar dark matter at the LHC. Of the possible
mono-X signatures, we have chosen to work with only the monojet signature for a handful of reasons. First,
for Higgs-portal scalars, the monojet signature is expected to be dominant [472]. It should be noted that
associated top production is actually nearly as constraining as the monojet signatures [472]. We refrain from
performing the analysis for the top signature because it is at best competitive with the monojet signature and
it is reported [502] in a form unsuitable for comparison with the results we have, which is another point in
favor of the monojet signature. The effective field theory results that are reported for the monojet signature
[472] are easily transformed into something useful.
The Higgs-portal scalars are predominantly produced back-to-back (so there would be no observable
missing energy in the pure production scenario), but monojets are possible from the radiation of gluons from
the initial state (and the top quark loop).
Higgs-portal scalar mono-X signatures have occasionally been studied in the literature. There are only a
handful of references due to the awkward timing of the experimental results. By the time mono-X studies had
become more practical than speculative the parameter space of Higgs-portal scalars had already been severely
restricted by direct detection experiments. Nonetheless, the fairly comprehensive reference [535] exists, as do
some others [536, 537, 538, 492]. Reference [535] contains a detailed study of background processes to these
mono-X signatures as well. For the monojet case, those primarily consist of Z + j and W + j events, where
the weak gauge boson decays into neutrinos or miss-tagged leptons.
LHC monojet signature results are presented in terms of bounds on effective field theory scales Λ∗, as
described in Section 5.3, for various effective field theory operators. To apply these results to our scalar
Higgs-portal model requires a conversion of the bounds from an effective model to a complete model. The
relevant effective operator is referred to as the R3 operator in reference [461], and describes gluon interactions
with scalar dark matter, taking the form
OR3 = αs
8Λ2∗
χ2GaµνG
µνa (5.70)
Bounds from monojet searches on the effective mass scale are presented in Figure 10f of reference [539].
These bounds are reported for the complex operator OC5, which is
OC5 = αs
4Λ2∗
χ†χGaµνG
µνa (5.71)
The difference between these operators is a factor of two, and the reported bounds apply to both operators
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up to this factor.
To translate these results, we would like an equivalent to the effective mass scale Λ∗ for the Higgs-portal
equivalent to the effective operator in Equation (5.70). Some analysis of equivalencies between effective field
theories and simplified models is done in reference [468], and in the heavy mediator and heavy top mass limit,
we find following their results, that the effective operator (5.70) can be written in terms of the parameters
of the Higgs portal model as
OEHP = ηS
m2h
αs
4pi
χ2GaµνG
µνa. (5.72)
This approximation is accurate to corrections of order (1/m4h) and (1/m
2
t ), and of course corrections from
QCD effects, which are likely much stronger. Note that though one might expect dependence on the top quark
mass, this dependence cancels at leading order between the factor from the top propagator and the factor
that appears in the Higgs-top Yukawa coupling. This equivalent mass scale in Equation (5.72) can be used
to compare against the bounds reported in reference [539]. This is done in Figure 5.22. For an alternative
analytic approximation to obtain the monojet cross section, see reference [535] (and also references [472] and
[473]).
From Figure 5.22, it is clear that the Higgs-portal scalar model as implemented here is unconstrained by
the 8 TeV LHC monojet bounds. This is not unexpected, as mono-X searches are typically not constraining
for any but the most specialized models at this point. This very basic analysis has been included only as a
demonstration. We note that the monojet bounds for the 13 TeV LHC have recently been reported [479] in
terms of vector-portal simplified models, but the data itself has not yet been made public, and so we have
not attempted to analyze it. Further monojet studies with the LHC should with more data reach the point
of being able to constrain the Higgs-portal scalar model in this mass range, and higher energy colliders will
be able to probe higher mass ranges.
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Figure 5.22: Lower bounds on the effective mass scale Λ∗ with 95% confidence from the monojet
signature extracted from 8 TeV ATLAS data, plotted alongside the effective Higgs-portal mass scale
as described in the text. The Higgs-portal mass scale was computed using the thermal constraints on
the Higgs-portal coupling that were discussed in Chapter 2. The shaded region is the 2σ error. Bounds
reported in reference [539].
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Chapter 6
Asymptotically safe vector-portal dark matter
This Chapter contains work from a project that applies the techniques of radiative symmetry breaking to
a simple beyond SM theory. The key theoretical ideas behind this project involve exploration of a conformal
symmetry that can act as a custodial symmetry of the SM, solving certain aspects of the hierarchy problem.
If an extended SM is conformal at high energies, the parameters of that theory can be evolved down to
phenomenological scales to provide predictions. This idea has been explored in the past [540, 541], but the
technical details are difficult, which makes connections to reasonable phenomenology sensitive to theoretical
inputs. This project, as detailed in this Chapter, is exploratory, with a preliminary model that lacks some
theoretical rigor. The author’s role in this project is primarily on the phenomenological side, and so the
focus lies on that aspect. Further details of the technical theoretical parts of the project are outside of the
expertise of the author, and the interested reader is referred to the literature [542, 543, 256, 544], though a
brief overview is provided in Appendix C.
The model we work with in this Chapter is the SM extended by a complex scalar and a U(1)′ gauge
symmetry, as well as a dark matter sector. The scalar is charged under the U(1)′ group, and by breaking
the U(1)′ gauge symmetry radiatively, the scalar acquires a nonzero vacuum expectation value. If the scalar
additionally couples to the SM Higgs field, this vacuum expectation value can cause electroweak symmetry
breaking as well. Requiring the theory to be asymptotically safe generates UV boundary conditions that
can be used as inputs to the renormalization group equations, which can in turn be used to connect the UV
scales with the symmetry breaking scales. The UV boundary conditions can be translated into parameters at
the electroweak scale that can be compared against experimental results, making the model highly predictive
from purely theoretical principles. This model is an example of a complicated beyond SM theory that uses
scalar field theory to address the fundamental scale problems with the SM as well as, with a slight extension,
addressing the dark matter problem.
This Chapter consists of a discussion of the phenomenology of this model. First, the model is constructed
in detail in Section 6.1, with an emphasis on observable results and constraints. Constraints from collider
experiments are addressed in Section 6.2, and the detection prospects of the dark matter sector are discussed
in Section 6.3. As the contributions of the author to this project were primarily on the phenomenological
side, the theoretical construction is not emphasized, though it is probably the most compelling aspect of the
model.
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As mentioned previously, this model is a simple one constructed to demonstrate the validity and usefulness
of this framework. In particular, these kinds of theoretical approaches are important in standard dark matter
phenomenology, where additional constraints are very important. It is for this reason that the dark matter
sector, which is not crucial to this model, is emphasized in this thesis. This project demonstrates that valid
UV theoretical concerns can be used to obtain meaning ful phenomenological constraints. The usefulness of
this approach is illustrated here with a simple model, but it can certainly be extended to more complicated
models.
6.1 Model
6.1.1 Theoretical construction
The beyond SM parts of this model can be divided into two hidden sectors: the gauge-scalar sector consisting
of a second scalar, the U(1)′ gauge boson and the additional fermions required for anomaly cancellation;
and the dark matter sector, which includes the dark matter particle. We construct the model systematically,
beginning from the inclusion of an additional U(1)′ gauge symmetry and a complex massless scalar field. The
scalar will acquire a vacuum expectation value through quantum corrections and radiatively break the U(1)′
symmetry. This follows the standard Coleman-Weinberg mechanism [545] for radiative symmetry breaking
in massless scalar QED. The Lagrangian of the beyond SM gauge-scalar sector, including interactions with
the SM Higgs, is
LBSM ⊂ DµH†DµH +DµS†DµS − λ2 |S|2H†H − λ3 |S|4 − λ1
(
H†H
)2 − 1
4
B′µνB′µν (6.1)
The U(1)′ extended gauge covariant derivative is
D′µ = ∂µ − ig3
λa
2
Gaµ − ig2
τi
2
W iµ − iY
(
gYBµ + gmB
′
µ
)− ig′Q′BB′µ. (6.2)
The field strength tensor of the B′ gauge field is as usual B′µν = ∂µB
′
ν − ∂νB′µ.
It is well known that the Coleman-Weinberg mechanism cannot be used to generate electroweak symmetry
breaking [545], because of the large top quark Yukawa coupling which spoils the stability of the Higgs
potential. However, by introducing an interaction between the new scalar and the SM Higgs field, referred
to as a ‘Higgs-portal’ interaction, the radiative symmetry breaking in the U(1)′ sector can be communicated
to the Higgs sector of the SM and can trigger electroweak symmetry breaking. The reasoning is that an
interaction of the form λ2 |S|2H†H becomes after radiative symmetry breaking of U(1)′ something containing
a term ∼ vsλ2H†H, where vs is the vacuum expectation value of the singlet field. This is the equivalent of the
negative mass term that needs to be inserted by hand into the SM description of spontaneous electroweak
symmetry breaking (see Chapter 1). Thus radiative symmetry breaking leads to electroweak symmetry
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Table 6.1: Scalar charge assignments
Gauge group S H
SU(3)c 1 1
SU(2)L 1 2
U(1)Y 0 1/2
U(1)′ 2 0
breaking, which follows in the usual fashion. The charges of the scalars in the theory under all gauge groups
are included in Table 6.1.
We now consider the requirements of the gauge sector. The U(1)′ gauge field will in general mix with the
SM U(1)Y hypercharge gauge field [448, 546]. Terms of the form
Lmix = mix
2
BµνB′µν (6.3)
can be included in the Lagrangian at tree level, and even if tree level terms are neglected, loop order effects
induce similar effective couplings without careful fine-tuning [547]. Justification needs to be provided for
ignoring mixing effects in the phenomenology. To avoid complications later on, we explicitly include a tree
level mixing term whose effects are taken into account in the covariant derivative (6.2), in the factor gmix.
We note that transforming the mixing terms into something that is phenomenologically useful is somewhat
delicate. Discussion of the required transformations is deferred to Appendix E. As is discussed there, one
can perform transformations into a basis of eigenstates that includes the usual electroweak gauge bosons of
the SM and an additional Z ′ boson that acts as the mediator of the U(1)′ gauge force. The Z ′ will be the
focus of much of our phenomenological effort.
6.1.2 Fermion fields
Interactions with fermion fields are very important, as they are essentially the phenomenological interactions
of the model.
Constraints on new neutral resonances that couple to the first two generations of charged leptons are very
strong [548, 448], and models with couplings near the electroweak scale are ruled out for Z ′ masses up to
∼ 3.5 TeV. To avoid these stringent constraints, we make our model leptophobic; that is, we set the U(1)′
charges of all charged leptons to zero. The only SM fermions charged under U(1)′ will be quarks. We note
that setting lepton charges to zero only removes direct tree level interactions with leptons. There will still
be interactions induced by the gauge boson mixing discussed above and by radiative corrections as can be
seen in the covariant derivative (6.2), though they will be much suppressed in comparison to the case where
the leptons have U(1)′ charge. Thus it is still necessary to check that the model is consistent with the LHC
dilepton constraints, which is discussed in Section 6.2.1.
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Table 6.2: Standard Model fermion charge assignments
Gauge group qu,dL uR dR q
c,s
L cR sR q
t,b
L tR bR lL (all gens) eR (all gens)
SU(3)c 3 3 3 3 3 3 3 3 3 1 1
SU(2)L 2 1 1 2 1 1 2 1 1 2 1
U(1)Y 1/3 4/3 -2/3 1/3 4/3 -2/3 1/3 4/3 -2/3 -1 -2
U(1)′ 0 0 0 0 0 0 1/3 1/3 1/3 0 0
As written, the model is not consistent, because the introduction of a new gauge group generates new
perturbative anomalies. These anomalies can be cancelled if the fermion charges under U(1)′ take on certain
values. We refrain from a full discussion of the constraint equations that are used to generate anomaly-free
charge assignments, instead referring the interested reader to the discussions in [548, 448, 446, 549]. The
U(1)B−L model is a popular and well motivated anomaly-free theory, but we do not work with it here.
Leptophobic models have attractive phenomenological properties, as the lack of lepton U(1)′ charges
greatly reduces the constraints from LEP data and electroweak precision experiments, not to mention the ever-
strengthening LHC dilepton bounds on neutral resonances. Leptophobic U(1)′ models have been discussed
frequently in the literature, as sectors of E6 GUTs [550, 551, 552, 553, 554] and in their own right [555, 556].
Models in which only the third generation has U(1)′ charge are also theoretically well motivated [557, 558,
559], which will be important later.
These charge assignments require the introduction of additional fermions to satisfy the anomaly-free
conditions. These ‘spectator’ fermions, which are denoted ψdL,R, ψ
l
L,R and ψ
e
L,R in Table 6.3, are present
solely to cancel anomalies, and (in our model) they have no effect on the phenomenology. The various ψ
have SM charges equal to the SM fermion indicated in the superscript. They are vectorlike (ψL and ψR have
the same charges) under the SM gauge group, so explicit mass terms do not violate SU(2)L gauge invariance
and can be included to provide masses without appeal to any symmetry breaking mechanism. For brevity,
we do not include the spectator fermions in any expressions of the Lagrangian of the theory from this point
on.
Also required is a right handed neutrino charged under U(1)′. This neutrino couples to the singlet field
through a term [548, 560, 561]
LM = −Y ijM ν c¯RiνRjS + (h.c.) (6.4)
where the i, j are flavor indices. One such neutrino is required for each generation of SM particle charged
under the U(1)′. From the interaction with the singlet field, the neutrino will acquire a Majorana mass of
mν =
√
2vsYM after U(1)
′ symmetry breaking, where as before vs is the vacuum expectation value of the
singlet field. Unlike the spectator fermions above, the fixed mass scale of the neutrinos mean that they may
influence the phenomenology significantly.
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Table 6.3: Exotic fermion charge assignments
Gauge group νR ψ
l
L ψ
l
R ψ
e
L ψ
e
R
SU(3)c 1 1 1 1 1
SU(2)L 1 2 2 1 1
U(1)Y 0 -1 -1 -2 -2
U(1)′ -1 -1 0 -1 0
The vector and axial charges of the fermions can be written in terms of the U(1)′ charges Q′iL,R of the
left and right handed components and the U(1)′ gauge coupling g′ (this holds for any Abelian U(1) gauge
group):
Vf = g
(
QfL +QfR
2
)
,
Af = −g
(
QfL −QfR
2
)
. (6.5)
These are the vector and axial charges in the case where mixing is neglected. The left and right handed
projection operators are PL = (1/2)(1−γ5) and PR = (1/2)(1+γ5) as usual. Mixing is discussed in Appendix
E.
Inclusion of the mixed currents in Equation (6.5) leads to
JµZ = gY
(
QYL f¯γ
µPLf +Q
Y
R f¯γ
µPRf
)
= f¯γµ
(
V Zf +A
Z
f γ
5
)
f, (6.6)
JµZ′ =
(
g′Q′L + gmixQ
Y
L
)
f¯γµPLf +
(
g′Q′R + gmixQ
Y
R
)
f¯γµPRf
= f¯γµ
(
V ′f +A
′
fγ
5
)
f. (6.7)
In the second lines of Equations (E.12) and (E.13), we have introduced the mixed vector and axial
generalized charges V ′f and A
′
f , which are extended versions of 6.5 that include a term proportional to gmix.
These are the quantities that are most useful for phenomenological calculations, and we express our cross
section results in terms of these charges. It should be emphasized that Vf and Af are simply convenient
notation. They are not formal renormalized couplings that run through the renormalization group nor
conserved quantum numbers, though they contain both of those objects. The couplings g′ and gmix are
governed by the behaviour of the renormalization group, however. Their running is outlined in Appendix C.
Finally, we must apply some phenomenological constraints that are discussed in subsequent Sections to
make the model concrete. The solutions of the renormalization group equations presented in Appendix C
constrain the number of generations of SM fermions that can be charged under U(1)′ to be no more than 2,
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otherwise the potential becomes unstable. This constraint necessarily introduces non-universal couplings, and
hence the possibility of flavor changing neutral currents (FCNCs) as detailed in Appendix F. Phenomenolog-
ical constraints from the absence of any observed FCNCs involving the first two generations of SM fermions
are very strong, requiring that only the third generation of SM fermions be charged under U(1)′. Thus
the model as made concrete here is both leptophobic and tritophilic, with only the t and b quarks carrying
fundamental charge under U(1)′. This introduces a number of interesting issues.
6.1.3 Hidden sector fields
This Section discusses the fields that are a part of this model not immediately accessible to the SM. This
includes the right handed neutrino fields introduced for the purposes of anomaly cancellation, as well as
additional dark matter candidates added as extensions to the basic model to address the dark matter problem.
As we have determined the model must be tritophilic, there need only be a single right handed neutrino
to cancel the perturbative anomalies. The neutrino is sterile in the sense that it is charged only under U(1)′
and that it thus belongs to the hidden sector. Phenomenologically, it may contribute to the decay of the Z ′
boson, depending on the mass hierarchy.
A few remarks about interactions with the SM neutrino sector are in order. As the model is presented,
with only a Majorana mass term for the right handed neutrino, it cannot generate light neutrino masses,
as there is no mixing between the left (SM) and right handed neutrino sectors. However, by adding a
Higgs-neutrino Yukawa term [560, 561]
LD = −Y ijD ν¯RiH†lLjS + (h.c.) (6.8)
a Dirac neutrino mass term can be generated. In combination with the heavy Majorana mass term above, the
seesaw mechanism [448] can be enabled, explaining the light neutrino mass hierarchy. We do not explicitly
include a Dirac term here, which would need to be included in the renormalization group equations, and
would affect their solutions. Such an extension is perhaps a natural next step in this work. The origin of
these Dirac mass terms is left unstated, though in our model it would be through the process of radiative
symmetry breaking. The mass terms also need not all be nonzero, but some must be, as a nonzero neutrino
mass has been experimentally confirmed.
It is also possible to include additional particles charged under U(1)′ that could act as hidden sector dark
matter, with the dominant channel being the vector portal, as realized by Z ′ mediation. Such particles are
given mass through a mechanism deliberately left ambiguous, usually taken to be some relic of higher order
physics that will only softly break any required symmetries.
The relevant part of the Lagrangian for Dirac fermionic dark matter χ takes the form
Lχ = χ¯
(
i /D
′
µ −mχ
)
χ (6.9)
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where D′µ is the U(1)
′ covariant derivative introduced earlier. As noted above, the mass mχ is inserted by
hand and is for now a free parameter of the theory. This sector of the theory is essentially QED with a
massive mediator, and is decoupled from the rest of the model aside from the vector portal opened by the Z ′
boson. As the fermion χ couples only to the Z ′, there are no constraints on the charge, and so we arbitrarily
take said charge to be unity. This leads to a generalized vector charge of V ′χ = g
′ and a generalized axial
charge of A′χ = 0. We consider the restriction to vector-charged dark matter to be an appropriate choice for
these exploratory studies. Axial dark matter differs slightly, and these differences have been explored in the
literature [562, 446].
6.1.4 UV concerns
The model described above is, before radiative symmetry breaking, invariant under scaling transformations
xµ → xµ′ = λxµ up to the explicit fermion mass terms for χ and ψ, which we will discuss shortly. A Poincare´
invariant theory with scaling symmetry in four dimensions is usually taken to have full conformal symmetry,
so we will use the term ‘conformal’ from now on.
Earlier, we suggested that the conformal symmetry be used as a custodial symmetry to guard the Higgs
mass terms against quadratic divergences. We elaborate slightly on that point. The quadratic divergences
are not explicitly cancelled as in supersymmetry, but instead one argues that they vanish because the theory
runs to a fixed point. Once the theory has reached a UV fixed point, there must necessarily be no quadratic
divergences. In this way the Higgs mass is protected.
While the explicit fermion mass terms for the χ and the ψ particles do violate the scaling invariance of
theory, they only do so ‘softly.’ That is, these terms do not destroy the ability of the scaling symmetry to
protect the Higgs mass. In Appendix C, we will provide some details of the renormalization group analysis and
the symmetry breaking pattern. The fermion mass terms break the custodial conformal symmetry only softly,
similar to gaugino mass terms in supersymmetric theories. Of course, higher order contributions can still
affect the UV fixed points. For the χ, the mass scale is assumed to be small enough that these contributions
are negligible. For the ψ, which has been given a high mass to decouple it from the phenomenology, there
would be problems if not for the fact that the ψ couples to the scalar sector only at two loops, which
sufficiently suppresses its contributions.
The χ and ψ mass terms then are necessarily effective terms generated by some UV scale process. This
argument makes an appeal to physics in the UV which is decoupled from the phenomenological scale, and so
prevents the theory from being UV complete as presented.
In theories that introduce new massive vector bosons, care must be taken to ensure that longitudinal
degrees of freedom do not cause violations of the unitarity of the S matrix [563]. Unitarity violations
manifest themselves as cross sections for processes involving the vector boson growing without bound as the
center of mass energy
√
s→∞. Unitarity violations are usually taken to be a sign of an incomplete theory.
We will briefly discuss potential unitarity violating effects in our models. There is a detailed discussion of
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unitarity bounds in simplified vector-portal models in [477].
For self-scattering processes of fermions axially charged under U(1)′ to preserve unitarity, the fermion
mass is bounded from above by [477]
mf .
√
pi
2
mZ′
A′f
. (6.10)
For mZ′ > 1 TeV and g
′ ∼ 0.1 as is the case in this model, this bound is satisfied for all SM fermions.
It will be seen in Section 6.3.4 that the dark matter candidate χ satisfies this bound when constrained by
thermal abundances as well. This bound can be used to provide an upper bound of ∼ O (100 TeV) on the
masses of the spectator fermions ψ. Spectator fermions carrying SM charge (even color) near this bound are
beyond the reach of any current experiment, including the LHC, and so are not subject to any constraint.
Processes involving external Z ′ bosons also lead to unitarity violations when there are nonzero axial
fermion couplings [564, 565, 566]. These violations occur at a scale
√
s ∼ pim
2
Z′
A′2f mf
(6.11)
where f is any fermion charged under U(1)′. For SM fermions and the dark matter candidate χ, this scale
is near or above the UV scales that form the boundary conditions of the model. In the case of the spectator
fermions unitarity is violated at a scale
√
s ∼ mψ, when the process ψψ¯ → Z ′Z ′ becomes kinematically
available, which is high enough that the phenomenology is unaffected. These unitarity violations are a
further indication that our theory as presented is not UV complete, and are an unfortunate consequence of
our inclusion of explicit mass fermion mass terms. These issues could be rectified with a more comprehensive
analysis of mass generation mechanisms for the χ and ψ fermions in the UV. We refrain from doing so here,
leaving such extensions to a future work.
6.1.5 Model parameters
The renormalization group equations for the model as discussed in Appendix C can be solved with the
boundary conditions that generate an asymptotically safe scenario as well as some additional constraints
on the system detailed in the Appendix, leading to constraints on the parameters of the theory [544]. The
renormalization group equations have been solved for three different values of the Z ′ mass, listed in Table
6.4, and the other phenomenological parameters of the theory that can be extracted from the solutions to
the renormalization group equations are presented as well.
The λ2 and λ3 couplings are very small in all three scenarios. The U(1)
′ gauge coupling parameter g′
and the gauge mixing parameter, which characterizes the kinetic mixing angle between the two U(1) gauge
groups, decrease as mZ′ increases. The Yukawa couplings of the top quark t to the SM Higgs field and the
right handed neutrino νR to the scalar singlet are, respectively, Yt and Yν . The vacuum expectation value of
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Table 6.4: Model parameters
MZ′ (TeV) 10
6λ2 10
6λ3 g
′ gm Yν Yt mνR (TeV) vs (TeV) mS (GeV)
1.9 -6 -4.05 0.18 0.042 0.28 0.77 2.02 5.1 20
3.4 -0.59 -0.13 0.1 0.023 0.16 0.74 3.72 16.9 11.5
6.8 -0.036 -0.002 0.05 0.011 0.08 0.70 7.59 68.8 6
the singlet field is vs and can be combined with the neutrino Yukawa coupling to give a mass for the right
handed neutrino mνR . Finally, the singlet itself has a mass of mS .
6.2 Collider phenomenology and constraints
There are several constraints that can be applied to the gauge sector of the model, before even considering the
dark matter extension. In fact, searches for mediators are generally much more constraining than searches
for dark matter such a monojet searches [567]. With this in mind, we forgo the latter and concentrate on the
former in this Chapter.
Extensions of the SM by heavy neutral gauge bosons have existed in the literature for decades, and have
been the subject of experimental searches for nearly as long. None of these searches has detected the presence
of such a boson, so results are reported in the form of constraints on the properties of hypothetical new gauge
bosons. A variety of constraints apply, depending on the SM fermionic charge assignments and the mass
scale of the new boson. Both kinetic and mass mixing angles are also constrained, though kinetic mixing
angles less so.
A quantity required for most collider analysis of the Z ′ is its decay width. The total decay width of the
Z ′ to Dirac fermions (SM or otherwise) is
ΓZ′→f¯f =
∑
f
Θ (mZ′ − 2mf ) NcmZ
′
12pi
√
1− 4m
2
f
m2Z′
[
V ′2f
(
1 +
2m2f
m2Z′
)
+A′2f
(
1− 4m
2
f
m2Z′
)]
(6.12)
where Nc is the number of colors of fermion f , and V
′
f and A
′
f are the generalized vector and axial charges
of the fermion as defined in Equation (E.13). Note that even those SM fermions that do not couple directly
to the U(1)′ gauge field (the first two generations of quarks and the charged leptons) contribute to the decay
width at tree level due to the mixing induced coupling. The Heaviside step function Θ(x − a) is taken to
enforce kinematic constraints.
The decay width to right handed Majorana neutrinos is
ΓZ′→νRνR =
∑
generations
Θ (mZ′ − 2mνR)
g′2mZ′
24pi
√
1− 4m
2
νR
m2Z′
(
1− m
2
νR
m2Z′
)
(6.13)
In the tritophilic model under consideration, the number of generations is one.
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Table 6.5: Total Z ′ SM decay widths
MZ′(TeV ) 1.9 3.4 6.8
ΓZ′(GeV ) 3.24 1.76 0.84
There are other subdominant contributions to the Z ′ decay width (the diboson contribution in particular
will be discussed in Section 6.2.6), but the above expressions include the dominant components. Others will
be neglected. We include for reference in Table 6.5 numerical values for the total Z ′ decay width for the
scenarios discussed in Section 6.1.5.
Any discussion of Z ′ physics will typically consider bounds on the properties of the Z ′ boson obtained
from electroweak precision experiments [568, 448]. However, in our model, these bound provide little value.
The constraints on new neutral spin-1 bosons come from precision studies of electroweak processes and are
typically capable of constraining a Z ′ boson with a mass of up to a few hundred GeV. This is simply because
of the energy scales at which these experiments can be performed. Unfortunately, these bounds do not apply
for a Z ′ of several TeV, such as appears in the scenarios of the model under discussion here.
As a quick example, take the Z ′ contribution to the muon g−2 (the anomalous magnetic moment), which
decreases with increasing mZ′ like ∼ 1/m2Z′ [569], with current bounds restricting masses of O(100 GeV).
This is even before recalling that our model is tritophilic and leptophobic, and so has highly suppressed
couplings to the second generation of SM leptons. Clearly, this bound does not extend high enough in the
mass parameter space to constrain the model.
There are actually very few articles discussing experimental constraints on model independent kinetic
mixing. The only one that is relevant is reference [570], which uses electroweak precision data, and only
provides constraints for an Z ′ mass of up to 1 TeV. Anything higher is essentially unconstrained. The
relevant figure illustrating this is in the reference.
The standard technique to obtain estimates for the production and decay of a Z ′ boson in a hadron
collider is the narrow resonance approximation [7]. Given that a ratio Γ/m of 0.05 is usually accepted as a
narrow enough width for the narrow resonance approximation to apply, the SM contributions to the Z ′ decay
width in Table 6.5 clearly present no issues. Hidden sector contributions need to be considered, however.
They will be discussed further in Section 6.3, and we will simply assume for now that they will not when
included spoil the narrow width approximation (it will be seen that they do not).
The differential cross section for the production of a Z ′ boson of rapidity y from the collision of two
protons is [448, 571, 572]
d
dy
σpp→Z′ =
4pi2x1x2
3m3Z′
∑
i
[
fAqi (x1)f
B
q¯i (x2) + f
A
q¯i (x1)f
B
qi (x2)
]× ΓZ′→q¯iqi . (6.14)
The Bjorken scaling variables x1 and x2 are related to the rapidity through
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Table 6.6: Z ′ production cross section numerical coefficients Cs (units of 1/GeV3)
MZ′
√
s = 8 TeV
√
s = 13 TeV
√
s = 14 TeV
1.9 TeV 2.14 ×10−10 9.32 ×10−10 1.11 ×10−9
3.4 TeV 1.52 ×10−12 2.69 ×10−11 3.64 ×10−11
6.8 TeV 2.80 ×10−20 1.83 ×10−14 4.55 ×10−14
x1,2 =
m′Z√
s
e±y (6.15)
where the center of mass energy of the proton collision is 2E =
√
s. The functions f(x) are the proton parton
distribution functions, as discussed in Chapter 5. In our calculations we have used the NLO MSTW grids
[418], which have a convenient Mathematica implementation. The cross section is obtained after integration
with respect to rapidity over the region − ln(√s/mZ′) ≤ y ≤ ln(
√
s/mZ′). Our results are presented with a
QCD K factor of 1, but even with a conservative K factor of 1.5, our conclusions do not change.
The cross section for production of a Z ′ in proton-proton collisions can then be written
σpp→Z′ ' Cs
(
2Γ (Z ′ → uu¯) + Γ (Z ′ → dd¯)
GeV
)
(6.16)
The computed values for Cs at the LHC energies and Z
′ mass values of interest are presented in Table 6.6.
6.2.1 Dilepton constraints
The dilepton bound provides the most stringent signal on the parameters of a new Z ′ for most U(1)′ extensions
of the SM. The dilepton bounds are stronger than the dijet bounds because lepton signals are relatively clean,
even at the LHC. It is to avoid these bounds that leptophobic variants of U(1)′ have gained popularity in
the past few years.
Our model is leptophobic, but the Z ′ nonetheless interacts with leptons through the mixing parameter
gmix. While the interaction is highly suppressed, it is still important to check if the bounds are satisfied. It
is only meaningful to compare the 8 TeV results against the bounds reported in [573], as that is the energy
the bounds apply to. The 6.8 TeV Z ′ is beyond the reach of the 8 TeV LHC, and so is unconstrained, and
the 3.4 TeV Z ′ is below the bounds and so likewise unconstrained. However, the 1.9 TeV Z ′ is ruled out by
the dilepton constraints.
6.2.2 Dijet constraints
Generally, the dijet signature is, after the dilepton, the next most important for a Z ′ produced at a hadron
collider. As mentioned above, this is because the dijet channel is very messy compared to the dilepton
channel. For a standard leptophobic model, the dijet constraints would be the strongest, but for our model,
the Z ′ couplings to the light quarks and leptons are the same, mediated by the mixing with SM hypercharge.
191
Figure 6.1: Bounds on vector resonances from cross section × branching ratio to the dilepton (dielec-
tron and dimuon) channels. Values above the line are excluded with 95% confidence. Figure originally
published in reference [573].
Table 6.7: Dilepton decay widths and cross sections (units of fb)
MZ′ ΓZ′→l¯l σpp→Z′→l¯l
√
s = 8 TeV
√
s = 13 TeV
√
s = 14 TeV
1.9 TeV 0.67 GeV 4.27 18.59 22.14
3.4 TeV 0.36 GeV 0.029 0.518 0.701
6.8 TeV 0.16 GeV 2.40×10−10 1.57×10−4 3.90 ×10−4
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Figure 6.2: Bounds on vector resonances from cross section × branching ratio to the dijet channels
for a variety of models. Values above the line are excluded with 95% confidence. Figure originally
published in reference [574].
Because of this, the dilepton constraints are actually stronger than the dijet constraints, despite the model
being leptophobic.
We check if our model satisfies the dijet bounds for each of the scenarios discussed in Section 6.1.5. The
bounds used are those published in reference [574]. The dijet signature is in general much larger than the
dilepton signature (by a factor of 4 or 5, depending on the center of mass energy), which is due to the
contribution of the bottom quark, which has fundamental U(1)′ charge. However, due to the cleanliness of
the dilepton signal, the bounds end up being about an order of magnitude stronger. The dijet bounds do not
end up constraining the model at all.
Table 6.8: Dijet decay widths and cross sections (units of fb)
MZ′ ΓZ′→q¯q σpp→Z′→q¯q
√
s = 8 TeV
√
s = 13 TeV
√
s = 14 TeV
1.9 TeV 1.14 GeV 19.47 85.79 100.98
3.4 TeV 0.62 GeV 0.11 1.95 2.64
6.8 TeV 0.30 GeV 9.41×10−10 6.14×10−4 1.53 ×10−3
193
Table 6.9: Ditop decay widths and cross sections (units of fb)
MZ′ ΓZ′→t¯t σpp→Z′→t¯t
√
s = 8 TeV
√
s = 13 TeV
√
s = 14 TeV
1.9 TeV 1.43 GeV 5.67 24.71 29.42
3.4 TeV 0.78 GeV 0.028 0.491 0.665
6.8 TeV 0.38 GeV 2.48×10−10 1.62×10−4 4.03 ×10−4
6.2.3 Ditop constraints
Another potential channel by which the Z ′ may make itself known is the ditop channel, consisting of a pair
of top quarks. As the top quark is much heavier than other potential final state particles, the ditop channel
has less data available, and due to the extra complication introduced by the electroweak decay of the top
quark before hadronization, the final channels are complicated. Nonetheless, analysis on this channel has
been done [575].
In beyond SM searches, the ditop channel is usually not very important. However, in the model being
considered in this Chapter, the top couples preferentially to the Z ′ boson, meaning it becomes important to
consider the ditop bounds and compare them against the theory. Ditop production rates for our leptophobic
tritophilic U(1)′ model in the standard approximation are presented in Table 6.9, for the usual range of 8
TeV, 13 TeV and 14 TeV.
The bounds reported in reference [575] are reproduced in Figure 6.3. From examining the data, it is clear
that the ditop bounds do not constrain the model. In fact, the ditop constraints remain less constraining
than the dijet constraints, not only due to the contribution of the unsuppressed bottom quark to the dijet
channel, but also because of the mixing induced coupling to SM hyperchanrge. The mixing induced couplings
are strong enough that when combined with the strong bounds reported in the dijet channel, the model can
be constrained much more than is currently possible for the ditop channel.
6.2.4 Invisible Higgs decay width constraints
The radiative symmetry breaking scenario was enabled by the introduction of a scalar electroweak singlet,
which broke the U(1)′ symmetry upon obtaining a vacuum expectation value. The singlet remains in the
model as a light scalar, with mass values as listed in Table 6.4 for the various scenarios. The singlet has some
phenomenological relevance, in that it opens a new potential decay channel for the SM Higgs boson. The
singlet is invisible, so this decay channel must be compared against the bounds on the invisible Higgs decay
width.
The decay proceeds through the three-point term in the scalar sector, which is made explicit in unitary
gauge
Lhss = λ2vh
2
S2h. (6.17)
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Figure 6.3: Bounds on vector resonances from cross section × branching ratio to the ditop channels.
Values above the line are excluded with 95% confidence. Figure originally published in reference [575].
A simple calculation using this interaction yields the singlet contribution to the Higgs decay width
Γh→ss =
λ22v
2
h
32pim2h
√
m2h − 4m2s. (6.18)
Comparing with the bounds plotted in Figures 13 and 14 of Chapter 5, it can be seen that the highly
suppressed interaction is orders of magnitude smaller than that required by the bounds near the singlet mass
determined by the model. We can conclude that the measured invisible Higgs decay width does not constrain
the singlet sector of the model in the slightest.
6.2.5 FCNC constraints
While meson mixing experiments have placed strong constraints [576, 577, 578, 579] on FCNCs that act
between the first two generations, the mass scale of the top has so far prevented even the LHC from placing
any bounds on the third generation [580, 581]. In our models, this is exacerbated by the high mass of the Z ′
and the small kinetic mixing angle. Bounds will likely be placed as more Run-II data is analyzed.
We provide a brief example of a comparison of our model to the constraints. Mixing of kaons (K0 − K¯0
mixing) involves kaon oscillations, which are governed by quark flavor mixing. Observation of kaon mixing
provides bounds limiting FCNCs between the first and third generations. More specifically [582], the difference
in charges Q′3 and Q
′
1 is approximately, in terms of the new gauge boson parameters,
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Table 6.10: Diboson cross section σpp→Z′→W+W− (units of fb)
MZ′
√
s = 8 TeV
√
s = 13 TeV
√
s = 14 TeV
1.9 TeV 0.013 0.058 0.069
3.4 TeV 9.15×10−5 1.62×10−3 2.19 ×10−3
6.8 TeV 7.50×10−13 4.90 ×10−7 1.22 ×10−6
g′ |Q′3 −Q′1| <
10−5mZ′
1GeV
(6.19)
which is satisfied for our model by an order of magnitude or so. Observations of the mixing of B0 − B¯0
impose weaker constraints [582].
6.2.6 Diboson prediction
One of the more interesting phenomenological signatures of Z ′ models that mix with the SM Z boson is the
diboson signature. A diboson event is one with the decay signature of two weak gauge bosons, either W+W−
or ZZ.
The diboson channel in our case is enabled by the mixing parameter. To calculate the cross section, we
employ the narrow resonance approximation, using the decay with of the Z ′ to W+W− of [583]
ΓZ′→W+W− =
g2mix
48pi
Y 2HmZ′ . (6.20)
The cross section for Z ′ mediated diboson production is then
σpp→W+W− ' σpp→Z′ × ΓZ′→W+W− (6.21)
using the approximation in Equation (6.16). The cross section values for the scenarios discussed are presented
in Table 6.10. Diboson bounds from LHC data are nowhere near these values yet, so these numbers cannot
provide any useful constraints. However, they are a prediction that the model is making, and since the
diboson signature is a commonly studied one, it is important to keep note of what might be observed. See
references [447, 584] for examples of the analysis of a potential diboson signal.
6.3 Dark matter phenomenology
Vector-portal models of dark matter have been explored in great depth [562, 585, 586, 587, 588, 589, 446, 590,
567, 591, 592, 586, 593, 562, 549, 594, 595, 471, 589, 569, 596, 597, 598, 599, 600, 601, 602], both in simplified
versions and as embeddings in larger theories. In particular, collider production signals of vector-portal dark
matter have been discussed in great detail in the literature [603, 604, 605, 567, 606, 607, 469, 473, 451, 608,
609]. The traditional vector-portal model of dark matter involves the extension of the SM gauge group by
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an Abelian gauge group U(1)′ and a dark matter particle charged under U(1)′. The U(1)′ gauge boson is
given a mass, by hand or through some symmetry breaking mechanism, and acts as a mediator between the
visible and dark sectors, exemplifying hidden sector dark matter [432].
As one of the dimension four portals, the vector portal has been studied in a wide variety of situations.
In fact, many realizations of the SUSY WIMP involved Z boson mediated interactions. The generic model
of vector-portal dark matter is a simplified model [610, 476, 473, 611, 470, 468] that attempts to describe
interactions with minimal number of new parameters required for a consistent quantum field theory. In this
Section we will describe our basic extension of the simplified vector-portal model.
Even outside of the context of dark matter, extensions of the SM involving U(1)′ gauge groups are
prevalent in the literature (for reviews, see [568, 448]). Extra U(1)′ gauge groups appear in a variety of
GUTs (E6, SO(10), SU(5) and others) [444, 445], in little Higgs models [612, 613, 614, 61], in theories with
extra dimensions [615, 616], and in string and brane inspired models [617]. They also appear in various
dynamical symmetry breaking scenarios [618]. One of the most popular minimal extensions of the SM is
the U(1)B−L model, where the quantity B − L is gauged. It should be noted that many U(1)′ models are
embedded in a theory that contains some kind of W ′ boson [447, 584, 619]. We do not consider models with
W ′ bosons here.
In this Section, we consider constraints from thermal production, from direct detection bounds and from
indirect detection each in turn. There are three potential dark matter candidates in the model. We do not
consider collider constraints on the dark matter sector, because collider constraints on the mediator (the
U(1)′ sector) are much stronger in general. Some of the results appearing here were discussed briefly in
reference [620].
6.3.1 Nuclear recoil cross sections for tritophilic vector-portal dark matter
As discussed in detail in Chapter 3, one of the primary search techniques for dark matter is direct detection,
where the recoil signatures of ambient dark matter scattering from detector nuclei are sought. To study these
processes and make meaningful predictions, the nuclear recoil cross sections must be known. For a model of
vector-portal dark matter with universal gauge couplings to all SM generations, such as is usually studied in
the literature, this is straightforward, and expressions for the cross sections are widely available [121].
The model that is discussed in this Chapter is not one with family universal couplings, however, and
this complicates things. Couplings to the first generation of quarks, which comprise the valence charge of
the nucleon, are highly suppressed with respect to the couplings to the third generation of quarks, which
appear in small amounts in the nucleon distribution. Moreover, couplings to the third generation of quarks
facilitate an effective coupling to gluons, which make up the majority of the nucleon binding energy. It is thus
important to weigh carefully each of these contributions to the effective interaction between the Z ′ boson
and a nucleon before making any claims about nuclear recoil cross section exclusion limits.
We use the results that first appeared in reference [547]. It is shown in the reference that the dominant
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contribution to a Z ′-nucleon interaction comes from the mixing-induced interaction with the light quarks,
at least for the hierarchy of couplings we are dealing with in this model. There are more wide-ranging
implications discussed in the reference, and in Appendix G, which provides a summary of the calculation in
reference [547].
Other approaches used by those few who have taken the effort to address this problem include the con-
struction of effective couplings using renormalization group improved couplings [596, 621, 622], and the
construction of a loop-order effective coupling between the gluon and the Z ′ [623]. The first of these alter-
natives is a well-constructed complementary approach that it would be interesting to compare to, especially
when considering the implications of the results presented in reference [547].
6.3.2 Scalar singlet dark matter
The first potential dark matter candidate to be considered in this model is the scalar singlet responsible for
breaking the U(1)′ symmetry. The singlet is a variant of Higgs-portal dark matter as discussed in Appendix
B and as used as an example model in previous Chapters. The properties of the scalar, including mass and
coupling to the Higgs, are determined by the boundary conditions of the renormalization group evolution
and appear in Table 6.4 for the three scenarios discussed. These values allow a preliminary analysis to be
made.
At a first glance, the case looks promising. The values of the Higgs-portal coupling are small enough that
the scalar is compatible with low mass bounds on nuclear recoil cross sections from CDMS [191]. The scalar is
charged under the U(1)′ gauge group and is therefore a complex singlet, not an absolutely stable real singlet,
as is the model discussed in Appendix B. However, the symmetry breaking pattern induces a mixing with
the SM Higgs boson, as discussed in Section 6.1.1. This mixing will open an invisible Higgs decay channel,
which has been discussed in Section 6.2.4, but it will also open a decay channel for the singlet. The singlet
will have a nonzero decay width, dominated by decays to charm quarks and tau leptons, given by
ΓS =
∑
f
Ncλ
2
2v
2
sm
2
f
m4h
√
1− 4m
2
f
m2S
(6.22)
where the sum is over all fermions that couple to the SM Higgs boson that satisfy the kinematic constraint
of mf < 2mS . The Higgs-portal coupling is λ2, and the scalar singlet vacuum expectation value is vs. There
will also be a subdominant contribution from the decay to a bottom quark and an off-shell W boson, similar
to the Higgs. However, unlike the Higgs, the W mass is larger than the singlet mass to such a degree that
the process is highly suppressed.
For the scenarios reported in Table 6.4, with masses mS = (20, 11.5, 6) GeV, the decay widths are
ΓS = (7.39 × 10−10, 5.21 × 10−11, 3.88 × 10−13) GeV. Transforming to seconds, the singlet lifetimes are,
respectively, τS = (8.90 × 10−16, 1.26 × 10−14, 1.70 × 10−12) s. These values are far less than the generally
accepted lifetime for unstable dark matter, which is on the scale of hundreds of millions of years. This short
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lifetime rules the singlet out as a dark matter candidate.
6.3.3 Neutrino dark matter
The second candidate in the model is the right handed neutrino νR, originally introduced to cancel new
perturbative gauge anomalies. It is charged under U(1)′ and, in the basic case presented in Section 6.1.2, has
a Majorana mass term generated by the breaking of the U(1)′ gauge symmetry. Like the scalar discussed
above, its mass and couplings are completely determined by the solutions to the renormalization group
equations. In the case where there is no Dirac mass term, and the seesaw mechanism has not been activated,
the neutrino is stable, and can in principle act as cold dark matter. For a detailed review of the phenomenology
of right handed neutrinos, see reference [91].
A general review of the many considerations required when dealing with vector-portal Majorana dark
matter appears in reference [624]. In our case, the neutrino behaves as more or less a standard hidden sector
Majorana fermion, coupling to the U(1)′ field through the covariant derivative in the usual way. It also
interacts with the scalar singlet which generates its mass.
Technically, the right handed neutrino is a dual-portal model of dark matter, as the scalar singlet can act
as a mediator to the SM sector as well. This interaction proceeds through scalar exchange, where the scalar
singlet mixes with the SM Higgs and so allows interactions with all SM particles that couple to the Higgs
field. The singlet-Higgs mixing angle is so small, however, that this contribution is suppressed by several
orders of magnitude when compared to the vector-portal interactions, even those induced by Z −Z ′ mixing.
Because of this suppression, we ignore the singlet as a mediator in our discussions of the phenomenology,
taking the model to be vector-portal only. Note also that a Majorana particle will have zero vector coupling
with a spin-1 boson, meaning V ′ν = 0, considerably simplifying some of the calculations in comparison to the
general Dirac fermion case. See also reference [625] for a very similar model to the one discussed here, with
a focus on the phenomenology of the neutrino dark matter.
Thermal constraints
In this section we review the thermal production process for our model and obtain constraints on the parame-
ter space. For a more detailed discussion of the subtleties involved in production mechanisms of vector-portal
dark matter, see [585]. Because we have constrained the coupling parameters of the theory by UV bound-
ary conditions and constraints in Appendix C, we are able instead to constrain the mass. This leads to a
fully constrained parameter space where only specific mass and coupling values satisfy the WIMP thermal
production scenario.
The current abundance of cold dark matter can be used to constrain the thermally averaged annihilation
cross sections of the dark matter particle. In principle, finding this relationship requires a full solution of the
Boltzmann equation describing the number density evolution of the thermal relic up to freeze–out, but in
practice a number of assumptions and approximations are made. This relationship can be used to constrain
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the unknown parameters of the model that enter the annihilation cross sections for a given abundance, usually
a coupling strength or mass for single–species dark matter. In our case, the various UV scenarios constrain
the coupling mediating the annihilation cross section, and so the abundance provides a constraint on the
mass of the dark matter particle. In fact, due to the behaviour of the cross sections, this becomes more of a
strong prediction.
We first compute the cross sections for an arbitrary center of mass energy s and then apply the thermal
averaging approximation from Chapter 2. Following Cline [588], we use the approximation T = mχ/20 for
the freeze–out temperature. We compare these thermally averaged annihilation cross sections to the value
of 〈σv〉 = 2.2× 0.7× 10−26 cm3/s obtained from Steigman [118]. The reference fully details the estimations
used when obtaining this number. The model they use is a simple toy case with minimal beyond SM content,
and the factor of 0.7 reflects the estimated effect of a further increase of the number of relativistic degrees of
freedom that our model requires beyond what they used. A more complete treatment of this issue requires
solving the Boltzmann equation for our model, and is left for future work, but we find this approximate
treatment adequate.
The key constraint is whether or not the Majorana neutrino dark matter is compatible with the abundance
constraints. We consider in this Section only the case where the Majorana neutrino dark matter is thermally
produced. Alternative production mechanisms [91] could change the results of this Section. It should be noted
that a threshold approximation for the annihilation cross section will not suffice here [588], as is occasionally
done in the literature, as off-threshold contributions contribute significantly.
The annihilation cross sections to fermions are [121]
σ(s) =
Nc
48pis
√
1− 4m2f/s
1− 4m2ν/s
A′2ν
(s−m2Z′)2 +m2Z′Γ2Z′
×
{
A′2f 4m
2
ν
[
m2f
(
7− 6s
m2Z′
+
3s2
m4Z′
)
− s
]
+A′2f s
(
s− 4m2f
)
+ V ′2f
(
2m2f + s
) (
s− 4m2ν
)}
(6.23)
where s is the center of mass energy squared of the interaction, A′ and V ′ are the generalized couplings, and
mi are masses. Fermions have Nc colors, and the Z
′ boson has a decay width of ΓZ′ .
The velocity-weighted annihilation cross section to the Z ′Z ′ final state is [588]
σv =
g′4
128pim2ν
(
Q0Q1 −Q2Q3Ql
Qdy3/2
√
y − 1
)
(6.24)
where y = s/4m2ν , R = mZ′/mν , RS = mS/mν and the Qi are
Q0 = 16
√
y − 1
√
y −R2(2y −R2),
Q1 = 16(1− y)(−4R2 +R4 + 4y)(3R4 − 4yR2 + 4y2)
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Figure 6.4: The thermal annihilation cross section for Majorana dark matter interacting with a Z ′
boson of mass 1.9 TeV as a function of dark matter mass, plotted alongside the cross section required
to reproduce the observed thermal abundance as computed in reference [118].
−8(R2S − 4y)(−4R2 +R4 + 4y)(R4 − 2yR2 + 4y2)
−(R2S − 4y)2
[−R8 + 2R4(R2 + y)8(R4 − 4yR2 + 2y2)] ,
Q2 = 2(4y −R2S)(−4R2 +R4 + 4y),
Q3 = 8(R
2 − 2y)(−4R4 +R6 + 8yR2 − 8y2)
+(R2S − 4y)
[
16y(y −R2) + 4R2(R2 − y)(R2 + 4y)−R4(R4 + 4y2)] ,
Ql = ln

(
R2 − 2(y +√y − 1
√
y −R2)
)4
(−4R2 +R4 + 4y)2
 ,
Qd = R
4(R2 − 2y)(R2S − 4y)2(−4R2 +R4 + 4y). (6.25)
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Figure 6.5: The thermal annihilation cross section for Majorana dark matter interacting with a Z ′
boson of mass 3.4 TeV as a function of dark matter mass, plotted alongside the cross section required
to reproduce the observed thermal abundance as computed in reference [118].
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Figure 6.6: The thermal annihilation cross section for Majorana dark matter interacting with a Z ′
boson of mass 6.8 TeV as a function of dark matter mass, plotted alongside the cross section required
to reproduce the observed thermal abundance as computed in reference [118].
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In Figures 6.4, 6.5 and 6.6, the thermal averages of these cross sections have been summed and plotted as
a function of neutrino mass mν . Included is the abundance required annihilation cross section from reference
[118]. The thermally allowed values occur where the lines cross.
From these figures it can be seen that the required masses for the neutrinos to make up thermal dark
matter are far below the masses required by the symmetry breaking scenario, which appear in Table 6.4. The
abundance of the neutrinos can be manipulated by allowing a Yukawa coupling to the Higgs, which generates
a Dirac mass term and enables annihilation through the Higgs portal as well as mixing with SM neutrinos.
The neutrino mixing allows non-resonant thermal production of the neutrino dark matter. However, this
mechanism will generally make the neutrino abundance too large without fine some fine tuning, as well as
allowing dark matter decay, which introducing a whole new set of concerns. There are also several other
production mechanisms for neutrino dark matter that have been considered that rely on exotic effects, such
as couplings to gravitational scalars.
As the neutrino dark matter allowed by this model does not match the basic thermal production scenario,
we refrain from considering it any further.
6.3.4 Dirac dark matter
As discussed in Section 6.1, the model admits a dark sector charged under the U(1)′ gauge group. The dark
sector could in principle be very large and contain any number of new particle species, we consider only the
simple case of a Dirac fermion, primarily to test whether the phenomenology is at all interesting.
The dark matter particle χ is charged under U(1)′ with a charge of unity and has no SM charge. In this
preliminary case, we set the Yukawa coupling to the scalar S to zero, though this is in general unnatural.
We also insert the Dirac mass term by hand, appealing to UV physics for a mass generation mechanism. As
the χ is vectorlike under all gauge groups, including the U(1)′ group, such a mass term violates no gauge
symmetries and so is allowed.
The model as presented is an example of generic vector-portal dark matter. These models are very well
studied, but usually the U(1)′ gauge parameter is an unconstrained degree of freedom. In our case, U(1)′
gauge parameter and the mixing parameter are fixed by the renormalization group analysis, leading to a very
interesting and powerful reduction of the parameter space. The dark matter sector of this project was in
part an attempt to determine how useful RNG techniques with theoretically motivated boundary conditions
could be as an additional constraint on simple dark matter models.
That this model is somewhat of a toy becomes apparent when considering the mass term of the Dirac
dark matter and its origin. Technically, the mass term is assumed small enough that any breaking of the
conformal symmetry is considered to be ‘soft’, in the context discussed in Appendix C. A proper treatment
would require specification of the mass generation mechanism, at least through some effective means, and
inclusion of a contribution to the renormalization group equations.
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Thermal Constraints
As the Dirac dark matter does not have a mass constrained by the model as the neutrino dark matter does,
we expect that the thermal abundance condition can be used to derive meaningful constraints on the model.
This is done in the usual way, by calculating the thermal annihilation cross sections and comparing them
against the expected cross section as calculated from the observed abundance.
The dark matter fermion can annihilate through a number of channels, most enabled through mixing
between the Higgs and singlet or between the Z and Z ′ gauge bosons. We argue that most of these contri-
butions are subdominant and only very few cross sections need to be considered. The tree level annihilation
channels are (all s-channel, except for the annihilations directly to U(1) gauge bosons, which proceed through
the u and t-channels).
χχ¯→ Z,Z ′ → ff¯
χχ¯→ Z,Z ′ → νRνR
χχ¯→ ZZ,ZZ ′, Z ′Z ′
χχ¯→ Z,Z ′ →WW
χχ¯→ Z,Z ′ → Zh,Z ′h, ZS,Z ′S (6.26)
At this time, we ignore any possible loop-order channels, though they might in fact be larger than some of
the mixing induced channels listed here.
Anything involving a Z in an intermediate or final state is suppressed by the Z − Z ′ mixing, which is
very small with our mass hierarchy, and so we neglect the Z-channel contributions. Most of the processes
with final state scalars are suppressed by the Higgs–portal mixing, which is constrained to be very small by
the Z ′ mass scale, so contributions with scalar final states are also neglected. It should be noted that since
the Higgs has nonzero hypercharge, the χχ¯ → Z ′ → Z ′h channel may be nonnegligible for larger values of
gmix (approaching unity), but our values are much smaller. The only potential scalar final state contribution
is from χχ¯ → Z ′ → Z ′S, but it is highly suppressed near threshold due to kinematic effects and further
suppressed by powers of the singlet vacuum expectation value in the denominator.
Annihilation to leptons is naturally suppressed due to the ‘leptophobic’ nature of the model. The neutrino
channel is a bit of a special case. The branching ratio for the decay Z ′ → νRνR is small but nonnegligible,
which leads us to suspect that this annihilation channel may be important. In fact, we have taken the
right-handed neutrino sector to be Majorana, meaning the neutrinos are required to have a purely axial
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coupling with the Z ′. However, despite the relative size of the cross section, annihilation to neutrinos does
not contribute to the thermal relic abundance calculations. Since we have arbitrarily chosen the dark fermion
χ to have a purely vector coupling, the annihilation channel to neutrinos has an amplitude of zero at leading
order.
The mass of the dark fermion is not generated by any symmetry breaking mechanism, so it does not
require Yukawa couplings to any scalar fields. This means there are no scalar-mediated annihilation channels
in this basic case.
There are thus two annihilation channels to consider:
χχ¯→ qq¯, (6.27)
χχ¯→ Z ′Z ′. (6.28)
The relativistic annihilation cross section for the process χχ¯ → Z ′ → ff¯ is given by [121] (note that in our
case A′χ = 0, simplifying the cross section considerably)
σ(s) =
Nc
12pis
√
1− 4m2f/s
1− 4m2χ/s
1
(s−m2Z′)2 +m2Z′Γ2Z′
×
{
A′2f A
′2
χ 4m
2
χ
[
m2f
(
7− 6s
m2Z′
+
3s2
m4Z′
)
− s
]
+A′2f A
′2
χ s
(
s− 4m2f
)
+A′2f v
′2
χ
(
s− 4m2f
) (
2m2χ + s
)
+ V ′2f
(
2m2f + s
) [
A′2χ
(
s− 4m2χ
)
+ V ′2χ
(
2m2χ + s
)]}
(6.29)
The annihilation cross sections to the Z ′ are [588]
σv =
g′4
128pim2χ
(
Q0Q1 −Q2Q3Ql
Qdy3/2
√
y − 1
)
(6.30)
where y = s/4m2χ, R = mZ′/mχ, and the Qi are
Q0 = 16
√
y − 1
√
y −R2(2y −R2),
Q1 = 2 +R
4 + 2y,
Q2 = −4R2 +R4 + 4y,
Q3 = 2
(−2− 2R2 +R4 + 4y + 4y2) ,
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Figure 6.7: The thermal annihilation cross section for Dirac dark matter interacting with a Z ′ boson
of mass 1.9 TeV as a function of dark matter mass, plotted alongside the cross section required to
reproduce the observed thermal abundance as computed in reference [118].
Ql = ln

(
R2 − 2(y +√y − 1
√
y −R2)
)4
(−4R2 +R4 + 4y)2
 ,
Qd = (R
2 − 2y)(−4R2 +R4 + 4y). (6.31)
The basic procedure for the comparison with the required thermal abundance is as described in the
discussion of Majorana dark matter in the previous Section. The results of our comparisons are illustrated
in Figures 6.7, 6.8 and 6.9.
From Figures 6.7, 6.8 and 6.9, it is obvious that the Z ′ mass resonance in the annihilation cross section
to fermions plays a crucial role in allowing the cross sections of the model to reach the required values.
Thermally allowed masses for the model as described are thus limited to two values for each scenario, near
mχ = mZ′/2. There would be a similar resonance near half the Z mass, near 45 GeV, but it would be much
too weak to match the thermal abundance [447]. It should be noted that these results assume that 100%
of the observed abundance is accounted for by this vector-portal Dirac dark matter, which is not strictly
necessary [588]. We nonetheless in the interests of simplicity assume that the χ makes up all of the observed
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Figure 6.8: The thermal annihilation cross section for Dirac dark matter interacting with a Z ′ boson
of mass 3.4 TeV as a function of dark matter mass, plotted alongside the cross section required to
reproduce the observed thermal abundance as computed in reference [118].
208
Figure 6.9: The thermal annihilation cross section for Dirac dark matter interacting with a Z ′ boson
of mass 6.8 TeV as a function of dark matter mass, plotted alongside the cross section required to
reproduce the observed thermal abundance as computed in reference [118].
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Table 6.11: Thermally constrained dark matter masses
MZ′(TeV ) mχ1 (TeV) mχ2 (TeV)
1.9 TeV 0.772 1.015
3.4 TeV 1.454 1.717
6.8 TeV 3.015 3.398
Table 6.12: Z ′ decay widths for thermally constrained dark matter masses
MZ′(TeV ) ΓZ′→χχ(1) (GeV) ΓZ′→χχ(2) (GeV)
1.9 TeV 1.27 0
3.4 TeV 0.64 0
6.8 TeV 0.29 0.023
dark matter. It would be an interesting extension of the work to match thermal masses to fractions of the
observed abundance.
The thermally allowed masses for Dirac fermionic dark matter are presented in Table 6.11 in units of
TeV, with an accuracy in the tens of GeV (due primarily to the resolution of the mass grid the cross section
calculation was done over).
Now, using Equation (6.12), we can compute the contribution to the Z ′ decay width from the dark matter
fermions with these masses, presented in Table 6.12. These values are important phenomenologically, as they
can have significant effects on the annihilation cross sections.
These decay widths are large compared to the SM decay widths of the Z ′ boson, but are small enough in
comparison to mZ′ that the narrow resonance approximation remains valid, leaving our collider phenomenol-
ogy analysis accurate. Note as well that while the first two scenarios do not kinematically allow decay of an
on-shell Z ′ to the larger of the two thermally allowable dark matter masses, the last scenario does, albeit
highly suppressed. This fact has implications for the discussion of photon annihilation signals that will appear
in Section 6.3.4.
Direct detection constraints
The strongest constraints on conventional WIMP dark matter models come from the bounds provided by
nuclear recoil direct detection experiments as discussed in Chapter 3. For vector-portal dark matter models
such as the one considered in this Chapter, the spin-1 mediator instigates contributions to the total nuclear
recoil cross section from a number of different spin operators. A general overview of these operators appears
in reference [586], and though many of them contribute, we are able to argue that most of them can be
neglected.
For a general vector mediated interaction between two fermions, where both fermions have both vector
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Table 6.13: Nuclear recoil cross sections for thermally constrained dark matter masses
MZ′(TeV ) ΓZ′→χχ(1) (cm2) ΓZ′→χχ(2) (cm2)
1.9 TeV 3.832 ×10−45 3.834 ×10−45
3.4 TeV 3.463 ×10−47 3.464 ×10−47
6.8 TeV 1.238 ×10−49 1.238 ×10−49
and axial couplings to the mediator, the four spin operators are:
(q¯γµq) (χ¯γµχ) , (6.32)
(q¯γµq) (χ¯γµγ5χ) , (6.33)
(q¯γµγ5q) (χ¯γµχ) , (6.34)
and
(q¯γµγ5q) (χ¯γµγ5χ) . (6.35)
Of these, we can immediately discount the second and fourth, as we have chosen the dark fermion χ to
have only vector couplings to the Z ′. This leaves the first and the third, which respectively generate a
spin-independent contribution and a spin-dependent contribution to the cross section. In a comparison of
the generic operators, the vector-vector interaction (6.32) dominates, with the axial-axial interaction (6.35)
suppressed by spin factors and the axial-vector (6.34) and vector-axial (6.33) interactions suppressed by both
spin factors and relative velocity. Given this relative cross section hierarchy, as well as the fact that spin
independent bounds are much more constraining than spin dependent bounds, we consider only the spin
independent vector-vector contribution, proportional to the operator in Equation (6.32).
The nonrelativistic nuclear recoil scattering cross section for vector-portal dark matter can thus be ap-
proximated as the spin-independent contribution, which is [588]:
σ =
m2Nm
2
χV
′2
N
[m4Z′ +m
2
Z′Γ
2
Z′ ] [mN +mχ]
2 .
It can be seen that the cross section is more or less independent of dark matter mass. This is because the
factor of m4Z′ in the denominator dominates the cross section, leaving it roughly constant in mχ.
Values of this cross section for the thermally allowed masses are presented in Table 6.13. From comparisons
against the bounds presented and referenced in Chapter 3, we can see that the case of dark matter mediated
by a 1.9 TeV Z ′ is ruled out by XENON1T and other experiments. This case is already inconsistent with
dilepton bounds on massive mediators, so no new information is gained. The case of dark matter mediated by
a 3.4 TeV Z ′ is not yet constrained by XENON1T [626], though it may be ruled out by the future experiments
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discussed in Chapter 3. This case is, for now, still viable. The case of dark matter mediated by a 6.8 TeV
Z ′ produces direct detection cross sections that are well below the neutrino floor [233], which means that
until new techniques are developed to penetrate that background, direct detection experiments cannot say
anything about that scenario.
Indirect detection constraints
In this section, we discuss the potential signals of our vector-portal model and the bounds that can be placed
on the model from the nonobservation of a gamma ray signal
We consider first the potential for a monochromatic photon line from the annihilation of the Dirac dark
matter particle, as such a signal provides the cleanest bounds. The annihilation proceeds through fermion
loops and an intermediate Z ′. Evaluation of this cross section is complicated by the intricate couplings of
the fermions to the vector mediator. Nonetheless, the result is available in the literature. The annihilation
cross section is [627]
σv =
∣∣∣∣∣∣
∑
f
(
m2χA
f
7 (s)−
1
2
Af1 (s)
)∣∣∣∣∣∣
2 (
Q′χL −Q′χR
)2
g′2m2χ
4pim2Z′ (m
2
Z′ + Γ
2
Z′)
. (6.36)
The internal functions are
Af1 (s) =
e2Q2fg
′A′fN
f
c
4pi2
[
3 + Λ (s,mf ,mf ) + 2m
2
fC0 (0, 0, s,mf ,mf ,mf )
]
(6.37)
and
Af7 (s) =
e2Q2fg
′A′fN
f
c
2pi2s
[2 + Λ (s,mf ,mf )] , (6.38)
where Q and Q′ are the electromagnetic and U(1)′ charges of the indexed particle, A′ is the generalized axial
charge, e is the unit electric charge, Nc is the number of colors of a fermion, g
′ is the U(1)′ gauge coupling,
and m is a mass. The loop functions are
Λ(s,m,m) =
√
1− 4m
2
s
ln
 2m2
2m2 − s
(
1 +
√
1− 4m2s
)
 (6.39)
and
C0 (0, 0, s,m,m,m) =
1
2s
ln2

√
1− 4m2s − 1√
1− 4m2s + 1
 . (6.40)
The Landau-Yang Theorem [628, 629] is a statement of conservation of angular momentum in the inter-
actions of spin-1 particles. It essentially states that, in the vacuum, a spin-1 particle cannot annihilate into
two spin-1 particles. This has obvious implications for the annihilation to γγ, as the Theorem will apply
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near the resonance of mχ = mZ′/2, strongly suppressing the annihilation cross section to a pair of photons.
This is also the region where the thermal constraints allow the mass of the dark matter particle to reside,
meaning that a photon pair line signal of annihilating dark matter is almost useless for our model of fermionic
vector-portal dark matter. Of the monochromatic lines, the γZ channel becomes dominant (in fact there is
an enhancement near the pole [630]). Moreover, the factor
(
Q′χL −Q′χR
)
makes the cross section zero in any
case for our arbitrarily chosen case of vector charged dark matter.
As monochromatic line searches are suboptimal for this model of dark matter, and the mass scales involved
are far too high for any explanation of the galactic core excess to be reasonable (though it has been considered
in the context of similar models [446]), we consider flux comparisons to the Fermi dSph galaxy observations
as discussed in Chapter 4. The dwarf galaxies are chosen from the selection suggested in reference [325],
which probe the conventional WIMP cross section value for a variety of masses, and are the three considered
in the Higgs-portal scalar example in Chapter 4 as well.
The basic visual analysis we do here is essentially the same as what was done in Chapter 4, comparing the
predicted flux against the flux reported by Fermi in [316]. In the absence of any potential signal, we simply
consider whether or not the observed flux is smaller than the predicted flux for a given scenario. If it is, we
consider the scenario in question to be in conflict with the observations. This analysis is not particularly
rigorous, but does generate some useful conclusions. The Figures in question are Figures 6.10 -6.18.
It should be noted that the discrepancies between the mass values, which are quite significant in the third
scenario, are due to differences in the Z ′ decay width to dark matter, recorded in Table 6.12. These results
are conservative because they include only contributions from the fermionic SM final states. There are also
subdominant contributions from the annihilations to Z ′ final states for some of these mass values. The Z ′
would then decay into SM and dark particles, resulting in a cascade of photonic contributions to the final
state flux. Final states involving scalars would also contribute to this cascade.
From our basic visual analysis, the scenario with annihilating dark matter mediated by a 1.9 TeV Z ′ boson
is ruled out by the observations of all three dwarfs. However, we have found that this scenario is inconsistent
with both dilepton and direct detection bounds. The second scenario, with a 3.4 TeV Z ′, is also inconsistent
with these observations, though the smaller mass value of the thermally allowed pair produces a photon flux
only slightly over what is observed. The third scenario, with a Z ′ mass of 6.8 TeV is more ambiguous. The
larger mass value is certainly not consistent with the observations, mostly due to the reduced decay width
of the Z ′ to dark matter, but the smaller mass value of 3015 GeV is only inconsistent with the low energy
region of the flux. There is tension, but this case is worth further consideration in the future.
For the model in general, the 1.9 TeV Z ′ scenario is strongly disfavored by multiple observations, while
there are some conflicts with Fermi dwarf observations for the other two scenarios, though the one with a 6.8
TeV Z ′ has much less tension. Regardless, the gamma ray sector provides the greatest hurdle to the model,
mostly because the tritophilia of the model provides no suppression of a photon annihilation signal, unlike
in collider experiments and direct detection. In fact, one might expect that for a model like this, the gamma
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Figure 6.10: The predicted energy scaled photon flux for the annihilation of thermally constrained
Dirac dark matter of two different masses interacting with a Z ′ boson of mass 1.9 TeV as a function of
photon energy in MeV, plotted on a double logarithmic scale alongside the energy scaled flux observed
from the dwarf galaxy Segue 1 as reported in reference [316].
ray signal would be the first sign of dark matter.
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Figure 6.11: The predicted energy scaled photon flux for the annihilation of thermally constrained
Dirac dark matter of two different masses interacting with a Z ′ boson of mass 1.9 TeV as a function of
photon energy in MeV, plotted on a double logarithmic scale alongside the energy scaled flux observed
from the dwarf galaxy Leo II as reported in reference [316].
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Figure 6.12: The predicted energy scaled photon flux for the annihilation of thermally constrained
Dirac dark matter of two different masses interacting with a Z ′ boson of mass 1.9 TeV as a function of
photon energy in MeV, plotted on a double logarithmic scale alongside the energy scaled flux observed
from the dwarf galaxy Draco as reported in reference [316].
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Figure 6.13: The predicted energy scaled photon flux for the annihilation of thermally constrained
Dirac dark matter of two different masses interacting with a Z ′ boson of mass 3.4 TeV as a function of
photon energy in MeV, plotted on a double logarithmic scale alongside the energy scaled flux observed
from the dwarf galaxy Segue 1 as reported in reference [316].
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Figure 6.14: The predicted energy scaled photon flux for the annihilation of thermally constrained
Dirac dark matter of two different masses interacting with a Z ′ boson of mass 3.4 TeV as a function of
photon energy in MeV, plotted on a double logarithmic scale alongside the energy scaled flux observed
from the dwarf galaxy Leo II as reported in reference [316].
218
Figure 6.15: The predicted energy scaled photon flux for the annihilation of thermally constrained
Dirac dark matter of two different masses interacting with a Z ′ boson of mass 3.4 TeV as a function of
photon energy in MeV, plotted on a double logarithmic scale alongside the energy scaled flux observed
from the dwarf galaxy Draco as reported in reference [316].
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Figure 6.16: The predicted energy scaled photon flux for the annihilation of thermally constrained
Dirac dark matter of two different masses interacting with a Z ′ boson of mass 6.8 TeV as a function of
photon energy in MeV, plotted on a double logarithmic scale alongside the energy scaled flux observed
from the dwarf galaxy Segue 1 as reported in reference [316].
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Figure 6.17: The predicted energy scaled photon flux for the annihilation of thermally constrained
Dirac dark matter of two different masses interacting with a Z ′ boson of mass 6.8 TeV as a function of
photon energy in MeV, plotted on a double logarithmic scale alongside the energy scaled flux observed
from the dwarf galaxy Leo II as reported in reference [316].
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Figure 6.18: The predicted energy scaled photon flux for the annihilation of thermally constrained
Dirac dark matter of two different masses interacting with a Z ′ boson of mass 6.8 TeV as a function of
photon energy in MeV, plotted on a double logarithmic scale alongside the energy scaled flux observed
from the dwarf galaxy Draco as reported in reference [316].
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Chapter 7
Closing remarks
These concluding remarks bring to an end the main body of this thesis. They summarize the work that
has been presented here, as well as providing some points to consider for future work in this area.
Chapters 2-5 provided an exposition of a variety of standard techniques in particle dark matter phe-
nomenology, including the calculation of thermal abundances (Chapter 2), direct detection (Chapter 3),
indirect detection through gamma rays (Chapter 4), and detection in particle colliders (Chapter 5). Within
each Chapter, the techniques were applied to the simple example of scalar Higgs-portal dark matter. These
Higgs-portal studies were drawn from references [631, 240, 239, 515] as well as being work that appeared for
the first time in this thesis.
While the basic Higgs-portal model of particle dark matter is compelling due to its simplicity, it is
necessary to admit that the model as presented is losing explanitory power regarding the dark matter problem.
While high mass regions are still viable and will remain safe from direct detection experiments for some time,
the mass hierarchy of superheavy dark matter warrants some theroretical explanation. There are many
extensions of the basic model, even simple ones, that may yet be viable, including embeddings of the model
into highe theories, similar to Chapter 6, as well as extensions in the scalar sector, with additional Higgs-type
bosons.
Chapter 6 was the exploration of a specififc model of beyond SM particle physics that admitted several
different models of particle dark matter. The model itself was a variant of the U(1)′ extended SM constructed
from theoretical considerations, as outlined in Appendix C, and those theoretical considerations allowed the
solution of the renormalization group equations which provided values for couplings and masses that could
be used to make phenomenological calculations. Two of the possible particle dark matter models proved to
be inconsistent with observed constraints on dark matter when the values obtained form the renormalization
group equations were applied, but the third case remains viable. The final model is a Dirac fermion charged
under the new gauge group that acts as vector-portal dark matter, communicating with the SM through the
exchange of the mediator of the new gauge group. Collider constraints place limits on the properties of the
mediator, and thermal abundance constraints for dark matter, combined with the theroretical constraints
from the renormalization group equations restrict the parameter space down to a handful of points. This
is one of the more interesting aspects of the model, that theoretical boundary conditions at extremely high
energies can be used to constrain phenomenological models to such an extent. These possible parameter
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sets are compared against dark matter direct and indirect detection exclusion limits, with the result that
the lower mediator mass scenarios are inconsistent with observations, and that tensions exist between the
observations and the predictions of the higher mediator mass scenarios. There is a signifiacant amount
of work that could be done with this model in the future, both on the phenomenological side and on the
theoretical side. For instance, the neutrino sector of the model could be examined in more detail, with
alternate production mechanisms explored to avoid the constraint imposed by basic thermal production.
Introduction of a Dirac mass term and activation of the seesaw effect would open more phenomenological
doors, and allow an approach parallel to the one taken in Chapter 6. As well, the collider phenomenology of
the model could be explored in greater depth, including the phenomenology at lepton colliders (important
for Z ′ models in particular), and the expected signatures of the various possible dark matter sectors. Certain
aspects of the theoretical side are already being explored [632, 633, 634], and there are many other interesting
ideas waiting.
Also discussed briefly in Chapter 6 and in more depth in Appendix G is the low energy form of the
interaction between the nucleon and a tritophilic (interacting with only the third SM generation) Z ′ boson.
Appendix G is a summary of the work presented in reference [547], and the results of that reference are
applied to the model of Chapter 6. The conclusions of reference [547] have implications that warrant further
consideration. In particular, these results are important because they demonstrate that many of the standard
beyond SM models that appear in the literature, those relying on ‘phobias’, couplings that are indentically, but
arbitrarily, zero, are not consistent. Quantum mixing effects will generate a small but phenomenologically
relevant interaction which is enough to impose bounds on many of these models, as is illustrated by the
dilepton constraints on the model discussed in Chapter 6. There is work to be done in probing exactly where
these models begin to fail, and what symmetries can be imposed to preserve these ‘phobias’.
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Appendix A
Physical Constants and Units
This Appendix provides for convenience a description and tabulation of the units used throughout the
majority of the thesis (natural units) and some of the physical constants that have been used in calculations.
Many of the results of the thesis are presented in natural units, with ~ = c = 1. In this system, all
quantities of relevance can be written in terms of some power of energy, which is typically in units of eV
(electron volts) in particle physics. As the eV is a very small quantity compared to many physical scales
of interest, keV (103 eV), MeV (106 eV), GeV (109 eV), and TeV (1012 eV) are all frequently used. For
reference, the mass of the electron is 0.511 MeV and the mass of the proton is 938 MeV. Particle masses are
exclusively written in units of energy (MeV/c2 or GeV/c2 or TeV/c2), and because we work in natural units
where c2 = 1, the denominator is omitted for brevity. So, for example, the mass of the electron is stated to
be 0.511 MeV.
In Table A.1 is a list of various quantities in natural units, including both the canonical mass dimension
and their dimension in units of eV. Table A.2 includes a list of some useful quantities in the SI system
and in natural units. These conversion factors have been used implicitly throughout the thesis, within the
calculations and in the generation of the figures.
As particle astrophysics is a field that also requires the study of astronomical phenomena, the use of
standard astronomical constants is required. Certain of such constants are presented here in Table A.3.
These astronomical constants are presented in SI units, and that is generally how they are used throughout
the thesis.
Table A.1: Quantities in natural units
Quantity Scaling Natural unit Canonical dimension
time t t/~ eV−1 -1
length l l/(~c) eV−1 -1
energy E E eV 1
momentum p pc eV 1
angular momentum L L/~ dimensionless 0
mass m mc2 eV 1
area A A/(~c)2 eV−2 -2
electric charge e2 α = e2/4pi0~c dimensionless 0
velocity v v/c dimensionless 0
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Table A.2: Useful conversion factors
Quantity (SI units) Value (Natural units)
~ = 1.054 ×10−34 J s 6.582 ×10−22 MeV s
~c 0.197 326 GeV fm
~2c2 0.389 379 GeV2 mb = 0.389 379 ×10−27 GeV2 cm2
(1.16733/ ~2c) ×10−17 cm3/s GeV−2
k = 1.380 ×10−23 J/K 8.617 342 ×10−5 eV/K
0.1975 fm 1 GeV−1
6.59 ×10−25 s 1 GeV−1
Table A.3: Astronomical constants
Msun 1.989× 1030 kg
parsec pc 3.0857× 1016 m
light year ly 9.4607× 1015 m
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Appendix B
Higgs-portal Dark Matter
B.1 Introduction and literature review
The primary demonstrative model that is used in this thesis is minimal Higgs-portal scalar dark matter.
The Higgs portal is the prototypical example of a scalar portal to a hidden sector. The model is useful for
demonstrating the basic techniques of dark matter phenomenology because it is a complete QFT that contains
minimal beyond SM particle content. The most minimal version of the model introduces three new degrees
of freedom: a mass and two coupling parameters. At the classical level, it is a scalar-Yukawa theory, which
allows for relatively simple calculations, and yet it is sophisticated enough to allow discussion of all the main
channels of dark matter detection, as well as detailed calculations of thermal relic abundance constraints.
This model is used as an example to illustrate the material in Chapters 2, 3, 4, and 5. This approach was
chosen because the model is complete enough to illustrate each of the techniques discussed while still being
simple enough to allow the presentation to avoid being bogged down in model-specific technical issues.
We briefly review the history of the model and trace its appearances in the literature. We have attempted
to be exhaustive in this discussion, but we will no doubt have failed. Higgs-portal dark matter has exploded
in popularity in the last decade as a minimal test case, and there are now hundreds of articles that mention
it. It would be very difficult to reference them all. Nonetheless, the important papers are included here.
The model was originally proposed by Silveira and Zee in 1985 [635], when the dark matter problem had
only recently caught the attention of particle physicists. Their basic construction has lasted more or less
unchanged to the present as the minimal example of Higgs-portal dark matter. The next appearance in the
literature was in an article by McDonald in the early nineties [636], which explored in detail the thermal
abundance requirements of the model. It was here that the complex singlet variant was introduced. Another
article using the same model but focusing more on baryogenesis was also published [637].
After these discussions, there was little activity until around the turn of the millenium, when the first
generation of direct detection experiments began to come online. There were then several articles discussing
the direct detection prospects of the model, as well as some more theoretical concerns [638, 639, 640, 641].
These basic treatments continued into the early 2000s [642], with an important discussion of the effect of the
model on the stability of the Higgs potential in [643]. It was around this time that the term ‘Higgs-portal’
was coined [433].
Into the second generation of direct detection experiments, and when the community began to seriously
study the potential signatures of annihilating dark matter, the model began to gain more interest. This
is likely a consequence of the basic supersymmetric WIMP not having been observed in direct detection
experiments. The first serious discussion of possible production of Higgs-portal dark matter at a particle
collider was by Barger and collaborators [517, 528]. Detailed treatments of the indirect detection prospects
also appeared in the last few years of the decade [260, 341, 372].
Leading up to and immediately after the discovery of the Higgs boson at the LHC in 2012 [1, 2], there
were a number of articles dealing with all aspects of the model [644, 239, 241]. Several extensions of the basic
model to include other features were considered [645, 646], as well as direct detection and collider detection
possibilities [529, 530, 531, 532, 533, 239, 647, 648, 516, 649, 256]. Vector variants of the model have also
been considered [650, 651].
As Run I of the LHC began to wind down and the intensive data analysis began, the collider community
began to explore the so-called ‘simplified models,’ as discussed in Chapter 5. The Higgs-portal model is an
almost archetypal example of a scalar-portal simplified model, and recieved a great deal of attention from
the collider physics community in that context [470], as well as periodic updates as more data was analyzed
[652, 653, 330, 654, 515, 535, 655, 656, 657, 658, 659, 660, 661]. Also explored were ties to cosmology [662],
and attempted explanations of a variety of new cosmic ray phenomena [663, 314, 631]. Renormalization
group improvements of the model have also been considered [543, 664, 665], as have strongly self-interacting
variants [666, 667].
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Currently, the model hovers on the edge of viability [240, 656]. In the low mass range, it is ruled out by
direct detection experiments for thermally constrained values of the coupling parameter [668, 656].
B.2 Particle Physics Model
In minimal Higgs-portal dark matter models, the dark matter particle can be a scalar (S), a fermion (χ), or a
vector (V ). We will discuss only the scalar case as it is generally all that is required to illustrate a technique.
The Lagrangian for this theory prior to electroweak symmetry breaking is
LS = LSM − 1
2
∂µS∂µS − 1
2
m2SS
2 − λS
4
S4 − ηS
2
S2H†H. (B.1)
The SM Lagrangian is LSM , and the SM Higgs doublet is H. The dark field S is a SM singlet, uncharged
under all SM gauge groups and having tree level interactions with only the SM Higgs field. The singlet
self-interaction couplings are denoted λS , and the Higgs-singlet couplings are ηS .
We note the presence of explicit mass terms for the singlet fields. There is no symmetry that would be
violated by the inclusion of these terms, so they must be included. The reader is welcome to consider the
models presented here effective theories, with the singlet mass terms generated by new physics at some higher
energy scale.
Following electroweak symmetry breaking, and after a transformation to unitary gauge, the Lagrangians
can be written in terms of the physical Higgs scalar h and the vacuum expectation value of the Higgs field
vh. These can be further simplified by including the Higgs contributions to the singlet masses through a
relabelling
m2S = m
2
S0 + ηSv
2
h/2 (B.2)
This yields a Lagrangian suited for phenomenological calculations:
LS = LSM − 1
2
∂µS∂µS − 1
2
m2SS
2 − λS
4
S4 − ηSvh
2
S2h− ηS
4
S2h2. (B.3)
B.3 Cross Sections
This Section includes the annihilation cross sections for scalar Higgs-portal dark matter for convenience,
though they also appear in the literature [631, 260]. The cross sections are
σSS→hh =
η2S
32pi
√
k2 +m2S −m2h
k (k2 +m2S)
(
2k2 +m2S +m
2
h
)2
(4k2 + 4m2S −m2h)2 +m2hΓ2h
, (B.4)
σSS→ff¯ =
η2SNC
8pi
(
k2 +m2S −m2f
)3/2
k (k2 +m2S)
m2f
(4k2 + 4m2S −m2h)2 +m2hΓ2h
, (B.5)
σSS→ZZ,WW =
η2S
16pi(1 + δZ)
√
k2 +m2S −m2Z,W
k (k2 +m2S)
[
2m4Z,W +
(
m2Z,W − 2k2 − 2m2S
)2]
(4k2 + 4m2S −m2h)2 +m2hΓ2h
, (B.6)
The nonrelativistic velocity-averaged annihilation cross sections are obtained by multiplying the above
cross sections with 2k/
√
k2 +m2S and taking the limit k → 0. The resulting expressions, which are used for
calculation of the photon spectra in Chapter 4, are
vσSS→hh =
η2S
16pi
√
m2S −m2h
m3S
(
m2S +m
2
h
)2
(4m2S −m2h)2 +m2hΓ2h
, (B.7)
vσSS→ff¯ =
η2SNC
4pi
(
m2S −m2f
)3/2
m3S
m2f
(4m2S −m2h)2 +m2hΓ2h
, (B.8)
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vσSS→ZZ,WW =
η2S
8pi(1 + δZ)
√
m2S −m2Z,W
m3S
[
2m4Z,W +
(
m2Z,W − 2m2S
)2]
(4m2S −m2h)2 +m2hΓ2h
, (B.9)
Also included here is the calculation for annihilation directly to photons in the velocity averaged non-
relativistic limit. This is a loop–order effect, but we compute it using a tree–level approximation with an
effective Higgs–photon vertex obtained by integrating out the high mass loop particles (t and W ) [521]. This
approximation is valid at low energies compared to the masses of the intermediate particles. Actual numerical
values come from a Madgraph [522] package (details here). The form of the coupling parameter is
ghγγ = − α
pivh
47
18
×
(
1 +
66
235
τW +
228
1645
τ2W +
696
8225
τ3W +
5248
90475
τ4W +
1280
29939
τ5W +
54528
1646645
τ6W −
56
705
τt − 32
987
τ2t
)
(B.10)
where τW = m
2
h/(4m
2
W ) and τt = mh/(4m
2
t ).
The matrix element for the annihilation of scalar singlets through the Higgs–mediated s–channel to
photons using the above effective tree–level coupling is
iM = i
3ghγγvhηS
2
[gµνp1 · p2 − p1µp2ν ]
q2 −m2h + i
∗µ(p1)∗ν(p2). (B.11)
The intermediate 4–momentum is q = p1 +p2 = k1 +k2, where pi are the outgoing photon 4–momenta and ki
are the incoming singlet 4–momenta. The tensor structure in the numerator comes from the generic form of a
scalar–vector coupling. Squaring and summing over external polarizations while applying the Breit–Wigner
prescription for the propagator of an unstable particle gives
1
4
∑
pols
|M|2 = g
2
hγγv
2
hη
2
S (p1 · p2)2
16
[
(q2 −m2h)2 +m2hΓ2h
] . (B.12)
The cross section in the center of mass frame is(
dσ
dΩ
)
CM
=
1
64pi2E2CM
|pf |
|pi|
1
4
∑
pols
|M|2 . (B.13)
Writing our 4–vectors p1,2 = (Eγ , 0, 0,±Eγ) and k1,2 = (ES , 0, 0,±
√
E2S −m2S = ±k), we get (p1 · p2) = 2E2γ
and q2 = 4E2γ = 4E
2
S . Conservation of energy tells us that Eγ = ES = E = ECM/2.
Inserting these expressions into the matrix element and then inserting that into the cross section gives(
dσ
dΩ
)
CM
=
1
64pi24E2
|pf |
|pi|
g2hγγv
2
hη
2
SE
4
16
[
(4E2 −m2h)2 +m2hΓ2h
] . (B.14)
Integration over angles gives a factor of 4pi, leading to
σSS→γγ =
g2hγγv
2
hη
2
SE
3
1024pik
[
(4E2 −m2h)2 +m2hΓ2h
] . (B.15)
In the above k is the magnitude of the 3–momentum of the incoming particles in the center of mass frame
and the energy E =
√
k2 +m2S is the center of mass energy. Taking this relativistic cross section to the
velocity–averaged nonrelativistic limit as above yields
vσSS→γγ =
g2hγγv
2
hη
2
Sm
2
S
512pi
[
(4m2S −m2h)2 +m2hΓ2h
] . (B.16)
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These cross sections are included here, and are compared against those found in the literature [330] in
Chapter 4, which we also reproduce here:
σSS→γγ =
4η2Sv
2
h√
s− 4m2S
Γγγ(s)
(s−m2h)2 +m2hΓ2h
(B.17)
Γγγ(s) =
αems
3/2
256pi3v2h
∣∣∣∣∣∣
∑
f
NfCQ
2
fA
h
1/2(τf ) +A
h
1 (τW )
∣∣∣∣∣∣
2
(B.18)
Ah1/2(τ) =
2
τ2
[τ + (τ − 1) f(τ)] (B.19)
Ah1 (τ) = −
1
τ2
[
2τ2 + 3τ + 3 (2τ − 1) f(τ)] (B.20)
f(τ) =
{
arcsin2 (
√
τ) τ ≤ 1
− 14
[
ln
(
1+
√
1−τ−1
1−√1−τ−1
)
− ipi
]2
τ > 1
(B.21)
τf = s/4m
2
f , τW = s/4m
2
W (which we note is a different convention for the loop parameter τ than was
used in Chapter 5.)
B.4 Hadronic matrix elements
As is discussed in detail in Chapter 3, a crucial ingredient in the nuclear recoil cross section for a dark matter
model is the hadronic matrix element. However, the hadronic matrix element for a Higgs mediated model like
the one described in this Appendix presents some unique difficulties. The Higgs interacts with fundamental
particles with a strength proportional to their mass. But how does the Higgs interact with a hadron such as
the nucleon, which has a mass arising from the gluonic binding energy?
Naive estimates of what the coupling should be violate a certain common sense. However, stepping beyond
the naive estimate in a rigorous way required a certain insight into how one could represent the mass of the
nucleon in fundamental terms. This insight dives directly into the fundamental nature of mass and how much
of it can be described as a purely quantum phenomenon. Because of these implications, the work described
in this Section remains quite important to this day.
The basic (and only) treatment of the interactions between the Higgs boson and the nucleon is that
of Shifman, Vainshtein and Zakharov [242], which we follow. It was been further developed in references
[669, 670, 671, 243] and recently updated [253].
The interaction between the SM physical Higgs boson h and an elementary SM fermion f is described by
a Yukawa coupling:
LY uk = mf
vh
hf¯f. (B.22)
These interactions are proportional to the mass of the fermion mf over the Higgs vacuum expectation value
vh = 246 GeV. These values range from roughly 2/3 for the top quark (mt = 173 GeV [8]) to essentially zero
for the electron (me = 0.511 MeV [8]) and light quarks (mu ≈ 4 MeV and md ≈ 7 MeV [8]).
The naive approach takes the Higgs as interacting only with the masses of the valence quarks and gen-
erating a Higgs-nucleon effective Yukawa coupling proportional to (2 × mu + md)/vh ≈ 0.00006. This is
minuscule, and vanishes completely in the commonly used chiral limit (mu,md → 0). This is unacceptable,
as it ignores radiative contributions to the coupling and also neglects the vast majority of the rest mass of
the nucleon, which is generated by chiral symmetry breaking in QCD. To assume the Higgs couples only to
fermion rest mass is inconsistent.
We understand, through the fundamentals of electroweak symmetry breaking that lead to Equation (B.22),
how the Higgs couples to quarks. We are also able to compute the 1-loop interaction between the Higgs and
gluon fields. The question is, how to relate those microscopic interactions to the interaction of the Higgs with
a bound state such as the nucleon?
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The answer lies in the energy-momentum tensor of the hadron. The mass of a quantum state can be
expressed in terms of its energy-momentum tensor (using the nucleon as an example)
mN Ψ¯NΨN =
〈
N |Θµµ|N
〉
(B.23)
One can expand the energy-momentum tensor as
Θµµ =
[
β(αs)
4αs
]
GρνG
ρν +muu¯u+mdd¯d+mss¯s+
∑
Q
mQQ¯Q (B.24)
where Gµν is the gluon field strength tensor and β(αs) = −
(
9− 2nQ3
)
α2s
2pi +O(αs) is the QCD beta function
for nQ heavy quarks.
The inclusion of the light quarks in the matrix element is simply quantifying the matter component of the
nucleon. The heavy quark term is the same, though their existence is due to quantum effects, rather than the
presence of valence quarks. The first expression on the right hand side of Equation (B.24), the contribution
to the nucleon energy-momentum tensor from the gluon binding force, requires some explanation. The
inspiration for including the gluon binding force in this form comes from the Weyl or Trace anomaly, which
states that the vacuum expectation value of the energy-momentum tensor is nonzero, or
〈
Θµµ
〉 6= 0. The
classical energy-momentum tensor has zero vacuum expectation value, but quantum corrections induce a
nonzero vacuum expectation, generating an anomaly in the quantum theory. The above term is simply the
vacuum expectation value of the energy-momentum tensor of QCD.
By inserting the explicit expression (B.24) for the nucleon energy-momentum tensor into the expectation
value in Equation (B.23), we are able to relate the components of the nucleon to its observable mass. We
can then compute the Higgs-nucleon coupling by summing contributions from the interactions of the Higgs
with the components.
The heavy quark term can be enfolded into the anomaly term by using the heavy quark expansion. To
first order ∑
h
mQQ¯Q −→ −2
3
αs
8pi
nQGµνG
µν + . . . (B.25)
This term can be absorbed into the other gluon term, leaving
〈
N
∣∣Θ′µµ∣∣N〉 =
〈
N
∣∣∣∣∣∣
[
−9αs
2pi
1
4αs
]
GµνG
µν +
∑
q=uds
mq q¯q
∣∣∣∣∣∣N
〉
+ ... (B.26)
We can now understand that in the chiral limit, the effective current for heavy quarks looks like∑
Q
mQQ¯Q −→ −2
3
αs
8pi
nQGµνG
µν (B.27)
Thus the heavy quark term can be written as a contribution to the gluon term.
One can obtain the gluon contribution itself by noting that in the chiral limit
mN ' −9αs
8pi
〈N |GµνGµν |N〉 (B.28)
where mN is the phenomenological nucleon mass. By subtracting off light quark contributions from the right
hand side to break the chiral limit, one can obtain the approximate gluonic contribution:
mN − 〈N
∣∣muu¯u+mdd¯d+mss¯s∣∣N〉 ' −9αs
8pi
〈N |GµνGµν |N〉. (B.29)
The light quark contributions can be determined from the nucleon-pion sigma term
σpiN =
1
2
(mu +md)〈N
∣∣u¯u+ d¯d∣∣N〉 (B.30)
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which can be extracted from the experimental pion-nucleon scattering amplitude [243]. With zero strangeness
in the nucleon, the Higgs-nucleon coupling can then be written as
h
vh
YNhΨ¯NΨN =
h
vh
〈
N
∣∣∣Θ′µµ∣∣∣N〉 = hvh
〈
N
∣∣∣∣∣∣
∑
Q
mQQ¯Q
∣∣∣∣∣∣N
〉
(B.31)
=
h
vh
(
−2
3
nQ
)〈
N
∣∣∣αs
8pi
GµνG
µν
∣∣∣N〉 ≈ nQ2mN
27vh
hΨ¯NΨN (B.32)
=
3
vh
(70MeV )hΨ¯NΨN (B.33)
In the above, YNh is the effective mass of the nucleon for the purposes of its coupling to the Higgs field,
in analogy with the Yukawa couplings to fundamental fermions, while mN is the phenomenological mass of
the nucleon, appearing in an estimate of the matrix element. The number of heavy quarks has been set to
three in the last step, and the vacuum expectation value of the Higgs field is taken to be vh = 246 GeV. This
method produces an effective Higgs-nucleon coupling constant of 0.853× 10−3 with zero strangeness. This is
actually larger than a basic coupling governed by mN/vh ≈ 0.4× 10−3.
Later treatments of this procedure note [243, 669, 670, 671] that the assumption of zero strangeness is
not accurate. Inclusion of a nonzero strange quark term in Equation (B.29) leads to couplings larger by a
factor of three. The strange quark content of the nucleon can be characterized by the parameter
y =
〈N |s¯s|N〉
1
2 〈N
∣∣u¯u+ d¯d∣∣N〉 (B.34)
A strangeness of zero corresponds to y = 0.
Cheng [253] estimates the total light quark contributions to be 410 MeV, leading to a vacuum scaled
Higgs-nucleon coupling of vghNN = 530 MeV, or ghNN ' 0.21 × 10−3 as a dimensionless quantity. The
numerical value of course varies with the strangeness, as discussed in Chapter 3. See references [240, 253]
and the references contained therein for further details.
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Appendix C
Asymptotically Safe Radiative Symmetry Breaking
This Appendix includes a discussion of the theoretical background that lies behind the phenomenological
model discussed in Chapter 6. This work is more fully explored in reference [544] (see also reference [672]).
The theoretical framework is provided in brief, with technical details mostly remaining in the references. The
work presented in this Appendix represents the parts of the project that were the responsibility of the author’s
collaborators, and hence lie outside of his expertise. As this thesis is primarily focussed on phenomenology,
the theoretical underpinnings have been relegated to this Appendix.
C.1 Asymptotic safety
The fundamental theoretical idea that lies behind this model is the notion of asymptotic safety, specifically
as a means of realizing a conformal symmetry as the custodial symmetry for the Higgs mass. This provides
a way to address the hierarchy problem and, as we will see later, electroweak symmetry breaking. For a
summary of these ideas, see reference [542]. As mentioned in broad strokes in Chapter 1, the Higgs mass
is highly sensitive to quantum corrections. A theory in which a symmetry is exploited to protect the Higgs
mass against those corrections is said to have a custodial symmetry. Bardeen [673] pioneered the use of a
conformal symmetry as a custodial symmetry for the Higgs mass. Combining AS with quantum conformal
symmetry addresses naturalness as well. Only SUSY, global or gauge symmetries, and conformal symmetries
can be custodial according to the Coleman-Mandula Theorem [674].
Conformal symmetry as a custodial symmetry for the SM is tied to the notion of asymptotic safety.
Asymptotic safety can be thought of as a generalization of asymptotic freedom, as discussed in Chapter 1. In
asymptotic freedom, the coupling parameter runs to zero at high energies, which entails a noninteracting UV
theory. In an asymptotically safe theory, the coupling parameter runs to some finite nonzero value, called an
interacting fixed point. The theory remains interacting to any energy, but the coupling approaches a constant,
avoiding such issues as the Landau poles that plague generic U(1) gauge theories. More formally, a theory
is asymptotically safe if there exist a finite number of finite parameters that define the theory at arbitrarily
high energies. Asymptotic safety is an attempt to generate a kind of nonperturbative renormalizability, and
was originally proposed in the context of gravitational theories [675]. More details about asymptotic safety
[676, 677] are available in the literature.
Next, we provide a few quick details about conformal symmetries. The conformal group in d dimensions
is the group SO(d+1, 1). By definition, a conformal transformation is an invertible transformation xµ′ → xµ
that leaves the metric tensor gµν of a d-dimensional space invariant up to a scaling:
g′µν (x
µ′) = Λ (xµ) gµν (xµ) (C.1)
This has the consequence of preserving angles between vectors, but not necessarily distances.
A conformal field theory is one that is invariant under conformal transformations (see reference [678] for
general details). In particle physics, the most important conformal transformation is scaling:
xµ → xµ′ = λxµ (C.2)
for the case which also preserves Lorentz covariance (time and space are scaled by the same factor). In fact,
scaling is so important in particle physics that there is the tendency to refer to scale-invariant field theories
as conformal field theories, and though it is often the case that a scale-invariant theory is also conformal,
examples where that is not the case exist [679].
What is usually taken as the criterion for a field theory being a conformal theory is the beta function
being zero. As was discussed in Chapter 1, the beta function describes the way the parameters of the theory
change as the interaction scale changes due to quantum corrections. When the beta function is zero, there
is no change with scale, and hence the theory is scale-invariant. This is not quite a rigorous theorem [680],
but it is frequently taken to be one.
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For the conformal symmetry to be realized in nature, it must obviously be broken at some scale, as
observed reality is clearly not scale invariant. One might expect that this breaking would spoil the custodial
nature of the symmetry, but that can be avoided if the breaking is sufficiently ‘soft.’ In the context of
symmetry breaking and custodial symmetries, ‘softness’ is analogous to photons being described as ‘hard’
or ‘soft:’ that is, the photon is high energy or low energy with respect to some energy scale relevant to the
process being considered. A ‘softly’ broken symmetry is one in which the breaking terms are small enough
at high energies that the symmetry is essentially unbroken, while the soft terms are enough to break the
symmetry at low energies.
For a custodial symmetry of the Higgs mass, this means that UV corrections to the Higgs mass are so
small that no divergent contributions to the scalar mass are generated. There may be finite corrections, but
there can be no quadratic corrections. There are no cancellations, because there is nothing that needs to
be cancelled. That the theory is scale invariant at some point means that the divergences do not spoil the
symmetry. One way of characterizing the soft breaking of conformal symmetry is by saying the breaking
terms do not spoil the conformal fixed point at high energy. Inclusion of soft symmetry breaking terms is a
symptom of an effective theory wanting a UV completion. Note that to be custodian of the Higgs mass, the
conformal symmetry must be a quantum conformal symmetry. A conformal symmetry is a fragile custodial
symmetry, as threshold contributions from new states at higher energy scales can easily break the conformal
symmetry.
If one is considering asymptotic safety, it is important to consider gravitational contributions. This is
done by treating gravity as a conformal theory that reduces to the standard Einstein-Hilbert gravity at low
energies [681, 682, 683]. In the brief discussion that follows, gravity is treated as an external field, contributing
to the particle physics system but unaffected by it.
The gravitational contribution to the beta function is [684]
βgravj =
aj
8pi
k2
M2p (k)
xj . (C.3)
Gravitational contributions to the SM β function in the gauge and Yukawa sectors are negative [684], which
guarantees the associated couplings are asymptotically safe to any scale. However, the contribution to the
SM Higgs quartic coupling is positive, so to retain asymptotic safety, the Higgs quartic coupling must run to
a fixed point (λ1(mUV ) = 0, βλ1(mUV ) = 0), which will stabilize the Higgs vacuum. A sector of the theory
is noninteracting is the coupling λ(µ) = 0 and is fixed if the beta function β(µ) = 0.
For λ 6= 0 at the fixed point, the gravitational contribution βgrav is nonzero, and hence the point is not
actually fixed, so the fixed point must be noninteracting. In this scenario, the system is UV complete and
all SM couplings hit a Gaussian (noninteracting) fixed point at some high energy scale. The UV boundary
conditions can then be exploited to provide a stable Higgs vacuum, leading to electroweak symmetry breaking.
C.2 Electroweak symmetry breaking
We now seek to tie the asymptotically safe theory to phenomenology, specifically to electroweak symmetry
breaking. The SM is classically conformal up to the Higgs masslike term that generates electroweak symmetry
breaking spontaneously in the SM. To generate electroweak symmetry breaking ‘naturally’, one would like
to modify the SM at some high energy scale to include a symmetry that can act as a custodian for the Higgs
mass. In our case, this is the conformal symmetry, which is softly broken at low energies, but is restored at
high energies and can act thus act as a custodial symmetry. This model is, in the scalar sector, a variant
of the complex singlet extension of the SM, complete with hidden U(1) gauge symmetry and Higgs-portal
interaction. Extending the SM is necessary to include asymptotic safety. In the minimal case, the SM can
be extended by an additional U(1) gauge symmetry.
Electroweak symmetry breaking can be realized through the Coleman-Weinberg (CW) mechanism of
radiative symmetry breaking. Radiative symmetry breaking is essentially the breaking of a classical symmetry
through quantum radiative corrections. The CW mechanism is an explicit realization of radiative symmetry
breaking [545], which was applied with great success to massless scalar QED. It is well known that the CW
technique does not work as a dynamical symmetry breaking mechanism in the SM because of the large top
quark Yukawa coupling, which dominates the effective potential and has negative sign, making the potential
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unbounded from below. The scalar sector of the model is derived almost directly form scalar QED, in which
the CW mechanism can be actualized, with the inclusion of a Higgs-portal interaction to communicate the
radiative symmetry breaking to the electroweak sector, where electroweak symmetry breaking can occur.
The electroweak scale can be generated dynamically through the symmetry breaking process by a rela-
belling of degrees of freedom known as dimensional transmutation [685]. Essentially, dimensionless parameters
(e and λ in scalar QED) exist in the theory, and a scale µ is introduced by the renormalization process. By
relating the dimensionless parameters and the scale of the vacuum expectation value through the renormal-
ization scale µ, we can write the theory in terms of one of the dimensionless parameters and the vacuum of
the theory v, thus introducing a scale through renormalization into what was previously a scale invariant
theory. The introduction of a dimensionful parameter is obviously why the technique is known as dimensional
transmutation.
The CW mechanism is difficult to realize in our model. The asymptotically safe boundary condition in
the UV needs βλ3 < 0 at some high energy, while the CW mechanism requires βλ3 > 0 at a high energy,
where it can run to the IR from. This problem can be resolved by implementing a hierarchy of scales, and
allowing βλ3 to change sign some time between the two UV scales. The CW mechanism can work, therefore,
when βλ3 < 0 at high energies and βλ3 > 0 at lower, but still high, energies, allowing the singlet quartic
coupling to reach a noninteracting fixed point in the UV and triggering radiative symmetry breaking in the
IR through the CW mechanism. This is obviously a delicate situation to realize naturally. Some of the
tricks used are discussed in reference [544]. Radiative symmetry breaking occurs at the scale vs in the singlet
sector through the CW mechanism in the standard fashion, and this then triggers electroweak symmetry
breaking in the Higgs sector through the Higgs-portal interaction. A negative mass-like term is generated by
the Higgs-portal interaction term, which allows spontaneous electroweak symmetry breaking to proceed in
the usual way.
This has been a basic sketch of how radiative symmetry breaking can be used to generate electroweak
symmetry breaking. But one needs to solve the renormalization group equations to actualize this scenario
and relate the theory to phenomenology.
C.3 Renormalization group analysis
The renormalization group equations are a system of nine equations, where the following beta functions were
used [560, 561]
16pi2βλ1 = λ
2
2 − 3λ1g2mix +
3
8
g4mix + β
SM
λ1 ;
16pi2βλ2 = 12g
2
mixg
′2 + 6Y 2t λ2 − 24g′2λ2 + 4Y 2Mλ2 + 4λ22 + 12λ1λ2 + 8λ2λ3 −
3
2
λ2
(
g2mix + 3g
2
2 + g
2
1
)
;
6pi2βλ3 = 96g
′4 − 16Y 4M + 2λ22 − λ3
(
48g′2 + 8Y 2M + 20λ3
)
;
16pi2βYt = −
17
12
Ytg
2
mix −
2
3
Ytg
′2 − 5
3
Ytg
′gmix + βSMYt ;
16pi2βg′ =
1
18
g′
(
76g′2 + 64g′gmix + 123g2mix
)
;
16pi2βgmix = gmix
(
41
6
(
g2mix + 2g
2
1
)
+
38
9
g′2
)
+
32
3
g′
(
g2mix + g
2
1
)
;
16pi2βYM = −6YMg′2 + 6Y 3M ; 32pi2γϕ = Y 2M − 24g′2.
(C.4)
The difficulty of solving this system can be reduced by providing further constraints. The asymptotically
safe boundary conditions are one:
βλ1 (MUV ) = βλ3 (MUV ) = λ1 (MUV ) = λ2 (MUV ) = λ3 (MUV ) = 0 (C.5)
where the UV scale MUV is not necessarily the Planck scale Mpl.
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Table C.1: Parameters derived from the solution to the renormalization group equations
MZ′ (TeV) 10
6λ2 10
6λ3 g
′ gm YM Yt mνR (TeV) v1 (TeV) mS (GeV)
1.9 -6 -4.05 0.18 0.042 0.28 0.77 2.02 5.1 20
3.4 -0.59 -0.13 0.1 0.023 0.16 0.74 3.72 16.9 11.5
6.8 -0.036 -0.002 0.05 0.011 0.08 0.70 7.59 68.8 6
Mass values for the Z ′ boson were chosen somewhat arbitrarily and then those values were used as
additional constraints on the renormalization group equations, through the relation:
mZ′ = 2g
′vs (C.6)
Finally, radiative symmetry breaking provides a further constraint, through the Higgs-portal coupling.
The Higgs mass is determined by electroweak symmetry breaking, but it is also an experimentally determined
parameter. As electroweak symmetry breaking has been triggered by radiative U(1)′ symmetry breaking,
one has the relation
2vsλ1 = −v2sλ2 = m2h (C.7)
which acts as a constraint. Too light a Higgs mass and β(λH) governing the quartic Higgs coupling goes
negative and the Higgs quartic coupling λH crosses zero at some high energy scale, causing the Higgs potential
to become unstable.
The renormalization group equations are then solved [544] with the above constraints and boundary
conditions (C.5), yielding the results presented in Table C.1.
The U(1)′ gauge field can only couple to at most two generations of SM fermion, as contributions from
more than one generation will cause the U(1)′ coupling to run to a Landau pole before the UV scale (this
is in agreement with references [560, 561]). This would make the scenario untenable theoretically. That the
U(1)′ gauge field can only couple to two generations while retaining stability can be considered a feature of
the theory. Phenomenological constraints can be used to further restrict this to the third generation of SM
fermions alone (see the discussion in Chapter 6).
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Appendix D
Dark Matter Density Profiles
This Appendix provides some details about the density profiles of dark matter in the galactic halo. These
profiles are input for many of the calculations that appear in this thesis, though often in an obscured way.
As was discussed in Chapter 1, the present day structure of cold dark matter grows from accretion of smaller
substructures over time [686]. Following these models the dark matter mass distribution in the galaxy can be
parameterized as a function of radius, with the parameters of the fit and the functional form being determined
from simulations of gravitational collapse and being fit to observations.
Profiles are obtained by fitting the solutions of N-body simulations, where N is now in the billions.
Advanced techniques are used to treat large sets of particles (1000 solar masses or so) as discrete objects,
which is generally a valid approximation to the galactic scale [148]. Until recently, these simulations have only
taken cold dark matter into account, but baryonic effects can now be included to some extent. These baryonic
effects, including stellar formation events, supernovae, and other events in the stellar lifecycle that provide
feedback to the halo evolution can be important. For reviews of the numerical techniques, see [687, 688].
The generic form of a dark matter density profile is [689] (called the generalized Navarro-Frenk-White or
NFW profile, as opposed to the specific one which has their fit parameters included)
ρ(r) =
ρc(
r
rs
)γ [
1 +
(
r
rs
)α] (β−γ)α . (D.1)
The parameter ρc is a characteristic density and rs is a dimensionful parameter related to the core radius
of the profile. The dimensionless parameters α, β and γ are fit to various simulations. Practically, the profiles
terminate at some distance rmax = Crs, with C usually taken to be O(10). The standard NFW profile has
the characteristic r−1 behaviour near the center and r−3 behaviour near the edge of the halo. The standard
NFW profile appears to fit more or less all halos observed [148]. We use the standard NFW profile where an
explicit profile is required.
Also of interest in the past few years are the Einasto profile:
ρ(r) = ρc exp
{
−
(
2
α
)[(
r
rs
)α
− 1
]}
, (D.2)
and the Burkert profile
ρ(r) =
ρc(
r
rs
+ 1
)[
1 +
(
r
rs
)2] . (D.3)
These variant profiles emphasize different inputs than the basic NFW profile. The Burkert profile [690] and
the Isothermal profile [99] are more closely fit to observations of galactic rotation curves than to numerical
simulations. The Einasto profile [691, 692] is a better fit too more recent simulations, behaving differently to
NFW in the core regions. As well, Einasto profiles tend to become steeper when baryonic effects are included
[693].
There is evidence that dark matter halos are not smooth at sub-galactic scales [694, 695], indicating
the existence of potential substructure. While halo substructures have not been observed, assuming their
existence is not absurd, and their presence could have a significant effect on the detection of dark matter. For
instance, direct detection experiments assume standard halo properties for the dark matter flux, as discussed
in Chapter 3. Indirect searches, as well, could use more dense halo substructures as targets for annihilation
observations [264].
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Appendix E
Gauge Sector Mixing
This Appendix details the various technical details involved in going between the bare theoretical La-
grangian and the phenomenological Lagrangian of the model discussed in Chapter 6, particularly the details
of the gauge group transformations. Much of this material is adapted from [546].
The gauge sector of the Lagrangian of a theory with a U(1)1 × U(1)2 gauge symmetry and with explicit
tree level kinetic mixing between the gauge fields is
L = −1
4
B1µνB
1µν − 1
4
B2µνB
2µν − m
2
B1µνB
2µν . (E.1)
The Biµν = ∂µA
i
ν − ∂νAiµ are gauge field strength tensors as usual, with Aiµ the gauge field of gauge group
U(1)i. The parameter m, which is constrained by |m| < 1, describes the tree level mixing between the gauge
fields U(1)1 and U(1)2. Such a term can be included because it violates neither of the gauge symmetries
[696], generating a phenomenon characteristic of U(1) gauge groups.
Coupling to generic matter fields Ψk is achieved through the gauge covariant derivative of the product
group, given by
Dµ = ∂µ + iY
a
k gabA
b
µ, (E.2)
where the Einstein summation convention over a, b = 1, 2 is understood. The Y ak can be understood as the
gauge charges of the matter field Ψk under the gauge group U(1)a, where the gab are the gauge coupling
parameters, which unfortunately share notation with the metric tensor of curved spacetime. It should be
pointed out that the two off-diagonal mixed components g12 and g21 will generate interactions if the matter
fields carry the appropriate charge. These off-diagonal terms can be avoided at tree level by setting m to
zero, but all four components will run under renormalization group evolution and will in general have nonzero
contributions from radiative corrections. This fact is of phenomenological importance for some models [547].
It is convenient to transform the Lagrangian of Equation (E.1) so as to remove the explicit kinetic mixing
term. This will make the gauge boson propagators much simpler to deal with. To proceed, we write the
fields A1,2µ in terms of new fields:
A1µ =
1√
2 (1 + m)
AYµ +
1√
2 (1− m)
AEµ , (E.3)
A2µ =
1√
2 (1 + m)
AYµ −
1√
2 (1− m)
AEµ . (E.4)
It can be easily seen that the kinetic cross term in Equation (E.1) will vanish after this transformation,
though a counterterm will be required for renormalization. The covariant derivative retains the same form,
with the transformed couplings:
Dµ = ∂µ + iY
α
k gαβA
β
µ, (E.5)
where we have denoted the transformation by greek indices: α, β = Y,E. The Y αk and the gαβ are of course
different from their latin indexed equivalents.
Because the off-diagonal terms in gαβ are related by the constraint of gauge invariance on the original
Lagrangian, there is a rotational symmetry that can be exploited, allowing one of the four couplings to be
set to zero (or some other convenient value) [546]. This will also prove to be helpful when considering the
phenomenology.
The above analysis was generic to any U(1)1 ×U(1)2 gauge group, and is generalizable to the product of
any number of U(1) gauge groups, though with increasing complexity. To continue, we need to specify our
model, including the symmetry breaking pattern. For consistency with the rest of the Chapter, we now refer
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to the gauge group as U(1)Y × U(1)′. After breaking of U(1)′, but before electroweak symmetry breaking,
we can make an orthogonal field redefinition
Eµ =
gEEA
E
µ + gEYA
Y
µ√
g2EE + g
2
EY
, Bµ =
−gEYAEµ + gEEAYµ√
g2EE + g
2
EY
. (E.6)
The Eµ will pick up a mass term through U(1)
′ breaking, and the Bµ will play the role of the SM hypercharge
gauge field.
The full U(1)Y × U(1)′ neutral current coupling to matter Ψk can then be written
Jµ = gyY
Y
k Bµ +
(
gEY
E
k + g
′
mixY
Y
k
)
Eµ, (E.7)
where the new coupling parameters gy, gE and g
′ are
gy =
gEEgY Y − gEY gY E√
g2EE + g
2
EY
(E.8)
gE =
√
g2EE + g
2
EY (E.9)
g′mix =
gY EgEE + gEY gY Y√
g2EE + g
2
EY
(E.10)
Note that in this basis, the mixing is cast on to the E field, which couple to both E charges and Y charges,
and that the B field couples only to Y charged particles. This is a consequence of using the extra degree of
freedom allowed by the rotational invariance.
Following through with the usual gauge rotations in the SM gauge boson sector, we obtain BµW 3µ
Eµ
 =M
 AµZµ
Z ′µ
 (E.11)
where the mixing matrixM depends on the mixing angles, and has an explicit form available in the literature
[546]. Included in the rotation is a redefinition of the gauge couplings into the phenomenological g′ and gmix.
The neutral current interactions of fermions with the Z and Z ′ take the form, including mixing effects:
JµZ = gY
(
YLf¯γ
µPLf + YRf¯γ
µPRf
)
= f¯γµ
(
V Zf +A
Z
f γ
5
)
f, (E.12)
JµZ′ = (g
′Q′L + gmixYL) f¯γ
µPLf + (g
′Q′R + gmixYR) f¯γ
µPRf
= f¯γµ
(
V ′f +A
′
fγ
5
)
f. (E.13)
where the generalized charges are as defined in Chapter 6:
Vf = g
′
(
Q′fL +Q
′
fR
2
)
+ gmix
(
YfL + YfR
2
)
(E.14)
Af = −g′
(
Q′fL −Q′fR
2
)
− gmix
(
YfL − YfR
2
)
. (E.15)
For more details on gauge mixing effects in beyond SM U(1) gauge groups, see references [696, 697, 698,
699]. They discuss gauge mixing effects in some detail for a variety of scenarios. Experimental bounds on
mixing are reported most recently in reference [570].
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Appendix F
Flavor-changing neutral currents
It is well known that there are no flavor changing neutral currents (FCNCs) at tree level in the SM
[700, 701]. This is a consequence of the universality of SM neutral current couplings over the generations of
fermions. In the model under consideration in Chapter 6, this is not the case, as only the third generation of
quarks carries U(1)′ charge. This Appendix is a brief technical explanation of why mixed fermion couplings
cannot be ignored.
FCNCs may occur when neutral currents with non-universal family couplings are introduced into the
theory. They follow from the same misalignment of gauge and mass eigenstates in the fermion sector which
lead to fermion mixing in SM charged currents, as parameterized by the Cabibbo-Kobayashi-Maskawa (CKM)
matrix. FCNCs do not occur in the SM, because the electroweak neutral current couples in the same
way to every generation of fermions within a family. These effects have been well-studied in the literature
[702, 703, 704].
However, when the same analysis is applied to the case of a non-universal coupling, such as for the Z ′
discussed in Chapter 6 that couples only to a single generation of quarks, we see off-diagonal elements appear
in the fermion mixing matrix, indicating fermion mixing. The following analysis is adapted from [704].
Consider the U(1)′ neutral current
J ′µ =
∑
i,j
ψ¯iγµ
[
′ψLijPL + 
′
ψRijPR
]
ψj . (F.1)
The sum is over all fermions i and j. The chiral projectors as usual are PL = (1/2)(1 − γ5) and PR =
(1/2)(1 + γ5), and the ′ψL,Rij describe the chiral couplings of the new gauge boson. For the case with no
kinetic mixing (the case with kinetic mixing will be discussed at the end of the Appendix), ′ψL,Rii = g
′Q′ψiL,R ,
with g′ the U(1)′ gauge parameter and Q′L,R the U(1)
′ chiral charge of the fermion ψL,R. We assume for
simplicity in this example that there are no explicit mixed charges in this basis (that ′ψL,Rij = 0 for i 6= j).
The fermion Yukawa matrices h˜ψ in the weak eigenstate basis can be diagonalized by unitary matrices
V ψ,ewL,R :
hψ = V
ψ,ew
R h˜ψV
ψ,ew†
L , (F.2)
where the product of the up- and down-type matrices gives the CKM matrix
VCKM = V
u,ew
L V
d,ew†
L . (F.3)
This means the fermion fields ψi must be multiplied by these matrices:
ψ(L,R)i = V
ψ,ew
(L,R)ijψ˜(L,R)j . (F.4)
This procedure is what leads to flavor changing charged currents in the SM, as parameterized by the CKM
matrix.
Applying this same process to the U(1)′ gauge sector amounts to altering the neutral current (F.1) to
become
J ′µ =
∑
i
ψ¯iγµ
[
BψLij PL +B
ψR
ij PR
]
ψj (F.5)
where the transformed chiral couplings (that mix the fermions) are
BψLij =
(
V ψL 
′
ψLV
ψ†
L
)
ij
, BψRij =
(
V ψR 
′
ψRV
ψ†
R
)
ij
. (F.6)
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with matrices V ψL,R that relate the fermion mass eigenstate basis to the U(1)
′ gauge basis, that are not
necessarily related to the CKM matrices. They are distinguished by the omission of the ew superscript. This
will be addressed again later.
Note that the generations of fermions cannot be decoupled, as they share the same eigenstate rotation
matrices. Consider the case of family universal couplings, as in the case of the SM weak neutral current. The
epsilon are proportional to the identity matrix:
SMψL,R =
 A 0 00 A 0
0 0 A
 (F.7)
When this matrix is inserted into (F.6), we see that the factor scaling the identity matrix can be factored
out and the unitarity of the V ψL,R leaves the B
ψL,R diagonal.
V ψL 
′
ψLV
ψ†
L = V
ψ
L
 A 0 00 A 0
0 0 A
V ψ†L
= AV ψL
 1 0 00 1 0
0 0 1
V ψ†L = AV ψL V ψ†L = AI3×3
This implies that there are no flavor changing neutral currents, and no fermion mixing, as we know to be
true for the SM neutral current.
However, when the ′ψL,R is not proportional to the identity, the above reasoning does not apply. Consider
the following ′ψL,R :
′ψL,R =
 A 0 00 B 0
0 0 B
 . (F.8)
Inserting these matrices explicitly into (F.5) gives as a matrix equation for a single family (in our case,
without kinetic mixing, ′ψL = 
′
ψR
)
J ′Ψµ = Ψ¯γµ
V ΨL
 A 0 00 B 0
0 0 B
V Ψ†L
PL +
V ΨR
 A 0 00 B 0
0 0 B
V Ψ†R
PR
Ψ (F.9)
where the Ψ are generation-vectors of fermion fields (ie ΨD = D = (d, s, b) for down-type quarks), and the
V ΨL,R are matrices denoted by the first member of the generation for simplicity. Note that the couplings are
different in our case for the different families of fermions, so we should be using the notation AΨ, where
Ψ = U, D, E.
The matrix products are such that, for example, the element BL12 = B
L∗
21 = B
L
ds = V
D
L,11V
D∗
L,21A +
V DL,12V
D∗
L,22B + V DL,13V D∗L,23B. Note that this term will be 0 (V dL,11V d∗L,21 + V dL,12V d∗L,22 + V dL,13V d∗L,23 = 0 for a
unitary matrix) if A = B. If A 6= B, then for this term to be zero, we need to be arbitrarily setting some of
the V DL,ij matrix elements to zero.
The element BLds is off-diagonal, and therefore induces mixing between fermions in the neutral current.
Most experimental bounds are presented in terms of these elements BLij , as will be discussed later.
We can see the effects of the difference in couplings by splitting the current into its flavor conserving and
flavor changing components:
J ′Ψµ = Ψ¯γµA
([
V ΨL V
Ψ†
L
]
PL +
[
V ΨR V
Ψ†
R
]
PR
)
Ψ
+ Ψ¯γµ
V ΨL
 0 0 00 A− B 0
0 0 A− B
V Ψ†L
PL +
V ΨR
 0 0 00 A− B 0
0 0 A− B
V Ψ†R
PR
Ψ. (F.10)
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The first term conserves flavor, while the second term changes it. Note that the flavor changing parts of
BL,R are proportional to the differences is the coupling of the gauge boson to different generations. This
amounts to a difference in charge for a universal gauge coupling parameter. The explicit flavor changing part
of BLds =
(
V DL,12V
D∗
L,22 + V
D
L,13V
D∗
L,23
)
(A− B).
The above expression is slightly misleading, as it seems to imply that all fermions will now couple to
the Z ′ with coupling A in the flavor conserving part. This is not true, as those contributions are cancelled
by the diagonal parts of the flavor changing term. The expression makes explicit the contributions of the
off-diagonal terms in the flavor changing part, which is why it has been kept.
Inclusion of kinetic mixing is simple. The chiral charges are modified to include the mixing factor, in line
with the effective current being used in Chapter 6: JZ
′
µ = ψ¯γµ
(
g′Q′ + gmixQY
)
ψ. For this model, using
SM hypercharge values and U(1)′ charge values Q′uL = Q
′
uR = Q
′
dL = Q
′
dR = 1/3 and the remainder of the
quarks having zero U(1)′ charge, get the following chiral couplings:
AuL = 1
3
g′ +
1
3
gmix,AuR = 1
3
g′ +
4
3
gmix,
AdL = 1
3
g′ +
1
3
gmix,AdR = 1
3
g′ − 2
3
gmix,
BuL = 0 + 1
3
gmix,BuR = 0 + 4
3
gmix,
BdL = 0 + 1
3
gmix,BdR = 0− 2
3
gmix.
Note that the L and R components are no longer equal, since they have different SM hypercharge values.
The differences are then:
AuL − BuL = 1
3
g′,
AuR − BuR = 1
3
g′,
AdL − BdL = 1
3
g′,
AdR − BdR = 1
3
g′.
The mixing contributions cancel out, leaving the flavor changing part of the neutral current proportional
to the charge difference between generations. Note that there will be no flavor changing currents in the
leptonic sector, because leptophobia implies all charges are zero, so Ae = Aµ = Aτ . This is fortunate, since
bounds on flavor changing neutral currents are much stronger in the leptonic sector [548].
In this example, we would find a Z ′ds vertex (at tree level) of the form
VZ′ds = 1
3
gZ′Z
′µγµd¯
((
V DL,12V
D∗
L,22 + V
D
L,13V
D∗
L,23
)
PL +
(
V DR,12V
D∗
R,22 + V
D
R,13V
D∗
R,23
)
PR
)
s+ h.c. (F.11)
There is still the issue of the V ΨL,R matrices. In principle, they are free parameters of the theory, like the
CKM matrix in the SM, and must be determined from experiment. Experimental bounds are presented in
terms of the BL,R matrices, and many papers are unclear about what assumptions they are making about
V ΨL,R when they compare to these bounds.
The purpose of this Appendix was to demonstrate that FCNCs do appear in the model discussed in
Chapter 6. Their appearance follows from the need for stability in the renormalization group equations as
discussed in Appendix C, which requires that at most two generations of SM fermions have fundamental
U(1)′ charge. Phenomenological constraints on FCNCs constrain harshly mixing involving the first and
second generations. Hence, if there is a generation of fermions with fundamental U(1)′ charge, it must be
the third generation, making the model tritophilic.
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Appendix G
Details of the tritophilic Z ′-nucleon interaction
This Appendix summarizes some of the work done by the author in reference [547], which is an exploration
of the effective nonrelativistic coupling between the nucleon and a tritophilic (couples to third generation only)
Z ′ boson. The purpose of this study was to extract the dominant contributions to the nuclear recoil cross
section for vector-portal dark matter with a tritophilic mediator. This model is considered in Chapter 6, and
these results are applied there, but the model has also been considered in the literature [623, 596, 621, 622].
The results of the calculation done in this Appendix apply to a specific class of models in which there
is a gauge group under which only the third generation of quarks is charged. The techniques used in this
calculation are common ones in hadronic physics, and can be applied in many other situations. The calculation
is done with a Z ′ that interacts with the third generation through its coupling g′ and with other generations
through a mixed coupling gmix, of whose origin we remain agnostic. It could be generated by quantum
effects, as we argue in [547], or have come from an explicit mass or kinetic mixing term in the Lagrangian of
the theory.
It should be noted (see also reference [547]) that while it is common in model building to make a U(1)′
model ‘leptophobic’ or ‘leptophilic’ or in our case ‘tritophilic’ as a way of escaping inconvenient phenomeno-
logical bounds, gauge boson mixing effects mean that no model can truly be any of these things. These
philias and phobias may set the bare charge to zero, and decouple certain sets of particles from the new
gauge field to leading order, but quantum corrections will always induce kinetic and mass mixing effects
even if they are not explicitly present in the bare theory. In reference [547], some basic analysis is done to
demonstrate that one obtains a suppression that is limited by the gauge couplings. Thus, no model can truly
evade phenomenological bounds, and even so-called leptophobic models must consider the stringent dilepton
bounds.
The calculation proceeds along the same lines as the classic estimation of the Higgs-nucleon coupling by
Shifman, Vainstein and Zakharov [242]. We work using the generalized axial and vector charges as defined
in Chapter 6:
JZ′ = f¯γ
µ
(
V ′f +A
′
fγ
5
)
f (G.1)
The interaction current between the Z ′ and a nucleon can be written in terms of the nucleon components:
JµZ′NNZ
′
µΨ¯NΨN =
∑
q=u,d,s
Z ′µ〈N |q¯γµ
(
V ′q +A
′
qγ
5
)
q|N〉+
∑
Q
Z ′µ〈N |Q¯γµ
(
V ′Q +A
′
Qγ
5
)
Q|N〉
+ 〈N |ΓµνρZ′gg (p1, p2)Z ′µ (k)Bν (p1)Bρ (p2) |N〉. (G.2)
The first term on the right hand side represents interactions with light quarks, the second interactions
with heavy quarks, and the third with the gluonic binding energy of the nucleon. The light quark term can
be represented in terms of the nucleon form factors and axial form factors:
V ′q 〈N |q¯jγµqj |N〉 = V ′q u¯
[
F j1 (k
2)γµ + i
σµνqν
2mN
F j2 (k
2)
]
u, (G.3)
and
A′q〈N |q¯jγµγ5qj |N〉 = A′qu¯
[
GjA(k
2)γµγ5
]
u, (G.4)
though these form factors are not necessary to describe the low momentum transfer limit that is of interest
in nuclear recoil cross sections.
The heavy quark term can be evaluated using the heavy quark expansion as detailed in reference [705],
which allows us to reframe the heavy quark degrees of freedom in terms of the light quark and gluon degrees
of freedom. This is the same basic approach that was taken in reference [242]. To leading order in 1/m2Q,
where mQ is the heavy quark mass, the heavy quark expansion of the vector part of the current is zero:
267
〈N |Q¯γµQ|N〉 = 0 +O
(
1
m4Q
)
. (G.5)
The heavy quark expansion of the axial part of the current can be related to the heavy quark expansion
of the pseudoscalar current [705]:
〈N |Q¯γµγ5Q|N〉 = −ig
2
s
96pi2m2Q
〈N |
(
∂µTrc
[
taGaαβt
bG˜bαβ
]
+4Trc
[
[Dα, t
aGaαν ] tbG˜bµν
])
|N〉+O
(
1
m4Q
)
. (G.6)
where the gluon field strength tensor is Gaµν = ∂µB
a
ν − ∂νBaµ + gsfabcBbµBcν and the dual gluon field strength
tensor is G˜µν = (1/2)
αβµνGαβ . The trace is taken over colors and the SU(3)c gauge covariant derivative is
Dα. After a Fourier transformation and using translation invariance, one can write the first term as
−ig2s
96pi2m2Q
〈N |∂µTrc
[
taGaαβt
bG˜bαβ
]
|N〉 = −iαsk
µ
48pim2Q
〈N |GaαβG˜aαβ |N〉. (G.7)
where numerical values for the nucleon matrix element are reported in the literature [253] (about 380 MeV
for the proton and about 11 MeV for the neutron). This contribution to the total is clearly suppressed by
the momentum transfer and a factor of 1m2Q. The second term in Equation (G.6) can be rewritten using the
QCD equation of motion as
ig2s
24pi2m2Q
〈N |Trc
[
[Dα, t
aGaαν ] tbG˜bµν
]
|N〉 = iαs
24pim2Q
〈N |gs
∑
q=u,d,s
q¯γνG˜
µνq|N〉. (G.8)
Expanding in Lorentz structures and setting the scalar part equal to zero by parity, one obtains∑
q=u,d,s
〈N |gsq¯γνG˜νµq|N〉 = FSSµ. (G.9)
where terms are proportional to the momentum transfer kµ and the nucleon spin Sµ. In the forward matrix
element limit that corresponds to low momentum transfer [706, 707], the form factor can be written
FSS
µ =
∑
q=u,d,s
2fN2,qm
2
NS
µ. (G.10)
where the coefficients fN2,q are estimated [707] to sum to 0.1 over the light flavors.
The dominant part of the heavy quark contribution to the current is then
∑
Q
〈N |Q¯γµ (V ′Q +A′Qγ5)Q|N〉 '∑
Q
A′Q
4im2Nαs
∑
q=u,d,s fN2,q
9pim2Q
Sµ. (G.11)
To compute the gluon contribution, we rely on a 1-loop expression for the Z ′gg interaction vertex
ΓµνρZ′gg(p1, p2) adapted from reference [627]. The expression is not reproduced here.
The crossed diagram under the exchange of the two gluon momentum also contributes, leading to a factor
of two. The vertex function is in fact independent of the quark vector coupling V , depending only on the
axial coupling. If the axial charge were zero, the coupling would then vanish.
The gluon contribution to the current
JG,µZ′NNZ
′
µ = 〈N |Γµνρ (p1, p2)Z ′µ (k)Bν (p1)Bρ (p2) |N〉 (G.12)
can be reduced to
Bν (y)Bρ (z) ' y
δ
2
Gδν(0)
zλ
2
Gλρ(0). (G.13)
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by Fourier transforming to position space, and expanding in fixed point gauge [708], which allows the expan-
sion of the gluon field strength tensors in the nucleon near the origin. The current now takes the form, with
the color factors suppressed
JG,µZ′NNZ
′
µ '
∫
d4xd4yd4z〈N |Γ˜µνρ (y, z)Z ′µ (x)
yδ
2
Gδν(0)
zλ
2
Gλρ(0)|N〉eik·xeip1·yeip2·z. (G.14)
By Fourier transforming back into momentum space, the position coordinates become momentum deriva-
tives and by exploiting symmetry properties and conservation of momentum, the current can be written
JG,µZ′NNZ
′
µ '
1
4
〈N |Γ˜µνρ (p1, p2)
(
∂
∂kδ
− ∂
∂kλ
)
Z ′µ (k)G
δ
ν(0)G
λ
ρ(0)|N〉. (G.15)
Pulling the vertex function and the derivatives outside the expectation value allows for significant simpli-
fication, leading to
JG,µZ′NNZ
′
µ '
∑
Q
AQ1 (k)
∂
∂kδ
Z ′µ (k) 〈N |G˜µρGδρ|N〉. (G.16)
where the sum is over the fermions contributing to the loop in the vertex function, and an epsilon tensor was
absorbed from the vertex function into the dual field strength tensor. The coefficient function AQ1 takes the
form
AQ1 (k) =
A′QNc
4pi2
[
3 + Λ(s,mQ,mQ) + 2m
2
QC0(0, 0, s;mQ,mQ,mQ)
]
, (G.17)
where the loop functions Λ(s,mQ,mQ) and C0(0, 0, s;mQ,mQ,mQ) are
Λ(s,m,m) =
√
1− 4m
2
s
ln
 2m2
2m2 − s
(
1 +
√
1− 4m2s
)
 (G.18)
and
C0 (0, 0, s,m,m,m) =
1
2s
ln2

√
1− 4m2s − 1√
1− 4m2s + 1
 . (G.19)
The matrix element 〈N |G˜µρGδρ|N〉 is the nucleon expectation value of a spin-2 twist-2 gluonic pseudotensor
operator, which is a difficult expectation value to find numerical values for. Luckily, we will not need numerical
values for this quantity. The variable s = (p1 +p2)
2 is the momentum transfer in a nuclear recoil process, and
the low-momentum transfer limit corresponds to s = k2 → 0. The function AQ1 goes to zero in this limit, but
we expand in powers of momentum transfer to be able to compare against other contributions. Expanding
about k2 = 0 gives
AQ1 (k) =
(
A′QNc
4pi2
)(
k2
12m2Q
)
+O (k4) . (G.20)
which leads to the contribution from gluon interactions to the current
JG,µZ′NNZ
′
µ '
∂
∂kδ
Z ′µ(k)
A′Q
16pi2m2Q
k2〈N |G˜µρGδρ|N〉. (G.21)
This expression is suppressed by the square of the heavy quark mass as well as two powers of momentum
transfer. It clearly contributes less than the other components.
From this calculation, the basic conclusion can be drawn that, for a coupling hierarchy of g′ > gmix
by an order of magnitude or so as one might expect, the light quark term dominates the effective current.
This means that standard expressions for the nuclear recoil cross section assuming interactions with valence
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quarks can be used, if one takes the effective charge to use the mixed coupling. The heavy quark and gluon
field contributions are less, suppressed as they are. They begin to become relevant when g′ is several orders
of magnitude larger than gmix, as is discussed more explicitly in reference [547]. Thus this Appendix has
justified the expression we have used for the nuclear recoil cross section in Chapter 6, including the tritophilic
nature of the model.
270
