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The reliability and cost are two important performance measures of an interconnection network. Both
these aspects need to be attended at the layout design stage for an appropriate trade-off between them.
This paper introduces a new approach for layout optimization of interconnection networks using dy-
namic programming. Our principal objective here is to optimize the network layout so as to maximize
the network reliability of a given network within some predeﬁned cost constraint. Since the above
problem is NP-hard, a new technique based on dynamic programming is proposed to locate the optimal
positions of the nodes and links in the network. The proposed method is illustrated through an example.
We also present experimental results for a wide range of interconnection networks. The proposed
method is found to be efﬁcient and is applicable for large sized interconnection networks.
© 2015 Karabuk University. Production and hosting by Elsevier B.V. This is an open access article under
the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
In recent years considerable progress made in the design of VLSI
technology has resulted in the emergence of highly powerful pro-
cessors. The interconnection networks play a vital role in commu-
nication among the processing elements. The design and
maintenance of such networks are quite difﬁcult [1]. The perfor-
mance of the interconnection network is mainly judged by
ensuring their ability to work even on occurrence of some failures
[2]. In other words, the networks must be highly reliable for life
critical applications. The design of a network with high reliability
involves redundancy and hence increases of cost due to hardware
conﬁguration. Therefore, there arises a need to optimize the layout
of the network by changing the layout of the nodes and links
among them so as to attain high reliability within some predeﬁned
cost constraint. Since increase the performance in term of its reli-
ability is closely related to cost, there should be reliability-cost
trade off. This trade off can be easily achieved through layout
optimization.il.com, pradyumnatripathy@
ersity.
d hosting by Elsevier B.V. This is aThe diversity in network structures, resource constraints, and
options for reliability improvement has led to construction and
analysis of several optimization models viz. reliability optimization
problem and redundancy allocation problem [30]. The main
objective in reliability optimization problems is to maximize the
network reliability subject to overall cost constraint of the network.
The review of literature reveals many heuristic approaches to solve
such problems. Most of these approaches are based on Artiﬁcial
Neural Network (ANN) [4] [5], Genetic algorithm (GA) [6e9], Ant
colony optimization (ACO) [10], Tabu search [11,12], Simulated
annealing [13] and swarm optimization [3]. In Ref. [3], Shi et al.
developed a methodology to maximize the load-carrying capacity
or strength of composite structures by minimizing the maximum
stress. A stochastic global search algorithm called the direct search
simulated annealing is employed in the optimization procedure.
Beltran et al. [14] used the Tabu Search approach to design a highly
reliable network. Their method searches the least cost spanning
tree (LCST), where the two-tree objective was a coarse surrogate for
reliability. In Ref. [12] the design of a reliable telecommunication
network by considering the link constraint as a surrogate for
network reliability is discussed. In Ref. [6], Dengiz et al. developed a
GA based approach for the optimization of network reliability as a
test suit of 20 problems. In Ref. [7], another evolutionary algorithm
based on GA approach is proposed for design of a network with
minimum cost and certain reliability constraints. However, theirn open access article under the CC BY-NC-ND license (http://creativecommons.org/
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et al. [8] used a simple GA approach for structural optimization of
pipe networks but they did not consider the capacity and reliability.
The authors in Ref. [9] developed a GA based method where they
considered average distance, diameter and reliability. The methods
in Refs. [5,15] used artiﬁcial neural network to estimate the
network reliability of interconnection networks. The redundancy
allocation at the hardware state is considered as an important op-
tion for increasing the reliability of an interconnection network.
However, the cost sharply increases with the redundancy. The
redundancy allocation problem involves the simultaneous selection
of components and a system level design of conﬁguration which
can collectively meet all the design constraints in order to optimize
some objective function viz. system cost/reliability. Yun et al. [16]
proposed a multiple multilevel redundancy allocation problem
(MMRAP), where the system and module can be selected simulta-
neously and the multilevel redundancy is given at the sub system
levels. In Ref. [17], Wang et al. considered two fuzzy random
redundancy allocation models with bi-objective considerations like
reliability maximization and cost minimization. The authors in
Ref. [18] proposed a method for modular redundancy allocation
optimization in series system and series-parallel systems consid-
ering the multilevel reliability conﬁguration. In Ref. [19], Gupta et
al. considered the problem of constrained redundancy allocation of
series system with interval valued reliability of components. The
problem addressed by them was an unconstrained integer pro-
gramming with interval coefﬁcient by penalty function technique
and was meant to maximize the system reliability under limited
resource constraints. Li et al. [20] considered the heterogenous
redundancy allocation problem for multistate series-parallel sys-
tems. They used the Universal Generate Function (UGF) for system
reliability estimation and the GA for optimization of system struc-
ture. In Ref. [21], Ding et al. also considered the multistate system
where they used fuzzy values for performance rates and/or corre-
sponding state probabilities. They used Fuzzy Universal Generating
Function (FUGF) for extending the UGF with crisp sets.
The researchers in Ref. [22] discussed the redundancy allocation
problem with the objective of maximization of the system reli-
ability in the presence of common cause failures. Li et al. [23]
suggested two optimization models which has two mutually con-
ﬂicting goals like system reliability maximization andminimization
of total system cost. They proposed it for the multi-state weighted
k-out-of-n system. The task allocation problem and the reliability
optimization problem in distributed computing systems is
addressed in Ref. [24]. The optimization of series-parallel system
with a choice of redundancy strategies using GA approach is
considered in Ref. [25]. In Ref. [26], Tian et al. proposed a pro-
gramming approach for system structure optimizationmodes using
GA. The GA is also used as a tool for optimal resource allocation on
grid systems by maximizing service reliability of the system [27].
The study of literature reveals that the value of reliability of a
network decreases and its cost increases with increase in the
network size. The biggest challenge therefore is to design the most
appropriate layout to achieve the maximum reliability within some
predeﬁned cost constraints. Such type of design problem can be
termed as layout optimization problem [3]. In this paper we
address the layout optimization problem and propose a new algo-
rithm based on dynamic programming for solving this problem.We
use the concept of dynamic programming here due to its ability to
ﬁnd the exact solution, in contrast to its counter parts techniques
[28e30]. The dynamic programming approach always gives a
deterministic solution for optimization problems as compared to
the near optimal solution in heuristic approaches. The said layout
optimization problem is well formulated in this paper. A new al-
gorithm is proposed to ﬁnd the optimal positions for adding extranodes along with their links to an existing interconnection
network. The proposed algorithm is illustrated by taking a suitable
example for better understanding. The convergences of the pro-
posed algorithm along with its important ﬁndings are discussed in
this paper.
The rest of the paper is organized as follows. The proposed
method supported with a mathematical model and an algorithm is
presented in Section 2. Our proposed approach is illustrated in
Section 3. The application of the proposed method for layout
optimization of various kinds of networks and the results obtained
are discussed in Section 4. The concluding remarks are presented in
Section 5 of the paper.2. Proposed method
In this section, we formulate the problem and describe the de-
tails of the proposed approach using concepts of dynamic pro-
gramming. The optimization problem is solved through an
algorithm. The various symbols and notations used in this paper are
given below in Section 2.1.2.1. Notations
L: Total number of links in the Interconnection Network
numbered from 1 to L
N: Total number of nodes in the Interconnection Network
numbered from L þ 1 to L þ N þ 1.
G(N, L): Graph G with N number of nodes and L number of links
G0(N0, L0): Graph G0 having N0 number of nodes and L0 number of
links (after adding n number of nodes and 2n number of links)
C0: Initial cost of the interconnection network before
optimization
Cij: Cost of the link connecting node i to node j
Ck: Cost of the node k
Cmax: Maximum permissible cost of the Interconnection
Network
(i, j): Link between nodes i & j
X: Link topology of {x1,1, x1,2,…, xi,j,…, xN1, N}
xi,j: A decision variable indicating whether the nodes in G are
connected or not; xi,j ¼ 1, if nodes i and j are connected, other-
wise xi,j ¼ 0 (xi,j 2 X)
xi: A decision variable to indicate whether there is a link be-
tween the nodes (i, N þ 1), for i ¼ 1, 2, 3, …, N (xi2 X).
R: Network reliability of interconnection network
R(X): Network reliability of X
R0: Initial network reliability of the Interconnection Network
before optimization
Tu: uth spanning tree of graph G
d(Ni): Degree of node Ni
RM: Reliability matrix of G
CM: Cost matrix of G
pl, pN: Link reliability and node reliability of the interconnection
network respectively
N1…N: Nodes to be added to the Interconnection Network for
optimization
LR1…2N: Reliability matrix of 2N number of links to be added to
the Interconnection Network for optimization
NR1…N: Reliability matrix of N number nodes to be added to the
Interconnection Network for optimization
LC1…2N: Cost matrix of 2N number of links to be added to the
Interconnection Network for optimization
NC1…N: Cost matrix of N number nodes to be added to the
Interconnection Network for optimization
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In this subsection, we formulate the problem. The reliability and
cost of the nodes as well as the links of a given interconnection
network are assumed to be known. The problem is to obtain an
optimal layout where we may have to add a new set of nodes and
their associated links to the existing network. While doing so, our
main objective is to ﬁnd the best locations to which nodes can be
added so as to maximize the network reliability simultaneously
meeting some cost constraint. However, as the size of an inter-
connection network grows, the process of selecting the appropriate
locations becomes an NP-hard problem. In order to overcome the
above difﬁculties, a new approach is proposed here which solves
this optimization problem. For this purpose, we follow the dynamic
programming approach and divide the problem into sub-problems
and each sub-problem is solved recursively. The reliability and cost
is computed for every possible optimized layout out of which the
best layout is selected.
However, the addition of nodes and links in a network increases
the hardware complexity, which may decrease the overall reli-
ability of the interconnection network. In such circumstances, the
new nodes must be connected to the optimal locations so that the
decrease of the overall reliability can be the minimum. In other
words, the above optimization problem is the maximization of the
reliability of interconnection networks within a deﬁned cost
constraint.
2.3. Mathematical model
In this subsection, we develop the requiredmathematical model
for further analysis.
The reliability of Interconnection Network can be expressed as:R ¼
8>><
>>:
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(1)where, T0 is the initial spanning tree,
Tu is the uth spanning tree of graph G,
pl and pN are the reliability of the links and nodes respectively.
The overall cost of the network is:
C0 ¼
XN1 XN
Cijxij þ
XNþL
Ck (2)
i¼1 j¼iþ1 k¼Lþ1
The overall cost of the network can be computed as the sum-
mation of total cost of nodes and the total cost of operational links.
A link is considered as an operational link if Xi,j¼ 1 i.e. there exists a
link between (i, j).
We formulate two problems: i.e., 1-extra node problem and n-
extra node problem.
A) Formulation of 1-Extra Node Problem:
Addition of a new node to an existing network requires at least
twomore links to ensure theminimum connectivity of the networkat node level. Hence, the problem is now to ﬁnd the appropriate
positions for adding a new node along with two links to an existing
network. Out of many possible feasible positions, only those posi-
tions must be considered as solution space which yields the
maximum reliability while meeting some cost constraint of the
network.
Mathematically it can be expressed as:
Max
Such that constraints
RðXÞ
Copt  Cmax
Where
Copt ¼ C0 þ
XN
i¼1
Ci;Nþ1xi þ CNþ1 (3)
where, xi is the decision variable to choose a link between the nodes
(i, N þ 1), for i ¼ 1, 2, 3, …, N.
B) Formulation of n-Extra Nodes Problem:
Similar to the formulation of 1-Extra node problem, an n-extra
nodes problem can be deﬁned as:
Max
s:t constraints
RðXÞ
Copt  Cmax;
where
Copt ¼ C0 þ
XNþn
i¼Nþ1
XN
j¼1
Ci;jxi;j þ
XNþn
i¼Nþ1
Ci (4)where, xi,j is the decision variable. A solution to this problem can be
obtained by making a sequence of decisions on the variables v1, v2,
v3, …, vn. A decision on variable vi involves determining which of
the values 0 or 1 is to be assigned to it. Let us assume that the
decisions on the vi are made in the order vn, vn1,…, v1, following a
decision vn, there may be two possible statuses: (i) the cost of the
network is less and no gain in reliability has occurred, (ii) the cost is
more and a gain rn in the value of reliability has occurred. Let m is
the total number of decisions that can be made for ﬁnding the
appropriate positions of n extra nodes and fi(C) be the optimal so-
lution to the problem.
Since the principle of optimality holds, the optimal solution can
be written as
fmðCÞ ¼ maxffm1ðCÞ;Rm*fm1ðCÞg (5)
The generalized expression can be derived as
fiðCÞ ¼ max1imffi1ðCÞ;Ri*fi1ðCiÞg (6)
Fig. 1. Input network.
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Let Si be the ordered set to represent fi(C), 1  i  m
Si ¼
n
ðf ;CÞ
f ¼ fiðCÞ and Ci  Cmaxo
Initially, S0 ¼ {(1, 0)}
Si1 ¼ fðR;CÞjRiþ1 >Ri and Ci  Cmaxg
So, the Siþ1 can be computed by merging/purging Si and Si1.
If Siþ1 contain two pairs (Rj, Cj) and (Rk, Ck) with the property
that Rj  Rk and Cj  Ck, then the pair (Rj, Cj) can be discarded
because of Eq. (6). Discarding a pair by this manner is deﬁned as
purging operation which follows dominance rule, where domi-
nance rule states that dominating tuples must be purged. For
example, in the above (Rk, Ck) dominates(Rj, Cj). Hence (Rj, Cj) must
be discarded or purged.
Siþ1 can be obtained by making a decision viþ1, 1  i þ 1  n,
whose value can either be 0 or 1. When viþ1 ¼ 0, the resulting state
is same as per Si. When viþ1 ¼ 1, the resulting states are obtained
from each state in Si. The purging operation is carried out while
viþ1 ¼ 0 and the merging operation is carried out when viþ1 ¼ 1.
By following two values in each decision, the total number of
possibilities for a set of decision variable v1, v2, …, vn is 2n. In the
worst case, if no pairs would purged, each Si, i > 0 is obtained by
merging Si1 and Si11 ; thenX
0in1
Si ¼ X
0in1
2i ¼ 2n  1
where jSij ¼ Number of pairs in Si. Hence the time needed to
compute all Si is O(2n).
Thus, Merge PurgeðSi; Si1Þ is a function that either merges
Si and Si1 to S
iþ1 or keeps Si as such by following the purging
operation.
The next subsection presents a new algorithm for the n-extra
stage problem.
2.4. Algorithm (n-extra stage problem)
In order to solve the n-extra stage problem, the inputs given to
the proposed algorithm are the interconnection network which can
be viewed as graph G, with N number of nodes and L number of
edges. The other inputs are, the cost matrix (CM), reliability matrix
(RM), maximum permissible cost constraint (Cmax) within which
the optimized layout has to be obtained, the reliability of the nodes
(NR1…N) and links (LR1…2N) to be added, the cost of the nodes (NC1…
N) and links (LC1…2N) to be added to the graph G. The proposed
algorithm results with the optimized interconnection network
along with its computed network reliability.
Input: G(N, L), RM, CM, Cmax, N1…n, LR1…2N, LC1…2N, NR1…N, NC1…N
Process:
Step 1: Add n number of nodes and 2n number of links to G(N, L) s.t.
d(v)  2, c v2 N0 ~ N
Step 2: Compute R0 using equation (1).
Step 3: Compute C0 using equation (2).
Step 4: S0 ¼ {(1,0)}
Step 5: For i ¼ 1 to n  1 do
{
5.1 Make the ith decision by rearranging the newly added links.
5.2 Compute Ri, Ci5.3 Si11 ¼ fðR;CÞjRi >Ri1 and Ci  Cmaxg
5.4 Si ¼ Merge PurgeðSi1; Si11 Þ
}
Step 6: For (i, j)2 L0 ~ L, c (i, j)2 N0, and i s j
6.1 Back trace the value for xi,j ¼ 1
Step 7: Return (Rn, Cn, G0(N0, L0))
2.4.1. Discussion on convergence of algorithm
The proposed algorithm converges to optimal solution under
occurrence of any of the following three conditions:
i) i > n  1
The for-loop in Step 5 is terminated when the loop invariant
exceeds the upper limit i.e. n  1, where n is the total number of
decisions to made.
ii) Ri < Ri1
Ri < Ri1 leads to the purging operation. i.e. (Ri, Ci) will be dis-
carded as Ri < Ri1, Ci > Ci1, which is in accordance with the
dominance rule (discussed earlier). The occurrence of purging
operation rules out generation of next Si which in turn brings the
control out of for loop.
iii) Ci > Cmax
Under this condition, Si11 is not generated even though Ri > Ri1,
which prohibits generation of Si (Since the MergePurge operation
gets failed).
The occurrence of conditions (1) and (2) are quite natural which
ensure the convergence of the proposed algorithm.
3. Illustration
The proposed algorithm is illustrated with the help of the
following example. Let us consider the interconnection network in
Fig.1 having 6 nodes and 9 links. The links and nodes are numbered
according to the proposed encoding scheme. The nine links of the
network are number here 1e9 where and six nodes are numbered
from 10 to 15.
Let the one node and two are to be added to the existing network
(Fig. 1). The initial cost C0 and network reliability R0 of the given
interconnection network computed to be 845 and 0.8227894
respectively. Next, S0 is initialized to {(1, 0)}. Let us assume that the
new node to be added to the network has the cost and reliability, 50
and0.9 respectively. Similarly the two links that are to beadded to the
existing network along with the above node have cost {30, 20} and
the reliability of these each links are 0.9. The search space for ﬁnding
the optimal position for which the network will yield the maximum
reliabilitywithin the given cost constraint can be found by examining
all possible combinations of nodes. The initial decision is chosen
randomly by selecting a random pair of nodes. Next, we compute Ri
Fig. 2. The resultant network after layout optimization.
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compute Si11 such that the previous Ri should be the greater Ri1 and
Ci  Cmax. The next value of Si can be computed by the MergePurge
operation of Si1 and Si11 . The process continues till all possible valid
combinations are obtained satisfying the cost constraint. The back
tracing isdoneon thematrix forwhich thedecisionvariable is set to 1.
Our algorithm takes the network layout of Fig. 1 as the input and
generates the optimized interconnection network of Fig. 2 as the
output. The optimized network so generated has the cost 945 and
reliability is 0.7609. Hence, our proposed method generates the best
reliable network layout within the predeﬁned cost constraint.4. Result and discussion
Cost for each element of interconnection network may differ
from each other. However, in order to reduce the complexity of the
problem, it is assumed that costs of each node are same. The pro-
posed algorithm is simulated in MATLAB 7.0 platform on a core2
duo processor with 2 GB RAM for a wide range of sample inter-
connection networks. For the purpose of simulation, the following
parameters are set: the reliability of both the nodes and the links
are set to 0.9 and the costs of the links are set as per Ref. [6] as
Ref. [6] proposes a heuristic search algorithm to solve the network
reliability design problem when considering cost & reliability.4.1. Comparison with method [31]
The paper [31] addresses a similar problem of changes in layout
of network while evaluating the reliability of the interconnectionFig. 3. Cost vsnetwork. The consequences of adding nodes as well as links to an
existing interconnection network are well explained in this paper.
The best location for adding these node and links have been
determined and the best possible network reliability value has
been computed.
For the purpose of comparison, the above method is imple-
mented on a similar environment and the best values of reliability
are recorded for the networks. The same networks are taken as
input for the proposed algorithm and the maximumvalues for each
case are then estimated. A comparison is made between the reli-
ability values computed by proposed method against that
computed by method [31] and is shown in Fig. 4. The CPU time
taken by both the above methods for computing the maximum
reliability values of the said networks are presented in Fig. 5. From
all these comparisons, it can be concluded that the proposed
method outperforms than method [31] in both accuracy in reli-
ability values and the CPU time taken.
4.2. Layout optimization of some candidate interconnection
networks
We consider three distinct and interesting cases for the layout
optimization of the given input networks under a predeﬁned cost
constraint and generated the optimized layout for each. Case I:
Optimization for obtaining the maximum reliable layout by addi-
tion of minimal number of new node (one) and links (two). Case II:
Addition of nodes to the existing layout recursively. The output
optimized layout after adding minimal number of new node and
links becomes input for the next optimization. Case III: Addition of
links to the existing layout recursively. The output optimized layout
after adding a new link becomes input for the next addition of a
link. The results in Tables 1e3 respectively account for case I, case II
and case III.
Case I. One node and two links are added to an existing
network layout. Our objective is to ﬁnd the optimal positions of
the links and nodes which can yield the maximum network reli-
ability (R) within the given permissible cost constraint Cmax. We
have considered 10 number of sample networks (refer column 2 of
Table 1) along with the corresponding Cmax as the inputs. The
proposed algorithm generates the optimized networks with high-
est reliability taking into account the cost constraint Cmax. The
optimized networks, computed cost and their reliability are pre-
sented in column in 4, 5 and 6 in Table 1 respectively. From thereliability.
Fig. 4. Comparison of network reliability of proposed approach with Chopra's approach [31].
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the newly generated output networks are found to be within the
predeﬁned maximum cost limit. Further the reliability of the
generated networks are found to be highest keeping their original
layout in-tact. The proposed algorithm as such is suitable for large
sized networks also. E.g. for a network with 16 nodes and 28 links,
the optimal position for adding an extra node is found to be be-
tween node 1 and node 16 with a maximum reliability value of
0.7561. Similar observation is also made for the network with 7
numbers of nodes and 12 numbers of links. Further, two lager
networks viz. (20N, 30L) and (25N, 35L) are considered for evalu-
ating their reliability by the proposed algorithm under the cost
constraint of 1150 and 1450 respectively. The time taken by the
proposed algorithm for networks (20N, 30L) and (25N, 35L) are
found to be 2825 and 3751 CPU Secs respectively. From these, it can
observed that even though the proposed algorithm is capable of
generating a solution for the network (25N, 35L) but the time taken
is too high.
Case II. Addition of nodes to the existing layout recursively.
Given an input network with known reliability and cost of each
node and links. Here our objective is to add n number of newFig. 5. Comparison of the CPU time of proposnodes (one at a time), with every new node having two number
of links. This recursive addition of new nodes along with the
associated links to the existing network at it optimal locations
resulted in a highly reliable network layout. The inputs to the
algorithm are the network, Cmax and the number of nodes and
links to be added. In every iteration, it goes on adding 1 node and
two links to the existing network resulting in a new optimized
layout with high reliability value. To study the behavior of reli-
ability of interconnection network with respect to the addition of
more than one number of nodes, a benchmark interconnection
network with 5 nodes and 8 links is taken as input to the pro-
posed algorithm (Refer Table 2). Five numbers of observations are
recorded in Table 2. Each observation corresponds to addition of
one node and two links to the input network. The optimized
network which is generated by our algorithm corresponding to
each observation is presented in Column 4 of Table 2. After
adding 4 number of nodes and eight number of links to the input
network, the computed maximum value of reliability of the
optimized network is found to be 0.6544 and the optimal posi-
tions are (1, 4), (4, 5), (2, 5), (3, 4) and (2, 9) respectively where
the new node are added.ed method with Chopra's approach [31].
Table 1
Layout optimization of interconnection networks for maximum reliability through addition of new node and links.
Sl. no. Input networks (G) (N, L) Predeﬁned cost
constraint (Cmax)
Output optimized layout (G0) (N0 , L0) Cost of the output
layout (Copt)
Reliability of the
optimized layout (R)
1
(5N, 8L)
930
(6N, 10L)
901 0.8797
2
(6N, 9L)
950
(7N, 11L)
945 0.7609
3
(7N, 10L)
1500
(8N, 12L)
1434 0.6448
4
(7N, 11L)
280
(8N, 13L)
260 0.8467
5
(7N, 12L)
310
(8N,14L)
280 0.8597
6
(8N, 9L)
350
(9N, 11L)
310 0.5087
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Table 1 (continued )
Sl. no. Input networks (G) (N, L) Predeﬁned cost
constraint (Cmax)
Output optimized layout (G0) (N0 , L0) Cost of the output
layout (Copt)
Reliability of the
optimized layout (R)
7
(9N, 12L)
400
(10N, 14L)
380 0.5014
8
(10N, 11L)
390
(11N, 13L)
370 0.4738
9
(11N, 13L)
450
(12N, 15L)
420 0.4225
10
(16N, 28L)
620
(17N, 30L)
600 0.7561
11
(20N, 30L)
1150
(21N, 32L)
1090 0.6960
(continued on next page)
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Table 1 (continued )
Sl. no. Input networks (G) (N, L) Predeﬁned cost
constraint (Cmax)
Output optimized layout (G0) (N0 , L0) Cost of the output
layout (Copt)
Reliability of the
optimized layout (R)
12
(25N, 35L)
1450
(26N, 37L)
1420 0.5881
Table 2
Layout optimization of interconnection networks through addition of new nodes and links recursively.
Sl. no. Input networks (G) (N, L) Predeﬁned cost
constraint (Cmax)
Output optimized layout (G0) (N0 , L0) Cost of the output
layout (Copt)
Reliability of the
optimized layout (R)
1
(5N, 8L)
900
(6N, 10L)
861 0.87970
2
(6N, 10L)
950
(7N, 12L)
900 0.81773
3
(7N, 12L)
1100
(8N, 14L)
1021 0.70297
4
(8N, 14L)
1200
(9N, 16L)
1160 0.63544
5
(9N, 16L)
1250
(10N, 18L)
1203 0.60544
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Table 3
Layout optimization of interconnection networks through addition of new links recursively.
Sl. no. Input networks (G) (N, L) Predeﬁned cost
constraint (Cmax)
Output optimized layout (G0) (N0 , L0) Cost of the output
layout (Copt)
Reliability of the
optimized layout (R)
1
(6N, 9L)
950
(7N, 11L)
945 0.6091
2
(7N, 11L)
1000
(7N, 12L)
980 0.6554
3
(7N, 12L)
1050
(7N, 13L)
1000 0.7221
4
(7N, 13L)
1050
(7N, 14L)
1020 0.7937
5
(7N, 14L)
1080
(7N, 15L)
1040 0.8532
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addition of links to a ﬁxed network layout by keeping number of
nodes constant always results in increase in reliability. However,
addition of links at optimal positions results in the best layout
which yields the maximum reliability. Here the objective is to ﬁnd
the locations to which n number of new links can be added so as to
maximize the network reliability within prescribed cost constraint.
The inputs to the algorithm are the network, Cmax and the number
of links to be added. Recursively it adds one link at a time to the
input network at the positions, which lead to the network reli-
ability to be maximum. Table 3 shows the improvement of reli-
ability with addition of new links to the existing interconnection
layout. Initially, one node and two links are added to the input
network with 6 nodes and 9 links and the network is optimized
using our algorithm. The optimized network is found to have a
reliability value of 0.6091 with computed cost 945. It can be
observed that the cost of our new network (optimized network) is
less than the cost constraint Cmax. Subsequently links are added to
this optimized network. After adding 4 number of links to the said
network, the resulting optimized network has a computedreliability value of 0.8532. From the above observations, it is quite
clear that reliability value increases at rate ofz0.05 with respect to
addition of each link.
The computed network reliability is plotted against the
computed cost of the interconnection network. The graph (Fig. 3)
shows that the reliability increases with the increase in cost of the
interconnection network. More the links are added to the inter-
connection network, the cost of the interconnection network in-
creases so as the network reliability.5. Conclusion
A new approach based on dynamic programming is proposed in
this work for solving a type of layout optimization problem, where
new nodes and their corresponding links are added to an existing
interconnection network for maximization of reliability and mini-
mization of cost. The proposed method yields the optimal positions
where new nodes can be added so that the interconnection
network attains maximum reliability within the prescribed cost
P.K. Tripathy et al. / Engineering Science and Technology, an International Journal 18 (2015) 374e384384constraints. The effects of reliability of interconnection networks
with respect to addition of nodes as well as links are presented
exhaustibly, by taking a wide range of benchmark interconnection
networks. From the results, the proposedmethodwhich is based on
dynamic programming is found to be efﬁcient. Further, it can also
be applied to large sized networks for locating the optimal
positions.
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