Two experiments studied perceptual comparisons with cues that vary in one of four ways (picture, sound, spoken word, or printed word) and with targets that are either pictures or environmental sounds. The basic question probed whether modality or differences in format were factors that would influence picture and sound perception. Also of interest were cue effect differences when targets are presented on either the right or left side. Students responded to a same-different reaction time task that entailed matching cue-target pairs to determine whether the successive stimulus events represented features drawn from the same basic item. Cue type influenced reaction times to pictures and environmental sounds, but the effects were qualified by response type and with picture targets by presentation side. These results provide some additional evidence of processing asymmetry when pictures are directed to either the right or left hemisphere, as well as for some asymmetries in cross-modality cuing. Implications of these findings for theories of multisensory processing and models of object recognition are discussed.
There is a rich research literature on the effects of presentation format that compares pictures to words (Amit, Algom, & Trope, 2009; Paivio, 1971 Paivio, , 2007 Smith & Magee, 1980) and a somewhat more limited and varied set of findings in the auditory domain with environmental sounds and spoken words (such as the sound of a violin and the spoken word violin) (Friedman, Cycowicz, & Dziobek, 2003; Giordano, McDonnell, & McAdams, 2010; Hugdahl, 1999; Orgs, Lange, Dombrowski, & Heil, 2006) and with cross-modality perceptual comparisons (Foxton, Riviere, & Barone, 2010; McGurk & MacDonald, 1976; Zmigrod, Spapé, & Hommel, 2009 ). We were interested in comparisons that involved all four elements (pictures, environmental sounds, and printed and spoken words) to determine whether modality (auditory vs. visual), differences in perceptual or linguistic format, or both are factors that influence picture and sound perception.
Some recent work by Zmigrod et al. (2009) suggested that auditory and visual features can be integrated and bound with each other and with their associated response. Their data showed that feature integration operates across perceptual domains. The mechanism that underlies the multimodal sensory integration is an event file, proposed by Hommel (2004) , which is a network of bindings that link codes of the salient features of a perceptual event. Repeated encounters with an event file or one or more of the bound features produce retrieval of the event file in such a way that it may facilitate performance if the same stimulus event is experienced, or it may interfere with the creation of new events files for events that share some but not all of the same features. Event files represent an updated version of object files, introduced by Kahneman, Treisman, and Gibbs (1992) to explain how features are bound to objects and enriched by object-related knowledge from long-term memory. In addition to object features, Hommel (2004) showed that the event file can also include codes that apply to action and sensorimotor planning.
Although it is well known that the perceptual system can integrate information presented in various formats and modalities, previous studies of multisensory processing showed mixed behavioral outcomes in response to bimodal presentation conditions (Colavita, 1974; Sinnett, Soto-Faraco, & Spence, 2008) . Findings have ranged from facilitation effects to interference effects that result from one sense dominating the other (Colavita, 1974) . Some have suggested that task demands and response conditions can be used to explain the variability in the findings. For example, Sinnett et al. (2008) used the same audiovisual displays to produce both facilitation and interference effects by changing the task. Single-response detection times were shorter with bimodal than unimodal stimuli, but when the task was changed to a three-button modal discrimination task, bimodal stimuli resulted in much longer response times in comparison to conditions in which the auditory or visual stimuli appeared alone. In our study we used only one task, a perceptual comparison task, but we varied the presentation format of the information presented first to compare the relative effects of the cue manipulation on targets that were either pictures or environmental sounds.
Also, we questioned whether effects of cue type would vary when pictures and sounds were presented on either the right or left side and processed primarily in the right or left hemisphere of the brain. Studer and Hübner (2008) used a word picture verification task and found that when the pictures were presented laterally, there was an advantage to processing in the left hemisphere when participants were asked to verify the category of a pair of stimuli at the basic level (e.g., dog, cat) and a right-hemisphere advantage to categorization at the subordinate level (e.g., striped cat); however, the results were reversed when a second experiment tested an identification response rather than a verification response with the same stimulus pictures. The researchers concluded that hemispheric asymmetries are somewhat task dependent. Robertson and Ivry (2000) identified a number of hemispheric asymmetries in both vision and hearing. They noted that both hemispheres of the brain have access to task-relevant information, but asymmetric filtering of the initial information yields somewhat different representations in each hemisphere. The right hemisphere is biased toward information with low spatial and sound frequency and the left toward high-frequency information. The filtered representation in the left hemisphere would be more efficient for certain types of tasks, such as processing the local components of a global-local stimulus, or the phonetic information involved in discriminations between syllables, whereas the representation in the right hemisphere would be more efficient for the global aspects of a figure or prosodic cues. It is interesting that this double filtering by frequency theory accounts for hemispheric asymmetries in a number of tasks across both auditory and visual modalities. In this context, we wanted to study whether processing cues that varied in format or modality would also show hemispheric asymmetries.
In a seminal study, Marsolek (1999) used a longterm priming paradigm and asked participants to name pictures presented in either the left or right visual field after a study phase in which same or different exemplar objects or object names were presented at fixation. Naming accuracy was found to vary as a function of the interaction between presentation side and prime type. For objects that appeared in the right hemisphere, same-exemplar priming was higher than in the other priming conditions, whereas object presentations in the left hemisphere were primed in an equivalent way with same and different exemplars. The hemispheric differences in the findings supported a dual theory of object recognition (Marsolek, 1999; Marsolek & Burgund, 1997 ) that involved two subsystems, which operated in parallel with some difference in effectiveness such that abstract processing is more effective in the left and specific exemplar processing is more effective in the right hemisphere of the brain. However, the evidence also showed that to some degree abstract and specific processing occurs in both hemispheres. Gonzalez and McLennan (2009) used the same long-term repetition priming paradigm to study naming accuracy with environmental sounds. Same and different exemplar sounds were presented binaurally during the encoding phase, followed by a test phase in which sounds were presented to only one ear. In results that were consistent with Marsolek's (1999) , naming accuracy in the right but not the left hemisphere was facilitated by same exemplar primes. The researchers concluded that the asymmetric pattern of priming effects with auditory sounds was support for the dual subsystem theory, and they suggested that dual subsystems may not be limited to vision but instead may characterize human perceptual processing.
Dissociable subsystem theory is supported by behavioral evidence gathered with the long-term repetition priming paradigm described in the previous paragraphs but also by work with brain-damaged patients (Beeri, Vakil, Adonsky, & Levenkron, 2004; Robertson & Ivry, 2000) and neuroimaging studies (Dien, 2009) . Support was also found when Marsolek and Burgund (2008) used a same-different task with novel objects. They found accuracy was higher when the cue and target belonged to the same abstract category and targets were presented to the left hemisphere rather than the right. Accuracy rates were reversed (higher on the right rather than left), though, when the cue and target belonged to the same visual exemplar. However, their findings were somewhat limited by the fact that hemispheric effects were evident only when a 10-s delay was included between the presentation of the stimulus pair and when accuracy rather than response time was measured.
We investigated whether perception of pictures and environmental sounds when presented in a lateralized manner would be affected in similar ways by cues that varied in modality and in perceptual or linguistic format. We know from picture word studies (Amit et al., 2009 ) that picture representations are particular, contextual, and concrete, whereas word representations are generic and abstract. Given the evidence from Robertson and Ivry (2000) and Marsolek and Burgund (2008) that stimulus information may have different representations in each hemisphere or be processed by different subsystems that could affect processing efficiency, we investigated whether there would be differences in the influence that perceptual (pictures and sounds) or linguistic (printed and spoken words) cues had with pictures and environmental sounds presented to either the right or left hemisphere.
eXPeRiMent 1
In our first experiment, participants either viewed a centrally located cue or heard a binaural sound for 1.5 s and matched it to a target picture or sound that followed on either the right or left side. The cues were presented for more than a second to account for the differences in processing cues that varied in both format and modality and to make sure that participants had enough time to fully process the cues irrespective of type. The targets were examples drawn from members of one of two categories: living things or musical instruments. Participants judged whether the cue and the target represented features drawn from same or different items (such as sound of a cat meowing followed by the picture of a cat). Cue type varied in one of four ways: picture, sound, printed word, or spoken word.
Cue type would determine the degree to which the two successive events share perceptual or conceptual features. Picture and sound cues could share perceptual as well as conceptual features with the target, whereas the linguistic cues overlap in conceptual features only. For example, a picture of a dog or the sound of a dog barking could be preceded by a picture of a dog, the sound of a dog barking, or the printed or spoken word dog. Same responses could match holistically (in the case of picture or sound cues), be presented in the same modality (auditory or visual), or just share the same name. We expected to find strong effects of cue type, particularly in the perceptual-linguistic comparison, because the comparison task involved items that represent basic-level categories, and items at this level have been determined to be the most informative and distinctive compared with categories at other levels (Rosch, Mervis, Gray, Johnson, & Boyes-Braem, 1976; Tversky & Hemenway, 1984) .
When Gordon and Irwin (2000) used a same-different task with pictures presented centrally and compared preview with printed words and line drawings, they found evidence that both pictures and words PeRcePtual coMPaRisons • 381 influenced task performance. Our comparisons were more complex, involving perceptual versus linguistic and auditory versus visual. Of related interest was whether we would find evidence of cross-modality cuing. Would the sound of a dog barking be as effective a cue as the picture of a dog? When cuing with a linguistic stimulus, does it matter whether a word is heard or read? If auditory and visual features can be integrated and bound with each other and with their associated response in the same event file (Zmigrod et al., 2009 ), then we should find evidence for cross-modality cuing. By using both audio and visual cues and targets, we could investigate the degree to which cross-modality cuing operated and whether hemispheric effects would be obtained in the same way with auditory and visual targets. In some limited way, effects due to modality could be sorted out from those due to the perceptual or linguistic characteristic of the cue.
METHOD Participants
The participants were 26 (60% female) right-handed students from the University of North Carolina, Charlotte, who were 18 years of age or older and had at least 20/20 (or corrected-to-20/20) vision and good hearing in both ears. They participated in the experiments to obtain extra credit for their psychology class. Scores on the Edinburgh Inventory (Oldfield, 1971) were used to verify the prevalence of right-handedness among the participants. Data from 3 were removed because error rates exceeded 50% in more than one of the experimental conditions. All procedures were approved by the University of North Carolina, Charlotte, Institutional Review Board.
Materials and Design
The target stimuli consisted of pictures and digitized sounds that were selected from databases and clip art files to represent common environmental sounds and pictures from two categories: living things and musical instruments. A list of the 20 items from each category is presented in the Appendix.
Sounds were 32-bit WAV files. Environmental sounds were selected from Marcell, Borella, Greene, Kerr, and Rogers's (2000) list of 120, and a few additional sounds came from the Internet. Only the initial 1.5 s of each sound file was used. Although mean naming accuracy for the 120 sounds in the Marcell et al. normed list was 74% (SD = 28), we selected only the sounds from the database that were recognizable by our student sample. Pretesting with a small group of participants indicated recognition rates greater than 90%. Sound files representing sounds produced by each of the 40 category items were brought into Sound Edit 16 Version 2 and saved as three different files: a stereo file that played simultaneously in both ears and 2 monaural versions that played only in the right or left channel. The stereo files were used as the cues, and the other two files were used as the target files.
Pictures were JPEG files downloaded from normed lists (Bonin, Peereman, Malardier, Meot, & Chalard, 2003; Rossion & Pourtois, 2004 ) and clip art files. As with the sounds, all pictures were pretested to ensure a 90% or higher rate of recognition with our sample. The pictures were imported into Adobe Photoshop and their sizes adjusted to approximately 4 × 4 cm. The spoken words, used as cues, were sound files created in a female voice that articulated the name of the stimulus item. Each file was edited in Sound Edit 16 Version 2 and saved as a WAV file. The printed word cues were uppercase characters spelling the stimulus item name and printed with a Geneva font in a character size of 24 cpi.
The visual stimuli were displayed on a 15-inch flat screen monitor. Stimulus presentation and data collection were controlled by SuperLab version 4.0 running on a Macintosh G4 computer. Two versions of the stimulus files were developed, one with the pictures used as the targets and the other with the sounds as targets. Within each of the files there were 128 trials that represented a random combination of eight repetitions of each of the presentation side by cue type by same-different response conditions. There were an equal number of items from each of the two stimulus categories within each of the eight repetitions. Items from the pool of 40 were randomly assigned to one of the four cue types associated with each presentation side by same-different response conditions. A different random order of items was used for each of the four conditions with the picture and sound targets.
The repeated-measures design had four manipulated variables: picture or sound as the target, target presentation side (right or left), cue type (picture, sound, spoken word, printed word), and "same" or "different" response. Target stimuli were presented in counterbalanced blocks across participants, and the other variables were randomly ordered within each of the blocks.
Procedure
The participants sat 48 cm from the monitor, wore stereo headphones (Labtec Elite 825), and individually completed 30-min sessions. Instructions indicated that the experiment dealt with the effects of cues on perception of pictures and sounds and that the participants would be asked to compare the cue and the target and make a same-different judgment to determine whether the information from the successive stimuli represented the same item. Figure 1 shows the timing and sequence of events that occurred on each trial. A centrally located cue followed the fixation cross and remained on the screen for 1.5 s. The cue was presented in one of four formats (picture, environmental sound, printed word, or spoken word). When the binaural auditory cues were presented, the fixation point remained on the screen while the sound file played. The target was presented next on either the right or left side. A picture appeared in either the left or right visual field, centered at a distance of 7.7o to the right or left of the fixation point. The target picture flashed on the screen for 180 ms and was replaced by a visual mask (19 cm high and 6 cm wide), which covered the screen. The participant's key press response terminated the trial. On the remaining half of the trials, the target stimulus was an environmental sound that was presented in either the left or right ear. For these trials the visual mask appeared simultaneously with the sound file, and both were terminated by the participant's response.
Participants compared the cue and the target stimulus and indicated with a key press whether the information that was represented came from same or different items. In the "same" condition, cue and target stimuli represented the same item, whereas in the "different" condition the elements of the stimulus pair came from different items. Within the different condition, the cue-target pairings were randomly determined to ensure that there were an equal number of pairs in each of the experimental conditions drawn from the "same" and "different" item categories.
To respond, the participant placed his or her right index finger on the "y" key to indicate a "same" judgment, and the left index finger was placed on the "b" key for "different" judgments. The response associations were noted under the monitor and visible during the experiment.
Participation occurred in two blocks of 128 trials, each based on whether the target was a picture or sound. Picture or sound targets were presented in counterbalanced order across participants. Within each block there was a random combination of eight repetitions of each of the side × cue type × samedifferent conditions. The trials were presented in a different random order for each of the participants. There were 10 practice trials before each of the blocks of trials.
Reaction times (RTs) were measured from the onset of the target stimulus until the participant's key press response. Mean correct RTs were calculated for each participant in every condition across the eight repetitions. Also, noted in every condition was the proportion of incorrect same-different responses.
RESULTS
Mean correct RTs for each of the experimental conditions were trimmed at 3 s for the trials with a picture as the target stimulus and 5 s for the sound targets (cutoffs represented 3.5 SD around the mean). Fewer than 1% of the trials with pictures and sounds were trimmed. The trimmed correct RTs and proportion of incorrect responses were analyzed with separate repeated-measures ANOVAs to test for the withingroup effects of left-right presentation side, cue type (picture, sound, printed word and spoken word), and same-different response. The main focus of the analysis was on the effect of cue type and whether cue type interacted with presentation side. Separate analyses were conducted on trials with pictures and sounds as targets because of differences in the variability in the data associated with each target. Follow-up simple effects were calculated to decompose the interaction effects. The F tests that are reported for all withingroup effects include the Greenhouse-Geisser correction when necessary to protect against possible violation of the sphericity assumption. A significance level of .05 was used for all statistical tests.
Picture as Target REACTION TIME Figure 2 presents the data averaged across participants, with the left panels indicating the matching ("same" responses) and the right panels the nonmatching ("different" responses) cue-target combinations. The ANOVA on RTs to the picture targets with right-handed participants showed a main effect of cue type, F(3, 66) = 8.67, p < .001, η 2 = .28, that was qualified by significant interactions with presentation side, F(3, 66) = 3.27, p = .026, η 2 = .13, To decompose the three-way effect of cue type × response type × presentation side and to test for cuing effects within each hemisphere, follow-up simple interaction effects of cue by response were computed for each of the presentation sides. When the picture appeared in the left visual field and processed in the right hemisphere, there was a significant effect of cue type, F(3, 66) = 9.57, p < .001, η 2 = .30, and cue type interacted with response, F(3, 66) = 7.00, p < .001, η 2 = .24. Simple effects of cue type for each of the responses show that for cue and target pairs that matched there was a strong effect of cue type, F(3, 66) = 13.82, p < .0001, η 2 = . 39. Follow-up within-participant contrasts (ps < .01) found that the perceptual cues (sound and picture) lead to significantly longer RTs than the linguistic; however, there was also a significant difference within the perceptual comparison itself such that the long RTs resulted from the presence of the sounds as cues (M = 901 ms, SD = 290) rather than pictures (M = 689 ms, SD = 165). The two types of linguistic cues were not found to differ from each other (p = .41) (M = 715 ms, SD = 158). When cue target pairs did not match, however, there was no cue effect, F < 1.
To address our primary question in this study, cue type effects were present when pictures were processed in the right hemisphere, but the effects were specific to the type of response. When item responses were to matching cue-target pairs, cues in the form of pictures or words (both printed or spoken), but not environmental sounds, reduced RTs. With nonmatching pairs, there were no effects of cue type.
When the target picture was processed in the left hemisphere, "same" responses were faster than "different," F(1, 22) = 20.06, p < .0001, η 2 = .48, and there was an effect of cue type, F(3, 66) = 4.18, p = .009, η 2 = . 16. Follow-up within-participant contrasts did not show a difference between RTs to the perceptual and linguistic cues (p = .531), but RTs for picture cues were found to be shorter than those for sound cues (p = .001). In contrast to the analysis conducted on the right hemisphere, cue type did not interact with response, F(3, 66) = 1.20, p = .32. Although cue type had a significant effect on both presentation sides, its effect on picture processing was much stronger given the differences in the effect sizes in the right rather than in the left hemisphere.
ERROR R ATE
The average proportions of incorrect responses in each experimental condition are presented in the bottom panels of Figure 2 . The error rates were low, with averages ranging from 1% to 12% of the responses, and there was no evidence that the participants traded speed for accuracy.
Because of the low error rates in some of the conditions, an arcsine transformation was used on the data before the analysis. The ANOVA showed that the error rate varied by cue type, F(3, 66) = 4.85, p = .004, η 2 = .18, with picture and spoken word cues associated with a lower error rate (.03) than sounds and printed word cues (.06). There was also a lower error rate associated with nonmatching cue-target trials (.04) in comparison to matching trials (.06), F(1, 22) = 4.85, p = .039, η 2 = .18; however, the effect of response type was qualified by a significant interaction with presentation side, F(1, 22) = 7.52, p = .012, η 2 = .26. Response type differences were apparent only with pictures presented in the left visual field. When picture targets appeared in the right visual field, the average error rate for "same" and "different" responses represented 4% of the participants' key presses.
Environmental Sound as Target REACTION TIME
Mean correct RTs when sounds were used as the targets are presented in the upper panels of Figure 3 . The ANOVA on these data showed strong main effects of cue type, F(3, 66) = 9.45, p = .001, η 2 = .30, and cue type interacted with response, F(3, 66) = 24.54, p < .001, η 2 = .53. However, cue was not found to enter into any interactions with presentation side. There was no cue × side interaction, F(3, 66) = 1.44, p = .24, or cue × side × response interaction, F(3, 66) = 2.90, p = .06.
However, there were main effects of presentation side, F(1, 22) = 10.01, p = .004, η 2 = .31, and response type, F(1, 22) = 10.27, p = .004, η 2 = .32. Targets were responded to more quickly when presented in the left ear (M = 1,057 ms, SD = .325) rather than the right (M = 1,097 ms, SD = .333) and when different (M = 1,048 ms, SD = .319) rather than same cue-target pairs were tested (M = 1,106 ms, SD = .340).
Follow-up simple effects of cue at each response show that cue type influenced RTs only when cuetarget pairs matched, F(3, 66) = 23.06, p < .001, η 2 = .51 (nonmatching trials, F[3, 66] = 1.43, p = .24). Within-participant contrasts, p < .001, indicated that perceptual cues provided shorter RTs than linguistic, and sound cues were associated with shorter RTs, M = 914 ms, SD = .279, than pictures, M = 1,055 ms, SD = .308. Interestingly, the linguistic cues (both printed, M = 1,233 ms, SD = .358, and spoken words, M = 1,221 ms, SD = .392) were associated with the longest RTs, which did not differ from each other, p = .78.
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As can be seen in Figure 3 , the RT advantage in processing the cues was limited to perceptual cues. "Same" responses were faster than "different" responses only when sounds were used as cues. However, the fact that RTs were longer for "same" as compared with "different" responses when the linguistic cues were presented is unusual among the perceptual comparison literature (Posner, 1978; Proctor, 1981) . It suggests that the words may have delayed responses to the sound targets. This finding is in distinct contrast to the effect that the words had on picture processing. Also, because cuing effects were similar for both left and right hemispheres, there was no evidence of a hemispheric effect with the RT data.
ERROR R ATE
The average proportion of errors, presented in the bottom panel of Figure 3 , ranged from 0% to 14% of the responses, and presentation side effects were evident in the analysis on the arcsine-transformed error data. There was no main effect of side, F(1, 22) = 3.05, p =.095, but this variable interacted in a significant three-way interaction with cue and response, F(3, 66) = 13.51, p < .001, η 2 = .38. There were additional main effects of cue, F(3, 66) = 5.40, p = .002, η 2 = .20; response, F(1, 22) = 19.14, p < .001, η 2 = .47; and a cue × response interaction, F(3, 66) = 4.79, p = .004, η 2 = .18.
To decompose the three-way effect and to test for cue effects within each hemisphere, follow-up simple interaction effects of cue by response were computed at each of the presentation sides. In the analysis on the stimuli presented to the left ear, there was no main effect of cue, F(3, 66) = 1.70, p = .17; however, cue interacted with response, F(3, 66) = 9.10, p < .001, η 2 = .29, and there was also a strong main effect of response, F(1, 22) = 14.30, p < .001, η 2 = .39, that resulted from a higher error rate with "same" (M = .05, SD = .07) than "different" responses (M = .02, SD = .03). Follow-up simple effect of cue at each type of response showed a cue effect with "same" responses, F(3, 66) = 3.71, p = .02, η 2 = .14, which post hoc Bonferroni tests showed to be due to sounds with the lowest error rate (.02) differing from spoken words (.09). None of the other cue types differed from each other. Effects of cue type were also found to influence "different" responses, F(3, 66) = 8.17, p < .001, η 2 = .27; however, the error rates for all four cue conditions were quite low (less than 5%), as can be seen in the lower righthand panel in Figure 3 , and there was a zero error rate associated with the picture cues in this condition.
To summarize the findings for the stimuli presented to the left ear, error rates were influenced by cue type. However, only in the matching cue-target trials were error rates above 5%, and for these trials spoken words produced more errors than sounds.
In the analysis on the right ear, there was a main effect of cue, F(3, 66) = 7.07, p < .001, η 2 = .24, and cue interacted with response, F(3, 66) = 8.35, p < .001, η 2 = .28. As in the analysis on the left ear, there was also a strong effect of response type, F(1, 22) = 17.60, p < .001, η 2 = .44, that resulted from a greater error rate with "same" rather than "different" responses. Follow-up simple effects of cue at each response show significant effects with "same," F(3, 66) = 11.83, p < .001, η 2 = .35, but not "different" responses, F < 1. Post hoc Bonferroni tests showed that the cue effect results from a significantly higher error rate (.14) with printed words than with the other cue conditions. Error rates of the other cue types did not differ from each other.
Accuracy was found to vary by cue type and presentation side, but the effects seem to be present only with "same" responses, and error rates above 5% were associated only with the word cues. The patterns of error rates do not suggest that participants traded speed for accuracy in responding.
DISCUSSION
These findings do show that right-hemisphere processing is more sensitive to the effects of cue type than left-hemisphere processing, but only when the targets are pictures and when cue manipulations include differences in modality and perceptual or linguistic format. Before we can interpret the findings, however, there is a need to make sure that the hemispheric differences in our findings with picture targets did not result from the use of the visual mask. We used a visual mask immediately after the target presentation to ensure that the target was exposed for only 180 ms and to remove any effects of screen persistence and thus any incentive for the participant to move his or her eyes in the direction of the target. However, Christman (1989) , in a review of the laterality literature, reports findings of hemispheric asymmetries with visual target processing that occur as a direct result of using a visual mask after brief target presentation. It is possible for the pattern mask to reduce perceptibility of the target's fine details but leave the global configuration intact, thereby impairing right-hemisphere processing to a greater degree than left-hemisphere processing.
To make sure that our findings were not affected by the use of a visual mask, a second experiment was conducted that partially replicated Experiment 1. All cue conditions were tested, but we removed the visual mask, used only the picture targets, and doubled the number of trials per condition to increase the reliability of the results. eXPeRiMent 2
METHOD
The participants were an additional 30 student volunteers drawn from the same participant pool as Experiment 1. They were right handed (as indicated by scores on the Edinburgh Inventory), were 18 years of age or older, and had at least 20/20 (or correctedto-20/20) vision and good hearing in both ears. Five students were removed before the data analysis because of error rates higher than 50% in at least two conditions.
The materials and procedure were the same as in Experiment 1, with the exception that only picture targets were tested, and the visual mask was not used after presentation of the target stimulus. The target appeared for 180 ms, followed by a blank screen that contained a reminder at the bottom to press the "y" or "b" key to respond. There were two blocks of 128 trials each, and both used the picture as a target. Within each block there was a random combination of eight repetitions of each of the presentation side × cue type × same-different response conditions. Ten practice trials preceded each block of trials. Mean correct RTs and proportion of incor-
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rect responses were calculated for each participant in every condition across 16 trials.
RESULTS
Mean correct RTs were trimmed at 3 s, and 3.7% of the trials were trimmed. Figure 4 presents the data averaged across the right-handed participants. As in the previous experiment, the ANOVA on the RTs showed a strong effect of cue type, F(3, 72) = 20.36, p < .001, η 2 = .46, that was qualified by interactions with response type, F(3, 72) = 4.69, p = .01, η 2 = .16, and presentation side × response type, F(3, 72) = 3.31, p = .025, η 2 = .12.
There was no main effect of presentation side, F < 1, but presentation side interacted with response type, F(1, 24) = 5.17, p = .032, η 2 = .18, and there was a significant main effect of response type, F(1, 24) = 9.83, p = .004, η 2 = .29.
To decompose the three-way effect, simple interaction effects of cue by response were computed for each of the presentation sides. In the analysis on the picture targets presented in the left visual field, there was an effect of cue type, F(3, 72) = 15.10, p < .001, η 2 = .39, and cue type interacted with response, F(3, 72) = 6.05, p = .001, η 2 = .22. Simple effects of cue type for each of the responses revealed the same pattern of effects found in Experiment 1: When the cue and target matched, there was a strong effect of cue type, F(3, 72) = 19.78, p < .001, η 2 = .45, but the effect was not significant when the cue target pairs did not match, F(3, 72) = 2.17, p = .10. Within-participant contrasts showed that the perceptual cues did not differ from the linguistic cues, p = .17, but the cue type effect with the same responses resulted from longer RTs when environmental sounds (888 ms) were compared with picture cues (699 ms) and with the other cue conditions, p = .001. Picture cues provided some additional benefit when compared with printed words (778 ms) and spoken words (760 ms), but the two word conditions did not differ from each other.
When the targets were presented in the right visual field and processed in the left hemisphere, "same" re- confidence intervals sponses were faster than "different," F(1, 24) = 15.03, p = .001, η 2 = .39 (771 vs. 839 ms), and there was an effect of cue type, F(3, 72) = 11.74, p < .001, η 2 = .33. Contrasts (at the p < .05 level of significance) showed that there was no perceptual-linguistic difference; however, picture cues (740 ms) provide some benefit relative to the other cues (p = .001). Means were as follows: sounds, 852 ms; printed words, 830 ms; and spoken words, 796 ms. The linguistic cues did not differ from each other.
Error Rate
The error rate ranged from 2% to 10% of the participants' responses across conditions. The only significant effect in the ANOVA on the arcsine-transformed data was an interaction of presentation side and cue type, F(3, 72) = 5.98, p = .001, η 2 = .20. Simple effects of cue on each presentation side showed a significant effect of cue type only with the targets presented on the left side and processed in the right hemisphere, F(3, 72) = 4.09, p < .01, η 2 = .15. Error rates were higher when environmental sound cues were used (M = .08, SD = .09) rather than printed words (M = .04, SD = .07).
DISCUSSION
Cue type effects differed for target pictures presented in the left and right visual fields. When targets appeared in the left visual field, the cuing effects occurred only when cue-target pairs matched. Cues in the form of pictures or words were matched to picture targets more quickly than environmental sounds. With targets that appeared in the right visual field and were processed in the left hemisphere, the cuing benefit was associated primarily with picture cues, and the results did not vary by response type. The only difference from the previous study was the added benefit to pictures with right-hemisphere processing. Otherwise, the findings without the visual mask were the same as with the mask. Replication of the findings eliminated the presence of the visual mask as a primary source of the hemispheric asymmetries in processing of the matching cue-target pairs.
geneRal Discussion
Our findings were consistent in showing that perceptual comparisons were affected by variations in the modality and format of the information presented first. Cue type influenced target responses, but the effects were qualified by same-different response type and with picture targets by presentation location. These results suggest asymmetries in cross-modal cuing and provide additional evidence of hemispheric asymmetry in picture processing.
The fact that cue effects varied when picture targets were processed in either the right or left hemisphere is consistent with the findings of other researchers (Marsolek & Burgund, 2008; Robertson & Ivry, 2000; Studer & Hübner, 2008) . Our findings differed from those of Marsolek and Burgund (2008) by showing differences in RTs without the need for a 10-s delay in the presentation of the stimulus pair. However, it is difficult to glean from our results exactly why cuing effects varied so consistently across presentation sides. In particular, environmental sounds did not benefit picture processing in the same way as the other cue types when processing was isolated in the right hemisphere. It is unlikely that the longer RTs, when environmental sounds were used as cues, resulted from an inability to identify the sounds or to distinguish sounds as associated with a specific target stimulus because the interfering effect was obtained only with right-hemisphere picture processing and was not obtained when the sound cues were compared in any of the other experimental conditions. Rather, it is more likely that the effect reflected the close association between picture and word coding. Although it was possible for a linguistic cue (either spoken or printed) to facilitate item matches with picture targets, environmental sounds do not have the same facilitating effect. The sound of a cat meowing is not as effective as the word cat in perceptual comparisons with pictures because the sound of the cat meowing may not be stored with the same degree of affinity as a picture's name is stored with its image. This mattered more with right-rather than left-hemisphere processing, perhaps because of the asymmetric filtering of the information, as suggested by Robertson and Ivry (2000) , or because of the more efficient specific exemplar processing associated with the right hemisphere in the dual theory of object recognition (Marsolek, 1999; Marsolek & Burgund, 1997 .
By contrast, when pictures were processed in the left hemisphere, cuing effects were small, were assoPeRcePtual coMPaRisons • 389 ciated primarily with pictures, and did not interact with response. The facilitating effect of the pictures when used as a cue results from the added benefit to comparisons made on the basis of holistic processing. Interestingly, with same-item comparisons in the right hemisphere, pictures did not provide an additional advantage over the presence of the linguistic cues in Experiment 1. The small advantage in Experiment 2 may have resulted from some extended time to process the stimulus picture because of the absence of the mask. The finding that both pictures and words were equally effective in facilitating "same" matches is consistent with the findings of Gordon and Irwin (2000) and with others who provided evidence that conceptual features can influence early visual processing (Lupyan, Thompson-Schill, & Swingley, 2010) . Our findings extended their work by showing that the facilitation effect is also obtained when words are spoken as well as written, so it is not specific to target modality, but the effect occurs only in the right hemisphere.
When sounds were used as targets, strong cuing effects and response type effects were obtained in the analysis on the RTs, but the effects did not vary by presentation side. Both picture and sound cues were found to facilitate matching cue-target pairs relative to word cues. Effects due to cuing format were not evident in the analysis of the different responses, however. Given the nature of perceptual comparisons involving sounds, it is not surprising that response type was found to have a strong effect on RTs. "Same" responses were quicker with sounds because judgments could be made as soon as the target sound was presented. Matching words to the target sound required listening to the whole sound, which may have delayed RTs. The longer RTs associated with "same" rather than "different" responses suggest that linguistic cues are at a disadvantage in perceptual matching. Interestingly, pictures provided some processing advantage relative to words. Obviously, some extra processing was needed to match the linguistic cues with the target sounds. In the same way that environmental sounds may not be stored with pictures, it appears that words (in either spoken or printed format) may not be stored with environmental sounds.
The interference caused by the linguistic cues also was shown by elevations in the error rate for two conditions with matching cue-target pairs. There was a complex interaction effect of presentation side × cue type × response type that was traced exclusively to the use of printed words as cues for environmental sounds presented in the right ear and to the use of spoken words as cues for sounds in the left ear. Although the finding of a difference in the accuracy of sound matches as a function of presentation side is consistent with findings of Gonzalez and McLennan (2009) , the pattern of the findings is not consistent with dual-subsystem theory. Because accuracy was high (more than 85% correct) in all experimental conditions, however, it is difficult to say much more about the pattern of effects other than to note their presence. Performance was perfect or almost perfect for some of the conditions with nonmatching cue-target pairs.
However, an alternative explanation of the findings suggests that the cuing effects that are associated with the use of environmental sounds may be due to the real-world characteristic of the sound cues when compared with the other cue types. Sounds were distinctive because they were the most natural of the cue types, and perhaps participants had difficulty responding "same" when they were asked to match a naturalistic cue with a picture that is more abstract. Similarly, when asked to match word cues to sound targets, the abstract nature of the word cues may have caused some response interference, which produced the unusual finding of longer "same" than "different" RTs (Posner, 1978; Proctor, 1981) . The fact that RTs to pictures in the right hemisphere were so long with sound cues, even longer than different judgments with sound cues, may suggest such an interpretation.
However, not all aspects of the findings are consistent with such an interpretation. If the cuing effects resulted from the distinctive nature of the sound cues in comparison to the other cues, then the effects would have been more pervasive. For example, why would the effects be limited to just the right hemisphere with the pictures? Also, when participants were asked to match the picture cue to the sounds, why were RTs shorter than with the linguistic cues? Because the pictures were also abstract, matching a picture to a sound should have caused the same interference effect that was observed when participants were asked to match the sound to the picture. Moreover, additional work in our lab provided some insight regarding this interpretation when we asked participants to match categories rather than items us-ing the same stimulus materials. The results showed that in a category matching task, the environmental cues had effects that were consistent with the linguistic cues when the targets were pictures. With sound targets as in the item matches, we again found the short "same" RTs associated with the sound cues, and the linguistic cues delayed "same" matches relative to "different" matches.
The fact that the presentation side effects were not as clear with environmental sounds as they were with pictures may be partially due to differences in sensory encoding for vision and hearing. With visual information, it is easier to lateralize the processing of the information in one of the two hemispheres. With sounds, however, presenting information to one ear does not restrict the processing to only one hemisphere. Although most of the fibers in the auditory pathway cross over and ascend to the opposite hemisphere of the brain, some of the fibers pass on information to the same hemisphere. Gonzalez and his colleagues dealt with this issue by presenting an auditory masking sound to the other ear at the same time that the target sound was played. However, they found results consistent with dual-subsystem theory with and without the use of the masking noise.
When discussing the consistency between our findings and those of Gonzalez and McLennan (2009) , it is important to point out that the perceptual matching task we used, which requires explicit memory, is very different from the priming task (implicit memory) used by Gonzalez and McLennan. Although our results showed evidence of hemispheric differences when both pictures and environmental sounds were processed, the pattern of the findings was not similar for both. Perhaps there are dual subsystems, but implications from our findings suggest some difference in the strategy used by each subsystem for processing pictures and environmental sounds.
Similarly, support for cross-modality cuing was also mixed and modality specific. Linguistic cues had similar effects irrespective of spoken or printed format, but that was not the case with perceptual cues. Environmental sounds and picture cues had varied effects on target processing, depending on hemispheric location. Environmental sounds were not as effective as the other formats in cuing item matches when pictures were processed in the right hemisphere. Interestingly, however, cross-modality cuing was more evident in our findings when sound targets were processed. Both pictures and sounds were effective cues, and the effect was obtained with "same" matches in both hemispheres. The data provide some limited support for those (e.g., Zmigrod et al., 2009 ) who have suggested that auditory and visual features can be integrated into the same event file. But even though auditory and visual features may be stored in the same event file, our findings suggested some variation in the strength or closeness of the network bindings.
In summary, these results extend the literature by showing, first of all, that linguistic cues are more closely associated with picture than sound processing. Second, picture cues facilitate sound processing, but the reverse is not true, and modality matters more with perceptual rather than linguistic cues.
The findings of this research are limited by the nature of the stimulus materials that were studied and by the students who were sampled. An important concern with the way we manipulated cue types is the fact that for two of the matching cue-target conditions (picture-picture and sound-sound), the same stimulus item was repeated. Modality effects are not separated from specificity effects. Comparisons between "same" and "different" modalities are overlapped with the "same" and "different" exemplar variable. To separate out both effects, it would be necessary to use different pictures of the same item (two different pictures of a cat or two different sound files from a guitar). In that case, comparisons between picture-picture and sound-picture conditions would show "pure" modality effect, free of specificity effects. This issue may be a subject for further research.
Also, only responses to common environmental sounds and pictures from two specific categories were tested. Similarly, only the data from right-handed college students were included in the results, and samedifferent responses were associated with the "y" and the "b" keys, respectively. Whether these findings can be generalized to broader categories of participants, target stimuli, and response keys can be determined only by more research.
NOTES

