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Re´sume´. Ces notes sont une version e´largie des expose´s soutenus par les auteurs dans divers se´minaires
sur la K-the´orie alge´brique de´veloppe´s a` Barcelone et Casablanca les anne´es 2007 et 2008. On suit de
tre`s proche l’article de J. Boardaman, [B], pour la the´orie ge´ne´rale, et celui de R. Thomason, [T], pour
les appplications a` la cohomologie ge´ne´ralise´e de faisceaux.
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1. Introduction
Les suites spectrales sont une technique tre`s utile pour l’e´tude des the´ories cohomologiques, soit
dans la Topologie Alge´brique, soit dans la Ge´ome´trie Alge´brique ou l’Alge`bre Homologique.
Dans quelques courses et se´minaires sur la K-the´orie alge´brique de´velope´s par les auteurs a`
Barcelone et Casablanca, on a eu besoin de consacrer des se´ances aux suites spectrales, et plus
particulie`rement, aux suites spectrales de Brown-Gersten et Thomason. Le texte qui suit est
une version e´largie de ces expose´s.
Il y a beaucoup de textes et articles de´die´s aux suites spectrales et ses diffe´rentes applications.
Presque tous les livres d’Alge`bre Homologique ont un chapitre sur ce sujet. Ainsi, le lecteur
peut consulter, entre beaucoup d’autres, le texte classique de Cartan-Eilenberg, [CE], ou celui
plus moderne de Weibel, [W], ou le livre plus spe´cifique de McCleary, [M]. Ces ouvrages ne
couvrent pas toujours les re´sultats de convergence dont on a besoin pour les suites spectrales
de la K-the´orie, c’est pour c¸a qu’on a choisi une pre´sentation de la the´orie que contient les
re´sultats ge´ne´raux de l’article de Boardman [B] et leur applications aux suites spectrales des
bicomplexes et a` la suite spectrale de Bousfield-Kan. On suit de pre`s l’article de Boardman, en
ajoutant queques commentaires et exemples.
Le texte est organise´ ainsi. Bien que nous supposons que le lecteur connaisse quelques notions
sur les suites spectrales, sur celles du premier quadrant, ou qu’il soit de´ja` motive´ a` les e´tudier,
(en cas contraire il peut eˆtre utile de lire l’article de Chow, [CH]), nous rappelons dans §2 la
de´finition ge´ne´rale de suite spectrale et celle de convergence de la suite spectrale.
La section §3 de´velope la the´orie ge´ne´rale. On pre´sente les suites spectrales associe´es a` un couple
exact et on introduit les groupes limite D∞ et colimite D−∞, qui sont les candidats naturels
pour la convergence de la suite; et on traite se´parement la convergence vers la limite ou la
colimite. Pour e´tudier la convergence on introduit, d’apre`s Boardman, les groupes REp∞ suivant
la philosophie qui dit que si on introduit une limite d’une tour de groupes abe´liens, on doit
tenir compte aussi des foncteurs de´rive´s de la limite, qui pour les tours se rame`nent au premier
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groupe de´rive´ R lim←−. Comme application des re´sultats ge´ne´raux, nous e´tudions la convergence
des suites spectrales demiplanaires, pour les quelles on peut donner des re´sultats plus complets.
Les sections §4 et §5 sont de´die´s aux applications de la the´orie ge´ne´rale aux bicomplexes et aux
tours de fibrations d’espaces topologiques. Dans le premier cas on fait une analyse de´taille´ de
la convergence des bicomplexes et, comme application et motivation pour la section suivante,
on de´velope l’hypercohomologie des complexes de faisceaux abe´liens sur un espace topologique.
Pour ce faire, on introduit les re´solutions injectives de Cartan-Eilenberg et aussi la re´solution de
Godement d’un faisceau, analysant la coincidence de la cohomologie de leur sections globales.
Dans la section §5 nous pre´sentons la suite spectrale de Bousfield-Kan d’une tour de fibrations
et celle associe´e a un espace cosimplicial. Par analogie a` la section ante´rieure, on de´finit l’hyper-
cohomologie d’un faisceau simplicial sur un espace topologique comme l’homotopie des sections
globales de la re´solution de Godement correspondante et on pre´sente la suite spectrale d’hyper-
cohomologie correspondante. On peut consulter [J] pour une version de l’hypercohomologie des
faisceaux simpliciaux en termes de foncteurs de´rive´s dans le contexte des cate´gories a` mode`les
de Quillen.
Nous avons re´sume´ dans deux appendices quelques notions et re´sultats sur les tours de groupes
abe´liens et sur les me´thodes simpliciales dont on aura besoin dans le texte principal.
Les suites spectrales qu’on conside`re sont des suites de groupes abe´liens. Une bonne partie de la
the´orie s’applique a` des cate´gories abe´liennes ve´rifiant les axiomes Ab4 et Ab5 de Grothendieck,
mais on se restreint a` la cate´gorie des groupes abe´liens afin de simpilifier quelques raisonnements.
2. Suites spectrales
2.1. Qu’est ce que c’est une suite spectrale?
Dans cette section, on donne la de´finition ge´ne´rale de suite spectrale, on de´finit les termes
E∞, et on e´tablit un premier re´sultat de comparaison. Nous avons choisit de travailler dans la
cate´gorie des groupes abe´liens, bien que les notions qu’on pre´sente restent valables dans una
cate´gorie abe´lienne quelconque.
2.1.1. De´finition de suite spectrale.
De´finition 2.1.1. Une suite spectrale (bigradue´e) est de´te´rmine´e par les donne´es suivantes:
(1) des groupes abe´liens Epqr pour tout r ≥ 0 et p,q ∈ Z.
(2) des morphismes dpqr : E
pq
r −→ Ep+r,q−r+1r , r ≥ 0 et p,q ∈ Z, tels que drdr = 0.
(3) des isomorphismes Epqr+1
∼= ker dpqr /imdp−r,q+r−1r = H(Epqr ,dpqr ).
On repre´sente une suite spectrale associant, pour chaque r, les groupes Epqr aux points de
coordonne´es (p,q) du plan, comme montre la figure suivante (r = 2):
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· · · • • • · · ·
q · · · Epq2
dpq2
((QQ
QQQ
QQQ
QQQ
QQQ
• • · · ·
. . . • • Ep+2,q−12 · · ·
· · · • • • · · ·
p
On obtient ainsi un ”livre de pages r ≥ 0”, dans lequel la page r contient les termes Epqr avec
leurs diffe´rentielles. Dans le paragraphe 2.1.2 nous ajouterons, comme e´pilogue, une dernie`re
page a` ce livre, la page ∞.
Dans la plupart des applications, les suites spectrales commencent par le terme Epq1 ou E
pq
2 ,
bien qu’il y a des suites spectrales qui commencent par la page Epqa , pour un certain a ≥ 0.
Remarques 2.1.2. (a) Conside´rons les groupes gradue´s
Enr =
⊕
p+q=n
Epqr .
Les morphismes dpqr de´finissent une diffe´rentielle de degre´ +1,
dr : E
n
r −→ En+1r ,
et la condition (3) de la de´finition donne un isomorphisme Hn(E∗r ) ∼= Enr+1. L’entier n s’appelle
le degre´ total de Epqr , tandis que le degre´ q est appele´ le degre´ comple´mentaire. Observons que
les termes de degre´ total n sont situe´s dans une droite du plan de pente −1.
(b) La de´finition que nous avons donne´e correspond aux suites spectrales cohomologiques.
De fac¸on e´quivalente on peut de´finir les suites spectrales homologiques, ce qui correspond a` la
de´finition ante´rieure selon le changement de notation Erpq = E
−p,−q
r . Alors, les diffe´rentielles d
pq
r
de´finissent morphismes drpq : E
r
pq −→ Erp−r,q+r−1 de sorte que, avec les notations analogues a`
celles de (a), on a Er+1n = Hn(E
r
∗).
Dans la de´finition que nous avons adopte´e, le bidegre´ de la diffe´rentielle dpqr est (r,1− r). Bien
que celui-ci soit le cas le plus commun (ou l’e´quivalent (−r,r − 1) pour les suites spectrales
homologiques), on peut touver d’autres situations, comme nous verrons dans la section 5, ou`
nous trouverons une suite spectrale avec des diffe´rentielles de bidegre´ (r,r + 1).
(c) Une suite spectrale Epqr est du premier quadrant si E
pq
r = 0 pour p < 0 ou q < 0. De
manie`re analogue, on peut parler de suite spectrale de deuxie`me quadrant, demiplane, etc. Nous
observons, en particulier, que se donner une suite spectrale de troisie`me quadrant est e´quivalent
a` se donner une suite spectrale homologique du premier quadrant. Dans une bonne partie des
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applications, les suites spectrales qui interviennent sont du premier ou du troisie`me quadrant,
dont l’analyse est plus simple que dans le cas ge´ne´ral.
(d) On remarque que les diffe´rentielless dpqr sont une partie des donne´es d’une suite spectrale
et ne sont pas de´termine´es par les isomorphismes Er+1 ∼= H(Er) de (3).
2.1.2. Les termes Epq∞.
Nous fixons un entier positif r. Le groupe Epqr+1 est un sous-quotient de E
pq
r . On note
Zpqr = ker(d
pq
r : E
pq
r −→ Ep+r,q−r+1r ) ⊆ Epqr ,
Bpqr = im(d
p−r,q+r−1
r : E
p−r,q+r−1
r −→ Epqr ) ⊆ Epqr ,
les cycles et les bords de Epqr , respectivement, de la diffe´rentielle d
pq
r , de sorte que B
pq
r ⊆ Zpqr et
Epqr+1 = Z
pq
r /B
pq
r .
Si nous commenc¸ons par r = 1, on a 0 ⊆ Bpq1 ⊆ Zpq1 ⊆ Epq1 . Maintenant Zpq2 et Bpq2 sont des
sous-groupes de Epq2 = Z
pq
1 /B
pq
1 . On note aussi par Z
pq
2 et B
pq
2 les sous-groupes de Z
pq
1 qui sont
projete´s sur les cycles et les bords de Epq2 , de sorte qu’on a les inclusions
0 ⊆ Bpq1 ⊆ Bpq2 ⊆ Zpq2 ⊆ Zpq1 ⊆ Epq1 .
En ite´rant le processus, nous obtenons une chaˆıne de sous-groupes de Epq1 ,
0 ⊆ Bpq1 ⊆ Bpq2 ⊆ · · · ⊆ Bpqr ⊆ Bpqr+1 ⊆ · · · ⊆ Zpqr+1 ⊆ Zpqr ⊆ · · · ⊆ Zpq2 ⊆ Zpq1 ⊆ Epq1 .
De´finition 2.1.3. On de´finit les cycles et les bords a` l’infini de la suite spectrale Epqr par
Zpq∞ =
⋂
r≥1
Zpqr , B
pq
∞ =
⋃
r≥1
Bpqr ,
et le terme E∞ comme le sous-quotient de E
pq
1 donne´ par
Epq∞ = Z
pq
∞/B
pq
∞.
Les cycles et les bords a` l’infini comple`tent la chaˆıne de sous-groupes de Epq1 en la forme
0 ⊆ Bpq1 ⊆ · · · ⊆ Bpqr ⊆ Bpqr+1 ⊆ · · · ⊆ Bpq∞ ⊆ Zpq∞ ⊆ · · · ⊆ Zpqr+1 ⊆ Zpqr ⊆ · · · ⊆ Zpq1 ⊆ Epq1 .
Nous observons que les cycles a` l’infini Zpq∞ sont des cycles pour toutes les diffe´rentielles d
pq
r ,
r ≥ 1. C’est pour cela qu’ils sont appele´s cycles qui survivent inde´finiment. Quant aux bords
Bpq∞, sont des cycles qui sont des bords pour quelque r ≥ 1, donc ils sont appele´s des cycles qui
eventuelement sont des bords.
En ge´ne´ral, l’objectif d’une suite spectrale est de calculer le terme Epq∞ et le relier a` un groupe
prede´termine´, comme nous verrons quand nous parlerons de convergence. Dans les cas les plus
favorables, le calcul final se fait dans un nume´ro fini d’etapes, c’est-a`-dire, pour un couple (p,q)
fixe´ on a Epq∞ ∼= Epqr pour r À 0. Par exemple, supposons qu’on a une suite spectrale du premier
quadrant (Epqr = 0 pour p ou q < 0). Si pour (p,q) on prend r > max{p,q + 1}, alors les
diffe´rentielles qui arrivent et sorten de Epqr sont nulles, donc E
pq
∞ ∼= Epqr . Il y a un cas qui merite
un nom particulier.
De´finition 2.1.4. Nous dirons qu’une suite spectrale Epqr de´ge´ne`re au terme N si d
pq
r = 0 pour
tout r ≥ N .
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Ainsi, si Epqr est une suite spectrale de´ge´ne´re´e au terme N , on a
EpqN = E
pq
N+1 = · · · = Epq∞ ,
donc le terme a` l’infinit s’approche finitement pour toutes les couples (p,q). Par exemple, si la
suite spectrale Epqr est nulle en dehors de la bande verticale 0 ≤ p ≤ n, alors elle de´ge´ne`re au
terme n.
2.1.3. Un re´sultat de comparaison. Dans ce pargraphe nous e´nonc¸ons un re´sultat de comparai-
son entre deux suites spectrales selon lequel un isomorphisme dans la page n-ie`me de´termine un
isomorphisme pour toutes les pages suivantes. Nous commenc¸ons par la de´finition de morphisme
de suites spectrales.
De´finition 2.1.5. Un morphisme de suites spectrales est une suite de morphismes
f rpq : E
pq
r −→′Epqr ,
tels que,
(1) ils commutent avec les diffe´rentielles, dpqr f
pq
r = f
pq
r d
pq
r ,
(2) f pqr induit f
pq
r+1 en cohomologie.
Nous observons qu’un morphisme de suites spectrales induit des morphismes dans les cycles et
les bords fpqr : Z
pq
r −→′Zpqr , f pqr : Bpqr −→′Bpqr et, donc, dans les groupes a` l’infini
f pq∞ : E
pq
∞ −→′Epq∞ .
Proposition 2.1.6. Soit f rpq : E
r
pq −→′Epqr un morphisme de suites spectrales et supposons
qu’il existe a > 0 tel que fapq est un isomorphisme. Alors, f
r
pq est un isomorphisme pour tout
a ≤ r ≤ ∞.
Preuve. Supposons que fapq est un isomorphisme, alors f
a
pq induit un isomorphisme entre les
cycles et les bords des suites spectrales et, en ge´ne´ral, il induit un isomorphisme
Bpqr
∼=′Bpqr , Zpqr ∼=′Zpqr , r ≥ a,
conside´re´s comme sous-groupes de Epqa , d’ou` le re´sultat. ¤
2.2. Convergence.
Les suites spectrales sont utiles pour de´terminer les groupes filtre´s auxquels convergent. Avant
de de´finir la notion de convergence, nous analysons les groupes filtre´s et leurs proprie´te´es.
2.2.1. Groupes filtre´s.
De´finition 2.2.1. Soit H un groupe abe´lien. Une filtration (de´croissante) de H est une suite
de sous-groupes
· · · ⊆ F p+1H ⊆ F pH ⊆ · · · ⊆ H, p ∈ Z.
On appelle le p-ie`me groupe gradue´ de H pour la filtration F ∗ le groupe
GrpFH = F
pH/F p+1H.
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Si (H,F ),(H ′,F ′) sont deux groupes filtre´s, un morphisme filtre´ f : (H,F ) −→ (H ′,F ′) est
un morphisme de groupes f : H −→ H ′ compatible avec les filtrations, c’est-a`-dire, tel que
f(F p) ⊆ F ′p.
Si H∗ est un groupe abe´lien gradue´, une filtration de H∗ est une filtration de Hn, pour tout
n ∈ Z.
Les gradue´s d’un groupe filtre´, GrpFH, p ∈ Z, ne de´te´rminent pas, en ge´ne´ral, le groupe H.
Par exemple, si K est un groupe abe´lien quelconque et nous conside´rons le groupe gradue´ filtre´
(H⊕K,F ∗), avec F p(H⊕K) = F pH⊕K, alors les morphismes d’inclusion F pH −→ F pH⊕K
induisent isomorphismes de groupes gradue´s, GrpFH −→ GrpF (H ⊕ K), pout tout p, tandis
que H −→ H ⊕ K n’est pas un isomorphisme si K 6= 0. On va donner des conditions sur les
filtrations qui permetent re´cuperer un groupe a` partir des gradue´s de la filtration.
De´finition 2.2.2. Soit (H,F ∗) un groupe filtre´.
(1) On dit que la filtration F ∗ est se´pare´e (ou` Hausdorff) si
⋂
p F
pH = 0.
(2) On dit que la filtration F ∗ est exhaustive si
⋃
p F
pH = H.
(3) On dit que la filtration F ∗ est comple`te si Rlim←−pF
pH = 0.
De´sormais, nous utilisons les notations
F∞H = lim←−
p
F pH =
⋂
p
F pH,
F−∞H = lim−→
p
F pH =
⋃
p
F pH,
de sorte que la filtration est se´pare´e si F∞H = 0 et elle est exhaustive si F−∞H = H.
Entre les filtrations se´pare´es, on trouve les filtrations borne´es infe´rieurement : celles pour les
quelles F p = 0, pour p suffissament grand. Dualement, les filtrations borne´es supe´rieurement
sont exhaustives.
Exercice 2.2.3. La terminologie topologique des de´finitions ante´rieures est justifie´e par les
re´sultats suivants que nous proposons en exercice.
(i) Prouver que les sous-ensembles x+ F p, x ∈ H, p ∈ Z, de´finissent une topologie de H.
(ii) Prouver que H est un espace se´pare´e si, et seulement si, la filtration F ∗ est se´pare´e.
(iii) Prouver que toute suite de Cauchy de H est convergente si, et seulement si, la filtration
F ∗ est comple`te.
Le re´sultat suivant exprime de manie`re concise quand une filtration est a` la fois se´pare´e et
comple`te, c’est-a`-dire, quand les suites de Cauchy sont convergentes de limite unique.
Lemme 2.2.4. Une filtration F ∗H est se´pare´e et comple`te si, et seulement si, H = lim←−pH/F
pH.
Preuve. Pour chaque p, on a une suite exacte
0 −→ F pH −→ H −→ H/F pH −→ 0.
8 HINDA HAMRAOUI ET PERE PASCUAL
Ainsi, la suite exacte des de´rive´s des limites se re´duit a` la suite
0 −→ lim←−
p
F pH −→ H −→ lim←−
p
H/F pH −→ R lim←−
p
F pH −→ 0,
d’ou` le re´sultat. ¤
Nous conside´rons maintenant quelques proprie´te´es e´le´mentaires des filtrations dont on aura
besoin dans les prochaines sections.
Lemme 2.2.5. Soit F ∗H une filtration d’un groupe abe´lien H et K ⊆ F∞H un sous-group.
Alors on a:
(1) lim−→p F
pH/K = F−∞H/K.
(2) lim←−p F
pH/K = F∞H/K.
(3) R lim←−p F
pH/K = R lim←−p F
pH.
Preuve. (1) De´coule de l’exactitude de la limite inductive. Pour prouver (2) et (3), nous
conside´rons, pour chaque p, les suites exactes
0 −→ K −→ F pH −→ F pH/K −→ 0.
La suite exacte des de´rive´s se re´duit a` la suite exacte
0 −→ K −→ lim←−
p
F pH −→ lim←−
p
F pH/K −→ 0.
et les isomorphismes
R lim←−
p
F pH/K = R lim←−
p
F pH,
ce qui finit la preuve. ¤
Remarquons, en particulier, que si nous filtrons le quotient H/K par F p(H/K) = F pH/K, et
la filtration originale F ∗H est exhaustive ou comple`te, il en est de meˆme pour la filtration du
quotient H/K.
On peut maintenant de´duire aise´ment le re´sulat suivant qui permet de re´cupe´rer un groupe
filtre´ a` partir des sous-quotients associe´s a` la filtration.
Corollaire 2.2.6. Soit F ∗H une filtration exhaustive, comple´te et se´pare´e. Alors,
H = lim←−
p
lim−→
q
F pH/F qH.
Preuve. En effet, on a les isomorphismes
H = lim←−
p
H/F pH = lim←−
p
lim−→
q
F qH/F pH,
pour le premier desquels nous utilisons que la filtration est comple`te et se´pare´e, Lemme 2.2.4,
tandis que le deuxie`me de´coule du Lemme 2.2.5 puisque la filtration est exhaustive. ¤
SUITES SPECTRALES 9
Comme application des re´sultats anterieures, on donne un re´sultat de comparaison entre des
groupes filtre´s.
Proposition 2.2.7. Soient (H,F ∗),(H ′,F ′∗) deux groupes abe´liens filtre´s et f : (H,F ∗) −→
(H ′,F ′∗) un morphisme filtre´. Supposons que les filtrations sont se´pare´es, exhaustives et comple`tes.
Si les morphismes grpf : GrpFH −→ GrpF ′H ′ sont des isomorphismes, pour tout p, alors f est
un isomorphisme de groupes filtre´s.
Preuve. Pour q < p, on a un diagramme commutatif de suites exactes
0 −−−→ F p/F p+1 −−−→ F q/F p+1 −−−→ F q/F p −−−→ 0y y y
0 −−−→ F ′p/F ′p+1 −−−→ F ′q/F ′p+1 −−−→ F ′q/F ′p −−−→ 0
Ainsi, comme grpf sont des isomorphismes, du lemme des cinq et par induction sur q, on de´duit
que F q/F p ∼= F ′q/F ′p sont des isomorphismes.
Mais, les filtrations sont exhaustives, comple`tes et se´pare´es, donc nous pouvons appliquer le
Corollaire 2.2.6 pour conclure la preuve. ¤
2.2.2. De´finition de convergence.
Nous de´finissons maintenant, suivant la terminologie propose´e par Cartan-Eilenberg, les diffe´rentes
notions de convergence d’une suite spectrale.
De´finition 2.2.8. Soit Epqr une suite spectrale et (H
∗,F ∗) un groupe gradue´ filtre´. On dit que
la suite spectrale Epqr aboutit a` (H
∗,F ∗) s’il existe des isomorphismes
Epq∞ ∼= GrpFHp+q,
pour tout couple (p,q).
Nous indiquerons l’aboutissement de la suite spectrale par
Epq1 ⇒ Hn,
ou` n = p + q. Pour que la suite spectrale determine le groupe filtre´ Hn il faut imposer des
conditions sur la filtration.
De´finition 2.2.9. Soit Epqr une suite spectrale qui aboute au groupe gradue´ filtre´ (H
∗,F ∗). On
dit que
(1) Epqr est faiblement convergente a` (H
∗,F ∗), si la filtration F ∗ est exhaustive.
(2) Epqr est convergente a` (H
∗,F ∗), si la filtration F ∗ est exhaustive et se´pare´e.
(3) Epqr est fortement convergente a` (H
∗,F ∗), si la filtration F ∗ est exhaustive, se´pare´e et
comple`te.
Comme conse´quence de la Proposition 2.2.7, la convergence forte d’une suite spectrale vers un
groupe gradue´ filtre´ H∗ permet de re´cupe´rer, sauf des extensions, ce groupe a` partir des termes
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Epq∞ . Elle permet aussi d’e´tablir le re´sultat de comparaison suivant, qui comple`te la Proposition
2.1.6 pour des suites spectrales fortement convergentes.
The´ore`me de comparaison 2.2.10. Soient Epqr ,
′Epqr deux suites spectrales fortement conver-
gentes aux groupes gradue´s filtre´s (H∗,F ∗),(H ′∗,F ′∗); soit fpqr : E
pq
r −→′Epqr un morphisme de
suites spectrales et f ∗ : H∗ −→ H ′∗ un morphisme de groupes gradue´s filtre´s compatible avec
le morphisme de suites spectrales fpqr . S’il existe a > 0 tel que f
pq
a est un isomorphisme, alors,
fn : Hn −→ H ′n est un isomorphisme de groupes filtre´s, pour tout n. ¤
Exercices 2.2.11. Soit Epq2 une suite spectrale du premier quadrant, c’est a` dire, E
pq
2 = 0 si
p < 0 ou q < 0. Supposons que Epq2 est convergent a` un groupe gradue´ filtre´ H
∗.
(1) Suite exacte des 5 premiers termes : prouver qu’il y a une suite exacte courte
0 −→ E102 −→ H1 −→ E012 d−→ E202 −→ H2.
(2) Suite exacte de Wang : supposons qu’il existe un entier n ≥ 2 tel que
Epq2 = 0, si p 6= 0,n.
(a) Prouver que E0qr = E
0q
∞ ,r ≥ 3.
(b) Prouver qu’il y a une suite exacte
0 −→ En,k−n∞ −→ Hn −→ E0k∞ −→ 0.
(c) De´duire qu’il existe une suite exacte
. . . −→ Hk −→ E0k∞ −→ En,k−n+1∞ −→ Hk+1 −→ E0,k+1∞ −→ . . .
(3) Suite exacte de Gysin: supposons qu’il existe un entier n ≥ 2 tel que
Epq2 = 0, si q 6= 0,n.
Prouver qu’il existe une suite exacte
. . . −→ Hk −→ Ek−n,n∞ −→ Ek+1,0∞ −→ Hk+1 −→ E0,k+1∞ −→ . . .
(4) Caracteristique d’Euler : Soit K∗ un complexe borne´ de groupes abe´liens de type fini. On
de´finit la characteristique d’Euler de K∗ par χ(K∗) =
∑
(−1)p rang Kp.
(a) Prouver que χ(K∗) = χ(H∗(K∗)).
(b) Soit F pK∗, une filtration de´coissante du complexeK∗. Prouver que χ(K∗) = χ(Gr∗F (K
∗)).
(c) Soit Epq2 une suite spectrale tel que les groupes sont de type fini et qu’il n’y a qu’un
nombre fini de couples (p,q) avec Epq2 6= 0. Supposon qu’elle est convergente a` H∗.
De´duire que
χ(E2) = χ(E∞) = χ(H∗).
2.3. Ge´ne´ration de suites spectrales : couples exacts.
Dans cette section, on introduit les couples exacts et les suites spectrales associe´es comme la
me´thode plus syste´matique de ge´ne´rer des suites spectrales (on pre´sente les complexes filtre´s, qui
sont a` la base de la the´orie classique des suites spectrales, comme un cas particulier). On laisse
pour de prochaines sections l’e´tude de´taille´e de la convergence de la suite spectrale associe´e a`
un couple exact quelconque.
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2.3.1. Couples exacts.
De´finition 2.3.1. Un couple exact est un triangle de groupes abe´liens et morphismes
D
α // D
β~~ ~
~~
~~
~
E
γ
``@@@@@@@
exact en chaque sommet, c’est a` dire, telle que
kerα = im γ, ker β = im α, ker γ = im β.
L’ope´ration fondamentale sur un couple exact, qui permetra de lui associer une suite spectrale,
est la construction du couple exact de´rive´. Nous commenc¸ons par observer que, par l’exactitude
du triangle, la composition
d = βγ : E −→ E,
satisfait d2 = 0 et de´finit une diffe´rentielle de E, donc nous pouvons conside´rer le groupe abe´lien
E ′ = H(E) = ker d/im d.
On de´finit D′ = imα et les morphismes
α′ : D′ −→ D′ induit par α,
β′ : D′ −→ E ′ induit par βα−1,
γ′ : E ′ −→ D′ induit par γ.
Il faut voir que β′ et γ′ sont bien de´finis. Ve´rifions-le pour β′ : en premier lieu, nous observons
que pour n’importe quel x ∈ D′ et n’importe quel repre´sentant y de α′(x), β(y) est un cycle,
parce que dβ(y) = βγβ(y) = 0, donc β(y) de´finit une classe d’homologie de E ′ = H(E). Nous
voyons maintenant que cette classe d’homologie est inde´pendante du repre´sentant y de α−1(x)
choisi : en effet, si y,y′ ∈ α−1(x), alors α(y−y′) = 0 et, a` cause de l’exactitude du couple initial,
il existe z ∈ D tel que y − y′ = γ(z) et, par conse´quent,
β(y)− β(y) = βγ(z) = dz.
C’est-a`-dire, [β(y)] = [β(y′)] ∈ H(E). Nous laisserons la ve´rification que γ′ est bien de´finie
comme exercice.
Un raisonnement e´le´mentaire permet de prouver le re´sultat suivant:
Proposition 2.3.2. Avec les notations ante´rieures,
D′
α′ // D′
β′~~||
||
||
||
E ′
γ′
``BBBBBBBB
est un couple exact. ¤
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Nous pouvons maintenant ite´rer le processus et de´finir une suite de couples exacts. Nous in-
dexons le premier couple exact avec 1, c’est a` dire, (D1,E1,α1,β1,γ1) := (D,E,α,β,γ), et le couple
de´rive´ par (D2,E2,α2,β2,γ2) = (D
′,E ′,α′,β′,γ′). Il en re´sulte ainsi une suite de couples exacts
Dr
αr // Dr
βr~~||
||
||
||
Er
γr
``BBBBBBBB
dans laquelle le (r + 1)-ie`m couple est le couple de´rive´ du r-ie`me couple.
2.3.2. Couples exacts bigradue´s.
Conside´rons maintenant un couple exact dans lequel les groupes et les morphismes sont bi-
gradue´s
D∗∗
α // D∗∗
β||xx
xx
xx
xx
E∗∗
γ
bbFFFFFFFF
Dans les cas les plus habituels les morphismes ont les bidegre´s
degα = (−1,1), deg β = (0,0), deg γ = (1,0),
ce que nous supposerons dans le reste de l’expose´, bien qu’en quelques applications on peut
trouver d’autres graduations.
En faisant attention au premier degre´, le couple exact ante´rieur se de´ploie sous la forme
. . . α // Dp+1,∗
α // Dp,∗
α //
β{{xx
xx
xx
xx
x
Dp−1,∗
α //
βyyttt
tt
tt
tt
. . .
Ep,∗
γ
ddHHHHHHHHH
Ep−1,∗
γ
ddHHHHHHHHH
dans laquelle, chaque triangle correspond a` une suite exacte longue
. . . −→ Dp+1,q α−→ Dp,q+1 β−→ Ep,q+1 γ−→ Dp+1,q+1 −→ . . .
Dans ce sens, le couple exact re´sume la inter-re´lation qu’il y a entre les suites exactes sous-
jacentes. Voi-ci deux exemples qu’on e´tudiera avec plus de´tail dans les sections suivantes.
Exemple 2.3.3. Soit K un complexe (cohomologique) de groupes abe´liens et
· · · ⊆ F p+1K ⊆ F pK ⊆ · · · ⊆ K
une filtration de´croissante de souscomplexes. Les suites exactes de cohomologie associe´es aux
suites exactes de complexes
0 −→ F p+1K −→ F pK −→ F pK/F p+1K −→ 0,
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donnent lieu au couple exact
H∗(F p+1K) α // H∗(F pK)
βvvmmm
mmm
mmm
mmm
m
H∗(F pK/F p+1K)
γ
hhRRRRRRRRRRRRR
dans lequel Dpq = Hp+q(F pK) et Epq = Hp+q(F pK/F p+1K); α est le morphisme induit par
l’inclusion F p+1K ⊆ F pK; β est le morphisme induit par le passage au quotient; et γ est le
morphisme de connexion correspondant.
Exemple 2.3.4. Soit X un espace topologique et
· · · ⊆ Xp ⊆ Xp+1 ⊆ · · · ⊆ X
une filtration par des sous-espaces. Les suites exactes d’homologie relative des couples (Xp,Xp−1)
de´finissent un couple exact
H∗(Xp−1)
α // H∗(Xp)
βwwppp
ppp
ppp
pp
H∗(Xp,Xp−1)
γ
ggOOOOOOOOOOOO
dans lequel Dpq = Hp+q(Xp) et Epq = Hp+q(Xp,Xp−1). Comme dans l’exemple ante´rieur, γ est
le morphisme de connexion.
2.3.3. Suite spectrale associe´e a` un couple exact.
Pour les couple exacts bigradue´s, les bidegre´s des morphismes sont additifs par rapport a` la
composition, donc on en de´duit aise´ment le re´sultat suivant:
The´ore`me 2.3.5. Soit (D,E,α,β,γ) un couple exact bigradue´ et (Dr,Er,αr,βr,γr) le r-ie`me
couple de´rive´. Alors,
(1) degαr = (−1,1), deg βr = (r,− r), deg γr = (1,0).
(2) la diffe´rentielle dr = βrγr : Er −→ Er a bidegre´ (r,1− r) et est induite par β(α−1)r+1γ.
(3) Dr = α
r(D) et Er = γ
−1(αrD)/β((α−1)r(0)).
(4) Epqr = ker dpq/im d
r
p+r,q−r+1. ¤
En particulier, on a:
Corollaire 2.3.6. Soit (D,E,α,β,γ) un couple exact bigradue´. Les termes Epqr des couples
de´rive´s et les diffe´rentiels dr = βrγr de´finissent une suite spectrale. ¤
Cette suite spectrale est appele´e la suite spectrale associe´e au couple (D,E,α,β,γ).
2.3.7. Nous observons que, par construction, on a les e´galite´s
Zp,∗r = γ
−1(imαr−1 : Dp+r,∗ −→ Dp+1,∗)
Bp,∗r = β(kerα
r−1 : Dp,∗ −→ Dp−r+1,∗),
14 HINDA HAMRAOUI ET PERE PASCUAL
et, par conse´quent, le terme E∞ de la suite spectrale admet l’expression
Ep,∗∞ =
⋂
r
γ−1(imαr−1 : Dp+r,∗ −→ Dp+1,∗)/ ⋃
r
β(kerαr−1 : Dp,∗ −→ Dp−r+1,∗).
De la premie`re de ces e´galite´s il s’en suit que β(Dp,∗) ⊆ Zp,∗r , pour tout r ≥ 1, c’est-a`-dire que,
les e´le´ments de ker γ = im β sont des cycles de la suite spectrale qui survivent inde´finiment.
Ainsi, on peut comple´ter la tour de sous-groupes de Epqr de la suite spectrale d’un couple exact
sous la forme
0 ⊆ Bpqr ⊆ Bpqr+1 ⊆ · · · ⊆ Bpq∞ ⊆ im β = ker γ ⊆ Zpq∞ ⊆ · · · ⊆ Zpqr+1 ⊆ Zpqr ⊆ Epqr .
Donc, pour un couple exact, le terme Epq∞ est une extension de groupes selon la suite exacte
0 −→ imβ/Bpq∞ −→ Epq∞ −→ Zpq∞/imβ −→ 0.
Dans la prochaine section nous allons e´xaminer de pre`s proche les groupes qui intervienent dans
cette suite exacte.
Remarque 2.3.8. Si les bidegre´s du couple exact initial sont
degα = (1,− 1), deg β = (−a,a), deg γ = (−1,0).
alors, en commenc¸ant avec la nume´ration (Da,Ea,αa,βa,γa) := (D,E,α,β,γ) s’obtient une suite
spectrale qui commence au terme Ea.
Exercice 2.3.9. On laisse en exercice de´finir la notion de morphisme de couples exacts et
e´nnoncer un re´sultat de comparaison pour le morphisme de suites spectrales correspondantes.
3. Convergence de la suite spectrale associe´e a` un couple exact
Ge´ne´ralement, quand on a une suite spectral est parce qu’on veut calculer un certain groupe
d’homologie, qui correspond a` la possible limite de la suite spectrale. Dans le contexte des
couples exacts il n’est pas clair quel est le groupe filtre´ auquel peut converger la suite spectrale.
Dans cette section nous analysons la convergence des suites spectrales associe´es a` un couple
exact, et plus particulierment les suites spectrales demiplanaires. On suit de tre`s proche l’article
de Boardman, [B]; dans l’appendice de la section §6 on trouve re´sume´s les notions et re´sultats
relatives aux limites et colimites de groupes abe´liens dont on a besoin.
Dans toute la section, nous fixons un couple exact bigradue´
D∗∗
α // D∗∗
β||xx
xx
xx
xx
E∗∗
γ
bbFFFFFFFF
avec les bidegre´s habituels, voir 2.3.2.
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Afin de simplifier les notations, (et ne pas pre´de´terminer les bidegre´s des morphismes du couple
exact), nous nous concentrerons sur le premier degre´ des groupes bigradue´s. Ainsi, nous partons
d’un couple exact de´ploye´ de groupes abe´liens (gradue´s)
. . . α // Dp+1
α // Dp
α //
β}}{{
{{
{{
{{
Dp−1
α //
β{{vvv
vv
vv
vv
. . .
Ep
γ
bbFFFFFFFF
Ep−1
γ
bbFFFFFFFF
avec α de degre´ 1 et β,γ de degre´ zero.
3.1. Le diagramme fondamental.
On a les groupes gradue´s filtre´s
D∞ = lim←−pD
p, D−∞ = lim−→pD
p,
avec les filtrations de´croissantes donne´es par
F pD−∞ = im (Dp −→ D−∞),
F pD∞ = ker(D∞ −→ Dp).
qui sont associe´s de manie`re naturelle au couple exact. (Bien entendu, la graduation de D∞ est
de´termine´e par D∞,n = lim←−pD
p,n−p, etc.)
Dans la proposition suivante nous analysons les proprie´te´s de ces deux filtrations.
Proposition 3.1.1. Avec les notations ante´rieures, on a :
(1) La filtration F pD−∞ de D−∞ est exhaustive.
(2) La filtration F pD∞ est se´pare´e et comple`te. En plus,
∪pF pD∞ = ker(D∞ −→ D−∞);
en particulier, si D−∞ = 0, la filtration est exhaustive.
Preuve. La premie`re assertion est imme´diate, puisque⋃
p
F pD−∞ = lim−→
p
im(Dp −→ D−∞) = D−∞.
Pour prouver (2) il est suffisant de voir que
lim←−
p
F pD∞ = 0, i R lim←−
p
F pD∞ = 0.
Soit Ip = im(D∞ −→ Dp) et nous conside´rons la suite exacte
0 −→ F pD∞ −→ D∞ −→ Ip −→ 0.
La suite exacte des foncteurs de´rive´s de la limite, The´ore`me 6.3.3, donne une suite exacte
0 −→ lim←−
p
F pD∞ −→ D∞ −→ lim←−
p
Ip −→ R lim←−
p
F pD∞ −→ 0.
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D’apre`s la de´finition de la limite projective, le morphisme D∞ −→ lim←−p I
p est un isomorphisme,
d’ou` le re´sultat. En outre, on a
lim−→
p
F pD∞ = lim−→
p
ker(D∞ −→ Dp) = ker(D∞ −→ D−∞),
puisque la limite directe est un foncteur exact. ¤
La relation entre les groupes D∞,D−∞ et les termes Epq∞ de la suite spectrale associe´e au couple
exact est de´termine´e par le diagramme fondamental que nous e´tablirons dans la Proposition
3.1.8, qui consiste de deux suites exactes. Nous commenc¸ons par introduire les e´le´ments qui
participent a` ce diagramme.
3.1.2. Suivant la philosophie d’introduire les de´rive´s des limits des tours de groupes abe´liens
qui apparaˆıtront, nous conside´rons les groupes gradue´s
REp∞ = R lim←−
r
Zpr = R lim←−
r
Zpr /B
p
m, r ≥ m.
La deuxie`me e´galite´, est une conse´quence du Lemme 2.2.5, et prouve que ces groupes ne
de´pendent que de la suite spectral, c’est-a`-dire, des groupes gradue´s Epr .
3.1.3. Notons imrD la r-ie`me suite de´rive´e de D, c’est-a` dire, la suite donne´e par (imrD)p =
im(Dp+r −→ Dp). Pour chaque p, nous de´finissons les groupes gradue´s
Qp = ∩rimrDp = lim←−
r
imrDp,
RQp = R lim←−
r
imrDp.
Le morphisme α : D −→ D induit des morphismes
Qp+1 −→ Qp, et RQp+1 −→ RQp.
Par le The´ore`me 6.4.3, il y a un isomorphisme
lim←−
p
Qp ∼= lim←−
p
Dp = D∞,
et une suite exacte
0 −→ R lim←−
p
Qp −→ RD∞ −→ lim←−
p
(RQp) −→ 0.
3.1.4. Comme dans la preuve du The´ore`me 6.4.3, nous conside´rerons aussi les groupes
Ip = im(D∞ −→ Dp).
Si on prend la limite de ces groupes on trouve
lim←− I
p = D∞,
R lim←− I
p = 0.
On a les inclusions naturelles Ip ↪→ Qp, qui en ge´ne´ral ne seront pas des isomorphismes. Dans
le Lemme 3.2.1 nous verrons que si les groupes REp∞ s’annulent, alors les inclusions ante´rieures
deviennent des e´galite´s, Ip = Qp.
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Le diagramme fondamental 3.1.8 sera conse´quence des trois suites exactes suivantes:
3.1.5. La suite exacte
0 −→ F pD∞/F p+1D∞ −→ Ip+1 −→ Ip −→ 0.
Cette suite de´coule imme´diatement des suites exactes
0 −→ F pD∞ −→ D∞ −→ Ip −→ 0,
pour tout p et du lemme du serpent.
3.1.6. La suite exacte
0 −→ F pD−∞/F p+1D−∞ −→ Ep∞ −→ Zp/ ker γ −→ 0.
L’inclusion imβ ⊆ Zp∞, induit une suite exacte
0 −→ imβ/Bp∞ −→ Ep∞ −→ Zp∞/imβ −→ 0.
Mais, imβ = ker γ et, par conse´quent, le dernier terme de la suite est isomorphe a` Zp∞/ ker γ.
Finalement, e´tant donne´ que Bp∞ = β ker(D
p −→ D−∞), les morphismes naturels induisent des
isomorphismes
imβ/Bp∞
∼←− Dp/[imα+ ker(Dp −→ D−∞)] ∼−→ F pD−∞/F p+1D−∞,
(voir aussi 2.3.7).
3.1.7. La suite exacte
0 −→ Zp∞/ ker γ −→ Qp+1 −→ Qp −→ REp∞ −→ RQp+1 −→ RQp −→ 0.
Cette suite exacte est la suite exacte des de´rive´s de la limite selon r des suites exactes
0 −→ Zpr / ker γ −→ imr−1Dp+1 −→ imrDp −→ 0.
Diagramme fonamental 3.1.8. Avec les notations ante´rieures, on a un diagramme commu-
tatif de suites exactes de groupes gradue´s
0 // Gr
p
FD
∞ // Ip+1 //
²²
Ip //
²²
0
0 // Gr
p
FD
−∞ // Ep∞ // Qp+1 // Q
p // REp∞ // RQp+1 // RQ
p // 0
Preuve. La suite exacte supe´rieure est la suite 3.1.5, tandis que l’infe´rieure de´coule de l’enchaˆı-
nement des suites exactes 3.1.7 et 3.1.6. Finalement, les morphismes verticaux sont les inclusions
naturelles Ip −→ Qp. ¤
Nous remarquons que de la suite exacte infe´rieure il en re´sulte imme´diatement le crite`re de
convergence suivant, prouve´ par Cartan-Eilenberg pour les suites spectrales associe´es a` un
complexe filtre´ ([CE], XV, Proposition 2.2):
Corollaire 3.1.9. La suite spectrale associe´e a` un couple exact est faiblement convergente a`
D−∞,∗ si, et seulement si, les morphismes Qp+1,∗ −→ Qp,∗ sont injectifs pour tout p.
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3.2. La condition REp∞ = 0.
Le diagramme fondamental se simplifie beaucoup si les groupes REp∞ s’annulent. Cette condition
est une condition interne a` la suite spectrale, parce que ces groupes gradue´s ne dependent que
des groupes Epqr , r ≥ m.
Lemme 3.2.1. On suppose que la suite spectrale d’un couple exact ve´rifie REp∞ = 0. Alors,
(1) Les morphismes naturels D∞ −→ Qp sont surjectifs pour tout p et, en particulier, Ip =
Qp.
(2) Les morphismes naturels RD∞ −→ RQp sont des isomorphismes pour tout p.
Preuve. (1) Par hypothe`se, la suite exacte infe´rieure du diagramme fondamental se decompose
dans la suite exacte
0 −→ F pD−∞/F p+1D−∞ −→ Ep∞ −→ Qp+1 −→ Qp −→ 0.
et les isomorphismes Rp+1 ∼= RQp. Par 3.1.3, D∞ = lim←−pQ
p, donc de la suite exacte ante´ireure
et de 6.3.7, il s’en suit que les morphismes D∞ −→ Qp sont surjectifs et que R lim←−pQ
p = 0.
(2) Il de´coule de R lim←−pQ
p = 0 et de la suite exacte 3.1.3. ¤
Donc, si on a REp∞ = 0, le diagramme fondamental se reduit au diagramme commutatif de
suites exactes
0 // Gr
p
FD
∞ // Ip+1 // Ip // 0
0 // Gr
p
FD
−∞ // Ep∞ // Qp+1 // Q
p // 0
et les isomorphismes
RQp+1 ∼= RQp.
Donc, on a GrpFD
∞ = ker(Qp+1 −→ Qp) et on en de´duit:
Proposition 3.2.2. Si REp∞ = 0, alors il y a une suite exacte de groupes gradue´s
0 −→ GrpFD−∞ −→ Ep∞ −→ GrpFD∞ −→ 0. ¤
C’est-a`-dire, que la condition REp∞ = 0 assure que E
p
∞ est une extension des groupes gradue´s
p-ie`mes associe´s a D∞ et D−∞.
3.2.3. La condition REp∞ = 0 a e´te´ introduite par Boardman dans [B]. Elle ge´ne´ralise des
conditions de re´gularite´ des suites spectrales qu’on a impose´e classiquement. Rappelons nous,
par example, la notion de suite spectrale re´gulie`re tel qu’elle apparait dans [Bo], p. AX.175
(comparer aussi avec [EGA] III (11.1.3), ou` on impose, en plus, des conditions de finitude sur
les filtrations):
(a) On dit que une suite spectrale Epqr est re´gulie`re si la suite de´croissante (Zr(E
pq
2 ))r≥2 est
stationnaire pour tout couple (p,q). C’est-a`-dire, pour tout couple (p,q) il existe r ≥ 0
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avec Zpqr = Z
pq
∞ . De manie`re e´quivalente, pour tout couple (p,q) il existe r ≥ 0 avec
dpqr = 0.
Si une suite est re´gulie`re, pour tout couple (p,q) on a Zpqr = Z
pq
∞ pour r À 0, donc elle
satisfait la condition de Boardman REp∞ = R lim←−r Z
p
r = 0.
Par exemple, si la suite spectral est nulle sur le quatrie`me quadrant, alors elle est
re´gulie`re.
(b) Dualement, on dit qu’une suite spectrale Epqr est core´gulie`re si la suite croissante (Br(E
pq
r ))r≥2
est stationnaire pour tout couple (p,q). Une suite spectrale Epqr est bire´gulie`re si elle est
re´gulie`re et core´gulie`re. Ainsi, pour une suite spectrale bire´gulie`re, la suite (Epqr )r≥2 est
stationnaire pour tout couple (p,q).
Par example, une suite spectrale du premier quadrant est bire´gulie`re.
(c) On dit que une suite spectrale Epqr est borne´e superieurement si pour tout entier n il
existe un entier p(n) tel que Epqs = 0 pour s ≥ r, p + q = n et p > p(n). Une suite
borne´e superieurement est re´gulie`re, parce que pour r À 0 la differentielle dpqr : Epqr −→
Ep+r,q−r+1r = 0 est nulle.
Analoguement on de´finit les suites spectrales borne´es inferieurement et les suites spec-
trales borne´es.
3.3. Convergence au colimite ou au limite: convergence conditionnelle. Le diagramme
fondamental re´lie la limite de la suite spectrale Ep∞ aux gradue´s p-ie`mes des groupes D
∞ et
D−∞, re´lation qui de´vient plus simple quand REp∞ = 0. On va distinger maintenant entre les
suites spectrales qui aboutent a` la limite et les suites spectrales qui abouten a` la colimite.
Souvent, le choix de la limite ou la colimite se produit par l’annulation de D−∞ ou de D∞. On
utilisera la terminologie suivante.
De´finition 3.3.1. Soit Epr la suite spectrale associe´e a` un couple exact.
(i) On dit qu’une suite spectrale est conditionnellement convergente a` la limite D∞ si
D−∞ = 0.
(ii) On dit qu’une spectrale est conditionnellement convergente a` la colimite D−∞ si D∞ = 0
i RD∞ = 0.
D’apre`s la Proposition 3.1.1, la convergence conditionnelle assure des bonnes proprie´te´es pour
les filtrations des limites de la suite spectrale. Plus pre´cisement, on a:
Proposition 3.3.2. (1) Si la suite spectrale Epr est conditionnellement convergente a` D
∞, alors
la filtration F pD∞ est se´pare´e, exhaustive et comple`te.
(2) Si la suite spectrale est conditionnellement convergente a D−∞, alors la filtration F pD−∞
est exhaustive et comple`te.
Preuve. D’apres la Proposition 3.1.1, il ne reste a` prouver que la filtration F pD−∞ est comple`te.
On prend les limitesR lim←−p des epimorphismesD
p −→ F pD−∞, donc on trouve un epimorphisme
0 = RD∞ −→ RF∞D−∞, d’ou` de´coule le re´sultat. ¤
Dans la situation de (2), on peut pas assurer, en ge´ne´ral, que la filtration F pD−∞ soit se´pare´e.
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Cette dernie`re proposition jointe a` la Proposition 3.2.2, impliquent le re´sultat suivant.
The´ore`me 3.3.3. Soit Epr la suite spectrale d’un couple exact avec que RE
p
∞ = 0, pout tout p.
(1) Si la suite Epr est conditionnellement convergente au limite (D
∞ = 0), alors elle est
fortament convergente a D∞.
(2) Si D∞ = 0 (en particulier si la suite est conditionnellement convergente au colimite),
alors elle est faiblement convergente a D−∞. ¤
Corollaire 3.3.4. Soit Epr la suite spectrale d’un couple exact. Supposons que E
pq
r est une suite
spectrale re´gulie`re.
(1) Si D−∞ = 0, alors la suite spectrale est fortament convergente a D∞.
(2) Si D∞ = 0, alors la suite spectrale est faiblement convergente a D−∞. ¤
Le point (2) du the´ore`me pre´ce´dent est un cas particulier d’un crite`re plus ge´ne´ral, que se deduit
aussi du diagramme fondamental, pour la convergence faible au colimite des suites spectrales
avec REp∞ = 0:
Proposition 3.3.5. Soit Epr la suite spectrale d’un couple exact avec que RE
p
∞ = 0. Les asser-
tions suivantes sont equivalentes:
(i) La suite spectrale est faiblement convergente a D−∞.
(ii) Les morphismes naturels ηp : D∞ −→ Dp sont injectifs pour tout p.
(iii) Les morphismes ηp induisent des isomorphismes D∞ ∼= Qp, pour tout p.
Preuve. (ii) i (iii) sont equivalents selon le Lemme 3.2.1(1), tandis que l’equivalence entre (i)
et (iii) de´coule de la suite exacte infe´rieure du diagramme fondamental. ¤
Dans les deux sections qui suivent on va faire un e´tude plus de´taille´ de la convergence pour les
suites spectrales de´finies sur un demiplan.
3.4. Convergence de suites spectrales demiplanaires gauches.
Dans cette section on analyse la convergence au colimite ou au limite pour les suites spectrales
associe´es a` un couple exact concentre´es dans un demiplan a` gauche, c’est-a`-dire, tels que Epqr =
0 pour p > a pour un certain a ∈ Z (pour simplifier les notations on va prendre a = 0).
Nous les appelerons suites spectrales demiplanaires gauches. Dans cettes suites spectrales les
diffe´rentielles qui sortent d’un point (p,q), dpqr , sont zero pour r À 0, parce que elles ont rang
en dehors du demiplan ou` elles sont de´finies. Les re´sultats de cette section sont valables plus
ge´ne´ralement pour les suites spectrales avec diffe´rentielles sortint, mais nous travaillerons sur
les suites spectrales demiplanaires gauches pour simplifier l’exposition.
On de´part d’un couple exact
. . . α D2
α
D1
α //
βÄÄ~~
~~
~~
~~
D0
α //
β}}||
||
||
||
. . .
0
γ
__@@@@@@@@
E0
γ
aaCCCCCCCC
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avec D∞ = Dp, p > 0. On a, trivialement,
Lemme 3.4.1. RD∞ = 0 et REp∞ = 0, pour tout p. ¤
The´ore`me 3.4.2. Soit Epqr une suite spectrale demiplanaire gauche.
(1) Si Epqr est conditionnellement convergente a` D
−∞, alors la suite spectrale est fortement
convergente a` D−∞.
(2) Si Epqr est conditionnellement convergente a` D
∞, alors la suite spectral est fortement
convergente a` D∞.
Preuve. Par le lemme pre´ce´dent on a REp∞ = 0, donc (2) suit immediatement du The´ore`me
3.3.3, tandis que pour (1) il suffit voir, d’apres la Proposition 3.3.2, que la filtration F pD−∞ est
se´pare´e, ce que dans ce cas est e´vident parce que F 1D−∞ = 0. ¤
3.5. Convergence pour les suites spectrales demiplanaires droites.
On considere maintenant les suites spectrales avec Epqr = 0 pour p < 0. On de´part d’un couple
exact
. . . α // D1
α // D0
α
β}}||
||
||
||
D−1
α
β~~||
||
||
||
. . .
E0
γ
aaCCCCCCCC
0
γ
__@@@@@@@@
avec Dp = D−∞, p ≤ 0; la suite spectrale associe´e est une suite spectrale demiplanaire droite.
Les diffe´rentielles de cettes suites spectrales sont des morphismes entrants dans le sense que les
morphismes qui arrivent a` un point (p,q) sont finis, parce que pour r À 0 la differentielle dr a
origine en dehors du demiplan du support de la suite spectrale.
Au contraire des suites spectrales demiplanaires gauches, on n’a pas un re´sultat ge´ne´ral d’anula-
tion du groupe REp∞ pour les suites spectrales demiplanaires droites. Les crite`res que suivent
caracte´risen la convergence en fonction de cette annulation. On e´tudie se´parement la convergence
au colimite de celle de la limite.
The´ore`me 3.5.1. Supposons que Epqr est conditionnellement convergente a` D
−∞. Alors, sont
e´quivalentes:
(i) REp∞ = 0, pour tout p,
(ii) la suite spectrale est fortement convergente a` D−∞.
Preuve. (i) ⇒ (ii). Par les Propositions 3.1.1 et 3.3.2, il suffit prouver que la filtration F pD−∞
est se´pare´e. Mais, e´tant une suite demiplanaire droite on a un isomorphisme F∞D−∞ ∼= Q0,
tandis que de l’hypothe`se REp∞ = 0 on en de´duit, par le Lemme 3.2.1, que le morphisme
0 = D∞ −→ Q0 est un epimorphisme. Ainsi, on a que F∞D−∞ ∼= Q0 = D∞ = 0.
(ii) ⇒ (i). Si la suite spectrale est convergente au colimite, les morphismes Qp+1 −→ Qp sont
des monomorphismes. Si la convergence est forte, la filtration de D−∞ est se´pare´e, c’est-a`-dire,
F∞D−∞ ∼= Q0 = 0, donc Qp = 0 pour tout p. Alors, il s’ensuit du diagramme fondamental que
REp∞ = 0. ¤
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Remarque 3.5.2. On peut e´tablire une version plus pre´cise du The´ore`me 3.5.1 que nous
laissons en exercice: soit Epqr une suite spectrale demiplanaire droite. Deux quelconques des
conditions suivantes impliquent la troissie`me:
(i) RE∞ = 0,
(ii) la suite spectrale est fortement convergente a` D−∞.
(iii) la suite spectrale est conditionnellement convergente a` D−∞.
The´ore`me 3.5.3. Soit Epqr une suite spectrale demiplanaire droite conditionnellement conver-
gente a` D∞. Alors sont e´quivalentes:
(i) REp∞ = 0, pour tout p,
(ii) RD∞ = 0 et la suite spectrale est fortement convergente a` D∞.
Preuve. Puisque D−∞ = 0, le diagramme fondamental se re´duit au diagramme commutatif de
suites exactes
0 // Gr
p
FD
∞ //
²²
Ip+1 //
²²
Ip //
²²
0
0 // Ep∞ // Qp+1 // Q
p // REp∞ // RQp+1 // RQ
p // 0
En outre, remarquons qu’on a Q0 = RQ0 = 0, parce que Dp = 0 pour p < 0.
(i) ⇒ (ii) Si RE∞ = 0, du Lemme 3.2.1 il suit que RD∞ = RQp = RQ0 = 0 et Ip = Qp. Donc
le diagramme donne la convergence a D∞, que est forte par la Proposition 3.1.1.
(ii) ⇒ (i) Supposons que RD∞ = 0 et que la suite spectrale est convergente a D∞. Puisque
Q0 = 0, le diagramme fondamental permet de prouver par induction que Ip = Qp. Mais,
RQp = 0, par 6.4.5, donc on a RE∞ = 0. ¤
4. Suite spectrale d’un complexe filtre´
4.1. Pre´liminaires.
Nous commenc¸ons par quelques rappels sur les complexes de cochaˆınes pour fixer les notations,
ce que nous sera utile dans ce qui suit.
4.1.1. Un complexe (de cochaˆınes) K∗ de groupes abe´liens est une suite de groupes abe´liens et
morphismes
. . . −→ Kp ∂−→ Kp+1 −→ . . . , p ∈ Z,
avec ∂2 = 0. On n’impose pas de limitation de longuer du complexe. On dit que le complexe
K∗ est borne´ infe´rieurement (respectivement, positif ) si Kp = pour p ¿ 0, (respectivement,
p < 0). De la meˆme manie`re, on de´finit les complexes borne´s supe´rieurement et les complexes
negatifs. Pour simplifier les notations, on e´crira parfois K pour K∗.
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Un morphisme de complexes f : K∗ −→ L∗ est une suite de morphismes de groupes abe´liens
fn : Kn −→ Ln tel que ∂fn = fn+1∂. Nous notons C∗(Z) (respectivement, par C+(Z)) la
cate´gorie des complexes de groupes abe´liens, (respectivement, la cate´gorie des complexes positifs
de groupes abe´liens).
On dit qu’un morphisme f : K∗ −→ L∗ est un quasi-isomorphisme si le morphisme induit sur
la cohomologie f : H∗(K) −→ H∗(L) est un isomorphisme.
Si K∗ est un complexe et n un entier, on de´note par K∗[n] le complexe K[n]p = Kn+p avec
diffe´rentielle ∂pK[n] = (−1)p∂n+pK .
4.1.2. Soit K un complexe. Une filtration de´croissante F de K est une suite de sous-complexes
· · · ⊆ F p+1K ⊆ F pK ⊆ · · · ⊆ K, p ∈ Z.
En particulier, une filtration induit des filtrations sur chaque groupe Kn
· · · ⊆ F p+1Kn ⊆ F pKn ⊆ · · · ⊆ Kn, p ∈ Z.
Si K est un complexe, on de´finit la filtration beˆte σ≥n par
(σ≥nK)p =
{
0, p < n,
Kp, p ≥ n,
et la filtration canonique τ≤n par
(τ≤nK)p =
 K
p, p < n,
ker ∂p, p = n.
0, p > n.
Remarquons que la filtration τ≤nK est croissante. C’est-a`-dire, que les filtrations sont de´termine´es
par les sous-complexes
σ≥nK . . . −→ 0 −→ 0 −→ Kn −→ Kn+1 −→ . . .
τ≤nK . . . −→ Kn−1 −→ ker ∂n −→ 0 −→ 0 −→ . . .
Nous conside´rerons aussi les complexes quotients (que nous appellerons cofiltrations quocient):
σ≤nK . . . −→ Kn−1 −→ Kn −→ 0 −→ 0 −→ . . .
τ≥nK . . . −→ 0 −→ 0 −→ coker ∂n−1 −→ Kn+1 −→ . . .
Dans ce cas, on a des morphismes de projection K −→ σ≤nK et K −→ τ≥nK.
Il est imme´diat de prouver qu’on a
Hp(τ≤nK) =
{
Hp(K), p ≤ n,
0, p > n.
On a un re´sultat analogue pour la cofiltration τ≥nK.
4.1.3. Si K et L sont deux complexes, le complexe Hom(K,L) est constitue´ des groupes
Hom(K,L)n =
∏
p+q=n
Hom(K−p,Lq) =
∏
k
Hom(Kk,Ln+k),
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avec diffe´rentielle de´finie par
∂(f) = ∂k+nL f
k + (−1)n+1fk+1∂kK .
On remarque que les 0-cycles de ce complexe sont les morphismes de complexes au sens ordinaire,
Z0(Hom(K,L)) = Hom(K,L), tandis que le 0-groupe de cohomologie H0(Hom(K,L)) est le
groupe des classes d’homotopie de morphismes de complexes et, plus ge´ne´ralement, pour tout
i ∈ Z on a
[K,L[i]] = H i(Hom(K,L)).
4.1.4. Dans la cate´gorie de complexes C∗(Z) il existe les limits et les colimits de tours de
complexes, qui se calculent sur chaque degre´. Par exemple, soit
. . . −→ K∗n −→ K∗n−1 −→ . . .
une tour de complexes de groupes abe´liens. Pour chaque p, soit Kp = lim←−nK
p
n le groupe limite,
voir 6.3. Par la fonctorialite´ du foncteur limite, on a un complexe
. . . −→ Kp −→ Kp+1 −→ . . .
qui est la limite de la tour initiale. Par exemple, on trouve que
K = lim−→
n
σ≥nK, ou K = lim←−
n
σ≤nK.
Nous dirons qu’une tour de complexes, comme de´finie pre´ce´demment, ve´rifie la condition de
Mittag-Leﬄer si pour chaque p la tour de groupes abe´liens
. . . −→ Kpn −→ Kpn−1 −→ . . .
ve´rifie la condition de Mittag-Leﬄer, (voir Remarque 6.4.4). Par exemple, la tour de´finie par
les cofiltrations beˆtes
. . . −→ σ≤n+1K −→ σ≤nK −→ . . .
ve´rifie la condition de Mittag-Leﬄer.
4.2. Suite spectrale d’un complexe filtre´.
Soit (K,F ) un complexe filtre´ de groupes abe´liens. Donc F corresponde a` une suite de sous-
complexes
· · · ⊆ F p+1K ⊆ F pK ⊆ · · · ⊆ K, p ∈ Z.
Les suites exactes de cohomologie associe´es aux suites exactes de complexes
0 −→ F p+1K −→ F pK −→ F pK/F p+1K −→ 0,
de´finissent un couple (bigradue´) exact
Hp+q(F p+1K)
α // Hp+q(F pK)
βuukkkk
kkkk
kkkk
kk
Hp+q(F pK/F p+1K)
γ
iiSSSSSSSSSSSSSS
avec Dpq = Hp+q(F pK) et Epq = Hp+q(F pK/F p+1K), ou` γ est de´finit par le morphisme de
connexion. Les morphismes α,β,γ ont bidegre´s (1,0),(0,0), et (0,1), respectivement.
SUITES SPECTRALES 25
De´finition 4.2.1. On appelle suite spectrale associe´e au complexe filtre´ (K,F ) la suite spectrale
associe´e au couple exact ante´rieur.
En tenant compte des bidegre´s des morphismes du couple exact, la diffe´rentielle de la suite
spectrale a le bidegre´ (r,1− r), c’est-a`-dire, dr : Epqr −→ Ep+r,q−r+1r .
La suite spectrale d’un complexe filtre´ (K,F ) est toujours lie´e a` la cohomologie du complexe
K; plus pre´cisement, on a:
Proposition 4.2.2. Soit (K,F ) un complexe filtre´. Si la filtration F est exhaustive, se´pare´e et
comple`te, alors la suite spectrale associe´e est conditionnellement convergente a` Hn(K).
Preuve. On doit prouver que D−∞ = H(K) et que D∞ = RD∞ = 0. Par l’exactitude de la
colimite d’une tour et l’exhaustivite´ de la filtration on a
D−∞ = lim−→
p
H(F pK) ∼= H(lim−→F
pK) = H(K).
D’autre part, comme la filtration est se´pare´e et comple`te, on a un isomorphisme
1− α :
∏
p
F pK −→
∏
p
F pK,
donc par passage a` la cohomologie, qui respecte les produits dans la cate´gorie des groupes
abe´liens, on trouve un isomorphisme
1− α∗ :
∏
p
H(F pK) −→
∏
p
H(F pK),
et, en conse´quence, D∞ = RD∞ = 0. ¤
Ainsi, d’apre`s le The´ore`me 3.3.3 on trouve le re´sultat ge´ne´ral de convergence suivant.
The´ore`me 4.2.3. Soit (K,F ) un complexe filtre´, tel que la filtration F est exhaustive, se´pare´e
et comple`te, et supposons qu’on a RE∞ = 0. Alors, la suite spectrale associe´e
Epq1 = H
p+q(F pK/F p+1K)⇒ Hn(K).
est faiblement convergente. ¤
Selon la Proposition 3.3.2, la filtration induite sur la cohomologie Hn(K) est exhaustive et
comple`te. Donc, dans les cas ou` elle est se´pare´e on pourra assurer la convergence forte de la
suite spectrale du the´ore`me ante´rieur. Le cas le plus simple correspond aux filtrations discre`tes
(aussi appele´es filtrations borne´es superieurement): on dit qu’une filtration F d’un complexe K
est discre`te si pour chaque n on a F pKn = 0 pour pÀ 0. Il est clair qu’une filtration discre`te
est se´pare´e et comple`te.
Corollaire 4.2.4. Soit (K,F ) un complexe filtre´, tel que la filtration F soit exhaustive et
discre`te. Alors la suite spectrale associe´e est fortement convergente a` Hn(K).
Preuve. La suite spectrale associe´e est borne´e supe´rieurement, c’est-a`-dire, qu’on a
Epq1 = H
p+q(F pK/F p+1K) = 0, pour pÀ 0.
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Donc, elle est re´gulie`re et REp∞ = 0. D’apre`s le The´ore`me 4.2.3 il ne reste qu’a` prouver que
la filtration induite sur Hn(K) est se´pare´e. Mais ceci est e´vident, parce que F pHn(K) =
im(Hn(F pK) −→ Hn(K)) = 0, pour pÀ 0. ¤
De manie`re duale, on de´finit les filtrations codiscre`tes ou borne´es infe´rieurement, celles avec
F pKn = Kn, pour p¿ 0. Ces filtrations n’induisent pas ne´cessairement des filtrations se´pare´es
sur la cohomologie. Ne´amoins on a le re´sultat suivant (ou` nous supposons que la borne infe´rieure
est uniforme pour tous les Kn pour faire re´fe´rence au the´ore`me des suites demiplanaires; cette
condition n’e´tant pas necessaire).
Corollaire 4.2.5. Soit (K,F ) un complexe filtre´, tel que la filtration F soit se´pare´e, comple`te
et tel que F pK = K pour p ≤ 0. Alors la suite spectrale associe´e est fortement convergente a`
Hn(K) si, et seulement si, REp∞ = 0.
Preuve. En effet, l’hypothe`se F pK = K pour p ≤ 0 implique que la suite spectrale associe´e est
demiplanaire droite, donc le re´sultat s’ensuit du The´ore`me 3.5.1. ¤
Remarque 4.2.6. Souvent les filtrations d’un complexe K qui apparaissent sont finies sur
chaque degre´ et par conse´quent les filtrations induites sur Hn(K) sont aussi finies. Dans ce cas,
la suite spectrale est bire´gulie`re et, en particulier, elle est fortement convergente a` Hn(K). En
plus, la convergence s’atteint dans un nombre fini d’e´tapes, c’est-a`-dire, que pour tout couple
(p,q) il y a un r avec Epqr = E
pq
∞ .
Remarque 4.2.7. Les re´sultats ante´rieurs s’appliquent aux complexes filtre´s (K,F ) avec fil-
trations F exhaustives, se´pare´es et comple`tes. Dans les cas ge´ne´raux ou` on ne suppose pas
qu’on ve´rifie ces conditions, la convergence de la suite spectrale vers un groupe associe´ a`
K. Par exemple, si la filtration n’est pas exhaustive, les re´sultats s’appliquent au complexe
K ′ = F−∞K = ∪pF pK.
Conside´rons maintenant des filtrations qui ne sont pas se´pare´es ou comple`tes; alors la suite
spectrale converge a` la cohomologie du complexe comple´te´ Kˆ. Plus pre´cisement, soit Kˆ le
complexe filtre´
Kˆ = lim←−
s
K/F sK, Fˆ pKˆ = lim←−
s
F pK/F sK.
On dit que (Kˆ,Fˆ ) est le complexe comple´te´ associe´ a` (K,F ). Les morphismes K −→ K/F sK
induisent un morphisme filtre´ (K,F ) −→ (Kˆ,Fˆ ).
Lemme 4.2.8. Le complexe complete´ (Kˆ,Fˆ ) a les propriete´s suivantes.
(1) La filtration Fˆ est se´pare´e et comple`te.
(2) On a des isomorphismes
F p/F q ∼= Fˆ p/Fˆ q, K/F p ∼= Kˆ/Fˆ p.
(3) On a K/F−∞ ∼= Kˆ/Fˆ−∞; en particulier, la filtration Fˆ est exhaustive si, et seulement
si, la filtration F est exhaustive.
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Preuve. Pour s > p on a les suites exactes
0 −→ F p/F s −→ K/F s −→ K/F p −→ 0,
et, comme R lim←−s F
p/F s = 0 par 6.3.7, en prenant la limite lim←−s on trouve la suite exacte
0 −→ Fˆ p −→ Kˆ −→ K/F p −→ 0.
Ainsi (2) de´coule aisement de cette suite. Pour de´duire (1), prenons la limite de cette suite sur
p pour obtenir la suite exacte
0 −→ lim←−
p
Fˆ p −→ Kˆ −→ lim←−
p
K/F p −→ R lim←−
p
Fˆ p −→ 0,
d’ou` il re´sulte que lim←−p Fˆ
p = 0 et R lim←−p Fˆ
p = 0, donc que Fˆ est comple`te et se´pare´e.
Pour de´duire (3) on raisonne avec la suite exacte
0 −→ Fˆ−∞ −→ Kˆ −→ K/F−∞ −→ 0. ¤
D’apre`s ce lemme, la suite spectrale associe´e au complexe complete´ (K̂,F̂ ) est la meˆme que
la suite spectrale associe´e au complexe (K,F ), donc la Proposition 4.2.2 et le The´ore`me 4.2.3
donnent le re´sultat suivant.
Corollaire 4.2.9. Soit (K,F ) un complexe filtre´, avec F une filtration exhaustive. Alors la suite
spectrale associe´e
Epq1 = H
p+q(F pK/F p+1K)⇒ Hn(Kˆ),
est conditionnellement convergente a` Hn(Kˆ). Si, en plus, on a REp∞ = 0, cette suite spectrale
est faiblement convergente. ¤
4.3. Une autre pre´sentation de la suite spectrale d’un complexe filtre´.
Bien que nous n’aurons pas besoin de la pre´sentation classique de la suite spectrale associe´e a`
un compexe filtre´, on consacre ce paragraphe a` la rappeler, (cf. par exemple [G]).
Soit (K,F ) un complexe filtre´. Si n = p+ q, on de´finit les groupes de cycles re´latifs par
Apqr = F
pKn ∩ d−1F p+rKn+1
= ker(d : F pKn −→ F pKn+1/F p+rKn+1),
donc les e´le´ments de Apqr sont des e´le´ments de poids p qui ont diffe´rentielle de poids p + r, et
les cycles absolus par
Apq∞ = F
pKn ∩ ker d = ker(d : F pKn −→ F pKn+1).
Pour ce qui respecte aux bords, on de´finit les groupes
Bpqr = F
pKn ∩ dF p−rKn−1 = im(d : F p−rKn−1 −→ F pKn),
Bpq∞ = F
pKn ∩ imd = im(d : F pKn−1 −→ F pKn).
Il est clair que Bpqr ⊆ Apqr et que
dAp−r,q+r−1r = d(F
p−rKn−1 −→ d−1F pKn) = dF p−rKn−1 ∩ F pKn = Bpqr .
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La diffe´rentielle du complexe K induit des morphismes d : Apqr −→ Ap+r,q−r+1r . Soit
Epqr = A
pq
r /(A
p+1,q−1
r−1 +B
pq
r−1).
La differentielle induit aussi des morphismes d : Epqr −→ Ep+r,q−r+1r avec d2 = 0. Cette assertion
de´coule de la comprovation suivante
d(Ap+1,q−1r−1 +B
pq
r−1) = dA
p+1,q−1
r−1 + dB
pq
r−1
= Bp++r1,q−rr−1 + 0
⊆ Ap+r+1,q−rr−1 +Bp+r,q−r+1r−1 .
The´ore`me 4.3.1. Soit (K,F ) un complexe filtre´. Les groupes Epqr et les diffe´rentielles de´finies
auparavant, de´terminent une suite spectrale qui co¨ıncide avec la suite spectrale associe´e au
complexe filtre´ (K,F ).
Preuve. Nous allons prouver que
γ−1(imαr−1)/β(kerαr−1) ∼= Apqr /(Ap+1,q−1r−1 +Bpqr−1),
ou`, par le The´ore`me 2.3.5, le quotient de gauche de´finit la suite spectrale associe´e au complexe
filtre´ (K,F ), ce qui sera suffisant parce que dans les deux cas les diffe´rentielles sont induites par
la differentielle de K.
Examinons le groupe γ−1(imαr−1),
z = [x+ F p+1] ∈ γ−1(imαr−1) ⇔ [d(x)] ∈ im αr−1
⇔ [d(x)] ∈ F p+rKn
⇔ x ∈ F pKn ∩ d−1F p+r ⇔ x ∈ Apqr /F p+1.
D’autre part, x ∈ kerαr−1 ⇔ x ∈ F p ∩ dF p−r+1 = Bpqr , donc on a
β(kerαr−1) = Bpqr−1/F
p+1Kn.
Ainsi on trouve,
γ−1(imαr−1)/β(kerαr−1) =
(
Apqr /F
p+1
) / (
Bpqr−1/F
p+1Kn
)
=
(
Apqr /F
p+1
) / (
(Bpqr−1 + A
p+1,q−1
r−1 )/F
p+1Kn
)
= Apqr /(A
p+1,q−1
r−1 +B
pq
r−1),
ce qui conclut la preuve. ¤
4.4. Bicomplexes.
La plupart des complexes filtre´s qui apparaissent dans les applicactions ont leur origine dans
un bicomplexe (ou complexe double). Dans cette section nous pre´sentons les bicomplexes et les
suites spectrales auxquelles ils donent lieu.
SUITES SPECTRALES 29
4.4.1. Les suites spectrales associe´es a` un bicomplexe.
Un bicomplexe est un groupe bigradue´ K∗∗ avec deux morphismes d′,d′′ de bidegre´s (1,0),(0,1),
re´spectivement, tels que
d′d′ = 0, d′′d′′ = 0, d′d′′ + d′′d′ = 0.
On peut de´ployer un bicomplexe sur le plan
// Kp,q+1
d′ //
OO
Kp+1,q+1
OO
//
// Kpq
d′ //
d′′
OO
Kp+1,q
d′′
OO
//
OO OO
De´finition 4.4.1. Le complexe total TotK associe´ au bicomplexe K∗∗ est le complexe de´fini
par
(TotK)n =
⊕
p+q=n
Kpq,
avec differentielle d = d′ + d′′.
Il est clair que les propriete´es de d′,d′′ impliquent que d de´finit une diffe´rentielle sur TotK.
Le complexe total d’un bicomplexe a deux filtrations canoniquement associe´es:
F pI (TotK)
n =
⊕
r≥p
Kr,n−r,
F pII(TotK)
n =
⊕
r≥p
Kn−r,r.
On dit que la premie`re filtration FI est induite par les colonnes: si σ
′
≥pK est la filtration beˆte
sur l’indice p, c’est-a`-dire, le bicomplexe de´finit par
(σ′≥pK)
rs =
{
Krs, si r ≥ p,
0, si r < p,
alors on a que F pI (TotK)
n = (Totσ′≥pK)
n. De meˆme on de´finit la filtration beˆte sur l’indice q,
σ′′≥qK, et on a F
q
II(TotK)
n = (Totσ′′≥qK)
n, donc FII est la filtration induite par les files.
Chacune de ces filtrations de TotK induit une suite spectrale. Nous de´notons par Ipq2 et II
pq
2
les termes Epq2 de ces suites. La proposition qui suit permet identifier les groupes I
pq
2 ,II
pq
2 . Pour
l’e´noncer on va utiliser la notation suivante: si on fixe l’indice q, alors (K∗q,d′) est un complexe,
et on appellera cohomologie horizontale de K a` la cohomologie de ce complexe, c’est-a`-dire,
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Hpqh (K) = H
p(K∗q) (ou Hph(K) si l’indice q est bien dete´rmine´ par le contexte). Analoguement
on de´finit la cohomologie verticale Hpqv (K) = H
q(Kp∗).
Proposition 4.4.2. Soit K∗∗ un bicomplexe. Les suites spectrales des filtrations FI ,FII du com-
plexe TotK satisfont
Ipq2 = H
p
hH
q
v(K), II
pq
2 = H
p
vH
q
h(K).
Preuve. Il suffit de prouver le re´sultat pour FI , parce que l’e´galite´ pour la suite spectrale de la
filtration FII se de´duit de celle-ci changeant le roˆle de p et q.
Par de´finition de la suite spectrale associe´e a` un complexe filtre´, on a
Ipq1 = H
p+q(F pI TotK/F
p+1
I TotK) = H
q
v(K
p∗),
ou` la seconde e´galite´ de´coule de l’identification du gradue´ de la filtration FI et de l’identification
de la differentielle induite
d′′ : Kpq = (F pI TotK)
n/(F p+1I TotK)
n −→ Kp,q+1,
ou` n = p+ q. Pour conclure, il suffit de remarquer que les diffe´rentielles
Ipq1 = H
q
v (K
p∗) −→ Ip+1,q1 = Hqv(Kp+1,∗)
sont induites par les diffe´rentielles horizontales d′, donc Ipq2 = H
p
hH
q
v (K). ¤
4.4.2. Convergence des suites spectrales des bicomplexes.
SoitK un bicomplexe. Il est claire que les filtrations FI ,FII de TotK sont se´pare´es et exhaustives,
mais elles ne sont pas, en ge´ne´ral, comple`tes. Ainsi, d’apre`s le Corollaire 4.2.9 on a convergence
des suites spectrales associe´es a` un bicomplexe vers les comple´te´s de TotK par ces filtrations.
Analysons la convergence en distinguant les comple´te´s pour ces deux filtrations.
4.4.3. On commence par la filtration FI . On peut calculer aisement le complexe comple´te´ T̂otK
pour la filtration FI . En effet, on a
(T̂otK)n = lim←−
p
(TotK)n/F pI (TotK)
n = lim←−
p
⊕
r<p
Kr,n−r.
Ainsi, si Tot×K est le complexe total multiplicatif associe´ a` K, complexe de´fini par
(Tot×K)n =
∏
p+q=n
Kpq,
avec differentielle d = d′ + d′′, alors le comple´te´ T̂otK respecte de la filtration FI est le sous-
complexe de Tot×K des e´le´ments x ∈ Tot×K tels que xpq = 0 pour p¿ 0.
Remarquons deux cas particuliers qui permetent une meilleure identification du comple´te´ T̂ot .
(a) Cas T̂ot = Tot . Supposons que le bicomplexe est zero dans le quatrie`me quadrant, (ou,
plus ge´ne´ralement, supposons que le bicomplexe K est nulle sur une re´gion R du plan tel que
pour tout n ∈ Z, il y a un p0 avec {(p,q) | p+ q = n, p ≥ p0} ⊂ R). Alors, T̂otK = TotK, donc
le complexe total TotK est de´ja` complet pour la filtration FI .
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D’apre`s la Proposition 4.2.2, la suite spectrale Ipq2 est conditionnellement convergente a`H
n(TotK).
Plus encore, la filtration FI est discre`te, parce que pour tout n, F
p
I (TotK)
n = ⊕r≥pKr.n−r = 0
pour pÀ 0. Ainsi, il s’ensuit du Corollaire 4.2.4 que la suite spectrale
Ipq2 = H
p
hH
q
v (K)⇒ Hn(TotK).
est fortement convergente.
En particulier, on peut assurer la convergence forte dans les cas suivants:
- K est du premier quadrant ou du quatrie`me quadrant.
- K est demiplanaire gauche: il y a un entier p0 tel que K
pq = 0 si p > p0.
- K est demiplanaire superieur: il y a un entier q0 tel que K
pq = 0 si q < q0.
(b) Cas T̂ot = Tot×. Supposons que le bicomplexe est ze´ro dans le deuxie`me quadrant. Alors,
le comple´te´ pour la filtration FI est T̂otK = Tot
×K, donc on obtient une suite spectrale
conditionnellement convergente
Ipq2 = H
p
hH
q
v(K)⇒ Hn(Tot×K).
D’apre`s le Corollaire 4.2.5, cette suite spectrale est fortement convergente si, et seulement si,
REpq∞ = 0.
4.4.4. Conside´rons maintenant la seconde filtration FII . Changeant le roˆle de p et q, on est dans
la situation de la filtration par colonnes. De fait, raisonnant comme auparavant on trouve que
le comple´te´ T̂otK du complexe TotK pour la filtration FII est le sous-complexe de Tot
×K des
e´le´ments x ∈ Tot×K tels que xpq = 0 pour pÀ 0 (ou, ce qu’est e´quivalent q = n− p¿ 0).
(c) Cas T̂ot = Tot . Supposons que le bicomplexe est ze´ro dans le deuxie`me quadrant. Alors,
T̂otK = TotK.
D’apre`s la Proposition 4.2.2, la suite spectrale IIpq2 est conditionnellement convergente a`H
n(TotK).
Plus encore, la filtration FII est discre`te, parce que pour tout n, F
p
II(TotK)
n = ⊕r≥pKn−r,r = 0
pour pÀ 0. Ainsi, il s’en suit du Corollaire 4.2.4 que la suite spectrale
IIpq2 = H
p
vH
q
h(K)⇒ Hn(TotK),
est fortement convergente.
En particulier, on peut assurer la convergence forte dans les cas suivants:
- K est du premier quadrant ou du quatrie`me quadrant.
- K est demiplanaire droite: il y a un entier p0 tel que K
pq = 0 si p < p0.
- K est demiplanaire infe´rieure: il y a un entier q0 tel que K
pq = 0 si q > q0.
(d) Cas T̂ot = Tot×. Supposons finalement que le bicomplexe est ze´ro dans le quatrie`me
quadrant. Alors, T̂otK = Tot×K. D’apre`s le Corollaire 4.2.5, la suite spectrale
IIpq2 = H
p
vH
q
h(K)⇒ Hn(Tot×K),
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est fortement convergente si, et seulement si, REpq∞ = 0.
4.4.5. Remarquons quelques cas ou` les deux suites spectrales sont bire´gulie`res et fortement
convergentes a` la cohomologie de TotK:
- K est du premier ou quatrie`me quadrant.
- K est un complexe bande verticale: il y deux entiers p0,p1 tel que K
pq = 0 si p < p0 ou
p > p1.
- K est un complexe bande horizontale: il y a deux entiers q0,q1 tels que K
pq = 0 si q < q0
ou q > q1.
On remarque que bien que dans ces cas les deux suites spectrales convergent a` la cohomologie
de TotK, les filtrations de H∗(TotK) associe´es sont diffe´rentes.
4.4.3. Application: cohomologie de la limite d’une tour de complexes.
A` titre d’exercice, et par son utilisation poste´rieure, on va appliquer les suites spectrales d’un
bicomplexe pour de´duire la relation entre la cohomologie de la limite d’une tour de complexes de
groupes abe´liens et la limite de la tour de ces cohomologies. Soit . . . −→ K∗n −→ K∗n−1 −→ . . .
une tour de morphismes de complexes de groupes abe´liens, et K∗ = lim←−nK
∗
n le complexe limite.
Conside´rons le bicomplexe
Dpq =
{ ∏
n≥0K
p
n, q = 0,1,
0, autrement,
avec diffe´rentielles d′ =
∏
dn et d
′′ = 1−α. On obtient donc un bicomplexe ”bande horizontale”
0 0 0
//
∏
n≥0K
p
n
d //
OO
∏
n≥0K
p
n
OO
d //
∏
n≥0K
p
n
OO
//
//
∏
n≥0K
p
n
d //
1−α
OO
∏
n≥0K
p
n
1−α
OO
d //
∏
n≥0K
p
n
1−α
OO
//
0
OO
0
OO
0
OO
Ainsi, si D∗ = TotD∗∗ on trouve deux suites spectrales fortement convergentes a` la cohomologie
de D∗. En identifiant les termes E2 de ces suites, on peut e´crire
Ipq2 = H
p(Rq lim←−
n
K∗n)⇒ Hn(D∗),
IIpq2 = R
p lim←−
n
Hq(K∗n)⇒ Hn(D∗).
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Par l’Exercice 2.2.11, la premie`re suite spectrale se re´duit a` une suite exacte longue
. . . −→ Hn(lim←−
n
K∗n) −→ Hn(D∗) −→ Hn−1(R lim←−
n
K∗n) −→ Hn+1(lim←−
n
K∗n) −→ . . .
tandis que la seconde se re´duit a une suite exacte
0 −→ R lim←−
n
Hn−1(K∗n) −→ Hn(D∗) −→ lim←−
n
Hn(K∗n) −→ 0.
Ces deux suites exactes expriment la relation entre Hn(lim←−nK
∗
n) et lim←−nH
n(K∗n). Cette relation
est plus simple si la tour ve´rifie la condition de Mittag-Leﬄer.
Proposition 4.4.6. Avec les notations ante´rieures, supposons que la tour K∗n ve´rifie la condi-
tion de Mittag-Leﬄer. Alors, il y a une suite exacte
0 −→ R lim←−
p
Hn−1(K∗p) −→ Hn(lim←−
p
K∗p) −→ lim←−
p
Hn(K∗p) −→ 0.
Preuve. Par la condition de Mittag-Leﬄer on a R lim←−nK
∗
n = 0 donc, d’apre`s la suite exacte
longue, on a des isomorphismes Hn(lim←−nK
∗
n)
∼= Hn(D∗). Avec ces isomorphismes la seconde
suite exacte donne la suite cherche´e. ¤
4.4.7. Un complexe filtre´ (K,F ) donne lieu a` une tour qui ve´rifie la condition de Mittag-Leﬄer,
. . . −→ K/F p+1 −→ K/F p −→ . . .
donc, d’apre`s la proposition pre´ce´dente, on a une suite exacte
0 −→ R lim←−
p
Hn−1(K/F p) −→ Hn(Kˆ) −→ lim←−
p
Hn(K/F p) −→ 0.
Les termes R lim←−pH
n−1(K/F p) et lim←−pH
n(K/F p) de cette suite exacte peuvent s’identifier a`
l’aide de la filtration induite sur Hn(Kˆ). On a
R lim←−
p
Hn−1(K/F p) = F−∞Hn(Kˆ),
lim←−
p
Hn(K/F p) = Hn(Kˆ)/F−∞Hn(Kˆ).
Prouvons ces isomorphismes. On commence par remarquer que K/F p = Kˆ/Fˆ p, par le Lemme
4.2.8. Conside´rons les suites exactes
0 −→ F pHn(Kˆ) −→ Hn(Kˆ) −→ Hn(Kˆ)/F pHn(Kˆ) −→ 0.
Par la propie´te´e fondamentale de la limite, on aura une suite exacte
0 −→ F−∞Hn(Kˆ) −→ Hn(Kˆ) −→ lim←−
p
Hn(Kˆ)/F pHn(Kˆ) −→ R lim←−
p
F pHn(Kˆ)
En particulier, on de´duit qu’on a un monomorphisme
Hn(Kˆ)/F−∞Hn(Kˆ) ↪→ lim←−
p
Hn(Kˆ)/F pHn(Kˆ)
Ainsi, Hn(Kˆ)/F−∞Hn(Kˆ) est un sous-groupe de lim←−H
n(Kˆ/Fˆ p), parce que, pour tout p, on a
les suites exactes
0 −→ Hn(Kˆ)/F pHn(Kˆ) −→ Hn(Kˆ/Fˆ p)
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et le foncteur limite est exact a` gauche.
Par la proposition ante´rieure, la composition
Hn(Kˆ) −→ Hn(Kˆ)/F−∞Hn(Kˆ) −→ lim←−H
n(Kˆ/Fˆ p)
est surjective, donc
Hn(Kˆ)/F−∞Hn(Kˆ) = lim←−H
n(Kˆ/Fˆ p),
et la suite exacte de la proposition ide´ntifie le terme R lim←−pH
n−1(Kˆ/Fˆ p) = F−∞Hn(Kˆ).
4.4.8. On peut appliquer la Proposition 4.4.6 dans la situation suivante: soit K un bicomplexe
de groupes abe´liens et σ′≤pK la cofiltration beˆte sur l’indice p. Alors on a une tour de complexes
. . . −→ Tot×σ′≤p+1K −→ Tot×σ′≤pK −→ . . .
avec morphismes de transition surjectifs, donc que ve´rifie la condition de Mittag-Leﬄer, et
tel que Tot×K = lim←−pTot
×σ′≤pK. D’apre`s la propostion pre´ce´dente, on a une suite exacte de
groupes abe´liens
0 −→ R lim←−
n
Hn−1(Tot×σ′≤pK) −→ Hn(Tot×K) −→ lim←−
n
Hn(Tot×σ′≤pK) −→ 0.
Cette suite exacte permet souvent comple´ter l’e´tude de la suite spectrale pour la filtration FI
quand K est ze´ro sur le deuxie`me quadrant (voir ci desus le cas (b)). En effet, la suite spectrale
Ipq2 = H
p
hH
q
v (K)⇒ Hn(Tot×K)
n’est pas nece´ssairement fortement convergente. Mais, selon la suite exacte qu’on vient de
de´duire, les groupes Hn(Tot×K) sont de´termine´s a` partir des groupes Hn(Tot×σ′≤pK), qui
correspondent a` des bicomplexes demiplanaires gauches pour lesquels la suite spectrale corres-
pondante est fortement convergente, (situation (a) d’auparavant).
4.5. Hypercohomologie et suite spectrale de Grothendieck.
Dans cette section on va donner trois applications des suites spectrales associe´es aux bicom-
plexes: la de´finition de l’hypercohomologie d’un foncteur additif exact a` gauche, la suite spec-
trale de Grothendieck d’un foncteur compose´ et l’hypercohomologie des complexes de faisceaux
sur un espace topologique. On commence par e´tudier les re´solutions de Cartan-Eilenberg des
complexes.
4.5.1. Re´solutions de Cartan-Eilenberg.
Dans les sections ante´rieures nous nous sommes place´s dans la cate´gorie des groupes abe´liens.
Les re´sultats restent valables sur une cate´gorie abe´liene convenable, contexte que nous conviens
mieux pour les applicactions de cette section. Dore´navant on va se placer dans une cate´gorie
abe´lienne A qu’on suppossera toujours comple`te et cocomple`te. En particulier, il existent les
sommes directes et les produits arbitraires, donc on peut y de´finir les complexes Tot et Tot×
associe´s a` un bicomplexe.
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Il y aura besoin d’imposer d’autres propiete´es a` la cate´gorie A que nous rappelons tout de suite
(voir [G]).
(Ab4) On dit que A satisfait Ab4 si les sommes directes de monomorphismes sont des mono-
morphismes. Il en re´sulte que les sommes directes sont exactes.
(Ab4∗) On dit que A satisfait Ab4∗ si les produits d’epimorphismes sont des epimorphismes. Il
en re´sulte que les produits sont exacts.
On dit que A a suffisament d’objets injectifs si pour tout objet A de A il y a un monomorphisme
A −→ I, avec I un objet injectif. L’existence de suffissants objets injectifs est indispensable
pour de´velopper l’alge`bre homologique sur A, tandis que la condition Ab∗4 permet identifier les
foncteurs de´rive´s de la limite d’une tour avec la de´finition de l’appendice 6.3, (voir, par exemple,
[W], 3.5).
Les exemples plus importants pour nous sont les suivants:
(a) La cate´gorie Ab des groupes abe´liens, et plus ge´ne´ralement la cate´gorie Mod(R) des
R-modules a` gauche sur un anneau R, sont des cate´gories que ve´rifient Ab4, Ab4∗, et
avec suffissants objets injectifs.
(b) Soit X un espace topologique et Sh(X,Z) la cate´gorie des faisceaux abe´liens. Alors
Sh(X,Z) est une cate´gorie abe´lienne qui ve´rifie Ab4 et avec suffissants injectifs, mais elle
n’est pas, en ge´ne´ral, Ab4∗.
De´finition 4.5.1. Soit K un complexe de A. Une re´solution injective de Cartan-Eilenberg de
K est un bicomplexe J∗∗ avec Jpq = 0 pour q < 0 et un morphisme de complexes ε : K∗ −→ J∗0
tel que
(i) si Kp = 0, alors Jp∗ = 0.
(ii) pour chaque p, les suites
0 −→ Kp −→ Jp0 −→ Jp1 −→ . . .
0 −→ Bp(K∗) −→ Bph(J∗0) −→ Bph(J∗1) −→ . . .
0 −→ Zp(K∗) −→ Zph(J∗0) −→ Zph(J∗1) −→ . . .
0 −→ Hp(K∗) −→ Hph(J∗0) −→ Hph(J∗1) −→ . . .
sont des re´solutions injectives de Kp, Bp(K), Zp(K) et Hp(K), respectivement.
Lemme 4.5.2. Soit K un complexe, J un bicomplexe et ε : K −→ L un morphisme d’augmen-
tation. Si Bph(J), H
p
h(J) sont des re´solutions de B
p(K), Hp(K), respectivement, alors, Jp∗ et
Zph(J) sont des re´solutions de K et Z
p
h(K).
Preuve. Cela re´sulte imme´diatement des suites exactes de complexes
0 −→ Bph(J) −→ Zph(J) −→ Hph(J) −→ 0
0 −→ Zph(J) −→ Jp∗ −→ Bp+1h (J) −→ 0,
et des suites exactes longues de cohomologie associe´es. ¤
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Proposition 4.5.3. Soit A une cate´gorie abe´lienne avec suffisants objets injectifs. Soit K un
complexe de A, alors il existe une re´solution injective de Cartan-Eilenberg de K.
Preuve. Pour chaque p, on choisit des re´solutions injectives
Bp(K) −→ Jp∗B , Hp(K) −→ Jp∗H .
Par le horseshoe lemma ([CE], Proposition V.2.2), il y a une re´solution injective Jp∗Z de Z
p(K)
et une suite exacte de complexes
0 −→ Jp∗B −→ Jp∗Z −→ Jp∗H −→ 0.
On applique une autre fois le horseshoe lemma pour obtenir une re´solution injective Jp∗K de K
p
et une suite exacte de complexes
0 −→ Jp∗Z −→ Jp∗K −→ Jp+1,∗B −→ 0.
Maintenant, on de´finit le bicomplexe J∗∗ qui a pour colonnes les complexes Jp∗K , avec la diffe´ren-
tielle modifie´ par (−1)p, et pour diffe´rentielle horizontale la composition
Jp∗K −→ Jp+1,∗B −→ Jp+1,∗Z −→ Jp+1,∗K .
Les morphismes Kp −→ Jp0 donnent le morphisme d’augmentation K −→ J . On voit aise´ment
que Bph(J) = J
p
B et H
p
h(J) = J
p
H , donc la proposition re´sulte du lemme pre´ce´dent. ¤
Proposition 4.5.4. Soit f : K −→ K un morphisme de complexes et J,J deux re´solutions
injectives de Cartan-Eilenberg de K et K, re´spectivement. Alors, il existe un morphisme de
bicomplexes f˜ : J −→ J sur f .
Preuve. Nous nous limitons a` indiquer le raisonnement, parce que la preuve suit la meˆme
de´marche que celle de la Proposition 4.5.3. En effet, en utilisant les meˆmes notations ci-dessus,
il est bien connu qu’il y a des morphismes de complexes fB : J
p
B −→ J
p
B, fH : J
p
H −→ J
p
H
au dessus des morphismes fB : B
p
h(K) −→ Bph(K) et fH : Hph(K) −→ Hph(K) induits par f ,
re´spectivement. Alors, il y a un morphisme de complexes fZ : J
p
Z −→ J
p
Z entre les complexes ob-
tenus par le horseshoe lemma, compatible avec fB et fH , ([CE], Proposition V.2.3). Appliquant
une autre fois cette version du horseshoe lemma, on obtient le morphisme de´sire´. ¤
Pour exprimer l’unicite´ des re´solutions de Cartan-Eilenberg on introduit la re´lation d’homotopie
pour les morphismes de bicomplexes.
De´finition 4.5.5. Soient f,g : J −→ L deux morphismes de bicomplexes. Nous dirons que f
et g sont homotopes s’il y a des morphismes
sh : J
pq −→ Lp+1,q, sv : Jpq −→ Lp,q+1,
tels que svdh + dhsv = shdv + dvsh = 0, et
g − f = (dhsh + shdh) + (dvsv + svdv).
Si sh,sv sont une homotopie entre les morphismes f et g, on prouve facilement que s = sh + sv
de´finit une homotopie de morphismes de complexes Tot f ∼ Tot g : Tot J −→ TotL, re´sultat que
est valable aussi pour les complexes totales multiplicatifs, Tot×f ∼ Tot×g : Tot×J −→ Tot×L.
L’unicite´ des re´solutions de Cartan-Eilenberg a` homotopie pre`s s’e´nnonce alors comme suit.
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Proposition 4.5.6. Soient f,g : K −→ K deux morphismes de complexes homotopes, f˜ ,g˜ :
J −→ J deux morphismes entre re´solutions injectives de Cartan-Eilenberg de K,K respective-
ment, sur f et g. Alors, f˜ et g˜ sont des morphismes homotopes de bicomplexes.
Preuve. Soit s : Kp −→ Kp+1 une homotopie entre f et g, f − g = ds+ sd. Pour chaque p, les
complexes Jp∗ (respectivement J
p+1,∗
) sont des re´solutions injectives de Kp (resp. de K
p+1,∗
),
donc il existe un morphisme de complexes sp∗ : Jp∗ −→ Jp+1,∗ au-dessus de s. Ces morphismes
de´finissent un morphisme s∗∗ : J∗∗ −→ J∗,∗ de bidegre´ (1,0) qui commute avec l’augmentation
et avec la diffe´rentielle horizontale d′′.
Soit h = f˜+d′s∗∗+s∗∗d′ : J −→ J . On prouve aisement que h est un morphisme de bicomplexes
au dessus de g. En plus, h est homotope a` f˜ , avec homotopie de bicomplexes donne´ par sh = s
∗∗,
sv = 0. Ainsi, il est suffissant de prouver que h et g˜ sont morphismes de bicomplexes homotopes.
Changeons la diffe´rentielle d′′ des complexes Jp∗,J
p∗
,Jp∗B , . . . par (−1)pd′′. Comme dans les
propositions ante´rieures, on peut evoquer au horseshoe lemma, (et plus concretement a` [CE],
Proposition V.2.3), pour de´duire l’existence d’homotopies tpB,t
p
H , . . . et finalement d’une homo-
topie tp : h ∼ g˜. Alors, t = (−1)ptp : J∗p −→ J∗,p+1 definissent un morphisme de bidegre´ (0,1)
tel que d′t+ td′ = 0 et d”t+ td” = g˜ − h, donc on trouve une homotopie entre h et g˜. ¤
Avec les hypothe`ses de la proposition on a, en particulier,
Tot f˜ ∼ Tot g˜ et Tot×f˜ ∼ Tot×g˜.
On laisse au lecteur le de´velopement du concept dual, celui de re´solution projective de Cartan-
Eilenberg, et la preuve de l’existence et unicite´ correspondentes pour les cate´gories abe´liennes
avec suffisament d’objets projectifs.
4.5.2. Hypercohomologie.
Soient A, B des cate´gories abe´liennes et T : A −→ B un foncteur additif exact a` gauche.
Rappelons que si A a suffisament d’objet injectifs, on de´finit les foncteurs de´rive´s a` droite de
T , RiT : A −→ B, par RiT (A) = H i(I∗), ou` I∗ est une re´solution injective de A. On va de´finir
maintenant les foncteurs hyperderive´s a` droite de T , RiT : C∗(A) −→ B.
De´finition 4.5.7. Soit T : A −→ B un foncteur (covariante) additif exacte a` gauche et K un
complexe de A. On de´finit l’hypercohomologie de T sur K par
RpT (K) := Hp(Tot×T (J)),
ou` J est une re´solution injective de Cartan-Eilenberg de K.
D’apre`s les Propositions 4.5.6 et 4.5.4, les groupes d’hypercohomologie RpT (K) sont bien de´finis
a` isomorphisme pres et de´pendent fonctoriellement de K.
Remarques 4.5.8. (a) Si K est un complexe re´duit a` un seul objet A place´ en degre´e 0,
alors on retrouve la valeur des foncteurs de´rive´s classiques sur K, RpT (K) = RpT (A). Plus
ge´ne´ralement, si A est place´ en degre´ k, alors RpT (K) = Rp−kT (K).
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(b) Dans la de´finition de l’hypercohomologie on a pris le complexe total multiplicatif. Pour
les complexes borne´s inferieurement (par exemple, pour les complexes positifs), les re´solutions
injectives de Cartan-Eilenberg satisfont Tot× = Tot . Il y a beaucoup d’auteurs qui, en vue de
leurs applications, se re´duisent a` ce cas, donc ne distinguant pas le complexe total multiplicatif
et le complexe total additif.
(c) Dualement, on de´finit l’hyperhomologie des foncteurs exacts a` droite, LpT utilisant les
re´solutions projectives de Cartan-Eilenberg. Dans ce cas, par dualite´, on prend le complexe
total additif: LpT (K) = Hp(TotP ∗∗).
(d) Le complexe Tot×T (J) est bien de´fini a` quasi-isomorphisme pre`s, c’est-a`-dire, il de´finit un
objet de la cate´gorie de´rive´e D∗(B), (voir la Remarque 4.5.13).
Le calcul de l’hypercohomologie se fait a` travers des suites spectrales associe´es a` un bicomplexe.
Proposition 4.5.9. Soient A une cate´gorie abe´lienne avec suffisants injectifs et T : A −→ B
un foncteur additif exacte a` gauche. Soit K un complexe de A et J une re´solution injective de
Cartan-Eilenberg de K.
(1) Les deux suites spectrales associe´es au bicomplexe Tot×T (J) ont termes E2 donne´s par
Ipq2 = H
p(RqT (K)), et IIpq2 = R
pT (Hq(K)).
(2) La seconde suite spectrale
IIpq2 = R
pT (Hq(K))⇒ RnT (K),
est faiblement convergente. Elle est fortement convergente si, et seulement si, REp∞ = 0,
pour tout p.
(3) Si le complexe K est borne´ infe´rieurement, alors la premie`re suite spectrale
Ipq2 = H
p(RqT (K))⇒ RnT (K),
est aussi fortement convergente.
Preuve. Dans (1) on n’a fait qu’identifier les termes E2 selon la Proposition 4.4.2 et la de´finition
de re´solution injective de Cartan-Eilenberg. La suite spectrale de (2) est la suite spectrale d’un
bicomplexe demiplanaire superieure, donc la convergence suit de 4.4.4 (d). Pour (3), dans le cas
bone´ infe´rieurement, le bicomplexe est de premier quadrant, donc on applique 4.4.3 (a). ¤
Corollaire 4.5.10. (1) Soit K un complexe acyclique, alors RpT (K) = 0 pour tout p.
(2) Soit w : K −→ L un quasi-isomorphisme. Alors, w∗ : RpT (K) −→ RpT (L) est un
isomorphisme pour tout p.
(3) Soit K un complexe borne´ inferieurement et tel que les objets Kp sont T -acycliques pour
tout p. Alors, RpT (K) = Hp(T (K)).
Preuve. (1) Par l’exactitude de K, on a IIpq2 = 0, d’ou` le re´sultat.
(2) Le morphisme w induit un morphisme de suites spectrales IIpqr (K) −→ IIpqr (L) qui est un
isomorphismes au terme Epq2 . Ainsi le re´sultat de´coule de la convergence forte de la deuxie`me
suite spectrale, et du The´ore`me de Comparaison 2.2.10.
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Par analogie, (3) suit par la dege´ne´ration de la premie`re suite spectrale. ¤
Si A = Ab est la cate´gorie des groupes abe´liens, on peut enlever l’hypothe`se que les complexes
soient borne´s dans la partie (3) du corollaire pre´cedent:
Proposition 4.5.11. Soit T : Ab −→ Ab un foncteur additif exacte a` gauche. Soit K un
complexe tel que les objets Kp sont T -acycliques, pour out p. Alors, RpT (K) = Hp(T (K)).
Preuve. Soit J une re´solution injective de Cartan-Eilenberg de K. Par 4.4.6, on a un diagramme
commutatif de suites exactes
0 // R lim←−nH
n−1(Tot×σ′≤pT (J)) //
²²
Hn(Tot×T (J)) //
²²
lim←−nH
n(Tot×σ′≤pT (J)) //
²²
0
0 // R lim←−nH
n−1(Tot×σ′≤pT (K)) // Hn(Tot×T (K)) // lim←−nH
n(Tot×σ′≤pT (K)) // 0
Le complexe σ′≤pK est borne´ infe´rieurement, donc par le corollaire ante´rieur les morphismes a`
droite et a` gauche de ce diagramme sont des isomorphismes. Par le lemme des cinq, le morphime
central est aussi un isomorphisme. ¤
Exercice 4.5.12. De la meˆme manie`re que pour les foncteurs de´rive´s, il y a des suites exactes
longues d’hypercohomologie associe´es a une suite exacte de complexes: soit
0 −→ K ′ −→ K −→ K ′′ −→ 0,
une suite exacte de complexes de A borne´s inferieurement. Prouver qu’il y a une suite exacte
0 −→ R0T (K ′) −→ R0T (K) −→ R0T (K ′′) −→ R1T (K ′) −→ . . .
Remarque 4.5.13. On peut inte´rpre´ter l’hypercohomologie d’un foncteur en termes des cate´go-
ries de´rive´es (voir [GM] pour les notions correspondantes): soit T : A −→ B un foncteur additif
exact a` gauche, il induit un foncteur (que nous nottons aussi par le meˆme symbol) entre les
cate´gories des complexes de A et B, T : C∗(A) −→ C∗(B). Si D(A) de´ssigne la cate´gorie
de´rive´e, obtenue en inversant les quasi-isomorphismes de la cate´gorie des complexes C∗(A), on
peut de´river ce foncteur, dans le sens de cate´gories de´rive´es, pour les complexes postifs (ou`
les complexes borne´s inferieurement), RT : D+(A) −→ D(B). Il est bien connu que pour de
tels complexes K la cohomologie du complexe RT (K) co¨ıncide avec l’hypercohomologie de´finie
comme auparavant, c’est-a`-dire, Hp(RT (K)) = RpT (K), (voir, par exemple, [GM]).
Sous certaines hypothe`ses, ce foncteur admet un foncteur de´rive´ a` droite RT : D(A) −→ D(B)
sans limitation pour les degre´s des complexes. On peut de´mander alors si sa cohomologie co¨ıncide
encore avec l’hypercohomologie du complexe de´finie auparavant a` l’aide des re´solutions injectives
de Cartan-Eilenberg. On va esquisser la preuve de la co¨ıncidence pour les cate´gories Ab4∗.
Rappelons que la strate´gie de la de´finition de RT : D(A) −→ D(B) est la suivante (voir
[GM], [Sp], et aussi [GNPR]): on cherche un complexe fibrant I, qui sera T -acyclique, et un
quasi-isomorphisme K −→ I. On de´finit alors RT (K) := T (I) et on de´montre que ceci est un
complexe bien de´fini a` quasi-isomorphisme pre`s.
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Bien sur, il faut avoir des conditions surA pour qu’on puisse assurer l’existence de tels complexes
fibrants. Nous allons voir que les re´solutions injectives de Cartan-Eilenberg fournissent ces
complexes.
Soit A une cate´gorie abe´lienne avec suffisament d’objets injectifs. Un complexe I de A est fibrant
(ou` K-injectif pour Spaltestein, [Sp]) si pour tout complexe acyclique S le complexe Hom(S,I)
est acyclique. Alors on a:
(1) Soit K un complexe et J une re´solution injective de Cartan-Eilenberg de K. Alors, Tot×J∗∗
est un complexe fibrant.
En effet, soit S un complexe acyclique. On veut voir que Hom(S,Tot×J∗∗) est un complexe
acyclique. Ceci est bien connu si K est borne´ inferieurement. Pour nous re´duire a` ce cas,
considerons τ˜>nK la cofiltration de K de´finie par
(τ˜>nK)
p =
 K
p, p > n,
Bn+1(K), p = n,
0, p < n,
donc on a des morphismes (surjectifs) K −→ τ˜>n+1K −→ τ˜>nK.
Les cofiltrations τ˜ des files de la re´solution de Cartan-Eilenberg J∗q definissent une re´solution
injective de Cartan-Eilenberg τ˜ ′>nJ
∗q de τ˜>nK. Ainsi, comme Tot×J = lim←−Tot
×τ˜>nJ∗∗, on a
Hom(S,Tot×J∗∗) = lim←−Hom(S,Tot
×τ˜>nJ∗∗).
Comme les morphismes de transition Hom(S,Tot×τ˜>nJ∗∗) −→ Hom(S,Tot×τ˜>n+1J∗∗) sont
surjectifs, on trouve que
Hp(Hom(S,Tot×J∗∗)) = lim←−H
p(Hom(S,Tot×τ˜>nJ∗∗)),
et le re´sultat s’ensuit du cas borne´ infe´rieurement.
(2) Supposons que A = Ab est la cate´gorie des groupes abe´liens, (ou, plus ge´ne´ralement, que A
ve´rifie Ab4∗). Alors, le morphisme K∗ −→ Tot×J∗∗ est un quasi-isomorphisme.
En effet, dans ce cas on a un diagramme commutatif de suites exactes (voir la Proposition 4.4.6)
0 // R lim←−nH
n−1(σ≤pK) //
²²
Hn(K) //
²²
lim←−nH
n(σ≤pK) //
²²
0
0 // R lim←−nH
n−1(Tot×σ′≤pJ) // Hn(Tot×J) // lim←−nH
n(Tot×σ′≤pJ) // 0
et on peut appliquer le cas borne´ et le lemme du cinq.
Ainsi, pour la cate´gorie des groupes abe´liens (et aussi les Ab4∗) les re´solutions injectives de
Cartan-Eilenberg fournissent souffisament de complexes fibrants, donc les deux de´finitions d’hy-
percohomologie co¨ıncident.
Le re´sultat (2) n’est pas valable pour une cate´gorie abe´lienne ge´ne´rale. Pour un exemple dans
la cate´gorie des faisceaux, voir [W2].
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4.5.3. Suite spectrale de Grothendieck.
Dans cette section on pre´sente la suite spectrale de Grothendieck des foncteurs de´rive´s d’une
composition de foncteurs. Soient A,B,C des cate´gories abe´liennes et F : A −→ B, G : B −→
C deux foncteurs additifs exacts a` gauche. On suppose aussi que les cate´gories A et B ont
suffisament d’objets injectifs, donc qu’il existe l’hypercohomologie des foncteurs F et G.
The´ore`me 4.5.14. Supposons que F transforme les objets injectifs de A en objets G-acycliques.
Alors, pour tout complexe positif K de A il y a une suite spectrale re´gulie`re
Epq2 = R
pG(RqF (K))⇒ Rp+q(GF )(K).
Preuve. Soit K −→ I une re´solution injective de Cartan-Eilenberg de K. Le bicomplexe I est
du premier quadrant, donc les complexes totaux additif et multiplicatif co¨ıncident et on a un
quasi-isomorphisme K −→ Tot I. En plus, les objets Ipq sont injectifs pour tout couple (p,q),
donc il en est de meˆme du complexe Tot I et, par hypothe`se, il s’en suit que le complexe (borne´
inferieurement) F (Tot I) est forme´ d’objets G-acycliques.
La (seconde) suite spectrale d’hypercohomologie de G sur F (Tot I) est la suite
Epq2 = R
pG(Hq(F (Tot I)))⇒ Rn(F (Tot I)).
La cohomologie du complexe F (Tot I) est, par de´finition, R∗F (K); tandis que, e´tant done´ que
le complexe F (Tot I) est forme´ d’objets acycliques, nous pouvons appliquer le Corollaire 4.5.10
pour ide´ntifier le terme limite de la suite spectrale
Rn(F (Tot I)) = Hn(G(F (Tot I))) = Hn((GF )(Tot I)) = Rn(GF )(K).
La suite spectrale est du premier quadrant, donc elle est re´gulie`re. ¤
Exercice 4.5.15. Dans la situation du the´ore`me, soit A un objet de A.
(a) Utiliser l’Exercice 2.2.11 pour de´duire l’existence des morphismes pont
RpG(F (A)) −→ Rp(GF )(A), Rp(GF )(A) −→ G(RpF (A)).
(b) De´duire aussi la suite exacte des cinq termes de la suite spectrale de Grothendieck,
0 −→ R1G(F (A)) −→ R1(GF )(A) −→ G(R1F (A)) −→ R2G(F (A)) −→ R2(GF (A)).
(c) Appliquer cette suite exacte dans la situation des tours de´rive´es de groups abe´liens pour
obtenir la suite exacte du The´ore`me 6.4.3.
4.5.4. Hypercohomologie des complexes de faisceaux.
Soient X un espace topologique (ou plus ge´ne´ralement, un site de Grothendieck). La cate´gorie
Sh(X,Z) des faisceaux de groupes abe´liens sur X est une cate´gorie abe´lienne avec suffisament
d’objets injectifs (cf. [GM]), donc on peut appliquer les re´sultats sur les re´solutions de Cartan-
Eilenberg d’auparavant. On de´finit l’hypercohomologie des complexes de faisceaux comme l’hy-
percohomologie du foncteur de sections globales Γ : Sh(X,Z) −→ Ab:
De´finition 4.5.16. Soit K un complexe de faisceaux de groupes abe´liens et J une re´solution
injective de Cartan-Eilenberg de K. L’hypercohomologie de X a` valeurs dans K est
Hp(X,K) = RpΓ(X,K) = Hp(Tot×Γ(X,J)).
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D’apre`s les re´sultats sur l’hypercohomologie d’un foncteur, l’hypercohomologie des faisceaux
abe´liens a les propriete´es suivantes:
(1) Si K est un complexe de faisceaux qui se re´duit a` un seul faisceau A place´ en degre´ k,
alors on a
Hp(X,K) = Hp+k(X,A).
(2) Il y a une suite spectrale faiblement convergente
IIpq2 = H
p(X,Hq(K))⇒ Hp+q(X,K),
qui est fortement convergente si REp∞ = 0. Par exemple, elle est fortement convergente
si K est borne´ inferieurement ou si les faisceaux Hq(K) ont cohomologie borne´e sur X.
(3) Si K −→ L est un quasi-isomorphisme de complexes de faisceaux, le morphisme induit
Hp(X,K) −→ Hp(X,L) est un isomorphisme, pour tout p.
(4) Si K est un complexe borne´ inferieurement forme´ par des faisceaux acycliques, alors
Hp(X,K) = Hp(Γ(X,K)).
(5) Soit f : X −→ Y une application continue entre espaces topologiques et K un com-
plexe borne´ infe´rieurement de faisceaux abe´liens sur X. Alors, il y a une suite spectrale
fortement convergente
Epq2 = H
p(Y,Rqf∗(K))⇒ Hp+q(X,K).
4.5.17. Re´solution de Godement. La proprie´te´ (4) de l’hypercohomologie des complexes de
faisceaux nous permet pre´senter cette cohomologie a` partir de la re´solution de Godement de K:
soit Xd l’espace topologique discret sousjacent a` X et p : Xd −→ X l’application identite´. Soit
T = p∗p∗ : Sh(X,Z) −→ Sh(X,Z), donc si F est un faisceau, la valeur de TF sur un ouvert U
est donne´e par
TF (U) =
∏
x∈U
Fx.
Il y a une adjunction de foncteurs p∗ a p∗ qui induit des transformations naturelles η : id −→ T
et µ : TT −→ T. On obtient ainsi un triple (T,µ,η) sur la cate´gorie Sh(X,Z).
Soit K un complexe de faisceaux sur X. On note par BT•K le complexe cosimplicial de´fini par
la construction standard de T, (voir l’Appendice B), et par η : K −→ BT•K le morphisme
d’augmentation canonique de´finit par η.
Soit BT∗K le bicomplexe de´fini par
(BT∗K)pq = T q+1(Kp),
d′ = dK , d′′ =
∑
(−1)idi.
Lemme 4.5.18. Le morphisme d’augmentation η induit un quasi-isomorphisme η : K −→
Tot×BT∗K.
Preuve. Il suffit de voir que la fibre ηx est un quasi-isomorphisme, pour tout point x ∈ X ou,
de manie`re e´quivalente, que p∗K −→ p∗Tot×BT∗K est un quasi-isomorphisme.
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Le complexe cosimplicial augmente´ p∗K −→ p∗BT•K a une de´ge´ne´ration extraordinaire, s−1,
induite p∗TTn = p∗p∗p∗Tn −→ p∗Tn, donc est un objet cosimplicial contractile, et le re´sultat
s’ensuit. ¤
Nous dirons que le complexe GK := Tot×BT∗K est la re´solution de Godement du complexe de
faisceaux K.
Proposition 4.5.19. Soit K un complexe de faisceaux abe´liens sur X, borne´ inferieurement,
et GK sa re´solution de Godement. On a des isomorphismes naturels
Hp(X,K) = Hp(Γ(X,GK)).
Preuve. Le quasi-isomorphisme K −→ GK induit les isomorphismes Hp(X,K) = Hp(X,GK).
Mais le complexe GK est acyclique en chaque degre´, parce que les faisceaux TnK sont flasques.
Donc, par la proprie´te´ (4) de l’hypercomologie des complexes de faisceaux, on a Hp(X,GK)) =
Hp(Γ(X,GK)). ¤
Remarque 4.5.20. Si X a une dimension cohomologique finie, alors on a un isomorphisme
Hp(X,K) = Hp(X,GK),
pour tous les complexes K, sans limitation sur les degre´s. En effet, dans ce cas, il y a un N tel
que Epq2 = H
p(X,HqK) = 0, pour p > N et, par conse´quent, REp∞ = 0, donc la suite spectrale
d’hypercohomologie est fortement convergente et on peut appliquer le the´ore`me de comparation
des suites spectrales.
5. Suite spectrale d’homotopie
Bien que noˆtre principal inte´reˆt soit de pre´senter la suite spectrale de Bousfield-Kan d’un
espace cosimplicial, on comence par une pre´sentation succinte des suites spectrales associe´es a`
une filtration par des sous-espaces d’un espace topologique et une the´orie cohomologique. Pour
plus de de´tails (en particulier l’identification du terme Epq2 ) et exemples, le lecteur se rapportera
avec profit a` [B] et [M].
5.1. Suite spectrale d’un espace filtre´.
Soit X un espace topologique. Une filtration de X est une suite de sous-espaces
· · · ⊆ Xp ⊆ Xp+1 ⊆ · · · ⊆ X, p ∈ Z.
On est attentif au fait que la filtration est croissante. Dans les situations plus habituelles, par
exemple si X est un CW -complexe et Xp est la filtration par les squelettes, on a Xp = ∅, pour
p < 0; donc nous supposerons que X−1 = ∅.
Soit h∗ une the´orie de cohomologie ge´ne´ralise´e, qu’on suppose ve´rifiant l’axiome d’additi-
vite´, (voir, par exemple, [Sw] Definition 7.56). Les inclusions Xp ⊆ X induisent un mor-
phisme h∗(X) −→ h∗(Xp) et, pas passage a` la limite, on obtient un morphisme h∗(X) −→
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lim←−h
∗(Xp). Ce morphisme est surjectif mais, en ge´ne´ral, il n’est pas un isomorphisme. Le noyau
est de´te´rmine´ par le re´sultat suivant, du a Milnor.
The´ore`me 5.1.1. Soit (X,Xp) un espace filtre´, nous supposons que la filtration est exhaustive,
(c’est-a`-dire, qu’on a X = ∪pXp).
(1) Il y a une suite exacte naturelle
0 −→ R lim←−
p
hn−1(Xp) −→ hn(X) −→ lim←−h
n(Xp) −→ 0.
(2) On a lim←−p h
n(X,Xp) = 0 et R lim←−p h
n(X,Xp) = 0.
Preuve. Pour (1) voir, par exemple, [Sw] Theorem 7.66. Pour (2), voir [B], Theorem 4.3. ¤
Les suites exactes de cohomologie des triples (X,Xp,Xp−1), de´finissent un couple exact
h∗(X,Xp)
α // h∗(X,Xp−1)
βvvnnn
nnn
nnn
nnn
h∗(Xp,Xp−1)
γ
ggOOOOOOOOOOO
ou` γ est de´fini par le morphisme de connexion de la suite exacte du triple (X,Xp,Xp−1).
On conside`re la bigraduation donne´e par
Dpq = hp+q(X,Xp−1), Epq = hp+q(Xp,Xp−1).
Ainsi les morphismes α,β,γ ont bidegre´s (−1,1),(0,0) et (1,0), respectivement.
De´finition 5.1.2. On appelle suite spectrale associe´e a` l’espace filtre´ (X,Xp) la suite spectrale
associe´e au couple exact ante´rieur.
Proposition 5.1.3. Soit (X,Xp) un espace topologique filtre´, avec X−1 = ∅, et soit h∗ une
the´orie cohomologique ge´ne´ralise´e.
(1) Si la filtration de X est exhaustive, alors la suite spectrale correspondante est conditionnel-
lement convergente a` la cohomologie de X, h∗(X).
(2) La suite spectrale
Epq1 = h
p+q(Xp,Xp−1)⇒ hn(X),
est fortement convergente si, et seulement si, REp∞ = 0, pour tout p.
Preuve. (1) Il s’ensuit du The´ore`me de Milnor 5.1.1 que
lim←−
p
hn(X,Xp) = 0, R lim←−
p
hn(X,Xp) = 0,
donc la suite spectrale est conditionnellement convergente a` la colimite lim−→p h
n(X,Xp) qui, e´tant
donne´ que X−1 = ∅, est e´gale a` hn(X).
(2) Cela s’ensuit imme´diatement de (1) et du The´ore`me 3.5.1. ¤
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Exercice 5.1.4. Une autre pre´sentation de la suite spectrale d’un espace filtre´: conside´rons le
couple exact de´fini par les suites exactes de cohomologie du couple (Xp,Xp−1), avec
D
pq
= hp+q(Xp−1), E
pq
= hp+q(Xp,Xp−1).
Soit E
pq
r la suite spectrale de´finie par ce couple exact.
(i) Prouver que la suite spectrale E
pq
r est conditionnellement convergente a` lim←−p h
n(Xp).
(ii) Prouver que les morphismes hn(Xp−1) −→ hn(X,Xp−1) induisent un morphisme de
couples exacts et un isomorphisme de suites spectrales E
pq
r
∼= Epqr .
(iii) De´duire que la suite spectrale E
pq
r est fortement convergente a` h
∗(X) si, et seulement si,
REp∞ = 0, pour tout p.
5.2. Tours de fibrations.
On a une situation duale de celle des espaces filtre´s: les tours de fibrations. Une tour de fibrations
X• est une suite d’applications d’espaces pointe´s
. . . −→ Xp −→ Xp−1 −→ . . . −→ X1 −→ X0 −→ ∗
ou` chaque application Xp −→ Xp−1 est une fibration. Rappelons le re´sultat suivant, qui re´lie
l’homotopie des espaces Xp a` celle de la limite X = lim←−Xp, (voir, par exemple, [GJ], Proposition
VI.2.15).
The´ore`me 5.2.1. Soit X• une tour de fibrations et X = lim←−pXp. Il y a une suite exacte
naturelle
0 −→ R lim←−
p
pin+1(Xp) −→ pin(X) −→ lim←−pin(Xp) −→ 0. ¤
Pour chaque p, soit Fp la fibre de la fibration Xp −→ Xp−1. Les suites exactes d’homotopie des
fibrations Fp −→ Xp −→ Xp−1 de´terminent un couple exact
pi∗(Xp)
α // pi∗(Xp−1)
βyysss
sss
sss
s
pi∗(Fp)
γ
ddJJJJJJJJJ
ou` γ est de´fini par le morphisme de connexion correspondant. On prend la bigraduation suivante:
Dpq = pi−p−q(Xp), Epq = pi−p−q(Fp),
Ainsi on a une suite spectrale cohomologique avec les degre´s des morphismes α,β,γ e´gaux a`
(−1,1),(1,0) et (0,0), respectivement.
De´finition 5.2.2. On appelle suite spectrale associe´e a` la tour X• la suite spectrale associe´ au
couple exact ante´rieur.
Remarques 5.2.3. (1) Noˆtre choix des indices p,q de la suite spectrale nous donne une suite
spectrale cohomologique avec differentielles dpqr de bidegre´ (r,1 − r). Cette suite spectrale est
de quatrie`me quadrant et, plus exactement, de´finie dans la re´gion p ≥ 0 et q ≤ −p. Il y a des
auteurs (Bousfield-Kan, Thomason, et d’autres) qui de´finissent le terme Epq1 = pi−p+q(Fp), pour
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obtenir une suite spectrale du premier quadrant (p ≥ 0, q ≥ p); dans ce cas, les diffe´rentielles
dpqr ont bidegre´s (r,r − 1).
(2) Les termes Ep,−p1 = pi0(Fp) sont des ensembles et les termes E
p,−p−1
1 = pi1(Fp) sont des
groupes non ne´cessairement commutatifs. Donc, pour obtenir un couple de´rive´ a` partir de ce
couple (et la suite spectrale correspondante) on doit eˆtre attentif avec les pi0 et pi1, (voir [BK]).
Nous allons ignorer ce type de proble`mes, et supposer que nous travaillons avec des espaces
pour lesquels les pi0 et pi1 sont des groupes abe´liens.
Proposition 5.2.4. Soit X• une tour de fibrations d’espaces topologiques pointe´s et X =
lim←−pXp.
(1) La suite spectrale de la tour X• est conditionnellement convergente a` lim←−p pi∗(Xp).
(2) La suite spectrale de X• est fortement convergente a` pi−n(X),
Epq1 = pi−p−q(Fp)⇒ pi−n(X),
si, et seulement si, REp∞ = 0, pour tout p.
Preuve. Le point (1) est clair. Pour (2), d’apre`s le The´ore`me 3.5.3, on a REp∞ = 0 si, et
seulement si, la suite spectrale est fortement convergente et R lim←−p pi−n(Xp) = 0. Par la suite
exacte de Milnor du The´ore`me 5.2.1, cette condition entraine que
lim←−
p
pi−n(Xp) = pi−n(lim←−
p
Xp) = pi−n(X). ¤
Les conditions suivantes assurent la convergence forte de la suite spectrale d’une tour de fibra-
tions. Pour les cas ge´ne´raux on doit se repe´rer aux re´sultats de la section §3.
Proposition 5.2.5. Si dr = 0 pour r ≥ N , alors E∗∗N = Epq∞ et la suite spectrale est fortement
convergente. De plus, si une des conditions suivantes est ve´rifie´e, la filtration induite sur pi−n(X)
est finie.
(i) Il existe un k tel que Epq2 = 0 pour tout q, sauf si 0 ≤ p ≤ k. Alors, la filtration de
pi−n(X) a longuer au plus k.
(ii) Il existe un ` tel que Epq2 = 0 pour tout p, sauf si 0 ≤ q ≤ `. Alors, la filtration de
pi−n(X) a longuer au plus `+ n.
Preuve. Les conditions (i) et (ii) assurent que les diffe´rentielles qui arrivent ou sortent de Epqr
sont nulles pour r ≥ p et r ≥ k − p ou r ≥ `− q + 1. Ainsi Epqr = Epq∞ pour p,q À 0 et les seuls
termes Epq∞ qui definissent un terme non nul de la filtration de pi−n(X) sont ceux avec 0 ≤ p ≤ k
ou 0 ≤ p ≤ `+ n, selon le cas. ¤
5.3. Suite spectrale d’un espace cosimplicial.
Soit S la cate´gorie des ensembles simpliciaux. On note cS la cate´gorie des espaces cosimpliciaux,
c’est-a`-dire, la cate´gorie des foncteurs X• : ∆ −→ S avec les transformations naturelles de
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foncteurs comme morphismes, (voir l’Appendice B pour un re´sume´ des principales notions sur
les ensembles simpliciaux et les espaces cosimpliciaux).
De´finition 5.3.1. On de´finit l’espace total de l’espace cosimplicial X• par
Tot(X•) = HomcS(∆•,X•).
C’est-a`-dire, l’espace total d’un espace cosimplicial X• est l’ensemble simplicial qui a pour
n-simplexes, n ≥ 0, les morphismes d’espaces cosimpliciaux
∆n ×∆ −→ X•,
avec morphismes face et de´ge´ne´ration donne´s, respectivement, par les compositions
∆n−1 ×∆• di×id−→ ∆n ×∆• −→ X•,
∆n+1 ×∆• si×id−→ ∆n ×∆• −→ X•.
Remarque 5.3.2. De manie`re e´quivalente, l’espace total est la fin (voir [ML]) du foncteur
∆op ×∆ −→ S de´fini par
(p,q) 7→ HomS(∆p,Xq).
En particulier, le foncteur espace total est compatible avec les produits et le ze´ro, donc l’espace
total d’un groupe simplicial cosimplicial est un groupe simplicial.
On note sqp∆• l’espace cosimplicial de´fini par le p-squelette des ensembles simpliciaux ∆n. Si
X• est un espace cosimplicial, on note
Totp(X
•) = HomcS(sqp∆•,X•).
Les inclusions sqp∆• −→ sqp+1∆• induisent les morphismes
Totp+1(X
•) −→ Totp(X•),
donc on obtient une tour de morphismes d’ensembles simpliciaux Tot•X. Nous remarquons
qu’on a
Tot(X•) = lim←−Totp(X
•).
Hypothe`se. Soit X un espace cosimplicial pointe´. Dore´navant on fait l’hypothe`se que la tour
Tot•X est une tour de fibrations. Cette hypothe`se est verifie´e si l’espace cosimplicial X• est
fibrant pour une certaine estructure de cate´gorie a` mode`les de cS, (voir [BK] ou [GJ]), et, en
particulier, si X• est un groupe simplicial cosimplicial, ([BK], Proposition X.4.9). Nous nous
sommes re´fe´re´s a` cette hypothe`se en disant que X est un espace cosimplicial fibrant.
De´finition 5.3.3. On appelle suite spectrale de l’espace cosimplicial fibrant pointe´ X• la suite
spectrale de la tour Tot•X.
Dans ce que suit on va calculer les termes Epq1 et E
pq
2 de cette suite spectrale. Les groupes
pin(X
•), pour n fixe´, definissent un groupe cosimplicial. On a
Proposition 5.3.4. Le terme Epq1 de la suite spectrale de Tot(X
•) ve´rifie:
Epq1 = pi−qX
p ∩ ker s0 ∩ · · · ∩ ker sp−1.
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Preuve. Le terme Epq1 est e´gale a` pi−p−q(Fp) ou` Fp est la fibre de l’application Totp(X
•) −→
Totp−1(X•), c’est-a`-dire, de l’application
HomcS(sq
p∆•,X•) −→ HomcS(sqp−1∆•,X•).
Il est aise´ de voir (cf. [GJ], p. 391 pour les de´tails) que la fibre est forme´e des morphismes de
HomcS(sq
p∆•,X•) qui sont constants soit sur sqp−1∆•, soit pour les de´ge´ne´rations si de X•.
Ainsi, si on note NpX• = Xp ∩ ker s0 ∩ · · · ∩ ker sp−1, ou` ker si est la fibre de si, la fibre de
l’application Totp(X
•) −→ Totp−1(X•) est e´gale a`
Fp = HomS(S
p,NpX•) = ΩpNpX•,
donc, Epq1 = pi−p−q(Ω
pNpX•) = pi−q(NpX•). Pour finir la preuve on doit observer que le foncteur
de normalisation N commute avec les groupes d’homotopie, c’est-a`-dire, qu’on a l’isomorphisme
pi−q(NpX•) = Nppi−q(X•),
(voir [GJ], Lemma VIII.1.8). ¤
Proposition 5.3.5. Soit X un espace cosimplicial fibrant. Alors le terme Epq2 de la suite spec-
trale de la tour Tot(X) est le p-ie`me groupe de cohomologie du complexe
pi−q(X0)
∂−→ pi−q(X1) ∂−→ pi−q(X2) ∂−→ . . .
ou`
∂ =
n∑
i=0
(−1)ipi−q(di) : pi−q(Xn) −→ pi−q(Xn+1).
Preuve. La preuve revient a` identifier la diffe´rentielle d1 de la suite spectrale avec la somme
∂ =
∑n
i=0(−1)ipi−q(di), c’est qui est la conse´quence du the´ore`me d’additivite´e homotopique,
(voir [BK] X.7.2 ou [GJ], Theorem III.3.14 et Lemma VIII.1.17 pour le de´tails). ¤
Si on note la cohomologie du complexe qui apparaˆıt dans la proposition anterieure par pippi−q,
on e´crit la suite spectrale correspondante sous la forme
Epq2 = pi
ppi−qX• ⇒ pi−p−q(Tot(X•)).
On doit interpre´ter la convergence de cette suite selon le crite`re ge´ne´ral de convergence pour
les tours de fibrations de la Proposition 5.2.4.
Remarque 5.3.6. La suite spectrale d’un espace simplicial cosimplicial ge´ne´ralise la suite
spectrale d’un bicomplexe dans le sens suivant: soit A un groupe simplicial cosimplicial. Si
on change le signe de la composante simpliciale de A on peut associer a` A le bicomplexe de
quatrie`me quadrant A∗∗ de´fini par Apq = Ap−q, p ≥ 0, q ≤ 0, avec les dife´rentielles habituelles,
e´gales a` la somme alterne´e des morphismes face cosimpliciaux et simpliciaux. D’apre`s 4.4.3 (b),
la premie`re suite spectrale de ce bicomplexe, qui est une suite spectrale du quatrie`me quadrant,
s’e´crit
Ipq2 = H
p(H−q(A))⇒ Hp+q(Tot×A∗∗),
ou` la convergence de´pend de l’annulation de RE∞.
On peut aussi associer a` A le bicomplexe normalise´
NpqA = NpN−qA = A
p
−q ∩ ker s0 ∩ · · · ∩ ker sp−1 ∩ ker d0 ∩ · · · ∩ ker d−q−1,
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et la suite spectrale correspondante
Ipq2 = H
p(H−q(NA))⇒ Hp+q(Tot×NA∗∗).
L’inclusion N∗∗A −→ A∗∗ induit un morphisme des suites spectrales qui, d’apre`s la section 7.2,
est un isomorphisme des termes Epq2 , donc il est un isomorphisme des suites spectrales a` partir
de la page 2 et, en particulier, si les suites spectrales sont fortement convergentes, il induit un
quasi-isomorphisme
Tot×N∗∗A ∼−→ Tot×A∗∗.
Le terme Epq2 de la suite spectrale du bicomplexe normalise´ N
∗∗A est isomorphe au terme Epq2
de la suite la suite spectrale de l’espace total TotA pris comme espace cosimplicial, (voir 7.2.4,
(1))
HpH−q(NA) = Hppi−q(A) = pippi−q(A).
En fait, on peut de´montrer que les deux suites spectrales coincident d’apre`s la page Epq2 . La
preuve de´pend d’une analyse detaille´e des deux suites spectrales, voir [BK2].
5.4. La suite spectrale de la limite homotopique.
Soit I une cate´gorie petite. On va de´finir la suite spectrale de la limite homotopique d’un
diagrame X : I −→ S. On comence par rappeler la construction du remplacement cosimplicial,
ainsi que l’application au calcul des foncteurs de´rive´s dans le cas abe´lien.
5.4.1. Remplacement cosimplicial.
Soit I une cate´gorie petite et C une cate´gorie comple`te quelconque. Soit Iδ la cate´gorie discre`te
sousjacente a` I, c’est-a`-dire, Iδ a les meˆmes objets que I et seulement les identite´es pour
morphismes. Le foncteur d’inclusion de Iδ −→ I induit un foncteur d’oubli
U : (I,C) −→ (Iδ,C).
Le foncteur U a un adjoint a` droite L: en effet, pour une famille Xi, i ∈ ObIδ on de´finit le
foncteur LX : I −→ C tel que l’indice i a valeur
(LX)i =
∏
i→j
Xj,
et qui transforme le morphisme i → i′ en la projection e´vidente. Il est aisse´ de voir qu’il y a
une adjontion U a L.
La composition T = LU : (I,C) −→ (I,C) de´finit donc un triple, auquel on peut associer
la construction standard pour obtenir, pour tout I-diagrame X, un I-diagrame cosimplicial
BT •X, avec BT nX = T n+1X, et une coaugmentation ε : X −→ BT •X.
Il s’ensuit aisement de la de´finition que, pour tout n, on a
(T nX)j =
∏
j→i0→i1→···→in
Xin ,
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et que les morphismes de transition sont donne´s par les projections correspondentes.
De´finition 5.4.1. On de´finit le remplacement cosimplicial de X comme l’objet cosimplicial de
C donne´ par
u∗X = lim←−
I
BT •X.
En prenant la limite de la coaugmentation ε : X −→ BT •X, il en re´sulte que l’objet cosimplicial
u∗X est coaugmente´ par ε : lim←−I X −→ u
∗X.
Lemme 5.4.2. Le remplacement cosimplicial u∗X en degre´ n− 1 est donne´ par
un−1X = lim←−
I
T nX =
∏
i0→i1→···→in
Xin ,
ou` le produit parcourt toutes les suites composables de n morphismes de I. ¤
Proposition 5.4.3. Soient C, D cate´goires avec produits et F : C −→ D un focnteur qui
prese`rve les produits. Alors, F prese`rve le remplacement cosimplicial pour les petites diagrammes,
c’est-a`-dire, si X : I −→ C est un I-diagramme dans C, alors
F (u∗X) = u∗FX. ¤
En particulier, si X est un I-diagramme d’espaces fibrants, on trouve que
pin(u∗X) = u∗pin(X).
5.4.2. Le cas abe´lien.
Nous allons conside´rer maintenant le cas des diagrammes de groupes abe´liens, nous notons
(I,Ab) la cate´gorie correspondante. C’est une cate´gorie abe´lienne avec suffisament d’objets
injectifs. En effet, soit pi : (I,Ab) −→ Ab le foncteur de projection piA = Ai. Ce foncteur admet
un adjoint a` droite si : Ab −→ (I,Ab), de´fini par
(siB)j =
∏
j→i
B,
donc, si B est injectif, il en est de meˆme de siB. Maintenant, pour en I-diagramme A, soient
Ai −→ Bi des monomorphismes avec Bi injectif, pour tout i. Alors le morphisme
A −→
∏
i
siBi
est un monomorphisme de A dans un I-diagramme injectif.
On peut donc de´river le foncteur
lim←− : (I,Ab) −→ Ab,
comme d’habitude, c’est-a`-dire, si A est un I-diagramme de groupes abe´liens, on prend A −→ J∗
une re´solution injective et on de´finit
Rp lim←−A := H
p(lim←− J
∗).
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Nous allons voir qu’on peut obtenir aussi ces foncteurs de´rive´s a` l’aide du remplacement cosim-
plicial.
Proposition 5.4.4. Soit A un I-diagramme de groupes abe´liens. Alors on a:
(1) Les I-diagrammes T pA sont lim←−-acycliques pour tout p ≥ 1.
(2) On a les isomorphismes
Rp lim←−A = H
p(u∗A) = pip(u∗A).
Preuve. (1) Il est suffisant prouver le re´sultat pour p = 1. Dans ce cas, on a
TA =
∏
i
siAi,
donc il suffit voir que pour tout groupe B, les diagrammes siB sont lim←−-acycliques. Pour tout
groupe abe´lien C et tout i, on a les e´galite´es
HomAb(C, lim←− siB) = Hom(I,Ab)(C,siB) = HomAb(A,B),
ou` C de´signe aussi le I-diagramme constant, donc pour tout i on trouve que lim←− siB = B.
Soit B −→ J∗ une re´solution injective de B, alors siB −→ siJ∗ est une re´solution injective du
diagramme siB. Par le calcul pre´ce´dent, si on prend la limite de cette re´solution on retrouve le
complexe augmente´ B −→ J∗, qui est acyclique, donc Rp lim←− siB = 0 pour tout p ≥ 1.
(2) Le I-diagramme cosimplicial coaugmente´
A −→ BT •A,
a une re´traction sur chaque degre´, parce qu’il a une de´ge´ne´ration de plus, donc il de´finit une
re´solution de A par des objets lim←−-acycliques, d’ou` le re´sultat. ¤
5.4.5. Par analogie avec ce qui vient d’etre fait, on peut de´finir l’hypercohomologie de lim←− et
obtenir, pour tout complexe de groupes abe´liens K, une suite spectrale
Rp lim←−(H
qK)⇒ Rp+q lim←−K.
5.4.3. Limite homotopique de diagrammes d’espaces simpliciaux.
De´finition 5.4.6. Soit X un I-diagramme d’espaces simpliciaux. On de´finit la limite homoto-
pique de X par
holim←−X := Tot u
∗ X.
Proposition 5.4.7. Soit X un I-diagramme d’espaces simpliciaux. Alors, il y a une suite
spectrale du quatrie`me quadrant conditionnellement convergente
Epq2 = R
p lim←−pi−qX ⇒ pi−p−q(holim←−X), p ≥ 0, p+ q ≤ 0.
Preuve. C’est la suite spectrale de l’espace total de u∗X. D’apre`s les propositions 5.3.5 et 5.4.3,
le terme Epq2 est donne´ par
Epq2 = pi
ppi−q(u∗X) = pip u∗ pi−q(X) = Rp lim←−pi−q(X). ¤
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5.4.8. Si A est un I-diagramme de groupes abe´liens, les groupes Rp lim←−A sont aussi appele´s
les groupes de cohomologie de I a` valeurs dans le foncteur A, et on e´crit Hp(I,A) = Rp lim←−A.
Ainsi, la suite spectrale de la proposition ante´rieure s’e´crit aussi
Epq2 = H
p(I,pi−qX)⇒ pi−p−q(holim←−X).
5.5. Hypercohomologie ge´ne´ralise´e.
Soit X un espace topologique et F un faisceau simplicial (ou, plus ge´ne´ralement un pre´faisceau
simplicial). Soit T•+1F la re´solution de Godement de F , qui est un faisceau cosimplicial, (voir
4.5.17).
De´finition 5.5.1. On de´finit l’ensemble simplicial d’hypercohomologie de F a` valeurs dans X
comme l’espace total des sections globales de la re´solution de Godement, c’est-a`-dire, par
RΓ(X,F ) := TotT•+1F (X),
et les groupes de cohomologie ge´ne´ralise´e de X a` valeurs dans F , par
Hp(X,F ) = pi−p(RΓ(X;F )).
Remarques 5.5.2. (1) On remarque que pour p = 0,1 les Hp(X,F ) sont un ensemble et un
groupe non ne´cessairement abe´lien, respectivement. Comme auparanvant, on va ignorer ce type
de proble`me, (voir aussi 5.5.8).
(2) Soit C∗ un faisceau de complexes de chaˆınes positifs et F = Γ(C∗) le faisceau en groupes
abe´liens simpliciaux associe´ par la correspondence de Dold-Kan. Alors, on a un isomorphisme
NT•+1F ∼= T∗+1C∗,
donc un isomorphisme
Hp(X,F ) = Hp(Tot Γ(X,T ∗+1C∗)).
Ainsi, pour les cas ou` l’hypercohomologie d’un faisceau de complexes coincide avec l’hypercoho-
mologie de la re´solution de Godement (voir la Proposition 4.5.19), on trouve un isomorphisme,
Hp(X,Γ(C)) = Hp(X,C).
En particulier, soit A est faisceau en groupes abe´liens et A[n] le complexe qui est nul sauf un
degre´ n, ou il est e´gal a` A, et soit K(A,n) = Γ(A[n]) faisceau simplicial que lui correspond
(c’est-a`-dire, le faisceau en espaces d’Eilenberg-MacLane K(A,n)). On a alors
Hp(X,K(A,n)) = Hp(X,A[n]) = Hp−n(X,A),
ou` le dernier groupe correspond a` la cohomologie du faisceau en groupes A.
Proposition 5.5.3. Soit pi−q(F ) le faisceau associe´ au pre´faisceau U 7→ pi−q(F (U)). Il y a une
suite spectrale
Epq2 = H
p(X,pi−q(F ))⇒ Hp+q(X;F ).
La suite spectrale est fortement convergente si on ve´rifie une des conditions suivantes:
(a) il y a un N tel que piq(F ) = 0 pour q > N .
(b) la dimension cohomologique des faisceaux pi∗(F ) sur X est borne´e.
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Preuve. C’est la suite spectrale de l’espace cosimplicial Γ(X,T•+1F ), c’est-a`-dire,
Epq2 = pi
ppi−q(T•+1F (X))⇒ pi−p−q(TotT•+1F (X)) = Hp+q(X;F ).
Il reste a` ide´ntifier le terme Epq2 . Mais, la construction de Godement commute avec l’homotopie
et le passage au faisceau associe´ a` un pre´faisceau,
pi−q(T•+1F (X)) = T•+1pi−q(F (X)) = T•+1pi−q(F (X)),
donc, on a
pip(pi−q(T•+1F (X))) = Hp(T•+1pi−q(F (X))) = Hp(X,pi−qF ),
parce que la re´solution de Godement de pi−qF est flasque. La convergence est conse´quence de
la Proposition 5.2.5. ¤
La re´solution standard associe´e a` un triple est augmente´e, donc pour la re´solution de Godement
on trouve un morphisme F −→ T•+1F , et aussi pour les sections globales et l’espace total associe´
F (X) −→ TotT•+1F (X).
Dans les applications, nottement dans celles de laK-the´rie alge´brique des sche´mas, on s’interesse
aux conditions pour que ce dernier morphisme soit une e´quivalence faible.
De´finition 5.5.4. Soit F un pre´faisceausimplicial. On dit que F satisfait la condition de Mayer-
Vietoris si pour tout couple d’ouverts U,V de X le diagramme
F (U ∪ V ) −−−→ F (U)y y
F (V ) −−−→ F (U ∩ V )
induit par les inclusions, est un carre´ cartasien.
Le re´sultat suivant a e´te´ prouve´ par Brown et Gersten, nous renvoyons a` l’article original [BG]
pour la preuve.
Proposition 5.5.5. Soit F un faisceau simplicial pointe´ qui satisfait la condition de Mayer-
Vietoris. Alors, le morphisme naturel F (X) −→ RΓ(X,F ) est une equivalence faible. Donc la
suite spectrale s’e´crit
Epq2 = H
p(X,pi−q(F ))⇒ pi−n(F (X)). ¤
Exemple 5.5.6. SoientX est un sche´ma re´gulier et F = K le faisceau simplicial de laK-the´orie
alge´brique. Ce faisceau satisfait la condition de Mayer-Vietoris ([Q]), donc on trouve la suite
spectrale
Epq2 = H
p(X,K˜−q)⇒ K−p−q(X).
Exercice 5.5.7. Pour completer la pre´sentation de la hypercohomologie ge´ne´ralise´e, on propose
en exercise la construction de la suite spectrale de Leray dans ce contexte (pour les de´tails on
consultera [T]).
Soit f : X −→ Y une application continue. Si F est un pre´faisceau simplicial fibrant sur X, on
de´finit le prefaisceau image directe par
Rf∗F (V ) = RΓ(f−1(V ),F ).
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On suppose qu’il y a un N tel que ou bien piqF = 0 pour q > N , ou bien H
p(f−1(V ),piq) = 0
pour p > N et tout ouvert V ⊆ Y .
(1) Prouver que le morphisme naturel
RΓ(X,F ) −→ RΓ(Y,Rf∗F ),
est une equivalence faible.
(2) Prouver qu’il y a une suite spectrale convergente
Epq2 = H
p(Y,pi−qRf∗F )⇒ Hp+q(X;F ).
La preuve propose´e par Thomason consiste a` faire un de´vissage a` l’aide de la tour de Postnikov
de F pour se re´duir au cas ou` F est un faisceau avec un seul groupe d’homotopie no nul, (c’est
dans ce de´vissage qu’on utilise l’hypothe`se sur la dimension cohomologique). Ce cas co¨ıncide
alors avec la suite spectrale habituelle de Leray pour le cas abe´lien, donc le re´sultat suit, (voir
[T], 1.36- 1.56 pour les de´tails).
Remarque 5.5.8. On peut e´tendre la the´orie cohomologique ge´ne´ralise´e qu’on vient de deve-
lopper pour les faisceaux simpliciaux aux faisceaux de spectres, voir [T]. Dans ce cas on e´vite
les proble`mes pour les termes H0 et H1 de la suite spectrale, qui devienent des vrais groupes
abe´liens.
Remarque 5.5.9. Tout comme dans le cas abe´lien (comparer avec la Remarque 4.5.13), l’hy-
percohomologie ge´ne´ralise´e peut eˆtre de´veloppe´e a` partir de la the´orie ge´ne´rale des foncteurs
de´rive´s dans le contexte des cate´gories a` mode`les ferme´es de Quillen; c’est-a`-dire, on peut donner
une structure de cate´gorie a` mode`les sur la cate´gorie des pre´faisceaux simpliciaux sPreSh(X) et
de´finir, pour un prefiasceau F , l’hypercohomologie de F comme pi∗(F ′(X)), ou` F ′ est un reem-
placement fibrant de F , (voir [J]). Pour la coincidence des deux approches on doit se restreindre
aux faisceaux avec dimension cohomologique finie (loc. cit).
6. Appendice A: tours de groupes abe´liens
Dans cet appendice on pre´sente, d’un point de vue e´le´mentaire, les resultats relatifs aux limites
et colimites des suites de groupes abe´liens qu’on a outilise´ dans le texte principal. Bien que
les groupes abe´liens qui interviennent dans la the´orie des suites spectrales soient bigradue´es,
dans cet appendice nous allons ignorer les possibles graduations, les modifications a` faire e´tant
e´videntes.
6.1. Tours de groupes abe´liens.
Une tour de groupes abe´liens A est une suite de groupes abe´liens et morphismes
. . . −→ An+1 αn−→ An −→ . . . n ∈ Z.
Un morphisme de tours de groupes abe´liens f : A −→ B est une suite de morphismes fn :
An −→ Bn tels que fnαn = βnfn+1, pour tout n. Pour simplifier les notations on n’e´crira pas
les indexs des morphismes α.
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On note par Tours(Ab) la cate´gorie de tours de groupes abe´liens. On de´finit une suite exacte
de tours de groupes abe´liens
A −→ B −→ C
par la condition que la suite de groupes abe´liens
An −→ Bn −→ Cn
est exacte pour tout n.
6.2. Colimite d’une tour.
La colimite (aussi appelle´e limite directe) d’une tour A est un groupe abe´lien note´ par
A−∞ = lim−→
n
An,
muni de morphismes ηn : An −→ A−∞ tels que ηnαn = ηn+1 et qui sont universels avec cette
proprie´te´e.
Rappelons que les e´le´ments de A−∞ sont de la forme ηn(a) pour quelque n et quelque a ∈ An,
ou` ηn(a) = ηm(b) si, et seulement si, il y a un p < n,m avec αn−p(a) = αm−p(b) en Ap, (ou`
αq = α◦ q). . . ◦α).
Nous laissons la preuve du the´ore`me suivant comme exercice.
The´ore`me 6.2.1. [Exactitude de la colimite] Soit
0 −→ A −→ B −→ C −→ 0
une suite exacte de tours de groupes abe´liens. Alors, la suite induite
0 −→ A−∞ −→ B−∞ −→ C−∞ −→ 0
est une suite exacte. ¤
6.3. Limite d’une tour.
La limite (ou limite projective) d’une tour A est un groupe abe´lien note´ par
A∞ = lim←−
n
An,
muni de morphismes ²n : A∞ −→ An tels que αn²n+1 = ²n+1 et qui sont universels avec cette
proprie´te´.
Un e´le´ment x ∈ A∞ est une famille d’e´le´ments an ∈ An, n ∈ Z compatible, c’est-a`-dire, tel que
α(an+1) = an.
Contrairement a` ce qu’on a pour la colimite, la limite lim←− : Tours(Ab) −→ Ab n’est pas
un foncteur exact, donc on doit conside´rer ses foncteurs derive´s, qui dans le cas des tours se
re´duisent au premier foncteur derive´, R lim←− = lim←−
1. La philosophie ge´ne´rale sousjacente est que
quand on a un foncteur F , on doit toujours introduire les foncteurs de´rive´s de F dans l’e´tude
cohomologique asscocie´e.
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On peut conside´rer la construction e´le´mentaire suivante du foncteur R lim←−: on conside`re le
morphisme
1− α :
∏
An −→
∏
An,
dont le noyau est A∞, selon la description des e´le´ments de la limite qu’on vient de rappeler.
Alors, on de´finit le de´rive´ de la limite d’une tour par:
De´finition 6.3.1. RA∞ = R lim←−nA
n := coker (1− α).
C’est-a`-dire, on a la suite exacte de groupes abe´liens
0 −→ A∞ −→
∏
An
1−α−→
∏
An −→ RA∞ −→ 0.
Remarque 6.3.2. La de´finition qu’on vient de donner co¨ıncide avec la de´finition du foncteur
de´rive´ de lim←− au sens habituel pour les cate´gories abe´liennes Ab4
∗, voir [EM].
Le re´sultat suivant explicite la propriete´e fondamentale du foncteur de´rive´.
The´ore`me 6.3.3. Soit
0 −→ A −→ B −→ C −→ 0,
une suite exacte de tours de groupes abe´liens. Alors, il existe un morphisme naturel (qu’on
appelle de connexion) δ : C∞ −→ RA∞ et une suite exacte naturelle
0 −→ A∞ −→ B∞ −→ C∞ δ−→ RA∞ −→ RB∞ −→ RC∞ −→ 0.
Preuve. On a le diagramme commutatif de suites exactes de groupes abe´liens
0 −−−→ ∏An −−−→ ∏Bn −−−→ ∏Cn −−−→ 0
1−α
y 1−βy 1−γy
0 −−−→ ∏An −−−→ ∏Bn −−−→ ∏Cn −−−→ 0
donc le re´sultat suit du lemme du serpent. ¤
Ce the´ore`me et la de´finition de limite ont les conse´quences imme´diates suivantes:
6.3.4. Le foncteur derive´ R lim←− est exact a` droite.
6.3.5. Si A −→ B −→ C −→ 0 est une suite exacte de tours de groupes abe´liens, et RA∞ = 0,
alors le morphisme B∞ −→ C∞ est surjectif.
6.3.6. Soit
0 −→ A −→ B −→ C −→ D −→ 0,
une suite exacte de tours de groupes abe´liens. Si RA∞ = 0, alors il y a une suite exacte
0 −→ A∞ −→ B∞ −→ C∞ −→ D∞ −→ RB∞ −→ RC∞ −→ RD∞ −→ 0.
6.3.7. Si les morphismes α : An+1 −→ An sont surjectifs pour tout n ≥ n0, alors les morphismes
²n : A∞ −→ An sont surjectifs et RA∞ = 0.
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En particulier, on a:
6.3.8. Si les morphismes α : An+1 −→ An sont surjectifs, pour tout n, et A∞ = 0, alors An = 0,
pour tout n.
Finalement, on remarque la compatibilite´ des limites et des limites de´rive´es avec les produits,
proprie´te´ qui de´coule directement de la suite exacte 6.3.1 qui definit le de´rive´:
6.3.9. Soit A(λ) une famille de tours de groupes abe´liens et A =
∏
λA(λ) la tour produit.
Alors,
A∞ =
∏
λ
A(λ)∞, i RA∞ =
∏
λ
RA(λ)∞
6.4. Tours de´rive´es.
De´finition 6.4.1. Soit A une tour de groupes abe´liens et r ≥ 0 un entier non negatif. La r-ie`me
tour de´rive´e de A est la tour Ar, qu’on denote aussi par im
rA, de´finie par
Anr = im (A
n+r −→ An),
avec les morphismes induits par les morphismes de A.
Remarquons que, si on fixe n, les sous-groupes Anr de´finissent une filtration de´croissante de A
n:
· · · ⊆ Anr+1 ⊆ Anr ⊆ · · · ⊆ An.
Proposition 6.4.2. Pour tout r ≥ 0, on a des isomorphismes
A∞r ∼= A∞ et RA∞r = 0.
Preuve. Le premier isomorphisme de´coule de la characterisation des e´le´ments de la limite
comme familles compatibles de´le´ments de An. Alors, l’isomorphisme pour les de´rive´s de´coule de
la de´finition. ¤
The´ore`me 6.4.3. Soit A une tour de groupes abe´liens. Il y a un isomorphisme naturel
lim←−
n
lim←−
r
Anr
∼= lim←−
n
An = A∞,
et une suite exacte naturelle
0 −→ R lim←−
n
(lim←−
r
Anr ) −→ R lim←−
n
An −→ lim←−
n
(R lim←−
r
Anr ) −→ 0.
Preuve. L’isomorphisme e´tant clair, nous allons prouver l’existence de la suite exacte. Pour tout
couple de nombres entiers s,t, considerons le groupe abe´lien
Is,t =
{
im(At −→ As), t ≥ s,
As, t ≤ s.
Ces groupes de´finissent une filtration de´croisante de As,
· · · ⊆ Is,t+1 ⊆ Is,t ⊆ · · · ⊆ Is,s = As.
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Si s ≥ u i t ≥ v, on a le diagramme commutatif
At −−−→ Asy y
Au −−−→ Av
d’ou` on en de´duit un morphisme Is,t −→ Iu,v.
Si on fixe t, on a Is,t = As pour sÀ 0, donc
lim←−
s
Is,t = lim←−
s
As = A∞, et R lim←−
s
Is,t = R lim←−
s
As = RA∞.
En particulier, ces groupes sont inde´pendants de t, d’ou` il re´sulte que
R lim←−
t
lim←−
s
Is,t = 0.
Ainsi, on peut appliquer 6.3.6 a` la suite exacte
0 −→ lim←−
s
Is,t −→
∏
s
Is,t −→
∏
s
Is,t −→ R lim←−
s
Is,t −→ 0
pour obtenir la suite exacte
0 −→ lim←−
t
lim←−
s
Is,t −→
∏
s
lim←−
t
Is,t −→
∏
s
lim←−
t
Is,t −→
−→ lim←−
t
R lim←−
s
Is,t −→
∏
s
R lim←−
t
Is,t −→
∏
s
R lim←−
t
Is,t −→ R lim←−
t
R lim←−
s
Is,t −→ 0.
D’autre part, si on fixe s, on a Is,t = Ast pour tÀ 0, donc
lim←−
t
Is,t = lim←−
t
Ast , et R lim←−
t
Is,t = R lim←−
t
Ast .
Ainsi, d’apre`s les identifications des diffe´rentes limites, la suite exacte s’e´crit sous la forme
0 −→ lim←−
t
A∞ −→
∏
s
lim←−
t
Ast
a−→
∏
s
lim←−
t
Ast −→
−→ lim←−
t
RA∞ −→
∏
s
R lim←−
t
Ast
b−→
∏
s
R lim←−
t
Ast −→ R lim←−
t
R lim←−
s
Ast −→ 0,
ou` les morphismes a,b sont les morphismes qui definissent respectivement les limites et les limites
de´rive´es. Alors, la suite exacte
0 −→ coker a −→ RA∞ −→ ker b −→ 0
est la suite exacte que l’on cherche. ¤
Remarque 6.4.4. La suite exacte du the´ore`me pre´cedent est e´troitement lie´e a` la condition
de Mittag-Leﬄer. Rappelons qu’on dit qu’une tour de groupes abe´liens An satisfait la condition
de Mittag-Leﬄer (ML) si pour tout indice n il y a un m ≥ n tel que im(Ar −→ An) =
im(Am −→ An). C’est-a`-dire, si la filtration Anr , r ≥ n, de An est stationnaire. Par example, si
les morphismes de transition de la tour sont des e´pimorphismes, la condition ML est ve´rifie´e.
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Si A est une tour qui ve´rifie´ ML, alors la tour Qn = lim←−r A
n
r est e´pimorphique, donc d’apre`s
4.3.6 on trouve que
R lim←−
n
Qn = lim←−
n
lim←−
r
Anr = 0.
En plus, comme Anr est essentielement constant, on a R lim←−r A
n
r = 0, donc lim←−(R lim←−r A
n
r ) = 0. De
la suite exacte du the´ore`me re´sulte que RA∞ = 0. C’est cette annullation qu’on peut conside´rer
comme une condition ML ge´ne´ralise´e.
Corollaire 6.4.5. Soit A une tour de groupes abe´liens tel que RA∞ = 0. Alors, R lim←−r A
n
r = 0,
pour tout r ≥ 0.
Preuve. D’apre`s la suite exacte du the´ore`me pre´ce´dent, on de´duit que
lim←−
n
(R lim←−
r
Anr ) = 0.
E´tant donne´ que les morphismes An+1r −→ Anr+1 sont e´pimorphismes, il s’en suit que les mor-
phismes R lim←−r A
n+1
r −→ R lim←−r A
n
r+1 le sont aussi. Ainsi, on de´duit le re´sultat par application
de 6.3.8 a` la tour R lim←−r A
n
r . ¤
7. Appendice B: me´thodes simpliciales
Dans cet appendice on rappelent quelques de´finitions et notations sur les objets simpliciaux
d’une cate´gorie. Pour les de´tails on peut consulter [Ma] ou [GJ].
7.1. La cate´gorie ∆: objets simpliciaux, homotopie.
7.1.1. Objets simpliciaux.
On note ∆ la cate´gorie dont les objets sont les ensembles finis ordone´s
[n] = {0 < 1 < · · · < n},
pour tout entier n ≥ 0, et les morphismes [n] −→ [m] sont les applications non decroissantes.
Parmi les morphismes de ∆ il y a des morphismes spe´ciaux, les morphismes de face:
δni : [n− 1] −→ [n], δni (j) =
{
j j < i,
j + 1 j ≥ i,
et les morphismes de de´ge´ne´ration:
σni : [n+ 1] −→ [n], σni (j) =
{
j j ≤ i,
j − 1 j > i,
ou` 0 ≤ i ≤ n. Pour simplifier les notations, nous e´crirons simplement δi,σi pour δni ,σni .
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On peut ve´rifier comme exercice que ces morphismes satisfont les identite´es suivantes, que nous
appelerons les identite´es simpliciales :
δjδi = δiδj−1, i < j,
σjσi = σiσj+1, i ≤ j,
σjδi =
 δiσj−1 i < j,id i = j,j + 1,δi−1σj, i > j + 1,
et que tout morphisme µ : [n] −→ [m] de ∆ admet une de´composition unique de la forme
µ = δi1 . . . δisσj1 . . . σjt ,
avec 0 ≤ is ≤ · · · ≤ i1 ≤ m et 0 ≤ j1 ≤ · · · ≤ jt ≤ m.
De´finition 7.1.1. Soit C une cate´gorie. Un objet simplicial de C est un foncteur contravariant
X• :∆op −→ C.
Un morphisme d’objets simpliciaux est une transformation naturelle f : X• −→ Y•. On note sC
la cate´gorie d’objets simpliciaux de C.
D’apre`s ce qu’on vient de dire des morphismes de ∆, se donner un objet simplicial de C est
e´quivalent a` se donner des objets Xn, n ≥ 0, et morphismes
di : Xn −→ Xn−1, di = X(δi),
si : Xn −→ Xn+1, si = X(σi),
que nous appellerons les morphismes face et de´ge´ne´ration de X•, respectivement, qui satisfont
les identite´es qui de´coulent des identite´es simpliciales.
Un morphisme f : X• −→ Y• est alors une suite de morphismes fn : Xn −→ Yn, n ≥ 0, qui
commutent avec les morphismes face et de´ge´ne´ration.
Exemples 7.1.2. (1) On note S = sSets la cate´gorie des ensembles simpliciaux. A` tout espace
topologique on peut associer un ensemble simplicial, celui des simplexes singuliers: soit ∆n le
simplexe standard de Rn+1,
∆n = {(t0, . . . ,tn) ∈ Rn+1 | 0 ≤ ti ≤ 1,
n∑
i=o
ti = 1}.
Si X est un espace topologique, on de´finit l’ensemble simplicial S•(X) par
Sn(X) = {σ : ∆n −→ X | σ continue},
avec morphismes face et de´ge´ne´ration donne´s par
(diσ)(t0, . . . ,tn−1) = σ(t0, . . . ,ti−1,0,ti, . . . ,tn−1),
(siσ)(t0, . . . ,tn+1) = σ(t0, . . . ,ti−1,ti + ti+1,ti+2, . . . ,tn+1).
(2) On note aussi ∆n l’ensemble simplicial represente´ par [n], c’est-a`-dire,
(∆n)m = Hom∆([m],[n]).
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Si X,Y sont deux ensembles simpliciaux, on note HomS(X,Y ) l’ensemble simplicial de´fini par
HomS(X,Y )n = HomS(X ×∆n,Y ),
avec morphismes face et de´ge´ne´ration ade´quats, (cf. [Ma]).
7.1.3. Soit X un objet de C. Le foncteur constant ∆ −→ C de´fini par X de´termine un objet
simplicial de C que nous nottons par le meˆme symbol X. De cette fac¸on on obtient un foncteur
C −→ sC,
qui est pleinement fide`le et qui permet d’identifier C a une sous-cate´gorie pleine de sC.
De´finition 7.1.4. Soient X• un objet simplicial de C et X−1 un objet de C. Une augmentation
de X• vers X−1 est un morphisme d’objets simpliciaux f : X• −→ X−1.
De manie`re e´quivalente, une augmentation de X• vers X−1 est un morphisme f : X0 −→ X−1
tel que fd0 = fd1.
7.1.2. Homotopie d’applications simpliciales.
Il est possible de de´finir une re´lation d’homotopie entre les morphismes des objets simpliciaux
d’une cate´gorie C quelconque, ainsi que la notion d’objet contractile.
De´finition 7.1.5. Soient f,g : X• −→ Y• deux morphismes de sC. Une homotopie h de f a` g
est une famille de morphismes
hni : Xn −→ Yn+1, n ≥ 0, 0 ≤ i ≤ n,
qui satisfont les identite´es suivantes (ou` nous e´crivons hi pour h
n
i ).
d0h0 = f, dn+1hn = g,
dihj =
 hj−1di, i < j,dihj+1, 0 ≤ i− 1 = j < n,hjdi−1, 0 ≤ j < i− 1 ≤ n,
sihj =
{
hj+1si, i ≤ j,
hjsi−1, i > j.
On doit remarquer que cette notion d’homotopie n’est pas syme´trique.
De´finition 7.1.6. On dit qu’un objet simplicial augmente´ d0 : X• −→ X−1 est contractile si,
pour tout n ≥ −1 il existe des morphismes s−1 : Xn −→ Xn+1 tels que
d0s−1 = id,
di+1s−1 = s−1di, ∀i ≥ 0,
sjs−1 = s−1sj−1, ∀j ≥ 0.
Exercice 7.1.7. Prouver qu’un objet augmente´ f : X• −→ X−1 est contractile si, et seulement
si, il existe un morphisme d’objets simpliciaux g : X−1 −→ X• tel que fg = id et il existe une
homotopie de id sur gf .
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7.1.8. Dualement, on de´finit un objet cosimplicial de C comme un foncteur covariant X• :
∆ −→ C. Il est de´te´rmine´ par une suite d’objets Xn, n ≥ 0, et morphismes di = X•(δi),
si = X•(σi) qui satisfont les identite´s simpliciales. Par exemple, les ensembles simpliciaux ∆n,
n ≥ 0, de´terminent un espace cosimplical ∆ :∆ −→ S.
Un objet cosimplicial de C est un objet simplicial de Cop, donc on peut tranfe´rer les notions de
categorie des objets simpliciaux de C, par exemple l’homotopie, a` celle des objets cosimpliciaux.
On note csC la cate´gorie des objets cosimpliciaux de C, on a csC = (sCop)op.
7.2. Groupes abe´liens simpliciaux.
On va rappeller maintenant la correspondence de Dold-Kan pour les groupes abe´liens simpli-
ciaux, ou plus ge´ne´ralement pour les objets simpliciaux d’une cate´gorie abe´lienne A. Voir pour
les de´tails [Ma] ou [GJ].
Soit A• un groupe abe´lien simplicial, c’est-a`-dire, un objet de sAb. On peut lui associer deux
complexes de chaˆınes, le complexe A∗ et le complexe normalise´ NA∗.
Le degre´ n du complex A∗ est An, avec diffe´rentielle
d =
n∑
i=0
(−1)idi : An −→ An−1.
Le degre´ n du complexe normalise´ NA∗ est de´fini par
NAn = An ∩ ker d0 ∩ · · · ∩ ker dn−1,
avec diffe´rentielle de´finie par (−1)ndn : NAn −→ NAn−1.
L’inclusion NAn −→ An de´finit un monomorphisme de complexes qui est une e´quivalence
homotopique, donc les deux complexes ont la meˆme homologie, H∗(NA) = H∗(A). De plus, si
DA de´note le sous-complexe de A ge´ne´re´ en chaque degre´ par les simplexs de´ge´nere´s (c’est-a`-
dire, les images des morphismes de dg´e´ne´ration si), alors la composition
NA −→ A −→ A/DA,
est un isomorphisme de complexes de chaˆınes.
Re´ciproquement, si K∗ est un complexe de chaˆınes de groupes abe´liens, on peut lui associer un
groupe abe´lien simplicial Γ(K) de´termine´ par
Γ(K)n =
⊕
[n]³[k]
Kk,
ou` la somme parcourt l’ensemble de morphismes surjectifs [n] ³ [k] et les morphismes face et
de´ge´ne´ration sont de´finis convenabelement, (voir [Ma]).
Corespondance de Dold-Kan 7.2.1. Les foncteurs
N : sAb¿ C+(Ab) : Γ
de´finissent une e´quivalence de cate´gories. ¤
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De plus, cette correspondance transforme les homotopies simpliciales en homotopies de la
cate´gorie des complexes, c’est-a`-dire, on a:
Proposition 7.2.2. Soit h une homotopie entre les morphismes de groupes abe´liens simpliciaux
f,g : A• −→ B•. Alors,
∑
hi : An −→ Bn+1 de´finit une homotopie de morphismes de complexes
f ∼ g : A∗ −→ B∗. ¤
Il est clair que l’homotopie h =
∑
hi ainsi de´finie ve´rifie h(DA) ⊆ DB et, par passage au
quocient, induit une homotopie h : N(f) ∼ N(g) : NA∗ −→ NB∗.
En particulier, on obtient le re´sultat suivant pour les groupes abe´liens augmente´s contractiles.
Corollaire 7.2.3. Soit A• −→ A−1 un groupe abe´lien augmente´ contractile. Alors le complexe
augmente´ A∗ −→ A−1 est un complexe contractile, donc il est exact. ¤
7.2.4. On re´sume quelques proprie´te´es de la correspondance de Dold-Kan qui nous seront utiles
pour la suite, (voir [GJ]).
(1) Soit A un groupe ane´lien simplicial, alors
pin(A,0) = Hn(NA) = Hn(A), n ≥ 0.
(2) Un morphisme f : A −→ B de groupes abe´liens simpliciaux est une e´quivalence faible
si, et seulement si, Nf : NA −→ NB est un quasi-isomorphisme de complexes; donc la
correspondance de Dold-Kan induit une e´quivalence des cate´gories homotopiques
Ho(sAb) ∼= Ho(C+(Ab)).
(3) Soit A un groupe abe´lien simplicial et WA la construction d’Eilenberg-MacLane de A,
qui en degre´ n est donne´e par la somme directe
WAn+1 = An ⊕ An−1 ⊕ · · · ⊕ A0,
avec morphismes face et de´ge´ne´ration convenables. Alors,
NWAn = NAn−1,
donc NWA = NA[−1]; c’est-a`-dire, la construction W correspond au foncteur de trans-
lation des complexes de chaˆınes.
7.2.5. Dualisant tout ce qu’on a dit de la correspondance de Dold-Kan on trouve une e´quivalence
de cate´gories entre la cate´gorie des groupes abe´liens cosimpliciaux et celle des complexes de
cochaˆınes positifs de groupes abe´liens
N : csAb¿ C+(Ab) : Γ.
Dans ce cas, le complexe normalise´ NA∗ est donne´ par
NAn = An ∩ ker s0 ∩ · · · ∩ ker sn−1,
avec diffe´rentielle d =
∑
(−1)idi.
64 HINDA HAMRAOUI ET PERE PASCUAL
7.3. La re´solution standard associe´e a` un cotriple.
Cette section est base´ sur [ML].
De´finition 7.3.1. Soit C une cate´gorie. Un triple (ou monade) (T,ε,η) sur C est un foncteur
T : C −→ C et deux transformations naturelles ε : id⇒ T, η : TT⇒ T, tels que
η(Tη) = η(ηT),
η(Tε) = id = η(εT).
L’exemple de triple le plus important est celui de´fini par un couple de foncteurs adjoints: soit
F : C −→ D un foncteur et G : D −→ C un foncteur adjoint a` droite de F , c’est-a`-dire, qu’on a
l’isomorphisme
HomD(F (C),D) = HomC(C,G(D)),
pour des objets C ∈ ObC et D ∈ ObD quelconques. On de´finit un triple sur C comme suit: soit
T = GF : C −→ C. D’apre`s l’adjonction entre G et F , il existe des transformations naturelles
de foncteurs id⇒ GF et FG⇒ id. La premie`re de´finit ε, tandis que, a` l’aide de la seconde, on
de´finit η selon
η : TT = G(FG)F ⇒ U(id)F = T.
7.3.1. Re´solution cosimplicial standard de´finie par un triple.
Soient C une cate´gorie et (T,ε,η) un triple de´finit sur C.
De´finition 7.3.2. Soit C un objet de C. On appelle re´solution cosimplicial standard de C de´fini
par T l’objet cosimplicial BT•(C) de C de´finit par
BTn(C) = Tn+1(C),
avec morphismes de face et de´ge´ne´ration donne´s par
di = TiηTn−i,
si = TiεTn−i.
Les identite´s simpliciales s’ensuivent aise´ment des identite´es des compositions de T, ε et η d’un
triple.
La transformation naturelle ε : id⇒ T de´finit une augmentation C −→ BT•(C). La justification
du terme re´solution pour BT•(C) vient du re´sultat suivant.
Proposition 7.3.3. Soit T = GF : C −→ C le triple associe´ a` un couple de foncteurs adjoints
F : C ¿ D : G. Alors, l’objet cosimplicial augmente´ de D
FC −→ FBT•(C),
est contractile.
Preuve. La transformation naturelle η du triple permet de de´finir
s−1 : FTTn = F (GF )Tn = (FG)FTn
ηFT−→ FTn,
et on prouve aise´ment qu’on obtient ainsi une contraction. ¤
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En particulier, si D = Ab est la cate´gorie des groupes abe´liens, on trouve que, d’apre`s le
Corollaire 7.2.3, le complexe de cochaˆınes FBT∗(C) est une re´solution de FC pour tout objet
C de C.
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