We begin with discussing a simple problem. Let d(n) = #{y : y|n} be the divisor function, and consider also the prime divisor function ω(n) = #{p prime : p|n}. Let β = {β i , i ≥ 1} be a Bernoulli sequence and denote B n = β 1 + . . . + β n , n = 1, 2, . . . the sequence of associated partial sums. Let (Ω, A, P) be the underlying basic probability space. It is natural to consider the sequence of sums (1.1)
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A similar question can naturally be raised relatively to the prime divisor function ω(n). Before giving an arithmetical motivation for studying this problem, we would like to begin with a first necessary comment. A result of this sort cannot be obtained from the knewledge of the similar known result for the deterministic sums:
Indeed, the two sums N n=1 d(B n ) and N n=1 d(n) are different, the first contains terms which appear with some multiplicity, the order of this one can be bounded by c log n, n large, almost surely. And the natural idea to use the law of the iterated logarithm (∀ε > 0) B n − n 2 ≤ (1 + ε)n log log n n ultimately, almost surely.
(1.3) in order to exploit (1.2) will give a less precise result than the one expected in (1.1). The law of the iterated logarithm in (1.3) involves intervals of integers of the type [m, m + C √ m log log m].
The study of the size of the divisor function d(n) for n varying in intervals of this type or [m, m + C √ m], is usually known as the model of small intervals. Here the problem considered involves another (probabilistic) model, the one generated by the complete Bernoulli random walk; and so relies upon the study of the asymptotic evolution of the system d(B n ), n ≥ 1 .
We are thus led to a probabilistic question and the first natural object of investigation should consist of making a complete second order theory of the above system, more precisely, a study of the correlation 4) and preliminarily of (denoting χ the indicator function)
E χ(d|B n )χ(δ|B m ) − P{d|B n }P{δ|B m } m > n.
(1.5)
Such a study turns up to depend, via the use of characteristic functions, on a careful analysis on the circle of some naturally related cosine sums. An arithmetical motivation to the study of (1.1) can be easily provided. Unlike to what happens for the sum N n=1 ω(n), where very accurate estimations of the order of magnitude are known, the similar problem for the sum N n=1 d(n) contains a yet unsolved and certainly quite hard conjecture. For the comments we shall now make, we refer to the paper [IM] of Iwaniec and Mozzochi. More precisely, let 6) where γ is Euler's constant, and let θ 0 be the smallest value of θ such that ∆(x) ≪ x θ+ε . It is conjectured since the papers of Hardy (1916) and Ingham (1940) that θ 0 = 1/4. The best known result is (see the quoted paper) θ = 7/22 ≈ 0, 31181818 . . . The study of the correlation problem described before should allow to obtain as corollary, via a suitable form of Gál-Koksma's Theorems, a result of the type
Similarly the study of the quadruple correlation
would provide by means of the same convergence criteria a result of the type:
(1.9)
That the above could be derived from (1.8) is already a remarkable fact; and it is clear from the very form of this result, also in the light of the Dirichlet conjecture, that it would be of considerable interest in succeeding to prove (1.9). Even a weaker form of it involving the truncated divisor function d θ (m) = #{y ≤ m θ : y|m}, ( θ ≤ 1/2) would be also remarkable. In this paper, we explore the correlation problem of order two (thus related to (1.4), (1.5)) and obtain almost sure results towards (1.1). Consider as well divisor functions defined with respect to a prescribed set D of integers. Define
The main purpose of the present study will consist of establishing limit theorems for the sums where N is an increasing sequence of positive integers. The difficult case is N = N and our results will be then less precise than in the subsequence case. When N = {ν k , k ≥ 1} satisfies for some ρ > 0 the growth condition
the second sum in (1.11) is controlable for η ≤ η ρ , where η ρ depends on ρ only, no matter D is. When N = N, restrictions on the range of θ arise. Naturally these estimates rely upon D and N . More precisely we show that these sums are almost surely asymptotically comparable to their respective (computable) means
Before stating the results we shall first comment more on correlation problem. This is a central question in the paper and section 2 is entirely devoted to its study. The crucial point concerns the obtention of sharp estimates for the correlation function
and also for the probability P d|B n , δ|B m .
There are two cases of very different nature and unequal difficulty: the weakly dependent case (n + n c ≤ m) which is relatively easy to treat, and the dependent case (n ≤ m ≤ n + n c ). Here c is some very small positive real. In the weakly dependent case, there is a constant C depending on c such that for all η sufficiently small and n large enough (see (3.3))
The dependent case is the difficult case and the only way we found, after having tried others, to bound efficiently ∆ (d, n), (δ, m) was, to start with ∆ (d, n), (δ, m) ≤ P d|B n , δ|B m , next to compare P d|B n , δ|B m with P dδ|B n B m , and estimate the probability P D|B n B m . This is, however, not a simple task and involves truly number theoritical arguments. Exponentials of second order arise (in (2.28)) for which we used Sarkösy's estimate (Lemma 2.13). And the multiplicative functions ρ k (D) = # 1 ≤ r ≤ D : D|r 2 + kr , k ≤ m − n, play a central role when n becomes large. As a consequence of a sharper result (Proposition 2.10) , we show in section 2 that
Although we are convinced that this bound is quite sharp, we are less sure that it fully describes what happens for ∆ (d, n), (δ, m) in the dependent range (n, n + n c ), and must say that we have no alternative clue at the present time.
We can now state our main results Theorem 1.1. Let 0 < θ < 1/6. Then for any ε > 0,
And if N grows at most polynomially, then for some constant b 0 ,
From the proof given in section 4 follows that b 0 > 7/2 suffices, but this value is certainly far from being optimal. Getting an optimal rate of approximation appears as a certainly difficult and quite challenging question. It is also clear from the proofs of the results, we shall give in the next sections, that the error term is however improvable under additional conditions on the sequence D. Relevant conditions are for instance of the type
for some 0 < τ < 1 or η > 0. But this aspect of the problem is not considered in the present study.
For proving these results, our essential task will be to bound efficiently the increments E i≤n≤j H n 2 , where H n = d≤n θ ,d∈D 1 {d|B n } − P{d|B n } , and it is clear that it suffices to bound ∆ instead of its absolute value. Some already existing results on the value distribution of Bernoulli sums will be incorporated into the proofs. We briefly recall them. Consider the elliptic Theta function
In [We3] (Theorem II), the following uniform estimate is established:
(1.14)
Here and throughout the whole paper, C will denote some absolute constant, which may change of value at each occurence. It is easily seen that
and for any 0 < ρ < 1,
Estimate (1.17) exhibits a dramatic variation of the uniform speed of convergence of P d|B n to its limit 1/d, when switching from the case d ≤ n 1/2 to the case d ≤ n θ , θ < 1/2. It follows that lim n→∞ P d|B n = 1/d, and
2. Second order theory of (I (d|B n ) -P(d|B n )) n Our starting point is the formula uδ u|B n = u−1 j=0 e 2iπ j u B n , from which we deduce after integration
Here the summands with j = 0 or h = 0 do not contribute.
Reductions via symmetries
We begin with the probability
-If u is odd, say u = 2r + 1, and r + 1 ≤ ℓ ≤ 2r, write ℓ = 2r − λ. Then 0 ≤ λ ≤ r − 1 and
Thus 
Thus e Now, we pass to the probability P d|B n , δ|B m . Here also we operate reductions allowing to work in the first quadrant only. This is quite similar to the above. By (2.3), P d|B n , δ|B m = Ψ + Φ, where
We shall thus be mainly concerned with the sum Ψ.
-If δ is odd, say δ = 2q + 1, and
The corresponding summand writes
-If δ is even: δ = 2q, then h varies between 1 and q − 1, next between q + 1 and 2q − 1 with a median value h = q. In the latter case, we have cos 
The corresponding summand writes exactly as before:
and we have
A similar remark can be made concerning the subsum
j=1 . We display this point again to make the proof transparent.
-If d is odd: d = 2p + 1, and j is between p + 1 and 2p, write
And
and the median value j = p, which this time contributes to the sum. When p + 1 ≤ j ≤ 2p − 1, write
Thus the corresponding summand writes exactly as in the previous case
and
We therefore get
(2.8a)
Finally as P d|B n , δ|B m = Ψ + Φ, we obtained First reduced form:
(2.9)
Consequently we have to estimate four sums of type
where ε, η ∈ {−1, +1}. Turning to ∆ we observe that
we get Second reduced form:
(2.12)
The weakly dependent case (m
In what follows c ∈]0, 1[ is some fixed small real. We are indeed interested in results valid for c arbitrary small. By (2.11) we know that
where the sum Ψ = Ψ (d, n), (δ, m) is defined in (2.6). Fix also some reals α, α ′ , depending on c, such that α > α ′ > max(3/2, 1/c). We shall consider two subcases.
We shall first establish the following Proposition 2.1. There exist constants C and n 0 depending on c, such that for n ≥ n 0 and
The second assertion simply follows from the fact that the sum in the righthand side disappears. The proof of the above proposition will result from three lemmas. By (2.10), the sum Ψ = Ψ (d, n), (δ, m) is a sum of four subsums, which are all of the type
where ε, η ∈ {−1, +1}. We shall therefore estimate the sums Ψ ε,η which, in what follows we will simply write Ψ, when no confusion.
Put for any integer v ≥ 1
Let n 0 be sufficiently large so that for m − n ≥ n 0 ,
We distinguish between three cases:
Lemma 2.2. There exist constants C and n 0 depending on c such that for m, n such that
Proof. As | cos πh δ | ≤ cos ϕ m−n , we get since log u ≤ u − 1, u > 0: for m − n large enough, say m − n ≥ n 0 (so that 2 sin 2 (ϕ m−n /2) < 1)
Hence,
We shall prove Lemma 2.3. There exist constants C and n 0 depending on c only such that for min(m − n, n) ≥ n 0
The estimate only makes sense if m > n + n c .
Proof. Using Mac-Laurin formula, for any positive integer p there exists a polynomial Q p (x) = p−1 s=1 a s x 2s , with a 1 = −1/2, a 2 = −1/12,... and constants x p , C p depending on p only, such that for |x| ≤ x p , log cos
provided that x p is sufficiently small, which we do assume from now on. We select a integer p so that c > 1
. We shall compare the subsum Ψ 2 with
By using the elementary inequality: |e u − e v | ≤ |u − v| for u, v ≤ 0, we observe that
And so
2 /3 for |x| ≤ x p , we may also simply bound |Ψ ′ 2 | for n large enough as follows |Ψ
It is clear that these sums are bounded by
With estimates (2.16), (2.17) and (2.18), we therefore get
With p chosen accordingly with (2.15), we have
; so that if n is sufficiently large, say n ≥ n 0 where n 0 depends on c, α and m ≥ n + n c , we get
This establishes the lemma.
Case III. Let
Lemma 2.4. There exists constants C and n 0 depending on c such that for n ≥ n 0 and n + n 0 ≤ m ≤ 2n
It is in this part that it is necessary to introduce the restriction m ≤ 2n.
Proof. Here we have
Thus, as soon as m − n is large enough, which is realized if n 0 is large enough, we have (as in case I) the bound | cos π(
2 (ϕ m−n /2) . But since m ≤ 2n we have n ≥ m − n, and so
Therefore cos n ϕ m−n ≤ (m − n)
−α ′ , and we have
as required.
Now we estimate r defined in (2.8a), when d is even. We have
So that, for n large enough
Proof of Proposition 2.1. Combining Lemmas 2.2, 2.3 and 2.4, finally gives in view of (2.8), estimate (1.3), and that α > α ′ > max(3/2, 1/c): there exist constants C and n 0 such that for n ≥ n 0 , and n + n c ≤ m ≤ 2n
Remarks. -The condition m ≥ n + n c is in turn only used to make the bound in Lemma 2.3 efficient.
-By construction, we have the trivial bound |Ψ 2 | ≤ C log(m−n) m−n . Combining it with Lemmas 2.2 and 2.4, we get another estimate:
which is valid as soon as m − n ≥ n 0 , m ≤ 2n, n 0 sufficiently large.
Turning to estimates involving the correlation ∆, we notice that m ≤ 2n implies m − n ≤ n and so π
( n log n ) 1/2 then by (1.16)
Combining this with Proposition 2.1, shows in view of (2.11) Proposition 2.5. There exist constants n 0 and C such that for any n ≥ n 0 and n+n
Case: m ≥ 2n.
To treat this case, we have to proceed to little changes, but the method is very similar. We will establish the following Proposition 2.6. There exist constants C and n 0 depending on c such that for n ≥ n 0 , and m ≥ 2n
Before giving the proof, observe by the choice of α, α ′ that α > α ′ > max 3/2, (1/2c) − 1 . Next let n 0 be sufficiently large so that for n ≥ n 0 ,
We distinguish again between three cases:
-(II) 0 < 
has been already estimated in Lemma 2.2 and we recall that we have
Case II. Let
We will establish Lemma 2.7. There exist constants C and n 0 depending on c, such that for n ≥ n 0 and m ≥ 2n
Proof. We proceed as before except that we select p so that c > 1 2p+1 , and will compare the sum Ψ 2 with the sum
(2.21) Again we observe that cos n x − e nQ p (x) ≤ n log cos x − Q p (x) ≤ C p n|x| 2p , for |x| ≤ x p , and that for n large enough we have π|
As we have
Indeed, the inequality on the left is equivalently rewritten as (
2 /3 for |x| ≤ x p , we may again simply bound |Ψ ′ 2 | as follows: for n large enough
It is clear that the sum appearing in the righthand side is bounded by
With estimates (2.22), (2.23), (2.24) and (2.25), we therefore get if m ≥ 2n
As c > 1 2p+1 , it follows that
Lemma 2.8.
Proof. Here we have since m − n ≥ n
Thus, as soon as n is large enough, we have the bound | cos π(
Therefore cos n ϕ n ≤ n −α ′ , and so have
Finally r is estimated in exactly the same way in this case too, and we have that estimate (2.19) holds again.
Proof of Proposition 2.6. Combining the previous estimates finally show in view of (2.8), estimate (1.3) and since α > α ′ > max(3/2, (1/c)−1): there exist constants C and n 0 such that for n ≥ n 0 , and m ≥ 2n
And produces the wished inequality.
In which case, the exponential sum appearing in the righthand side of (2.26) no longer contributes. Hence
Remark. -We have the trivial bound |Ψ 2 | ≤ C(
. By combining with Lemmas 2.6 and 2.8 we also get: |Ψ| ≤ (
, which is valid for m ≥ 2n ≥ n 0 , n 0 sufficiently large.
Turning to estimates involving the correlation ∆, we have in view of (1.16)
With (2.26) this now implies
Proposition 2.9. There exist two constants C and n 0 depending on c, such that for any n ≥ n 0 and m ≥ 2n
The strongly dependent case
The main object of this section will consist of establishing the following delicate estimate.
Proposition 2.10. For any ε > 0, there exists a constant C ε depending on ε only, such that
Further, for any positive integers n, m and D,
And for any ε > 0, there exists a constant C ε depending on ε only, such that
The proof of Proposition 2.10 is based on several intermediate results.
We begin with computing the characteristic function of B n B m . Plainly, writing that B n B m = B 2 n +B n (B m −B n ) and using independence
(2.28) We preliminarily evaluate the (C, 1) sums
and will next compare S n to the Euler (E, 1) sum
Note that if t = (j, D) > 1, estimate (2.29) can be improved by using the same arguments. Let
, and writing L under
Although (E,1) does not includes (C,1) (see [H] Chap.8) in general, the latter estimate will imply this, thanks to the result below. 
Then A is summable (E , q) for any positive q.
The conclusion of the lemma is wrong when replacing o by O (see also [H] ).
Corollary 2.12. We have for each k
Proof. In view of (2.29), the assumption of lemma 2.15 is fulfilled. Thus, by considering separately imaginary and real parts, the lemma applied with q = 1 implies for j = 1, . . . , D that
It remains to observe that
We shall now give a uniform estimate of the speed of convergence in the above limit. For, we use the simple bound of the difference between the sum (E,1) by the Euler method and the sum (C,1) by the Césaro method. By linearity, it is enough to get a bound for the sum (E,1) alone. Let {a k , k ≥ 0} be an arbitrary sequence of reals and put A ℓ = ℓ k=0 a k , ℓ ≥ 0. Then there exists an absolute constant C such that for every positive integer n
This is easily seen by using Abel summation: put
According to Theorem 138(1) p.201 in [H] (see also p. 214), the supremum is reached at the value
where C is an absolute constant. If n+1 2 is integer, then v ν−1 and v ν are equal. Besides, v k decreases on either side of k = ν. Splitting the sum E n into the two subsums
v k a k , and since a ℓ = A ℓ − A ℓ−1 , a 0 = A 0 , we get in the one hand
And in the other
We have thus established (2.33). Now let 0 ≤ j ≤ D − 1. Let also 0 ≤ k ≤ m − n. We apply (2.33) with the choice
If j = 0, then a h ≡ 0 and there is nothing to prove. If 0 < j ≤ D − 1, we find in view of (2.30) that
35) where C is the same absolute constant as in (2.33) and the used notation arises from (2.30): if
Now we need the following lemma:
Lemma 2.13. Let α be a real number and a, q be positive integers such that (a, q) = 1 and |α − a/q| < 1/q 2 . Then, for any positive integer 
So that in turn
Inserting this estimate into (2.35) leads to
Thereby in view of (2.32), (2.36)
If now we combine (2.37) with (2.28), we obtain Proposition 2.14.
Remarks. 1 . It is possible ( [S2] ) to replace the error term D ε in Proposition 2.14 by a (log D) 2 factor. 2 . One can bound the difference between ∆ (d, n), (δ, m) and
are not too close to n. Indeed, one can prove that there exists n 0 , such that if m ′ ≥ m ≥ n + n 0 , then
There exists a unique integer y, 0 ≤ y < d such that y ≡ y i mod(d i ), i = 1, 2. Now, on writing
where A 1 , . . . , A n , F are integers. Thus d 1 |f (y). Similarly d 2 |f (y), and so d|f (y). Now let (y 
And so y 1 − y
Conversely, let 0 ≤ y < d be such that d|f (y). Let y 1 , y 2 , 0 ≤ y i < d i be such that y i ≡ y mod(d i ), i = 1, 2. Then, in the same fashion
And so d 1 |f (y 1 ); similarly d 2 |f (y 2 ). Let 0 ≤ y ′ < d be such that d|f (y ′ ), and let (y
2 ) be the corresponding pair of integers. Here again, we must prove the implication (y 1 , y 2 ) = (y
The proof is complete.
Suppose now that r ≥ 4 and put
We have ρ k (p r ) = # 1 ≤ y ≤ p r : p r |y(y + k) . If (y, p) = 1, then p r |y(y + k) ⇔ p r |y + k and so p|y, which is excluded and there is no solution of this type. Apart from the trivial solution y = p r , the other possible solutions are of type y = p s Y , (Y, p) = 1, 1 ≤ s < r; and we shall distinguish three cases:
i) Since r ′ < s < r, then r/2 ≤ s, and so 1 ≤ r−s ≤ s. 
-If r is odd, r = 2r
there is thus no solution. If v p (k) > r ′ , this implies that p|Y which is impossible and there is again no solution.
The remainding case v p (k) = r ′ will be the only one providing solutions. 
iii) We consider the last type of solutions:
Notice first, since s < r ′ that s < r/2, and so r − s > r/2 > s. As p r |y(y + k) means p r−s |Y p s + k, we deduce that 
Proof. Immediate.
Corollary 2.18. We have for any positive integers n, m and D,
Further, for any ε > 0, there exists a constant C ε depending on ε only, such that
Proof. By Corollary 2.17
On using Proposition 2.19, we get
For proving the second estimate, notice first that
. And by using (2.37) and Corollary 2.17
For the other increment E i≤n≤j H n 2 we operate identically. Let 0 < c < 1/5 and choose H = 4c. We split the sum B into two subsums as follows:
2) The sum B 1 is really typical from the "small increments" case. And we will see that this sum, which will be examined by means of Proposition 2.10, produces the strongest contribution. Concerning the sum B 2 , let δ 1 > 2 arbitrary but fixed. By Propositions 2.5 and 2.9, we know that there exist constants n 0 , C such that for any n ≥ n 0 , ).
Using Abel summation, we deduce that In view of (1.16) sup u∈D u≤n θ , and is for θ small, much bigger than n −(1−2θ) . And then, one has advantage to use the simple bound (see (1.19))
. (3.14)
According to Eq. 18.2.1 p.263 of [HW] and Eq. (B) p.81 of [R] (see [Wi] for a proof) we recall that Combining (3.5), (3.11) with (3.18) shows that there exists a constant C depending on c, such that for i large enough, say i ≥ i c ,
Now we estimate the other increment. The major difference in comparison with the above lies in the fact that the sum B 1 disappears, once 4c < ρ which we do assume. We start similarly to (3.1) with 
