Abstract-The role of moments in image normalization and invariant pattern recognition is addressed. The classical idea of the principal axes is analyzed and extended to a more general definition. The relationship between moment-based normalization, moment invariants, and circular harmonics is established. Invariance properties of moments, as opposed to their recognition properties, are identified using a new class of normalization procedures. The application of moment-based normalization in pattern recognition is demonstrated by experiment.
I. INTRODUCTION
A RECURRING problem in pattern recognition is the question of between-class discrimination versus withinclass invariance. Ideally, classification features should be sensitive to the identity of the class, but not to the variations within the class. In generai, however, features that are invariant to within-class variations tend to be insensitive to betweenclass differences, and vice versa.
Moments have been proposed as a solution to this problem in two ways [1] : 1) by using moment invariants as features of the image that retain their values when the image is shifted, scaled, or rotated;
2) by using moments through the second order to normalize the image, i.e., transform it into a standard form, and then extracting suitable features to classify the normalized image.
We have recently introduced complex moments [21 to characterize the ability of moment invariants to discriminate between classes. We use the same formalism here to define a general class of normalization procedures using higher order moments. The establishment of normalization procedures based on higher order moments allows us to directly compare the invariance properties of moment invariants versus those of images that have been normalized through moments. In particular, we show that an image normalized in the manner we propose retains all the invariance properties of moment invariants in the presence of noise. The significance is that pattern recognition algorithms can be devised that operate on normalized images and, in principle, have all the within-class insensitivity of moment invariants but not their shortcomings with regard to distinguishing between different classes.
In Section II, we define the classical moment-based normalization in terms of complex moments. In Section III, we generalize the classical method and interpret the normalization process geometrically. The invariance properties of moment invariants are the subject of Section IV. In Section V, we present experimental results in support of using moments for normalization, but not for classification.
II. MOMENT-BASED NORMALIZATION In this section, we define image normalization and investigate the classical moment-based normalization procedure, extend it to admit scale and contrast normalization and redefine it in terms of complex moments as a basis for its generalization in the next section.
A. Introduction
Normalization is the process of transforming the image function gI(x,y) into the function g2(x,y) so that it retains all the relevant information of the original image and also satisfies a set of conditions which we call the normalization criteria.
Therefore, g2(x, y) can be considered as a "standard" version of the original image g1 (x,y). The values of the parameters in (2.1), (2.2) are specified by requiring that g2 satisfies a set of normalization criteria. By "moment-based normalization," we mean a normalization pro-0162-8828/85/01000046$01.00 © 1985 IEEE cess for which the normalization criteria are conditions imposed on the moments of g2(x, y). We shall use complex moments because the normalization can be conveniently defined in terms of them. The fact that the kernels of ordinary moments and complex moments are both bases for the space of polynomials with complex coefficients guarantees the equivalence of this approach and the approach using ordinary moments.
It should be pointed out that the normalization need not be unique, i.e., the function g2(x, y) which satisfies the normalization criteria and is obtained from g, (x, y) by means of relations (2.1), (2.2) is not necessarily unique.
B. The Classical Normalization
In classical mechanics, a moment-based normalization procedure tackling the translation and rotation of two-dimensional objects has been introduced through the definition of centroid and principal axes. The same procedure has been applied to the image function g(x, y). This procedure, which we denote by N2,0, will be generalized in the following section to a class of normalization procedures denoted by {Np,q} which are based on complex moments of the image function g(x, y). This approach will also admit normalization against scale and contrast changes. We start here by redefining the classical normalization in terms of complex moments. 
These parameters are then used to transform g1(x,y) into the normalized version g2 (x, y) = Gg(x/D, y/D). The value of D in (2.9) is independent of the image contrast and the value of G is independent of the image scale. Adjusting the scale and contrast of an image using D and G is equivalent to adjusting moment invariants as described in [4] to achieve independent scale and contrast invariance.
In summary, in the classical normalization procedure N2,0, the centroid (X, Y) is determined by the condition on CI, the scales D, G are determined by the conditions on COO, C1l, and the rotation angle FD is determined by the condition on C20
(which is the rationale for denoting the procedure by N2 O). We are now in a position to introduce the broader class {Np,q } of normalization procedures.
III. THE (p, q) NORMALIZATION Guided by the classical normalization discussed in the previous section, we introduce a class of normalization procedures {Np,q} based on complex moments of different orders (p, q) and interpret these procedures geometrically.
A. Definition
We define the normalization procedure Np,q (where p > q, p > 1) of the image function g, (x, y) as the transformation defined in (2.1) and (2.2) which has the following normalization criteria (independent of p and q): (3.4) Without the second part of (3.4), it becomes the classical definition of principal axes. The condition M20 >M02 has been traditionally added to reduce the ambiguity of (D from four possible angles to two possible angles.
On the other hand, N2 1 has degeneracy p -q = 1 and, hence, is unique. In this case, condition (3. 2) reduces to M03 +M21 =0 and M30 +M12 >0 (3.5) which will be satisfied for only one angle (F.
In conclusion, we point out that the normalization scheme we propose here is one of several possible schemes that can be defined in a similar way. For example, another set of conditions can be used instead of (3.1) to define the centroid and normalization scales. Also, condition (3.2) can be replaced, for instance, by a condition on a linear combination of Cpq's having the same value of p -q (the value p-q is called the repetition of Cpq) like the Zernike moments [3] . We now give a geometrical interpretation of Np,q in order to develop more insight into moment-based normalization.
B. Phasor Diagrams
The normalization procedure Np q has an interesting interpretation that becomes apparent when we rewrite (2.4) after substituting the circular harmonic expansion [6] for the function g(x, y):
Complex moments can then be written in terms of the coefficients of this expansion as follows:
Cpq = 2rf rP+q+l cq p(r)dr. Assume now that the image g(x, y) has been centered and properly scaled according to conditions (3.1 Fig. l(a) and (b) relate to the principal axes in Fig. 1 (4.1) where X, Y, D, G are given by (2.6) and (2.9). g1(x, y) can be thought of as a preliminary step in obtaining the normalized version g2(x, y) of g1(x, y) using an Np,q procedure. We shall refer to g1(x, y) as the prenormalized version ofg1(x,y). Let Cpq be the complex moment of g1 (x, y), i.e., with g(x, y) in (2.4) replaced by g1 (x, y). Consider the phasor diagrams PJ's of g1 (x,y).
When the axes of g1(x,y) are rotated by &1D, the phasors of Pr rotate by -rA&D. We can combine phasors with the appropriate relative speeds of rotation in such a way that the result does not rotate at all, i.e., the result becomes invariant under rotation of g1 (x, y). For example, C(n +r) n C(*m+r)n or Cn + r)n C(m + kr)m (4.2) where * denotes the complex conjugate are indeed invariant under rotation of g1 (x, y). The power k is meant to "speed up" the phasors in Pr so that they rotate at the same speed as the ones in Pkr. The forms in (4.2) are usually added to their conjugates to obtain real invariants.
Using simple algebra, this definition of moment invariants can be shown to be strictly equivalent to the definition based on scaling combinations of central moments. Similar definitions can be formulated for other forms of moment invariants.
B. Invariance
Before characterizing the invariance of moment invariants, one should define what is meant here by "invariance." If the image g1(x, y) is noise-free and no sampling or quantization errors occur, moment invariants as well as any valid normalization procedure provide perfect invariance. In this ideal case, the equivalence in terms of invariance of normalizing the image and then classifying it with general features and using moment invariants in the first place is obvious.
On the other hand, when noise and errors are present, we have a different situation. The additional issue of robustness of the invariance scheme in these conditions becomes a crucial point in evaluating invariance. One should consider which invariance or normalization scheme is less vulnerable to noise. Another consideration is how tolerant the classification features are w.r.t. the expected errors in the normalization scheme.
Assume now that a noise process {n1 (x, y)} is added to the image function s1 (x, y) (where s stands for the input signal) so that the input to the system g1 (x, y) is given by gi(x,y) = sI(x,y) + nI(x,y).
(4. 3) Suppose now that we use some normalization procedure N to obtain the normalized version g2 (x, y) from g1 (x, y). By definition, the normalized image g2(x, y) will satisfy the normalization criteria. The two components of gi (x, y), namely si(x, y) and nI(x,y), will be transformed according to (2.1) and (2.2) into two functions, s2(x, y) and n2(x, y). These functions are not normalized versions of s1 (x, y) and n1 (x, y), i.e., they do not necessarily satisfy the normalization criteria, but the image g2(x, y) = s2(x, y) + n2(x, y) does satisfy these criteria.
In this setup, robustness of a feature F extracted from the overall normalized image function g2 (x, y) is twofold: how F tolerates the presence of the noise component n2(x, y), i.e., noise tolerance, and how F tolerates the erroneous normalization of the signal component s2(x, y), i.e., invariance. We now turn to the question of invariance characterization using these concepts. We shall carry out the discussion using moment invariants of the form Cpq C;q [defined ongI (x, y)] .
C. Shift and Scale
According to our discussion in Section IV-A, the shift and scale invariance properties of moment invariants are derived by a method that is equivalent to computing the moments in terms of an image that has been normalized against scale and shift changes. We now investigate whether the equivalence is valid in the presence of noise. Suppose that the noisy image g, (x, y) = s (x, y) + n I(x, y) is normalized using the prenormalization procedure described in Section TV-A into the prenormalized version g (x, y) = 's1(x, y) + ni1(x, y). Due to the presence of n1(x, y), the estimate for X, Y, D, G using (2.6) and (2.9) is offset from the nominal values which would be obtained were nl(x, y) absent. The offset values, say Xl, Yl, D1, Gl, will misnormalize the signal part sI (x, y) such that 's (x, y) is misplaced and misscaled.
In order to identify the shift and scale invariance properties of moment invariants, we consider, for example, the moment invariant whose value in terms of the input image g, (x, y) is the same as CpqCpq in terms of the prenormalized image g1 (x, y) (as discussed in Section IV-A). A glance at (2.4), which defines Cpq in terms of an image g(x, y), shows that if x and y are shifted or scaled, or if g is scaled, the value of Cpq Cpq does change. For example, if the prenormalized image^, (x, y) is obtained from the input image g1 (x, y) using the wrong contrast level G1 instead of the correct value G, the value of the moment invariant Cpq Cpq will be changed by a factor of (G1 /G)2 . The value of the moment invariant will be invariant only as long as the estimates for X, Y, D, G are correct. In other words, the shift and scale invariance of moment invariants is captured in the prenormalization procedure described in Section IV-A. We conclude that the shift and scale invariance of moment invariants is provided entirely by the prenormalization procedure. If, due to the presence of noise, the normalization is imperfect, then their values are altered. The question becomes how much they are altered in comparison to other potential features defined on the prenormalized image that are a priori variant but perhaps tolerant to the expected errors in the prenormalization procedure.
D. Rotation
Rotation of the image g, (x, y) about any point is equivalent to a shift operation together with rotation about its centroid, and hence, g (x, y) will only rotate as a result (the shift invariance of gl(x, y) was treated in Section IV-C). Therefore, we need to investigate the invariance properties of CpqCpq defined on l(x, y) as this image rotates.
The image g1(x, y) is composed of the signal part S'(x, y) and the noise part n1 (x, y). Therefore, the complex moment of the overall image^1 (x, y), denoted by Cpq (i), is given by Cpq(^1) Cpq(S) + Cpq (n1) (4.4) where Cpq (^s) and Cpq (nl) are the corresponding complex moments of s', (x, y) and n^1 (x, y). Fig. 2 represents this relation in the phasor diagram Ppq of the image I (x,y). Let us take p-q = 1 to fix the ideas without having to deal with the ambiguity associated with p -q > 1. The orientation of the x-axis of the principal axes in the normalization procedure Np,q will be in the same direction as Cpq (^I), the vector w in Fig. 1, according to relation (3.9) . Now, the value of CpqpiICq (g1), or equivalently Cpq (g )1, is the length of the vector w. This length corresponds to the total value (signal + noise) of the moment invariant. It is the sum of the projections of the signal vector u (Cpq (s )) and the Cpq(g9)l coming from the signal part s1(x,y).
Therefore, the invariance of this moment invariant, in the sense defined in Section IV-B, is captured in the normalization procedure Np,q. We conclude that moment invariants are variant features of a normalized image. After the ambiguity of the normalization procedure is removed, as discussed in Section III-B, one can utilize the invariance of moment invariants, which is captured in the corresponding normalization procedures, and use another feature of the normalized image for classification. It is a problem-oriented question to choose an optimal normalization procedure w.r.t. the noise conditions and a set of features which are tolerant w.r.t. the expected normalization errors and discriminant w.r.t. the classes in question.
V. EXPERIMENTAL RESULTS
In this section, we demonstrate an application of image normalization in pattern recognition. The experiment is intended to exemplify that normalizing the image using moments, and then classifying it using an alternative method, such as template matching, can be superior to direct classification using moment invariants in the case of high noise level or small object size (large sampling error).
A. The Experiment
In this experiment, we implemented a digital pattern recognition system to distinguish between the four playing card We ran some preliminary tests to estimate this tolerance. For example, Fig. 4(a) shows the maximum error in the orientation of the Spade symbol for which template matching leads to correct classification. Fig. 4(b) and (c) shows shift and scale errors for the Club and Heart symbols which diminish the matching ratio to 90 percent. Fig. 4(d) shows the maximum noise level over a properly normalized Club symbol (the Club symbol looks very vague in the center of this noisy image) to be correctly classified, and Fig. 4(e) shows the worst sampling grid (minimum object size) for which a Diamond symbol is correctly classified.
Combining these factors, we derived the "confidence region" for reliable operation of our pattern recognition system. The coordinates in question are the object size and the signal-tonoise ratio. Fig. 5 shows a plot of the confidence region in the size-SNR plane using a logarithmic scale. At any point within the confidence region, the system was expected to operate reliably.
B. The Result
Guided by Fig. 5 , we chose three extremal points, denoted by A, B, C in this figure, to test the moment normalization/ template matching classification scheme. We chose the test object to be Diamond for point A, Club for point B, and Heart for point C. For the noise we used a pseudorandom process which is periodically correlated. Fig. 6(a) , (c), and (e) shows the input images in these experiments.
The results in all three experiments were positive. Each symbol was classified correctly with reasonable reliability. The matching ratios for the three symbols were 93, 89, and 94 percent, respectively. The closest potential misclassification was when the Spade symbol had a matching ratio of 83 percent with the Club symbol. Fig. 6(b) , (d), and (f) show the normalized versions of the three input images just before carrying out the template matching. The correct positions should be central and either vertical or horizontal, so one can see that the tolerance of template matching in this case admitted notable error in the value of moments used for normalization.
VI. CONCLUSION
We have been concerned with distinguishing between aspects of normalization and aspects of classification in moments, i.e., how moments behave in telling where the object is as opposed to what the object is, and analyzing moment-based normalization more closely. We found that the classical definition of centroid and principal axes is a special case of a class of normalization procedures directly related to moment invariants. From this relation, we found that moment invariants could be viewed as variant features of a moment-normalized image. This led to consideration of other features for recognition in place of moment invariants, and we reported an experiment where this proved to be favorable.
It was also pointed out that several variations of the momentbased normalization procedures introduced here were possible.
It is suggested that the behavior of these normalization procedures in the presence of noise be analyzed, and specific questions as to how to combine them in an optimal way to produce an immune normalization procedure for given noise conditions be addressed. (e) Input Heart image. (f) Normalized Heart image.
