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Abstract
Several improvements for the local reconstruction method in time series prediction are developed and presented in this paper.
More specifically, it is suggested that by augmenting the state vectors with informative features coming from second order
information involving the topology of their neighboring state vectors then, significantly better results could be obtained with
respect to time series reconstruction. Also, the weighting methodology in the least square fitting procedure has been modified
aiming at eliminating outliers. The validity of  these new ideas is investigated by applying them to the reconstruction task of a
time series representing stock price evolution.
1 Introduction
The basic approach in time series forecasting is to build an explanatory model for the data based mainly on statistical principles
and on measurements of its parameters from initial data. Unfortunately, this is not always possible. In fields such as economics,
there is still lack of  “first principles”  necessary to make good models for predicting the future given the past. In other cases,
such as fluid dynamics, the models are good but there is difficulty in obtaining initial data. We can derive partial differential
equations which allow prediction of a fluid evolution, but specification of an initial state requires the measurement of functions
over a three dimensional domain. Acquisition of such large amounts of data is usually impossible. Typical experiments employ
only a few probes, each of which produces a single time series. Partial differential equations cannot operate on such data. In
either case, when we lack initial data or when we lack good models, we have to resort on alternative methodologies.
Such an alternative has been developed by Yule [1], who attempted to predict the sunspot cycle by building an ad hoc linear
model directly from the data. The modern theory of forecasting [1,2] as it has evolved since then, views a time series x(ti) as a
realization of a random process. This is appropriate when effective randomness arises from complicated motion involving many
independent, irreducible degrees of freedom. In such an approach linear models are usually involved, due to their simplicity of
analysis. This is the case with autoregressive models, which interpret effectively time series in the presence of noise. Such
approaches, which are based on ad hoc models (linear or non-linear) for predicting the future given the past, can be considered
as global approximation techniques, since they apply only one global model to the time series data.
A different cause of randomness is chaos [2], which can occur even in very simple deterministic systems. While chaos places a
fundamental limitation on long term prediction [2], it suggests possibilities for short term prediction: Random looking data may
contain simple deterministic relationships, involving only a few irreducible degrees of freedom. In chaotic fluid flows, for
example, many experimental and theoretical results indicate that in some cases the state space collapses onto an attractor of
only a few dimensions [2]. Similar results exist for  financial time series analysis [2].  The above discussion indicates that while
linear models are quite effective in forecasting time series, which are realizations of random processes, may not be so effective
for financial time series forecasting. This is precisely the motivation of the present paper. That is, to develop and present a
methodology for financial time series forecasting not based on global statistical analysis but, instead, on local approximation
techniques, which are more suitable for chaotic time series analysis [2]. The ideas involved here are originated from the firm
mathematical basis developed by Takens [2,3]. The purpose of this paper is to improve this original approach by introducing
second order information to it.
If the data are a single time series, the first step of the local approximation technique is to embed it in a state space. To this end,
we create a state vector x(t) by assigning coordinates x1(t)=x(t), x2(t)=x(t-r), x3(t)=x(t-2r),…….., xd(t)=x(t-(d-1)r), where r is a
time delay. If the attractor is of dimension D, a minimal requirement is d ³ D.  This state vector, therefore, is a sliding window
raster scanning the whole time series. The next step in this approach is to consider a functional relationship between the current
state x(t) and a future state x(t+T), of the form x(t+T)=fT(x(t)). When the data are chaotic then, this functional relationship is
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necessarily nonlinear. There are several approaches to estimate such relationships. One such technique is to assume a standard
functional form, like an n-th order polynomial in d dimensions, and of course fit its coefficients to the data set using least
squares methods [2]. Forecasts for longer times, 2T, 3T,…., can then be made by composing fT with itself. Such an
approximation technique obviously results in an exponential growth of the time series reconstruction errors [2].  A better
approach is the pure local approximation technique, introduced mainly by Farmer [2]. This methodology involves nearby only
state vectors in order to make predictions. It is actually, a generalization of the nearest neighbor approach, mainly utilized in
pattern recognition tasks. The main objective of this paper is to improve this technique by incorporating second order
information concerning state space neighborhood topology, as well as by introducing an outlier elimination method in the
associated least squares fitting procedure.
The structure of this paper is as follows. Section 2 describes the proposed methodology, while section 3 presents the
experimental study conducted and discusses the results. Finally, section 4 concludes the paper and considers future trends of the
suggested approach.
2 An Enhanced Local Methodology for Financial Time Series Forecasting
In this paper we present a novel methodology to make predictions about financial time series based on the local modeling
approach, mainly employed in chaotic time series forecasting [2], as discussed above. Several important modifications in the
stages of the original local modeling   technique are suggested so as to improve its efficiency.
First, concerning the stage of determining the components of the neighboring state vectors of the local modeling algorithm, we
augment them by incorporating information embedded in these state vectors but not currently used.
More specifically, let us consider a time series x(t) with state vectors X(t) = (x_1(t), x_2(t), x_3(t),... x_n(t)) = (x(t), x(t-l), x(t-
2l),... x(t-(n-1)l), where l is the delay time. Also, it is assumed that the dimensionality n is quite large, which is true especially
for a chaotic time series where the minimal requirement is n >= D, with D its attractor dimension. The next step is to assume a
functional relationship between the current state vector X(t) and the future one X(t+T), X(t+T) = f_T(X(t)). The problem is to
find a predictor F_T approximating f_T. The local approximation methodology is one of the most effective approaches for
solving it by involving nearby only states to make predictions. To predict x(t+T) we first impose a metric on the state space,
denoted by || ||, and find the k nearest neighbors of X(t), i.e., the k states X(t') with t' < t that minimize ||X(t)-X(t')||. The most
widely accepted such metric is the well known Euclidean distance. This is the first stage of the algorithm. Although this original
approach seems natural, however, the state vectors include second order information that is not exploited.
To be more precise, each state vector X(t) along with its k nearest neighbors X(t') form a group with a representative
autocorrelation matrix which expresses second order characteristics of these state vectors. It is well known that such an
autocorrelation matrix is formed  by involving the following relationship.
R(X(t), X(t(1)), X(t(2)),…… X(t(k))) = (1/(k+1)) (X(t(J)) XTranspose(t(J))),
where J=0, 1, 2, …k, that is, the summation includes the current state vector X(t(0)) = X(t),  as well as its k nearest neighbors.
Finally, XTranspose(t(J)) is the transpose matrix of the J neighbor state vector X(t(J)) of the current one.
Therefore, if for each state vector X(t) of the time series its corresponding autocorrelation matrix R(X(t)) is derived from its
associated k nearest neighbors X(t(J)) then, we could have a quantitative statistical description of the second order properties of
this state vector, that is of the relations between its components. By applying Principal Component Analysis to these
autocorrelation matrices their eigenvectors er, for r = 1,2,…n (dimension of current state vector X(t)), can be extracted. Since,
as it is well known from signal processing theory, the eigenvectors corresponding to the largest eigenvalues might be associated
with the time series inherent noise, only the m eigenvectors corresponding to the average in magnitude eigenvalues are kept in
the following steps of the suggested procedure. These m eigenvectors are used to provide additional informative components to
their associated state vector X(t) and thus, form the new augmented state vector X'(t).
More specifically, the informative features these eigenvectors provide to their corresponding state vector X(t) are simply the
cosines of their angles with the vector X(t). Therefore, m additional such components are incorporated into each state vector
X(t), conveying a kind of second order information about X(t)  neighborhood.
The above discussion leads to the definition of the augmented state vectors X'(t) as follows.
X'(t) = [ X(t), <X(t), e1>/(||X(t)||*|| e1||),… <X(t), er>/(||X(t)||*|| er||), …<X(t), em/(||X(t)||*|| em||)]
where r=1,2,…m are the above reported m eigenvectors having average in magnitude eigenvalues. The m is a user defined
parameter and depends on the dimension n of the current state vector X(t).  In the experiments involved in the next section we
always consider m=n/5.
These previously defined vectors X'(t) are used in the linear regression or fitting stage of the local construction algorithm. In
addition, several improvements are sought at this stage by weighting the contribution of each neighboring augmented state
vector X'(t') participating in the least-squares fitting procedure. The weight denoting X'(t') contribution, however, is not derived
only from its normalized distance from X'(t), as usually in the literature [2] (although, no augmented state vectors have been
employed as here)  but also, from the apriori probability of the future x(t'+T) point associated with X'(t').
More specifically,  in the conventional local approximation procedure we estimate x(t+T) given a state vector X(t) by first
finding its k nearest neighbors in the state space as discussed above. Suppose that these neighboring vectors are:
X(t(1)), X(t(2)),…… X(t(k)), Then,  their associated predictions (future values) are x(t(1)+T), x(t(2) +T),…… x(t(k) +T). A Least
Squares Fitting Procedure is, subsequently, applied to these future values, which are associated with weights w(t(1)), ….w(t(k))
equal to the corresponding normalized distances from X(t), aiming at estimating x(t+T)  [2].
In the suggested approach the steps are as follows.
Again, we want to estimate x(t+T) given a state vector X(t). The augmented vectors X'(t(k)) are then, formed following the
above specified procedure, which involves finding state vector's X(t) k nearest neighbors in the state space. Suppose that these
augmented vectors are: X'(t(1)), X'(t(2)),…… X'(t(k)).
Then,  their associated predictions (future values) are x(t(1)+T), x(t(2) +T),…… x(t(k) +T). A Least Squares Fitting Procedure is,
subsequently, applied to these future values, which are associated with weights w'(t(1)), ……….w'(t(k)) equal to the product of
the corresponding normalized distances from X'(t), (ndist1, ndist2,…,ndistk) and the apriori probabilities P(x(t(1)+T),
P(x(t(2)+T),………, P(x(t(k)+T).
That is,
w'(t(J)) = P(x(t(k)+T) * ndistJ
This simple idea may be proved of significant value in order to eliminate outliers. An estimate of this apriori probability is
provided by the time series points histogram.
The above specified novel approach for improving time series prediction based on local construction methodology has been
applied with success to financial time series forecasting as indicated in the next section.
3  Experimental Study and Discussion of the Results
We have conducted a preliminary experimental investigation in order to demonstrate the efficiency of our local reconstruction
approach in improving the prediction performance of the original local reconstruction methodology.  To this end, we have
attempted to apply our approach to the stock price evolution time series shown in figure 1.  This time series corresponds to the
price evolution of one stock of the Greek stock market, namely, of National Bank of Greece, for a period of three years. Figures
2-5 present the reconstruction results obtained by the two rival local reconstruction techniques, the original method of Farmer
[2] and the one presented here, respectively. Actually, the normalized stock prices NX(t) are exhibited in these figures, which
are obtained from the original ones, X(t), by applying the following normalization formula,
NX(t) = (X(t)-MIN(X(t), t=1,…N))/(MAX(X(t), t=1,…N) - MIN(X(t), t=1,…N))
The simulations have been performed in the MATLAB environment. Two specific cases have been considered for this time
series. In  the first one, it is divided into a common training set for both the local construction techniques, containing the 90%
of the total number of possible state vector patterns and a common set too, of unknown state vector patterns containing the rest
10%. In the second case, the previous percentages have been modified to 70% and 30% respectively. Each such pattern consists
of the pair (X(t), x(t+T)) defined in the previous section. A careful comparison of these results indicates the superiority of the
proposed local reconstruction approach concerning peak prediction. More specifically, there is an improvement in the
normalized reconstruction error of  5.1% in the first case and 8.3% in the second one, respectively, in favor of the suggested
method. The normalized reconstruction error for a time series reconstruction methodology is herein defined as
Nerr = SSE (original_time_series, reconstructed_time_series)/Energy_of_ the_original_time_series
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Figure 1.  Original Time Series, Corresponding to the Stock Price Evolution
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Figure 2.  Reconstructed Time series , 10% unknown state vector patterns, original local reconstruction approach
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Figure 3. Reconstructed Time series , 10% unknown state vector patterns, proposed local reconstruction approach
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Figure 4. Reconstructed Time series , 30% unknown state vector patterns, original local reconstruction approach
0.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80
0.90
1.00
1 53 105 157 209 261 313 365 417 469 521 573 625 677 729 781 833 885 937 989
Figure 5. Reconstructed Time series, 30% unknown state vector patterns, proposed local reconstruction approach
4 Conclusions and Future Trends
A novel approach has been developed and investigated here for financial time series forecasting, based on the assumption that
such time series exhibit randomness caused by chaotic procedures and, therefore, they cannot be modeled by linear  statistical
models. The suggested methodology attempts to improve the performance of the original local reconstruction approach by
incorporating second order information for the state vectors. An initial experimental study indicates that the proposed local
forecasting technique outperforms the original one. More extensive studies are needed to validate the promising results
obtained here. This work illustrates that the well established local reconstruction approach presents a large room for possible
improvements.
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