We present simulations performed for the development of a ground motion model for induced earthquakes in the Groningen gas field. The largest recorded event, with M3.5, occurred in 2012 and, more recently, a M3.4 event in 2018 led to recorded ground accelerations exceeding 0.1 g. As part of an extensive hazard and risk study, it has been necessary to predict ground motions for scenario earthquakes up to M7. In order to achieve this, while accounting for the unique local geology, a range of simulations have been performed using both stochastic and full-waveform finite-difference simulations. Due to frequency limitations and lack of empirical calibration of the latter approach, input simulations for the ground motion model used in the hazard and risk analyses have been performed with a finite-fault stochastic method. However, in parallel, extensive studies using the finite-difference simulations have guided inputs and modelling considerations for these simulations. Three approaches are used: (1) the finite-fault stochastic method, (2) elastic point-and (3) finite-source 3D finite-difference simulations. We present a summary of the methods and their synthesis, including both amplitudes and durations within the context of the hazard and risk model. A unique form of wave-propagation with strong lateral focusing and defocusing is evident in both peak amplitudes and durations. The results clearly demonstrate the need for a locally derived ground motion model and the potential for reduction in aleatory variability in moving toward a path-specific fully non-ergodic model.
Introduction
The Groningen gas field, located in the north-east of the Netherlands, is the largest known source of natural gas in Europe and has been in production since 1963. From 1991 to 2012 compaction-induced earthquakes increased in frequency and were followed by the largest recorded event to date, a M3.5 (Dost et al. 2018 ) occurring in Huizinge on 16th August, 2012. Production controls have led to a recent reduction in seismicity, however, a M3.4 event on 8th January 2018 led to the highest recorded ground motions, at 0.11 g. The earthquakes have led to intense public and political debate. In an effort to mitigate the effects of these earthquakes the field operator, Nederlandse Aardolie Maatschappij B.V. (NAM), commissioned a comprehensive data collection, monitoring and hazard and risk study (Bommer et al. 2017a; van Elk et al. 2017 ) that has been ongoing since 2013. The results of this study have been submitted at regular intervals to the regulator in order to inform decisions made regarding production levels. The models have also informed the earthquake loading in the revised Dutch seismic design code for the region (NEN-NPR).
A fundamental component of the hazard and risk models produced as part of the production plan and NEN-NPR seismic design code is the Groningen ground motion model (GMM, Bommer et al. 2016) . Ground motions recorded on the dense high-resolution dual surface-borehole seismic network ) have highly region specific characteristics due to the complex geology (Kraaijpoel and Dost 2013) , and characteristic reservoir-bound seismicity . A local empirical ground motion prediction equation (GMPE, Dost et al. 2004 ) developed using data from a neighbouring gas field (Roswinkel, ~ 50 km from Groningen) was an initial candidate model for providing input motions to the hazard and risk analyses. However, the GMPE was shown by Bourne et al. (2015) to significantly over-predict both peak ground acceleration and velocity (PGA and PGV) . This was interpreted as being mainly due to the fact that in Groningen the high-velocity Zechstein salt layer lies above the gas reservoir, whereas in the Roswinkel field the gas reservoir is above the Zechstein (Kraaijpoel and Dost 2013) . The motivation for undertaking finite-difference simulations, which reflect the geological controls on wave propagation, is to gain insights into this strong local variability.
The inability of the Dost et al. (2004) GMPE to predict the motions recorded from events in the Groningen gas field prompted the development of the Groningen GMM. Five successive versions (V1-5) of the model have used increasingly sophisticated simulations to capture the epistemic uncertainty of predicting how ruptures, of broadly unknown character, may behave at larger magnitude. The Groningen GMM has evolved from an adjusted European empirical GMPE, to a GMM logic-tree based on finite-fault stochastic simulations. These simulations have been guided by full-waveform finite-difference simulations and account for source and path characteristics based on locally recorded events, along with transitions of material properties as ruptures penetrate the Carboniferous. Non-linear site response analysis through the upper ~ 800 m of overburden then brings the simulations from the reference rock horizon to the surface (Bahrampouri et al. 2018; Bommer et al. 2017a, b; Kruiver et al. 2017; Noorlandt et al. 2018; Rodriguez-Marek et al. 2017; Stafford et al. 2017 ).
Simulation techniques and their application to Groningen
Earthquake simulations have the potential to fill the empirical data-gap that restricts earthquake ground motion analyses: specifically, motions at short distance from large ruptures, both being relative to the seismicity of the study region. In addition, they facilitate the derivation of high resolution models which can capture local effects due to wave propagation through heterogeneous local geology. Several simulation methodologies have been developed over the past decade and can be broadly split into full waveform simulations (using Green's functions, e.g. finite difference or spectral element methods) and stochastic simulations (using random phase and simplified seismological models of the Earth's response). Both methods can use kinematic or dynamic sources based on properties of the fault. Full-waveform simulations are typically computationally limited to relatively low frequencies (e.g. f < 5 Hz) and are dependent on the accuracy and resolution of the velocity models (which reduces for increasing frequency). On the other hand, stochastic approaches aim to provide waveforms with suitable spectral characteristics-with no consideration of signal phase (considered acceptable for calculating pseudo spectral acceleration, PSA, used in engineering applications). Stochastic methods rely on simplified physical models calibrated using empirical data from the study region but are susceptible to inversion non-uniqueness.
Two approaches are considered in this work: (1) fully stochastic and (2) kinematic fullwaveform finite-difference simulations (with both deterministic and stochastic sources). Both methods have been initially developed for point source models and subsequently extended to finite-fault ruptures.
Full-waveform finite-difference modelling
The particle displacement u r, t;s, t 0 due to a point shear dislocation of arbitrary orientation, s , at time t 0 , calculated at a given receiver position r at time t , is defined as the convolution of the moment tensor ̂ , accounting for the source mechanism, and the gradient of the Green's function, G (Aki and Richards 1980):
The expression is valid for a point-source approximation, such that the fault dimension is negligible with respect to the wavelengths that dominate the displacement field. We assume a homogeneous source rupture process, such that all components of the moment tensor have the same time dependence, defined by the source wavelet w(t) . We can therefore decouple the time dependence of the moment tensor from the source strength and orientation such that:
Here M 0 = uA = 10 1.5 +9.05 (in SI units) is the scalar seismic moment defined as the product of rigidity , average slip u and fault area A . The moment tensor density, m ij , represents the nine possible force couples and is the moment magnitude. For a double-couple source, the six independent components of the symmetric moment tensor can be expressed as functions of the focal angles strike , dip and rake . Once the Green's function gradients have been computed for a given source location, three-component displacements for different focal mechanisms can be obtained. For the computation of the Green's function gradients an elastic finite-difference scheme is employed (Mulder and Plessix 2002) . For the source wavelet, a source-time-function is chosen based on a causal slip model (Brune 1970; Madariaga 2007) which is fixed at simulation time:
(1) u r, t;s, t 0 =̂ t;s, t 0 * ∇G r, t;s, t 0 ,
where ω c is the corner frequency of the source wavelet's Fourier spectrum, and H(t) is the Heaviside step function. Waveform data are computed for each source location, over a grid of three component receivers at a predefined datum corresponding to the reference rock horizon (the base of the Upper North Sea formation). The elastic model used for the simulations (e.g. Fig. 1 ), containing P-and S-wave velocities and density, has been constructed for the Groningen gas field, and is constrained by depth imaging velocities, geological horizons and markers from over 200 wells, and available well logs covering the depth range from surface to the Carboniferous source rock (Romijn 2017; Dost et al. 2017) . A gridded version (50 × 50 × 25 m) of the elastic model was created covering an area of 37.5 × 40 km and a depth range of 5 km. A representative 1D velocity model was constructed based on the 3D model, extrapolating beyond its limits to cover offsets up to 50 km (Fig. 1, right) . When simulating larger magnitude earthquakes the source function needs to be scaled up from a single point-source in order to account for finite fault effects. In its simplest form this can be defined by a uniform discretization of the fault into a grid of point sources scaled to the appropriate magnitude. The variables that need to be defined in this simple case are size of fault, rupture velocity, grid size and moment released at each grid point. The strike, dip and rake are defined by the general fault geometry, mechanism (pure-normal) and observed moment release in the field (strike: 270°, dip: 70° and rake: 90°). To calculate the size of a rectangular rupture, with width (W) and length (L), we use the following relationship for normal faults:
where ∆σ is the static stress drop. The uniform finite fault is discretized with the grid spacing determined by the quarter wavelength of the maximum frequency that we wish to preserve at the rupture velocity. The time delay between point sources is determined by rupture velocity and grid spacing. A rupture velocity of 0.8β is used (Broberg 1996) , where is the shear-wave velocity representative of the source vicinity.
It is well understood that fault ruptures are not uniform in nature (Mai and Thingbaijam 2014) . As an extension to the finite-fault source model, a non-uniform slip model is used to observe the effects of the source model on simulated ground motions at the surface. Understanding how heterogeneity dynamically evolves in Groningen is outside the scope of this study, therefore no a priori knowledge of rupture variability is assumed. Heterogeneity is imposed following the stochastic kinematic modelling approach outlined by Graves and Pitarka (2016) (Fig. 2) . The implementation can be summarized as follows: (1) the slip distribution is determined such that the spectral decay of the distribution follows the von Karman correlation function with stochastic heterogeneity; (2) a local rupture velocity and slip initiation time is then determined based on the local slip distribution and additional stochastic heterogeneity; (3) each fault patch follows the kinematic slip rate function (Liu et al. 2006 ) with a rise time that is a function of the local slip distribution and additional stochastic heterogeneity; (4) the slip direction (rake) also follows the same spectral decay characteristics as the slip distribution but uses a different stochastic realization.
Stochastic waveform modelling
The simulation of earthquake ground motion time-histories using the stochastic method (Boore 2009 ) has been applied to various regions of weak-to-moderate seismicity. The method has been shown by Douglas et al (2013) to be suitable for application to induced earthquakes in a variety of contexts (e.g. natural and anthropogenic geothermal seismicity), while Atkinson (2015) showed that an empirically derived GMPE for induced earthquakes produced similar predictions to a stochastic simulation model developed for eastern North America. The stochastic method relies on the calibration of seismological models for the (2006) is used here source function and path effects using high quality recordings of weak-motion data. The stochastic approach, and derivatives such as the hybrid-empirical method (Campbell 2003) , have been widely used in engineering applications such as Senior Seismic Hazard Analysis Committee (SSHAC) probabilistic seismic hazard analyses and national seismic hazard assessments (Delavaud et al. 2012) . Waveforms used to develop the Groningen GMM are calculated using a finite-fault stochastic simulation methodology (EXSIM_dmb, version: 17/10/2016; Boore 2009 ), based on EXSIM (Motazedian and Atkinson 2005) . Similar to the point source stochastic simulation technique used in earlier versions of the GMM (Bommer et al. 2017a ), this approach produces broadband waveforms (and corresponding spectral ordinates) by defining a seismological model (earthquake source, propagation and site effects) and uses this to generate frequency-modulated, random phase acceleration time-histories. An advantage of this approach is that specific wave-propagation behaviour, controlled by the geological structure of the Groningen field, is accounted for by using recordings of small events (M ≤ 3.5) to produce models describing path effects appropriate for point sources. The transition from these point sources (sub-faults) to finite-fault events is then controlled by the specific reservoir characteristics (primarily shear-wave velocity structure), in addition to the respective boundary conditions and slip assumptions used to generate fault ruptures.
For the simulations we use 75° dip normal faulting, with rupture dimensions, L × W, given by Wells and Coppersmith (1994) for M ≥ 5, or the Brune (1970) model for M < 5. Variability in fault size is accommodated through a zero-mean log-normal distribution with standard deviation 0.15 (natural log units). Fault length and width are negatively correlated to ensure that the total fault area (L × W) is maintained: we account for epistemic uncertainty (see Sect. 3.3) in the stress drop alone for simplicity but could equivalently vary fault area and stress drop with appropriate covariance. All hypocentres are located in the reservoir, at a depth of 3 km, but occur randomly along strike. Ruptures grow downwards (such that the depth to rupture, Z TOR = 3 km), limited by the seismogenic depth (13 km). Simulated ruptures that reach the maximum accommodated width are adjusted in length (ensuring, as before, that the rupture area is maintained). For events with M ≤ 4 slip velocity is 0.8 × 2.0 km/s (i.e. 80% of the reservoir's shear-wave velocity). For events with M ≥ 5.5, 0.8 × 3.5 km/s (i.e. 80% of the underlying Carboniferous' shear-wave velocity), with linear interpolation in the range 4.5 < M < 5.5.
An empirical significant duration model, based on the accumulation of 5-75% of total Arias intensity ( T 5,75 ) and developed for Groningen (Bommer et al. 2017b) , is used to define the shaking duration of individual sub-fault waveforms: T path = T 5,75 R, = 3, V s30 = 1500 m/s ∕0.383 (R 2 = 0.98). The sub-fault duration model ( T path ) has been calibrated to observed significant durations ( T 5,75 ) for an 3 event (equivalent to a single sub-fault) in the Groningen field (adjusted to the reference rock at which simulations are made, with travel-time averaged shear-wave velocity in the upper 30 m, V s30 = 1500 m/s ). Individual sub-fault waveforms are subsequently summed, with appropriate time delay, to provide the waveform recorded at the reference horizon. The model therefore provides measured durations ( T 5,75 ) for low-magnitude events consistent with local seismicity, while scaling durations for finite faults according to their geometry and the velocity of the subsurface.
As discussed in Bommer et al. (2017b) inversions of Fourier spectra of recorded events (Fig. 3) are performed using a Bayesian approach with priors for (1) site amplification based on field-specific soil profiles, (2) stress drop, (3) the form of geometrical decay shown in the full-waveform simulations. These inversions yielded a range of event-, path-and site-specific parameters that are considered candidate sub-fault seismological models (Fig. 4) . In order to find GMM representative parameter sets for the stress parameter, Δσ, and site-specific attenuation, κ 0 , simulations were compared to (1) Groningen response spectra at the at 20 spectral periods for which recorded data were available (0.01-2.5 s); and (2) pseudo spectral acceleration (PSA) at 6 spectral periods (PGA, 0.1, 0.2, 0.3, 1 and 2 s) at magnitudes M = 5, 6 and 7, for logarithmically spaced distances of 0, 2.5, 5, 10 and 20 km and with V S30 = 1500 m/s (the reference rock velocity). Six GMPEs were used as the target for these large magnitude cases: three NGA-W2 models (Boore et al. 2014; Chiou and Youngs 2014; Campbell and Bozorgnia 2014) in addition to the eastern North America model (Yenier and Atkinson 2015) and two European (RESORCE) models (Akkar et al. 2014; Bindi et al. 2014) .
To assess the fit of candidate models inter-event terms are calculated at each oscillator period following Abrahamson and Youngs (1992) . From the inter-event terms, , the average model bias over all events, b(T) , is calculated. The average modulus bias, |b| , over all K periods ( K = 20 for Groningen data, K = 6 for the GMPEs) is then defined as:
and standard deviation, σ |b| , of the period-to-period |b| and σ |b| provide a simulation specific (period-independent) measure of candidate GMM bias and period-to-period variability. The best fitting model for the recorded motions at the reference rock horizon was: Δσ = 70 bar; κ 0 = 0.010 s ( |b| = 0.058 ± 0.087 over the 20 periods). This event-independent Δσ is consistent with the average value determined through spectral analysis (Fig. 4) . On the other hand, simulation models consistent with the GMPE predictions were best-fit using higher values of Δσ: 200-400 bars.
Results and synthesis of simulations for Groningen

Point source simulations
The main objective of the point-source finite-difference modelling was to determine elastic wave-propagation behaviour to constrain the GMM path characteristics in respect to Groningen geology. To achieve this and capture the impacts and sensitivities of our assumptions, various simulations were conducted. For each simulation we have varied the source mechanism (strike angles from 130° to 170° and 310° to 350°, dip angles from 60° to 90° and rake angles from − 100° to − 80°), earthquake locations and source time function (source corner frequencies). In Fig. 5 , the analysis of geometric mean PGV is illustrated for a source location in the middle of the Groningen field (at reservoir level). It can be observed that the amplitude decay with distance strongly deviates from the R −1 behaviour that would be expected in a homogeneous medium: in the first 7 km the amplitudes decay at the highest rate ∼ R −2 , followed by an inversion and an amplitude increase with distance from ~ 7-12 km, after which the amplitude decays with ∼ R −1
. The bump at around 10 km, visible at all azimuths for this particular source location, seems to be characteristic for the entire Groningen field and is therefore also present for alternative source locations and alternative source mechanisms. The exact form of the decay (i.e. decay rates) does change depending on scenario, however. The results of the analyses, including variability, are summarized in Table 1 . In general, the 1D velocity model leads to sharper features in terms of geometrical spreading: higher initial decay, followed by a stronger bump, assumed to be related to more coherent reflected phases. At distances beyond 12 km, the decay in the 1D case is similar to a halfspace model, with R −1.16 , while the 3D model leads to stronger decay, although only up to 25 km.
From point to non-uniform finite-faults
The motivation behind the finite-fault full-waveform simulations performed for this study was not only to determine the influence of the fault model at higher magnitudes, but how the influence of the source model scales with magnitude. Specifically, for Groningen where observations are limited to magnitudes less than M3.5 we wish to know how scalable simulations at low magnitude are to larger potentially damaging events.
As shown in Fig. 6 , for the lower magnitude events the waveform simulations produced a good fit to the observed peak ground and spectral accelerations. However, of more interest is the influence the source model has on simulated ground motions as magnitude increases. Using waveform simulations, the sensitivity of the simulated ground motions to increasingly complex source models is therefore tested. Of particular interest is how source representations' impact on ground motions scales with magnitude and distance to the rupture. In Fig. 7 , simulated ground motions at the reference rock horizon for M3 and M6 events are shown. For these simulations the source is modelled as (1) a point, (2) a uniform finite fault and (3) a non-uniform finite fault, all with identical strike, dip and rake. The finite source is 0.2 × 0.2 km for a magnitude M3 and 7 × 7 km for the M6. For the M3 the impact of the finite fault over a simple point source representation is mostly diminished by the time the wavelet reaches the surface. On the other hand, the M6 source produces significantly different ground motions in the near field (R rup < 10 km) depending on whether a point, uniform or nonuniform finite-fault source is used. Figure 8 shows PGA maps over the bedrock horizon for three different fault representations for a M6 event with the same source mechanism. The point source isolates energy in the near field, in contrast to the finite fault representations, and is most sensitive to 3D velocity structure. At the other end of the spectrum, the non-uniform finite fault shows little deviation from a linear exponential trend in its decay in ground accelerations which can be contributed to a more complex wave-field and more broadly dispersing energy.
The Groningen ground motion model
Online Resource 1 summarises the full set of inputs to the finite-fault stochastic simulations used to generate the motions at the reference rock for the Groningen GMM. This includes the path model informed by point source finite-difference modelling using both 1D and 3D velocity models (Fig. 5 , Table 1 ). An important constraint was that the model must be consistent with recorded data from the field over a range of magnitude (2.5 ≤ M ≤ 3.5) and distance (0 ≤ R epi ≤ 60 km). This prevented direct use of either the 1D or 3D simulation-based models, which are location and scenario dependent and do not, on average, provide unbiased residuals for all recorded events. Further regression of the empirical data was performed, using the geometrical spreading models from finitedifference simulations as a starting point and determining the minimum (least squares) misfit. The final model uses decay rates of − 1.55, − 0.23, − 1.43, − 1.00 at distances up to 7 km, between 7 and 12 km, 12 and 25 km and beyond 25 km, respectively. The latter two segments are very similar to the decay observed in the simulation models (3D for the 12-25 km segment and 1D for beyond 25 km). The initial rate of decay (in the first two segments) is lower than observed in the finite-difference simulations, with less severe bump between 7 and 12 km, although the general shape and break points are the same. For the simulations it was decided to use alternative values of Δσ to reflect the considerable epistemic uncertainty associated with extrapolation to much larger magnitudes. In the magnitude range covered by data (M ≤ 3.5) the two central GMM branches have a Δσ = 70 bars (minimum bias to recorded data), the lower branch 50 bars (GMM bias ∼ − 0.5 to − , where is the inter-event standard deviation of the event-terms) andreflecting the possibility of the motions being similar to those from normal tectonic earthquakes-the upper branch has Δσ = 100 bars (GMM bias ∼ + 0.5 to + ). All models exhibit an increase of stress parameter with magnitude, reflecting the belief that for larger events, increasingly sampling greater depths of the crust, the low Δσ values observed in the reservoir at low M are unrealistic. For the two central models (a/b), Δσ rises to 140 bars and 220 bars at M5, respectively, then remains constant. Similarly, the lower and upper models rise to 75 bars and 330 bars, respectively. The latter is designed to produce motions, given the Groningen-specific attenuation and site characteristics, that are similar to those observed globally. The lower model, with stress drops increasing to 75 bars for M ≥ 5, is designed to reflect the fact that we do not believe that median stress drops at moderate and large magnitude could be lower than those observed for local seismicity in the reservoir. The overall spread of the models is designed to be consistent-increasing by a factor of ~ 1.5 for each branch, apart from the lowermost branch-where 75 bars is chosen as the upper level for the lower model, consistent with a 'self-similar' magnitude scaling (i.e. consistent with the central models at low magnitude).
For each of the GMM branches (lower, central a/b, and upper), response spectra were simulated using EXSIM_dmb for 2100 scenario events with M = 2.0 to 7.0 in steps of 0.25. For each scenario event a random epsilon was selected to define the length and width of the rupture. Recording locations were placed radially above the centre of the fault's top edge at 0 km and then 25 distances logarithmically spaced between 1.0 and 79.5 km. For   Fig. 8 Geometric mean of peak ground acceleration measured on a simulated bedrock surface for three different source representations: a point source, b uniform finite fault and c non-uniform finite fault. Measurements are made on a grid every 25 m, simulations are finite difference elastic, with post-processing Q filter applied and use the Groningen model (V P , V S and density, Fig. 1 ) for path effects each distance 8 sites were located, at 0 to 315° (in 45° steps). In total 1.75 million response spectra were calculated, or 436,800 for each of the model branches. Figure 9 shows the simulated data using the central-a GMM seismological model for a single M6.0 event. The simulations for each branch were then regressed to provide four equations as detailed in Bommer et al. (2017b) .
Significant duration, representing the duration over which 5-75% of the total Arias intensity is accumulated, is important for the Groningen hazard and risk calculations (Crowley et al. 2017) . Figure 10 shows a comparison of observed and computed durations for a number of scenarios, with site response corrections for the various references based on Afshari and Stewart (2016a) . For the M3 scenario it is possible to make a comparison with duration measures from real records. These observed durations are used to constrain the aleatory variability in the V5 duration model, represented by the thin blue lines in the panels.
While the finite-difference waveform modelling results show a far larger spread of duration values than the stochastic simulations, it is important to note that sub-fault duration variability is not incorporated within the EXSIM simulations. The stochastic simulations therefore provide a reasonable estimate of the median levels of duration (which are their purpose in this context), but the aleatory variability is constrained outside of the simulation process. In contrast, the durations from the full waveform modelling span a large range of durations, but it is notable that some of the apparent outliers among the observed durations are consistent with the simulation extrema. Such comparisons cannot be made for the larger considered scenarios because no empirical data is available from the field for these magnitudes. However, the larger scenarios indicate that the finite-difference modelling predictions of the duration are systematically lower than estimates from EXSIM. Afshari and Stewart (2016b) found that EXSIM tends to over-predict natural durations by about 25%, which would bring the predictions closer. At short distances, however, the finite-difference full waveform estimates are significantly below those from EXSIM and appear inconsistent with expectations from natural events of the same magnitude. Finally, we note that relatively low estimates of duration occur in the distance ranges where significant changes in path scaling of ground motion amplitudes have been observed. This is consistent with a conceptual model in which multiple waves arrive in a short temporal window, leading to short durations and high amplitudes (Bommer et al. 2016 ).
Discussion and conclusion
The Groningen GMM has benefitted from a variety of full-waveform simulation techniques that have been employed to investigate wave-propagation in the Groningen gas field. The GMM in its current form (V5) is based on finite-fault stochastic simulations, which utilise recordings of small-events to define propagation effects from source to reference rock. The model describing the source-, path-and site-effects has been developed through inversion of weak motion data and considerations of epistemic uncertainty, both of which have been guided by finite-difference simulations concurrent to the GMM development.
The main contributions of the finite difference full-waveform simulations to the development of the Groningen GMM are two-fold: firstly, the elastic point-source simulations have been used to develop the form of the geometrical decay function. While we were not able to directly use the decay rates determined using full-waveform simulations (due to their strong dependence on the heterogeneity of the subsurface, and relative location of source and site), the stable model form (defined hinge points separating regimes of decay) was a crucial constraint. We believe that the particular shape of the spreading function could be caused by several factors, such as seismic energy propagating downwards into the Carboniferous and turning back to the surface at larger distances, as well as the interference of multiple wave types. Secondly it has been verified through finite-difference full-waveform simulations, that the persistence of the strong localised reflections (at ~ 7-10 km) is weakened for larger events, particularly for non-uniform faults.
It is worth noting that, in contrast to the behavior observed in real data, a frequency dependence of the apparent geometrical decay was apparent in finite-difference simulations. The bump in the distance-amplitude function (Figs. 5 and 7) only being apparent at moderate and high frequencies (f > ~ 2 Hz) and most pronounced at ~ 10 Hz in the 1D model. This should therefore be viewed with caution and requires further investigation. One possible reason may be the over-emphasis of 1D structures and sharp boundaries in 3D models that do not exist in practice, as evidenced by the reduction in frequency dependence from 1D to 3D.
The durations produced through finite-fault simulations showed consistency between difference methods up to M5-although finite difference full waveform simulations generally have more variability, particularly extending to low durations. EXSIM simulations have been shown previously to overestimate durations by ~ 25% which may account for some differences. Tests showed that the finite difference simulation are highly dependent on path effects and the velocity model used: the 3D velocity model is well-calibrated as a time-to-depth model but is not necessarily well-suited for generating strong internal multiples and scattering.
Another application of the finite-fault simulations has been in exploring the spatial correlation of ground motions in the Groningen field, which is discussed by Stafford et al. (2018) . The ability of the waveform simulations to resolve field-specific path effects, and to scale these to magnitudes beyond which empirical data exist, provides a powerful tool to identify random and systematic components of spatial variations in ground-motion fields. The finite-difference simulations will therefore play a critical role in enabling the end goal of a fully non-ergodic GMM to be realised.
Investigation of wave-propagation effects from point-source through to non-uniform finite-fault ruptures has provided valuable insights into the resulting ground motion fields. It is clear from these analyses that simple adjustment of existing GMPEs would be insufficient to account for the complex features observed. We believe that finite-fault stochastic simulations-guided by full waveform simulations such as the finite-difference method used here-currently provide the best balance between providing a unique location-specific prediction of wave-field effects (and their scaling to finite ruptures), and the robustness afforded by empirical models. In the next generation of fully path-specific non-ergodic ground motion models, full waveform simulations will clearly be a key component.
