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I. INTRODUCTION
The impressive increase in the performance of microelectronic devices during the past few decades has been made possible by continuous transistor scaling based on a reduction in the thickness of the gate dielectric in typical metal-oxide-semiconductor field-effect transistors ͑MOSFETs͒. At present MOSFET scaling approaches a physical limit, as further reduction leads to a large increase in the leakage current due to direct tunneling across the thin silicon dioxide ͑SiO 2 ͒ layer. Several possible approaches to resolve this are being considered, 1-3 but retaining conventional MOSFET design remains an economically attractive choice, and a leading option is just to replace SiO 2 with another oxide of higher dielectric constant ͑high k͒. A high-k oxide would provide higher effective capacitance to a comparable SiO 2 layer, hence allowing thicker layers to be used to reduce losses due to tunneling. The specific choice of oxide is determined by a set of requirements 4 based on both the intrinsic properties of the grown oxide and its integration into the fabrication process, and at present hafnium oxide ͑HfO 2 ͒ remains a leading candidate.
Although progress is being made, high-k oxide devices still suffer from several critical performance issues 5, 6 related mainly to the growth of a SiO 2 interfacial layer and generation of defects in HfO 2 . The interfacial layer leads to a reduction of the dielectric constant and, hence, the effective capacitance of the interface. Defects at the interface and in the bulk oxide trap charge reduce channel mobility ͑deep traps͒, increase leakage current ͑shallow traps͒, 2,7-9 and causing instability of the threshold voltage. 10 In standard MOSFET fabrication, defects in SiO 2 are passivated by hydrogen, but in HfO 2 this causes as many problems as it solves. 11 Various other postdeposition treatments have been tried, especially nitrogen-based, 12 but with little success in reducing fixed charge in the insulator.
General preparation practice has been to fabricate an oxide layer with as thin a SiO 2 interfacial layer as possible, and with a minimal density of defects. Initially, an ideal system was thought to consist of a perfect interface between crystalline silicon and HfO 2 , with no defects, providing maximum effective capacitance and minimum effects on channel mobility and leakage. Theoretical approaches to modeling the Si-HfO 2 interface have taken this ideal as a basis, and several models have been generated. [13] [14] [15] [16] However, the experimental consensus seems to indicate that such an interface structure never exists in reality, and the real interface can be characterized as always Si-SiO x -HfO 2 ͑for example, see Refs. 17 and 18͒. In this study we investigate the stability of the ideal Si-HfO 2 interface with respect to deposition of a nonstoichiometric and stoichiometric HfO x film, and also consider the formation of defects within the film.
II. METHODS
The calculations were performed using the linear combination of atomic orbitals basis SIESTA code, 19, 20 implementing the density functional theory ͑DFT͒ within the generalized gradient approximation. We used the functional of Perdew, Burke, and Ernzerhof. 21 Core electrons are represented by norm-conserving pseudopotentials using the Troullier-Martins parametrization. The pseudopotential for the silicon atom was generated in the electron configuration ͓Ne͔3s 2 3p 2 , for oxygen in ͓1s 2 ͔2s 2 2p 4 , for hafnium in ͓Xe, 4f 14 ͔6s 2 5d 2 , and for hydrogen in 1s 1 , with the square brackets denoting the core electron configurations. The basis set for the combined system was optimized to provide high accuracy and flexibility. The system's properties were converged with respect to k points ͑2 ϫ 2 ϫ 1 mesh͒ and mesh ͑corresponding to an energy cutoff of 150 Ry͒. Initial calculations on silicon, silicon dioxide, and the different bulk phases of hafnia using this setup showed good agreement with experiment. Note that the general underestimation of band gaps in DFT means that absolute values in the calculated band structure have a large error margin. Various, somewhat empirical, methods can be used to correct for this problem, 16, 22 but here we focus on the trends and totalenergy differences between systems.
In addition, electron transport properties were calculated using the Green's function method within the framework of the DFT, 23 with a finite element implementation. 24, 25 This models ballistic tunneling between two leads, and includes both direct and resonant tunnelings. The description of the current is analogous to the Landauer-Büttiker model. 26 The tunneling probabilities are calculated using four k points.
The initial setup of our modeled structure always consists of a periodic slab with four layers of Si͑100͒ forming the ͑2 ϫ 1͒ reconstruction at the surface, with the bottom layer terminated by hydrogen ͑see Fig. 1͒ . The lowest layer silicons and hydrogens were kept frozen during simulations, while all other atoms were relaxed until forces were less than 0.02 eV/ Å. Following previous studies of silicon-hafnia interface growth, 15 all the silicon dangling bonds on the upper silicon surface were terminated by oxygens ͑see Fig. 1͒ . Our interfaces were then grown by cycles of hafnia layer deposition, simulated annealing, and high accuracy relaxation ͑similar to the method used in Ref. 27͒. After depositing a layer of hafnia the whole system is relaxed to the ground state, and we then perform a molecular dynamics simulation using a Nosé thermostat at a temperature of 600 K and a timestep of 5 fs. Once the run is equilibrated, we anneal down to 0 K, and perform a final relaxation. Then the next layer of hafnia is added. This method provides a much better sampling of the energy landscape of possible structures than is possible from static relaxation alone.
To model a nonstoichiometric interface we deposited three layers of cubic HfO ͑with a slightly expanded lattice constant to match the silicon surface͒ onto the surface, providing a final atomic supercell configuration of Hf 24 O 32 on the silicon surface. A stoichiometric interface was produced by depositing a layer of HfO 2 and then a final layer of HfO, giving a final configuration of Hf 16 O 32 . Finally, a fully saturated interface, where there is in principle enough oxygen to saturate all the dangling bonds, was created by adding an additional layer of oxygen atoms on top of the stoichiometric interface, resulting in the configuration Hf 24 O 40 .
III. INTERFACE CHARACTERIZATION

A. Physical structure
Initially we consider just the properties of the interfaces as produced via simulated annealing, i.e., without any modification after annealing and relaxation. Figure 2 shows the final nonstoichiometric interface, and we see clearly deep penetration of interface atoms into the silicon surface. This is a result of two competing processes: ͑i͒ excess oxygen oxidizes the silicon substrate and forms a SiO x suboxide layer. Silicon oxidation is strongly exothermic and is controlled by oxygen diffusion into the Si substrate; ͑ii͒ the oxygen deficiency during the deposition leaves many unsaturated hafnium electrons, causing hafnium to form Hf-Si bonds. The competition between these two processes results in a rather complex bonding configuration of the annealed structure, characterized by the intermixture of hafnium oxide, hafnium silicide, hafnium silicate, and silicon oxide structural elements, which is quite different from the initial ͑un-relaxed͒ structure. In order to analyze the interface structure, it is convenient to divide it into several regions as shown in Fig. 2 : region I consists of the bulk Si atoms of the Si substrate; the interface region II contains mostly silicon suboxide referred to as inter-Si and-O ͑some inter-Si is also in region III͒; region III to V contain Hf and O atoms bonded to each other. The calculated electron densities of states projected ͑PDOS͒ on the atoms in different regions are shown in Fig. 3 .
For the bulk silicon we see a small band gap ͑noting DFT's tendency to underestimate the gap͒, but this gap is of 
043708-2
critical importance-any states from the interface which lie in this gap will form charge traps in the device. For states of oxygen character, we see clearly a large gap between the valence band and weak conduction band. This demonstrates that all the oxygen is used in forming SiO 2 / HfO 2 , as indicated by the structure of the interface. In contrast, however, the inter-Si states and Hf states show clearly metallic character, with occupied states at the Fermi energy-there are significant Hf-Si and Hf-Hf bonds across the interface, resulting in no band gap. Figure 4 shows the final structure for the stoichiometric interface-we see immediately a reduction in the penetration of O and Hf into the interface. In this case Hf does not displace significantly towards the interface, and oxygens only occupy the region between the hafnia layer and the O-terminated silicon surface. The saturation of the hafnium bonds in this stoichiometric structure means that the main structural changes observed during annealing are related to oxidation of the silicon ͓process ͑i͒ described previously͔. Oxygens still penetrate into the upper silicon layer, but interface disruption is much less as they are not competing with Hf. However, if we look at the PDOS of this interface ͑see Fig. 5͒ we see that there is a localized state in the band gap which appears just below the Fermi level in the PDOS of Hf and interface Si atoms-this spans the entire bulk Si gap. Despite the apparent separation in the geometry of the interface, this clearly indicates that metallic bonds are still present-if we plot the charge density associated with this defect state ͑see Fig. 6͒ we can see that the majority of the state's density lies between neighboring Hf atoms. If we examine the coordination of Hf in the interface, we see that in general Hf is four-and five-coordinated near the interfacewell short of the seven-coordination in bulk hafnia.
Noting the presence of these metallic bonds even in the stoichiometric interface, and assuming a constant supply of oxygen from the ambient, we add a saturating layer of oxygen. The resulting structure is shown in Fig. 7 . Here we see that regions I and II are almost identical to the original stoichiometric interface, but that the hafniums responsible for the metallic bonds in region III are now saturated. Figure 8 shows the PDOS for the fully saturated structure. As expected we have a clear band gap in the DOS projections, and no longer see any obvious states in the gap. However, we notice that the valence and conduction band edges for silicon and hafnia match almost exactly, giving zero band offset between them. If we look in detail at Fig. 9 , we see that the narrow hafnia gap, and hence the small offset with silicon, is due to the presence of states of mainly inter-Si character, and some inter-O and -Hf character at about −6 eV. A plot of the electron density around −6 eV ͑see Fig. 9͒ demonstrates the presence of three clear Hf-Si bonds, as well as the expected interface O states. This defect state is characteristic of the oxygen "arm vacancy" reported in previous studies, 28 and if we add an oxygen to this site it forms an Hf-O-Si bond, removing one of the Hf-Si bonds.
B. Defected interfaces
In order to understand more clearly the relationship between the bonding environment of the interface and the re-sulting electronic structure we also considered neutral oxygen vacancies at different regions of the interface ͑see A, B, and C in Fig. 4͒ . Site A is a two-coordinated oxygen bonding to two Hf atoms, site B is a three-coordinated oxygen bonded to Hf, and site C is a two-coordinated oxygen between a Si and a Hf. Removal of an oxygen from the top of the interface at site A has the least influence on the electronic structure of the system ͓see Fig. 10͑a͔͒ , as expected for a site little involved in the interface bonding. Vacancies at sites B and C, however, introduce many states near to the Fermi energy, reflecting the introduction of several dangling and metallic bonds ͓see Figs. 10͑b͒ and 10͑c͔͒ . It is quite easy to see that additional vacancies will result in an electronic structure very similar to that for the nonstoichiometric interface.
The neutral vacancy formation energies ͑with reference to half an oxygen molecule͒ for the top, middle, and interface regions are 4.63, 5.42, and 4.52 eV, respectively-all significantly smaller than the bulk HfO 2 value of 6.48 eV ͑for three-coordinated oxygen in bulk monoclinic hafnia 9 ͒. The top ͑A͒ vacancy has an unusually low formation energy as it is effectively a surface site, but the other two values show that it is much easier to produce a vacancy near to the interface. This agrees with previous studies, 28 and indicates that vacancies are likely to migrate towards the interface if present in the bulk oxide.
C. Electron transport
In order to chracterize the electrical performance of the considered interfaces, let us discuss their electronic conductance in the ballistic regime. 24, 25 The conductance was calculated by positioning the interface models between two electrodes described by a structureless metal ͑jellium͒ model. This method has been shown previously to provide a good model of metal contacts. 29 The electrodes are specified by a charge density or equivalently by the radius ͑r s ͒ of a sphere containing a unit charge ͑e͒. We used r s = 2 for the oxide electrode and r s = 3.1 as the silicon electrode. In our tests the tunnelling results were not particularly sensitive to changes in the jellium charge density ͑assuming we still have metallic leads͒, but detailed understanding would require a full comparison with atomistic leads. However, in this study we are comparing the interface properties rather than the leads, and it is satisfactory to have a standard set of leads for the all the calculations. The conductance of the interfaces can be directly estimated by considering the tunneling probability at the Fermi energy, assuming an infinitesimal bias voltage. The calculated tunneling probabilities as functions of energy are shown in Fig. 11 . Here we also include a benchmark model ͑d͒ based on the interface used in Ref. 14, but slightly reduced in size to make it computationally manageable 28 ͑Fig. 11͒. It is seen in Fig. 12 that the interface structures ͑a͒ and ͑b͒ show clearly metallic behavior, with a large tunneling probability at the Fermi energy. Although in principle the stoichiometric interface ͑b͒ has a much lower density of metallic bonds, it is clear that in both cases two channels with roughly unit probability dominate the transport-the localized defect state in the gap of system ͑b͒ plays an equivalent role in transport to the fully metallic interface ͑a͒. The saturation of dangling bonds in the model ͑c͒ results in a reduction of the tunneling probability, but it remains significant at the Fermi energy, again emphasizing the dominance of metallic bonds in the tunneling profile.
Another factor strongly affecting the tunneling probability is the thickness of the dielectric layer. This is seen by comparing interfaces ͑c͒ and ͑d͒. The latter model is almost twice as thick as the former one. As a result, the tunneling probability at the Fermi level through model ͑d͒ is almost an order of magnitude smaller, despite the very similar electronic structure of two models. We can also compare to some degree the transport results for the benchmark interface with those reported previously. 14 Assuming Ohmic behavior we can extrapolate our zero bias conductance to roughly estimate the current density at 1 V. We obtain a value of about 10 7 A/cm 2 , which is several orders of magnitude larger than the results in Ref. 14 but quite close to the current density when certain defects are present. This significant difference is dominated by the choice of leads in the two works, as we use metallic leads, whereas atomistic bulk silicon leads have been used in Ref. 14.
IV. CONCLUSIONS
Using first principles calculations and simulated annealing we have generated three model hafnia-silicon interfaces. For a nonstoichiometric interface we find that the severe undercoordination of hafnium atoms causes them to diffuse towards the silicon surface. We also see that oxygen tends to penetrate the silicon surface and oxidize Si-Si back bonds. The resulting interface contains several Hf-Si bonds, and is metallic. A stoichiometric interface is much more stable in terms of hafnium atoms penetrating the silicon surface, but we still find that the propensity of silicon to form silicon dioxide leaves dangling hafnium bonds. They can only be saturated by silicons, and localized defect states appear in the silicon band gap. Adding a terminating oxygen layer to this interface saturates most of the metallic bonds, opening a significant band gap with no defect states. However, a few weak Hf-Si bonds remain, reducing the gap width and resulting in zero offset between hafnia and silicon bands. Our electron transport simulations emphasize the influence of even a small number of metallic bonds across the interface, with significant tunneling probabilities observed at the Fermi energy for all the interfaces considered.
In general, despite initially following the bonding rules established in Ref. 15 we find that the static picture of the interface is not physical, and at finite temperature, idealistic interface models break down. We find that the propensity of oxygen to diffuse into silicon to form a silicon dioxide layer results in a high probability of dangling Hf bonds being created. If the density of dangling bonds is high enough this results in Hf diffusion towards the interface, but even in for a system with excess oxygen ͑i.e., the saturated stoichiometric interface͒ this encourages the generation of some weak Hf-Si bonds. These metallic bonds significantly reduce the effective band gap at the interface and the band offset with silicon, and are a dominant channel for electron transport.
If we compare our simulated growth method to experiments, it is clear that the direct deposition of O and Hf species onto the surface is most comparable to pulsed laser deposition 30, 31 and remote plasma oxidation. [32] [33] [34] In these techniques either Hf or Hf and O directly reacts with the surface, and the resulting interface depends strongly on the nature of the surface and the ambient oxygen pressure. As our calculations predict, these experiments demonstrate the particular sensitivity of silicide formation ͑Hf-Si bonds͒ on the stoichiometry of the oxide and oxygen pressure. 31 Furthermore, they show that deposition of severely undercoordinated Hf on a fully formed silicon oxide layer results in diffusion of oxygen out of silica in an attempt to form a stoichiometric hafnia layer. Our results suggest that this process cannot be sustained, and without an external source of oxygen, silicide formation will result.
The obvious implication of this discussion is that the interface structure must be stabilized to prevent diffusion of hafnium and oxygen. Two possibilities immediately suggest themselves: ͑i͒ if the SiO 2 layer on the silicon surface is already fully formed and a significant ambient oxygen pressure exist ͑free oxygen interstitials are highly mobile in monoclinic hafnia, and hence can easily diffuse to heal the interface 35 ͒, lattice oxygen atoms will have less incentive to diffuse to the interface. Despite the reduction in effective dielectric constant, the benefits of a stable interface may make this a more effective design; ͑ii͒ the interface could be stabilized externally, e.g., if dangling hafnium bonds are saturated by some other species during growth, it may prevent metallization. Simulations 28 suggest that in atomic layer deposition ͑and by implication, also chemical vapor deposi-tion͒, the chemical precursors stabilize the interface by saturating dangling bonds, allowing a cleaner structure to form. Both these directions are the topics of future studies. FIG. 11 . ͑Color online͒ Relaxed structure of the benchmark interface Ref. 28 11 . ͓interface ͑d͒ in the text͔. Note that oxygen atoms at the right of the interface form further bonds with hafnium atoms in the next periodic cell. 
