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Abstract
The aim of this article is to study degeneration of the variations of Hodge
structure associated to a proper semistable morphism from a Ka¨hler manifold. We
prove that the weight filtrations constructed in [8] coincide with the monodromy
weight filtrations on the relative log de Rham cohomology groups of the proper
semistable morphism. Moreover, we show that the limiting mixed Hodge structures
form admissible variations of mixed Hodge structure.
1 Introduction
1.1. Let Y be a complex manifold and E a reduced simple normal crossing divisor on
Y . A morphism f : X −→ Y from a complex manifold X to Y is said to be semistable
(along E) if D = f ∗E is a reduced simple normal crossing divisor on X and if f is log
smooth in the sense of Kato [15] (for the precise definition, see Definition 3.1). Under the
assumption for X being a Ka¨hler manifold, a proper semistable morphism f : X −→ Y
along E induces variations of Hodge structure Rqf∗QX |Y \E for all q, because f is smooth
over Y \E. In this article, as well as [8], [9], we study the degeneration of these variations
of Hodge structure from the algebro-geometric viewpoint. Because the question is of local
nature, we treat the case of Y = ∆k × S and E = {t1t2 · · · tk = 0}, where ∆k is the
k-dimensional polydisc with the coordinate functions t1, t2, . . . , tk and S is a complex
manifold.
1.2. For the case of Y = ∆k, the degeneration of an abstract polarized variation of
Hodge structure on Y \E = (∆∗)k is intensively studied by Cattani, Kaplan, Kashiwara,
Kawai, Schmid and others, apart from the morphism f . Here we briefly review some of
their results for the case of unipotent monodromy.
Let (V, (V, F )) be a polarizable variation of R-Hodge structure of weight m on
Y \ E = (∆∗)k. The universal covering π : Hk −→ Y \ E is given by
π∗ti = exp(2π
√−1si), i = 1, 2, . . . , k
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where Hk is a product of the upper half plane H with the coordinate (s1, s2, . . . , sk). Then
VR = Γ(H
k, π−1V) is a finite dimensional R-vector spaces. The covering transformation
si 7→ si + 1 induces the monodromy automorphism Ti on VR for i = 1, 2, . . . , k.
In the following, we assume that the local system V is of unipotent monodromy, i.e.
Ti is unipotent for all i. The canonical extension of V = OY ∗ ⊗V in the sense of Deligne
[2] is denoted by V˜. For a subset I ⊂ {1, 2, . . . , k}, we set
Y [I] =
⋂
i∈I
{ti = 0}
Y [I]∗ = Y [I] \ (Y [I] ∩
⋃
j /∈I
{tj = 0})
as in 3.6 below.
By Theorem (4.12) and Theorem (6.16) in[19] and by Theorem (3.3) in [1], we have
the following (see also [23, §3], [7, §5]):
(1.2.1) The filtration F extends to the canonical extension V˜ with the property that
GrpF V˜ is locally free of finite rank for all p.
(1.2.2) For a subset K ⊂ {1, 2, . . . , k}, there exists a unique finite increasing filtration
W (K) on VR such that the nilpotent endomorphism (
∑
i∈K ci log Ti)
l induces
an isomorphism
Gr
W (K)
l VR
≃−→ GrW (K)−l VR
for any l ∈ Z≥0 and for any (ci)i∈K with ci ∈ R>0 for all i ∈ K.
(1.2.3) For two subsets K ⊂ J ⊂ {1, 2, . . . , k}, the endomorphism (∑i∈J\K ci log Ti)l
induces an isomorphism
Gr
W (J)
l+a Gr
W (K)
a VR
≃−→ GrW (J)−l+a GrW (K)a VR
for any l ∈ Z≥0, for any a ∈ Z and for any (ci)i∈J\K with ci ∈ R>0 for all
i ∈ J \K.
(1.2.4) For a subset I ⊂ {1, 2, . . . , k}, the data
(OY [I] ⊗OY V˜ ,W (I)[m], F )|Y [I]∗
underlies an admissible variation of R-mixed Hodge structures on Y [I]∗.
Here we remark that Y [I]∗ = (∆∗)I is the product of k − |I| punctured discs with the
coordinate functions ti for i ∈ I = {1, 2, . . . , k} \ I, and that the R-local system on Y [I]∗
associated to the variation of R-mixed Hodge structure in (1.2.4) is given by the finite
dimensional R-vector space VR equipped with the automorphisms (Ti)i∈I .
1.3. The goal of this article is to carry out the de Rham theoretic realization of (1.2.1)–
(1.2.4) for the variation of Q-Hodge structures induced by a proper semistable morphism
f : X −→ Y from a Ka¨hler manifold X as in 1.1.
For the case of k = 1, Steenbrink proved this analogy in [20] and [21] (see also El
Zein [5], Guillen-Navarro Aznar [13], Saito [18], Usui [24]). For the case of k ≥ 2, parts
of Steenbrink’s results were generalized in [8].
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Here, focusing on the case of k ≥ 2, we review previous results and explain the
relation between the results in this article and the author’s previous results in [8] and
[9]. For simplicity, we assume Y = ∆k and E = {t1t2 · · · tk = 0} for a while. Moreover,
we simplify the presentation at the cost of technical accuracy in the remaining of this
introduction.
1.4. Let X be a Ka¨hler manifold and f : X −→ Y = ∆k a proper semistable morphism.
The divisor defined by the function f ∗ti on X is denoted by Di for i = 1, 2, . . . , k. Then
D = f ∗E = D1 +D2 + · · ·+Dk. We set
V = Rqf∗Q|Y \E , V = Rqf∗ΩX/Y |Y \E
for a fixed q ∈ Z. The filtration on V induced by the stupid filtration on ΩX/Y is denoted
by F . Then the data (V, (V, F )) is a variation of Q-Hodge structure of weight q on
Y ∗ = Y \ E = (∆∗)k. In [25], Usui stated that
V˜ = Rqf∗ΩX/Y (logD)
is the canonical extension of V, which implies that the local system V is of unipotent
monodromy (see Remark 7.8 below). Since V˜ is locally free, the canonical morphism
OY [I] ⊗ V˜ = OY [I] ⊗ Rqf∗ΩX/Y (logD) −→ Rqf∗(f−1OY [I] ⊗f−1OY ΩX/Y (logD)) (1.4.1)
is an isomorphism for all I ⊂ {1, 2, . . . , k}. In particular, we have the isomorphism
V˜(0) = C(0)⊗ V˜ ≃ Rqf∗(f−1C(0)⊗f−1OY ΩX/Y (logD)) (1.4.2)
for the case of I = {1, 2, . . . , k}. The stupid filtration on ΩX/Y (logD) induces a finite
decreasing filtration F on V˜ and on V˜(0). In [8], it was proved that there exists a
finite increasing filtration L on V˜(0) such that (V˜(0), L, F ) underlies a Q-mixed Hodge
structure. As a by-product, it is also proved that the filtration F satisfies the property
(1.2.1), i.e. GrpF V˜ is locally free of finite rank for all p. The difficulty comes from
the fact that it is impossible to define the filtration L on f−1C(0) ⊗f−1OY ΩX/Y (logD)
directly. In order to define the filtration L, a complex sB(f) = sB{1,2,...,k}(f) and a
quasi-isomorphism
f−1C(0)⊗f−1OY ΩX/Y (logD) −→ sB(f),
were constructed in [8]. (Here we adopt the notation sB(f) as in Definition 4.3 instead
of sBX(D1, . . . , Dk) used in [8].) By (1.4.2) above, we have the isomorphism
V˜(0) ≃ Hq(X0, sB(f))
where X0 = f
−1(0) is the fiber of f over the point {0} ∈ ∆k. Then the filtration L above
was defined on sB(f) in [8], which induces the desired properties. In fact, a filtration
L(K) on sB(f) is defined for any subset K ⊂ {1, 2, . . . , k} (see Definition 4.6), and
the filtration L above is nothing but L({1, 2, . . . , k}). By interpreting Theorem (4.1) in
[9] in terms of (sB(f), L(K)), we obtain the E2-degeneration of the spectral sequence
associated to the filtered complex (sB(f), L(K)) for any K ⊂ {1, 2, . . . , k}.
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1.5. The main results in [8] and [9] explained above are “point-wise” in the sense that
these results concern the complex sB(f), which computes V˜(0) as mentioned above. In
this article, “local” structure of V˜ is to be investigated. In other words, not only V˜(0)
but also OY [I] ⊗ V˜ are considered for all I ⊂ {1, 2, . . . , k}. As in the case of sB(f), a
complex sBI(f) and a quasi-isomorphism
f−1OY [I] ⊗f−1OY ΩX/Y (logD) −→ sBI(f)
for every I ⊂ {1, 2, . . . , k} are to be constructed (see Definition 4.3 and Definition 4.10
for the precise definition). Then an increasing filtration L(K) on sBI(f) is constructed
for every K ⊂ I. Combining with the isomorphism (1.4.1), we obtain the filtration L(K)
on OY [I] ⊗ V˜ for K ⊂ I. (The compatibility of the filtration L(K) with respect to the
restriction is checked in Proposition 7.12.) Then the main result of [8] recalled above is
generalized in Theorem 8.2, which states that
(OY [I] ⊗ V˜ , L(I), F )|Y [I]∗ (1.5.1)
underlies a graded polarizable variation ofQ-mixed Hodge structures. On the other hand,
the E2-degeneration above for (sB(f), L(K)) is generalized in Theorem 8.4, which states
that the spectral sequence associated to the filtered complex (sBI(f), L(K)) degenerates
at E2-terms for any K ⊂ I.
1.6. As pointed out in Example 1.5 in [7], the local freeness of
GrpF Gr
L(I)
m (OY [I] ⊗ V) (1.6.1)
is an indispensable condition for the semipositivity theorem. Theorem 8.10 below states
such local freeness in a more generalized form.
Theorem 9.3, the main result of this article, states that the family of filtrations
{L(J)}J⊂I on Rn(fI)∗sBI(f) satisfies the properties (1.2.2) and (1.2.3) for any I ⊂
{1, 2, . . . , k}. More precisely, it states that the morphism N(J\K)|I(f ; c)l (for the defini-
tion, see (5.16.1) in Definition 5.16 below) induces an isomorphism
Gr
L(J)
l+m Gr
L(K)
m R
n(fI)∗sBI(f)
≃−→ GrL(J)−l+mGrL(K)m Rn(fI)∗sBI(f) (1.6.2)
for all K ⊂ J ⊂ I ⊂ {1, 2, . . . , k}, for all l, m, n ∈ Z with l ≥ 0 and for all c = (ci)i∈J\K
with ci ∈ R>0 for all i ∈ J \ K as in (1.2.3). For the case of K = ∅, the isomorphism
above stands for (1.2.2) because L(∅) is the trivial filtration.
The proof of this theorem is by induction on the dimension of Y . Since the E1-
terms of the spectral sequence associated to the filtered complex (R(fI)∗sBI(f), L(K))
are described in terms of the data obtained from proper semistable morphism over a lower
dimensional polydisc, the induction hypothesis and the E2-degeneracy of this spectral
sequence implies the isomorphism (1.6.2) for K 6= ∅. Then the uniqueness of the relative
monodromy weight filtration implies that L(J) coincides with the filtration W (J) in
(1.2.2) and (1.2.3) as desired. Then the admissibility of the variation of Q-mixed Hodge
structure (1.5.1) on Y [I]∗ follows from this theorem.
1.7. By considering Y = ∆k × S instead of Y = ∆k, we have technical advantage as
follows. For a subset I ⊂ {1, 2, . . . , k}, we often encounter the situation that an object
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in question is to be considered over Y [I]∗ = (∆∗)I × S, where (∆∗)I is the product of
k− |I| punctured discs with the coordinate functions ti for i ∈ I = {1, 2, . . . , k} \ I as in
1.2. In such a case, we may replace Y by its open subset ∆I × (∆∗)I × S and can start
with ∆I × S ′ by setting S ′ = (∆∗)I × S, where ∆I is the |I|-dimensional polydisc with
the coordinate functions ti for i ∈ I. Thus we may assume I = {1, 2, . . . , k} without loss
of generality in the case where the object in question is considered over Y [I]∗.
1.8. In [12], Green and Griffiths raised the question that the filtration L in [8] coincides
with the monodromy weight filtration. The main result of this article is the affirmative
answer to their question.
It is expected that the results in this article give the alternative proof of the fact
that Rqf∗ΩX/Y (logD) underlies a logarithmic Hodge structure of weight q in the sense
of Kato-Usui (cf. [16, Definition 2.6.5]). However, we will not discuss this question in
this article.
1.9. This article is organized as follows. Section 2 presents some preliminaries. For the
later use, we prove several lemmas concerning compatibility of taking the cohomology
and the operations Gr and ⊗L for a complex of sheaves. In Section 3, we give the
precise definition of the semistable morphism. Moreover, we fix the notation which is
constantly used in this article. In Section 4, we construct the complex sBI(f) and
study its properties in detail. Section 5 is devoted to the computation of the Gauss-
Manin connection in terms of the complex sBI(f). In Section 6, we construct rational
structures for sBI(f), which play important roles in the following sections. Section 7
deals with the case where the semistable morphism f is proper. By using the rational
structures constructed in the last section, we prove that the higher direct image sheaves
of sBI(f) are locally free of finite rank. In Section 8, we show that the data (1.5.1)
is a graded polarizable variation of Q-mixed Hodge structure on Y [I]∗. Moreover, the
E2-degeneracy of the spectral sequence and the local freeness of (1.6.1) mentioned in 1.5
and 1.6 are proved. In the final section, Section 9, we prove that our weight filtrations
coincide with the monodromy weight filtrations and that the variation of mixed Hodge
structure (1.5.1) on Y [I]∗ above is admissible.
Notation
1.10. The cardinality of a finite set A is denoted by |A|.
1.11. Once we fix a set A, the complement of a subset B ⊂ A is denoted by B, that is,
B = A \B.
1.12. For a finite set I,
ZI =
⊕
i∈I
Zei
is the free Z-module of rank |I| generated by {ei}i∈I . We set eI =
∑
i∈I ei ∈ ZI . For
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q =
∑
i∈I qiei ∈ ZI , we set |q| =
∑
i∈I qi. We also use the convention
ZI≥0 = {q =
∑
i∈I
qiei ∈ ZI ; qi ≥ 0 for all i}
ZI>0 = {q =
∑
i∈I
qiei ∈ ZI ; qi > 0 for all i}.
For a subset J of I, we canonically have
ZI = ZJ ⊕ ZI\J
which induces the canonical inclusion ZJ −→ ZI and the canonical projection ZI −→ ZJ .
For the case of I = {1, 2, . . . , k} we use Zk instead of ZI . Similarly, we write e instead
of eI . As usual, we write q = (q1, q2, . . . , qk) for q =
∑k
i=1 qiei ∈ Zk. We use the notation
QI , RI , RI>0, C
I etc. in the same way as above.
1.13. Let Λ be a set. We denote the set of all the subsets of Λ is denoted by S(Λ).
Moreover, we set
Sn(Λ) = {Γ ∈ S(Λ); |Γ| = n}
for n ∈ Z. If a decomposition into disjoint union
Λ =
k∐
i=1
Λi
is given, we set
Sq(Λ) = {Γ ∈ S(Λ); |Γ ∩ Λi| = qi for any i ∈ J}
S≥q(Λ) = {Γ ∈ S(Λ); |Γ ∩ Λi| ≥ qi for any i ∈ J}
S≤q(Λ) = {Γ ∈ S(Λ); |Γ ∩ Λi| ≤ qi for any i ∈ J}
for q ∈ ZJ and for J ⊂ {1, 2, . . . , k}. Moreover, we set
Sqn(Λ) = Sn(Λ) ∩ Sq(Λ), S≥qn (Λ) = Sn(Λ) ∩ S≥q(Λ), S≤qn (Λ) = Sn(Λ) ∩ S≤q(Λ)
for n ∈ Z.
1.14. Let X be a topological space, Y ⊂ X a closed subspace, ι : Y →֒ X the inclusion
and OY a sheaf of rings on Y . The direct image ι∗ gives us an equivalence of the
following two abelian categories: the category of OY -modules on Y and the category of
ι∗OY -modules on X whose support is contained in Y . The quasi-inverse is given by ι−1.
Since the functors ι∗ and ι−1 are exact functors, this equivalence can be extended to the
filtered objects. Then the functors ι∗ and ι−1 commute with the functor Gr canonically.
Moreover the equivalence above also can be extended to the (filtered) derived categories.
Taking into account of these equivalences, we usually omit the symbols ι∗ and ι−1 for
OY -modules on Y and for ι∗OY -modules on X whose support is contained in Y . Hence
a sheaf of ι∗OY -module on X whose support is contained in Y is usually considered as
a sheaf of OY -module on Y and vice versa. We use the same convention for complexes.
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1.15. For the tensor product of modules, sheaves, complexes etc., we omit the base ring
and use the symbol ⊗ simply, if there is no danger of confusion. Similarly we use ⊗L for
the derived tensor product.
1.16. Let X be a complex analytic space and x ∈ X a point of X . The residue field
OX,x/mx (≃ C) is denoted by C(x). The tensor product C(x)⊗OX,xFx is simply denoted
by C(x) ⊗ F for an OX-module F . We use the same notation for a complex of OX-
modules. Similarly, we simply use the symbol C(x)⊗L for the derived tensor product.
2 Preliminaries
2.1. In this section (X,OX) denotes a commutative and unitary ringed space, i.e. OX
is a sheaf of commutative and unitary rings on X . We usually use the symbol X instead
of (X,OX) if there is no danger of confusion.
Definition 2.2. Let L andM be OX -modules on X and F a finite decreasing filtration
on M. Then we define a finite decreasing filtration F on L ⊗M by setting
F p(L⊗M) = Image(L ⊗ F pM−→ L⊗M)
for all p.
Remark 2.3. We have the canonical surjective morphisms
L⊗ F pM−→ F p(L ⊗M) (2.3.1)
L⊗GrpF M−→ GrpF (L ⊗M) (2.3.2)
by definition.
Remark 2.4. If GrpF M is OX -flat for all p, then the canonical morphism (2.3.1) is an
isomorphism for all p. Therefore the canonical morphism (2.3.2) is an isomorphism for
all p. In particular, the canonical morphism (2.3.2) is an isomorphism for all p if GrpF M
is a locally free OX -module of finite rank for all p.
Remark 2.5. For the case that OX is the constant sheaf Q, the canonical morphisms
(2.3.1) and (2.3.2) are isomorphisms for all p.
2.6. Let L,M be OX-modules and F,G finite decreasing filtrations on M. Then F,G
induces the filtrations F,G on L⊗M respectively as in Definition 2.2. Then the filtration
G on GrpF (L⊗M) is induced for all p. On the other hand, G induces the filtration G on
GrpF M, which induces the filtration G on L ⊗GrpF M for all p. Similarly, the filtration
F is induced on GrqGM and on L⊗GrqGM for all q. It is easy to see that the morphism
(2.3.2) preserves the filtration G on the both sides.
Lemma 2.7. In the situation above, we assume that GrqGGr
p
F M is a locally free OX-
module of finite rank for all p, q. Then the filtrations G on L⊗GrpF M and on GrpF (L⊗M)
coincide under the canonical isomorphism (2.3.2). In particular, the canonical morphism
(2.3.2) induces the isomorphism
GrqG(L ⊗GrpF M) −→ GrqGGrpF (L ⊗M)
for all p, q.
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Proof. Because the question is of local nature, we may assume that there exists a splitting
GrqGGr
p
F M−→ F pM∩GqM
of the canonical surjection
F pM∩GqM−→ GrqGGrpF M
for all p, q. The image of this splitting is denoted byMp,q for a while. By using the fact
that there exists the canonical isomorphism GrpF Gr
q
GM ≃ GrqGGrpF M for all p, q, we
obtain the direct sum decomposition
M =
⊕
p,q
Mp,q
such that
F pM =
⊕
p′≥p
Mp′,q, GqM =
⊕
q′≥q
Mp,q′
for all p, q. Then the conclusion is clear.
Remark 2.8. For the case of OX = Q, the conclusion of the lemma above holds true
without any assumption. Namely, we have the following: Let L,M be Q-sheaves on a
topological space X , and F,G finite decreasing filtrations onM. Then the the filtrations
G on L⊗QGrpF M and on GrpF (L⊗QM) are identified under the canonical isomorphism
(2.3.2). (cf. [3, (1.4.3)].)
Definition 2.9. Let L,M be OX-modules and F1, F2, . . . , Fl finite decreasing filtrations
on M. For any i with 1 ≤ i ≤ l − 1, the filtration Fj for i+ 1 ≤ j ≤ l on
GrpiFi Gr
pi−1
Fi−1
· · ·Grp2F2 Grp1F1 M
is defined inductively on i. This filtration Fj induces the filtration Fj on
L⊗GrpiFi Gr
pi−1
Fi−1
· · ·Grp2F2 Grp1F1 M
as in Definition 2.2. We have the canonical morphism (2.3.2)
L ⊗GrpiFi Gr
pi−1
Fi−1
· · ·Grp2F2 Grp1F1 M−→ GrpiFi(L ⊗Gr
pi−1
Fi−1
· · ·Grp2F2 Grp1F1 M) (2.9.1)
for Fi on Gr
pi−1
Fi−1
· · ·Grp2F2 Grp1F1 M, which preserves the filtration Fi+1, Fi+2, . . . , Fl on the
both sides. Thus the canonical morphism
L ⊗GrpiFi Gr
pi−1
Fi−1
· · ·Grp2F2 Grp1F1 M−→ GrpiFi Gr
pi−1
Fi−1
· · ·Grp2F2 Grp1F1(L ⊗M) (2.9.2)
is obtained for any i with 1 ≤ i ≤ l as the composite
L ⊗GrpiFi Gr
pi−1
Fi−1
Gr
pi−2
Fi−2
· · ·Grp2F2 Grp1F1 M−→ GrpiFi(L ⊗Gr
pi−1
Fi−1
Gr
pi−2
Fi−2
· · ·Grp2F2 Grp1F1 M)
−→ GrpiFi Gr
pi−1
Fi−1
(L⊗Grpi−2Fi−2 · · ·Grp2F2 Grp1F1 M)
· · ·
−→ GrpiFi Gr
pi−1
Fi−1
· · ·Grp2F2(L ⊗Grp1F1 M)
−→ GrpiFi Gr
pi−1
Fi−1
· · ·Grp2F2 Grp1F1(L ⊗M),
where each step is the morphism induced by the canonical morphism (2.9.1). The canon-
ical morphism (2.9.2) preserves the filtration Fi+1, Fi+2, . . . , Fl on the both sides.
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Lemma 2.10. Let M be an OX-module and F1, F2, . . . , Fl finite decreasing filtrations
on M. If the OX-module
GrplFl Gr
pl−1
Fl−1
· · ·Grp2F2 Grp1F1 M
is locally free of finite rank for all p1, p2, . . . , pl, then
GrpFj Gr
pi
Fi
Gr
pi−1
Fi−1
· · ·Grp2F2 Grp1F1 M
is locally free of finite rank for 1 ≤ i < j ≤ l and for all p, p1, p2, . . . , pi.
Proof. For the case of i = l − 1, we have nothing to prove. For i < j, if we assume that
the OX -module
GrpFj Gr
pi
Fi
Gr
pi−1
Fi−1
· · ·Grp2F2 Grp1F1 M≃ GrpiFi GrpFj Gr
pi−1
Fi−1
· · ·Grp2F2 Grp1F1 M
is locally free of finite rank for all pi, then the OX-module
GrpFj Gr
pi−1
Fi−1
· · ·Grp2F2 Grp1F1 M
is locally free of finite rank. Thus we obtain the conclusion by the descending induction
on i.
Lemma 2.11. Let L and M be OX-modules and F1, F2, . . . , Fl finite decreasing fil-
trations on M. If the OX-module GrplFl Gr
pl−1
Fl−1
· · ·Grp2F2 Grp1F1 M is locally free of finite
rank for all p1, p2, . . . , pl, then the canonical morphism (2.9.2) is an isomorphism for all
p1, p2, . . . , pi, under which the filtrations Fi+1, Fi+2, . . . Fl are identified on the both sides.
Proof. We proceed by induction on i. By Lemma 2.7 and Lemma 2.10, the canonical
morphism
L ⊗Grp1F1 M−→ Grp1F1(L ⊗M)
is an isomorphism, under which the filtrations F2, F3, . . . , Fl are identified on the both
sides. Thus the case of i = 1 is proved. By Lemma 2.7 and Lemma 2.10 again, the
canonical morphism
L ⊗GrpiFi Gr
pi−1
Fi−1
· · ·Grp2F2 Grp1F1 M−→ GrpiFi(L ⊗Gr
pi−1
Fi−1
· · ·Grp2F2 Grp1F1 M) (2.11.1)
is an isomorphism, under which the filtrations Fi+1, Fi+2, . . . , Fl are identified on the
both sides. By the induction hypothesis, the canonical morphism
L ⊗Grpi−1Fi−1 · · ·Grp2F2 Grp1F1 M−→ Gr
pi−1
Fi−1
· · ·Grp2F2 Grp1F1(L⊗M) (2.11.2)
is an isomorphism under which the filtrations Fi, Fi+1, Fi+2, . . . , Fl are identified on the
both sides. Therefore the isomorphism (2.11.2) induces the isomorphism
GrpiFi(L ⊗Gr
pi−1
Fi−1
· · ·Grp2F2 Grp1F1 M) −→ GrpiFi Gr
pi−1
Fi−1
· · ·Grp2F2 Grp1F1(L ⊗M) (2.11.3)
under which the filtrations Fi+1, Fi+2, . . . , Fl are identified on the both sides. Composing
the isomorphisms (2.11.1) and (2.11.3), we obtain the conclusion.
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Remark 2.12. For the case of OX = Q, the conclusion of the lemma above also
holds true without any assumption. Namely, we have the following: Let L,M be Q-
sheaves on X and F1, F2, . . . , Fl finite decreasing filtrations on M. Then the canonical
morphism (2.9.2) is an isomorphism for all p1, p2, . . . , pi, under which the filtrations
Fi+1, Fi+2, . . . , Fl are identified on the both sides.
Definition 2.13. Let K be a complex of OX -modules on X and F a finite decreasing
filtration on K. We say that (K,F ) (or F on K) is strict if the differential d : Kp −→
Kp+1 is strictly compatible with F for all p.
Lemma 2.14. Let K be a complex of OX-modules and F1, F2, . . . , Fl finite decreasing
filtrations on K. We assume that (GrpiFi Gr
pi−1
Fi−1
· · ·Grp1F1 K,Fj) is strict for 0 ≤ i < j ≤ l.
(For i = 0, we mean that (K,Fj) is strict for all j.) Then there exists an isomorphism
Ha(GrpiFi Gr
pi−1
Fi−1
· · ·Grp1F1 K) ≃ GrpiFi Gr
pi−1
Fi−1
· · ·Grp1F1 Ha(K)
for any i with 1 ≤ i ≤ l and for all a, p1, p2, . . . , pi, under which the filtration Fj is
identified on the both sides for any j with i < j ≤ l.
Proof. From the assumption that (K,F1) is strict, we have the isomorphism
Ha(Grp1F1 K) ≃ Grp1F1 Ha(K) (2.14.1)
for all a, p1, under which the filtration Fj is identified on the both sides by the lemma
on two filtrations [4, Proposition (7.2.5)] and by the strictness of Fj on Gr
p1
F1
K for
j = 2, 3, . . . , l. Thus we have the isomorphism
Ha(Grp2F2 Gr
p1
F1
K) ≃ Grp2F2 Ha(Grp1F1 K)
for all p2 by the strictness of F2 on Gr
p1
F1
K. Lemma on two filtrations implies that the
filtration Fj on the left hand side is identified with Fj on the right hand side by the
strictness of Fj on Gr
p2
F2
Grp1F1 K for j = 3, 4, . . . , l. Combining with the isomorphism
(2.14.1), we obtain the conclusion for i = 2. By applying this procedure repeatedly, we
obtain the conclusion for i = 1, 2, . . . , l.
Definition 2.15. Let K be a complex of OX -modules on X and F a finite decreasing
filtration on K. We say that (K,F ) (or F on K) is strongly strict if (K,F ) is strict and
if Ha(GrpF K) is a locally free OX-module of finite rank for all a, p.
Remark 2.16. If (K,F ) is strongly strict, then we have the following:
(2.16.1) The sequence
0 −−−→ Ha(F p−1K) −−−→ Ha(F pK) −−−→ Ha(GrpF K) −−−→ 0
is exact for all a, p. In particular, the canonical morphism
Ha(F pK) −→ F pHa(K)
is an isomorphism for all a, p.
(2.16.2) The OX-module Ha(F pK) is locally free of finite rank for all a, p.
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Remark 2.17. The notion of strong strictness is well-defined in the filtered derived
category in the following sense. If (K1, F ) and (K2, F ) are isomorphic in the filtered
derived category, then (K1, F ) is strongly strict if and only if (K2, F ) is strongly strict.
Lemma 2.18. Let (K,F ) be a filtered perfect complex of OX-modules and F an OX-
module. The filtered derived tensor product is denoted by (F ⊗L K,F ), where F is
considered as a filtered object by the trivial filtration F 0F = F , F 1F = 0. If (K,F ) is
strongly strict, then (F ⊗L K,F ) is strict and the canonical morphisms
F ⊗ Ha(F pK) −→ Ha(F ⊗L F pK) (2.18.1)
F ⊗ Ha(GrpF K) −→ Ha(F ⊗L GrpF K) (2.18.2)
are isomorphisms for all a, p. In particular, (A ⊗L K,F ) is strongly strict as a filtered
complex of A-modules for a commutative OX-algebra A.
Proof. The canonical morphism (2.18.2) is an isomorphism because Ha(GrpF K) is locally
free for all a, p. Then we have the commutative diagram with exact rows
0 −−−→ F ⊗Ha(F p+1K) −−−→ F ⊗Ha(F pK) −−−→ F ⊗ Ha(GrpF K) −−−→ 0y y y≃
Ha(F ⊗L F p+1K) −−−→ Ha(F ⊗L F pK) −−−→ Ha(F ⊗L GrpF K)
because (K,F ) is strongly strict. Then the easy diagram chasing shows that the second
row in the diagram above fits in the exact sequence
0 −−−→ Ha(F ⊗L F p−1K) −−−→ Ha(F ⊗L F pK) −−−→ Ha(F ⊗L GrpF K) −−−→ 0
and the canonical morphism (2.18.1) is an isomorphism for all a, p by descending induc-
tion on p. The injectivity of the morphism
Ha(F ⊗L F p+1K) −→ Ha(F ⊗L F pK)
for all p implies that (F ⊗L K,F ) is strict.
For the case where X is a complex manifold, we have the following results.
Lemma 2.19. Let X be a complex manifold and (K,F ) a filtered perfect complex such
that Ha(K) is locally free of finite rank for all a. Then (K,F ) is strongly strict if and
only if (C(x)⊗L K,F ) is strict for every point x ∈ X.
This lemma is a direct consequence of Lemma 3.4 (iv) in [7]. However, the proof of
Lemma 3.4 (iv) in [7] is somewhat misleading. So, we restate the result and complete
the proof.
Lemma 2.20 (Lemma 3.4 (iv) of [7]). Let (K,F ) be a filtered perfect complex on a
complex manifold X. Assume that the function X ∋ x 7→ dimHq(C(x) ⊗L K) is locally
constant. If the morphisms
d(x) : (C(x)⊗L K)q−1 −→ (C(x)⊗L K)q,
d(x) : (C(x)⊗L K)q −→ (C(x)⊗L K)q+1 (2.20.1)
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are strictly compatible with the filtration F (C(x)⊗L K) for all x ∈ X, then Hq(GrpF K)
and Hq(F pK) are locally free of finite rank, the canonical morphisms
C(x)⊗ Hq(GrpF K) −→ Hq(C(x)⊗L GrpF K)
C(x)⊗ Hq(F pK) −→ Hq(C(x)⊗L F pK) (2.20.2)
are isomorphisms for all p and for all x ∈ X, and the differentials
d : Kq−1 −→ Kq
d : Kq −→ Kq+1 (2.20.3)
are strictly compatible with the filtration F .
Proof. Note that we have the canonical isomorphisms
C(x)⊗L F pK ≃ F p(C(x)⊗L K)
C(x)⊗L GrpF K ≃ GrpF (C(x)⊗L K)
by the definition of filtered derived tensor product. We obtain the exact sequences
0 −−−→ Hq(C(x)⊗L F p+1K) −−−→ Hq(C(x)⊗L F pK)
−−−→ Hq(C(x)⊗L GrpF K) −−−→ 0
(2.20.4)
from the assumption that the differentials (2.20.1) are strictly compatible with the fil-
tration F . Thus we have the equality
dimHq(C(x)⊗L F pK) =
∑
p′≥p
dimHq(C(x)⊗L Grp′F K) (2.20.5)
for all p and for all x ∈ X . Taking p sufficiently small, we obtain
dimHq(C(x)⊗L K) =
∑
p
dimHq(C(x)⊗L GrpF K),
which implies that the function X ∋ x 7→ dimHq(C(x)⊗L GrpF K) is locally constant as
in the proof of Lemma 3.4 (iv) in [7]. Then the function X ∋ x 7→ dimHq(C(x)⊗L F pK)
is locally constant from the equality (2.20.5). Therefore Hq(F pK) and Hq(GrpF K) are
locally free and the canonical morphisms (2.20.2) are isomorphisms for all p by Lemma
3.4 (iii) in [7]. From the exact sequence (2.20.4), we have the exact sequence
0 −−−→ C(x)⊗ Hq(F p+1K) −−−→ C(x)⊗ Hq(F pK)
−−−→ C(x)⊗Hq(GrpF K) −−−→ 0,
from which we obtain the exact sequence
0 −−−→ Hq(F p+1K) −−−→ Hq(F pK) −−−→ Hq(GrpF K) −−−→ 0
by using the local freeness of Hq(F p+1K) for all p. Therefore the differentials (2.20.3)
are strictly compatible with F as desired.
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3 Semistable morphism
Definition 3.1. Let Y be a complex manifold and E a reduced simple normal crossing
divisor on Y . A morphism of complex manifolds f : X −→ Y is said to be semistable
along E if the following two conditions are satisfied:
(3.1.1) The divisor D = f ∗E is a reduced simple normal crossing divisor on X .
(3.1.2) The morphism
f ∗Ω1Y (logE) −→ Ω1X(logD)
is injective and the cokernel
Ω1X/Y (logD) = Ω
1
X(logD)
/
f ∗Ω1Y (logE)
is locally free.
Once we fix the divisor E, the words “along E” is omitted. Moreover, we use the notation
ωpY = Ω
p
Y (logE), ω
p
X = Ω
p
X(logD), ω
p
X/Y = Ω
p
X/Y (logD)
if there is no danger of confusion. We set Y ∗ = Y \ E and X∗ = X \D = f−1(Y ∗).
Example 3.2. Let ∆ be the unit disc in C with the coordinate function t, and ∆n the
polydisc in Cn with the coordinate functions x1, x2, . . . , xn. A morphism f : ∆
n −→ ∆
given by
f ∗t = x1x2 · · ·xn (3.2.1)
is semistable along {0}.
Let fi : ∆
ni −→ ∆ (i = 1, 2, . . . , k) be morphisms given by the form (3.2.1) and
g : T −→ S a smooth morphism of complex manifolds. Set Y = ∆k × S and E =
{t1t2 · · · tk = 0} where t1, t2, . . . , tk is the coordinate functions of ∆k. Then the morphism
f1 × f2 × · · · × fk × g : ∆n1 ×∆n2 × · · · ×∆nk × T −→ ∆k × S (3.2.2)
is also semistable along E.
Lemma 3.3. Locally on X and Y , any semistable morphism f : X −→ Y is isomorphic
to the morphism of the form (3.2.2). In particular, any semistable morphism is equi-
dimensional and flat.
Proof. Similar to the proof of Lemma (6.5) in [8].
Definition 3.4. Let f : X −→ Y be a semistable morphism along E. A finite decreasing
filtration G on ωX is defined by
GpωnX = Image(f
−1ωpY ⊗ ωn−pX ∧−→ ωnX)
for all n, p as in [17]. Then we have the canonical isomorphism
f−1ωpY ⊗ ωX/Y [−p] ≃−→ GrpG ωX
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for every p. Therefore the spectral sequence Ea,br (Rf∗ωX , G) satisfies the property
Ea,b1 (Rf∗ωX , G) ≃ Rbf∗(f−1ωaY ⊗ ωX/Y )
≃ ωaY ⊗Rbf∗ωX/Y
for all a, b because ωaY is a locally free OY -module of finite rank. Then the morphism of
E1-terms induces the morphism
Rnf∗ωX/Y −→ ω1Y ⊗ Rnf∗ωX/Y (3.4.1)
which is called the Gauss-Manin connection and denoted by ∇. The residue of the
Gauss-Manin connection (3.4.1) along the divisor Ei is denoted by
ResEi(∇) : OEi ⊗ Rnf∗ωX/Y −→ OEi ⊗ Rnf∗ωX/Y (3.4.2)
for every i = 1, 2, . . . , k.
Remark 3.5. As in [17], ∇ is an integrable logarithmic connection, that is, ∇ satisfies
the Leibniz rule and ∇2 = 0. Moreover, it satisfies the Griffiths transversality
∇(F pRnf∗ωX/Y ) ⊂ ω1Y ⊗ F p−1Rnf∗ωX/Y
where F denotes the filtration induced by the stupid filtration F on ωX/Y .
On the other hand, the restriction of ∇ on Y ∗ = Y \ E is identified with
d⊗ id : OY ∗ ⊗C Rnf∗CX∗ −→ Ω1Y ∗ ⊗C Rnf∗CX∗
via the isomorphisms
Rnf∗ωX/Y |Y ∗ = Rnf∗ΩX∗/Y ∗ ≃ Rnf∗f−1OY ∗ ≃ OY ∗ ⊗C Rbf∗CX∗
as in [17], [7, 4.3].
3.6. Let Y be a complex manifold, E a reduced simple normal crossing divisor on Y and
E =
k∑
i=1
Ei
the irreducible decomposition of E. We set
EI =
∑
i∈I
Ei, Y [I] =
⋂
i∈I
Ei
for I ⊂ {1, 2, . . . , k}. (We set E∅ = 0, Y [∅] = Y .) We write Y0 = Y [{1, 2, . . . , k}] for
short. Since E is a reduced simple normal crossing divisor, Y [I] is a closed submanifold
of Y for any I. By setting I = {1, 2, . . . , k} \ I, we have the simple normal crossing
divisor EI on Y , whose restriction to Y [I], denoted by EI ∩ Y [I], is a reduced simple
normal crossing divisor on Y [I]. We use the notation
ωpY [I] = Ω
p
Y [I](logEI ∩ Y [I])
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for all p. We set Y [I]∗ = Y [I] \ (EI ∩ Y [I]) for I ⊂ {1, 2, . . . , k}.
We have a sequence of closed submanifolds
Y0 = Y [{1, 2, . . . , k}] ⊂ Y [I] ⊂ Y [J ] ⊂ Y [∅] = Y
for J ⊂ I ⊂ {1, 2, . . . , k}. The closed immersion Y [I] →֒ Y [J ] is denoted by ιJ |I . For the
case of J = ∅, the closed immersion ι∅|I : Y [I] →֒ Y is denoted by ι|I for short. For the
case of I = {1, 2, . . . , k}, the closed immersion ιJ |{1,2,...,k} : Y0 = Y [{1, 2, . . . , k}] →֒ Y [J ]
is simply denoted by ιJ |. We use the notation ι instead of ι∅|{1,2,...,k} : Y0 →֒ Y for short.
3.7. Let f : X −→ Y be a semistable morphism along E. We set D = f ∗E and
Di = f
∗Ei for i = 1, 2, . . . , k. Then D and Di’s are reduced simple normal crossing
divisors on X with D =
∑k
i=1Di. We set
DI =
∑
i∈I
Di, X [I] =
⋂
i∈I
Di
for I ⊂ {1, 2, . . . , k} (D∅ = 0, X [∅] = X as above). We write X0 = X [{1, 2, . . . , k}] as
before. For J ⊂ I ⊂ {1, 2, . . . , k}, we have a sequence of closed subspaces
X0 = X [{1, 2, . . . , k}] ⊂ X [I] ⊂ X [J ] ⊂ X = X [∅]
as before. The closed immersion X [I] →֒ X [I] is also denoted by ιJ |I if there is no danger
of confusion. We also use the notation ι|I : X [I] →֒ X , ιJ | : X0 →֒ X [J ] and ι : X0 →֒ X
as above. We have the cartesian square
X [I]
ι|I−−−→ X
fI
y yf
Y [I] −−−→
ι|I
Y
in which the left vertical arrow is denoted by fI . We use the notation f{1,2,...,k} = f0,
which fits in the cartesian square
X0
ι−−−→ X
f0
y yf
Y0 −−−→
ι
Y
by definition. We set
X [I]∗ = X [I] \ (DI ∩X [I]) = f−1I (Y [I]∗)
for I ⊂ {1, 2, . . . , k}.
Let D =
∑
λ∈ΛDλ be the irreducible decomposition of D. We set
X [Γ] =
⋂
λ∈Γ
Dλ
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for Γ ⊂ Λ, which is a closed submanifold of X because D is a reduced simple normal
crossing divisor on X . The closed immersion X [Γ] →֒ X is denoted by ιΓ.
From the equality D =
∑k
i=1Di and the fact that D is reduced, the index set Λ
decomposes into a disjoint union
Λ =
k∐
i=1
Λi
such that
Di =
∑
λ∈Λi
Dλ
for i = 1, 2, . . . , k. We set
ΛI =
∐
i∈I
Λi ⊂ Λ
for I ⊂ {1, 2, . . . , k}. If Γ ∩ Λi 6= ∅ for all i ∈ I, then X [Γ] ⊂ X [I]. Thus we have a
commutative diagram
X [Γ]
ιΓ−−−→ X
fΓ
y yf
Y [I] −−−→
ι|I
Y
(3.7.1)
in which the left vertical arrow is denoted by fΓ, once we fix I ⊂ {1, 2, . . . , k}. For
Γ ⊂ ΛI , the restriction DI ∩X [Γ] of the divisor DI to X [Γ] is a simple normal crossing
divisor on X [Γ]. If Γ ∩ Λi 6= ∅ for all i ∈ I, the morphism fΓ : X [Γ] −→ Y [I] above is
semistable along EI ∩ Y [I] by Lemma 3.3.
In the remainder of this article, we assume that Λ is a finite set and fix a total order
< on Λ with Λ1 < Λ2 < · · · < Λk. This assumption does not affect to our main results
because they concern the case where f is proper.
4 Construction of sBI(f)
4.1. From now on, we treat the case of Y = ∆k × S equipped with a reduced simple
normal crossing divisor E = {t1t2 · · · tk = 0}, where t1, t2, . . . , tk are the coordinate
functions of ∆k. By setting Ei = {ti = 0} for i = 1, 2, . . . , k, we have E =
∑k
i=1Ei. We
use the notation in 3.6. We have S = {0} × S = Y [{1, 2, . . . , k}] = Y0 by definition.
There exists the canonical projection
πI : Y −→ Y [I]
for every I ⊂ {1, 2, . . . , k}. We trivially have πI ι|I = id. When we consider Y [I] as a
complex manifold below Y by the projection πI above, we use the notation YI instead
of Y [I]. The simple normal crossing divisor EI ∩ Y [I] on Y [I] defines a simple normal
crossing divisor on YI , which is denoted by EI ∩ YI . We always consider that YI is
equipped with the divisor EI ∩ YI , unless the otherwise is mentioned. Thus we use the
notation
ωpYI = Ω
p
YI
(logEI ∩ YI)
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as in Definition 3.1 and 3.6. We set Y ∗I = YI \(EI ∩YI) for I ⊂ {1, 2, . . . , k}. We trivially
have Y [I]∗ = Y ∗I as complex manifolds.
For J ⊂ I ⊂ {1, 2, . . . , k}, we have a sequence of the projections
Y = Y∅ −→ YJ −→ YI −→ Y{1,2,...,k} = S
by definition. We use π : Y −→ S instead of π{1,2,...,k}.
For J ⊂ I ⊂ {1, 2, . . . , k}, the coordinate functions t1, t2, . . . , tk induce the direct
sum decomposition
ω1Y [J ] ≃ ω1Y [J ]/YI ⊕ ι∗|Jπ∗Iω1YI
which induces the projection
ωpY [J ] −→ ι∗|Jπ∗IωpYI
for every p. Then we have the morphisms
ι∗J |Iω
p
Y [J ] −→ ωpY [I]
and
prJ |I : ι
−1
J |Iω
p
Y [J ] −→ ωpY [I] (4.1.1)
for every p.
Remark 4.2. For a semistable morphism f : X −→ Y along E, πIf : X −→ YI and
πIfιΓ : X [Γ] −→ YI are semistable along EI∩YI for I ⊂ {1, 2, . . . , k} and for Γ ⊂ ΛI . We
can see these facts by Lemma 3.3. Moreover, we have πIfιΓ = fΓ via the identification
YI = Y [I].
Now, we construct a complex sBI(f) which is a replacement for f
−1
I OY [I]⊗L ι−1|I ωX/Y
for I ⊂ {1, 2, . . . , k}.
The finite increasing filtration on ωX = ΩX(logD) by the order of poles along Di
is denoted by W (Di) for i = 1, 2, . . . , k. Similarly, W (DK) denotes the finite increasing
filtration on ωX by the order of poles along DK =
∑
i∈K Di for K ⊂ {1, 2, . . . , k}.
Definition 4.3. Let Y and E be as above and f : X −→ Y a semistable morphism
along E. For a subset I ⊂ {1, 2, . . . , k}, a complex sBI(f) is defined as follows:
• For p ∈ Z≥0, q ∈ ZI≥0, we set
BI(f)
p,q = ω
p+|q|+|I|
X/YI
/∑
i∈I
W (Di)qi
where W (Di) denotes the filtration on ωX/YI induced by W (Di) on ωX .
We can easily see the inclusion
(Supp(BI(f)
p,q) ⊂ X [I] (4.3.1)
for any p, q. Moreover, the OX -module BI(f)p,q carries the (ι|I)∗OX[I]-module structure
via the surjection OX −→ (ι|I)∗OX[I].
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• We set
d0 = (−1)|I|d : BI(f)p,q −→ BI(f)p+1,q
where d on the right hand side of the equality is the morphism induced from d on
ωX/YI .
Here we note that the morphism d0 is not a morphism of OX -modules but a morphism
of (ι|I)∗f−1I OY [I]-modules via the canonical morphism f−1I OY [I] −→ OX[I].
• For i ∈ I, we set
di = (−1)|I| dlog ti∧ : BI(f)p,q −→ BI(f)p,q+ei
where dlog ti∧ denotes the morphism defined by
ω 7→ dlog ti ∧ ω = dti
ti
∧ ω
as in [11].
By setting
sBI(f)
n =
⊕
p+|q|=n
BI(f)
p,q =
⊕
q∈ZI≥0
(
ω
n+|I|
X/YI
/∑
i∈I
W (Di)qi
)
with the differential d = d0 +
∑
i∈I di, we obtain the complex of (ι|I)∗f
−1
I OY [I]-modules
sBI(f) on X . We use the symbol sB(f) for the case of I = {1, 2, . . . , k}. Because of
(4.3.1), the complex sBI(f) is considered as a complex of f
−1
I OY [I]-modules on X [I] as
remarked in 1.14.
We define a finite decreasing filtration F on sBI(f) by
F psBI(f)
n =
⊕
p′+|q|=n
p′≥p
BI(f)
p′,q =
⊕
q∈ZI≥0
|q|≤n−p
(
ω
n+|I|
X/YI
/∑
i∈I
W (Di)qi
)
(4.3.2)
for all n, p.
By definition, sB∅(f) equipped with F is nothing but ωX/Y equipped with the stupid
filtration F .
Remark 4.4. In the case where S is a point and I = {1, 2, . . . , k}, the complex sB(f)
is same as sBX(D1, . . . , Dk) in [8, (3.12)] except the sign of the differentials.
Remark 4.5. Because we have d0(F
psBI(f)
n) ⊂ F p+1sBI(f)n+1 for all n, p, the complex
GrpF sBI(f) turns out to be a complex of OX[I]-modules for all p. We trivially have
GrpF sBI(f)
n =
⊕
q∈ZI≥0
|q|=n−p
BI(f)
p,q =
⊕
q∈ZI≥0
|q|=n−p
(
ω
n+|I|
X/YI
/∑
i∈I
W (Di)qi
)
(4.5.1)
for all n, p.
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Definition 4.6. In the same situation as in Definition 4.3, a finite increasing filtration
L(K) on BI(f)
p,q for K ⊂ I is defined by
L(K)mBI(f)
p,q = W (DK)m+2|qK |+|K|ω
p+|q|+|I|
X/YI
/∑
i∈I
W (Di)qi (4.6.1)
where qK is the image of q by the projection Z
I −→ ZK as in 1.12. We can easily see
that L(K) is preserved by every di. Thus we obtain a finite increasing filtration L(K)
on sBI(f). We write L = L({1, 2, . . . , k}) on sB(f) for short. By definition, L(∅) is the
trivial filtration, that is, L(∅)−1sBI(f) = 0 and L(∅)0sBI(f) = sBI(f).
Lemma 4.7. For any K ⊂ I ⊂ {1, 2, . . . , k}, the residue morphism for W (DK) induces
the isomorphism of complexes
GrL(K)m sBI(f) ≃
⊕
q∈ZK≥0
⊕
Γ∈S≥q+eK
m+2|q|+|K|
(ΛK)
sBI\K(fΓ)[−m− 2|q|], (4.7.1)
where fΓ : X [Γ] −→ Y [K] is the morphism in the commutative diagram (3.7.1). Note
that Γ ∩ Λi 6= ∅ for all i ∈ K if Γ ∈ S≥q+eKm+2|q|+|K|(ΛK). Under the isomorphism (4.7.1)
above, we have
L(J)GrL(K)m sBI(f)
≃
⊕
L(J \K ∩ J)[ |Γ ∩ ΛK∩J | − 2|qK∩J | − |K ∩ J | ] sBI\K(fΓ)[−m− 2|q|]
for any J ⊂ I and
F GrL(K)m sBI(f) ≃
⊕
F [−m− |q|] sBI\K(fΓ)[−m− 2|q|],
where the direct sums above are taken over the same index set
{(q,Γ) | q ∈ ZK≥0,Γ ∈ S≥q+eKm+2|q|+|K|(ΛK)}
as in (4.7.1). In particular, we have
L(J)GrL(K)m sBI(f) ≃
⊕
L(J \K)[m]sBI\K(fΓ)[−m− 2|q|]
for J ⊃ K and
L(J)GrL(K)m sBI(f) ≃
⊕
L(J)sBI\K(fΓ)[−m− 2|q|]
for J with J ∩K = ∅.
Proof. We obtain the conclusion by Lemma 3.3 and by the local computation as in [2,
Proposition 3.6]. Note that we need the total order on Λ in 3.7 here.
Remark 4.8. In the lemma above, we use the residue morphism defined as in [2, II.3.7].
It is different by the sign from the residue morphism used in [8].
Lemma 4.9. ForK ⊂ I ⊂ {1, 2, . . . , k}, the OX[I]-sheaf GrpF GrL(K)m sBI(f)n is f−1I OY [I]-
flat for all m,n, p.
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Proof. It is sufficient to consider the stalk at a point x ∈ X [I]. First, we treat the case of
K = I. Let x be a point of X [I] and y = f(x) = fΓ(x) ∈ Y [I]. We have an isomorphism
GrpF Gr
L(I)
m sBI(f)
n
x ≃
⊕
ω
n−m−2|q|
X[Γ]/Y [I],x
by Lemma 4.7, where the direct sum on the right hand side is taken over the index set
{(q,Γ) | q ∈ ZI≥0 with |q| = n− p,Γ ∈ S≥q+eIm+2|q|+|I|(ΛI), x ∈ X [Γ]}.
Therefore GrpF Gr
L(I)
m sBI(f)
n
x are OY [I],y-flat for all m,n, p because the semistable mor-
phism fΓ : X [Γ] −→ Y [I] is flat by Lemma 3.3. In particular,
GrpF sBI(f)
n
x, Gr
L(I)
m sBI(f)
n
x, sBI(f)
n
x
are OY [I],y-flat for all m,n, p. Hence we obtain the conclusion for general K ⊂ I by
Lemma 4.7 again.
Definition 4.10. For J ⊂ I ⊂ {1, 2, . . . , k}, a morphism of OX-modules
ω
n+|J |
X −→ ωn+|I|X
is defined by sending ω ∈ ωn+|J |X to
dlog ti1 ∧ dlog ti2 ∧ · · · ∧ dlog til ∧ ω ∈ ωn+|I|X (4.10.1)
where I \ J = {i1, i2, . . . , il} with 1 ≤ i1 < i2 < · · · < il ≤ k. We can easily check that
this morphism induces a morphism of ι−1J |IOX[J ]-modules
θJ |I(f) : ι−1J |IBJ(f)
p,q −→ BI(f)p,q
for p ∈ Z≥0 and for q ∈ ZJ≥0 ⊂ ZI≥0. Moreover, the equalities
d0θJ |I(f) = θJ |I(f)d0
diθJ |I(f) = θJ |I(f)di for i ∈ J
diθJ |I(f) = 0 for i ∈ I \ J
are easily seen. Thus a morphism of complexes
θJ |I(f) : ι−1J |IsBJ(f) −→ sBI(f) (4.10.2)
is obtained. It is easy to see that θJ |I(f) preserves the filtrations F and L(K) for K ⊂ J .
We use the notation θJ |(f) = θJ |{1,2,...,k}(f), θ|I(f) = θ∅|I(f) and θ(f) = θ∅|{1,2,...,k}(f) for
short.
Lemma 4.11. For K ⊂ J ⊂ I ⊂ {1, 2, . . . , k}, the diagram
ι−1K|IsBK(f)
ι−1
K|J
θK|J (f)−−−−−−−→ ι−1J |IsBJ(f)∥∥∥ yθJ|I(f)
ι−1K|IsBK(f) −−−−→
θK|I(f)
sBI(f)
commutes up to sign.
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Proof. Easy.
Lemma 4.12. For K ⊂ J ⊂ I ⊂ {1, 2, . . . , k}, the morphism θJ |I(f) induces a quasi-
isomorphism
f−1I OY [I] ⊗ ι−1J |I GrpF GrL(K)m sBJ(f)
≃−→ GrpF GrL(K)m sBI(f)
for all m, p.
Proof. Once we obtain the conclusion for K = ∅, we obtain the conclusion for general
K by using Lemma 4.7. So, we assume that K = ∅. Namely, we will prove that the
morphism
f−1I OY [I] ⊗ ι−1J |I GrpF sBJ(f) −→ GrpF sBI(f) (4.12.1)
induced by θJ |I(f) is a quasi-isomorphism.
First, we treat the case where I = {1, 2, . . . , k} and S is a point. If J = ∅, the
conclusion is already proved in [8, Corollary (5.14)]. Then the conclusion for J = ∅ above
and Lemma 4.7 imply that the morphism θJ |(f) induces a filtered quasi-isomorphism
f−10 OY0 ⊗ ι−1J | GrpF GrL(J)m sBJ(f) −→ GrpF GrL(J)m sB(f)
for all m, p and for any J . Thus we conclude that the morphism (4.12.1) is a quasi-
isomorphism for I = {1, 2, . . . , k} and for Y = ∆k by using the f−1J OY [J ]-flatness of
GrpF Gr
L(J)
m sBJ(f)
n ≃ GrL(J)m GrpF sBJ(f)n in Lemma 4.9.
Next, we treat the general case. By definition, we have Y = ∆I × YI , where ∆I
denotes the polydisc of dimension |I| with the coordinate functions (ti)i∈I . Since the
problem is of local nature, we may assume that
X = ∆n × Z, f = g × h,
where g : ∆n −→ ∆I is a product of the morphisms of the form (3.2.1) and where
h : Z −→ YI is a semistable morphism along EI ∩ YI . We denote the projections
X −→ ∆n and X −→ Z by pr1 and pr2 and set DZ = h∗(EI ∩ YI) for a while. From the
equality (4.5.1), we have the identifications
GrpF sBI(f) ≃
⊕
q≥0
pr∗1Gr
p−q
F sB(g)[−q]⊗OX pr∗2 ωqZ/YI
GrpF sBJ(f) ≃
⊕
q≥0
pr∗1Gr
p−q
F sBJ(g)[−q]⊗OX pr∗2 ωqZ/YI ,
under which the morphism GrpF θJ |I(f) is identified with the direct sum of the morphisms
pr∗1Gr
p−q
F θJ |(g)⊗id over all q ≥ 0. From what we have proved above, pr∗1Grp−qF θJ |(g)⊗id
induces a quasi-isomorphism because pr1 : X −→ ∆n is flat and pr∗2 ωqZ/YI is a locally free
OX -module. Thus we conclude that θJ |I(f) induces a quasi-isomorphism (4.12.1).
As in the proof above, the f−1J OY [J ]-flatness of GrpF GrL(J)m sBJ(f)n implies the fol-
lowing:
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Corollary 4.13. The morphism θJ |I(f) induces a quasi-isomorphism
f−1I OY [I] ⊗ ι−1J |IsBJ(f) −→ sBi(f)
for any J ⊂ I ⊂ {1, 2, . . . , k}.
4.14. Let S ′ be a complex manifold and g : S ′ −→ S a morphism of complex manifolds.
We set Y ′ = ∆k × S ′, g = id×g : Y ′ = ∆k × S ′ −→ Y = ∆k × S, E ′i = (id×g)∗Ei and
E ′ = (id×g)∗E. By the cartesian square
X ′
g′−−−→ X
f ′
y yf
Y ′ −−−→
id×g
Y
we define f ′ : X ′ −→ Y ′, which is semistable along E ′ by Lemma 3.3. We set D′ =
f ′∗E ′ = g′∗D and D′i = f
′∗E ′i = g
′∗Di for i = 1, 2, . . . , k. We use the notation such as
Y ′[I], Y ′I , X
′[I], X ′[Γ] as in the case of f : X −→ Y . From the cartesian squares
X ′
g′−−−→ X
f ′
y yf
Y ′ −−−→
id×g
Y
pi′
I
y ypiI
Y ′I −−−→
id×g
YI
we have the canonical morphisms
g′−1ωpX/YI −→ ω
p
X′/Y ′
I
for every I ⊂ {1, 2, . . . , k} and for all p, which preserve the filtrations W (Di) and W (D′i)
on the both sides for i ∈ I. Thus we obtain the morphism of complexes
g′−1sBI(f) −→ sBI(f ′) (4.14.1)
for every I ⊂ {1, 2, . . . , k}, which preserves the filtrations F and L(J) for all J ⊂ I.
5 The Gauss-Manin connection
In this section, we construct the Gauss-Manin connection on Rn(fI)∗sBI(f) as in the
case on Rnf∗ωX/Y in (3.4.1). For this purpose, we construct a complex sB˜I(f) which
is a replacement of f−1I OY [I] ⊗ ι−1|I ωX for I ⊂ {1, 2, . . . , k} and follow the arguments in
Definition 3.4. Then we describe its residues by a similar way to [20].
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Definition 5.1. For a subset I ⊂ {1, 2, . . . , k}, we set
B˜I(f)
p,q = ω
p+|q|+|I|
X
/∑
i∈I
W (Di)qi
for p ∈ Z≥0 and q ∈ ZI≥0, with the morphisms
d0 = (−1)|I|d : B˜I(f)p,q −→ B˜I(f)p+1,q
di = (−1)|I| dlog ti∧ : B˜I(f)p,q −→ B˜I(f)p,q+ei
as in Definition 4.3. Then we obtain the complex sB˜I(f) by setting
sB˜I(f)
n =
⊕
p+|q|=n
B˜I(f)
p,q =
⊕
q∈ZI≥0
(
ω
n+|I|
X
/∑
i∈I
W (Di)qi
)
with the differential d = d0 +
∑
i∈I di as in Definition 4.3. Then we have
Supp(B˜I(f)
p,q) ⊂ X [I] (5.1.1)
for any p, q as before. Although B˜I(f)
p,q is an OX[I]-module for all p, q, we consider
sB˜I(f) as a complex of C-sheaves because the morphism d0 is not a morphism of OX[I]-
modules. Because of (5.1.1), the complex sB˜I(f) is considered as a complex of C-sheaves
on X [I].
The filtration F on sB˜I(f) is defined by
F psB˜I(f)
n =
⊕
p′+|q|=n
p′≥p
B˜I(f)
p′,q =
⊕
q∈ZI≥0
|q|≤n−p
(
ω
n+|I|
X
/∑
i∈I
W (Di)qi
)
as in (4.3.2). For K ⊂ I, the filtration L(K) on B˜I(f) is defined by
L(K)mB˜I(f)
p,q = W (DK)m+2|qK |+|K|ω
p+|q|+|I|
X
/∑
i∈I
W (Di)qi
as in (4.6.1). The canonical projection ωnX −→ ωnX/YI induces a morphism of complexes
sB˜I(f) −→ sBI(f),
which is denoted by prI if there is no danger of confusion. It is easy to see that prI
preserves the filtrations F and L(K).
Definition 5.2. For a subset I ⊂ {1, 2, . . . , k}, a finite decreasing filtration G(I) on ωX
is defined by
G(I)pωnX = Image((πIf)
−1ωpYI ⊗(piIf)−1OYI ω
n−p
X
∧−→ ωnX)
for all n, p. By definition, the filtration G(∅) is nothing but the filtration G defined in
Definition 3.4. Because we have
dlog ti ∧G(I)pωX ⊂ G(I)pωX
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for every i ∈ I and for every p, the filtration G on B˜I(f) is defined by
GrB˜I(f)
p,q = G(I)rω
p+|q|+|I|
X
/∑
i∈I
W (Di)qi
for all p, q, r. Thus we obtain a finite decreasing filtration G on sB˜I(f).
Lemma 5.3. We have the isomorphism
f−1I ω
p
Y [I] ⊗ sBI(f)[−p]
≃−→ GrpG sB˜I(f) (5.3.1)
for every p, under which
f−1I ω
p
Y [I] ⊗ F r−psBI(f)[−p] ≃ F r GrpG sB˜I(f)
f−1I ω
p
Y [I] ⊗ L(K)msBI(f) ≃ L(K)mGrpG sB˜I(f)
for K ⊂ I ⊂ {1, 2, . . . , k} and for all m, r.
Proof. Easy from ι−1|I (πIf)
−1 = (πIfι|I)−1 = f−1I .
Definition 5.4. The morphism of E1-terms
Ep,n1 (R(fI)∗sB˜I(f), G) −→ Ep+1,n1 (R(fI)∗sB˜I(f), G)
induces a morphism of C-sheaves
∇(I) : ωpY [I] ⊗Rn(fI)∗sBI(f) −→ ωp+1Y [I] ⊗Rn(fI)∗sBI(f)
via the identification
Ep,n1 (R(fI)∗sB˜I(f), G) ≃ ωpY [I] ⊗Rn(fI)∗sBI(f)
which is given by Lemma 5.3 and by the projection formula together with the local
freeness of ωpY [I]. We have
∇(I)(ωpY [I] ⊗ L(K)mRn(fI)∗sBI(f)) ⊂ ωp+1Y [I] ⊗ L(K)mRn(fI)∗sBI(f)
∇(I)(ωpY [I] ⊗ F rRn(fI)∗sBI(f)) ⊂ ωp+1Y [I] ⊗ F r−1Rn(fI)∗sBI(f)
for all m, r by Lemma 5.3 again.
Remark 5.5. For the case of I = ∅, the filtered complex (sB˜∅(f), G) coincides with
(ωX , G) in Definition 3.4. Therefore we have ∇(∅) = ∇.
Proposition 5.6. For I ⊂ {1, 2, . . . , k}, we have
(−1)|I|∇(I)(ω ⊗ v) = dω ⊗ v + (−1)pω ∧ (−1)|I|∇(I)(v)
for ω ∈ ωpY [I] and v ∈ Rn(fI)∗sBI(f).
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Proof. We consider the complex f−1I ωY [I]⊗CsB˜I(f) equipped with the filtrationG defined
by
Gr(f−1I ωY [I] ⊗C sB˜I(f)) =
∑
a+b=r
f−1I G
aωY [I] ⊗C GbsB˜I(f),
where the filtration G on ωY [I] denotes the stupid filtration. Then we have the isomor-
phism
Ep,n1 (R(fI)∗f
−1
I ωY [I] ⊗C sB˜I(f), G)
≃
⊕
a+b=p
ωaY [I] ⊗C ωbY [I] ⊗OY [I] Rn(fI)∗sBI(f) (5.6.1)
for every n, p. On the other hand, a morphism
(πIf)
−1ωpYI ⊗C ωqX −→ ωp+qX
is defined by sending ω⊗η to (−1)p|I|ω∧η. Direct computation shows that this morphism
gives a morphism of complexes
ι−1|I (πIf)
−1ωYI ⊗C sB˜I(f) = f−1I ωY [I] ⊗C sB˜I(f) −→ sB˜I(f),
which preserves the filtrations G on the both sides. Thus we obtain the morphism of
E1-terms
Ep,n1 (R(fI)∗(f
−1
I ωY [I] ⊗C sB˜I(f)), G) −→ Ep,n1 (R(fI)∗sB˜I(f), G)
which is compatible with the morphism of E1-terms. The compatibility of this morphism
on the direct summand ωpY [I] ⊗C Rn(fI)∗sBI(f) of (5.6.1) implies the equality
(−1)p|I|∇(I)(ω ⊗ v) = (−1)(p+1)|I|dω ⊗ v + (−1)p|I|+pω ∧ ∇(I)(v)
for ω ∈ ωpY [I] and v ∈ Rn(fI)∗sBI(f).
Definition 5.7. The filtration G on sB˜I(f) induces the morphism
γI(f) : f
−1
I ω
p
Y [I] ⊗ sBI(f)[−p] −→ f−1I ωp+1Y [I] ⊗ sBI(f)[−p]
in the derived category for every p. Then we have
∇(I) = Rp+n(fI)∗(γI(f))
by definition.
Definition 5.8. For J ⊂ I ⊂ {1, 2, . . . , k}, the morphism defined by (4.10.1) induces a
morphism of complexes
θ˜J |I(f) : ι−1J |IsB˜J(f) −→ sB˜I(f)
as in Definition 4.10.
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Lemma 5.9. The morphism θ˜J |I(f) preserves the filtration G on the both sides. Under
the isomorphism (5.3.1), the morphism
GrpG θ˜J |I(f) : Gr
p
G ι
−1
J |IB˜J(f) −→ GrpG B˜I(f)
is identified with the morphism
(−1)p(|I|−|J |)f−1I prJ |I ⊗ θJ |I(f)[−p]
: f−1I ι
−1
J |Iω
p
Y [J ] ⊗ ι−1J |IsBJ(f)[−p] −→ f−1I ωpY [I] ⊗ sBI(f)[−p]
for every p, where prJ |I is the morphism (4.1.1).
Proof. Easy by definition.
Corollary 5.10. The diagram
ι−1J |Iω
p
Y [J ] ⊗ ι−1J |IRn(fJ)∗sBJ(f)
(−1)|J|ι−1
J|I
∇(J)
−−−−−−−−−→ ι−1J |Iωp+1Y [J ] ⊗ ι−1J |IRn(fJ)∗sBJ(f)
prJ|I ⊗θJ|I(f)
y yprJ|I ⊗θJ|I(f)
ωpY [I] ⊗ Rn(fI)∗sBI(f) −−−−−−→
(−1)|I|∇(I)
ωp+1Y [I] ⊗ Rn(fI)∗sBI(f)
is commutative.
Definition 5.11. For j ∈ I, the canonical projection
BI(f)
p,q = ω
p+|q|+|I|
X/YI
/∑
i∈I
W (Di)qi
−→ BI(f)p−1,q+ej = ωp+|q|+|I|X/YI
/ ∑
i∈I,i 6=j
W (Di)qi +W (Dj)qj+1
induces a morphism of complexes
νj|I(f) : sBI(f) −→ sBI(f)
for j ∈ I. On the other hand, we define a morphism of complexes µJ |I(f) by
µJ |I(f) =
∑
j∈I\J
dlog tj ⊗ νj|I(f) : sBI(f) −→ (fI)−1ι−1J |Iω1Y [J ]/YI ⊗ sBI(f)
for J ( I. Similarly, the projection
B˜I(f)
p,q = ω
p+|q|+|I|
X
/∑
i∈I
W (Di)qi
−→ B˜I(f)p−1,q+ej = ωp+|q|+|I|X
/ ∑
i∈I,i 6=j
W (Di)qi +W (Dj)qj+1
induces a morphism of complexes
ν˜j|I(f) : sB˜I(f) −→ sB˜I(f)
for j ∈ I.
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Lemma 5.12. For K ⊂ I ⊂ {1, 2, . . . , k}, we have
νj|I(f)(L(K)msBI(f)) ⊂ L(K)msBI(f),
νj|I(f)(F psBI(f)) ⊂ F p−1sBI(f)
for all m, p and for all j ∈ I. If j ∈ K in addition, we have
νj|I(f)(L(K)msBI(f)) ⊂ L(K)m−2sBI(f)
for every m. Therefore we have
µJ |I(f)(L(K)msBI(f)) ⊂ (fI)−1ω1Y [J ]/YI ⊗ L(K)m−2sBI(f)
for every m if K ∪ J = I.
Proof. Easy.
Lemma 5.13. The morphism ν˜j|I(f) preserves the filtration G on sB˜I(f) for every
j ∈ I. Moreover GrpG ν˜j|I(f) coincides with id⊗νj|I(f)[−p] for every j ∈ I under the
identification (5.3.1).
Proof. Easy by definition.
Corollary 5.14. The diagram
sBI(f)
γI (f)−−−→ f−1I ω1Y [I] ⊗ sBI(f)
νj|I(f)
y yid⊗νj|I (f)
sBI(f) −−−→
γI (f)
f−1I ω
1
Y [I] ⊗ sBI(f)
is commutative in the derived category.
Lemma 5.15. For J ( I ⊂ {1, 2, . . . , k}, the diagram
ι−1J |IsBJ(f)
ι−1
J|I
γJ (f)−−−−−→ f−1I ι−1J |Iω1Y [J ] ⊗ ι−1J |IsBJ(f)
θJ|I(f)
y yf−1I ι−1J|I pr⊗θJ|I(f)
sBI(f) −−−−−−−−−→
(−1)|J|+1µJ|I(f)
f−1I ι
−1
J |Iω
1
Y [J ]/YI
⊗ sBI(f)
is commutative, where pr : ω1Y [J ] −→ ω1Y [J ]/YI denotes the canonical projection.
Proof. We define a complex of C-sheaves CJ |I(f) on X [I] by
CJ |I(f)p = (f−1I ι
−1
J |Iω
1
Y [J ]/YI
⊗ sBI(f)p−1)⊕ sBI(f)p
with the differentials
d(ω ⊗ x, y) = (−ω ⊗ dx+ (−1)|J |+1µJ |I(f)(y), dy)
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for ω ∈ f−1I ι−1J |Iω1Y [J ]/YI , x ∈ sBI(f)p−1 and y ∈ sBI(f)p. We can easily check the equality
d2 = 0 from the fact that µJ |I(f) is a morphism of complexes. Then a morphism of
complexes
CJ |I(f) −→ sBI(f)
is defined by the projection CJ |I(f)p −→ sBI(f)p. Moreover, the injection
f−1I ι
−1
J |Iω
1
Y [J ]/YI
⊗ sBI(f)p−1 −→ CJ |I(f)p
induces a morphism of complexes
f−1I ι
−1
J |Iω
1
Y [J ]/YI
⊗ sBI(f)[−1] −→ CJ |I(f)
which fits in the exact sequence
0 −−−→ f−1I ι−1J |Iω1Y [J ]/YI ⊗ sBI(f)[−1] −−−→ CJ |I(f) −−−→ sBI(f) −−−→ 0
by definition.
We denote by I \ J = {i1, i2, . . . , il} with 1 ≤ i1 < i2 < · · · < il ≤ k. The morphism
ωpX −→ ωp−1+lX
sending ω ∈ ωpX to
(−1)l−j dlog ti1 ∧ · · · ∧ dlog tij−1 ∧ dlog tij+1 ∧ · · · ∧ dlog til ∧ ω
induces a morphism
ηj : ι
−1
J |IB˜J(f)
p −→ BI(f)p−1
which satisfies the equality
ηj(G
2ι−1J |IsB˜J(f)
p) = 0
for p ∈ Z and for j = 1, 2, . . . , l.
Now a morphism
η : ι−1J |IsB˜J(f)
p
/
G2ι−1J |IsB˜J(f)
p −→ CJ |I(f)p
is defined by
η(ω) = (
l∑
j=1
dlog tij ⊗ ηj(ω), prI ·θ˜J |I(f)(ω))
for ω ∈ ι−1|I sB˜J(f)p. It is easy to check that η defines a morphism of complexes. Then
28
the diagram
0 0y y
f−1I ι
−1
J |Iω
1
Y [J ] ⊗ ι−1J |IsBJ(f)[−1]
f−1
I
ι−1
J|I
pr⊗θJ|I(f)[−1]−−−−−−−−−−−−−→ f−1I ι−1J |Iω1Y [J ]/YI ⊗ sBI(f)[−1]y y
ι−1J |IsB˜J(f)
/
G2ι−1J |IsB˜J(f)
η−−−→ CJ |I(f)y y
ι−1J |IsBJ(f)
θJ|I(f)−−−−→ sBI(f)y y
0 0
is commutative with exact columns. Thus we obtain the conclusion.
Definition 5.16. The morphism
Rn(fI)∗(νj|I(f)) : Rn(fI)∗sBI(f) −→ Rn(fI)∗sBI(f)
induced by νj|I(f) for every n is denoted by Nj|I(f) for short. We set
NJ |I(f ; c) =
∑
j∈J
cjNj|I(f) : Rn(fI)∗sBI(f) −→ Rn(fI)∗sBI(f) (5.16.1)
for J ⊂ I and for c = (cj)j∈J ∈ CJ . We simply denote NJ |I(f) = NJ |I(f ; eJ). We use
the convention NI(f ; c) = NI|I(f ; c), NI(f) = NI(f ; eI), N(f ; c) = N{1,2,...,k}(f ; c) and
N(f) = N(f ; e).
Lemma 5.17. For K ⊂ I ⊂ {1, 2, . . . , k}, we have
Nj|I(f)(F pRn(fI)∗sBI(f)) ⊂ F p−1Rn(fI)∗sBI(f)
Nj|I(f)(L(K)mRn(fI)∗sBI(f)) ⊂ L(K)mRn(fI)∗sBI(f)
for all m,n, p. Moreover, we have
Nj|I(f)(L(K)mRn(fI)∗sBI(f)) ⊂ L(K)m−2Rn(fI)∗sBI(f)
for all m,n if j ∈ K. Therefore
NJ |I(f ; c)(L(K)mRn(fI)∗sBI(f)) ⊂ L(K)m−2Rn(fI)∗sBI(f)
for J ⊂ K, for c ∈ CJ and for all m,n, p.
Proof. Easy by Lemma 5.12.
29
Lemma 5.18. The diagram
Rn(fI)sBI(f)
∇(I)−−−→ ω1Y [I] ⊗Rn(fI)sBI(f)
Nj|I (f)
y yid⊗Nj|I (f)
Rn(fI)sBI(f)
∇(I)−−−→ ω1Y [I] ⊗Rn(fI)sBI(f)
is commutative for every j ∈ I. Therefore the diagram
Rn(fI)sBI(f)
∇(I)−−−→ ω1Y [I] ⊗Rn(fI)sBI(f)
NJ|I(f ;c)
y yid⊗NJ|I(f ;c)
Rn(fI)sBI(f)
∇(I)−−−→ ω1Y [I] ⊗Rn(fI)sBI(f)
is commutative for all J ⊂ I ⊂ {1, 2, . . . , k} and for all c ∈ CJ .
Proof. Easy by Corollary 5.14.
Theorem 5.19. For the residue of ∇ in (3.4.2), the diagram
OY [J ] ⊗ ι−1|I Rnf∗ωX/Y
id⊗ι−1
j|I
Resj(∇)−−−−−−−−−→ OY [J ] ⊗ ι−1|I Rnf∗ωX/Yy y
Rn(fI)∗sBI(f) −−−−−→−Nj|I (f) R
n(fI)∗sBI(f)
is commutative for j ∈ I, where the two vertical arrows are the morphisms induced by
θ|I(f).
Proof. By Lemma 5.15 for J = ∅, we can easily obtain the conclusion.
Remark 5.20. Let g : S ′ −→ S be a morphism of complex manifolds. Then the
construction of νj|I(f) is compatible with the base change by g. More precisely, we have
the commutative diagram
g′−1sBI(f) −−−→ sBI(f ′)
(g′)−1νj|I(f)
y yνj|I(f ′)
g′−1sBI(f) −−−→ sBI(f ′)
where the horizontal arrows are the morphism (4.14.1).
6 Rational structures
In this section, we construct a rational structure on sBI(f) as in [22], which is inspired
by the log geometry of Fontaine-Illusie developed in [15]. By using these rational struc-
tures, we prove the local freeness of Rn(fI)∗ι−1|I sBI(f), Gr
L(K)
m R
n(fI)∗ι−1|I sBI(f) etc. for
a proper semistable morphism f in the next section.
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6.1. Let Y = ∆k × S and E be as in 4.1 and f : X −→ Y a semistable morphism along
E as before. We use the notation in 3.6, 3.7 and 4.1.
6.2. For I ⊂ {1, 2, . . . , k}, the open immersion X \DI →֒ X is denoted by jI . Then the
sheaf of monoids
MX(DI) = (jI)∗O∗X\DI ∩OX
defines a log structure on X (see [15]). We use the notation MX(D) for I = {1, 2, . . . , k}
as before. We have
O∗X = MX(D∅) ⊂MX(DJ) ⊂MX(DI) ⊂ MX(D)
for J ⊂ I ⊂ {1, 2, . . . , k}. A morphism of abelian sheaves
e(f) : OX −→MX(D)gp
is the composite of the exponential map
OX ∋ g 7→ exp(2π
√−1g) ∈ O∗X
and the inclusion O∗X →֒ MX(D). We denote by
e(f)Q : OX −→MX(D)gpQ = MX(D)gp ⊗Z Q
the base extension of the morphism e(f). For I ⊂ {1, 2, . . . , k}, a morphism of abelian
sheaves
ZI −→MX(D)gp
is defined by sending ei ∈ ZI to the global section ti of MX(D) for i ∈ I. Then a
morphism of Q-sheaves
QI −→ MX(D)gpQ
is obtained by the base extension to Q. The direct sum of the morphism above and
e(f)Q gives us the morphism
QI ⊕OX −→MX(D)gpQ
denoted by ϕI(f). We write ϕ(f) for ϕ{1,2,...,k}(f). On the other hand, ϕ∅(f) is nothing
but the morphism e(f)Q
A global section 1 of OX can be considered as a global section of QI ⊕ OX by the
canonical inclusion OX ⊂ QI ⊕ OX . Then the global section 1 is contained in Ker(ϕI)
for every I ⊂ {1, 2, . . . , k}. Hence the complex of Q-sheaves
Kos(ϕI(f);∞; 1)
is defined in [10, Definition 1.8]. For J ⊂ I = {1, 2, . . . , k} \ I, we have
Image(ϕI(f)) ⊂MX(DJ)gpQ
because I ⊂ J = {1, 2, . . . , k}\J . Then an increasing filtrationW (J) on Kos(ϕI(f);∞; 1)
is defined as W (MX(DJ)
gp
Q ) in [10, Definition 1.8]. For the case of J = {i} with i /∈ I,
we write W (i) instead of W ({i}).
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Definition 6.3. For I ⊂ I ′ ⊂ {1, 2, . . . , k}, we set
AI|I′(f)p,q = Kos(ϕI
′\I(f);∞; 1)p+|q|+|I|
/∑
i∈I
W (i)qi
for p ∈ Z≥0, q ∈ ZI≥0. We set
d0 = (−1)|I|d : AI|I′(f)p,q −→ AI|I′(f)p+1,q
di = (−1)|I|ti∧ : AI|I′(f)p,q −→ AI|I′(f)p,q+ei i ∈ I,
where d on the right hand side of the first equality denotes the differential of the complex
Kos(ϕI
′\I(f);∞; 1) and where ti∧ denotes the morphism of complexes
Kos(ϕI
′\I(f);∞; 1) −→ Kos(ϕI′\I(f);∞; 1)[1]
induced by the wedge product ti∧ as in [10, (1.11)]. By setting
sAI|I′(f)n =
⊕
p+|q|=n
AI|I′(f)p,q
with the differential d = d0 +
∑
i∈I di, we obtain a complex sAI|I′(f). By definition,
sA∅|I′(f) is nothing but Kos(ϕI
′
(f);∞; 1). We write sAI(f) for sAI|I(f). Moreover,
sA(f) denotes sA{1,2,...,k}(f). We use sAI|(f) and sA|I′(f) instead of sAI|{1,2,...,k}(f) and
sA∅|I′(f) respectively.
An increasing filtration L(K) on AI|I′(f)p,q for K ⊂ I is defined by
L(K)mAI|I′(f)p,q = W (K)m+2|qK |+|K|Kos(ϕ
I′\I ;∞; 1)p+|q|+|I|
/∑
i∈I
W (i)qi
for everym. It is easy to check that this defines an increasing filtration L(K) on sAI|I′(f).
We use the notation L = L({1, 2, . . . , k}) on sA(f).
Remark 6.4. We can easily see the inclusion
Supp(AI|I′(f)p,q) ⊂ X [I]
for all p, q. Therefore the complex sAI|I′(f) is considered as a complex of Q-sheaves on
X [I] as in 1.14.
Lemma 6.5. We have an isomorphism of complexes
GrL(K)m sAI|I′(f) ≃
⊕
q∈ZK≥0
⊕
Γ∈S≥q+eK
m+2|q|+|K|
(ΛK)
ι−1Γ sA(I\K)|(I′\K)(πKf)[−m− 2|q|] (6.5.1)
for every integer m, under which the filtration L(J)GrL(K)m sAI|I′(f) coincides with the
direct sum of
L(J \K ∩ J)[ |Γ ∩ ΛK∩J | − 2|qK∩J | − |K ∩ J | ] ι−1Γ sA(I\K)|(I′\K)(πKf)[−m− 2|q|]
over the same index set as in (6.5.1).
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Proof. Easy from Proposition 1.10 in [10]. Here we note that we need the total order on
Λ in 3.7 as in Lemma 4.7.
6.6. Under the situation in Lemma 6.5, we have the commutative diagram of the canon-
ical morphisms
ι−1Γ (Q
I′\I ⊕OX) ι
−1
Γ ϕ
I′\I(piKf)−−−−−−−−→ ι−1Γ MX(DK)gpQy y
QI
′\I ⊕OX[Γ] −−−−−→
ϕI′\I(fΓ)
MX[Γ](DK ∩X [Γ])gpQ
for Γ ∈ S≥q+eKm+2|q|+|K|(ΛK), which induces morphisms of complexes
ι−1Γ Kos(ϕ
I′\I(πKf);∞; 1) −→ Kos(ϕI′\I(fΓ);∞; 1) (6.6.1)
and
ι−1Γ sA(I\K)|(I′\K)(πKf) −→ sA(I\K)|(I′\K)(fΓ) (6.6.2)
for K ⊂ I ⊂ I ′ ⊂ {1, 2, . . . , k}.
Lemma 6.7. The morphism (6.6.2) is a filtered quasi-isomorphism with respect to L(J)
for J ⊂ I \K.
Proof. Because the problem is of local nature, Lemma 3.3 enables us to assume the
following:
• X = X [Γ] × ∆Γ where ∆Γ denotes the polydisc with the coordinate functions
(xλ)λ∈Γ.
• πKf coincides with the composite of the projection X = X [Γ]×∆Γ −→ X [Γ] and
fΓ : X [Γ] −→ Y [K] via the identification Y [K] = YK .
The morphism (6.6.1) is a quasi-isomorphism by Lemma (1.4) in [22] because
Ker(ι−1Γ ϕ
I′\I(πKf)) = Ker(ϕI
′\I(fΓ))
and
Coker(ι−1Γ ϕ
I′\I(πKf)) = Coker(ϕI
′\I(fΓ)).
Therefore the morphism (6.6.2) is a quasi-isomorphism for the case of K = I. Then the
morphism (6.6.2) is a filtered quasi-isomorphism with respect to L(I \ K) by Lemma
6.5. In particular, the morphism (6.6.2) is a quasi-isomorphism. Therefore we obtain
the conclusion by Lemma 6.5 again.
6.8. Let g : S ′ −→ S be a morphism of complex manifolds. We set f ′ : X ′ −→ Y ′ =
∆k × S ′ etc. as in 4.14. Then we have the commutative diagram
g′−1(QI
′\I ⊕OX) g
′−1ϕI
′\I(f)−−−−−−−→ g′−1MX(D)gpQy y
QI
′\I ⊕OX′ −−−−−→
ϕI
′\I(f ′)
MX′(D)
gp
Q
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which induces a morphism of complexes
g′−1Kos(ϕI
′\I(f);∞; 1) −→ Kos(ϕI′\I(f ′);∞; 1)
for I ⊂ I ′ ⊂ {1, 2, . . . , k}. Then we obtain the morphism of complexes
g′−1sAI|I′(f) −→ sAI|I′(f ′) (6.8.1)
which preserves the filtration L(K) for K ⊂ I.
Lemma 6.9. The morphism (6.8.1) is a filtered quasi-isomorphism with respect to the
filtration L(K) for K ⊂ I.
Proof. Because we have
Ker(g′−1ϕI
′\I(f)) = Ker(ϕI
′\I(f ′))
and
Coker(g′−1ϕI
′\I(f)) = Coker(ϕI
′\I(f ′)),
we can proceed the same way as in Lemma 6.7.
Definition 6.10. For I ⊂ {1, 2, . . . , k}, the projection
QI ⊕OX −→ OX
is denoted by τ I(f) for a while. Then a morphism
ψI(f) : Kos(ϕI(f);n)p −→ ωpX
is defined by setting
ψI(f)(x
[n1]
1 x
[n2]
2 · · ·x[nk]k ⊗ y) =
(2π
√−1)−p
n1!n2! · · ·nk!τ
I(x1)
n1τ I(x2)
n2 · · · τ I(xk)nk(
p∧
dlog)(y)
for x1, x2, . . . , xk ∈ QI ⊕ OX , y ∈
∧pMX(D)gp and n1, n2, . . . , nk ∈ Z≥0 with n1 + n2 +
· · ·+nk = n−p as in [10, (2.4)]. It is easy to check that these morphisms for all n induce
a morphism
ψI(f) : Kos(ϕI(f);∞; 1)p −→ ωpX
denoted by the same letter ψI(f). We simply denote ψ∅(f) by ψ(f). Note that the
morphism ψI(f) does not define a morphism of complexes except for the case of I = ∅.
Lemma 6.11. The diagram
Kos(ϕI(f);∞; 1)p ψ
I (f)−−−→ ωpX
t∧
y ydlog t∧
Kos(ϕI(f);∞; 1)p+1 −−−−−−−−→
(2pi
√−1)ψI (f)
ωp+1X
is commutative for any global section t of MX(D).
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Proof. Easy by definition.
Definition 6.12. For I ⊂ I ′ ⊂ {1, 2, . . . , k} and for p ∈ Z≥0, q ∈ ZI≥0, the composite of
the morphism
(2π
√−1)|q|+|I|ψI′\I(f) : Kos(ϕI′\I(f);∞; 1)p+|q|+|I| −→ ωp+|q|+|I|X
and the projection
ω
p+|q|+|I|
X −→ ωp+|q|+|I|X/YI
induces a morphism
AI|I′(f)p,q −→ BI(f)p,q (6.12.1)
because we have ψI
′\I(f)(W (i)m) ⊂W (Di)m for all m. It is easy to check that the mor-
phism (6.12.1) is compatible with d0. Moreover Lemma 6.11 implies that the morphism
(6.12.1) is compatible with di for any i ∈ I. Thus a morphism of complexes
αI|I′(f) : sAI|I′(f) −→ sBI(f) (6.12.2)
is obtained. Clearly, αI|I′(f) preserves the filtration L(K) for K ⊂ I. We use αI(f) =
αI|I(f), αI|(f) = αI|{1,2,...,k}(f), α|I′(f) = α∅|I′(f), α0(f) = α∅|{1,2,...,k}(f) and α(f) =
α{1,2,...,k}(f) = α{1,2,...,k}|{1,2,...,k}(f) for short.
Lemma 6.13. The morphism α0(f) induces a quasi-isomorphism
OY,f(x) ⊗Q Kos(ϕ(f);∞; 1)x −→ ωX/Y,x
for any x ∈ X0.
Proof. Since the question is of local nature, we may assume that f is a morphism of the
form (3.2.2). By using Lemma (1.4) in [22], we can easily reduce the problem to the case
of k = 1. Thus we obtain the conclusion by Lemma (1.4) in [22] and by Proposition
(1.13) in [20].
Proposition 6.14. The morphism αI|I′(f) induces a filtered quasi-isomorphism
(f−1I OY [I] ⊗ sAI|I′(f))
∣∣
X[I′]∗
−→ sBI(f)
∣∣
X[I′]∗
with respect to L(K) for K ⊂ I ⊂ I ′ ⊂ {1, 2, . . . , k}.
Proof. We may assume I ′ = {1, 2, . . . , k}, because we consider the situation over X [I ′]∗.
Therefore it is sufficient to prove that the morphism αI|(f) induces a filtered quasi-
isomorphism
(f−1I OY [I] ⊗ sAI|(f))
∣∣
X0
−→ sBI(f)
∣∣
X0
with respect to L(K) for K ⊂ I.
By Lemma 4.7, Lemma 6.5 and Lemma 6.7 we obtain a commutative diagram
GrL(K)m sAI|(f)
Gr
L(K)
m αI|(f)−−−−−−−−→ GrL(K)m sBI(f)
≃
x ∥∥∥⊕
ι−1Γ sA(I\K)|(πKf)[−m− 2|q|] GrL(K)m sBI(f)
≃
y x≃⊕
sA(I\K)|(fΓ)[−m− 2|q|] −−−→
⊕
sBI\K(fΓ)[−m− 2|q|],
(6.14.1)
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where the direct sums are taken over the index set
{(q,Γ); q ∈ ZK≥0,Γ ∈ S≥q+eKm+2|q|+|K|(ΛK)} (6.14.2)
as in (4.7.1), and where the top horizontal arrow is the morphism GrL(K)m αI|(f) and the
bottom horizontal arrow is the direct sum of the morphisms
(2π
√−1)−m−|q|α(I\K)|(fΓ)[−m− 2|q|]
over the index set (6.14.2). Therefore Lemma 6.13 implies that αI|(f) induces a fil-
tered quasi-isomorphism with respect to L(I). In particular, αI|(f) induces a quasi-
isomorphism. Then we can conclude that αI|(f) induces a filtered quasi-isomorphism
with respect to L(K) for K ⊂ I by the commutative diagram (6.14.1) again.
Corollary 6.15. The morphism αI|I′(f) induces a bifiltered quasi-isomorphism
(f−1I OY [I] ⊗ sAI|I′(f), L(J), L(K))
∣∣
X[I′]∗
≃−→ (sBI(f), L(J), L(K))
∣∣
X[I′]∗
for J,K ⊂ I ⊂ {1, 2, . . . , k}.
Proof. By the commutative diagram (6.14.1) we can easily obtain the conclusion.
Definition 6.16. From the morphism αI|I′(f) : sAI|I′(f) −→ sBI(f), we obtain mor-
phisms
R(fI)∗sAI|I′(f) −→ R(fI)∗sBI(f)
and
OY [I] ⊗ R(fI)∗sAI|I′(f) −→ R(fI)∗sBI(f)
which we denote by the same letter αI|I′(f) if there is no danger of confusion. These
morphisms preserves the filtration L(K) for K ⊂ I.
Lemma 6.17. Under the situation in 4.14, the morphism (4.14.1) induces a quasi-
isomorphism
f ′−1OY ′[I] ⊗ g′−1GrL(K)m sBI(f) −→ GrL(K)m sBI(f ′)
for all m ∈ Z and for all K ⊂ I.
Proof. For any I ′ ⊃ I, we have the commutative diagram
(f ′−1I OY ′[I] ⊗ g′−1GrL(K)m sAI|I′(f))|X′[I′]∗ −−−−→ (f ′−1I OY ′[I] ⊗GrL(K)m sAI|I′(f ′))|X′[I′]∗y y
(f ′−1I OY ′[I] ⊗ g′−1GrL(K)m sBI(f))|X′[I′]∗ −−−−→ GrL(K)m sBI(f ′)|X′[I′]∗
where the top horizontal arrow and the two vertical arrows are quasi-isomorphisms by
Lemma 6.9 and Proposition 6.14. Thus we obtain the conclusion.
Now we compare the canonical connection d⊗ id on OY [I]⊗Rn(fI)∗sAI(f) and the
morphism (−1)|I|∇(I) on Rn(fI)∗sBI(f) via the morphism αI(f).
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Definition 6.18. For I ⊂ {1, 2, . . . , k}, the morphism
(2π
√−1)|q|+|I|ψ∅(f) : Kos(e(f)Q,∞, 1)p+|q|+|I| −→ ωp+|q|+|I|X
induces a morphism AI(f)
p,q −→ B˜I(f)p,q for p ∈ Z≥0, q ∈ ZI≥0. We define a morphism
f−1I ω
r
Y [I] ⊗ AI(f)p,q −→ B˜I(f)p+r,q
by sending ω ⊗ η to (−1)r|I|ω ∧ αI(f)(η) for p ∈ Z≥0, q ∈ ZI≥0, r ∈ Z≥0 as in the proof
of Proposition 5.6. It is easy to check that these morphisms induce a morphism of
complexes
f−1I ωY [I] ⊗ sAI(f) −→ sB˜I(f)
which is denoted by α˜I(f). A finite decreasing filtration G on f
−1
I ωY [I] ⊗ sAI(f) is
induced from the stupid filtration on ωY [I]. Then α˜I(f) preserves the filtrations G on
the both sides.
Then the following lemma is an easy consequence:
Lemma 6.19. The diagram
ωpY [I] ⊗Rn(fI)∗sAI(f)
id⊗αI(f)−−−−−→ ωpY [I] ⊗ Rn(fI)∗sBI(f)
d⊗id
y y(−1)|I|∇(I)
ωp+1Y [I] ⊗Rn(fI)∗sAI(f) −−−−−→
id⊗αI(f)
ωp+1Y [I] ⊗ Rn(fI)∗sBI(f)
is commutative for all p.
Lemma 6.20. The restriction
α˜I(f)
∣∣
X[I]∗
: (f−1I ωY [I] ⊗ sAI(f))
∣∣
X[I]∗
−→ sB˜I(f)
∣∣
X[I]∗
of the morphism α˜I(f) on X [I]
∗ is a filtered quasi-isomorphism with respect to the filtra-
tions G on the both sides.
Proof. We have isomorphisms of complexes
GrpG(f
−1
I ωY [I] ⊗ sAI(f)) ≃ f−1I ωpY [I] ⊗ sAI(f)[−p]
GrpG sB˜I(f) ≃ f−1I ωpY [I] ⊗ sBI(f)[−p]
for every p. By definition, GrpG α˜I(f) is identified with (−1)p|I| id⊗αI(f)[−p] under these
identifications. Thus we obtain the conclusion by Proposition 6.14.
7 Proper case
From now on, we assume that the semistable morphism f : X −→ Y = ∆k×S is proper.
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Lemma 7.1. For K, J ⊂ I ⊂ I ′ ⊂ {1, 2, . . . , k}, the morphism αI|I′(f) in (6.12.2)
induces an isomorphism
(OY [I] ⊗ R(fI)∗sAI|I′(f), L(J), L(K))
∣∣
Y [I′]∗
≃−→ (R(fI)∗sBI(f), L(J), L(K))
∣∣
Y [I′]∗
in the bifiltered derived category.
Proof. It suffices to prove that the morphism αI|I′(f) induces an isomorphism
OY [I] ⊗GrL(J)l GrL(K)m R(fI)∗sAI|I′(f)
∣∣
Y [I′]∗
≃−→ GrL(J)l GrL(K)m R(fI)∗sBI(f)
∣∣
Y [I′]∗
in the derived category for all l, m. Since f is proper, we obtain the conclusion from
Corollary 6.15, by applying the projection formula (cf. [14, Proposition 2.6.6]).
Lemma 7.2. For K, J ⊂ I ⊂ {1, 2, . . . , k}, the morphism θJ |I(f) in (4.10.2) induces an
isomorphism
OY [I] ⊗L ι−1J |I GrpF GrL(K)m R(fJ)∗sBJ(f)
≃−→ GrpF GrL(K)m R(fI)∗sBI(f)
in the derived category, where ⊗L stands for the derived tensor product over OY [J ].
Proof. By Lemma 4.9 and Lemma 4.12, we have the isomorphisms
f−1I OY [I] ⊗L ι−1J | GrpF GrL(K)m sBJ(f) ≃ f−1I OY [I] ⊗ ι−1J | GrpF GrL(K)m sBJ(f)
≃−→ GrpF GrL(K)m sBI(f)
for all m, p in the derived category. Then we obtain the conclusion by the projection
formula and the proper base change theorem (cf. [14, Proposition 2.6.7]).
Lemma 7.3. For K, J ⊂ I ⊂ I ′ ⊂ {1, 2, . . . , k}, the morphism αI|I′(f) induces an
isomorphism
(OY [I] ⊗ Ea,br (R(fI)∗sAI|I′(f), L(K))
∣∣
Y [I′]∗
≃−→ Ea,br (R(fI)∗sBI(f), L(K))
∣∣
Y [I′]∗
(7.3.1)
for all a, b, r, under which we have
(OY [I] ⊗ (L(J)rec)mEa,br (R(fI)∗sAI|I′(f)), L(K))
∣∣
Y [I′]∗
≃ (L(J)rec)mEa,br (R(fI)∗sBI(f), L(K))
∣∣
Y [I′]∗
for every m. In particular, we have
(OY [I] ⊗GrL(Jl)recml · · ·GrL(J2)recm2 GrL(J1)recm1 Ea,br (R(fI)∗sAI|I′(f)), L(K))
∣∣
Y [I′]∗
≃ GrL(Jl)recml · · ·GrL(J2)recm2 GrL(J1)recm1 Ea,br (R(fI)∗sBI(f), L(K))
∣∣
Y [I′]∗
for K, J1, J2, . . . , Jl ⊂ I and for all a, b,m1, m2, . . . , ml, r.
Proof. Easy from Lemma 7.1 and Remark 2.12.
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Proposition 7.4. For J ⊂ I ⊂ I ′ ⊂ {1, 2, . . . , k}, the morphism αI|I′(f) induces an
isomorphism
(OY [I] ⊗Rn(fI)∗sAI|I′(f))
∣∣
Y [I′]∗
≃ Rn(fI)∗sBI(f)
∣∣
Y [I′]∗
(7.4.1)
for all n, under which we have
(OY [I] ⊗ L(J)mRn(fI)∗sAI|I′(f))
∣∣
Y [I′]∗
≃ L(J)mRn(fI)∗sBI(f)
∣∣
Y [I′]∗
for all m. In particular, the morphism αI|I′(f) induces an isomorphism
(OY [I] ⊗GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 Rn(fI)∗sAI|I′(f))
∣∣
Y [I′]∗
≃ GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 Rn(fI)∗sBI(f)
∣∣
Y [I′]∗
for J1, J2, . . . , Jl ⊂ I and for all m1, m2, . . . , ml, n.
Proof. Take K = ∅ in Lemma 7.3.
Proposition 7.5. For K, J1, J2, . . . , Jl ⊂ I ⊂ {1, 2, . . . , k}, the coherent OY [I]-module
GrL(Jl)recml · · ·GrL(J2)recm2 GrL(J1)recm1 Ea,br (R(fI)∗sBI(f), L(K))
is locally free of finite rank for all a, b,m1, m2, . . . , ml, r. In particular,
Ea,br (R(fI)∗sBI(f), L(K))
is a locally free OY [I]-module of finite rank for K ⊂ I and for all a, b, r.
Proof. For any y ∈ Y [I], there exists I ′ ⊃ I such that y ∈ Y [I ′]∗. From Lemma 7.3, the
stalk
GrL(Jl)recml · · ·GrL(J2)recm2 GrL(J1)recm1 Ea,br (R(fI)∗sBI(f), L(K))y
is a free OY [I],y-module of finite rank. Thus we obtain the conclusion.
Proposition 7.6. For J1, J2, . . . , Jl ⊂ I ⊂ {1, 2, . . . , k}, the coherent OY [I]-module
GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 Rn(fI)∗sBI(f)
is locally free of finite rank for all m1, m2, . . . , ml, n. In particular,
Rn(fI)∗sBI(f)
is locally free of finite rank for all n.
Proof. Take K = ∅ in Proposition 7.5.
Theorem 7.7. If the semistable morphism f : X −→ Y = ∆k × S is proper, then
Rn(fI)∗sBI(f) is the canonical extension of (OY [I] ⊗ Rn(fI)∗sAI(f))|Y [I]∗ via the iso-
morphisms (7.4.1) for I = I ′.
39
Proof. Considering Proposition 7.6, Lemma 6.19 and Proposition 5.6, it suffices to check
that the residues of the connection (−1)|I|∇(I) are nilpotent. By Corollary 5.10, these
residues coincide with the residues of ∇ on Rnf∗ωX/Y . Therefore Theorem 5.19 shows
that the residues of (−1)|I|∇(I) along Ej∩Y [I] for j /∈ I coincide with −Nj|I(f), which is
nilpotent by definition. Thus Rn(fI)∗sBI(f) equipped with (−1)|I|∇(I) is the canonical
extension as desired.
Remark 7.8. For I = ∅, the theorem above tells us that Rnf∗ωX/Y is the canonical
extension of its restriction on Y ∗. This has been already claimed by Usui [25, p.138].
Lemma 7.9. For K ⊂ I ⊂ {1, 2, . . . , k}, the locally free OY [I]-module
Ea,br (R(fI)∗sBI(f), L(K))
is the canonical extension of
OY [I] ⊗Ea,br (R(fI)∗sAI(f), L(K))
∣∣
Y [I]∗
via the isomorphism (7.3.1) for I ′ = I.
Proof. From the commutative diagram (6.14.1), Theorem 7.7 implies the conclusion for
r = 1. Then we obtain the conclusion for general r because taking the canonical extension
is an exact functor.
Remark 7.10. For K, J ⊂ I ⊂ {1, 2, . . . , k}, the locally free OY [I]-module
(L(J)rec)mE
a,b
r (R(fI)∗sBI(f), L(K))
is the canonical extension of its restriction on Y [I]∗.
Lemma 7.11. For K ⊂ J ⊂ I ⊂ {1, 2, . . . , k}, the morphism ι−1|I θJ |I(f) in (4.10.2)
induces an isomorphism
OY [I] ⊗ ι−1J |IEa,br (R(fJ)∗sBJ(f), L(K))
≃−→ Ea,br (R(fI)∗sBI(f), L(K)) (7.11.1)
for all a, b, r.
Proof. By Lemma 7.2, the morphism ι−1|I θJ |I(f) induces an isomorphism
OY [I] ⊗L ι−1J |I GrL(K)m R(fJ)∗sBJ(f)
≃−→ GrL(K)m R(fI)∗sBI(f)
in the derived category for all m. Then the local freeness of Ea,br (R(fJ)∗sBJ(f), L(K))
for all a, b, r implies the conclusion.
Proposition 7.12. For K ⊂ J ⊂ I ⊂ {1, 2, . . . , k}, the morphism θJ |I(f) induces
isomorphisms
OY [I] ⊗ ι−1J |IL(K)mRn(fJ)∗sBJ(f)
≃−→ L(K)mRn(fI)∗sBI(f) (7.12.1)
OY [I] ⊗ ι−1J |I GrL(K)m Rn(fJ)∗sBJ(f)
≃−→ GrL(K)m Rn(fI)∗sBI(f) (7.12.2)
for all m,n. In particular, the morphism θJ |I(f) induces an isomorphism
OY [I] ⊗ ι−1J |IRn(fJ)∗sBJ(f)
≃−→ Rn(fI)∗sBI(f)
under which the filtration L(K) for K ⊂ J is identified on the both sides, where the
filtration L(K) on the left hand side is defined as in Definition 2.2.
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Proof. Taking r sufficiently large in (7.11.1), we obtain the isomorphism (7.12.2) for all
m,n. The local freeness of GrL(K)m R
n(fJ)∗sBJ(f) implies (7.12.1). For the latter, we
note that the canonical morphism
OY [I] ⊗ ι−1J |IL(K)mRn(fJ)∗sBJ(f) −→ L(K)m(OY [I] ⊗ ι−1J |IRn(fJ)∗sBJ(f))
is an isomorphism, because GrL(K)m R
n(fJ)∗sBJ(f) is a locally free OY [J ]-module of finite
rank for all m.
Corollary 7.13. For J1, J2, . . . , Jl ⊂ J ⊂ I ⊂ {1, 2, . . . , k}, the morphism θJ |I(f) in-
duces an isomorphism
OY [I] ⊗GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 ι−1J |IRn(fJ)∗sBJ(f)
≃−→ GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 Rn(fI)∗sBI(f)
for all m1, m2, . . . , ml, n.
Proof. From the local freeness of GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 Rn(fJ)∗sBJ(f) in Proposition
7.6, we obtain the conclusion by Lemma 2.11.
8 Degeneration of Hodge structures
In this and next section, we always assume that X is a Ka¨hler manifold and that the
morphism f : X −→ Y = ∆k × S is proper and semistable.
Lemma 8.1. For J ⊂ I ⊂ {1, 2, . . . , k}, the data
((Rn(fI)∗L(J)msAI(f), L(I)[n]), (Rn(fI)∗L(J)msBI(f), L(I)[n], F ), αI(f))
∣∣
Y [I]∗
is a graded polarizable variation of Q-mixed Hodge structure on Y [I]∗ for all m,n.
Proof. We may assume that I = {1, 2, . . . , k}. Then
Y [{1, 2, . . . , k}]∗ = Y [{1, 2, . . . , k}] = {0} × S = S
by definition. As in the proof of Proposition 6.14, we have the isomorphism
(GrL−a L(J)msB(f), F ) ≃
⊕
(ΩX[Γ]/S[a− 2|q|], F [a− |q|])
and the quasi-isomorphism
GrL−a L(J)msA(f) ≃
⊕
Kos(e(fΓ)Q;∞; 1)[a− 2|q|]
by Lemma 4.7, Lemma 6.5 and Lemma 6.7, where the direct sums are taken over the
same index set
{(q,Γ); q ∈ Zk≥0,Γ ∈ S≥q+e−a+2|q|+k(Λ) with |Γ ∩ ΛJ | ≤ m+ 2|qJ |+ |J |}.
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Note that Kos(e(fΓ)Q;∞; 1) is the Koszul complex associated to the exponential map
OX[Γ] −→ O∗X[Γ] ⊗Q
with the base extension to Q. Moreover, there exists an quasi-isomorphism QX[Γ] −→
Kos(e(fΓ)Q;∞; 1) (cf. [10, Corollary 1.15]). Under these identifications the morphism
GrL−a α(f) is identified with the direct sum of the morphisms (2π
√−1)a−|q|ψ(fΓ)[a−2|q|].
Because fΓ : X [Γ] −→ S is a proper smooth morphism from a Ka¨hler manifold X [Γ], we
obtain the following:
(8.1.1) The data
(Ra+bf0∗GrL−a L(J)msA(f), (R
a+bf0∗GrL−a L(J)msB(f), F ), R
a+bf0∗GrL−a α(f))
is a polarizable variation of Q-Hodge structure of weight b on S.
(8.1.2) The filtered complex (Rf0∗GrL−a L(J)msB(f), F ) is strongly strict for all a.
The morphism
d0 : E
a,b
0 (Rf0∗L(J)msB(f), L) −→ Ea,b+10 (Rf0∗L(J)msB(f), L)
is strictly compatible with respect to the filtration F = Frec = Fd = Fd∗ by (8.1.2). Then
we have Frec = Fd = Fd∗ on E
a,b
1 (Rf0∗L(J)msB(f), L) and on E
a,b
2 (Rf0∗L(J)msB(f), L)
by the lemma on two filtration [4, Proposition (7.2.5)]. Moreover
(Ea,b1 (Rf0∗L(J)msA(f), L), (E
a,b
1 (Rf0∗L(J)msB(f), L), Frec), E
a,b
1 (α(f)))
is a polarizable variation of Q-Hodge structure of weight b on S by (8.1.1). Because the
morphism
d1 : E
a,b
1 (Rf0∗L(J)msB(f), L) −→ Ea+1,b1 (Rf0∗L(J)msB(f), L)
underlies a morphism of variations of Q-Hodge structure, the morphism d1 is strictly
compatible with the filtration Frec and
(Ea,b2 (Rf0∗L(J)msA(f), L), (E
a,b
2 (Rf0∗L(J)msB(f), L), Frec), E
a,b
2 (α(f)))
is a polarizable variation of Q-Hodge structures of weight b on S. Because the morphism
d2 : E
a,b
2 (Rf0∗L(J)msB(f), L) −→ Ea+2,b−12 (Rf0∗L(J)msB(f), L)
underlies a morphism of variations of Q-Hodge structure again, we obtain d2 = 0. In-
ductively, we obtain dr = 0 for r ≥ 2. Then we have
Ea,b2 (Rf0∗L(J)msA(f), L) ≃ Ea,b∞ (Rf0∗L(J)msA(f), L)
Ea,b2 (Rf0∗L(J)msB(f), L) ≃ Ea,b∞ (Rf0∗L(J)msB(f), L)
and F = Frec = Fd = Fd∗ on E
a,b
∞ (Rf0∗L(J)msB(f), L) for all a, b. Thus the data
(GrL−aR
a+bf0∗L(J)msA(f), (GrL−aR
a+bf0∗L(J)msB(f), F ),GrL−a α0(f))
is a polarizable variation of Hodge structures of weight b on S. By Lemma 6.19 the
canonical connection d ⊗ id on OS ⊗ Rqf0∗sA(f) is identified with the Gauss-Manin
connection (−1)k∇({1, 2, . . . , k}), which satisfies the Griffiths transversality. Thus we
obtain the conclusion.
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The lemma above implies the following theorem.
Theorem 8.2. Let X be a Ka¨hler manifold and f : X −→ Y = ∆k × S a proper
semistable morphism. For any I ⊂ {1, 2, . . . , k}, the data
((Rn(fI)∗sAI(f), L(I)[n]), (Rn(fI)∗sBI(f), L(I)[n], F ), αI(f))
∣∣
Y [I]∗
(8.2.1)
is a graded polarizable variation of Q-mixed Hodge structure on Y [I]∗ for every n ∈ Z.
Moreover, L(J)m gives a subvariation of Q-mixed Hodge structure for every J ⊂ I and
for every m ∈ Z.
Corollary 8.3. For K ⊂ I ⊂ {1, 2, . . . , k}, the data
((Ea,b1 (R(fI)∗sAI(f),L(K)), L(I \K)[b]),
(Ea,b1 (R(fI)∗sBI(f), L(K)), L(I \K)[b], F ), Ea,b1 (αI(f)))
∣∣
Y [I]∗
is a variation of Q-mixed Hodge structure on Y [I]∗ for all a, b. For J ⊂ I, the filtration
L(J)m gives us its subvariation of Q-mixed Hodge structure for all m.
Proof. By the identifications
Ea,b1 (R(fI)∗sAI(f), L(K)) ≃ Ra+b(fI)∗GrL(K)−a sAI(f)
Ea,b1 (R(fI)∗sB(f), L(K)) ≃ Ra+b(fI)∗GrL(K)−a sBI(f) (8.3.1)
we obtain the conclusion by Lemma 4.7, Lemma 6.5, Lemma 6.7, Proposition 6.14 and
Theorem 8.2.
The case of I = {1, 2, . . . , k} in the theorem below is equivalent to the main result
Theorem (4.1) in [9]. The proof below is independent of the argument in [9] and much
simpler than that of Theorem (4.1) in [9].
Theorem 8.4. Let X be a Ka¨hler manifold and f : X −→ Y = ∆k × S a proper
semistable morphism. For anyK ⊂ I ⊂ {1, 2, . . . , k}, the spectral sequence Ea,br (R(fI)∗sBI(f), L(K))
degenerates at E2-terms. In other words, we have the canonical isomorphism
GrL(K)m R
n(fI)∗sBI(f)
≃−→ E−m,n+m2 (R(fI)∗sBI(f), L(K)) (8.4.1)
for all m,n.
Proof. We first treat the case of I = K. As in the proof of Theorem 8.2, the morphisms
of Er-terms
Ea,br (R(fK)∗sBK(f), L(K)) −→ Ea+r,b−r+1r (R(fK)∗sBK(f), L(K))
are the zero morphisms over Y [K]∗ for all a, b and for all r ≥ 2. Therefore the mor-
phisms of Er-terms are the zero morphisms over the whole Y [K] for r ≥ 2 because
Ea,br (R(fK)∗sBK(f), L(K)) are locally free over Y [K] by Proposition 7.5. Thus we ob-
tain the desired E2-degeneracy.
For the general case, we have the isomorphism (7.11.1) for J = K
OY [I] ⊗ ι−1K|IEa,br (R(fK)∗sBK(f), L(K))
≃−→ Ea,br (R(fI)∗sBI(f), L(K))
for all a, b, r, which is compatible with the morphisms dr. Then the E2-degeneracy of
Ea,br (R(fK)∗sBK(f), L(K)) implies that of E
a,b
r (R(fI)∗sBI(f), L(K)).
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8.5. Let X be a Ka¨hler manifold and f : X −→ Y = ∆k × S a proper semistable
morphism as before. For an integer b and for I ⊂ {1, 2, . . . , k}, we have the complex of
OY [I]-modules
(E•,b1 (R(fI)∗sBI(f), L(K)), d1),
where
d1 : E
a,b
1 (R(fI)∗sBI(f), L(K)) −→ Ea+1,b1 (R(fI)∗sBI(f), L(K))
is the morphism of E1-terms for all a. For any J ⊂ I, the filtration L(J)rec = L(J)d =
L(J)d∗ on E
a,b
1 (R(fI)∗sBI(f), L(K)) is simply denoted by L(J), which forms an in-
creasing filtration of the complex E•,b1 (R(fI)∗sBI(f), L(K)). We also have the filtration
Frec = Fd = Fd∗ on E
•,b
1 (R(fI)∗sBI(f), L(K)), which is simply denoted by F .
Lemma 8.6. For K, J1, J2, . . . , Jl ⊂ J ⊂ I ⊂ {1, 2, . . . , k}, the morphism θJ |I(f) induces
an isomorphism of complexes
OY [I] ⊗GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 ι−1J |IE•,b1 (R(fJ)∗sBJ(f), L(K))
≃−→ GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 E•,b1 (R(fI)∗sBI(f), L(K))
for all m1, m2, . . . , ml.
Proof. From the identification (8.3.1), we easily obtain the conclusion by Lemma 4.7 and
Corollary 7.13.
Lemma 8.7. For K, J1, J2, . . . , Jl ⊂ J ⊂ I ⊂ {1, 2, . . . , k}, the filtration L(J \ K) on
the complex
GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 E•,b1 (R(fI)∗sBI(f), L(K))
is strongly strict for all m1, m2, . . . , ml.
Proof. By Lemma 7.3, we have the isomorphism
OY [I] ⊗Ha(GrL(J\K)m GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 E•,b1 (R(fI)∗sAI|I′(f), L(K)))
∣∣
Y [I′]∗
≃ Ha(GrL(J\K)m GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 E•,b1 (R(fI)∗sBI(f), L(K)))
∣∣
Y [I′]∗
for all a,m,m1, m2, . . . , ml and for any I
′ ⊃ I. Therefore the coherent OY [I]-module
Ha(GrL(J\K)m Gr
L(Jl)
ml
· · ·GrL(J2)m2 GrL(J1)m1 E•,b1 (R(fI)∗sBI(f), L(K)))
turns out to be locally free for all a,m,m1, m2, . . . , ml as in Proposition 7.5. Hence it
suffices to prove the strictness of L(J \K).
First we treat the case of J = I. On the open subset Y [I]∗,
(GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 Ea,b1 (R(fI)∗sBI(f), L(K)), L(I \K)[b], F )
∣∣
Y [I]∗
underlies a variation ofQ-mixed Hodge structures for all a and the morphism d1 underlies
a morphism of variations by Corollary 8.3. Therefore the filtration L(I \ K) on the
complex
GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 E•,b1 (R(fI)∗sBI(f), L(K))
∣∣
Y [I]∗
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is strict, that is, the canonical morphism
Ha(L(I \K)mGrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 E•,b1 (R(fI)∗sBI(f), L(K)))
−→ Ha(GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 E•,b1 (R(fI)∗sBI(f), L(K)))
(8.7.1)
is injective over Y [I]∗. Since
GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 Ea,b1 (R(fI)∗sBI(f), L(K)))
and
L(I \K)mGrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 Ea,b1 (R(fI)∗sBI(f), L(K)))
are the canonical extensions of their restrictions on Y [I]∗ by Lemma 7.9 (see also Remark
7.10) for all a, the morphism (8.7.1) is injective over the whole Y [I]. Thus we obtain the
strictness of L(I \K) over Y [I].
From the case of J = I above, the filtration L(J \K) on the complex
GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 E•,b1 (R(fJ)∗sBJ(f), L(K)))
is strongly strict. On the other hand, the morphism θJ |I(f) induces the isomorphism
(OY [I]⊗LGrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 ι−1J |IE•,b1 (R(fJ)∗sBJ(f), L(K)), L(J \K))
≃ (GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 E•,b1 (R(fI)∗sBI(f), L(K)), L(J \K))
in the filtered derived category by Lemma 8.6. Therefore we obtain the conclusion by
Lemma 2.18.
Lemma 8.8. For K ⊂ J ⊂ I ⊂ {1, 2, . . . , k}, the morphism θJ |I(f) induces an isomor-
phism
OY [I] ⊗GrL(J\K)recm ι−1J |IEa,b2 (R(fJ)∗sBJ(f), L(K))
≃−→ GrL(J\K)recm Ea,b2 (R(fI)∗sBI(f), L(K))
for all a, b,m.
Proof. From Lemma 8.6, we have the isomorphism
(OY [I] ⊗Ea,b1 (R(fJ)∗sBJ(f),L(K)), L(J \K))
≃ (Ea,b1 (R(fI)∗sBI(f), L(K)), L(J \K))
in the filtered derived category. Because L(J \ K) is strongly strict on the complex
E•,b1 (R(fJ)∗sBJ(f), L(K)), we obtain the conclusion by Lemma 2.18.
Proposition 8.9. Under the identification (8.4.1), the filtration L(J)[−m] on the left
hand side coincides with the filtration L(J \K)rec on the right for all K ⊂ J ⊂ I.
Proof. First we treat the case J = I. It suffices to prove the desired coincidence over Y [I]∗
because Gr
L(I)
l Gr
L(K)
m R
n(fI)∗sBI(f) and Gr
L(I\K)rec
l E
−m,n+m
2 (R(fI)∗sBI(f), L(K)) are
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locally free for all l. Therefore we may assume that J = I = {1, 2, . . . , k}. Thus what
we have to prove is the coincidence of L[−m] and L(K)rec under the identification
GrL(K)m R
nf0∗sB(f)
≃−→ E−m,n+m2 (Rf0∗sB(f), L(K)) (8.9.1)
in Theorem 8.4, where K = {1, 2, . . . , k} \K. The following argument is similar to that
of El Zein [6, 6.1.12 The´ore`m]. So we only give a sketch of the proof here.
From the E2-degeneracy in Theorem 8.4, the identification (8.9.1) fits in the com-
mutative diagram
Rnf0∗L(K)msB(f) −−−→ Ker(d1)y y
GrL(K)m R
nf0∗sB(f)
≃−−−→ E−m,n+m2 (Rf0∗sB(f), L(K))
(8.9.2)
where d1 in the right hand side of the top horizontal arrow is the morphism of E1-terms
d1 : E
−m,n+m
1 (Rf0∗sB(f), L(K)) −→ E−m+1,n+m1 (Rf0∗sB(f), L(K))
and the top horizontal arrow is induced from the projection
L(K)msB(f) −→ GrL(K)m sB(f) (8.9.3)
by the identification Rnf0∗GrL(K)m sB(f) ≃ E−m,n+m1 (Rf0∗sB(f), L(K)). It is easy to
see that the projection (8.9.3) sends Ll to L(K)l−m = L(K)[m]l for all l. Lemma 8.1,
Theorem 8.2 and Lemma 8.3 imply that
(Rnf0∗L(K)msB(f), L[n], F ),
(GrL(K)m R
nf0∗sB(f), L[n], F ),
(Ker(d1), L(K)[n+m], F ),
(E−m,n+m2 (Rf0∗sB(f), L(K)), L(K)rec[n +m], Frec)
underlie variations of Q-mixed Hodge structure on Y [{1, 2, . . . , k}] = S. Moreover the
top horizontal arrow and two vertical arrows in the commutative diagram (8.9.2) underlie
morphisms of variations ofQ-mixed Hodge structure by definition. Thus we can easily see
that the identification (8.9.1), the bottom horizontal arrow in the commutative diagram
(8.9.2), underlies a morphism of variations of Q-mixed Hodge structure by using the fact
that the left vertical arrow is surjective and strictly compatible with the filtrations L[n]
and F . Therefore we obtain the desired coincidence.
For the case J ( I, we have the commutative diagram
OY [I] ⊗ ι−1J | GrL(K)m Rq(fJ)∗sBJ(f) −−−→ GrL(K)m Rq(fI)∗sBI(f)y y
OY [I] ⊗ ι−1J | E−m,q+m2 (R(fJ)∗sBJ(f), L(K)) −−−→ E−m,q+m2 (R(fI)∗sBI(f), L(K)),
where the vertical arrows are the identifications (8.4.1) for J and I, and the horizontal
arrows are the morphisms induced by θJ |I(f), which are filtered isomorphisms with re-
spect to L(J) and L(J \K)rec by Corollary 7.13 and Lemma 8.8. Then the coincidence
of L(J)[m] and L(J \K)rec under the left vertical arrow implies the desired coincidence
under the right vertical arrow.
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The remainder of this section is devoted to proving the following theorem.
Theorem 8.10. Let X be a Ka¨hler manifold and f : X −→ Y = ∆k × S a proper
semistable morphism. Then the coherent OY [I]-module
GrpF Gr
L(Jl)
ml
· · ·GrL(J2)m2 GrL(J1)m1 Rn(fI)∗sBI(f)
is locally free of finite rank for all m1, m2, . . . , ml, n, p and for all J1 ⊂ J2 ⊂ · · · ⊂ Jl ⊂
I ⊂ {1, 2, . . . , k}.
8.11. In order to prove the theorem above, we consider the following two assertions:
(Al) For any proper semistable morphism f : X −→ Y = ∆k×S from a Ka¨hler manifold
X , the OY [I]-module
GrpF Gr
L(Jl)
ml
· · ·GrL(J2)m2 GrL(J1)m1 Rn(fI)∗sBI(f)
is locally free of finite rank for all m1, m2, . . . , ml, n, p and for all J1 ⊂ J2 ⊂ · · · ⊂
Jl ⊂ I ⊂ {1, 2, . . . , k}.
(Bl) For any proper semistable morphism f : X −→ Y = ∆k×S from a Ka¨hler manifold
X , the filtration F on the complex
GrL(Jl\K)ml · · ·GrL(J2\K)m2 GrL(J1\K)m1 E•,b1 (R(fI)∗sBI(f), L(K))
is strongly strict for all b,m1, m2, . . . , ml and for all K ⊂ J1 ⊂ J2 ⊂ · · · ⊂ Jl ⊂ I ⊂
{1, 2, . . . , k}.
What we have to prove is that (Al) holds true for all l ∈ Z≥0.
Lemma 8.12. The filtered complex (R(fI)∗sBI(f), F ) is strongly strict for all I ⊂
{1, 2, . . . , k}. In particular, the OY [I]-module GrpF Rn(fI)∗sBI(f) is locally free of finite
rank for all n, p, that is, the assertion (A0) is true.
Proof. For the case of I = ∅, the strong strictness of (Rf∗ωX/Y , F ) is proved in [8,
Theorem (6.10)]. The morphism θ|I(f) induces an isomorphism
(OY [I] ⊗L ι−1I| Rf∗ωX/Y , F ) ≃ (R(fI)∗sBI(f), F )
in the filtered derived category by Lemma 7.2. Therefore we obtain the conclusion by
Lemma 2.18.
Proposition 8.13. The morphism θJ |I(f) induces an isomorphism
OY [I] ⊗ ι−1J |IRn(fJ)∗sBJ(f) ≃ Rn(fI)∗sBI(f)
for every n, under which we have
OY [I] ⊗ ι−1J |IF pRn(fJ)∗sBJ(f) ≃ F pRn(fI)∗sBI(f)
for all p.
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Proof. Lemma 7.2 and the strong strictness of (R(fJ)∗sBJ(f), F ) implies the conclusion
as in Lemma 2.18.
Lemma 8.14. The assertion (Al) implies (Bl).
Proof. From the identification (8.3.1), the assumption (Al) implies that
GrpF Gr
L(Jl\K)
ml
· · ·GrL(J2\K)m2 GrL(J1\K)m1 Ea,b1 (R(fI)∗sBI(f), L(K))
is locally free of finite rank. Thus the filtered complex
(GrL(Jl\K)ml · · ·GrL(J2\K)m2 GrL(J1\K)m1 E•,b1 (R(fI)∗sBI(f), L(K)), F )
is filtered perfect. Since
Ha(GrL(Jl\K)ml · · ·GrL(J2\K)m2 GrL(J1\K)m1 E•,b1 (R(fI)∗sBI(f), L(K)))
is locally free as in the proof of Lemma 8.7, it is sufficient to prove that the filtered
complex
(C(x)⊗LOY [I] GrL(Jl\K)ml · · ·GrL(J2\K)m2 GrL(J1\K)m1 E•,b1 (R(fI)∗sBI(f), L(K)), F ) (8.14.1)
is strict for all x ∈ Y [I] by Lemma 2.19. Because the filtration F on the complex
GrL(Jl\K)ml · · ·GrL(J2\K)m2 GrL(J1\K)m1 E•,b1 (R(fI)∗sBI(f), L(K))
∣∣
Y [I]∗
is strongly strict by Corollary 8.3, the filtered complex (8.14.1) is strict for x ∈ Y [I]∗ by
Lemma 2.18. For a point x ∈ Y [I]\Y [I]∗, we can find I ′ ⊃ I such that x ∈ Y [I ′]∗. Since
the OY [I]-module
GrpF Gr
L(Jl\K)
ml
· · ·GrL(J2\K)m2 GrL(J1\K)m1 Ea,b1 (R(fI)∗sBI(f), L(K))
is locally free of finite rank as above, the morphism θI|I′(f) induces the isomorphism
(OY [I′]⊗LGrL(Jl\K)ml · · ·GrL(J2\K)m2 GrL(J1\K)m1 ι−1I|I′E•,b1 (R(fI)∗sBI(f), L(K)), F )
≃ (GrL(Jl\K)ml · · ·GrL(J2\K)m2 GrL(J1\K)m1 E•,b1 (R(fI′)∗sBI′(f), L(K)), F )
in the filtered derived category by Lemma 2.11. Thus we have an isomorphism
(C(x)⊗LOY [I] GrL(Jl\K)ml · · ·GrL(J2\K)m2 GrL(J1\K)m1 E•,b1 (R(fI)∗sBI(f), L(K)), F )
≃ (C(x)⊗LOY [I′] GrL(Jl\K)ml · · ·GrL(J2\K)m2 GrL(J1\K)m1 E
•,b
1 (R(fI′)∗sBI′(f), L(K)), F )
in the filtered derived category. Therefore the complex (8.14.1) is strict as desired.
Corollary 8.15. The assertion (B0) holds true.
Lemma 8.16. Under the identification (8.4.1), the filtration F on the left hand side
coincides with the filtration Frec on the right.
Proof. From Lemma 8.12, the filtration F on the complex R(fI)∗GrL(K)m sBI(f) is strongly
strict for all m. Since (B0) holds true by Corollary 8.15, the lemma on two filtrations [4,
Proposition (7.2.5)] implies the conclusion.
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Proof of Theorem 8.10. It suffices to prove that the assertions (B0) and (Bl) implies
(Al+1). We set K = J1. Then the complex
E•,b1 (R(fI)∗sBI(f), L(K))
equipped with the filtrations
L(J2 \K), . . . , L(Jl \K), L(Jl+1 \K), F
satisfies the assumption in Lemma 2.14 by Lemma 8.7 and by the assumptions (B0) and
(Bl). Therefore we have the isomorphism
Ha(GrpF Gr
L(Jl+1\K)
ml+1
GrL(Jl\K)ml · · ·GrL(J2\K)m2 E•,b1 (R(fI)∗sBI(f), L(K)))
≃ GrpFrec GrL(Jl+1\K)recml+1 GrL(Jl\K)recml · · ·GrL(J2\K)recm2 Ea,b2 (R(fI)∗sBI(f), L(K))
for all a, b,m2, . . . , ml, ml+1, p. Moreover, it is locally free of finite rank by the strong
strictness of F in the assumption (Bl). Then the identification (8.4.1), Lemma 8.16 and
Proposition 8.9 give us (Al+1).
Corollary 8.17. For J1 ⊂ J2 ⊂ · · · ⊂ Jl ⊂ J ⊂ I ⊂ {1, 2, . . . , k}, the morphism θJ |I(f)
induces an isomorphism
OY [I] ⊗GrpF GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 ι−1J |IRn(fJ)∗sBJ(f)
≃−→ GrpF GrL(Jl)ml · · ·GrL(J2)m2 GrL(J1)m1 Rn(fI)∗sBI(f)
for all m1, m2, . . . , ml, n, p.
Proof. Easy from Lemma 2.11.
9 Main result
9.1. Let X be a Ka¨hler manifold and f : X −→ Y = ∆k × S a proper semistable
morphism as in the last section. For i = 1, 2, . . . , k, we write Y [i] = Y [{i}](= Ei) for
short. We use the similar convention for other objects, X [i] = X [{i}], sBi(f) = sB{i}(f),
L(i) = L({i}) and so on.
Lemma 9.2. For any I ⊂ {1, 2, . . . , k}, the morphism Nj|I(f)l defined in Definition
5.16 induces an isomorphism
Gr
L(j)
l R
n(fI)∗sBI(f)
≃−→ GrL(j)−l Rn(fI)∗sBI(f) (9.2.1)
for all l ≥ 0 and for all j ∈ I. In other words, the filtration L(j) coincides with the
monodromy weight filtration W (Nj|I(f)) on Rn(fI)∗sBI(f) for j ∈ I.
Proof. The morphism θj|I(f) induces the isomorphism
OY [I] ⊗GrL(j)l ι−1j|IRn(fj)∗sBj(f)
≃−→ GrL(j)l Rn(fI)∗sBI(f)
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for all l. The morphism θj|I(f) is compatible with the morphism Nj|I(f) and Nj(f)
for all j ∈ J . Therefore we may assume I = {j}. Moreover, the morphism Nj(f) is
compatible with the logarithmic connection −∇(j) on Rn(fj)∗sBj(f), it is sufficient to
prove that the restriction Nj(f)|Y [j]∗ induces the isomorphism (9.2.1) over Y [j]∗ because
(Rn(fj)∗sBj(f),−∇(j)) is the canonical extension of its restriction over Y [j]∗. Thus we
may assume that k = 1. Because Nj(f) is compatible with the base change as in Remark
5.20, we can reduce the problem to the case that S is a point by Lemma 6.17. Hence we
obtain the conclusion by [18], [13] and [24].
The following theorem is the main result of this article.
Theorem 9.3. Let f : X −→ Y = ∆k × S be a proper semistable morphism and
N(J\K)|I(f ; c) the morphism defined in (5.16.1) for K ⊂ J ⊂ I ⊂ {1, 2, . . . , k} and for
c ∈ RJ\K>0 . Moreover, we assume that X is Ka¨hler. For any non-negative integer l, the
morphism N(J\K)|I(f ; c)l induces an isomorphism
Gr
L(J)
l+m Gr
L(K)
m R
n(fI)∗sBI(f)
≃−→ GrL(J)−l+mGrL(K)m Rn(fI)∗sBI(f)
for all m,n ∈ Z. In particular, NJ |I(f ; c)l induces the isomorphism
Gr
L(J)
l R
n(fI)∗sBI(f)
≃−→ GrL(J)−l Rn(fI)∗sBI(f)
for all J ⊂ I by setting K = ∅.
Proof. The morphism θJ |I(f) induces the isomorphism
OY [I] ⊗GrL(J)l+m GrL(K)m ι−1J |IRn(fJ)∗sBJ(f)
≃−→ GrL(J)l+m GrL(K)m Rn(fI)∗sBI(f)
for all l, m, n. Moreover the morphism θJ |I(f) is compatible with the morphism Nj|I(f)
for all j ∈ J . Therefore we may assume J = I. Moreover, we may assume that
I = {1, 2, . . . , k} as before by using the fact that (Rn(fI)∗sBI(f), (−1)|I|∇(I)) is the
canonical extension of its restriction over Y [I]∗. Hence it suffices to prove that the
morphism NK|(f ; c)
l induces an isomorphism
GrLl+mGr
L(K)
m R
nf0∗sB(f)
≃−→ GrL−l+mGrL(K)m Rnf0∗sB(f)
for all l, m, n with l ≥ 0 and for c ∈ RK>0, where K = {1, 2, . . . , k} \K.
Now we proceed by induction on k. The case of k = 1 is already proved in Lemma
9.2. So we assume k ≥ 2.
For a non-empty subset K ⊂ {1, 2, . . . , k}, we have the identification
(GrL(K)m sB(f), L(K)) ≃
⊕
(q,Γ)
(sB(fΓ)[−m− 2|q|], L) (9.3.1)
by Lemma 4.7, where the index (q,Γ) runs through the set
{(q,Γ); q ∈ ZK≥0,Γ ∈ S≥q+eKm+2|q|+|K|(ΛK)} (9.3.2)
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as in Lemma 4.7. Under the identification (9.3.1) above, the morphism
GrL(K)m νj|(f) : Gr
L(K)
m sB(f) −→ GrL(K)m sB(f)
is identified with ⊕
νj|(fΓ)[−m− 2|q|]
for any j ∈ K, where the direct sum is taken over the same index set as (9.3.2). Thus
the morphism GrL(K)m NK|(f ; c)
l induces an isomorphism
Gr
L(K)
l E
−m,n+m
1 (Rf0∗sB(f), L(K))
≃−→ GrL(K)−l E−m,n+m1 (Rf0∗sB(f), L(K))
for all l, m, n with l ≥ 0 because of the identifications (9.3.1) and
E−m,n+m1 (Rf0∗sB(f), L(K)) ≃ Rnf0∗GrL(K)m sB(f),
together with the induction hypothesis. Then GrL(K)m NK|(f ; c)
l induces an isomorphism
Gr
L(K)rec
l E
−m,n+m
2 (Rf0∗sB(f), L(K))
≃−→ GrL(K)rec−l E−m,n+m2 (Rf0∗sB(f), L(K))
because L(K) is strictly compatible with the morphism d1 of the E1-terms by Lemma
8.7. Therefore we obtain the desired isomorphism by Proposition 8.9.
Now the case K = ∅ is remained. The morphism N{j}|(f)l induces an isomorphism
GrLl+mGr
L(j)
m R
nf0∗sB(f)
≃−→ GrL−l+mGrL(j)m Rnf0∗sB(f)
for all l, m, n with l ≥ 0 as proved above. Since we know the coincidence L(j) =
W (Nj|(f)) by Lemma 9.2, the monodromy weight filtration W (N(f ; c)) satisfies the
same property, that is, the morphism N{j}|(f)
l induces an isomorphism
Gr
W (N(f ;c))
l+m Gr
L(j)
m R
nf0∗sB(f)
≃−→ GrW (N(f ;c))−l+m GrL(j)m Rnf0∗sB(f)
for all l, m, n with l ≥ 0 by [1, (3.3) Theorem] (see also [23, (3.12) Theorem]). Then
the uniqueness of the relative monodromy weight filtrations implies the coincidence L =
W (N(f ; c)). Therefore we conclude that the morphism N(f ; c)l induces an isomorphism
GrLl R
nf0∗sB(f)
≃−→ GrL−lRnf0∗sB(f)
for all l ≥ 0 by the definition of W (N(f ; c)).
Theorem 9.4. Let X be a Ka¨hler manifold and f : X −→ Y = ∆k × S a proper
semistable morphism. For any I ⊂ {1, 2, . . . , k}, the variation of Q-mixed Hodge struc-
ture (8.2.1) on Y [I]∗ is admissible in Y [I].
Proof. Let ϕ : ∆ −→ Y [I] be a holomorphic map such that ϕ−1(Y [I]∗) = ∆∗. Take
I ′ ) I such that ϕ(0) ∈ Y [I ′]∗. For every j ∈ I ′ \ I, cj denotes the order of zero of
the holomorphic function ϕ∗tj at the origin 0 ∈ ∆. Then cj is a positive integer for all
j ∈ I ′ \ I.
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Now we consider a locally free O∆-module of finite rank with an integrable logarith-
mic connection (ϕ∗Rn(fI)∗sBI(f), (−1)|I|ϕ∗∇(I)) on ∆. Since GrpF GrL(I)m Rn(fI)∗sBI(f)
is locally free of finite rank, we have
GrpF Gr
L(J)
m ϕ
∗Rn(fI)∗sBI(f) ≃ ϕ∗GrpF GrL(J)m Rn(fI)∗sBI(f),
which is locally free O∆-module of finite rank. By using the morphism θI′|I(f), we have
the identification
C(0)⊗ ϕ∗Rn(fI)∗sBI(f) ≃ C(ϕ(0))⊗ Rn(fI)∗sBI(f) ≃ C(ϕ(0))⊗Rn(fI′)∗sBI′(f)
under which the equality
Res0((−1)|I|ϕ∗∇(I)) =
∑
j∈I′\I
cj Resj((−1)|I|∇(I)) = (−1)|I|N(I′\I)|I′(f ; c)
is easily seen. Thus Res0((−1)|I|ϕ∗∇(I)) is nilpotent. Therefore
(ϕ∗Rn(fI)∗sBI(f), (−1)|I|ϕ∗∇(I))
is of unipotent monodromy around 0 ∈ ∆ and the canonical extension of its restric-
tion over ∆∗. Moreover, L(I ′) gives us the relative monodromy weight filtration of
Res0((−1)|I|ϕ∗∇(I)) with respect to L(I) on
C(0)⊗ ϕ∗Rn(fI)∗sBI(f) ≃ C(ϕ(0))⊗ Rn(fI′)∗sBI′(f)
by Theorem 9.3.
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