This paper examines international equity market co-movements using time-varying copulae. We examine distributions from the class of Symmetric Generalized Hyperbolic (SGH) distributions for modelling univariate marginals of equity index returns. We show based on the goodness-of-fit testing that the SGH class outperforms the normal distribution, and that the Student-t assumption on marginals leads to the best performance, and thus, can be used to fit multivariate copula for the joint distribution of equity index returns. We show in our study that the Student-t copula is not only superior to the Gaussian copula, where the dependence structure relates to the multivariate normal distribution, but also outperforms some alternative mixture copula models which allow to reflect asymmetric dependencies in the tails of the distribution. The Student-t copula with Student-t marginals allows to model realistically simultaneous co-movements and to capture tail dependency in the equity index returns. From the point of view of risk management, it is a good candidate for modelling the returns arising in an international equity index portfolio where the extreme losses are known to have a tendency to occur simultaneously. We apply copulae to the estimation of the Value-at-Risk and the Expected Shortfall, and show that the Student-t copula with Student-t marginals is superior to the alternative copula models investigated, as well the Riskmetics approach.
Introduction
Risk modelling requires the understanding of the evolution of portfolio returns where underlying assets often exhibit extreme movements simultaneously. The source of co-movements can be interpreted as the volatility-in-correlation and the tail dependence which is present in the returns of the single stocks, see Andersen, Bollerslev, Diebold and Ebens (2001) , as well as in the equity index returns, see Solnik, Boucrelle and Le (1996) . Studying correlation and co-movements in the international stock market is important for risk diversification of an international portfolio, see Embrechts, McNeil and Straumann (2001) and Sun, Rachev, Fabobozzi and Petko (2006) . Studying the dependency suggests analysis of correlations within a single regional market as well as correlation between regional markets.
When dealing with a single market, one should take into account certain characteristics and stylized facts of the data which include non-Gaussianity, skewness and fat tails in the return distribution, as well as volatility clustering and the leverage effect. Therefore, an underlying realistic assumption about the distributional form of marginals is a crucial first step. Time series of financial data are high-dimensional and have typically a non-Gaussian behavior. Empirical studies have failed to support the assumption that return data follow a normal distribution due to its failure to capture the apparent heavy tails and excess kurtosis in the data, see Granger (2003) . Alternative distributions should be used in order to capture characteristics of financial return data. We use several important cases of the Symmetric Generalized Hyperbolic (SGH) distribution family discussed in Platen and Rendek (2008) and Wenbo and Kercheval (2008) . These include Student-t, Normal Inverse Gaussian (NIG), Hyperbolic (HYP) and Variance Gamma (VG) distributions. We show that they allow us to better capture stylized facts of the observed index returns. In particular, the Student-t distribution turns out to be preferable to the normal distribution and other distributions from the SGH family when dealing with equity risk management applications.
To study the dependency among international equity markets, linear correlation is not an appropriate measure of dependency. It fails to measure non-linear dependencies which arise when one works with models other than the multivariate normal one, and it often appears far too low when taking into account that extreme events occur simultaneously, see Embrechts, McNeil and Straumann (2001) and Solnik et al. (1996) . A better understanding of the time-varying multivariate (conditional) distribution is vital to many applications in finance, including portfolio selection, option pricing, asset pricing, Value-at-Risk estimation etc. Copulae can be used to describe the dependencies among random variables. They allow to separate the modelling of the marginal distributions from the modelling of the dependence structure. We will use copulae to analyze the non-linear non-Gaussian dependencies between regional * markets, including the modelling of dependent extreme values.
When studying the dependency in international stock markets, we use some regional market indices of each country as a proxy for the market movements of this country. More precisely, we consider the following regional indices: S&P 500 for the USA, Dow Jones EURO STOXX 50 for continental Europe, FTSE 100 for the UK, and TOPIX for Japan. For modelling the world equity market movements we use an equally weighted index EWI104s constructed as a weighted average of 104 world industry sector indices. While regional indices describe market movements of a specific country, the EWI104s describes general market movements, that is, fluctuations of the world stock market as a whole.
In our analysis we proceed as follows: In the first stage we specify marginal distributions for modelling equity market index returns of each country, as well as the world stock index returns. In the second stage we characterize the dependence structure among these by identifying the copula function which fits data best. It will turn out, based on goodness-of-fit testing, that among all distributions from the SGH family, the Student-t distribution provides the best fit. Furthermore, among all copula models investigated in our analysis the Student-t copula allows to model realistically co-movements of log-returns and to capture the tail dependence in the regional equity market indices. Thus, from the point of view of risk management, the Student-t copula with Student-t marginals is a good candidate for modelling returns in an international equity index portfolio since it captures well the extreme losses that have a tendency to occur simultaneously.
The paper is organized as follows: Section 2 discusses specifications of the marginal distributions, which include a brief overview of the SGH family and goodness-of-fit testing for the fitted distributions. Section 3 deals with modelling dependencies by specifying an appropriate copula family. It briefly reviews some facts on copulae, followed by fitting static and time-varying copulae to the data. Finally, applications in risk management are discussed in Section 4. Section 5 summarizes the findings.
Specification of Marginal Distributions
Empirical studies have failed to support the assumption that equity index return data follow a normal distribution, since it exhibits much heavier tails and excess kurtosis. We use as alternative distributions several important cases from the family of Symmetric Generalized Hyperbolic (SGH) distributions discussed in Hurst and Platen (1997) , Platen and Rendek (2008) and Wenbo and Kercheval (2008) . These include the Student-t, Normal Inverse Gaussian (NIG), Hyperbolic (HYP) and Variance Gamma (VG) distributions. Barndorff-Nielsen (1977) has introduced the family of generalized hyperbolic distributions, which has been discussed in its general form in Jørgensen (1982) , Stelzer (2004), McNeil, Frey and Embrechts (2005) . For the purpose of our research, we will concentrate on the symmetric representation, that is, when the location of the distribution and the skewness parameter are set equal to zero. Therefore, we consider the SGH density in the form:
Symmetric Generalized Hyperbolic Distributions
where α = 0 if λ ≥ 0 and δ = 0 if λ ≤ 0. K λ (·) denotes a modified Bessel function of the third kind with index λ, see Abramowitz and Stegun (1972) . The parameters λ andᾱ are invariant under scale transformations and can be interpreted as the shape parameters for the tails of the distribution. Varying λ andᾱ allows to specify special cases of the SGH distribution. In particular, we will investigate the following important special cases: the Variance Gamma distribution is obtained by settingᾱ = 0 and λ > 0, see Madan and Seneta (1990) ; the Student-t distribution assumesᾱ = 0 and λ < 0, see Praetz (1972) ; the Hyperbolic distribution is specified when λ = 1, see Eberlein and Keller (1995) ; and the Normal Inverse Gaussian distribution is obtained by setting λ = −0.5, see Barndorff-Nielsen (1995) . The first two special cases are limiting cases and can be described by taking into account the limiting behavior of the Bessel function involved, see Platen and Heath (2006) for details. The symmetric Variance Gamma density is a two parameter density where λ is a shape parameter. Smaller values of λ indicate increasingly heavier tails. When λ → ∞ the Variance Gamma density asymptotically approaches the Gaussian density. For the Student-t density we consider λ ≤ −1 in which case the number of degrees of freedom equals ν = −2λ ≥ 2. We do not consider the case when −1 < λ < 0, since it corresponds to ν < 2 for which the normalization constant diverges, see Platen and Rendek (2008) , and it is not relevant to the financial applications that we have in mind. Note that in the Student-t case the parameter σ is not the standard deviation of the random variable X, which is σ X = σ ν ν−2 . When the number of degrees of freedom ν decreases, we observe an increase in the tail heaviness of the density, which implies a larger probability of extreme values. Additionally, with an increase of the degrees of freedom ν → ∞, the Student-t density converges asymptotically to the Gaussian density. Further details on the representation of the density functions can be found in Platen and Rendek (2008) .
Empirical Methodology: ARMA-GARCH Model for the Marginals
To capture distributional characteristics of index returns which will be used to identify marginals for the joint distribution modelled via copulae, we implement an ARMA-GARCH model as proposed in Dias (2004) , McNeil et al. (2005) and Sun et al. (2006) . Consider the sequence of i.i.d. random variables (u t ) t≥0 with zero mean and unit variance. We assume that the log-return process (X t ) t≥0 follows the ARMA(p 1 ,q 1 )-GARCH(p 2 ,q 2 ) model, that is, it satisfies:
Here the process for the conditional mean equation is defined as follows:
The innovations ε t have by definition a conditional variance V ar(ε t |F t ) = σ 2 t in the form
, and u t is independent of (X s ) s≤t . We fit univariate ARMA(1,1)-GARCH(1,1) models via maximum likelihood for each marginal series assuming that the fitted residuals
follow certain distributional assumptions, and are approximately i.i.d. We assume that the residuals come from either the normal distribution, or one of the SGH distributions: Studentt, NIG, HYP or VG. McNeil et al. (2005) argue that the GARCH(1,1) model with Student-t innovations is sufficient to remove dependencies in the return series. Moreover, the ARMA term is usually not necessary to generate filtered i.i.d. observations, see Dias (2004) and Wenbo and Kercheval (2008) , which allows to set p 1 = 0 and q 1 = 0, leading to an assumption on a constant conditional mean: µ t = µ. After fitting univariate time series by maximum likelihood, we will use a goodness-of-fit test described below, to select the best model for the marginals, and proceed with modelling dependencies via copulae.
Data
We consider the following market capitalization weighted regional market indices to capture the equity market movements of a specific country: the Standard & Poor's equity index (S&P 500) for the USA, the Eurozone Dow Jones EURO STOXX 50 (DJ EURO STOXX 50) for continental Europe, the Financial Times and London Stock Exchange Index (FTSE 100) for the UK, the Tokyo Stock Price index (TOPIX) for Japan. The data, covering the time span from 01 January 1987 to 10 March 2006 is available from Datastream Thomson Financial. The world stock index we use proxies the world stock market movements and is the equally weighted index EWI104s which was constructed in Lee and Platen (2006) and Platen and Rendek (2008) based on 104 world industry sector indices as constituents provided by Datastream Thomson Financial. The EWI104s is an almost ideally diversified index over all d = 104 industries where all fractions are set equal to π δ EW I ,t = 1/d with d j=1 π δ EW I ,t = 1, j ∈ {1, 2, ..., d}. The raw index data for the EWI104s, as well as the four regional equity indices are plotted in Figure 1 for the time span from 01 January 1987 to 10 March 2006. The log-returns and the fitted annualized volatilities obtained using equations (2)-(4) are plotted in Figures 3 and 4 , respectively. From these figures we observe that the returns are concurrently correlated and that the regional indices appear to be more volatile than the EWI104s.
Analysis of Log-returns of the Marginals
First, in order to get a visual impression of the shape of the log-returns, we assume constant volatility and standardize the data to get a sample mean of zero and a sample variance of one. Figure 2 represents the histogram for the pooled data taken from all regional indices for the period from 01 January 1987 to 10 March 2006 displayed in log-scale vs. the normal density (in the left panel) and the Student-t density (in the right panel). We observe already visually an excellent fit of the log-returns to the Student-t density compared to a poor fit to the normal density.
We fit univariate returns of the EWI104s, S&P 500, Dow Jones EURO STOXX 50, FTSE 100 and TOPIX using equations (2)-(4), assuming either normal, or SGH innovations. To assure that the fitted residuals can be interpreted as being approximately i.i.d., we examine serial correlation in the time-series using sample autocorrelograms and Ljung-Box statistics, introduced by Ljung and Box (1978) for the univariate case. The test statistic for testing the null hypothesis of no serial correlation in time series is the modification of the Portmanteau statistic, see Box and Pierce (1970) , Hosking (1980 ), Hosking (1981 . With T denoting the number of observations, the test statistic for no serial correlation in lag m ≥ 0 in the univariate time series has the form:
where ρ l is a sample correlation at lag l ≥ 0. Under the null hypothesis of no serial correlation the test statistic is Chi-squared distributed with m degrees of freedom: Q(m) ∼ χ 2 m . Using Student-t innovations † , the results for the test statistics up to lag five are summarized in Table  2 , with the p-values given in parentheses. We observe that the values of the test statistics for the absolute and the squared fitted residuals are not significant at the 1% level for the EWI104s, Dow Jones EURO STOXX 50, FTSE 100 and TOPIX, indicating that we cannot reject the hypothesis of no serial correlation in these time series. For the S&P 500 we reject the null hypothesis at lag one, two and three for the absolute fitted residuals at the 1% significance level. However, the autocorrelogram in Figure 5 shows that there is no evidence of serial dependence of the absolute and squared residuals for the higher lags for all time series. Thus, since the absolute and the squared filtered returns show little evidence of serial correlation, they can be used for calibrating parameters of various distributions, as well as for performing goodness-of-fit testing for the best fitting distribution.
For goodness-of-fit testing for the residual assumption we use the Anderson-Darling (AD) distance and the Kolmogorov-Simirnov (KS) distance proposed by Rachev and Mittnik (2000) and Sun et al. (2006) :
where F s (x) denotes the empirical sample distribution andF (x) is the estimated distribution. The drawback of the KS statistics is that it is sensitive close to the center of the distribution and not at the tails. The AD statistics allows to overcome this drawback. It captures both, the deviations around the median of the distribution, as well as the discrepancies in the tails. Table 1 summarizes the results of the Anderson-Darling distance for log-returns of the indices using different marginal distributions estimated from the entire time series of the period from 01 January 1987 to 10 March 2006, assuming constant volatility. We observe that all distributions from the SGH family provide a considerably better fit than the normal distribution. The Student-t assumption on the marginals leads to the smallest mean values and the smallest dispersion for the AD statistics providing the best fit to the return data.
However, modelling univariate marginals in this way, we assume constant volatility, and thereby, ignore time dependence of serial volatility. Therefore, in the following we apply the ARMA(1,1)-GARCH(1,1) model described by equations (2)-(4) to estimate time-varying volatility σ t . We apply goodness-of-fit testing to the filtered series u t which are approximately i.i.d. The results are summarized in Table 3 , and Figure 6 shows box-plots for the AD distance for the normal † We do not report the results for other fitted distributions from the SGH family, since they perform similarly.
distribution and all distributions from the SGH family. As can be observed from the tables and the box-plots, the ARMA(1,1)-GARCH(1,1) model with Student-t assumption exhibits smaller mean value for the AD distance and less outliers than the normal distribution and the other distributions from the SGH family. This demonstrates again, as already in the case of constant volatility, the superiority of this fit compared to those of all other models.
Altogether, we obtain that the ARMA(1,1)-GARCH(1,1) model with Student-t residuals provides the best fit to the index data. Thus, assuming Student-t marginals for returns of each regional equity index, we estimate below the dependence structure by fitting multivariate copulae to the data.
Specification of the Copula Family
Copulae provide a natural way for measuring the dependence structure between d random variables. These are multivariate distribution functions on the unit cube [0, 1] d . They allow to connect their one-dimensional uniform-(0,1) marginals to the joint cumulative distribution function. The formal definition can be found in Nelsen (1998).
Sklar's theorem, see Joe (1997) for a proof, shows that every distribution function can be decomposed into its marginal distribution and a copula, and every distribution function can be obtained by coupling marginal distributions with the dependence structure given by a copula. More precisely, Sklar's theorem states that if F is a d-dimensional distribution function with marginals F 1 . . . , F d , then there exists a copula C with
for every x 1 , . . . , x d ∈ R. If F 1 , . . . , F d are continuous, then C is unique. On the other hand, if C is a copula and F 1 , . . . , F d are distribution functions, then the function F defined in (9) is a joint distribution function with marginals F 1 , . . . , F d .
For an absolutely continuous copula C we can define the copula density as
Given a random variable X = (X 1 , . . . , X d ) , with absolute continuous distribution function F and copula C X , the density c X is obtained by differentiating C X in (10):
where f is the joint density of F X and f j is the density of F X j . The density function of X is then given by
We will use in our analysis the following notion of a survival copula. If F is the distribution function of the random vector X = (X 1 , . . . , X d ) with marginals F 1 . . . , F d , then there exist a copula C * with
where
. C * is the so-called survival copula corresponding to C. In particular, for the bivariate case the survival copula can be defined as follows:
see Nelsen (1998) .
Copulae Examples
Throughout the paper we will concentrate mostly on two popular copula families: the elliptical copulae family, which include the Gaussian copula and the Student-t copula, and the Archimedean copulae family, which has e.g. Frank, Gumbel and Clayton copulae as special members. Furthermore, we consider for completeness some mixture models of Archimedean copulae where the distribution function has the form of a convex combination of two or more copulae. These d-dimensional parametric copulae are presented below. A copula parameter controls the degree of dependence. Further copula models, in particular, Ali-Mikhail-Haq, Plakett copulae etc. can be found e.g. in Joe (1993) and Nelsen (1998) .
Elliptical Copulae
Elliptical copulae have a dependence structure generated by the elliptical distributions, see e.g. Lindskog, McNeil and Schmock (2001) . These include normal and Student-t distributions, as well as the stable distribution class discussed in e.g. Rachev and Mittnik (2000) and Rachev and Han (2000) . The modelling of dependency using elliptical distributions can be found in Hult and Lindskog (2001), Fang, Fang and Kotz (2002) and Frahm, Junker and Szimayer (2003) . Its applications in finance and risk management are discussed, for instance, in Breymann, Dias and Embrechts (2003) , McNeil et al. (2005) and Dias and Embrechts (2008) . The Gaussian copula and Student-t copula are presented below.
Gaussian Copula
The Gaussian copula expresses the dependence structure of the multivariate normal distribution, i.e. normal marginal distributions are combined with a Gaussian copula to form a multivariate
, where Ψ denotes a correlation matrix, an explicit expression for the Gaussian copula is given by
, the density of the Gaussian copula can be written as
Student-t Copula
The Student-t copula expresses the dependence structure from the multivariate Student-t distri-
have a multivariate Student-t distribution with ν degrees of freedom, mean vector µ and positive-definite dispersion or scatter matrix Σ. The copula remains invariant under a standardization of the marginal distributions ‡ . This means that the copula of a t d (ν, µ, Σ) distribution is identical to that of a t d (ν, 0, Ψ) distribution where Ψ is the correlation matrix associated with Σ. The unique copula is the Student-t copula
where t −1 ν is the quantile function from the univariate t-distribution. The density of the t-copula is given by
With ζ j = t −1 ν (u j ) the density of the t-copula can be expressed as:
Archimedean Copulae
Gumbel, Clayton and Frank copulae belong to the family of so-called Archimedean copulae which have been studied in relation with modelling portfolio credit risk in McNeil et al. (2005) , Dias (2004) and Wu, Valdez and Sherris (2006) . These copulae have a simple closed form and are briefly reviewed below.
Clayton Copula
The Clayton copula with the dependence parameter θ ∈ (0, ∞) is defined by
with the density given by:
.
(21) ‡ In fact, it remains invariant under any series of strictly increasing transformations of the components of the random vector X, see Nelsen (1998) .
As the copula parameter θ tends to infinity, the dependence becomes maximal and as θ tends to zero, we have independence. The Clayton copula can mimic lower tail dependence but no upper tail dependence.
Gumbel Copula
The Gumbel copula with the dependence parameter θ ∈ [1, ∞) is given by
For θ > 1 this copula generates an upper tail dependence, while for θ = 1 it reduces to the product copula (i.e. independence):
Maximal dependence is achieved when θ tends to infinity.
Mixture Copula Models
Mixture models as introduced in Joe (1993) can be obtained by building convex combinations of two or more copulae. Denoting C A and C B copulae with dependence parameters θ 1 and θ 2 , respectively, the mixture model has a form:
In the following, we will consider four mixture models studied in Dias (2004) when modelling dependencies between FX rates. Angel Canela and Pedreira Collazo (2006) and Hu (2006) study mixture models for modelling dependencies across international financial markets.
Dependence and Tail Dependence
Before dealing with the tail dependence coefficient measured via copulae, we briefly recall the concept of correlation used to measure the degree of dependence among random variables. Wellknown measures of dependence include the Pearson correlation coefficient r, Spearmann's ρ and Kendall's τ . While Pearson's linear correlation depends on the distribution of the univariate marginals (i.e., keeping the dependence structure constant, different marginals might lead to different values for the joint distribution, see Dias (2004) ), the other two rank correlations are independent of the univariate marginal distributions. For properties of the dependence measures we refer to Embrechts, McNeil and Straumann (2001) . The estimates obtained for these coefficients using log-returns of the sector indices S&P 500, Dow Jones EURO STOXX 50, FTSE 100 and TOPIX are summarized in Table 4 . We observe high values for dependence measures between the Dow Jones EURO STOXX 50 and the FTSE 100, and low dependence between the Japanese TOPIX and the other indices.
Tail Dependence
While Pearson's correlation coefficient measures linear dependence among random variables, tail dependence coefficients allow to measure the extreme dependence in the tails of the multivariate distribution. These appear to be particularly useful in insurance and risk management when modelling the joint (dependent) risk, see e.g. Wang (1997) and Embrechts, McNeil and Straumann (2001) . The concepts of lower and upper tail dependence refer to the study of the dependence between extreme values in the lower and in the upper tails. The notion of tail dependence in relation to copulae first appeared in Joe (1997) . For the bivariate case, the upper and the lower tail dependence coefficients are presented below.
Let (U 1 , U 2 ) be a pair of uniform variables on the unit square [0, 1] 2 , the upper tail dependence coefficient λ u ∈ [0, 1] is defined as
Similarly, the lower tail dependence coefficient λ l ∈ [0, 1] is defined as
If the coefficient of upper tail dependence λ u ∈ (0, 1], then U 1 and U 2 are said to be asymptotically dependent in the upper tail, and if λ u = 0, then U 1 and U 2 are said to be asymptotically independent in the upper tail. Similarly, if λ l ∈ (0, 1] or λ l = 0, then U 1 and U 2 are said to be asymptotically dependent, or independent, respectively, in the lower tail. For properties of the lower and the upper tail dependence coefficients we refer to Embrechts, Lindskog and McNeil (2001) and Embrechts, McNeil and Straumann (2001) . Hu (2006) reviews dependence and tail dependence measures for the mixture copula models. The following result for the Student-t copula, as well the derivations for other copula models can be found in Embrechts, McNeil and Straumann (2001) and McNeil et al. (2005) .
Example on Student-t Tail Dependence
The Student-t copula generates symmetric tail dependence. The tail dependence coefficients are defined by
where t ν denotes the Student-t distribution function, ν is the number of degrees of freedom, and ρ is the correlation coefficient. Table 5 shows estimated coefficients of lower and upper tail dependence λ u = λ l = λ, the estimated number of degrees of freedom ν and the estimated correlation ρ for the Studentt copula of the pairs (S&P 500, DJ EURO STOXX 50), (S&P 500, FTSE 100), (S&P 500, TOPIX) and (FTSE 100, TOPIX), as well as a 3-dimensional copula of (S&P 500, DJ EURO STOXX 50, FTSE 100), and a 4-dimensional copula of (S&P 500, DJ EURO STOXX 50, FTSE 100, TOPIX). We observe that the tail dependence coefficient λ decreases as ν increases. For example, for all combinations, in which the TOPIX is not present, the estimated ν ranges between 3.6 and 4.4, and λ lies between 0.18 and 0.39. However, when the TOPIX is included, we observe an increase in the estimated number of degrees of freedom ν, which is maximal for the pair (S&P 500, TOPIX) where it reaches 11.26, in which case the tail dependence coefficient λ is nearly zero. We will use this result later when testing different copula models to select the best performing copula family.
Copula Estimation
Consider a vector of random variables: X = (X 1 , ..., X d ) with parametric univariate marginal distributions F X j (x j , δ j ), j = 1, ..., d. Furthermore, let a copula belong to a parametric family C = {C θ , θ ∈ Θ}. From Sklar's Theorem the distribution of X can be expressed as
and its density as
is a copula density. For a sample of observations {x t } T t=1 where x t = (x 1,t , . . . , x d,t ) , and a vector of parameters α = (δ 1 , . . . , δ d , θ) ∈ R d+1 the likelihood function is given by
and the corresponding log-likelihood function by
Our objective is to maximize this log-likelihood numerically. The estimation can be performed, for instance, in the following three different ways, employing the exact maximum likelihood (EML), the inference for marginals (IFM) and the canonical maximum likelihood (CML) method.
Exact Maximum Likelihood (EML)
The exact maximum likelihood (EML) method is straightforward, it estimates the parameter α in one step throughα
The estimatesα EM L = (δ 1 , . . . ,δ d ,θ) solve the first order condition
The drawback of the EML method is that with an increasing scale of the problem the algorithm becomes computationally challenging.
Inference for Marginals (IFM)
In the inference for marginals (IFM) method parameters for marginals and copulae are estimated separately, which represents a sequential two-step maximum likelihood method, see McLeish and Small (1988) and Joe (1997) . The parameters δ j from the marginal distributions are estimated in the first step and the dependence parameter θ is estimated in the second step after the estimated marginal distributions have been substituted into the copula. For j = 1, . . . , d the log-likelihood function for each of the marginal distributions is given by
and the estimated marginal parameter is given bŷ
The pseudo log-likelihood function
is maximized over θ to obtain the estimatorθ for the dependence parameter θ. The estimateŝ
Canonical Maximum Likelihood (CML)
In contrast to the EML and IFM methods, where we have to make an assumption about the parametric form of the marginal distributions, the canonical maximum likelihood (CML) method maximizes the pseudo log-likelihood function with empirical marginal distributions:
Here the empirical marginal cumulative distribution function is given bŷ
see Genest and Rivest (2002) . Using this method, the parameter can be estimated in one step by using the estimateθ
Fitting Static and Time-Varying Copulae
In the following, we aim to fit a parametric copula, that is, to estimate the copula dependence parameter, assuming that the unknown marginals are Student-t with the fixed number of degrees of freedom corresponding to 3.62 for the S&P 500, 4.22 for the Dow Jones EURO STOXX 50, 4.15 for FTSE 100, and 4.31 for TOPIX. To estimate the dependence parameter of the copula, we proceed as follows. First, we transform the original data to the "copula scale", we apply a probability integral transform to obtain uniformly [0, 1]-distributed values. Then, we apply the IFM method to estimate different copulae in a static, as well as, time-varying setting.
A static copula is assumed to estimate the global (average) dependence parameter using logreturn data from the time interval covering the whole time span from 01 January 1987 to 10 March 2006. Tables 6 and 7 show estimated copula parameters using different one-parameter families of copulae, as well as some mixture copula models for the pairs formed by the S&P 500, Dow Jones EURO STOXX 50, FTSE 100 and TOPIX. The standard errors are reported in parenthesis. Table 8 summarizes the results for a 3-dimensional copula of (S&P 500, DJ EURO STOXX 50, FTSE 100) and a 4-dimensional copula of (S&P 500, DJ EURO STOXX 50, FTSE 100, TOPIX). In the case of the mixture models, the parameters θ 1 and θ 2 represent the dependence parameters for the first and second terms of the mixture, respectively, and θ 3 is the mixture parameter which gives the proportion of the first term. From these tables we observe that the strength of the dependence decreases when we increase the dimension of the problem by adding an additional risk factor in the analysis.
Model Selection
To judge on the performance of each model fitted, we provide the Akaike Information Criterion (AIC) introduced in Akaike (1974) :
In (41) l(α; x 1 , . . . , x T ) denotes the maximized value of the log-likelihood and q is the number of parameters of the family of distributions fitted. Since the AIC is defined as minus twice the log-likelihood plus the penalty term which accounts for the effective number of estimated parameters, smaller values of the AIC indicate a better data fit.
In the last column of Tables 6, 7 and 8 all models are ranked by their AIC (the model ranking is given in parentheses). We observe that for the copulae of pairs, the Student-t copula is ranked first in four out of six cases, followed by the mixture model Gumbel & survival Gumbel for those copulae of pairs where the TOPIX is not present in the analysis. The same copula models are favored by the AIC for a 3-dimensional copula of (S&P 500, DJ EURO STOXX 50, FTSE 100). This indicates that modelling dependency in the tails of a joint distribution is crucial for some portfolio constructed of S&P 500, Dow Jones EURO STOXX 50 and FTSE 100. Furthermore, when including the TOPIX in a portfolio, we observe that the AIC favors another model, the Clayton & Gumbel mixture, where the Clayton term obtains higher weight ranging between 0.85 for the copula of (FTSE 100, TOPIX) and the four-constituent copula of (S&P 500, DJ EURO STOXX 50, FTSE 100, TOPIX) to 0.93 for the copula of (S&P 500, TOPIX). Recall that the Clayton copula can generate lower tail dependence, but not upper tail dependence, and that from Table 5 we know that including the TOPIX in the portfolio leads to smaller numbers for the tail dependence coefficient.
Time-Varying Copulae
The results described above are applied to the estimation of the dependence parameter in a timevarying context. For these purposes we estimate the dependence parameter by using subsets of size n of log-returns, that is, a moving window of size n, { X t } s t=s−n+1 scrolling in time for s = n, ..., T . This generates a time-series for the dependence parameter { θ t } T t=n . The static case, on the contrary, estimates the dependence parameter at once, based on the entire series of observations. Figure 7 shows the dependence parameterθ estimated for a three-constituent portfolio constructed of (S&P 500, DJ EURO STOXX 50, FTSE 100) in the upper panel, and a fourconstituent portfolio constructed of (S&P 500, DJ EURO STOXX 50, FTSE 100, TOPIX) in the lower panel, using the Student-t copula with Student-t marginals. The dashed line corresponds to the static case, estimated from the whole time interval, and a solid line represents the time-varying dependence parameter estimated using log-returns corresponding to a moving window with a fixed size of n = 250 days. Figures 8 and 9 show estimated time-varying parameters for a three-and a four-constituent portfolio estimated using mixture Gumbel & survival Gumbel and mixture Clayton & Gumbel, respectively.
Applications in Risk Management
Based on the AIC model selection criterion, we have favored three different models providing the best fit to the data. These are the Student-t copula vs. mixture Gumbel & survival Gumbel model for a 3-constituent portfolio of (S&P 500, DJ EURO STOXX 50, FTSE 100), and the Student-t copula vs. mixture Clayton & Gumbel model for a 4-constituent portfolio of (S&P 500, DJ EURO STOXX 50, FTSE 100, TOPIX). These copula models are employed for the Valueat-Risk and the Expected Shortfall estimation of the respective three-and four-constituent portfolios. The estimation technique and details of the results are described below.
Value-at-Risk Methodology
The dependency over time between the index returns is of particular importance in risk management since the resulting profit and loss (P&L) function is closely linked to the Value-at-Risk (VaR) of an international index portfolio. The VaR of a portfolio is determined by the multivariate distribution of risk factor increments. If w = (w 1 , . . . , w d ) ∈ R d denotes a portfolio of positions on d assets and S t = (S 1,t , . . . , S d,t ) is a non-negative random vector representing the asset (index) price at time t, the value V t of the portfolio w is given by:
The random variable
is called profit and loss (P&L) function, it expresses daily changes in the portfolio value. Defining the log-returns as X t = log S t − log S t−1 , equation (43) can be written as
If the distribution function of L t is given by F Lt (x) = P (L t ≤ x), then the VaR of a portfolio with strategy w at time t and level α is defined as the α-quantile from the distribution of the P&L:
The Expected Shortfall (ES) at time t can be computed as
where N t+1 denotes the number of simulated portfolio returns with value less or equal than V aR t (α) and L t+1,i is the i th outcome of the N t+1 samples. Obviously ES t (α) ≥ V aR t (α). Note that the ES has been proposed in several ways as a remedy for the deficiencies of VaR which is in general not a coherent risk measure, see Föllmer and Schied (2004) and McNeil et al. (2005) . It follows from (44) and (45) that F Lt depends on the specification of the d-dimensional distribution of the risk factors X t . Thus, modelling their distribution over time is essential to obtain the quantiles in (45).
RiskMetrics vs. Copula-Based Approach
The RiskMetrics technique, a widely used methodology for VaR estimation, see Morgan/Reuters (1996) , assumes that the log-returns follow a multivariate normal distribution: X t ∼ N (0, Σ t ). The elements of a covariance matrix Σ t can be estimated using the exponential smoothing technique:
The parameter λ ∈ (0, 1) is a so-called exponential moving average decay factor. Morgan/Reuters (1996) show that the value of 0.05 for λ provides good backtesting results.
In the copulae-based approach we first correct the contemporaneous volatility in the log-returns process using the t-GARCH(1,1) model described in Section 2.2. We employ the IFM technique to estimate parametric copulae. After fitting time-varying volatilities (plotted in Figure 4 ) of the marginals using t-GARCH(1,1) we estimate a time-varying copula dependence parameter { θ t } T t=n using a moving window of size n = 250. The estimated parameter is then used to generate Monte-Carlo samples of the P&L using the specified copula. Their quantiles at different confidence levels give estimates of the time-varying { V aR t } T t=n , and averaging over the worst 100 · α% cases leads to the estimated { ES t } T t=n .
Backtesting
Backtesting is applied to evaluate the performance of the procedure. It uses part of the information available to estimate the one period ahead risk measures and afterwards compares them with the values actually observed. It compares the estimated values of VaR with the true realizations {L t } of the P&L function by computing the exceedance ratio α:
Whenever L t < V aR t , we say that a violation of the VaR has occurred. By definition VaR is a number such that the loss cannot occur with probability larger than α. Therefore, the ratio of the number of such violations to the total number of observations in the backtesting period should be close to a target level α.
Results
Based on N = 10000 simulations we estimate the VaR and the ES for confidence levels α ∈ {0.1, 0.05, 0.01, 0.005, 0.001}. Average one-day estimates for a 3-constituent portfolio of (S&P 500, DJ EURO STOXX 50, FTSE 100) and a 4-constituent portfolio of (S&P 500, DJ EURO STOXX 50, FTSE 100, TOPIX) are reported in Tables 9 and 11 , respectively, with standard errors reported in parentheses. Table 9 shows the results for VaR and ES, estimated using the Student-t copula and a mixture Gumbel & survival Gumbel copula, compared to the Riskmetrics approach. Table 11 employs a Clayton & Gumbel mixture copula instead. Recall, that the marginals are assumed to be Student-t and with fixed number of degrees of freedom for all models. From the tables we observe that the dependence structure given by the copula function influences the VaR and the ES numbers. For the lower significance levels, e.g. 10.0%, 5.0%, we observe high VaR numbers in the case of Riskmetrics. For increasing significance levels to e.g. 0.5%, 0.1%, the effect of fat tails becomes much stronger, therefore, the VaR will be underestimated if one assumes normality. This leads to the smaller VaR and ES numbers for the Riskmetrics case compared to the Student-t copula case. VaR numbers for the mixture models lie roughly in the range between the estimated VaR for the Riskmetrics and the Student-t copula VaR, indicating that it outperforms the Riskmetrics approach but underperforms the Student-t copula method. Not surprisingly, errors increase as the estimated risk measures go further into the tail.
To confirm the outperformance of the Student-t copula over two other models we report the exceedance ratios for all confidence levels in Tables 10 and 12 for a three-and a four-constituent portfolio, respectively. We compare the performances of the methods by checking how close is the percentage of VaR violations to the targets of 10.0%, 5.0%, 1.0%, 0.5%, 0.1%. For all copula models we observe that the estimated exceedance ratiosα are consistent with a specified target confidence level α. For example, for our three-constituent portfolio of (S&P 500, DJ EURO STOXX 50, FTSE 100) the estimated 1.0%, 0.5%, 0.1% Riskmetrics VaR is violated by 2.4%, 1.7%, 0.9% of observations, respectively, that is, the model underestimates the VaR. Choosing the mixture Gumbel & survival Gumbel model improves the performance, leading to less VaR violations corresponding to 2.2%, 1.1%, 0.2%, respectively. However, the mixture model still underestimates VaR. Student-t models perform significantly better, leading to the percentage of VaR violations close to the target levels of α. The overall performance is summarized by computing a sum of relative squared errors α ((α − α)/α) 2 and a sum of relative absolute errors α |α − α|/α reported in the last column of Tables 10 and 12. We observe that the Student-t copula with Student-t marginals leads to the smallest errors for the threedimensional case and, thus, the best backtesting results. Note that the TOPIX does not enter the 3-constituent portfolio. This is in line with the results on the AIC model selection reported in Table 8 where the Student-t copula model was ranked first followed by the mixture model. In case of a four-constituent portfolio with TOPIX included in the portfolio, the mixture Clayton & Gumbel model performs overall slightly better, leading to the sum of squared (absolute) errors of 1.06 (2.06) for the mixture model compared to 1.49 (2.28) for the Student-t model. However, the mixture model underestimates VaR at e.g. 10.0%, 5.0% and 0.5% significance levels.
Figures 10 and 11 show P&L outcomes and VaR estimated at different confidence levels of 10.0%, 5.0%, 1.0% together with exceedances computed for the 1.0% significance level. The upper panel corresponds to the Student-t copula, and the lower panel refers to the respective mixture model for the three-and a four-constituent portfolio.
Overall, we conclude that the Student-t copula and the mixture models are clearly superior to the Riskmetrics approach. Furthermore, the Student-t copula with Student-t marginal performs significantly better than the mixture model in terms of backtesting when modelling VaR for our three-constituent portfolio, and is slightly outperformed by the mixture model in our fourconstituent case.
Conclusions
This paper examines time-varying copulae to model the dependency of regional equity indices on the international equity market. We use portfolios constructed of the following indices: S&P 500 for the USA, Dow Jones EURO STOXX 50 for continental Europe, FTSE 100 for the UK, and TOPIX for Japan.
Based on the Anderson-Darling statistics we show that the Student-t assumption on the marginals provides the best fit to the index data across the alternative distributions from the class of Symmetric Generalized Hyperbolic distributions, as well as the normal distribution.
We use Student-t marginals with about four degrees of freedom and t-GARCH(1,1)-fitted timevarying volatilities for each series of index returns to generate the dependence structure by fitting multivariate copulae to the data. We consider different copula specifications which include some mixture models allowing to generate asymmetric dependencies in the tails of the distribution. The Akaike Information Criteria indicate that the Student-t copula with Student-t marginals allows for a realistic modelling of co-movements and captures well the tail dependence in the index returns of an international portfolio.
When modelling Value-at-Risk and Expected Shortfall using copulae, we show that the Student-t copula and the mixture copula models outperform the Riskmetrics approach. Furthermore, the Student-t copula with Student-t marginals performs significantly better than some alternative mixture copula models in terms of VaR backtesting when modelling VaR for a portfolio with the three constituents S&P 500, Dow Jones EURO STOXX 50 and FTSE 100. However, on average it is slightly outperformed by the mixture model in the case with the four constituents S&P 500, Dow Jones EURO STOXX 50, FTSE 100 and TOPIX.
Altogether, the Student-t copula with Student-t marginals allows for flexible modelling of the joint distribution by splitting marginals from the dependence structure, and capturing a nonlinear behavior and extreme values arising in the distribution of the log-returns. It is a strong candidate model from the point of view of risk management which allows the investors to allocate their capital in a most effective way when dealing with the modelling of potential extreme losses that have a tendency to occur simultaneously in regional equity indices. Table 5 : Estimated tail dependence coefficient λ = λ u = λ l , the number of degrees of freedom ν and the correlation ρ. Estimated using the Student-t copula for the pairs (S&P 500, DJ ES 50), (S&P 500, FTSE 100), (S&P 500, TOPIX) and (FTSE 100, TOPIX), a 3-dimensional copula of (S&P 500, DJ ES 50, FTSE 100) and a 4-dimensional copula of (S&P 500, DJ ES 50, FTSE 100, TOPIX Table 6 : Copula dependence parameter, standard errors, AIC and model ranking (in parenthesis), estimated for different copulae assuming Student-t marginals for the pairs of log-returns of S&P 500, Dow Jones EURO STOXX 50, FTSE 100 and TOPIX. In the case of mixture models, the parameters θ 1 and θ 2 are the dependence parameters for the first and second terms of the mixture, respectively, and θ 3 is the mixture parameter which gives the proportion of the first term.
(S&P 500, Dow Jones EURO STOXX 50) (u 1 , u 2 , u 3 , θ 1 ) + (1 − θ 3 )C Surv.Gumbel X (u 1 , u 2 , u 3 , θ 2 ). Estimated for a 3-constituent portfolio constructed of (S&P 500, Dow Jones EURO STOXX 50, FTSE 100) using moving window of 250 days, assuming Student-t marginals. (u 1 , u 2 , u 3 , u 4 , θ 2 ). Estimated for a 4-constituent portfolio constructed of (S&P 500, Dow Jones EURO STOXX 50, FTSE 100, TOPIX) using moving window of 250 days, assuming Student-t marginals.
