Abstract. We introduce and analyze a frequency-domain method for parabolic partial di erential equations. The method is naturally parallelizable. After taking the Fourier transformation of given sources in the space-time domain into the space-frequency domain, we propose to solve an inde nite, complex elliptic problem for each frequency. Fourier inversion will then recover the solution in the space-time domain. Existence and uniqueness as well as error estimates are given. Fourier invertibility is also examined. Numerical experiments are presented.
Introduction
Let be an open bounded Lipschitz domain in R N , N = 2; 3, J = 0; 1), and ? = @ . We are interested in a numerical method for the following parabolic problem: 1 u t ? r ( ru) = f; J;
(1.1a) u = 0; ? J; (1.1b) u(x; 0) = 0; x 2 ; Here, we explain brie y the reason why we consider Problem (1.2) instead of Problem (1.1). Our primary interest lies in proposing and analyzing a naturally parallelizable algorithm with which one may use parallel machines to solve Problem (1.1) as e ciently as possible.
The most popular strategy to get numerical solutions of (1.1) is to solve the problem in the space-time domain by using a marching algorithm such as backwardEuler or Crank-Nicolson methods. Such methods have proven to solve e ectively many practical problems. In order to advance to next time steps when one uses a marching algorithm, one needs to solve elliptic problems using informations on space grids at the current and/or previous time steps.
There could be two approaches to parallelization in solving parabolic problems in a wide sense. One direction may be to use the idea of domain decomposition methods to decompose the space domain into subdomains in solving each elliptic problem corresponding to each xed time step. For such a direction, we refer 4, 5, 14, 15, 18, 19, 25] and recent publications in major numerical analysis journals. However, these methods require heavy communication cost among processors in order to pass informations between neighboring subdomains. The other direction may be attempts to devise and implement parallel algorithms in the marching axes, that is, the time axis. However, the nature of evolution makes it di cult to nd a naturally parallelizable algorithm which does not spend too much communication time among processors. In this sense, both approaches formulated in the space-time domain are not naturally parallelizable.
In this paper, we propose an alternative method by taking the Fourier transformation of Problem (1.1) to obtain a set of elliptic problems (1.2) for discrete number of frequency !'s of interest. This formulation is based on the observation that the set of elliptic problems (1.2) depending on the parameter ! is completely independent. We are thus able to solve the set of elliptic problems (1.2), by assigning each such problem to each processor. Independence of each problem guarantees no communication cost among processors. Then our numerical solutions in each time is recovered by a discrete inverse Fourier transform.
The above procedure has been proven to be very e cient for solving wave propagations with absorbing boundary conditions in a parallel machine 9, 10]. Wave equations becomes Helmholtz-type equations in the space-frequency domain, which have eigensolutions with Dirichlet or Neumann boundary conditions. This is not the case with absorbing boundary conditions; with absorbing boundary conditions the Helmholtz-type equations are uniquely solvable, and thus a natural parallelization is possible by simultaneously solving Fourier-transformed problems with di erent !'s in di erent processors; for details, see 9, 10, 12, 20] . Indeed, it turns out that solving wave propagation is more subtle than solving parabolic problems. But it is worthy to stress that parabolic problems with Dirichlet and Neumann boundary conditions can be solved in a natural parallelizable way. See also 21] for an analysis of a linearized Navier-Stokes equations, where a similar treatment for the Dirichlet boundary condition has been done to (1.1) Then by using (3.2) and Theorem 2.2, an appropriate choice of yields (3.3a). For a proof of the second inequality the usual duality argument will be used. Multiplying by T 2k both sides of the above inequality and then integrating over 
Thus, if we assume that
we have that kE 3 ( ; t)k 1 ! 0 as h ! 0 :
Combining the estimates (3.6), (3.7), and (3.8), and using Lemma 3.1, we have the full error estimate. with C j ; j = 1; 2; 3; dependent only on the domain and the coe cients and :
Similarly, if we estimate kE 1 ( ; t)k; kE 2 ( ; t)k; and kE 3 ( ; t)k in (3.5), using, for the second error term kE 2 ( ; t)k; (3.3b) instead of (3.3a), we obtain the following theorem. 4. Numerical Experiments Some numerical experiments were performed for the Problem (1.1) with = = 1. Let = (0; 1) 2 in R 2 and J = (0; T). We x the simulation time T = 1. The source f(x; y; t) = (x; y)g(t) was chosen so that the analytic solution u to Problem (1.1) is u(x; y; t) = sin(2 x) sin(3 y)h(t); (x; y) 2 ; t 2 J; where h(t) = t 1+10t 2 . For the discrete input data for g, assume that g(iT=N t ); i = 0; 1; N t , with N t = 40; are given.
Notice that, in computing the Fourier transform b g(!) of g(t), if more informations of g(t) in 0; 1) are given, then more precise b g(!) may be obtained. However, in practice only a limited nite number of data are given. Therefore it is natural to expand the domain of data to a large interval. In our experiments, we assumed that g(2T + iT=N t ) = g(iT=N t ); i = 0; 1; ; N t ; regarding g as a periodic function with period 2T, thereby supplying 2N t + 1 data points of time source N ! ( !) N x = N y = 50 N x = N y = 100 N x = N y = 200 20 (5/4) 4.046E-2 (9.844E-3) 4.042E-2 (8.243E-3) 4.042E-2 (7.864E-3) 30 (5/6) 3.928E-2 (1.058E-2) 3.924E-2 (8.992E-3) 3.924E-2 (8.615E-3) 40 (5/8) 3.889E-2 (1.083E-2) 3.885E-2 (9.250E-3) 3.885E-2 (8.873E-3) 50 (5/10) 3.872E-2 (1.095E-2) 3.867E-2 (9.368E-3) 3.867E-2 (8.992E-3) 60 (5/12) 3.862E-2 (1.101E-2) 3.858E-2 (9.433E-3) 3.858E-2 (9.056E-3) 70 (5/14) 3.856E-2 (1.105E-2) 3.852E-2 (9.471E-3) 3.852E-2 (9.095E-3) 80 (5/16) 3.853E-2 (1.107E-2) 3.848E-2 (9.496E-3) 3.848E-2 (9.120E-3) 160 (5/32) 3.844E-3 (1.114E-2) 3.839E-2 (9.558E-3) 3.839E-2 (9.181E-3) Table 1 Figure 1 shows the time shape of source function g(t): 's represent the original input data g(iT=N t ); i = 0; 1; 2; ; N t , and the solid line represents the graph of the modi ed source extended periodically and smoothly to 0; 2T] by polynomial interpolation.
We solved (3.1) for ! j?1=2 ; j = 1; ; N ! . In the calculation of nite element solutions N x N y uniform triangular meshes were taken for the triangulation of , and C 0 piecewise linear nite element were used. The resulting algebraic problems N ! ( !) N x = N y = 50 N x = N y = 100 N x = N y = 200 20 (10/2) 3.179E-0 (3.140E-3) 3.183E-0 (1.367E-3) 3.184E-0 (9.636E-4) 30 (10/3) 3.443E-2 (2.679E-3) 3.470E-2 (8.587E-4) 3.478E-2 (4.236E-4) 40 (10/4) 3.040E-3 (2.614E-3) 1.548E-3 (7.884E-4) 1.297E-3 (3.462E-4) 50 (10/5) 3.035E-3 (2.591E-3) 1.536E-3 (7.634E-4) 1.282E-3 (3.185E-4) 60 (10/6) 3.032E-3 (2.580E-3) 1.531E-3 (7.513E-4) 1.277E-3 (3.050E-4) 70 (10/7) 3.031E-3 (2.573E-3) 1.529E-3 (7.445E-4) 1.274E-3 (2.975E-4) 80 (10/8) 3.030E-3 (2.569E-3) 1.528E-3 (7.403E-4) 1.272E-3 (2.927E-4) 160 (10/16) 3.029E-3 (2.560E-3) 1.525E-3 (7.304E-4) 1.269E-3 (2.817E-4) Table 3 were solved by using a Gaussian elimination type solver, e.g., Yale Sparse Matrix Package 11]. Tables 1, 2 Table 5 . The numerical data show that the relative errors behave more regularly as ! becomes larger. It is also worthwhile to observe from Table 5 that the errors are up and down but do not increase as time grows. This feature should be emphasized compared to error behaviors for traditional solvers; as time increases, errors generated by traditional solvers in the space-time formulation, such as Crank-Nicolson and backward-Euler methods, usually grow.
For comparison, we provide the L 2 (J; L 2 ( ))-errors induced by Crank-Nicolson method in Table 6 . The overall error behaviors of Crank-Nicolson method are a little better than those of our method. Theorem 3.3 says that the error behaviors of our method are a ected by ! , ( !) 2 and h 2 while the asymptotic behaviors of the error for Crank-Nicolson method is O(h 2 ) + O(( t) 2 ). In particular, the e ect of ! depends upon decay rate of k b f( ; !)k as ! ! 1. Hence, we expect that our method will compete with Crank-Nicolson method when ! is su ciently large. Numerical results indicate that we got comparable solutions for moderate ! and !. Among all the features mentioned above, the most favorable advantage for our scheme lies in the natural parallelization when there are given massively parallel processors.
