The article considers the discrete analogue of the method of quickest descent for an inverse Acoustics problem in case of a smooth source. The authors derived the gradient of functional in differential and discrete cases, described the algorithm of solving a problem, and compared gradients of functional in continuous and discrete cases. In the article the improved estimates of the rates of convergence of gradientbased methods are obtained, which are very important for practice because they provide with the possibility to make input data errors consistent with the iteration number. There is a practical application of the proposed new method of deriving the gradient of functional for an Acoustics discrete problem, for it provides with calculations that are more accurate. The theoretical importance of the method is the developed technique of deriving estimates and gradients of functional at a discrete level.
Formulation of the problem
Here c(z) > 0 is the sound speed, p(z) > 0 is the density, ω(z,t) is the pressure. Equation (1) (4) where θ(t) is a smooth function. It is well known that using an additional information in the form (4), it is difficult to determine the two functions, c(z) and p(z), simultaneously. Therefore, we formulate the inverse problem of determining one function. For this purpose, we introduce a new variable and function. 
Further, in order to make investigation of the inverse problem at a discrete level more convenient, taking into account the above reduction, we consider the following problem. We will determine q(x) using the following expressions
Let us consider the equivalent inverse problem (S.I. Kabanikhin, K.T. Iskakov):
The expressions (15) -(17) follow from (12) -(14), if we substitute
When using the optimization method for solving an inverse problem, a criterion functional is minimized, for example a criterion functional of the following form:
The notation u(0,t;p) indicates that u(x,t) is a solution of the direct problem (15) -(17) at fixed р(х). The minimization of the functional J(p) is realized by the method of quickest descent:
in which the descent factor, n , is determined using the condition
is the gradient of functional, n is the number of iteration.
Optimization method at differential level
Let us formulate the inverse problem under study concretely. In the domain
it is required to determine the function q(x) using the expressions
and the given additional information of the form
For illustrative purposes, we choose a rectangular domain D.
It is easy to see that the expressions (20) - (22) 
The essence of the optimization method is the following: we define the initial approximation ), (
we determine the successive approximations using (19). Let us get down to deriving the formula of the gradient for the functional (24) using the method analogous to those in the works (S.I.Kabanikhin and others, G.A.Tyulepberdinova, A.E.Yerdeneyeva).
Let us consider the increment 
Now we multiply both parts of the equation (25) by the function ψ(x,t), and integrating over the domain D, we obtain , we obtain:
Using the condition (26) and assuming that
Using the condition (27) and assuming that
Further, we leave the formulae for 
then in the latter expression we have
The left part is equal to the increment of functional
and the right part is its gradient. Therefore, the gradient of functional is equal to
Thus, in the process of deriving the formula for finding the gradient of a functional, we get an auxiliary dual problem for
, which has the form 
After combining like terms and using the difference derivative for 
