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SHOULD DISTRIBUTED SYSTEMS BJ~ HIDDEN?




Abstract: EXisting multiprocessor systems can be divided in
three classes according to the degree of coupling among the
machines: shared memory, local network, or long-haul net-
work. The lighter Lhe coupling, the deeper in lhe operating
system wilt btl the optimal position of Lhe software for inler-
process communications. Current designs atLempt either to
ex Lend shared memory operating systems, or long-haul net-
work protocols, to the local network. Neilher approach is
opLin1iJ.1. We argue that the best position of Lhe communica-
lions layer is in Lhe middle levels of the opcrallng system--
above Lhe vir"Lual memory and below the dircctor'y manager.
With this position. the directory hierarchy can be extended
to become a global name space for permanent objects jn the
system. Eaeh of the higher levels is then easily converted Lo
hide the remaining vestiges of the locations of objects it
manuges. The resulting operating system can fit on
machines as small as workstations.
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Distributed systems have been under active discussion for a decade. A few
have been in operation for nearly that span, others are being: delivered, and
many more are being designed. It is tltting to reflect on what has been aeeom-
plished.
In this paper distributed system means a coordinated collection of comput-
ers connected by a communication network. 2 The computers and network are
intended to form a sysLem with personalized working environments, easy com-
munication among users, easy access to special services sueh as mail and print-
ing. continued operation despite failures of individual computers, and the ability
to extend the power of the system in modest steps by adding new computers.
Are these goals being met by current designs?
In many cases, no. Some distributed operating systems are nothing more
than traditional designs with long-haul neLwork software added on to manage
communicaLion with other machines. By allowing the machines and network to
be visible in the programming environment, these systems force many users to
learn about transport-level network protocols to carry out ordinary tasks. Their
programming environments arc lower in level than those o[ many third genera-
lion operating systems. Other distributed operating systems arc nothing more
than a traditional design adapted by putting important functions on dedicated
machines. These systems hide the machincs and the network but. because func-
Lions iU'C not replicated, they arc no mor'c ruult tolerant than the sinl:!C-ulill.:iline
2 SO!llclimes Lhe Lerm is used Lo denote lin nrrllY of microcomputers that work In pnrllllello-
ward lhe solulion ot (l common problem. (For example. lDrin7B, Hoar7B].) This cluss of dis.
lribuled syslems is nol considered here.
I"~ .-
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operating systems from which they were derived.
The goa.ls of distributed system cannot be met without a redesign of the
operaling system's architecture. This paper will argue that a layered opcraLing
system is straighlforward to extend For computatlons among several machines
on a local network. The exisLence or multiple compuLers and a network will not
be observable in Lhe resulting user environment; the system will have a high
degree of functional redundancy. Other approaches to this problem appear in
Tandem systems [Bart6l] and the Grapevine system [Birr62]. The UCLA LOCUS
system [PopWOl] addresses some of the issues handled here in a strictly UNIX
environment.
The key principles of our proposal are: process-to-process communication
can be implemented in a middle layer of the operating system; a global name
space for permanent objects can be .implemented with distributed directories:
and all global objects can be accessible through a uniform inlerface. These
ideas will be ilIw,lraled wiLh specifications of the exLernal interfaces icuplL'-
mcnted at the communications. directories. and higher levels of the operating
system.
DISTRIIJUTED SYSTEMS
An imporlanL dilIerence between a single-machine system and a multi-
machine system is in the mechanism for exchanging information between
processes. In a conventIonal operating system, the cost of sending a message
need noL exceed the [!Xed cosl of sending the poinler for Lhe memory segment
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containing the message. In a distributed system, however. the cost of sending
the message depcnds on the size of the message, and on the mechanisms for
recovery from network errors, if the two processes are on different machines.
The requirements of reliable, efficient message exchange strongly influence
the placement of the communications protocols within an operating system.
They therefore alIect the degree to which dcpendenee on physical factors can be
hidden [rom the user.
System Types
Multiprocessor systems can usually be placed in one of three classes
according to the type of communication medium: shared memory, local com-
putcr neLworks, and long-haul networks. We are primarily interested in local
network systems in this paper.
Shared memory systc"ms, such as C.mmp [WulfOl] and Intel 432 [InteSl,
KahnOl, CoxOl, PollSl], consist of several processors connected by a bus or
crossbar switch to memory. A global scheduler determines an assignment of
ready tasks to the processors. Messages enn be passed from one process to
anoLher al unit cost; they can be copied at the saturation rale of the memory.
Local computer networks, such as em· [Swan??, Jone79, OustOD], Xerox
SLur 1~';l1liLB;n or the Ciltllbriur,c Hillr, I'Wilk'i'9I, consist of sevcral processors con-
lIecLcu by wiuc-bunu sCI'ja] communications lintl~. A globul sclwuulcr. or smull
set of coordinated schedulers, assigns ready tusl<s Lo processors. ::lome proces-
sors may have preassigned functions, such as file server, printer server, login
server. mail server, or workstation. Message passing cost is proportional to
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message size. Transmission speeds vary from <} Mbits/scc up to memory speed.
In praclicc, Lhese ndworks arc highly relio.ble: few relrullsmissiom; result from
garbled packets.
Long haul networks, such as AHPANET [Postol, Tane8t], consist of many
computer systems. typically of tlirIcrcllllypcs. connecled by narrow band serial
communications Hnes. There is no global scheduler. Message passing cosl is
proporlionallo message size and error raLes in the network. Tro.nsmission
speeds range from 300 bits/sec up Lo lOOK biLs/sec. Errors in the network are
common.
The placement of multiprocessor support in an operating system depends
on Lhe medium for inlerprocess communication. It can be placed at a very low
level in a shared memory sysLem because the degree of information sharing is
high, the granularity is low. message exchange is cheap, and transmission errors
are rare. (See lDcnnOl].) It must bc placed at a hlgh level in long-haul systems
because thc computers are too heterogeneous and do not havc common stan-
dards for sharing and message passing. Multiprocess support is best placed at
the middle levels of an operating system for local networks. (This statement will
be made precise in the next section.)
The flrsL problem ci.Led in Lhe introduction arises because the software ori-
ginally designed for long-haul neLworks has been used for local networks even
though it is not optimized for this application. This is primarily a product of
expediency: long-haul sofLware has existed longer and is available Widely. Simi-
larly. Lhc software developed for shared memory systems is not approprIate for
local networks because it has been optimized for unit-eosl, error-free message
exchange.
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Nolable examples of local networks implemented with long-haul software
are found among UNIX systems (e.g .. 1-.2bsd [Joy02J), In lhese cases, the nelw
work and ils protocols are visible in the user environment. The user becomes a
pat'ty to major decisions involving the physical resources of the system, such as
Lhe machine selection problem, the file location problem. and the inlcrmachine
naming problem. The user may, lherefore, have considerable dirIieully aeeom-
pUshing ordinary tasks. For example, the user may have to explicitly invoke
rem oLe direcLory searches and file transfers if the required files nrc on ditIercnt
machines. (This can happen if he should log in on a difIercnt machine from his
prior session or if the last person to work on shared files moved them.) He may
have Lo usc remote login to gain access to a service provided by another
machine. He may have to use sequences of machine names as addresses for
mail or oLher uscrs. Besides the availability of the soflware, the primary advan-
lage of this approach is its functional redundancy - all the functions appear on
every machine and, hence. the failure of one machine will not bring down the
entire network. The primary disadvantage is the appearance of networks in the
user environment.
Another group of distribuled operating systems for local networks are adap-
taUons of sharcd mcmory operaUng sy~tems. Notable examples include StarOS
[Jone'79], Medusa [OustOOJ, the Xerox Slar system [Smlt02], and the Cambridge
I~in~ system [Wilk79]. Thc shared memory opcraUng systcm has becn adapted
rol' eOllll1luniealioll ove!' Lhe localneL; Lhis is accomplished by implementing
imporlanl systems functions as dedicatcd processes that are invoked by sending
lhclll messages and awaiting responses. In StarOS. processes are assigned to
specific processors by a small set of coordinated schedulers. In the Cambridge ,'- ,
~" -
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Ring some processes - such as the file server, the printer server, und the login
server -- arc preassigned Lo speeifle machines: user processes arc assigned to
idle minicomputers by the login server. In Xerox Star, all proccsses are preas-
signed to machines. Adapting the architecturc of a shared memory operating
systLm for the local neLwork expediLes developmcnt bccause it requires few new
concepts. It produces a uniform user cnvironment that hides the network. The
primary disadvantage is the lack of fWlctional redundancy inherited froIn the
single-machine operating system. The entire system may fail if a single machine
fails -- e.g., if the filc server breaks down.
Adapting a shared memory operating system or long-haul network software
to a local network does not produce Lhe best resulls. The solution requires a
redesign of the operating system so lhat the resulting network of machines is
hidden yot elTicient. We will argue in the next section that the design eUort can
be straightforwardly managed in the context of a multilevel design hierarchy.
OPERATING SYSTEMS
Operating systems perform two classes of functions: allocating resources
among computing tasks and extending primitivc hardware by implementing u
powerful virtual machine that serves as a high-level programming environment.
The second function has evolved from the methods developed to implement Lhe
first.
The principle of dala abstraction - hiding away the delails of managing a
class of objccts inside a module that has a simple, high·lcvcl inlerface wiLh its
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users -- was recognized early as an essential tool for maintaining consistency of
resource allocation state information. (See [Denn66].) This principle has been
extended to an integrated view of an operating system as a hierarchy of abstract
machines from the base hardware to thc user interface. The first instance of a
mulLilevel operating system was reported by DijksLra in 1966 [Dijk6B]. The Prov-
ably Secure Operating System (PSDS) is the first complete layered system
reported and formally proved correct in the open literature. [NeumBD]
Table I is an example of a 15-layer operating system design. This design
incorporates the principles of UNIX [Ritc74] in a framework like PSOS [NeumBD].
Each level in Table I manages a set of objects of given type; it does this by
providing operations for creating, deleting, and changing the staLes of objects.
li'o," example. Level 5 implements primitive (sequential) processes and sema-
phores and hides the deLails of processor scheduling and inLerrupts; its inler-
face Lo the higher levels includes Lhe wait nnd signal operations. Level B pro-
vides un inLerfaec Lo sceoadary units, such as disks, for long term sLorage of
objecLs ereaLed by the higher levels. Levcl13 implements uscr processes -- i.e ..
the virtual machines containing user programs in execution. (A user process
contains a primitive process, virtual memory, a eurrenL direcLory pointer, and
parameLers passed on iLs invocation.) The lower-numbered levels are the most
primitive and arc masked from view by Lhe higher levels. I"or example. instrue-
Lions Lhatloek and unlock a biL in a memory word arc no longer visible above
Lhe Pl'oeess Manager' level. The programs implementing operaLions aL a given
Icvellliay cull operations of lower levels buL noL of higher levels. j"or example,
Lhe Iile sysLem may usc semaphores Lo lock shared da.La during: update. but the




It is obviously impossible hide aU aspects of a distributed system. Some
sites on a network have special designations associated with their locations _
e.g., a "New York City sales database." The response time of an opcn file com-
mand is obviously shorter if Lhe file is stored locally ~han if the file must be
moved from another machine.
Hiding the Bindings
Hiding Lhe maps from names to objects is a central principle in many Lhird
generation operating sysLems. lL is responsible for the machine independence
of the uscr environment. In multilevel systems, the map for a given class of
objects is maintained by the layer for that class.
To carry this principle over La multimaehine systems. the design musL hide
the locations of all sharable objects (directories. files, pipes. devices. user
processes, and extended typc objecLs). This requires Lhe solution of two prob-
lems: the reliable exchange of informaUon between processes on diITerenL
machines and global naming of objects. The firsL problem is solved by Lhe com-
munica.tions la.ye.r. [he second by a co:m:mon dire.etoTlJ tTf!fil hierarchy among the
various machines. These problems will be considered in the next two subsec-
tions.
The communications layer can be Inserted in lhe middle of the design
hierarchy. beLween the locallong-Lerm sLore level and the direcLory level. The
resulling seL of levels is illusLraLed in Table II. If lhe eommunicalious layer lVere
higher Lhun Lhe directory level. Lhe direcLory manager would have no <lceess La
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Level Name Objects Example Operations
ElecLronic CircuiUi Reeislcr9, 8a.Lc9, clcar, lmIl9Ier, eomplemenL,
busse9, ele. uclivntc, eLc.
2 Instruction Sel Evalualion slack, load. slorc, WL..Op, bin..Dp,
microprogram interprcter brunch, a:rray...indeJ:, elc.
3 Procedures Proccdure sCllmcnL9, nlllTk, cull. reLurn
Call 9U1ek, di9play
4 [nterrup~s mleJTup~ 6I1d invokc, mask, unmask
faulL bundler programs
5 Primitive Processes PrimiLive process, su:lpcnd, resume,
9cmuphorc3, rcady list wool, :lignul
0 Capabilities Co.pabililic9. muke, copy, amplify, enter,
domOOns verify po.rameteT9
7 Local Seeondnry Store []]OCk9 of do.lo., reud, wrile, ulJocale, free
disk device drivers
• VirLuul Memory segmclll9 reud, wriLe, fetch
• Direclorie9 Directories ercule, uu.ueh, delaeh,
SCllTch, list
10 File Syslem Files open, close, rend, write
11 Pipcs mlerprocess dnUl pipes OpCII, close, rend, write
12 l}evices Olher external devices, open, close, reed, write
peripherul9
13 User Processes Uger process fork, quit, kill,
slClpend, resume
'" gXLcnucd'rypcs gxLcuded Lype objeeL:I erculc, u,,jclc,dcc)"re lype. invoke operation,
verify jlllrumcl"r:<
'" Shell U~cr prullrumminll environmenl 9Lul.cIllClll9 ill 9hclllanlluulle
TABLE I: Example of an Operating System Design Hierarchy.
f- -
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intermachine communications: the task of managing files and other objects
across several machines would then fall to the user. If the communications
layer were lower Lhan the virLual memory level (e.g., part of the process
manager), Lhe virtual address space would span the memories of severnl
machines: no emclent address mapping mechanism is known for Lhis casco The
middle level is Lhe lowest level aL which Lhe communications layer has access Lo

















TABLE 11: Insertion of communications layer.
In other words, placing the eommWIications layer down at the level of prim-
itive processes can be optimal only in a very tightly coupled system in which the
main memory WIits of each machine are part of the same address space. Plac-
ing the communications layer at Lhe user level can be optimal only for loosely
coupled machines whose operating systems use incompatible schemes for nam-
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ing, sharing, and communicating. The placement of the commWlications layer
as in Table II is a compromise permitted by the moderate degree of coupling
among machines on a local network.
The IoUowing discussion includes specifications of operations implemented
in the communications layer and the directory layer. These operations take
capabilities as parameters. A capability is a hardware·protected pointer to an
objecl. Its format is shown in Figure 1. The machine number identifies the
machine on which the capability was created; if the local bit is seL, the capability
can be interpreted only on that machine. (If a procedure on one machine is
given a capability interpretable on another, it can either reject that capability
or ask a process on the other machine to interpret that capability.)
The Communications Layer
The purpose of the communications layer is to provide a single mechanism
for exchanging infurmaLion between two processes, independenL of whether they
arc on the same or difTerent machines.
The external interface presented by the communications layer is suggested
by Figure 2, which shows Process 1 sending a sequence of segmenLs La Process 2.
The sequence is moved across a channel, which is an object creo.ted and
managed by the communications layer. When the Lwo processes are on the
same machine, the queue of segments is in shared memory. The READ and
WHITE operalions reduce La the familiar "send" and "receive" for message
4UCllC:~ [e·H·, Ikill'i'3J. 1"j~~lll'e:J ilLuslrutes whuL huppens when the Lwo processes
ar-e 011 l1iffcr'enlmUehinc!ol. The communicuLioll!ol layer mU!olL implclllcnL Lhc neL- C)
(~ A- ~,
T A f '" x
type-
Fl<TultE I: Fon"..+ o~ Il c~t"J';[;7 t.v-
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work protocols required Lo move information reliably between machines. These
protocols must be able to recover from such errors as lost packets, duplicated
packcls, unacknowledged packets, and packets received out of order. (Com-
pared to long-haul networks protocols, local network protocols may need less




Crcllte9 a ncw ehllnnclund retarJI!! u channel capu-
bj]ity for it; if the caller then slorc!! lhis capubility
in a directory entry, the chllll11el becomes avuil·
able throughout the system.
DELETE..£H(ch_Jmp) Undoes n erente chunnel operntion.
op....ch...cnp := OPEN(ch...cnp, rw) Opens the ehnnnel nomed by the ehunnel eapnbili-
ty; retUJ"ns un open channel capability wil)1 write
permi99ion enabled if rw","write" nnd rend per-
mission enabled if rw""'reud". (l"ails if ~he chan-
nel isalrcudy open for wriUng when rw","wrile" or
reading when Tw"'''reud''.) If both scndcr Ilnd re-
ceiver urc on the 9l1me machine, thc open ehunnel
conlrol block will indicate thut9cUlncnt9 CUll be
lTlUUifcrrcd dircelly from >lender lo receiver.
CLOSE(op..ch....cnp) Undoes the opcn ehllJlnel operation. (Uses the
write/read perlTlission bil9 in tile eupubilily deter-
mine which open operation to undo.)
WRlTE(seg....cap,op..ch..L:ap) Cnuses the segment nomed by the (liven segment
cnpnbilily lo be transmitted over the given open
chOline!. Wools if the open cllunneJ cllpubility docs
nol conlnin wril\: pcrmi:lllion.)
se8---Cllp ._ Rl1:AD(op....c1Lcap) Wuil9 until there is a sCllmenl in the c1H.IlUIello re·
eeive, lhca rcturns a capability pointina to it.
(Fails if lhe opcn chunnel cupnbilily docs nol eon-
lain read permission.)
TABLE 1Il: Example Specification of Communication Layer lnlerface.
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Specifications for six channel operations are outlined in Table III. There are
commands to create and delete channels. A chaIUlel capability can be passed to
another machine (over an existing open channel) for later use by a companion
process on LhaL machlne; a channel capability can also be Ii.sLed in the direcLory
hierarchy, whereupon thc channel becomes accessible throughout the system.
There arc commands to open and close channels: the sender llnd receiver must
each open the channel; at most one sender and one receiver are allowed. If Lhe
sender and receiver are on diITerenL machines, a connection protocol must
assure the consisLency of thc two open channel control blocks. And Lhere arc
read and write commands for moving a segment of information across the chan-
nel.
Because channels have the same properties as UNIX pipes, it is no longer
necessary to include a pipe manager level. (Hence, this level is shown in
parentheses in Table II.) Channels arc like ports in the Intel 432 [KahnBl].
Because user processes are denned at a higher level, it is not possible to
open a connection directly to another user process. It is also not normally pos-
sible to open a connection directly to a primitive process: they are shorL-Uved
and not listed in the directory hierarchy.
1t is possible to store a capability in a segment and send 'that segment over
a channel to another machine. If the capability is of a type that can only be
interpreted locally (I.e., on the machine that issued it), the other machines
must refuse to interpret it. For example, a segment or open-channel capability
deCmed on one machine does not map La a meaningful objccL on anoLher
machine, This requirement is easy to implement in a machine's hardware
because capabilities contain Lhe identifier or Lhc issuing machine and a local bit ,
Dcnni08-l]rown - 15 - (12131/82)
(sec Figure 1); the READ and WRITE operations do not check for capabilities in
the segments sent over channels.
If the design were altered to allow global segments. channels would still be
necessary: a communications layer would be requJ.red for reliable updating of
directories on aU machines and for synchronizing a sender and receiver. (The
directory update problem will be described in the next section.)
The Directory Layer
The purpose of the directory layer is to implement a systemwide directory
sLrucLure that permits tree pathnames to be used as global names for any per-
manent object. Figure 4 shows that each entry of a directory contains Name,
Access, and Capability fields for each objeetlisted. A directory containing only
the self and parent entries is considered "empty".
Only capabilities for permanent objecLs may be placed in a direcLory, In
Lhe hierarchy of Table 1, this includes channels, directories, files, deVices, user
processes, and exLended typcs; it excludes capabiliLies for segments, open chan-
nels, open mes, and open devices. which have meaning only on lhe machines
that issued Lhem. Information about object aLLributes, such as ownership or
lime of last use, is kept in the object descripLor blocks mainLained by the object
manager levels.
The directory laycr ~imply stores globat capabilities buL docs not allempL
to inLerpreL them. The responsibility for mapping a capability La an object lies
wiLh the level that manages that type of object. The directory level cannot






c.Ofa.~;!i+r h,t- ~Ilre"t dir'"t'e.tot-y
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The directory layer also has the responsibility for ensuring that the diree-
tory hierarchy is consistent across all machines of the system. This can be
accomplished by methods for replication in a distributed database system
(Chu?~, Chu76. SeHOO]. Any operation that modifies a nonlocal directory must
broadcast the change to update-processes in the directory levels of the other
machines. (The communications layer is used for Lhis purpose.) 1'0 control the
number of update messages in a large system. the full directory lree would be
kepL on only a small subset of machines (e.g., two or three) implementing a
"sLable store". Copies of the portions of the directory structure being accessed
a given user can be encached in a workstation after that user logs In. UpdaLes
need be senL only La the stable-sLore machines and thence to atIecLed worksta-
Lions.
An example specification of the external operations of a directory layer is
given in Table IV. The specifications allow higher levels La create objects and
sLore capabilities for them in directories. The ATTACH operation is used to enter
an objecL capability into a directory under Q given nome: the Dl!:TACII operation
undocs Lhis. Doth Lhese operations musL notify the update processes on other
machines so Lhat (nonlocat) changes become efTecLive throughouL the sysLem.
UnaLLached objects will not be retained after termination of the user process
Lhat created them.
The ATTACH operation allows its caller to specify an access code that will
apply to Lhis entry and may reduce privileges enabled in the capability's access
Held. An access code can be deLailcd, like Access ConLrol LisLs [n MulUes. or
simple, like owner-group-public bits in UNIX. The access field of the cupabilily









Allocate WI cmply directory with it!! per'lli""iofl
biL'l >Ict to the Civcn ucce:!!! code. lteLur!l 11 e"I"I-
biJity for il. (Tlu!! djrectory ia notattnehed to the
directory tree.)
Remove the given directory. (FnUs if the directory
ia nonempty.)
AITACH(obj....cap. dir....cllp, acceSS'. nnmc) Make an entry of the given name in the given
directory; store the given object capability und
Biven acce:l!:! code in it. (Fuils il thc name ulready
exiats in the given directory or if ~11C object is II.
direc~ory whose parent is defmed.) If the given
directory is nonlocc.l. notify the updote proce"ses
in othcr machincs of the new entry lor the Given
objceL. If the given object i" a locol directory:
rTlork it os 1I0nlocai olld notify the updolc
proceasea on other machincs of the cntire aubtrce
rooted at lhi::! direeLory.
DBTACH(dir....cop, nome) Remove the entry of tj,C Biven nome from Lhe
lliven dirceLory. (fnils if the 'lllllle doc!! 1I0t "Xilll
jn the given dircctory of if tile IIl1med objceL i::!11
noncmpty directory.) U the given directory is non-
local, notify the update processe9 on oLher
mochines.
obj.-C!l.p _ SEA.R.CH(dir..cap, name) Find the entry of the given nome in the given
directory and rcturn a copy of the copability
9tored therein. Set the lIccess field ill this capa-
bility to the minimum privilece enabled by the nc·
ces~ fields of the direclory enlry and the capabili-
ty. (Foils if the nome docs noL exi9l in the eiven
directory.)
i
9Cg...cUp .- LIST(dir-cop) Return n copy of thc contcnts of the dircctory. (A
u~er·levcl progrum ClUJ illtcrro611le the oUler lev-
els Jor other informaLion about the objects Hlited
in the direcLory - e.C" dille of lost ChOl"lgC.)
TABLE IV: Example Specillcalton of a Directory Manager Interface.
the owner of its caller and thc access field already ill the ctlpubility.
The A'I"I'ACl-I and Dl!:'l'ACII operations <.Ire more l,;olllplex when applied to
directories. On creation, a directory capability is "local" and can be
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interpreted only on the creating machine. ATTACH operations on local direc-
Lories do not notify other machines. When a local directory is attached to a 000-
local direcLory, ATIACH must Lraverse the entire (local) subtree rooLed at the
(local) directory and notify the other machines; in so doing it musl convert
dirccLory capabilities conLained therein to nonloeal form. 3 The ATI'ACH opera-
LiOlllllust also dcfinc the parent of the newly attached directory; A1TACH fails if
a parent is already defIned.
The DETACH operation only removes entries from direclories; it does not
delete the object to which the capability points. To delete an object, the DELETE
operation of the level that manages thaL type of object must be used. To minim-
ize inadvertant deletions, DETACH and DELETE operations fail if applied to
noncmply directories.
The SEARCH operation returns the capability stored with a given name in a
direcLory; a search usually precedes other operations on an object, e.g., opening
and reading a file. The LIST operation provides the raw data used by a formaL-
ting program to prepare a summary of the objects listed in a directory.
The speciClcaLions in Table IV arc not intended Lo be D. eompleLe scl of
operatIOns for a direelory manager. (For example, we spQciCied no command to
change the access field in a directory entry.) The purpose is Lo illusLrate the
possibiliLy of replicating the directory structure consistently among several
machines.
:1 'J'hi!l :ltraLcl:Y incUTs no additiollal cost rclativc to a stralccy thillnotiOC9 othcr Inachincs (19
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Each level above the directory level still has some responsibility for hiding
the physical locations of objects it manages. The hiding of higher-level objects is
nol completely achieved by the eommunLcations and direcLory luyers.
I~orm of Call ErrecL
op..L.J::o.p _ OPEN(Lco.p. TW) Open a conneC'tion to the object of type t fOT rced·
ing (if rw",,"read' ') or writillt: (if rW=="write' '). llc-
turn a local capabilily poinlillB to the open con-
nection. The access code in the open conncction




Close the connection specified by the Biven open
connection capability.
Store n copy of the state of the Biven. open object
in u seemcnl nnd reLurn n capability for iL. (Pnils
if the Civell open cOllllceLJon eilpubi)ity cl'le:l not
enublc readillll.)
Sel the slo.tc of the Hive opcn object to the vnlue
eonLwlled in thc r,iven sccmenL. (~'uils if Lhe Riven
open eOlUleclioll eupulJility docs lIot elluble writ-
ing.)
TABLE V: Example Specification of a Generic
Channel, File. and Device Interface.
Table V illustrates the specincaLion of a generic interface for channels, meso
and devices. This interfuco uHows these three types of object to be connected
inltlrchiln~cablyto <lily proccs~. 'l'his intcrfuce is completed ul Lhc devicl!S Icvel.
which finishes lhe tu::;k of hiding lhc physiculllH.:uLioll~or rik:; uml d('vice~;,
Suppose a process opens a conncction lo a rue loealed 011 0. dirfc('tml
machine. Whul happtllls? There urc two aIle rna live::;;
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1. Open II pair of channels to a process on the fIle's horne machine; the
read and write command are rcla.yed via Lhe forward channel to that
surrogate process for remote execution; results are passed back over
the reverse channel.
2. Move the file from its current machine to the machine on which the file
is being opened; thereafter all read and write operations are local.
Doth methods are feasible. An experimental version of Lhe first is the Berkeley
Version 4.2 UNIX system [Joy82]. An experimental version of the second is the
Purdue STORK file system [Pari83].
The device manager level must hide the fact that each device is physically
attached to a given machine. H each device's driver is encapsulated in a special
process, Lhe OPEN operation can seL up a channcllo the driver process for that
device.
The shell may also have to hide machine dependence. For example, the
shell can fork each user process of a pipeline on a differenl machine to increase
parallelism. Although these processes communicate by channels. the shell must
determine a machine for each.
Bccause the open-connection capability is local. the READ and WRITE com~
mands do not have Lo deal w[Lh the problem of fInding a nonloeal object. Only
Lhe OPEN command need solve this problem.
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Distributed systems can be hidden in the sense that. users need not be con-
cerned with any resource atlocation decisions lhaL depend on Lhe physical
characteristics of the system. The key to this goal is the layered operating sys-
tem: above some level (the communications layer) lhe fact that objects are on
dilIerent machines is irrelevant. The directory layer can maintain a common
name space, defmed by the directory hierarchy, for permanent objecLs across
aU machines of the system. Each of the higher levets, in turn. removes the
remaining vestiges of the physicallocalions of the objects it manages.
Long-haul network services, such as remole login und Hie transfer, need not
be visible in lhe user environmenL: they can be hidden in the communications
layer. Al the user level they arc superceded by operations that permit any
authorized process access to any global object in the system. Explicil Cde (and
object) transfer within thc distributed system is not needed because all objects
belong to a common name space, dermed by the directory hierarchy.
Two systems connecled by a long-haul net can be amalgamated into a single
distribuled system if they both use the same layered operating system dcsign.
The communicuLions laycr cun include protocols for the long·haul nel, and the
me system layer can maintain consistency with the directory hierarchy on the
distant machine. If the response time between the two systems is too high for
this to be feasible. the communicalions layer can slill be used to open a eonnee-
tion between two fIle transfcr processes on the two systems.
The design can handle helerogeneous systcms containing spocial purpose
machines such as file servers. stable slores, or supercomputers. The local
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operating system of a special-purpose machine can be very simple because it
docs not require aHthc funcLions of a machine supporting a user programming
environment. Such an operating system needs only to receive requests and
return responses over the network: it allocates local resources among pending
requests.
Most of the lower layers (as high as c<,l.pability mandgement) are sufficiently
well understood that they can appear mainly in hardware and microcode.
Layers for communicaLions, directories, illes. devices, user processes, extended
type objects, and shells are not dUIicult to design; the concepts embodied in
thcm arc well undcrsLood (e.g., in UNIX [RiLe74] or PSOS [NcumOOJ). Thus it is
reasonable to suppose that a system haVing thc properties described here can
casHy be lit into some of Lhe new workstations now coming to markct. It follows
that lhe goals of hiding the network and achieVing functional redundancy -- can
bc attained.
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