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Abstract. We present a first procedure that can estimate – with statistical con-
sistency guarantees – any local-maxima of a density, under benign distributional
conditions. The procedure estimates all such local maxima, or modal-sets, of any
bounded shape or dimension, including usual point-modes. In practice, modal-sets
can arise as dense low-dimensional structures in noisy data, and more generally
serve to better model the rich variety of locally-high-density structures in data.
The procedure is then shown to be competitive on clustering applications, and
moreover is quite stable to a wide range of settings of its tuning parameter.
1 Introduction
Mode estimation is a basic problem in data analysis. Modes, i.e. points of locally high density, serve
as a measure of central tendency and are therefore important in unsupervised problems such as outlier
detection, image or audio segmentation, and clustering in particular (as cluster cores). In the present
work, we are interested in capturing a wider generality of modes, i.e. general structures (other than
single-points) of locally high density, that can arise in modern data.
For example, application data in Rd (e.g. speech, vision) are often well modeled as arising from
a lower-dimensional structure M + noise. In other words, such data is densest on M , hence the
ambient density f is more closely modeled as locally maximal at (or near) M , a nontrivial subset of
Rd, rather than maximal only at single points in Rd. Such a situation is illustrated in Figure 1.
We therefore extend the notion of mode to any connected subset of Rd where the unknown density f
is locally maximal; we refer to these as modal-sets of f . A modal-set can be of any bounded shape
and dimension, from 0-dimensional (point modes), to full dimensional surfaces, and aim to capture
the possibly rich variety of dense structures in data.
Our main contribution is a procedure, M(odal)-cores, that consistently estimates all such modal-sets
from data, of general shape and dimension, with minimal assumption on the unknown f . The
procedure builds on recent developments in topological data analysis [1, 2, 3, 4, 5, 6, 7], and works
by traversing certain k-NN graphs which encode level sets of a k-NN density estimate. We show
that, if f is continuous on compact support, the Hausdorff distance between any modal-set and its
estimate vanishes as n→∞ (Theorem 1); the estimation rate for point-modes matches (up to log n)
the known minimax rates. Furthermore, under mild additional smoothness condition on f (Hölder
continuity), false structures (due to empirical variability) are correctly identified and pruned. We
know of no such general statistical guarantees in mode estimation.
While there is often a gap between theoretical procedures and practical ones, the present procedure is
easy to implement and yields competitive scores on clustering applications; here, as in mode-based
clustering, clusters are simply defined as regions of high-density of the data, and the estimated modal-
sets serve as the centers of these regions, i.e. as cluster-cores. A welcome aspect of the resulting
clustering procedure is its stability to tuning settings of the parameter k (from k-NN): it maintains
high clustering scores (computed with knowledge of the ground-truth) over a wide range of settings
of k, for various datasets. Such stability to tuning is of practical importance, since typically the
ground-truth is unknown, so clustering procedures come with tuning parameters that are hard to set
in practice. Practitioners therefore use various rule-of-thumbs and can thus benefit from procedures
that are less-sensitive to their hyperparameters.
∗Much of this work was done when this author was at Princeton University Mathematics Department.
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Figure 1: Main phase of M-cores. (Left) Points-cloud generated as three 1-dimensional rings + noise.
(Middle) The 3 rings, and (Right) their estimate (as modal-sets) by M-cores.
In the next section we put our result in context with respect to previous work on mode estimation and
density-based clustering in general.
Related Work
•Much theoretical work on mode-estimation is concerned with understanding the statistical difficulty
of the problem, and as such, often only considers the case of densities with single point-modes
[8, 9, 10, 11, 12, 13]. The more practical case of densities with multiple point-modes has received
less attention in the theoretical literature. However there exist practical estimators, e.g., the popular
Mean-Shift procedure (which doubles as a clustering procedure), which are however harder to analyze.
Recently, [14] shows the consistency of a variant of Mean-Shift. Other recent work of [15] derives a
method for pruning false-modes obtained by mode-seeking procedures. Also recent, the work of [16]
shows that point-modes of a k-NN density estimate fk approximate the true modes of the unknown
density f , assuming f only has point-modes and bounded Hessian at the modes; their procedure,
therefore operates on level-sets of fk (similar to ours), but fails in the presence of more general
high-density structures such as modal-sets. To handle such general structures, we have to identify
more appropriate level-sets to operate on, the main technical difficulty being that local-maxima of fk
can be relatively far (in Hausdorff) from those of f , for instance single-point modes rather than more
general modal-sets, due to data-variability. The present procedure handles general structures, and is
consistent under the much weaker conditions of continuity (of f ) on a compact domain.
A related line of work, which seeks more general structures than point-modes, is that of ridge
estimation (see e.g. [17, 18]). A ridge is typically defined as a lower-dimensional structure away
from which the density curves (in some but not all directions), and can serve to capture various
lower-dimensional patterns apparent in point clouds. In contrast, the modal-sets defined here can be
full-dimensional and are always local maxima of the density. Also, unlike in ridge estimation, we do
not require local differentiability of the unknown f , nor knowledge of the dimension of the structure,
thus allowing a different but rich set of practical structures.
• A main application of the present work, and of mode-estimation in general, is density-based
clustering. Such clustering was formalized in early work of [19, 20, 21], and can take various forms,
each with their advantage.
In its hierarchical version, one is interested in estimating the connected components (CCs) of all level
sets {f ≥ λ}λ>0 of the unknown density f . Many recent works analyze approaches that consistently
estimate such a hierarchy under quite general conditions, e.g. [1, 2, 3, 4, 5, 6, 7].
In the flat clustering version, one is interested in estimating the CCs of {f ≥ λ} for a single λ,
somehow appropriately chosen [22, 23, 24, 25, 26, 27]. The popular DBSCAN procedure [28] can
be viewed as estimating such single level set. The main disadvantage here is in the ambiguity in the
choice of λ, especially when the levels λ of f have different numbers of clusters (CCs).
Another common flat clustering approach, most related to the present work, is mode-based clustering.
The approach clusters points to estimated modes of f , a fixed target, and therefore does away with
the ambiguity in choosing an appropriate level λ of f [29, 30, 31, 32, 33]. As previously discussed,
these approaches are however hard to analyze in that mode-estimation is itself not an easy problem.
Popular examples are extensions of k-Means to categorical data [34], and the many variants of
Mean-Shift which cluster points by gradient ascent to the closest mode. Notably, the recent work
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[35] analyzes clustering error of Mean-Shift in a general high-dimensional setting with potentially
irrelevant features. The main assumption is that f only has point-modes.
2 Overview of Results
2.1 Basic Setup and Definitions
We have samples X[n] = {X1, ..., Xn} drawn i.i.d. from a distribution F over Rd with density f .
We let X denote the support of f . Our main aim is to estimate all local maxima of f , or modal-sets
of f , as we will soon define.
We first require the following notions of distance between sets.
Definition 1. For M ⊂ X , x ∈ X , let d(x,M) := infx′∈M ‖x− x′‖. The Hausdorff distance
between A,B ⊂ X is defined as d(A,B) := max{supx∈A d(x,B), supy∈B d(y,A)}.
A modal set, defined below, extends the notion of a point-mode to general subsets of X where f
is locally maximal. These can arise for instance, as discussed earlier, in applications where high-
dimensional data might be modeled as a (disconnected) manifoldM + ambient noise, each connected
component of which induces a modal set of f in ambient space RD (see e.g. Figure 1).
Definition 2. For any M ⊂ X and r > 0, define the envelope B(M, r) := {x : d(x,M) ≤ r}. A
connected set M is a modal-set of f if ∀x ∈ M , f(x) = fM for some fixed fM , and there exist
r > 0 such that f(x) < fM for all x ∈ B(M, r)\M .
Remark 1. The above definition can be relaxed to 0-modal sets, i.e., to allow f to vary by a small
0 on M . Our results extend easily to this more relaxed definition, with minimal changes to some
constants. This is because the procedure operates on fk, and therefore already needs to account for
variations in fk on M . This is described in Appendix A.
2.2 Estimating Modal-sets
The algorithm relies on nearest-neighbor density estimate fk, defined as follows.
Definition 3. Let rk(x) := min{r : |B(x, r) ∩X[n]| ≥ k}. Define the k-NN density estimate as
fk(x) :=
k
n · vd · rk(x)d ,where vd is the volume of a unit sphere in R
d.
Furthermore, we need an estimate of the level-sets of f ; various recent work on cluster-tree estimation
(see e.g. [6]) have shown that such level sets are encoded by subgraphs of certain modified k-NN
graphs. Here however, we directly use k-NN graphs, simplifying implementation details, but requiring
a bit of side analysis.
Definition 4. Let G(λ) denote the (mutual) k-NN graph with vertices {x ∈ X[n] : fk(x) ≥ λ} and
an edge between x and x′ iff ||x− x′|| ≤ min{rk(x), rk(x′)}.
G(λ) can be viewed as approximating the λ-level set of fk, hence approximates the λ-level set of f
(implicit in the connectedness result in Appendix D).
Algorithm 1 (M-cores) estimates the modal-sets of the unknown f . It is based on various insights
described below. A basic idea, used for instance in point-mode estimation [16], is to proceed top-
down on the level sets of fk (i.e. on G(λ), λ→ 0), and identify new modal-sets as they appear in
separate CCs at a level λ.
Here we have to however be careful: the CCs of G(λ) (essentially modes of fk) might be singleton
points (since fk might take unique values over samples x ∈ X[n]) while the modal-sets to be estimated
might be of any dimension and shape. Fortunately, if a datapoint x, locally maximizes fk, and belongs
to some modal-set M of f , then the rest of M ∩X[n] must be at a nearby level; Algorithm 1 therefore
proceeds by checking a nearby level (λ − 9βkλ) from which it picks a specific set of points as an
estimate of M . The main parameter here is βk which is worked out explicitly in terms of k and
requires no a priori knowledge of distributional parameters. The confidence level δ can be viewed in
practice as fixed (e.g. δ = 0.05). The essential algorithmic parameter is therefore just k, which, as
we will show, can be chosen over a wide range (w.r.t. n) while ensuring statistical consistency.
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Algorithm 1 M-cores (estimating modal-sets).
Initialize M̂ := ∅. Define βk = 4Cδ,n√k .
Sort the Xi’s in decreasing order of fk values (i.e. fk(Xi) ≥ fk(Xi+1)).
for i = 1 to n do
Define λ := fk(Xi).
Let A be the CC of G(λ− 9βkλ) that contains Xi. (i)
if A is disjoint from all cluster-cores in M̂ then
Add M̂ := {x ∈ A : fk(x) > λ− βkλ} to M̂.
end if
end for
return M̂. // Each M̂ ∈ M̂ is a cluster-core estimating a modal-set of the unknown f .
Definition 5. Let 0 < δ < 1. Define Cδ,n := 16 log(2/δ)
√
d log n, and define βk = 4
Cδ,n√
k
.
We note that the above definition of βk is somewhat conservative (needed towards theoretical
guarantees), since the exact constants Cδ,n turn out to have little effect in implementation.
A further algorithmic difficulty is that a level G(λ) might have too many CCs w.r.t. the ground truth.
For example, due to variability in the data, fk might have more modal-sets than f , inducing too many
CCs at some level G(λ). Fortunately, it can be shown that the nearby level λ− 9βkλ will likely have
the right number of CCs. Such lookups down to lower-level act as a way of pruning false modal-sets,
and trace back to earlier work [3] on pruning cluster-trees. Here, we need further care: we run the risk
of over-estimating a given M if we look too far down (aggressive pruning), since a CC at lower level
might contain points far outside of a modal-set M . Therefore, the main difficulty here is in figuring
out how far down to look and yet not over-estimate any M (to ensure consistency). In particular our
lookup distance of 9βkλ is adapted to the level λ unlike in aggressive pruning.
Finally, for clustering with M-cores, we can simply assign every data-point to the closest estimated
modal-set (acting as cluster-cores).
2.3 Consistency Results
Our consistency results rely on the following mild assumptions.
Assumption 1. f is continuous with compact support X . Furthermore f has a finite number of
modal-sets all in the interior of its support X .
We will express the convergence of the procedure explicitly in terms of quantities that characterize
the behavior of f at the boundary of every modal set. The first quantity has to do with how salient a
modal-set, i.e whether it is sufficiently separated from other modal sets. We start with the following
definition of separation.
Definition 6. Two sets A,A′ ⊂ X are r-separated, if there exists a set S such that every path from
A to A′ crosses S and supx∈B(S,r) f(x) < infx∈A∪A′ f(x).
The next quantities characterize the change in f in a neighborhood of a modal set M . The existence
of a proper such neighborhood AM , and appropriate functions uM and lM capturing smoothness and
curvature, follow from the above assumptions on f . This is captured in the proposition below.
Proposition 1. Let M be a modal-set of f . Then there exists a CC AM of some level-set X λM :=
{x : f(x) ≥ λM}, containing M , such that the following holds.
• AM isolates M by a valley: AM does not intersect any other modal-set; and AM and
X λM \AM are rs-separated (by some SM ) for some rs > 0 independent of M .
• AM is full-dimensional: AM contains an envelope B(M, rM ) of M , for some rM > 0.
• f is both smooth and has curvature around M : there exist functions uM and lM , increasing
and continuous on [0, rM ], uM (0) = lM (0) = 0, such that ∀x ∈ B(M, rM ),
lM (d(x,M)) ≤ fM − f(x) ≤ uM (d(x,M)).
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Finally, our consistency guarantees require the following admissibility condition on k = k(n). This
condition results, roughly, from needing the density estimate fk to properly approximate the behavior
of f in the neighborhood of a modal-set M . In particular, we intuitively need fk values to be smaller
for points far from M than for points close to M , and this should depend on the smoothness and
curvature of f around M (as captured by uM and lM ).
Definition 7. k is admissible for a modal-set M if (we let u−1M denote the inverse of uM ):
max
{(
24 supx∈X f(x)
lM (min{rM , rs}/2)
)2
, 27+d
}
· C2δ,n ≤ k ≤
vd · fM
22+2d
(
u−1M
(
fM
Cδ,n
2
√
k
))d
· n.
Remark 2. The admissibility condition on k, although seemingly opaque, allows for a wide range
of settings of k. For example, suppose uM (t) = ctα for some c, α > 0. These are polynomial tail
conditions common in mode estimation, following e.g. from Hölder assumptions on f . Admissibility
then (ignoring log(1/δ)), is immediately seen to correspond to the wide range
C1 · log n ≤ k ≤ C2 · n2α/(2α+d),
where C1, C2 are constants depending on M , but independent of k and n. It’s clear then that even
the simple choice k = Θ(log2n) is always admissible for any M for n sufficiently large.
Main theorems. We then have the following two main consistency results for Algorithm 1. Theorem
1 states a rate (in terms of lM and uM ) at which any modal-set M is approximated by some estimate
in M̂; Theorem 2 establishes pruning guarantees.
Theorem 1. Let 0 < δ < 1. The following holds with probability at least 1 − 6δ, simultaneously
for all modal-sets M of f . Suppose k is admissible for M . Then there exists M̂ ∈ M̂ such that the
following holds. Let l−1M denote the inverse of lM .
d(M,M̂) ≤ l−1M
(
8Cδ,n√
k
fM
)
, which goes to 0 as Cδ,n/
√
k → 0.
If k is admissible for all modal-sets M of f , then M̂ estimates all modal-sets of f at the above rates.
These rates can be instantiated under the settings in Remark 2: suppose lM (t) = c1tα1 , uM (t) = ctα,
β1 ≥ β; then the above bound becomes d(M,M̂) . k−1/2α1 for admissible k. As in the remark,
k = Θ(log2 n) is admissible, simultaneously for all M (for n sufficiently large), and therefore all
modal-sets of f are recovered at the above rate. In particular, taking large k = O(n2α/(2α+d))
optimizes the rate to O(n−α/(2α1α+α1d)). Note that for α1 = α = 2, the resulting rate (n−1/(4+d))
is tight (see e.g. [12] for matching lower-bounds in the case of point-modes M = {x}.).
Finally, Theorem 2 (pruning guarantees) states that any estimated modal-set in M̂, at a sufficiently
high level (w.r.t. to k), corresponds to a true modal-set of f at a similar level. Its proof consists of
showing that if two sets of points are wrongly disconnected at level λ, they remain connected at
nearby level λ−9βkλ (so are reconnected by the procedure). The main technicality is the dependence
of the nearby level on the empirical λ; the proof is less involved and given in Appendix F.
Theorem 2. Let 0 < δ < 1. There exists λ0 = λ0(n, k) such that the following holds with probability
at least 1 − δ. All modal-set estimates in M̂ chosen at level λ ≥ λ0 can be injectively mapped to
modal-sets
{
M : λM ≥ min{x∈X[n]:fk(x)≥λ−βkλ} f(x)
}
, provided k is admissible for all such M .
In particular, if f is Hölder-continuous, (i.e. ||f(x) − f(x′)|| ≤ c||x − x′||α for some 0 < α ≤ 1,
c > 0) then λ0
n→∞−−−−→ 0, provided C1 log n ≤ k ≤ C2n2α/(2α+d), for some C1, C2 independent n.
Remark 3. Thus with little additional smoothness (α ≈ 0) over uniform continuity of f , any estimate
above level λ0 → 0 corresponds to a true modal-set of f . We note that these pruning guarantees can
be strengthened as needed by implementing a more aggressive pruning: simply replace G(λ− 9βkλ)
in the procedure (on line (i)) with G(λ− 9βkλ− ˜) using a pruning parameter ˜ ≥ 0. This allows
λ0 → 0 faster. However the rates of Theorem 1 (while maintained) then require a larger initial sample
size n. This is discussed in Appendix F.
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3 Analysis Overview
The bulk of the analysis is in establishing Theorem 1. The key technicalities are in bounding distances
from estimated cores to an unknown number of modal-sets of general shape, dimension and location.
The analysis considers each modal-set M of f separately, and only combines results in the end into
the uniform consistency statement of Theorem 1. The following notion of distance from the sample
X[n] to a modal-set M will be crucial.
Definition 8. For any x ∈ X , let rn(x) := d({x}, X[n]), and rn(M) := supx∈M rn(x).
For each M , define xˆM := argmaxx∈XM∩X[n] fk(x), a local maximizer of fk on the modal-set M .
The analysis (concerning each M ) proceeds in the following steps:
• Isolation of M : when processing xˆM , the procedure picks an estimate M̂ that contains no
point from (or close to) modal-sets other than M .
• Integrality of M : the estimate M̂ picks all of the envelope B(M, rn(M)) ∩X[n].
• Consistency of M̂ : it can then be shown that M̂ →M in Hausdorff distance. This involves
two directions: the first direction (that points of M are close to M̂ ) follows from integrality;
the second direction is to show that points in M̂ are close to M .
The following gives an upper-bound on the distance from a modal-set to the closest sample point. It
follows from Berstein-type VC concentration on masses of balls. The proof is given in Appendix B.
Lemma 1 (Upper bound on rn). Let M be a modal-set with density fM and suppose that k is
admissible. With probability at least 1− δ,
rn(M) ≤
(
2Cδ,n
√
d log n
n · vd · fM
)1/d
.
We require a notion of a region XM containing only points close to M but far from other modes. To
this end, let SM denote the separating set from Definition 6.
Definition 9. XM := {x : ∃ a path P from x to x′ ∈M such that P ∩ SM = ∅}.
Lemma 2 (Isolation). Let M be a modal-set and k be admissible for M . Let xˆM :=
argmaxx∈XM∩X[n] fk(x). Then the following holds with probability at least 1 − 5δ. When pro-
cessing sample point xˆM in Algorithm 1 we will add M̂ to M̂ where M̂ does not contain points
outside of XM .
Lemma 3 (Integrality). Let M be a modal-set with density fM , and suppose k is admissible for M .
Let xˆM := argmaxx∈XM∩X[n] fk(x). Then the following holds with probability at least 1−3δ. When
processing sample point xˆM in Algorithm 1, if we add M̂ to M̂, then B(M, rn(M)) ∩X[n] ⊆ M̂ .
The proofs for Lemma 2 and 3 can be found Appendices C and D, respectively.
Combining isolation and integrality, we obtain:
Corollary 1 (Identification). Suppose we have the assumptions of Lemmas 2 and 3 for modal-set
M . Define f̂M := maxx∈XM∩X[n] fk(x). With probability at least 1− 5δ, there exists M̂ ∈ M̂ such
that B(M, rn(M)) ∩X[n] ⊆ M̂ ⊆ {x ∈ XM ∩X[n] : fk(x) ≥ f̂M − βkf̂M}.
Here, we give a sketch of the proof for Theorem 1 which can be found in Appendix E.
Proof idea of Theorem 1. Define r˜ = l−1M
(
8Cδ,n√
k
fM
)
. There are two directions to show:
max
x∈M̂ d(x,M) ≤ r˜ and supx∈M d(x, M̂) ≤ r˜.
For the first direction, by Corollary 1 we have M̂ ⊆ {x ∈ XM : fk(x) ≥ f̂M − βkf̂M} where
f̂M := maxx∈XM∩X[n] fk(x). Thus, it suffices to show
inf
x∈B(M,rn(M))
fk(x) ≥ sup
XM\B(M,r˜)
fk(x) + βkf̂M . (1)
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Using known upper and lower bounds on fk in terms of f , we can lower bound the LHS by
approximately fM − uM (r) (for some r < r˜) and upper bound the first term on the RHS by
approximately fM − lM (r˜). The remaining difficulty is carefully choosing an appropriate r.
For the other direction, by Corollary 1, M̂ contains all sample points in B(M, rn(M)). Lemma 1
and the admissibility of k implies that rn(x) ≤ r˜ which easily gives us the result.
4 Experiments
4.1 Practical Setup
The analysis prescribes a setting of βk = O(1/
√
k). Throughout the experiments we simply fix
βk = 2/
√
k, and let our choice of k be the essential parameter. As we will see, M-cores yields
competitive and stable performance for a wide-range of settings of k. The implementation can be
done efficiently and is described in Appendix H.
We will release an optimized Python/C++ version of the code at [36].
4.2 Qualitative Experiments on General Structures
Figure 2: Diabetic Retinopathy: (Left 3 figures) An unhealthy eye, (Right 3 figures) A healthy eye. In
both cases, shown are (1) original image, (2) a filter applied to the image, (3) modal-sets (structures
of capillaries) estimated by M-cores on the corresponding filtered image. The unhealthy eye is
characterized by a proliferation of damaged blood capillaries, while a healthy eye has visually fewer
capillaries. The analysis task is to automatically discover the higher number of capillary-structures in
the unhealthy eye. M-cores discovers 29 structures for unhealthy eye vs 6 for healthy eye.
We start with a qualitative experiment highlighting the flexibility of the procedure in fitting a large
variety of high-density structures. For these experiments, we use k = 12 · log2 n, which is within the
theoretical range for admissible values of k (see Theorem 1 and Remark 2).
We consider a medical imaging problem. Figure 2 displays the procedure applied to the Diabetic
Retinopathy detection problem [37]. While this is by no means an end-to-end treatment of this
detection problem, it gives a sense of M-cores’ versatility in fitting real-world patterns. In particular,
M-cores automatically estimates a reasonable number of clusters, independent of shape, while pruning
away (most importantly in the case of the healthy eye) false clusters due to noisy data. As a result, it
correctly picks up a much larger number of clusters in the case of the unhealthy eye.
4.3 Clustering applications
We now evaluate the performance of M-cores on clustering applications, where for clustering: we
assign every point xi ∈ X[n] to argminM̂∈M̂ d(xi, M̂), i.e. to the closest estimated modal-set.
We compare M-cores to two common density-based clustering procedures, DBSCAN and Mean-Shift,
as implemented in the sci-kit-learn package. Mean-Shift clusters data around point-modes, i.e.
local-maxima of f , and is therefore most similar to M-cores in its objective.
Clustering scores. We compute two established scores which evaluate a clustering against a labeled
ground-truth. The rand-index-score is the 0-1 accuracy in grouping pairs of points, (see e.g. [38]); the
mutual information-score is the (information theoretic) mutual-information between the distributions
induced by the clustering and the ground-truth (each cluster is a mass-point of the distribution, see
e.g. [39]). For both scores we report the adjusted version, which adjusts the score so that a random
clustering (with the same number of clusters as the ground-truth) scores near 0 (see e.g. [38], [39]).
Datasets. Phonemes [40], and UCI datasets: Glass, Seeds, Iris, and Wearable Computing. They are
described in the table below.
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Figure 3: Comparison on real datasets (along the rows) across different hyperparameter settings
for each algorithm (along the columns). The hyperparameters being tuned are displayed at the
bottom of the figure for each clustering algorithm. Scores: the blue line with triangular markers is
Adjusted-Mutual-Information, and the dotted red line is Adjusted-Rand-Index.
Dataset n d Labels Description
Phonemes 4509 256 5 Log-periodograms of spoken phonemes
Glass 214 7 6 Properties of different types of glass
Seeds 210 7 3 Geometric measurements of wheat kernels
Iris 150 4 3 Various measurements over species of flowers
Wearable 10000 12 5 4 sensors on a human body, recording body posture and activity
Results. Figure 3 reports the performance of the procedures for each dataset. Rather than reporting
the performance of the procedures under optimal-tuning, we report their performance over a range of
hyperparameter settings, mindful of the fact that optimal-tuning is hardly found in practice (this is a
general problem in clustering given the lack of ground-truth to guide tuning).
For M-cores we vary the parameter k. For DBSCAN and Mean-Shift, we vary the main parameters,
respectively eps (choice of level-set), and bandwidth (used in density estimation). M-cores yields
competitive performance across the board, with stable scores over a large range of values of k (relative
to sample size). Such stable performance to large changes in k is quite desirable, considering that
proper tuning of hyperparameters remains a largely open problem in clustering.
Conclusion
We presented a theoretically-motivated procedure which can consistently estimate modal-sets, i.e.
nontrivial high-density structures in data, under benign distributional conditions. This procedure is
easily implemented and yields competitive and stable scores in clustering applications.
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As discussed in the main text, the results are easily extended to handle more general modal-sets where
the density can vary by 0. We therefore will be showing such more general results which directly
imply the results in the main text.
We give a generalization of modal-sets where the density is allowed to vary by 0 ≥ 0, called 0-modal
sets, which will be defined shortly. In order to estimate the 0-modal sets, we derive Algorithm 2,
which is a simple generalization of Algorithm 1. Algorithm 1 is Algorithm 2 with the setting 0 = 0
and ˜ = 0. Changing ˜ to larger values will allow us prune false modal-sets away more aggressively,
which will be discussed in Appendix F.
Throughout the Appendix, we restate analogues of the results in the main text for the more general
0-modal sets and Algorithm 2. It will be understood that these results will imply the results in the
main text with the setting 0 = 0 and ˜ = 0.
In Appendix G we formalize common situations well-modeled by modal-sets. In Appendix H we
give implementation details.
A 0-modal sets
Definition 10. For 0 ≥ 0, connected set M is an 0-modal set of f if there exists fM > 0 such
that supx∈M f(x) = fM and M is a CC of the level set X fM−0 := {x : f(x) ≥ fM − 0}.
We require the following Assumption 2 on 0-modal sets. Note that under Assumption 1 on modal-sets,
Assumption 2 on 0-modal sets will hold for 0 sufficiently small.
Assumption 2. The 0-modal sets are on the interior of X and fM ≥ 20 for all 0-modal sets M .
Remark 4. Since each 0-modal set contains a modal-set, it follows that the number of 0-modal
sets is finite.
The following extends Proposition 1 to show the additional properties of the regions around the
0-modal sets necessary in our analysis. The proof is in Appendix B.
Proposition 2 (Extends Proposition 1). For any 0-modal set M , there exists
λM , AM , rM , lM , uM , rs, SM such that the following holds. AM is a CC of X λM := {x :
f(x) ≥ λM} containing M which satisifies the following.
• AM isolates M by a valley: AM does not intersect any other 0-modal sets and AM and
X λM \AM are rs-separated by SM with rs > 0 where rs does not depend on M .
• AM is full-dimensional: AM contains an envelope B(M, rM ) of M , with rM > 0.
• f is smooth around some maximum modal-set in M : There exists modal-set M0 ⊆M such
that f has density fM on M0 and fM − f(x) ≤ uM (d(x,M0)) for x ∈ B(M0, rM )
• f is both smooth and has curvature around M : uM and lM are increasing continuous
functions on [0, rM ], uM (0) = lM (0) = 0 and uM (r), lM (r) > 0 for r > 0, and
lM (d(x,M)) ≤ fM − 0 − f(x) ≤ uM (d(x,M))∀x ∈ B(M, rM ).
Next we give admissibility conditions for 0-modal sets. The only changes (compared to admissibility
conditions for modal-sets) are the constant factors. In particular, when 0 = 0 and ˜ = 0 it is the
admissibility conditions for modal-sets. As discussed in the main text, a larger ˜ value will prune
more aggressively at the cost of requiring a larger number of samples. Furthermore, it is implicit
below that ˜ < lM (min{rM , rs}/2). This ensures that we don’t prune too aggressively that the
estimated 0-modal sets merge together.
Definition 11. k is admissible for an 0-modal set M if (letting u−1M , l
−1
M be the inverses of uM , lM )
max
{(
24Cδ,n(supx∈X f(x) + 0)
lM (min{rM , rs}/2)− ˜
)2
, 27+dC2δ,n
}
≤ k ≤ vd · (fM − 0)
22+2d
(
u−1M
(
Cδ,n(fM − 0)
2
√
k
))d
· n.
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Algorithm 2 M-cores (estimating 0-modal-sets)
Initialize M̂ := ∅. Define βk = 4Cδ,n√k .
Sort the Xi’s in descending order of fk values.
for i = 1 to n do
Define λ := fk(Xi).
Let A be the CC of G(λ− 9βkλ− 0 − ˜) that contains Xi.
if A is disjoint from all cluster-cores in M̂ then
Add M̂ := {x ∈ A : fk(x) > λ− βkλ− 0} to M̂.
end if
end for
return M̂.
B Supporting lemmas and propositions
Proof of Proposition 2. Let M be an 0-modal set with maximum density fM and minimum density
fM − 0 (i.e. fM − 0 ≤ f(x) ≤ fM for x ∈M ). Define X λ := {x : f(x) ≥ λ}. Let A1, ..., Am be
the CCs of X fM−0 (there are a finite number of CCs since each CC contains at least one modal-set
and the number of modal-sets is finite). Define rmin := minAi 6=Aj infx∈Ai,x′∈Aj |x − x′|, which
is the minimum distance between pairs of points in different CCs. Next, define the one-sided
Hausdorff distance for closed sets A,B: dH′(A,B) := maxx∈A minx∈B |x − y|. Then consider
g(t) := dH′(X fM−0−t,X fM−0).
Since f is continuous and has a finite number of modal-sets, g has a finite number of points of
discontinuity (i.e. when fM − 0 − t is the density of some modal-set) and we have g(t) → 0 as
t → 0. Thus, there exists 0 < λM < fM − 0 such that g(fM − 0 − λM ) < 14rmin and there are
no modal-sets or 0-modal sets with minimum density in [λM , fM − 0). For each Ai, there exists
exactly one CC of X λM , A′i, such that Ai ⊂ A′i. Since g(fM − 0 − λM ) < 14rmin, it follows that
A′i ⊆ B(Ai, 14rmin). Thus, the A′i’s are pairwise separated by distance at least 12rmin. Moreover, there
are no other CCs in X fM−0 because there are no modal-sets with density in [λM , fM − 0).
Then, let AM be the CC of X λM containing M . Then AM contains no other 0-modal sets and it
is 15rmin-separated by X λM \M by some set SM (i.e. take SM := {x : d(x,AM ) = 15rmin}). Since
there is a finite number of modal-sets, it suffices to take rs to be the minimum of the corresponding
1
5rmin for each 0-modal set. This resolves the first part of the proposition.
Let h(r) := infx∈B(M,r) f(x). Since f is continuous, h is continuous and decreasing with h(0) =
fM − 0 > λM . Take rM > 0 sufficiently small so that h(rM ) > λM . This resolves the second part
of the proposition.
Take M0 to be some modal-set with density fM in M . One must exist since M has local-maxima at
level fM . For each r, let uM (r) := max{fM − 0 − infx∈B(M,r) f(x), fM − infx∈B(M0,r) f(x)}.
Then, we have fM − f(x) ≤ uM (d(x,M0)) and fM − 0 − f(x) ≤ uM (d(x,M)). Clearly uM is
increasing on [0, rM ] with uM (0) = 0 and continuous since f is continuous. If uM is not strictly
increasing then we can replace it with a strictly increasing continuous function while still having
uM (r)→ 0 as r → 0 (i.e. by adding an appropriate strictly increasing continuous function). This
resolves the third part of the proposition and the upper bound in the fourth part of the proposition.
Now, define gM (t) := d(X fM−0−t ∩ AM ,M) for t ∈ [0, 12 (fM − 0 − λM )]. Then, gM is
continuous, gM (0) = 0 and is strictly increasing. Define lM to be the inverse of gM . Clearly lM is
continuous, strictly increasing, and lM (r)→ 0 as r → 0. From the definition of gM , it follows that
for x ∈ B(M, rM ), fM − 0 − f(x) ≥ lM (d(x,M)) as desired.
We need the following result giving guarantees on the empirical balls.
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Lemma 4 ([2]). Pick 0 < δ < 1. Assume that k ≥ d log n. Then with probability at least 1− δ, for
every ball B ⊂ Rd we have
F(B) ≥ Cδ,n
√
d log n
n
⇒ Fn(B) > 0
F(B) ≥ k
n
+ Cδ,n
√
k
n
⇒ Fn(B) ≥ k
n
F(B) ≤ k
n
− Cδ,n
√
k
n
⇒ Fn(B) < k
n
.
Lemma 5 of [16] establish convergence rates for fk.
Definition 12. For x ∈ Rd and  > 0, define rˆ(, x) := sup
{
r : supx′∈B(x,r) f(x
′)− f(x) ≤ 
}
and rˇ(, x) := sup
{
r : supx′∈B(x,r) f(x)− f(x′) ≤ 
}
.
Lemma 5 (Bounds on fk). Suppose that
Cδ,n√
k
< 12 . Then the follow two statements each hold with
probability at least 1− δ:
fk(x) <
(
1 + 2
Cδ,n√
k
)
(f(x) + ),
for all x ∈ Rd and all  > 0 provided k satisfies vd · rˆ(, x)d · (f(x) + ) ≥ kn − Cδ,n
√
k
n .
fk(x) ≥
(
1− Cδ,n√
k
)
(f(x)− ),
for all x ∈ Rd and all  > 0 provided k satisfies vd · rˇ(, x)d · (f(x)− ) ≥ kn + Cδ,n
√
k
n .
Lemma 6 (Extends Lemma 1). (Upper bound on rn) Let M be an 0-modal set with maximum
density fM and suppose that k is admissible. With probability at least 1− δ,
rn(M) ≤
(
2Cδ,n
√
d log n
n · vd · (fM − 0)
)1/d
.
Proof of Lemma 6. Define r0 :=
(
2Cδ,n
√
d logn
nvd·(fM−0)
)1/d
and r := (4k/(nvdfM ))1/d. Since k is admis-
sible, we have that uM (r0) ≤ uM (r) ≤ (fM − 0)/2. We have
F(B(x, r0)) ≥ vdr0d(fM − 0 − uM (r0)) ≥ vdr0d(fM − 0)/2 = Cδ,n
√
d log n
n
.
By Lemma 4, this implies that Fn(B(x, r0)) > 0 with probability at least 1 − δ and therefore we
have rn(x) ≤ r0.
C Isolation Results
The following extends Lemma 2 to handle more general 0-modal sets and pruning parameter ˜.
Lemma 7 (Extends Lemma 2). (Isolation) Let M be an 0-modal set and k be admissible for M .
Suppose 0 ≤ ˜ < lM (min{rM , rs}/2) and let xˆM := argmaxx∈XM∩X[n] fk(x). Then the following
holds with probability at least 1− 5δ: when processing sample point xˆM in Algorithm 2 we will add
M̂ to M̂ where M̂ does not contain points outside of XM .
Proof. Define f̂M := fk(xˆM ), λ = f̂M and r¯ := min{rM , rs}/2. It suffices to show that (i) X\XM
and B(M, r¯) are disconnected in G(λ− 9βkλ− 0 − ˜) and (ii) xˆM ∈ B(M, r¯).
In order to show (i), we first show that G(λ− 9βkλ− 0 − ˜) contains no points from B(SM , rs/2)
and no points from XM\B(M, r¯). Then, all that will be left is showing that there are no edges
between B(M, r¯) and X\XM .
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We first prove bounds on fk that will help us show (i) and (ii). Let F¯ := fM − 0 − lM (r¯/2). Then
for all x ∈ XM\B(M, r¯), we have rˆ(F¯ − f(x), x) ≥ r¯/2. Thus the conditions for Lemma 5 are
satisfied by the admissibility of k and hence fk(x) <
(
1 + 2
Cδ,n√
k
)
F¯ . Now,
sup
x∈XM\B(M,r¯)
fk(x) < (1 + 2
Cδ,n√
k
)F¯ = (1 + 2
Cδ,n√
k
)(fM − 0 − lM (r¯/2))
≤ (1 + 2Cδ,n√
k
)3f̂M − (1 + 2Cδ,n√
k
) · (0 + lM (r¯/2)) ≤ λ− 9βkλ− 0 − ˜,
where the second inequality holds by using Lemma 5 as follows. Choose x ∈M0 and  = Cδ,n2√k fM .
Then rˇ(, x) ≥ u−1(). The conditions for Lemma 5 hold by the admissibility of k and thus f̂M ≥
fk(x) ≥ (1−Cδ,n/
√
k)2fM . Furthermore it follows from Lemma 5 that f̂M < (1 + 2Cδ,n/
√
k)fM ;
combine this admissibility of k to obtain the last inequality. Finally, from the above, we also have
supx∈XM\B(M,r¯) fk(x) < f̂M , implying (ii).
Next, if x ∈ B(SM , rs/2), then rˆ(F¯ − f(x), x) ≥ r¯/2 and the same holds for B(SM , rs/2):
sup
x∈B(SM ,rs/2)
fk(x) < λ− 9βkλ− 0 − ˜.
Thus, G(λ− 9βkλ− 0 − ˜) contains no point from B(SM , rs/2) and no point from XM\B(M, r¯).
All that remains is showing that there is no edge between B(M, r¯) and X\XM . It suffices to show
that any such edge will have length less than rs since B(SM , rs/2) separates them by a width of rs.
We have for all x ∈ B(M, r¯),
F(B(x, r¯)) ≥ vdr¯d inf
x′∈B(x,2r¯)
f(x′) ≥ k
n
+ Cδ,n
√
k
n
.
Thus by Lemma 4, we have rk(x) ≤ r¯ < rs, establishing (i).
D Integrality Results
The goal is to show that the M̂ ∈ M̂ refered to above contains B(M, rn(M)). We give a condition
under which B(M, rn(M)) ∩ X[n] would be connected in G(λ) for some λ. It is adapted from
arguments in Theorem V.2 in [6].
Lemma 8. (Connectedness) Let M be an 0-modal set and k be admissible for M . Then with
probability at least 1− δ, B(M, rn(M)) ∩X[n] is connected in G(λ) if
λ ≤
(
1− Cδ,n√
k
)2
(fM − 0).
Proof. For simplicity of notation, let A := B(M, rn(M)). It suffices to prove the result for λ =
(1− Cδ,n√
k
)2(fM − 0). Define rλ = (k/(nvdλ))1/d and ro = (k/(2nvdfM ))1/d. First, we show that
each x ∈ B(A, rλ), there is a sample point in B(x, ro). We have for x ∈ B(A, rλ),
F(B(x, ro)) ≥ vdrdo inf
x′∈B(x,ro+rλ)
f(x′) ≥ vdrdo(fM − 0 − uM (ro + rλ + rn(M)))
≥ vdrdo(fM − 0)
(
1− Cδ,n√
k
)
≥ Cδ,n
√
d log n
n
.
Thus by Lemma 4 we have that with probability at least 1− δ, B(x, ro) contains a sample uniformly
over x ∈ B(A, rλ).
Now, let x and x′ be two points in A ∩X[n]. We now show that there exists x = x0, x1, ..., xp = x′
such that ||xi − xi+1|| < ro and xi ∈ B(A, ro). Note that since A is connected and the density in
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B(A, ro + rλ) is lower bounded by a positive quantity, then for arbitrary γ ∈ (0, 1), we can choose
x = z0, z1, ..., zp = x
′ where ||zi+1 − zi|| ≤ γro. Next, choose γ sufficiently small such that
vd
(
(1− γ)ro
2
)d
γ ≥ Cδ,n
√
d log n
n
,
then there exists a sample point xi in B(zi, (1− γ)ro/2). Moreover we obtain that
||xi+1 − xi|| ≤ ||xi+1 − zi+1||+ ||zi+1 − zi||+ ||zi − xi|| ≤ ro.
All that remains is to show (xi, xi+1) ∈ G(λ). We see that xi ∈ B(A, ro). However, for each
x ∈ B(A, ro), we have
F(B(x, rλ)) ≥ vdrdλ inf
x′∈B(x,ro+rλ)
f(x′) ≥ vdrdλ(fM − 0)
(
1− Cδ,n√
k
)
≥ k
n
+
Cδ,n
√
k
n
.
Thus rk(xi) ≤ rλ for all i. Therefore, xi ∈ G(λ) for all xi. Finally, ||xi+1 − xi|| ≤ ro ≤
min{rk(xi), rk(xi+1)} and thus (xi, xi+1) ∈ G(λ). Therefore, A ∩X[n] is connected in G(λ), as
desired.
The following extends Lemma 3 handle more general 0-modal sets.
Lemma 9 (Extends Lemma 3). (Integrality) Let M be an 0-modal set with density fM , and
suppose k is admissible for M . Let xˆM := argmaxx∈XM∩X[n] fk(x). Then the following holds with
probability at least 1− 3δ. When processing sample point xˆM in Algorithm 1, if we add M̂ to M̂,
then B(M, rn(M)) ∩X[n] ⊆ M̂ .
Proof. Define f̂M := fk(xˆM ) and λ := f̂M . It suffices to show that B(M, rn(M)) ∩ X[n] is
connected in G(λ − 9βkλ − ˜). By Lemma 8, B(M, rn(M)) ∩X[n] is connected in G(λ0) when
λ0 ≤ (1− Cδ,n√k )2(fM − 0). Indeed, we have that(
1− Cδ,n√
k
)2
(fM − 0) ≥ f̂M
(
1− Cδ,n√
k
)2
/
(
1 + 2
Cδ,n√
k
)
−
(
1− Cδ,n√
k
)2
0
≥ λ− βkλ− 0 ≥ λ− 9βkλ− 0 − ˜,
where the first inequality follows from Lemma 5, as desired.
E Theorem 1
Combining the isolation and integrality, we obtain the following extention of Corollary 1.
Corollary 2 (Extends Corollary 1). (Identification) Suppose we have the assumptions of Lemmas 7
and 9 for 0-modal set M . Define f̂M := maxx∈XM∩X[n] fk(x) and λ := f̂M . With probability
at least 1 − 5δ, there exists M̂ ∈ M̂ such that B(M, rn(M)) ∩X[n] ⊆ M̂ ⊆ {x ∈ XM ∩X[n] :
fk(x) ≥ λ− βkλ− 0}
Proof. By Lemma 7, there exists M̂ ∈ M̂ which contains only points in XM with maximum fk
value of f̂M . Thus, we have M̂ ⊆ {x ∈ XM ∩X[n] : fk(x) ≥ f̂M − βkf̂M − 0}. By Lemma 9,
B(M, rn(M)) ∩X[n] ⊆ M̂ .
The following extends Theorem 1 to handle more general 0-modal sets and pruning parameter ˜.
Theorem 3 (Extends Theorem 1). Let δ > 0 and M be an 0-modal set. Suppose k is admissible for
M and 0 ≤ ˜ < lM (min{rM , rs}/2). Then with probability at least 1 − 6δ, there exists M̂ ∈ M̂
such that
d(M,M̂) ≤ l−1M
(
8Cδ,n√
k
fM
)
,
which goes to 0 as Cδ,n/
√
k → 0.
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Proof. Define r˜ = l−1M
(
8Cδ,n√
k
fM
)
. There are two directions to show: max
x∈M̂ d(x,M) ≤ r˜ and
supx∈M d(x, M̂) ≤ r˜ with probability at least 1− δ.
We first show max
x∈M̂ d(x,M) ≤ r˜. By Corollary 2 we have M̂ ∈ M̂ such that M̂ ⊆ {x ∈ XM :
fk(x) ≥ f̂M − βkf̂M − 0} where f̂M := maxx∈XM∩X[n] fk(x). Hence, it suffices to show
inf
x∈B(M0,rn(M))
fk(x) ≥ sup
XM\B(M,r˜)
fk(x) + βkf̂M + 0. (2)
Define r := (4/fMvd)1/d(k/n)1/d. For any x ∈ B(M0, r + rn(M)), f(x) ≥ fM − uM (r +
rn(M)) := Fˇ . Thus, for any x ∈ B(M0, rn(M)) we can let  = f(x)− Fˇ and thus rˇ(, x) ≥ r and
hence the conditions for Lemma 5 are satisfied. Therefore, with probability at least 1− δ,
inf
x∈B(M0,rn(M))
fk(x) ≥
(
1− Cδ,n√
k
)
(fM − uM (r + rn(M))). (3)
For any x ∈ XM\B(M, r˜/2), f(x) ≤ fM − 0− lM (r˜/2) := Fˆ . Now, for any x ∈ X\B(M, r˜), let
 := Fˆ − f(x). We have rˆ(, x) ≥ r˜/2 = l−1M (8Cδ,n/
√
k)/2 ≥ l−1M (uM (2r))/2 ≥ r (since lM is
increasing and lM ≤ uM ) and thus the conditions for Lemma 5 hold. Hence, with probability at least
1− δ,
sup
x∈XM\B(M,r˜)
fk(x) ≤
(
1 + 2
Cδ,n√
k
)
(fM − 0 − lM (r˜)). (4)
Thus, by (3) and (4) applied to (2) it suffices to show that(
1− Cδ,n√
k
)
(fM − uM (r + rn(M))) ≥
(
1 + 2
Cδ,n√
k
)
(fM − 0 − lM (r˜)) + βkf̂M + 0, (5)
which holds when
lM (r˜) ≥ uM (r + rn(M)) + 3Cδ,n√
k
fM + βkf̂M . (6)
The admissibility of k ensures that rn(M) ≤ r ≤ rM/2 so that the regions of X we are dealing with
in this proof are confined within B(M0, rM ) and B(M, rM )\M .
By the admissibility of k, uM (2r) ≤ Cδ,n2√k fM . This gives
lM (r˜) =
8Cδ,n√
k
fM ≥ uM (2r) + 15Cδ,n
2
√
k
fM ≥ uM (r + rn(M)) + 3Cδ,n√
k
fM + βkf̂M ,
where the second inequality holds since Cδ,n/
√
k < 1/16, u is increasing, r ≥ rn(M), and
f̂M ≤
(
1 + 2
Cδ,n√
k
)
fM by Lemma 5. Thus, showing (6), as desired.
This shows one direction of the Hausdorff bound. We now show the other direction, that
supx∈M d(x,M) ≤ r˜.
It suffices to show for each point x ∈M that the distance to the closest sample point rn(x) ≤ r˜ since
M̂ contains these sample points by Corollary 2. However, by Lemma 6 and the admissibility of k,
rn(x) ≤ r˜ as desired.
F Theorem 2
We need the following Lemma 10 which gives guarantees us that given points in separate CCs of
the pruned graph, these points will also be in separate CCs of f at a nearby level. [6] gives a result
for a different graph and the proof can be adapted to give the same result for our graph (but slightly
different assumptions on k).
Lemma 10 (Separation of level sets under pruning, [6]). Fix  > 0 and let r() :=
infx∈Rd min{rˆ(, x), rˇ(, x)}. Define Λ := maxx∈Rd f(x) and assume ˜0 ≥ 2 + βk(λf + ) and
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let G˜(λ) be the graph with vertices in G(λ) and edges between pairs of vertices if they are connected
in G(λ− ˜0). Then the following holds with probability at least 1− δ.
Let A˜1 and A˜2 denote two disconnected sets of points G˜(λ). Define λf := infx∈A˜1∪A˜2 f(x). Then
A˜1 and A˜2 are disconnected in the level set {x ∈ X : f(x) ≥ λf} if k satisfies
vd(r()/2)
d(λf − ) ≥ k
n
+ Cδ,n
√
k
n
and
k ≥ max{8ΛC2δ,n/(λf − ), 2d+7C2δ,n}.
Proof. We prove the contrapositive. Let A be a CC of {x ∈ X : f(x) ≥ λf} with
λf = minx∈A∩X[n] f(x). Then it suffices to show A ∩ X[n] is connected in G(λ′) for λ′ :=
minx∈A∩X[n] fk(x)− ˜0.
We first show A ∩ X[n] is connected in G(λ) for λ = (λf − )/(1 + Cδ,n/
√
k) and all that will
remain is showing λ′ ≤ λ.
Define ro := (k/(2nvdfM ))1/d and rλ := (k/(nvdλ))1/d. Then from the first assumption on k, it
follows that rλ ≤ r()/2. Now for each x ∈ B(A, rλ), we have
F(B(x, ro)) ≥ vdrdo inf
x′∈B(x,ro+rλ)
f(x′) ≥ vdrdo(λf − ) ≥ Cδ,n
√
d log n
n
.
Thus, by Lemma 4 we have with probability at least 1− δ that B(x, r0) contains a sample point.
Now, in the same way shown as in Lemma 8, we have the following. If x and x′ be two points in
A ∩X[n] then there exists x = x0, x1, ..., xp = x′ such that ||xi − xi+1|| < ro and xi ∈ B(A, ro).
Next is showing (xi, xi+1) ∈ G(λ). We see that xi ∈ B(A, ro). However, for each x ∈ B(A, ro),
we have
F(B(x, rλ)) ≥ vdrdλ inf
x′∈B(x,ro+rλ)
f(x′) ≥ vdrdλ(λf − ) ≥
k
n
+
Cδ,n
√
k
n
.
Thus rk(xi) ≤ rλ for all i. Therefore, xi ∈ G(λ) for all xi. Finally, ||xi+1 − xi|| ≤ ro ≤
min{rk(xi), rk(xi+1)} and thus (xi, xi+1) ∈ G(λ). Therefore, A ∩X[n] is connected in G(λ).
All that remains is showing λ′ ≤ λ. We have
λ′ = min
x∈A∩X[n]
fk(x)− ˜0 ≤
(
1 + 2
Cδ,n√
k
)
(λf + )− ˜0 ≤ λ,
where the first inequality holds by Lemma 5, and the second inequality holds from the assumption on
˜0, as desired.
We state the pruning result for more general choices of ˜. Its proof is standard and given here for
completion. (See e.g. [16]).
Theorem 4 (Extends Theorem 2). Let 0 < δ < 1 and ˜ ≥ 0. There exists λ0 = λ0(n, k) such that
the following holds with probability at least 1− δ. All 0-modal set estimates in M̂ chosen at level
λ ≥ λ0 can be injectively mapped to 0-modal sets
{
M : λM ≥ min{x∈X[n]:fk(x)≥λ−βkλ} f(x)
}
,
provided k is admissible for all such M .
In particular, if f is Hölder-continuous, (i.e. ||f(x) − f(x′)|| ≤ c||x − x′||α for some 0 < α ≤ 1,
c > 0) and ˜ = 0, then λ0 → 0 as n → ∞, provided C1 log n ≤ k ≤ C2n2α/(2α+d), for some
C1, C2 independent of n.
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Proof. Define r() := infx∈Rd min{rˆ(, x), rˇ(, x)}. Since f is uniformly continuous, it follows
that r(0) = 0, r is increasing, and r() > 0 for  > 0.
Thus, there exists λ˜n,k,˜ > 0 such that
λ˜n,k,˜ =
k
n · vd · r((8βkλ˜n,k,˜ + ˜)/3)
.
Define
λ0 := max{λ˜n,k,˜, 32βk sup
x∈X
f(x) + 4˜}.
Let us identify each estimated 0-modal set M̂ with the point xˆM := maxx∈M̂ fk(x). Let us call
these points modal-points. Then it suffices to show that there is an injection from modal-points to the
0-modal sets.
Define G′(λ) to be the graph with vertices in G(λ − βkλ) and edges between vertices if they are
in the same CC of G(λ − 9βkλ − ˜) and Xλ[n] := {x : fk(x) ≥ λ}. Let A˜i,λ := A˜i ∩ Xλ[n] for
i = 1, ...,m to be the vertices of the CCs of G′(λ) which do not contain any modal-points chosen
thus far as part of estimated modal-sets.
Fix level λ > 0 such that λf := infx∈Xλ
[n]
f(x) ≥ λ0/2. Then the conditions are satisified for
Lemma 10 with  = (8βkλ + ˜)/3. Suppose that A˜1,λ, ..., A˜m,λ are in ascending order according
to λi,f := minx∈A˜i,λ f(x). Starting with i = 1, by Lemma 10, X λ1,f can be partitioned into
disconneced subsets A1 and X λ1,f\A1 containing respectively A˜1,λ and ∪mi=2A˜i,λ. Assign the
modal-point argmaxx∈A˜1,λ fk(x) to any 0-modal set in A1. Repeat the same argument successively
for any A˜i,λ and ∪mj=i+1A˜j,λ until all modal-points are assigned to distinct 0-modal sets in disjoint
sets Ai.
Now by Lemma 10, X λf can be partitioned into disconnected subsets A and X λf \A containing
respectively A˜λ := ∪mi=1A˜i,λ and X λf[n] \A˜λ. Thus, the modal-points in A˜λ were assigned to 0-modal
sets in A.
Now we repeat the argument for all λ′ > λ to show that the modal-points in Xλ[n]\A˜λ can be assigned
to distinct 0-modal sets in X λ\Aλ. (We have λ′f := minx∈Xλ′−βkλ′
[n]
f(x) ≥ λf ).
Finally, it remains to show that λ ≥ λ0 implies λf ≥ λ0/2. We have λ0/4 ≥ 8βkλ + ˜, thus
r(λ0/4) ≥ r(8βkλ+ ˜). It follows that
vd(r(λ0/4))
d · (λ0/4) ≥ k
n
+ Cδ,n
√
k
n
.
Hence, for all x such that f(x) ≤ λ0/2, we have
fk(x) ≤ (1 + 2Cδ,n√
k
)(f(x) + λ0/4) ≤ λ0.
To see the second part, suppose we have C1, C2 > 0 such that C1 log n ≤ k ≤ C2n2α/(2α+d). This
combined with the fact that r() ≥ (/C)1/α implies λ0 → 0, as desired.
G Point-Cloud Density
Here we formalize the fact that modal-sets can serve as good models for high-density structures in
data, for instance a low-dimensional structure M + noise.
Lemma 11. (Point Cloud with Gaussian Noise) Let M ⊆ Rd be compact (with possibly multiple
connected-components of differing dimension). Then there exists a density f over Rd such that the
density is uniform in M and has Gaussian decays around M i.e.
f(x) =
1
Z
exp(−d(x,M)2/(2σ2)),
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where σ > 0 and Z > 0 depends on M,σ. Thus, the modal-sets of f are the connected-components
of M .
Proof. Since M is compact in Rd, it is bounded. Thus there exists R > 0 such that M ⊆ B(0, R).
It suffices to show that for any σ > 0,∫
Rd
exp(−d(x,M)2/(2σ2))dx <∞.
By a scaling of x by σ, it suffices to show that∫
Rd
g(x)dx <∞,
where g(x) := exp(− 12d(x,M)2). Consider level sets X λ := {x ∈ Rd : g(x) ≥ λ}. Note that
X λ ⊆ B(M,√2 log(1/λ)) based on the decay in g around M . Clearly the image of g is (0, 1] so
consider partitioning this range into intervals [1, 1/2], [1/2, 1/3], .... Then it follows that∫
Rd
g(x)dx ≤
∞∑
n=2
Vol(X 1/n)
(
1
n− 1 −
1
n
)
≤
∞∑
n=2
Vol(B(M,
√
2 log(n)))
(n− 1)n
≤
∞∑
n=2
Vol(B(0, R+
√
2 log(n)))
(n− 1)n =
∞∑
n=2
vd(R+
√
2 log(n)))d
(n− 1)n
≤ vd · 2d−1
∞∑
n=2
Rd + (2 log(n))d/2
(n− 1)n <∞,
where the last inequality holds by AM-GM. As desired.
H Implementation
In this section, we explain how to implement Algorithm 2 (which supersedes Algorithm 1) efficiently.
Here we assume that for our sample X[n], we have the k-nearest neighbors for each sample point. In
our implementation, we simply use kd-tree, although one could replace it with any method that can
produce the k-nearest neighbors for all the sample points. In particular, one could use approximate
k-NN methods if scale is an issue.
This section now concerns with what remains: constructing a data structure that maintains the CCs of
the mutual k-NN graph as we traverse down the levels. At level λ in Algorithm 2, we must keep track
of the mutual k-NN graph for points x such that fk(x) ≥ λ− 9βkλ− 0 − ˜. Thus as λ decreases,
we add more vertices (and corresponding edges to the mutual k-nearest neighbors). Algorithm 3
shows what functions this data structure must support. Namely, adding nodes and edges, getting CCs
of nodes, and checking if a CC intersects with the current estimates of the 0-modal sets.
We implement this data structure as a disjoint-set forest data structure. The CCs can be represented as
disjoint-sets of forests. Adding a node corresponds to making a set while adding an edge corresponds
to a union operation. We can identify the verticies with the roots of the corresponding set’s trees and
thus getConnectedComponent and componentSeen can be implemented in a straightforward way.
In sum, the bulk of the time complexity is in preprocessing the data. This consists of obtaining the
initial k-NN graph, i.e. distances to nearest neighbors; this one time operation is of worst-case order
O(n2), similar to usual clustering procedures (e.g. Mean-Shift, K-Means, Spectral Clustering), but
average case O(nk log n). After this preprocessing step, the estimation procedure itself requires just
O(nk) operations, each with amortized O(α(n)) where α is the inverse Ackermann function. Thus,
the implementation provided in Algorithm 4 is near-linear in k and n.
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Algorithm 3 Interface for Mutual k-NN graph construction
InitializeGraph() // Creates an empty graph
addNode(G, node) // Adds a node
addEdge(G, node1, node2) // Adds an edge
getConnectedComponent(G, node) // Get the vertices in node’s CC
componentSeen(G, node) // checks whether node’s CC intersects with the estimates. If not, then
marks the component as seen.
Algorithm 4 Implementation of M-cores (Algorithm 2)
Let kNNSet(x) be the k-nearest neighbors of x ∈ X[n].
M̂ ← {}
G← InitializeGraph()
Sort points in descending order of fk values
Let p← 1
for i = 1, ..., n do
λ← fk(Xi)
while p < n and fk(Xp) ≥ λ− 9βkλ− 0 − ˜ do
addNode(G,Xp)
for x ∈ kNNSet(Xp) ∩G do
addEdge(G, x,Xp)
end for
p← p+ 1
end while
if not componentSeen(G,Xi) then
toAdd← getConnectedComponent(G,Xi)
Delete all x from toAdd where fk(x) < λ− βkλ
M̂ ← M̂+ {toAdd}
end if
end for
return M̂
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