Me ob .Jective of this investigation was to develop merhods and procedures that could be used in establishing practical applications for the high resolution altimeter capability of the GEuS-3 and Future SEASAT satellite
I i
missions.
The geopotential model that ha y direct applications in several areas of geophysics, mLiine geodesy, oceanography, Earth resources, etc., is the free air gravity anomaly. The requirements for gravity anomalies I is potcntial application areas such as oil and gas exploration are highly demanding in terms of accuraev and resolution. Consequently, Battelle's effort was directed toward development and test of a suitable technique for G deriving mean gravity anomaalies from dense altimetry data to a resolution t that has not been achieved before.. Obviously, the achievement of such a resolution has to be approached on it non-global basis.
The procedure developed and applied in this study uses a combination of both determtnistic and statistical techniques. The basic mathematical model was ba y ed on the Stokes' equation which describes the analytical relationship between mean gravity anomalies and geoid undulaj tions at a point; this undulation is a linear function of the altimetry data at g hat point.
The overdetermined problem resulting from the excessive altimetry data available: was solved using Least-Squares principles. These principles enable the simultaneous estimation of the associated str.ndard deviations reflecting the internal consistenev based on the accuracy estimates provided for the altimetry data as well as for J the terrestrial anomaly data.
Using GEOS-3 data in the calibration area, several test computations were made of the anomalies and their accuracy estimates for different combinations of:
(1) Four a priori weighting functions for anomaly parameters (:) rwo anomaly parameter configurations (3) Three data densities and distributions.
For "profile" type or low density data, the computed anomalies were sensitive to the a priori weights.
For such a distribution of data, nLanerical ,inom:al y auto-and cross-covariance functions can he used as weighted constraints to obtain realistic estimates for anom;+lies and their f acc:erac ies .
t.ii f
Computed anomalies for l e x l e blocks were compared with terrestrial estimates and also with a g et of anomalies computed by Rapp using l.eastSquares Collocation procedures. The KMS differences were 8.7 mgal and 5.4 mgal, respectivel y , which were consistent with accuracy estimates assoctated with these sets (10 mgal for terrestrial data acid 7.3 mgal for Rapp's data).
The accuracy estimates for 1' x Z° mean anomalies that can be obtained with the techniques used in this study are of the order of : mgal, which is at leltst about four times better than the estimates for the With the successful launch and operation of the Skylab and GEOS-3 satellite altimeter s y stems, the acquisition of detailed gravity data over the vast oceans of the Earth experienced a quantum jump in speed and detail. Those data are directly derived from the altimetey measurements in the form of geoid undulations which describe the separation of the geopotential level surface corresponding to the Mean Sea Level (MSL) and the reference ellipsoid adopted as the closest analytical surface representing the Earth. (1) However, the geopotential model that has direct applications in several areas of geophysics, marine geodesy.
oceanography, Earth resources, etc., is the free air gravity anomaly.
The advantage of the gravity anomaly model over the undulation model is its higher sensitivity to the various (anomalous) features on or near the Earth's surface. Further, the direct .observations of the gravity on the Earth's surface lend themselves to the natural representation of the anomalous geopotential field b y free air gravity anomalies.
The requirements for gravity anomalies in potential application areas such as oil and gas exploration are highly demanding in terms of accuracy and resolution. The unprecedented resolution and speed with which the altimeter data have become available have resulted in the possibility that the fine structure (short wavelength features) of the anomalous References, denoted b y superscript numbers, ,ire at end of report in Section 7. to be determined is too large to handle, even with the largest computer available today. Obviously, the p3ssibilities for solution to this problem can only be achieved through u.. of some form of non-global solution.
Several methods and procedures can be found in the literature for determining gravity anomalies from altimetry data on a non-global basis. Some of these are purely deterministic and some are statistical, while others use a combination of these techniques. Examples of the statistical techniques are Least-Squares Collocation (` and Fourier transform solutions (3) . A direct determination of point anomalies from altimeter data using the inverse Stokes' equation (4) is an example of the deterministic approaches(1,5),
The technique preferred over the above and employed in the ensuing study is a combination type using the analytical relationship (Stokes' equation) (6) between mean gravity anomalies and geoid undulation which is linearly related to the altimetry observation. 'This technique has several favorable features. The overdetermined problem resulting from the excessive altimetry data available can be solved using Least-Squares principles. Anv a priori information available on the gravity anomalies being computed can be incorporated simultaneously using weighted constraints. Further, any s y stematic errors inherent in the altimetr y data can be modeled and filtered out.
This method was developed and some simulation studies made while the principal author was working on an Air Force contract. The details of that work can be found iii Referenced). In the current study, essentially the same procedure, with minor modifications, is implemented with real altimetry data from CEOS-3. For the sake of completeness, a brief summary of the procedure is presented in Section ?, followed by a short description of the various data sets (altimetr y as well as terrestrial gravity and potential coefficients) used (Section 3). In Sections 
In view of the above, the undulation N can be assumed to he p omposed of four components, N ot N 1 , N., and N 1 o f ^1 that:
N F N o + N 1 . N^ + N 3 (3) here N i , the lower harmonic contribution over the whole surface of the arth, is given by: Then, N,,, th -higher harmonic contribution from a cap centered at he computation point is expressed as: 3) with Equation (S) can be written in the form:
which can be Interpreted as Lhe mean anomalies referred to a reference spherop of degree and order N r;ax'
At this point we have the option of modeling any systematic errors that may be inherent in the altimetry observations. However, the data we used in this study have been preprocessed and corrected for any systematic errors due to tides, orbit uncertainties, etc. (8) . Consequently, it is assumed that the data are free of systematic errors, other than the global constant parameter Nwhich can absorb any bias, constant over the area 0 under consideration.
Procedure For Anomalv Recovery
The mathematical model expressed by Equation (8) In order to incorporate the a priori information, if any, on some or all unknowns, let all the unknowns also be treated as observables with A priori weights. Zero weights can be assigned to those unknowns for which no information is available. In this case, Equation (8) can be interpreted as a condition among observables. For consideration of redundancy, the number of observations would be the sum of the altimetry observations and the unknowns with non-zero weights. The resulting redundancy in the system can be exploited in some type of adjustment technique.
The mathematical model as given by Equation (8) can he rewritten is a more general form as follows:
where F is a function of the altimetry observationb N, the residual anomalies 
and the covariance matrix can be estimated from:
where 0 o is the variance of unit weight estimated from
with DF being the number of degrees of freedom.
The adjusted values of the unknowns and the observations are If the anomalies need to be referred to an ellipsoidal reference field.
they -an he obtained b y simply adding Ag h [Equation (b)) back (Equation (SA)I.
Non-Global Solution
The discussion thus far has been on the general feasibilit y of recovering gravity anomalies from altimetry data. The application of the above method for small regions of the Earth will be discussed here. In fact, the insignificant contribution to the geoid undulation at an y point fro m anomalies in the remote zones is the key to this non-global solution.
Suppose that the anomalies within a given area, for example a circle of radius ,;(I) centered at a point, Q, are to be determined. then, the altimetr y data within an area of a concentric circle (II) of radius ('.+gy OM ) are necessar y to determine these anomalies so that the contribution
^'om dos 8 from altimetry data outaidc this circle is less than a pLedetermined value U OW Figure 1 illustrates this system. Further, the mathematical model (Equation (8) The various types of data used in this study are described here.
These include:
(1) Altimetry data (2) Terrestrial anomaly data (3) Spherical harmonic potential coefficients set (4) Numerical auto-and cross-covariances between 1° x 1° and 5° x 5° anomal y blocks with distance ^.
Before proceeding further with a description. of each data set, it is necessary to define the area selected for the anomal y recover y . The basic criterion for the location of this area is the coverage of the altimetry data available at the time the computer program, were being developed and tested.
This preprocessed data, free of systematic bias and orbit errors to within 78 cm, were made available to us b y Professor Rapp (12) of The Ohio State University. The best coverage of these data was in a 5° x 5° equal-area block whose latitude and longitude bounds are 40°-35° N and 291°-297° E.
respectively. This block, which is approximatel y equivalent to a cap of radius ip -2°5 (Figure 1 ), is within the calibration area.
For W0M
in Figure 1 , a value of 3 0 is chosen, which corresponds to a truncation error of about 1.5 mgals on the anomalies to be computed.
This value is taken from the graph on page 23 of Reference (1) In the case of the truncation cap angle, q)os, for the Stokes'
formula, a value of 22 degrees which corresponds to a truncation error of _just over 0.6 m is chosen.
(1) Once again, this error correspond; to the SE II potential coefficients truncated at degree 16. Consequentl y , the outer circle (III) is of radius 21°5; the radius of the middle circle is 5°5 a-,. that of the inner circle is 2°5. Assumirg for practical purposes square areas instead of circular caps, terrestrial anomalies are required over a 55° x 55° block and the altimetr y data would be required over a 11° x 11° block.
Altimetry Data
These data are taken from a set of sea :surface topography heights and their standard errors in the GEOS-3 calibration area, supplied by Rapp(S).
1'he data are derived from the raw altimeter data corrected for tides and are free of bias and orbit errors to about 65 cm in the calibration area (8) .
There are about 15,000 observations within the 11' x 11° area selected for this study. However, the maximum number of observations used in this studv is 7475, taking every other observation. The geographical distribution of these data is as shown in Figure 2 . This data set also had geoid un-,lulations implied by the GEM-9 potential coefficients set truncated at degree 20.
Terrestrial Gravity Data
The anomaly data used in this study consisc of two sets. The x 5° equal-area anomalies and their standard errors were taken from \ppendix A of Reference (7); the 1° x 1° (approximatel y ) equal-area anomalies and their standard errors were supplied b y Rapp from his tape called "August 1976 Tape" (7) . These anomalies are referred to the Geodetic Reference System 1967(15).
S p herical Harmonic Potential Coefficients
Miese data are a set of fully normalized potential coefficient,;
complete to degree and order 20 from the GEM-9 (14) and referred to the detic Reference System 1967(15). Table 1 for Nmax 0 20. Since this study is a continuation of that reported in Reference (1), a brief summitry of the previous results and conclusions may be helpful before presenting the results of the current study. The previous study was based purely on simulations where there were only one altimeter observation per block (1'x1') over a 30° x 30° area. Mean Anomalies over V x V blocky were recovered from these observations in it 10° x 10° area.
The highlights of the results were that:
(1) The recove°v of 1° x 1° mean gravity anomalies was feasible with the procedure outlined earlier in this report These results form the basis for this study.
The major difference between the two studies is that the current :study wises very dense real data while the previous study was hosed on y itnulation data which were very sparse. Consequently, the present studv will attempt to examine several issues raised at the conclusion of the last studv.
The Principal issues include:
(1) The performance of the too hnique and procedure with real data (2) The effect of the high density data oil estimates of the anomalies recovered^I 
The use of numerical auto-and cross-covariances for weighted constraints on the anomaiv parameters.
It was hoped that answers to these issues would help in the formulation of an optimum procedure for improving our knowledge of the geopotential field using satellite altimeter data.
Mean Anomaly Parameter Systems
With the cap sizes chosen (in Section 3) for a non-global solution, the parameters will include all the equal-area mean anomalies within the area of a 55° x 55° equal-area block. This will result in 3025 1° x 1°e qual-area mean anomalies, which is too large and expensive to handle for several tests to be performed in this study. Consequently, 5° x 5° equalarea mean anomalies are considered for the outermost 20° of the outer zone and 1° x 1° anomalies for the rest of the area, as shown in Figure 3 , where the extent of the altimeter data is shown with the rectangle with broken lines. As a result, the total number cf anomaly parameters would be 337
(112 -5° and 225 -1°). In the other tests, 5° anomalies are considered for both the middle and outer zones, in which case the number of anomaly parameters is 145 (120 -5° and 25 -1°). In the ensuing discussions, the system with 337 anomaly parameters will be referred to as System. A, and S y stem B would be that with 145 anomalies. It should be noted that there would be one error model parameter, Not to be determined in addition to the anomaly parameters.
A Priori Weights For The Parameters
The a priori weight matrix ? x in Equation (12) can be considered to consist of two suhmatrices, given by:
x 0 P 0 implying that correlation between the residual anomalies 6g and N o are zero.
There are several ways the weigt.t matrix P ag for the Anomaly parameters can be defined, depending on the type of a priori information available en them. In the ensuinR test for the mean anomaly comnutationa, P Qg is defined in four ways:
(1) It is set to zero (P 6g 0 0), implying that we have no information on them.
(2) Using the estimates provided by Rapp (7) for the standard errors of the anomaly values determined from terrestrial measurements, P6R is defined as a diagonal matrix D-I where the elements of D are the square of the standard errors. That is:
implying that the anomaly estimates are independent of each other.
(3) Assuming that the anomalies are stochastic quantities, their weight matrix is defined using the auto-and cross-covariances among them interpolated from the values presented in Table 1 . If the auto-and cross--covariance matrix is C, then:
(4) If the terrestrial estimates are assumed to consist of signals and noise (17) , then:
where C is the auto-and cross-covariance matrix and D is a error covariance matrix assumed diagonal as in Item (2) above. (Q) Therefore, the error due to both sources is 3.6 m, which, rounded to 4 m is u:,ed for the accuracy of N Q -term. Consequently,
For a priori values of anomalies, the terre p ttlal data described in Section 3.2 are used when P 6 is defined according to Equations (19) and (21). Satellite anomalies as defined by Equation (6) are used when P 6 is either 0 or C -1 . However, ir, all the ensuing computations, the a priori value for N is assumed to be zero. At the time of the computer programs being modified/extended to accommodate the real data, it was decided to test them with the only preprocessed altimetry data available in the literature (1`) . These data, which will. be referred to as the profile data, were supplied to us on computer cards by Rapp. The distribution of these data (in the calibration area) is shown on Figure 4 . It can be seen from this figure that onl y five passes are within the block where the gravity anomalies are sought.
The system of gravity anomalies assumed for these tests is System B, shown on Figure 3 , where the total number of unknowns is 146. Four tests were carried out with the weight matrices P6 8
as described in the last section. How much of an improvement these anomalies obtain in their estimates from the altimeter data is demonstrated in Figure 4 , where the a posteriori standard deviations (16) corresponding to the case of P 6 . c-1
are given. These numbers show that the anomalies of blocks where there are no altimeter data are ver y poorly determined. Their determination is best when the altimeter pass goes through the center of the block or when the data are dense and uniformly distributed within the block. 
Tests With Low Density Altimeter Data
The term low density refers to the set of 1496 data points which is one of every five dat-points shown on Figure 2 . The difference between th!s and the profile data as discussed in the last section 1s that the lowdensity data are more evenly distributed in the area than the profile set.
In ordr, r to :study the effects of these low-density data on this anomaly recovery, three more sets of computations were made with the same System (P) of anomaly unknowns. Since the difference between using P ig . C -I and P6g
-1 is small, as seen from the previous tests, it was decided that the three new dererminationF %.culd use:
(a)P 6 0
The results of these determinations are summarized in Table 3 .
i 
Tests With Nigh Densîtv_Data
In tllese tes ts, the altimeter ttata ur.ed are as shown utt Figure 2 , (741S data points) which to five t imes de ►tHer than the low-,tensity datat dtsc tlYNrd in the last subsection. hies• • tests Are aimed at examitttrig the effect of htgh-densiIv data oll the ilk' t • uraCy estt i mates of the alloulal ies 1,eittg determined. Here again we use the s.nne weight trig functions: .crib tho atiomai par.tmeter S y ntrnt P that Mere used with the low-denstt y data. hevonti the middle zone ciin be best seen in ,a comparison in Table b between the results obtained with Svstems A nttd 6. The weighting function tied in
:his competri g on is (CFD) . The results can be summarized as follows:
(1) It ha-been demonstrated that the technique and procedures used here can be used effectively with real altimetry data in the recovery of 1° x 1° mean gravity anomalies. equal-area mean anomalies from both the low and high density altimetey data. Now, it remains to be seen whether this technique can be used to resolve finer structures of the gravity field from the high density altimeter data.
In the ensuing discussions, we will present some preliminary results of a 30' x 30' mean anomal y determination.
Parameter System Foti The 30' K 30' Anomaly Recovery
The high density data were used in determining the 30' x 30' mean anomalies. in order to keep the number of data points and the cumber of parameters in the system low for econ-mical reasons, we decided to recover 36 30' x 30' approxim&-ely equal-area mean anomalies in a 3° x 4°b lock bounded by latitudes 36* -3 y° north and longituies 292°-296° east ( Figure 6 ). These blocks were subdivided from nine 1° x 1° equal -area (approximate) blocks which were used in the 1° x 1° anomaly recovery. Nigh density altimeter data from a 5° x 5° equal-area block (1858 data points) are used for this computation. As can be seen from Figure 6 , these data extend 1 degree beyond the inner zone in which the anomalies are sought.
In the middle zone, which is a band of 1 degree around the inner As we mentioned earlier, the terrestrial estimates for these anomalies were not readil y available for comparison at the time this report was written. However, x 1° mean anomalies are averaged from these 30' x 30' anomalies and compared with those from Figure 5 corresponding to Set 1, Rapp's, and the terrestrial arts. The results of this comparison is provided in Table 8 in the form of RMS differences. In the comparison with Set 1, the larger block:, where unusually larger differences due to improper covariance function were noted, were excluded. The accuracy of S mgel for the 30' x 30' anom ► lies is excellent considering the data distributton, which is poor in the direction across the track (satellite pass). It would be informative to see how the more uniformly distributed date expected from the SEASAT missions will affect these accurac y estimates.
CONCLUSIONS AND REMO ENDATIONS
The results of the study presented in Sections 5 and 6 of this report led to the following conclusions:
(1) The technique and proceaures de^• iloped and used in this study are very effective in the determination of detailed mean gravity anomalies to the extent of 1° x 1° and 30' x 30' blocks.
(2) The accuracy estimates for the computed anomalies are highly dependent on the density and distribution of data points. (1) Some of the equal-area blocks used here art-largrt than the ether blocks due: to th y-subdivision scheme used. The 1° x V a iutocuvariances used for it priori ( i weight constraints appear to have ui , faivorable effects on the anomal y estimates. These eftects need to be examined b y using either truly eelu.il-urea l+locl.s or eyuian.ul,er blocks. (5) The possibility of resolving mean anomalies over still smaller blocks (e.g., 15 ' x 15') must be examined. 
