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a b s t r a c t
The article examines extreme temperature events deﬁned as the exceedances of several high quantiles of
temperature anomalies in regional climate model data over Germany as an example for the analysis of
meteorological extremes using a two step-nonparametric approach. In the ﬁrst step we estimate the
intensities of the Poisson point processes of temperature extremes using a kernel estimator which so far
has only rarely been used in climatology. Its advantages include robustness against model selection
errors, simple computability and intuitive interpretability. In the second step we aggregate the pointwise
intensity curves by means of functional cluster analysis to form regions, where the exceedance
probabilities of the quantiles evolve similarly over time. A distinct gradient from Northwest to Southeast
is found in the data with frequencies of exceedance of the 99% quantile of more than 1000% at the end of
the 21st century compared to the control period 1961–2000.
& 2013 The Authors. Published by Elsevier B.V.
1. Introduction
The expected increase in the frequency and intensity of extreme
weather events is possibly the most important consequence of the
ongoing global temperature rise. This especially holds true for most
parts of the temperate and continental climate zones where, e.g.,
more frequent ﬂooding will probably have a greater impact than
the changes in the mean of the climate parameters. Globally, severe
weather catastrophes have accounted for more than 60% of all civil
damages caused by natural disasters since 1950 (Münchener, 2012).
Accordingly, projected as well as observed changes in meteorologi-
cal extremes have increasingly often been analyzed during the last
few decades. Although some other approaches have been followed
(e.g. Trömel and Schönwiese, 2007), Extreme Value Theory (EVT)
has been most popular. While in the past many authors chose the
Gumbel distribution as the underlying theoretical distribution
(refer, e.g. to Svensson and Jones, 2010) who give a comprehensive
overview of typical methods used for rainfall frequency estimation
in altogether nine different countries, more recent studies usually
have ﬁtted the data to either the Generalized Extreme Value
distribution (GEV) or the Generalized Pareto distribution (GPD).
Since the latter two distributions combine all three possible types of
distribution families extreme values may belong to, they allow for a
more ﬂexible modeling of the particularly important tail behavior.
There exists a wide variety of speciﬁc ﬁtting approaches which
principally have become more and more sophisticated and com-
plex over time. Of all issues relevant for data approximation, the
choice of the best estimation method and the question whether or
not the data may be regarded stationary are most predominantly
discussed. Other aspects are the introduction of covariates other
than time and the treatment of serial correlation, i.e. determina-
tion of the most effective declustering technique. Additionally,
some authors argue that the use of the GPD associated with the
Peaks over Threshold (POT) method yields better results than the
GEV (associated with block maxima). Finally, a number of studies
perform goodness-of-ﬁt tests to evaluate whether the application
of EVT distributions is generally appropriate.
For the estimation of the distribution parameters the conven-
tional maximum likelihood (ML) method is utilized by many
authors (e.g. Della Marta et al., 2009; Min et al., 2011). However,
for small sample sizes as typical for climatological time series ML
seems to be rather unstable. Frei et al. (2006) and Beniston et al.
(2007) therefore include a Bayesian prior distribution for the
shape parameter which often proves especially difﬁcult to esti-
mate. For the same reason other authors prefer the so-called
Method of L-moments (Hosking, 1990) as a more robust alter-
native to ML (e.g. Born et al., 2008; Kunz et al., 2010; Nikulin et al.,
2011; Wehner, 2010).
Besides the parameter estimation technique, model selection is
also regarded as crucially important when dealing with small samples.
Although both available models (GEV and GPD) are mathematically
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equivalent, some authors consider the POT method as superior to the
blockmaxima approach because it increases the number of events and
the truly most extreme values are selected (e.g. Knote et al., 2010;
Rauthe et al., 2010). To overcome these drawbacks, it is also possible to
select the r largest values of each block rather than solely the
maximum when ﬁtting the model parameters which correspond to
those of the GEV. This generalization of the Block Maxima Approach
leads to a point process representation of extremes (see e.g. Coles,
2001 for details). Likewise, using a high enough threshold u allows for
the description by means of a Poisson point process (e.g. Brown et al.,
2008; Tomassini and Jacob, 2009; Rademacher and Tomassini, 2012).
The problem of serial correlation is handled quite differently.
Relatively simple procedures have been used, e.g. by Brown et al.
(2008), who straightforwardly deploy non-overlapping windows
from which only the most extreme value is retained. Similarly,
Parey et al. (2007) and Sugahara et al. (2005) solely preserve the
maximum of a cluster of events, i.e., the highest value of a series of
consecutive threshold exceedances. More complex approaches for
the speciﬁcation of the minimum separation time have been
introduced by Knote et al. (2010) and Kysely et al. (2008), who
use the autocorrelation function or the dispersion index statistic to
achieve independence, respectively.
Maybe the most attention has been paid to the inclusion of
covariates. Especially the determination of time-dependent dis-
tribution parameters has been standard practice (e.g. Fowler et al.,
2010; Hanel et al., 2009; Kharin and Zwier, 2005; Zwiers
et al., 2011). In spite of the broad range of speciﬁc models that
have been developed, there is one feature many papers have in
common. Because of the apparent difﬁculties in the computation
of the shape parameter ξ, this variable is often considered constant
over time (e.g. Maraun et al., 2011). Alternatively, ξ has also been
regarded as spatially constant or averaged over contiguous regions
to reduce estimation uncertainties (e.g. Hanel and Buishard, 2011;
Maraun et al., 2009, respectively). Other covariates such as ENSO
have also been included to increase model performance (e.g.
Coelho et al., 2008). Finally, a non-stationary threshold in addition
to time-varying distribution parameters was taken into account by
a few studies (e.g. Acero et al., 2011; Friedrichs et al., 2009).
As Kharin et al. (2007) have pointed out, there is no guarantee
that the asymptotic extreme value distributions actually provide
an appropriate description of the behavior of ﬁnite sample data.
Instead, it seems rather questionable whether the deviation
between the true distribution of the maxima of currently acces-
sible climatological time series and projection data with lengths of
at best 100 years and the asymptotic distribution (GEV or GPD) is
neglectable. Klemeš (1993) therefore has already claimed to
refrain from the more or less fruitless mathematical rigor and
suggested an alternative approach based on the available physical
information.
In this paper we also recommend a technique other than EVT
for the analysis of meteorological extremes. The method is a
nonparametric estimator for the intensity of the Poisson process
especially suitable for diagnostic purposes as nonparametric
approaches are ﬂexible and circumvent the pitfalls of ex ante
parametric model selection (Breiman, 2001). Contrary to the
parametric approaches it does not exhibit a model error which
may be of substantial magnitude in the absence of sufﬁciently long
data and when lacking knowledge about the true model form. The
total error consisting of model error and estimation error is
therefore expected to be smaller than the one resulting from
ﬁtting the EVT distributions. Furthermore, the method is comple-
tely unsusceptible to outliers. So far, in geophysical literature it has
not yet been widely employed (e.g. Mudelsee et al., 2003; Christie
et al., 2012; Silva et al., 2012).
The real technical innovation of this paper lies in the applica-
tion of a functional cluster analysis to the gridpointwise estimated
intensities to aggregate regions of similar temporal evolution.
In climatology, clustering algorithms are traditionally used to identify
groupings in sets of climate variables at a particular point in time.
Differences and ratios between the averages of two time periods
are also very popular. Following these typical approaches, a lot of
climatologically interesting detail is lost. We therefore suggest
considering the whole intensity functions as entities, not determin-
ing a priori at which points in time the intensities are to be evaluated
and compared, but searching for clusters with similar time trajec-
tories. The procedure applied here was ﬁrst proposed by Serban and
Wassermann (2005). It deﬁnes a functional equivalent to Pearson's
correlation coefﬁcient and performs a k-means algorithm on the
Fourier coefﬁcients of the target functions. Fourier analysis is known
for its excellent statistical properties when differentiating between
signal and noise. In our application to extreme temperature events in
regional climate model data over Germany CATS shows good
discriminatory power and the aggregated clusters reﬂect meaningful
climatic regions, although the procedure does not take the location of
the grid points into account.
The rest of the paper is organized as follows: Section 2 introduces
the analyzed data; Section 3 presents the nonparametric estimator in
detail; Section 4 describes the application to the data; Section 5 deals
with the spatial aggregation; and Section 6 contains some concluding
remarks.
2. Data
Although this paper will focus on method description, climate
projection data will be used as a practical application example.
From an ensemble of altogether four speciﬁc regional climate
projections that have been analyzed within the research project
here we will exclusively present results based on the so-called
consortial runs (Lautenschlager et al., 2009; Keuler et al., 2009)
from the Local Model in climate mode (CCLM; Rockel et al., 2008)
which has been developed from the operational weather predic-
tion model of the German Meteorological Service (DWD). The RCM
projection has been driven by run no. 1 of the coupled global
climate model ECHAM5 T63L31/MPI-OM (Roeckner et al., 2006)
forced by the greenhouse gas emissions as given by the SRES A1B
scenario (Nakicenovic et al., 2000). The original projection data
has a horizontal resolution of 0.1671 (approx. 18 km) with its grid
rotated to the equator. For analysis the data was transformed to
geographical coordinates and subsequently interpolated to a grid
with 0.21 horizontal resolution. The analyzed domain covers
Germany and parts of the neighboring countries and extends from
46.41N to 55.41N and from 4.81E to 16.21E. The simulations have
been performed for the periods 1960–2000 (Climate of the 20th
Century) and 2001–2100 (Scenario A1B).
The meteorological parameters that have generally been exam-
ined within the project are temperature, precipitation, and wind
speed. Speciﬁcally, analyses were conducted for daily maximum
temperatures and precipitation amounts as well as daily max-
imum wind gusts while low extremes have not been regarded.
Here we concentrate on the daily high temperatures from which
the annual cycle has been removed prior to analysis, i.e., we
investigate anomalies.
3. Method
A Poisson process is deﬁned as a stochastic counting process
with independent increments, where the number of events in a
time interval follows a Poisson distribution with intensity λ. The
waiting times between two events are in contrast exponentially
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distributed. Is there a measure pertaining to each counting event,
the process becomes a two-dimensional Poisson point process.
A time series of daily meteorological measurements, on the
other hand, is an example of a simple two-dimensional point
process with one value at each time step. Considering only
exceedances of a certain threshold u, the occurrence times are
random variables. When u is high enough, we expect the events to
become independent and to follow the Poisson distribution.
Therefore the two-dimensional Poisson point process is a popular
approximation for observations of the POT type.
The probability to exceed threshold u independently of the size
of the exceedance is called the intensity λ of the Poisson process.
The following decomposition, containing the intensity, is espe-
cially important for EVT, because for sufﬁciently high thresholds u
the ﬁrst term in the right expression is a classical candidate for the
Generalized Pareto Distribution. The decomposition can be found
for example in Smith and Shively (1995). For yZu
pðYt4yÞ ¼ pðYt4yjYt4uÞ PðYt4uÞ ¼ pðYt4yjYt4uÞλtðuÞ
We will concentrate on estimating the Poisson process intensities.
To that end we use the kernel estimator which is one of the best
established nonparametric estimation techniques (Efromovich,
1999). It is better known for density and regression estimation,
but no less appropriate and well studied for the given setting. Its
applicability for intensity estimation is shown by Dia (1990) who
establishes the consistency of λ^ in quadratic mean. Much stronger
results (i.e., sharp almost sure rates of convergence in supremum
norm) are found in Giné and Nickl (2009).
Let
PðYt4uÞ ¼ λuðtÞ;
then λ^ is given by
λ^uðtÞ ¼∑
i
KhðttiÞ IðYti4uÞ ¼ 1h∑
i
K ttih
 
IðYti4uÞ;
with K an absolutely integrable kernel function and h the
bandwidth.
In applied sciences the choice of the kernel function is of
secondary importance, as it inﬂuences mainly higher order
smoothness of the estimator. Since this is not in the focus of our
interest, we implement the well known Epanechnikov-kernel
KðxÞ ¼ 34ð1x2Þþ :
We focus our attention to the selection of the bandwidth, where
we have to ﬁnd a solution meeting multiple requirements. For
reasons of comparability a unique bandwidth for the whole model
area with more than 2000 grid points is imperative. As control and
projection run comprise daily data for 140 years, cross validation
for all grid points combined is numerically unfeasible. Further-
more cross validation is known to systematically underestimate
the oracle bandwidth (i.e., the best possible bandwidth that could
be chosen if the true target function were known), whereas the
anticipated autocorrelation in the data suggests an inclination
towards larger bandwidths (Niglio and Perna, 2003). Neither can
preliminary bandwidth estimation be considered a loophole,
because it only passes the selection problem to the pilot band-
width. Since the primary aim is to determine a basic long term
trend in the probability to exceed threshold u, our choice is further
drawn towards large bandwidths. We therefore solve the problem
by selecting a pragmatic bandwidth of h¼ 3000 days (h days to the
left and h days to the right of each point are considered for smoothing
the data). This value has been chosen such that periodicities above one
decade are reﬂected in the resulting intensity curves while shorter
perturbations are suppressed.
Another critical decision concerns the choice of the threshold u.
Although the results of the proposed method are much less
sensitive to u than the EVT approach, we still need to obtain an
adequate trade-off between a sufﬁcient sample size and yet
climatologically relevant, i.e., truly extreme events. In an attempt
to reduce the arbitrariness of this important choice, we repeat the
analysis using three different thresholds: the 0.9-quantile, the
0.95-quantile and the 0.99-quantile of the data which were
calculated from the climate of the 20th Century run. The compar-
ison between the corresponding intensities will then allow some
interesting conclusions about changes in the shape of the entire
distribution. As the sample size varies substantially with the
quantile considered, we adjust the bandwidth proportionally to
n1=5, the usual rate of the bandwidth with second-order kernels.
Concerning conﬁdence intervals, the assumption that the number
of events in a time interval is Poisson distributed supersedes the
necessity of a bootstrap approach whichmakes sense only in the case
of the unknown distribution (Snethlage, 1999). Bootstrap conﬁdence
intervals are extremely expensive numerically and converge to the
parametric conﬁdence intervals at a very slow rate, which means
their covering probability is poor (Kysely, 2010). In contrast, the exact
Poisson conﬁdence intervals are straight forward to calculate from
the estimated intensities, as the Poisson distribution has only one
parameter, namely λ. The convergence of the Poisson distribution to
the Normal distribution as n-1 allows even further simpliﬁcation
such that
CIðtÞ ¼ max 0; λ^ðtÞz1α=2ﬃﬃﬃﬃﬃﬃ
2h
p
ﬃﬃﬃﬃﬃﬃﬃﬃ
λ^ðtÞ
q 
; λ^ðtÞþz1α=2ﬃﬃﬃﬃﬃﬃ
2h
p
ﬃﬃﬃﬃﬃﬃﬃﬃ
λ^ðtÞ
q 
;
with z the quantile of the Normal distribution.
The only argument in favor of a bootstrap approach is the
automatic correction of the estimation bias of λ^. But the bias reduction
of the bootstrap is again very slow, so that in the ﬁnite sample case the
coverage probability of the parametric conﬁdence intervals is far
superior.
4. Application to climate projection data
Fig. 1 illustrates the concept of estimating the Poisson process
intensities – equivalent to the density of a probability distribution
– by means of kernel estimation. Initially, the time series contains
one maximum temperature each day throughout the entire
projection period 1960–2100 (a). After removing the annual cycle
and subsequently cutting these values off at a predetermined
threshold u (in Fig. 1, u has been chosen as the 0.99-quantile), the
remaining exceedances are distributed randomly in time (b).
A kernel function is centered around each individual event. The
intensities are then given by the sum of all kernels at any time t (c).
Performing these calculations for the time series at all grid
points yields the individual occurrence probabilities at each
location. Thereof both time evolutions at particular grid points
and spatial distributions for any point in time can be derived. As an
example Fig. 2 shows the time evolution of the frequencies of
threshold exceedances at six grid points along the 10th meridian
across Germany while Fig. 3 depicts the spatial distribution of the
occurrence probabilities on July 1st, 2100. The exceedance prob-
abilities increase from exactly 1 percent within the period 1961–
2000 (as deﬁned by the 0.99-quantile) to roughly 5% in Northern
Germany and up to 20% in the southern regions.
The most insight about the changes in the extremal behavior can
be gained by examining the intensity curves resulting from more
than one threshold value simultaneously. Since each threshold u
may be considered representative of a certain part of the distribu-
tion, looking at several different values of u allows inferences about
the changes in the shape of the PDF. For the far upper tail of the
distribution (where sampled data is extremely sparse) this approach,
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however, would involve extrapolation of the results obtained from
the more moderate extremes. In the example given in Fig. 4 the
conclusion seems obvious that the occurrence probabilities of
threshold exceedances will generally increase more strongly (in
percent, i.e., relatively), the higher the threshold itself is. While the
exceedance probabilities of the 0.9-quantile will approximately
triple until 2100 (red curve), those of the 0.95- and 0.99-quantiles
will increase by nearly 400% and 600%, respectively (green and blue
curves). This means that especially infrequent heat events will
increase at overproportionally high rates. Assuming the continuation
of this trend for still higher quantiles leads to the expectation that
even extremely rare maximum temperatures such as recent 100-yr
events might occur regularly until the end of the 21st Century. Since
the robustness of such extrapolated information is, of course, limited,
ﬁndings about the upper tail behavior should be cross-checked
with results of other methods. To this end, the parametric modeling
approach of EVT ideally complements our proposed method.
5. Spatial aggregation
So far we have solely analyzed the climate projections sepa-
rately at each grid point which yields a magnitude of individual
results that can not be handled reasonably. Furthermore, this
technique does not comply with the recommendations of the
climate modeling community. Owing to the fact that the physical
processes totally resolved by numerical models are of much larger
scale than the actual grid resolution (this is sometimes referred to
as effective model resolution) spatial aggregation is imperative in
order to produce interpretable results. A straightforward method is to
Fig. 1. Concept of estimating Poisson process intensities using kernel estimation.
(a) The original time series consists of daily maximum temperatures during
summer (JJA) throughout the period 1961–2100 as projected by CLM. (b) After
removal of the annual cycle and truncation at the 0.99-quantile the remaining
Peaks over threshold constitute a Poisson point process. (c) A kernel function is
placed around each event and the intensity of the Poisson process is estimated by
the sum of all kernels.
Fig. 2. Temporal evolution of the occurrence probabilities of maximum tempera-
ture anomalies exceeding the 0.99-quantile (determined on the basis of the Climate
of the 20th Century run for the period 1961–2000) for six grid points along the
10th meridian across Germany for summer (JJA) as simulated by CLM for the period
1961–2100. The most northern grid point is depicted in violet while the most
southern grid point is marked in red. The grid points in between are located
according to the spectral colors.
Fig. 3. Spatial distribution of the occurrence probabilities of maximum tempera-
ture anomalies exceeding the 0.99-quantile (determined as in Fig. 2) for summer
(JJA) for the 1st of July, 2100 as simulated by CLM.
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simply average the projection data over speciﬁc regions or a number
of neighboring grid points prior to analysis. However, such a standard
procedure would deprive us of all small-scale extremes, i.e., especially
convective events. Another drawback of this approach is that it does
not take orographic structures into account which, of course, are of
considerable importance in the formation of extreme events. There-
fore, it is certainly more appealing to combine grid points with parallel
temporal evolutions which we also expect to possess comparable
topographical characteristics. Additionally, a joint analysis of climato-
logically similar grid points could further reduce statistical uncertainty.
Principally, the thus determined regions may thereby well be spatially
discontinuous.
One option for creating the kind of spatial aggregation we are
seeking could possibly be to predeﬁne regions for which we
anticipate similar intensity curves on the basis of climatological
knowledge. However, during research it emerged that the super-
position of all relevant physical processes is hardly comprehensible
to the human mind. Too many factors such as mainwind direction –
which in turn may change during time – exert an inﬂuence on the
behavior of meteorological extremes.
We therefore prefer to aggregate the grid points in a data
dependent way, so as to identify climatically homogenous regions.
In its simplest form that could be a map of the differences between
two temporal averages, one from a particular 30-year period from
the climate of the 20th Century run and another 30-year period
from the projection run. However, the temporal evolutions of the
estimated intensities are distinctly nonlinear, making it impossible
to describe their behavior satisfyingly well using only one differ-
ence. A procedure which preserves more information therefore
appears highly desirable.
The classical tool for grouping a given sample in a data driven
way is cluster analysis. Since we are dealing with a sample of
curves, the functional cluster analysis algorithm of Serban and
Wassermann (2005) called CATS (Clustering after Transformation
and Smoothing) is especially appropriate for our purposes.
Literally, the time dependent intensity curves we are to cluster
are nothing but vectors of functional values, although with up to
several ten thousand components (140 years of daily projection
data which have also been stratiﬁed by meteorological seasons as
in the example given in this paper). A cluster analysis on a vector
ﬁeld that large is virtually unfeasible. Therefore, the CATS algo-
rithm transforms the curves into their Fourier expansion and only
the leading Fourier coefﬁcients are retained to describe the broad
features of the intensity evolutions. The remaining short vectors of
Fourier coefﬁcients are then clustered by the well-known k-means
procedure. Serban and Wassermann (2005) show that the quad-
ratic distance between two series of normalized Fourier coefﬁ-
cients is equivalent to the functional counterpart of Pearson's
correlation coefﬁcient. The correlation coefﬁcient between two
functions is high (close to 1) if the curves are nearly parallel and small
in absolute value if their shapes are independent. It becomes 1 if one
of the curves is parallel to the reﬂection of the other at the abscissa.
Parallelism of intensities (after normalization to 100% on the control
run) is exactly the form of similarity we are seeking. By means of the
CATS algorithm we therefore identify climatic regions by similar
intensity functions. As we have been able to show by conducting
stability tests, the k-means algorithm performs very satisfactorily for
the given problem reliably converging from a random initialization to
the best partition.
The main challenge in applying the k-means algorithm is,
of course, the selection of the number of clusters k. A good
choice of k is one that ﬁnds an equilibrium between the within-
cluster homogeneity and the complexity of the partition, i.e.,
the number of clusters. Typically, a true cluster number does not
exist, but neither does a universally valid deﬁnition of equilibrium
exist.
A confusing host of cluster criteria has been proposed for the
selection of k which can be assigned to either of two major classes.
The procedures of the ﬁrst class compute some measure of the
within-cluster variance for an ascending series of cluster numbers
visualizing them in a graph. Naturally, the within-cluster variance
decreases monotonically with increasing k, i.e., clusters become
more and more homogenous. However, the curve will eventually
ﬂatten out at some number k after which the gain in homogeneity
for each new cluster declines noticeably (therefore they are
sometimes called “Elbow methods”). k is then chosen as the break
point of the curve. Cluster criteria of this class do not calculate a
complexity measure or a between-cluster distance and the deci-
sion on how many clusters is not always unambiguous. The same
drawbacks of course apply to procedures which only calculate a
between-cluster distance.
At a ﬁrst glance, the procedures of the second group may seem
mathematically more rigid. The Akaike Information Criterion and
the Average Silhouette of the data are examples of this group.
Besides the within-cluster variance, they include some kind of
between-cluster distance and balance both criteria by means of a
weighted sum or ratio to determine k as the maximum/minimum
argument of this function. As the possibilities to deﬁne such a
balance are manifold, the objectivity of these methods is also
limited (for elaborate examples see, e.g. Shen et al. and Jung et al.
(2003)).
In practical applications the determination of the cluster
number will always involve characteristics which are not incorpo-
rated in the classical cluster criteria, but which are nevertheless
important for the interpretation of the result. As already men-
tioned, in our analysis we seek to identify regions with a similar
time development of the frequency of meteorological extremes
which basically not necessarily have to be spatially connected.
However, excessive spatial fragmentation would probably provoke
undesired features in our clusters making them climatologically
especially difﬁcult to interpret. Our aim for the selection of k is
thus threefold: we are looking for homogenous clusters with well
separated cluster centroids such that the cluster members still
accumulate in spatially compact regions as much as possible.
Hence, instead of enforcing an ultimate but possibly equivocal
selection of k, we prefer to present a series of cluster results
corresponding to a series of cluster numbers, namely k¼2,…,i.
The upper bound of i clusters arises from the growing fragmenta-
tion of the model area and may vary between meteorological
element and season. It also corresponds to the decreasing
discriminatory power of the cluster centroids. Although our
Fig. 4. Temporal evolution of the occurrence probabilities of maximum tempera-
ture anomalies exceeding the 0.9-(red), 0.95-(green), and 0.99-(blue)-quantile
(determined as in Fig. 2) for the grid point at 521N 101 for summer (JJA) as
simulated by CLM for the period 1961–2100.
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Fig. 5. Cluster analysis results for a number of two (top row) to ﬁve (bottom row) classes of occurrence probabilities of maximum temperature anomalies exceeding the 0.99-
quantile (determined as in Fig. 2) for summer (JJA) as simulated by CLM. Left column (a–d) spatial distribution of clusters. Right column (e–h) time evolution of
corresponding cluster means.
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clustering algorithm is not hierarchical, the series of cluster results
allow recognizing interesting relationships between the clusters
with increasing k, just like in a dendrogram. In this respect we
consider the presentation of a whole series of clustering results
as a real gain of information compared to the result for only one
speciﬁc value of k.
Fig. 5 depicts the series of clustering results for k¼2,…,5 for the
example already used in Figs. 1 through 4, i.e., the threshold
exceedances of the 0.99-quantile of the daily maximum temperature
anomalies during Summer (JJA). The colors in this Figure are
organized such that the cluster region along with its corresponding
centroid displaying the strongest increase in quantile exceedance is
marked in red, the one with the weakest increase is shown in blue.
The colors in between are ordered according to the spectrum. In the
plots for k¼5 (Fig. 5d and h, respectively) the violet cluster
represents an even weaker increase than the blue one.
Solely concerning discriminatory power (Fig. 5e–h), the number
of clusters chosen would probably be k¼4 for which the mean
temporal evolutions of occurrence probabilities (i.e., the individual
cluster centroids) are still fairly distinguishable during the second
half of the 21st Century. In contrast, creating ﬁve clusters results in
only marginal differences between two of the cluster centroids
throughout the projection period (blue and violet cluster). However,
it could also be argued that the procedure should have already been
discontinued after two clusters since the separation between the red
and the yellow cluster centroids is rather neglectable.
But taking the corresponding spatial structures into account
(Fig. 5a–d), the choice of k appears less ambiguous. From a
climatological point of view the prevailing structures exhibiting
the largest increase in the southeastern parts of Germany and the
smallest increase to the northwest generally seem reasonable.
Principally, temperature rise in Europe is projected to progress
from south to north with the most strongly marked changes in the
Southern Alps and the Mediterranean region. Additionally, the
western parts of Germany are of more maritime character with
relatively low temperatures during summer while the eastern
areas rather have a continental climate. The superposition of both
individual structures results in the present gradient pointing from
southeast to northwest. However, already for only two clusters the
resulting spatial distribution is difﬁcult to fully understand
because of the grid points in the North Sea area having been
assigned to the red cluster, i.e., the cluster with the larger increase
in the occurrence probabilities. For this region one would probably
expect more moderate changes as for the blue cluster.
This assumption is supported by the spatial distribution result-
ing in k¼3 clusters. For this number of clusters all grid points in
the North and Baltic Sea region – together with most regions in
the Czech Republic and some parts of Northern Austria – are
grouped in an own cluster with a slightly smaller increase than the
red cluster. At the same time the blue cluster is almost unmodiﬁed.
For four clusters the prevailing feature of the entire spatial
structure is modiﬁed again. The differences between Southeastern
and Northwestern Germany now stand out in more detail. Since
the newly generated green cluster is not only climatologically
reasonable, but also spatially continuous, we consider the result
for k¼4 clusters very useful. It bears more precise information
about the future conditions concerning the frequency of heat
events, is spatially compact, and climatologically meaningful.
Furthermore it increases the discriminatory power between the
red and the yellow cluster. In contrast, the generation of k¼5
clusters somewhat results in the sole spatial fragmentation of the
blue cluster (since the cluster centroids of the blue and violet
clusters evolve almost parallel in time). Additionally, it is very hard
to ﬁnd a climatological explanation for the location of the new
violet cluster. For those reasons we eventually tend to reject the
solution with ﬁve clusters.
6. Concluding remarks
The nonparametric kernel estimator for the estimation of the
exceedance probabilities for a high threshold in combination with
the functional cluster procedure CATS has proved very effective in
the analysis of extreme temperature events in regional climate
model data over Germany.
On the other hand, when examining occurrence probabilities of
other meteorological extremes, spatial fragmentation of the clus-
ters becomes a more relevant factor than for temperature. Espe-
cially for precipitation several small groups of cluster members
(i.e., accumulations of a few adjacent grid points) are often widely
scattered in space. A possibly more elegant way to cope with this
problem may constitute fuzzy clustering as the algorithm pro-
posed by Liu and George (2003). Fuzzy clustering allows for soft
intergradation between clusters, such that regions, which under
sharp clustering are broken up into two clusters, would then
perhaps appear to have nearly equal membership degrees respec-
tive to these two clusters. Fuzzy clustering is not yet an established
technique in climatology, but we appreciate it as a very promising
approach.
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