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SUPER-POSITIVITY OF A FAMILY OF L-FUNCTIONS
IN THE LEVEL ASPECT
DORIAN GOLDFELD AND BINGRONG HUANG
For Don Zagier on his 65th birthday.
Abstract. An automorphic self dual L-function has the super-positivity property
if all derivatives of the completed L-function at the central point s = 1/2 are non-
negative and all derivatives at a real point s > 1/2 are positive. In this paper we
prove that at least 12% of L-functions associated to Hecke basis cusp forms of weight
2 and large prime level q have the super-positivity property. It is also shown that
at least 49% of such L-functions have no real zeros on Re(s) > 0 except possibly at
s = 1/2.
1. Introduction
The notion of super-positivity of self dual L-functions was introduced in [YZ15] with
breakthrough applications to the function field analog of the Gross–Zagier formula
for higher derivatives of L-functions. We say a self dual L-function has the super-
positivity property if all derivatives of its completed L-function (including Gamma
factors and power of the conductor) at the central value s = 1/2 are non-negative, all
derivatives at a real point s > 1/2 are positive, and if the k0-th derivative is positive
then all (k0 + 2j)-th derivatives are positive, for all j ∈ N. See [GH16] for more
details.
In this paper, we continue our investigation of super-positivity of L-functions asso-
ciated to classical modular forms as begun in [GH16]. Let q be a fixed large prime.
Let S2(q) be the space of holomorphic weight 2 cusp forms of level q, and H2(q) a
basis of S2(q) that are eigenfunctions of all the Hecke operators and have the first
Fourier coefficient af (1) = 1. Our main theorem in this paper is as follows.
Theorem 1.1. There are infinitely many modular forms f of weight 2 and prime
level such that L(s, f) has the super-positivity property. In fact, the proportion of
f ∈ H2(q) which have the super-positivity property is ≥ 12%, when q is a sufficiently
large prime.
In the course of proving theorem 1.1 we also obtained the following result about
real zeros of L-functions as a by-product.
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Theorem 1.2. There are infinitely many modular forms f of weight 2 and prime
level such that L(s, f) has no nontrivial real zeros except possibly at s = 1/2. In fact,
the proportion of f ∈ H2(q) with this property is ≥ 49%, when q is a sufficiently large
prime.
A key ingredient of the proofs of the above theorems is given in a paper of Stark
and Zagier [SZ80] which essentially establishes that super-positivity follows if L(s, f)
has no zeros in the triangle
{
s = σ + it
∣∣ 1/2 < σ < 1, t ∈ R, |t| ≤ σ − 1/2}. In
this regard, see [GH16]. To prove such a zero-free region for a large number of those
L-functions, we first use Selberg’s lemma [Sel46, Lemma 14] to convert the count of
the number of zeros in this triangle to estimates of the mollified second moments.
We will need an asymptotic formula for the mollified second moment of L-functions
near the central point 1/2. In §4, we prove this (with the harmonic weights) by
an asymptotic formula for the twisted second moment (see theorem 3.2 below) and
Perron’s formula. Then we deal with L-functions away from the critical line with
the harmonic weights by the convexity principle (see §5). In order to get a better
bound, we also need to improve an estimate of the first moment, see lemmas 5.3 and
6.15. The harmonic weights appear naturally, since we will use the Petersson trace
formula. We will remove those harmonic weights in §6. The proofs of both theorems
1.1 and 1.2 depend on numerics, which we didn’t try to optimize. Note that some of
the techniques in this paper are motivated by Kowalski–Michel [KM99, KM00a] and
Conrey–Soundararajan [CS02, CS].
Remark 1.3. It is possible to consider even and odd forms separately, and then get
a more precise result even for fixed even weight and square-free level. One can also
prove a positive proportion result in the weight or spectral aspect by combining the
ideas in this paper with [GH16].
Acknowledgements. The second author would like to thank Professors Jianya Liu
and Zee´v Rudnick for their valuable advice and constant encouragement.
2. Preliminaries
2.1. The approximate functional equation. For f ∈ H2(q), let
f(z) =
∞∑
n=1
n1/2λf(n)e(nz), (for z ∈ H)
be its Fourier expansion. We can associate it with an L-function
L(s, f) :=
∞∑
n=1
λf (n)
ns
, (for Re(s) > 1).
The functional equation is written in terms of the completed L-function
Λ(s, f) =
(√
q
2π
)s
Γ
(
s+
1
2
)
L(s, f),
namely
(2.1) Λ(s, f) = εfΛ(1− s, f),
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and the sign εf of the functional equation is
(2.2) εf = q
1/2λf(q) ∈ {±1}.
Let G be a polynomial of degree 2N (large enough) satisfying
(2.3) G(−s) = G(s), G(0) = 1, and G(−N) = . . . = G(−1) = 0.
Notice that we have G′(0) = G′′′(0) = 0. That is
G(s) = a0
N∏
k=1
(s2 − k2), a0 = (−1)N(N !)−2.
Define
(2.4) Ht(s) := G(s+ it)G(s− it)Γ(s + 1 + it)Γ(s+ 1− it).
By Stirling’s formula, (in a vertical strip) we have
(2.5)
Ht(s)
Ht(δ)
≪ (1 + |t|+ | Im(s)|)B ·min {1, e−π(| Im(s)|−|t|)} ,
for some constant B > 0 depending on N and Re(s). Note that for |δ| ≪ log log q
log q
, we
have
Ht(−δ)
Ht(δ)
=
Γ(−δ + 1 + it)Γ(−δ + 1− it)
Γ(δ + 1 + it)Γ(δ + 1− it) = 1 +O
(|δ|).
By considering the following integral
Iδ =
1
2πi
3+i∞∫
3−i∞
Λ(1/2 + δ + it+ s, f)Λ(1/2 + δ − it + s, f)G(s+ it)G(s− it) ds
s− δ ,
we can obtain the approximate functional equation of |L(1/2 + δ + it, f)|2.
Lemma 2.6. Let f ∈ H2(q). Let − Blog q ≤ δ ≤ ϑ, δ 6= 0, and t ∈ R. We have∣∣L(1/2 + δ + it, f)∣∣2 = ( q
4π2
)−δ ∞∑
n=1
λf(n)ηit(n)
n1/2
Vδ,t
(
4π2n
q
)
.
Here ην(n) :=
∑
ad=n
(
a
d
)ν
is the generalized divisor function, and for any y > 0,
Vδ,t(y) :=
1
2πi
3+i∞∫
3−i∞
Ht(s)
Ht(δ)
ζq(1 + 2s)y
−s 2s
(s− δ)(s+ δ) ds
is real valued, and satisfies the following:
Vδ,t(y) = ζq(1 + 2δ)y
−δ +
Ht(−δ)
Ht(δ)
ζq(1− 2δ)yδ +ON
(
yN(1 + |t|)B) ,
for 0 < y ≤ 1; and
Vδ,t(y)≪A,N y−A(1 + |t|)B for all A ≥ 1,
for y ≥ 1, and B depending on A and N . In particular, for all y ≥ 1/q we have
Vδ,t(y)≪ qδ(log q)(1 + |t|)B.
Here ζq is the Riemann zeta function with the Euler factor at q removed.
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Proof. See Kowalski–Michel [KM99, pp. 526–527]. 
2.2. The Petersson trace formula. LetH denote the upper half plane. The Fourier
coefficients of f ∈ H2(q) satisfy the relation
(2.7) λf(m)λf(n) =
∑
d|(m,n)
εq(d)λf
(mn
d2
)
,
where εq(·) is the principle Dirichlet character modulo q. In particular, we have
λf(q)λf(ℓ) = λf(qℓ) for any ℓ ∈ Z>0. The Petersson trace formula is given by the
following basic orthogonality relation on H2(q).
Lemma 2.8. Let m,n ≥ 1. Then∑
f∈H2(q)
ωf · λf (m)λf(n) = δm,n − 2π
∑
c≡0(mod q)
S(m,n; c)
c
J1
(
4π
√
mn
c
)
.
where
ωf :=
1
4π〈f, f〉 =
ζ(2)
|H2(q)| ·
1
L(1, sym2 f)
·
(
1 +O
((log q)4
q
))
is termed the harmonic weight of f , where 〈·, ·〉 denotes the Petersson inner product
on S2(q),
〈f, g〉 =
∫
Γ0(q)\H
f(z) g(z)
dxdy
y2
.
Proof. See e.g. Kowalski–Michel [KM99, pp. 507–509]. 
By Weil’s bound for Kloosterman sums and the bound J1(x) ≪ x for J-Bessel
function, we have (see e.g. [KM99, eq. (12)])
(2.9)
∑
f∈H2(q)
ωf = 1 + O
(
q−3/2
)
.
We can also consider the number of odd cusp forms. Note that
(2.10)
∑
f∈H2(q)
f is odd
αf =
∑
f∈H2(q)
1− εf
2
· αf ,
for any finite set of complex numbers (αf). By Kowalski–Michel [KM00b, Lemma 1],
we have
(2.11)
∑
f∈H2(q)
f is odd
ωf =
1
2
+O
(
1
q
)
.
Also, it’s well known that
(2.12)
∑
f∈H2(q)
f is odd
1 ∼ 1
2
∑
f∈H2(q)
1.
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3. The twisted second moment near the critical point
Recall that H2(q) denotes a basis for the space of holomorphic Hecke cusp forms
of weight k = 2 for Γ0(q) ⊂ SL(2,Z). Assume that for all f ∈ H2(q) there is some
uniquely defined αf ∈ C. Consider the set
{αf} := {αf}f∈H2(q).
The basic objects of study for the rest of this paper are given in the following defini-
tion.
Definition 3.1. Let
R1/2 :=
{
β + iγ
∣∣ β ∈ (1/2, 1) and |γ| ≤ β − 1/2}.
For q > 1, a large prime number, we define the following sums
A({αf}; q) := ∑
f∈H2(q)
αf , A(q) :=
∑
f∈H2(q)
1,
M(q) :=
∑
f∈H2(q)
L(s,f) 6=0 for s∈R1/2
1, N (q) :=
∑
f∈H2(q)
L(s,f) has at least
one zero inR1/2
1.
It follows from Stark–Zagier [SZ80] that it is enough to prove that at least 12% of
L-functions associated to f ∈ H2(q) have no zeros in the triangle R1/2. Furthermore,
it is clear that
M(q) +N (q) = A(q).
The key strategy for proving theorem 1.1 is to try to show thatM(q) is large compared
to A(q). To achieve this goal we will use the mollification method which leads us to
first consider the following twisted second moment of L(s, f) at the special value
s = 1/2 + δ + it.
Theorem 3.2. Let − c
log q
≤ δ ≤ ϑ with c > 0, 0 < ϑ < 1
100
both fixed, and t ∈ R. Let
ℓ ≤ q1−4ϑ be a positive integer. We have the following asymptotic formula
A
({
ωfλf(ℓ)|L(1/2 + δ + it, f)|2
}
; q
)
= ζq(1 + 2δ)
ηit(ℓ)
ℓ1/2+δ
+ ζq(1− 2δ) ηit(ℓ)
ℓ1/2−δ
Ht(−δ)
Ht(δ)
( q
4π2
)−2δ
+Oε
((
1 + |t|)Bq−1/2+ε).
Remark 3.3. One may use a similar method to obtain the asymptotic formula for
the average over even or odd forms respectively. See Kowalski–Michel [KM00b] for
example.
Proof. We now begin the proof of theorem 3.2. From the approximate functional
equation (lemma 2.6), we have
A
({
ωfλf(ℓ)|L(1/2 + δ + it, f)|2
}
; q
)
=
∑
f∈H2(q)
ωf · λf(ℓ)|L(1/2 + δ + it, f)|2
=
( q
4π2
)−δ ∞∑
n=1
ηit(n)
n1/2
Vδ,t
(
4π2n
q
) ∑
f∈H2(q)
ωf · λf(ℓ)λf (n).
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Applying the Petersson trace formula (lemma 2.8) we obtain that
(3.4) A
({
ωfλf(ℓ)|L(1/2 + δ + it, f)|2
}
; q
)
= D + F ,
where we have the diagonal term (noting that ℓ < q)
D :=
( q
4π2
)−δ ηit(ℓ)
ℓ1/2
Vδ,t
(
4π2ℓ
q
)
,
and the off-diagonal term
F := −2π
( q
4π2
)−δ ∞∑
n=1
ηit(n)
n1/2
Vδ,t
(
4π2n
q
)∑
q|c
S(ℓ, n; c)
c
J1
(
4π
√
ℓn
c
)
.
3.1. The diagonal term. Recall that ϑ is a fixed positive real number less than
1/100. We first handle the case − c
log q
≤ δ ≤ ϑ and δ 6= 0. Note that for the
remaining case δ = 0, we can just view it as the limitation of δ → 0. Introducing the
integral defining Vδ,t(y) in lemma 2.6, we have
D =
( q
4π2
)−δ ηit(ℓ)
ℓ1/2
1
2πi
3+i∞∫
3−i∞
Ht(s)
Ht(δ)
ζq(1 + 2s)
(
4π2ℓ
q
)−s
2s
(s− δ)(s+ δ) ds.
For −1/2 ≤ Re(s) ≤ 3, we have
|Γ(s+ 1 + it)Γ(s+ 1− it)|
Γ(δ + 1 + it)Γ(δ + 1− it) ≤
∣∣Γ(Re(s) + 1)2∣∣
Γ(δ + 1)2
≪ 1.
Hence by shifting the contour to the line Re(s) = −1/2 + ε, we obtain
D = ζq(1 + 2δ) ηit(ℓ)
ℓ1/2+δ
+ ζq(1− 2δ) ηit(ℓ)
ℓ1/2−δ
Ht(−δ)
Ht(δ)
( q
4π2
)−2δ
+O
(
τ(ℓ)q−δ
ℓ1/2
∣∣∣∣∣
−1/2+ε+i∞∫
−1/2+ε−i∞
Ht(s)
Ht(δ)
ζq(1 + 2s)
(
4π2ℓ
q
)−s
2s
(s− δ)(s+ δ) ds
∣∣∣∣∣
)
= ζq(1 + 2δ)
ηit(ℓ)
ℓ1/2+δ
+ ζq(1− 2δ) ηit(ℓ)
ℓ1/2−δ
Ht(−δ)
Ht(δ)
( q
4π2
)−2δ
+Oε
((
1 + |t|)Bq−1/2+ε).
(3.5)
Here we use the bound (2.5) for Ht(s)/Ht(δ).
3.2. The off-diagonal term. One can show that
F ≪ (1 + |t|)Bq−1/2+ε.(3.6)
We won’t give the details of the proof of the above estimate, since a very similar
result already appeared in Kowalski–Michel [KM00a, Appendix A], and the techniques
needed for the proof can be found in Kowalski–Michel [KM00b, §2.4].
Combining (3.4), (3.5), and (3.6), completes the proof of theorem 3.2.

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4. Mollification near the critical point
4.1. Choosing the mollifier. We will take the same mollifier as in Kowalski–Michel
[KM00a, Appendix A]. Let ϑ be a fixed small positive constant, and M ≤ q1/2−2ϑ.
Fix 0 < Υ < 1. Define
FΥ,M(x) :=


1, if 0 ≤ x ≤ M1−Υ,
P
(
log(M/x)
logM
)
, if M1−Υ ≤ x ≤M,
0, if x ≥M,
with P (y) = y/Υ. We define the mollifier for L(s, f) by
(4.1) M(s, f) :=
∞∑
ℓ=1
xℓ(s)
ℓ1/2
λf(ℓ),
where
(4.2) xℓ(s) :=
µ(ℓ)
ℓs−1/2
∞∑
n=1
µ2(ℓn)FΥ,M(ℓn)
n2s
.
We always write L(s, f)M(s, f) as LM(s, f).
In this section, we will prove the following theorem.
Theorem 4.3. With the notations as above and 0 < Υ < 1, M ≤ q1/2−2ϑ, assume
that |t| ≤ 100 log log q
log q
and that − 100
log q
≤ δ ≤ 100 log log q
log q
. Then we have
∑
f∈H2(q)
ωf |LM(1/2 + δ + it, f)|2 = 1 + q−2δ
∣∣∣∣M−2δ+2it −M (1−Υ)(−2δ+2it)Υ(−2δ + 2it) logM
∣∣∣∣
2
+
M−2δ(1−Υ) −M−2δ
(2δΥ logM)2
(
1− q−2δ
)
+O
(
log log q
log q
M−2(1−Υ)δ
)
.
Proof. By (2.7), we have
|M(1/2 + δ + it, f)|2
=
∞∑
ℓ1=1
∞∑
ℓ2=1
xℓ1(1/2 + δ + it)xℓ2(1/2 + δ − it)
ℓ
1/2
1 ℓ
1/2
2
λf(ℓ1)λf(ℓ2)
=
∞∑
ℓ1=1
∞∑
ℓ2=1
∞∑
d=1
εq(d)
d
xdℓ1(1/2 + δ + it)xdℓ2(1/2 + δ − it)
ℓ
1/2
1 ℓ
1/2
2
λf(ℓ1ℓ2)
=
∞∑
ℓ1=1
∞∑
ℓ2=1
∞∑
d=1
1
d
xdℓ1(1/2 + δ + it)xdℓ2(1/2 + δ − it)
ℓ
1/2
1 ℓ
1/2
2
λf(ℓ1ℓ2).
(4.4)
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Here for the last step we use the fact that the sum over d is actually supported on
[1,M ] and that M < q and q being prime. Hence we get
A
({
ωf |LM(1/2 + δ + it, f)|2
}
; q
)
=
∞∑
ℓ1=1
∞∑
ℓ2=1
∞∑
d=1
1
d
xdℓ1(1/2 + δ + it)xdℓ2(1/2 + δ − it)
ℓ
1/2
1 ℓ
1/2
2
· A
({
ωfλf(ℓ1ℓ2)|L(1/2 + δ + it, f)|2
}
; q
)
.
There are two cases we need to consider:
(I)


−100
log q
≤ δ ≤ 100 log log q
log q
and |δ| ≥ 100
log q log log q
,
|t| ≤ 100 log log q
log q
;
and
(II)


|δ| ≤ 100
log q log log q
,
1
100 log q
≤ |t| ≤ 100
log q
.
We will focus on the first case (I), which we will assume in this section from now
on. Note that the other case can be handled by combining the ideas of Conrey and
Soundararajan [CS02, §6]. Define
(4.5) νδ(r) :=
1
r
∑
d|r
µ(d)
d1+2δ
.
By theorem 3.2, we obtain
A
({
ωf |LM(1/2 + δ + it, f)|2
}
; q
)
=
∞∑
ℓ1=1
∞∑
ℓ2=1
∞∑
d=1
1
d
xdℓ1(1/2 + δ + it)xdℓ2(1/2 + δ − it)
ℓ
1/2
1 ℓ
1/2
2
·
[
ζq(1 + 2δ)
ηit(ℓ1ℓ2)
(ℓ1ℓ2)1/2+δ
+ ζq(1− 2δ) ηit(ℓ1ℓ2)
(ℓ1ℓ2)1/2−δ
Ht(−δ)
Ht(δ)
( q
4π2
)−2δ ]
+Oε
(
(1 + |t|)BMq−1/2+ε
)
= S1 + S2 +Oε
(
(1 + |t|)Bq−2ϑ+ε
)
,
(4.6)
where
S1 := ζq(1 + 2δ)
∞∑
r=1
νδ(r)
∣∣∣∣∑
ℓ
ηit(ℓ)
ℓ1+δ
xrℓ(1/2 + δ + it)
∣∣∣∣
2
,
S2 := Ht(−δ)
Ht(δ)
( q
4π2
)−2δ
ζq(1− 2δ)
∞∑
r=1
ν−δ(r)
∣∣∣∣∑
ℓ
ηit(ℓ)
ℓ1−δ
xrℓ(1/2 + δ + it)
∣∣∣∣
2
.
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Here we use the following Mo¨bius inversion formula to separate the variables ℓ1 and
ℓ2,
ηit(mn) =
∑
d|(m,n)
µ(d)ηit
(m
d
)
ηit
(n
d
)
.
4.2. The treatment of S1. For S1, we will follow Conrey and Soundararajan’s
method in [CS] to show
(4.7) S1 = 1 + M
−2(1−Υ)δ −M−2δ
(2δΥ logM)2
+O
(
log log q
log q
M−2(1−Υ)δ
)
.
One may also use the calculation in Kowalski–Michel [KM00a, Apendix D] to prove
it. Let ΨΥ,M(w) be the Mellin transform of FΥ,M(x). We have
(4.8) ΨΥ,M(w) =
Mw −M (1−Υ)w
Υw2 logM
.
It has a simple pole at w = 0 with residue 1. By Mellin inversion formula we have
FΥ,M(x) =
1
2πi
α+i∞∫
α−i∞
ΨΥ,M(w)x
−wdw,
for any constant α > 0. We have
S1 = ζq(1 + 2δ)
∞∑
r=1
νδ(r)
∣∣∣∣∑
ℓ
ηit(ℓ)
ℓ1+δ
µ(rℓ)
(rℓ)δ+it
∞∑
n=1
µ2(rℓn)FΥ,M(rℓn)
n1+2δ+2it
∣∣∣∣
2
= ζq(1 + 2δ)
∞∑
r=1
νδ(r)
r2δ
∑
ℓ1
µ(rℓ1)ηit(ℓ1)
ℓ1+2δ+it1
∞∑
n1=1
µ2(rℓ1n1)FΥ,M(rℓ1n1)
n1+2δ+2it1
·
∑
ℓ2
µ(rℓ2)ηit(ℓ2)
ℓ1+2δ−it2
∞∑
n2=1
µ2(rℓ2n2)FΥ,M(rℓ2n2)
n1+2δ−2it2
= ζq(1 + 2δ)
1
(2πi)2
α+i∞∫
α−i∞
α+i∞∫
α−i∞
G1(w1, w2, δ, t)ΨΥ,M(w1)ΨΥ,M(w2)dw1dw2,
where
G1(w1, w2, δ, t) :=
∞∑
r=1
νδ(r)
r2δ+w1+w2
∑
ℓ1
∑
n1
∑
ℓ2
∑
n2
· µ
2(rℓ1n1)µ(rℓ1)ηit(ℓ1)µ
2(rℓ2n2)µ(rℓ2)ηit(ℓ2)
ℓ1+w1+2δ+it1 n
1+w1+2δ+2it
1 ℓ
1+w2+2δ−it
2 n
1+w2+2δ−2it
2
.
To deal with G1(w1, w2, δ, t), we will use the following easy lemma.
Lemma 4.9. Let f, g, h be three multiplicative functions. Denote
F (k) =
∑
k=rmn
µ2(rm)µ2(rn)h(r)f(m)g(n).
Then F is a multiplicative function.
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Proof. We first note that F is supported on cubic free numbers. Let k = ab2, where
a, b are square-free numbers. We only need to consider the decompostion of k = rmn
with b|m and b|n; otherwise the contribution will be zero because of µ2. Hence
F (k) = F (ab2) = f(b)g(b)H(a), where H(a) =
∑
a=rmn
h(r)f(m)g(n).
Now it’s not hard to check that F is multiplicative. 
We can rearrange the terms in G1(w1, w2, δ, t) and view it as a summation over
k = rmn where m = ℓ1n1 and n = ℓ2n2. Hence by lemma 4.9, we have
G1(w1, w2, δ, t)
=
∏
p
(
1 +
1− p−1−2δ
p1+2δ+w1+w2
− ηit(p)
p1+w1+2δ+it
− ηit(p)
p1+2δ+w2−it
+
1
p1+w1+2δ+2it
+
1
p1+w2+2δ−2it
+
ηit(p)
2
p2+w1+w2+4δ
+
1
p2+w1+w2+4δ
− ηit(p)
p2+w1+w2+4δ−it
− ηit(p)
p2+w1+w2+4δ+it
)
=:
ζ(1 + 2δ + w1 + w2)
ζ(1 + w1 + 2δ)ζ(1 + w2 + 2δ)
H1(w1, w2, δ, t).
Here the Euler product defining H1(w1, w2, δ, t) converges absolutely for
min
{
Re(w1),Re(w2),Re(w1 + w2)
}
> −1/2.
To evaluate the integral in S1, we shift both contours to the line Re(w1) = Re(w2) =
(2A + 1)/ log q, and truncate the w2 integral at | Im(w2)| ≤ q with error O(q−1+ε).
Then we shift the w1 integral to the contour C1 given by
C1 :=
{
w1
∣∣∣ Re(w1) = −2δ − c
log3/4
(
2 + | Im(w1)|
)
}
,
where c > 0 is a suitable constant such that ζ(s) has no zero in the region Re(s) ≥
1−c log−3/4 (2+| Im(s)|) and c log−3/4(2) < 1/3. If q is sufficiently large, we encounter
poles at w1 = 0 and w1 = −2δ − w2. The first pole at w1 = 0 yields a residue
1
ζ(1 + 2δ)
1
2πi
(2A+1)/ log q+iq∫
(2A+1)/ log q−iq
H1(0, w2, δ, t)ΨΥ,M(w2)dw2
=
1
ζ(1 + 2δ)
(
1 +Oε
(
M−(1−Υ)/2+ε
))
,
(4.10)
by moving the w2-contour to C21 where
C21 :=
[
2A+ 1
log q
− iq,−1
2
− iq
]
∪
[
−1
2
− iq,−1
2
+ iq
]
∪
[
−1
2
+ iq,
2A+ 1
log q
+ iq
]
,
and estimating the integration trivially.
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The pole at w1 = −2δ − w2 leaves the residue
(4.11)
1
2πi
(2A+1)/ log q+iq∫
(2A+1)/ log q−iq
H1(−2δ − w2, w2, δ, t)
ζ(1− w2)ζ(1 + 2δ + w2)ΨΥ,M(−2δ − w2)ΨΥ,M(w2)dw2.
Note that by (4.8) we have
(4.12)
ΨΥ,M(−2δ − w2)ΨΥ,M(w2) = M
−2δ +M−2δ(1−Υ) −M−Υw2−2δ −MΥw2−2δ(1−Υ)
w22(2δ + w2)
2(Υ logM)2
.
We can see that the contributions from the first three terms on the right hand side
of the above identity, that is, M
−2δ+M−2δ(1−Υ)−M−Υw2−2δ
w22(2δ+w2)
2(Υ logM)2
, are small. Indeed, by shifting
the integration to the contour C22 where
C22 :=
[
2A+ 1
log q
− iq, 2A+ 1
log q
− i
]
∪
[
2A+ 1
log q
− i, 1
4
− i
]
∪
[
1
4
− i, 1
4
+ i
]
∪
[
1
4
+ i,
2A+ 1
log q
+ i
]
∪
[
2A+ 1
log q
+ i,
2A+ 1
log q
+ iq
]
,
and using the standard bounds for the Riemann zeta function, one can show that the
contributions from the first three terms are bounded by
O
(
M−2δ(1−Υ)
(logM)2
)
.
Now we consider the contribution from −M
Υw2−2δ(1−Υ)
w22(2δ+w2)
2(Υ logM)2
to (4.11). We move the
contour of integration to the left C23 where
C23 :=
[
2A+ 1
log q
− iq,−2δ − c
log3/4 q
− iq
]
∪
[
−2δ − c
log3/4 q
− iq,−2δ − c
log3/4 q
+ iq
]
∪
[
−2δ − c
log3/4 q
+ iq,
2A+ 1
log q
+ iq
]
,
for the same constant c in the definition of C1, and pick up contributions from the
poles at w2 = 0 and w2 = −2δ. Similarly, we find the integration on C23 can be
bounded by
O
(
M−2δ(1−Υ)e−c
′ log1/4 q
)
, for some c′ > 0.
The pole at w2 = 0 contributes
(4.13)
1
ζ(1 + 2δ)
M−2δ(1−Υ)
(2δΥ logM)2
H1(−2δ, 0, δ, t).
Lastly the pole at w2 = −2δ leaves the residue
(4.14) − 1
ζ(1 + 2δ)
M−2δ
(2δΥ logM)2
H1(0,−2δ, δ, t).
The remaining integral, for w1 on C1, is bounded by
O
(
M−2δ(1−Υ)e−c
′ log1/4 q
)
, for some c′ > 0.
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The proof that M ≤ q1/2−2ϑ now follows upon combining (4.10), (4.13), and (4.14),
and noting that H1(0, 0, δ, t) = 1.
4.3. The treatment of S2. We now consider S2. Following a similar argument as
for S1, we have
S2 = Ht(−δ)
Ht(δ)
( q
4π2
)−2δ
ζq(1− 2δ)
∞∑
r=1
ν−δ(r)
µ2(r)
r2δ
∞∑
ℓ1=1
∞∑
n1=1
ηit(ℓ1)µ(ℓ1)µ
2(rℓ1n1)
ℓ1+it1 n
1+2δ+2it
1
·
∞∑
ℓ2=1
∞∑
n2=1
ηit(ℓ2)µ(ℓ2)µ
2(rℓ2n2)
ℓ1−it2 n
1+2δ−2it
2
FΥ,M(rℓ1n1)FΥ,M(rℓ2n2)
=
Ht(−δ)
Ht(δ)
( q
4π2
)−2δ
ζq(1− 2δ)
· 1
(2πi)2
α+i∞∫
α−i∞
α+i∞∫
α−i∞
G2(w1, w2, δ, t)ΨΥ,M(w1)ΨΥ,M(w2)dw1dw2,
where
G2(w1, w2, δ, t)
:=
∑
r
µ2(r)ν−δ(r)
r1+2δ+w1+w2
∑
ℓ1
∑
n1
∑
ℓ2
∑
n2
µ2(rℓ1n1)µ(ℓ1)ηit(ℓ1)µ
2(rℓ2n2)µ(ℓ2)ηit(ℓ2)
ℓ1+w1+it1 n
1+w1+2δ+2it
1 ℓ
1+w2−it
2 n
1+w2+2δ−2it
1
=
∏
p
(
1 +
1− p−1+2δ
p1+2δ+w1+w2
− ηit(p)
p1+w1+it
− ηit(p)
p1+w2−it
+
1
p1+w1+2δ+2it
+
1
p1+w2+2δ−2it
+
ηit(p)
2
p2+w1+w2
+
1
p2+w1+w2+4δ
− ηit(p)
p2+w1+w2+2δ−it
− ηit(p)
p2+w1+w2+2δ+it
)
=:
ζ(1 + 2δ + w1 + w2)ζ(1 + w1 + 2δ + 2it)ζ(1 + w2 + 2δ − 2it)
ζ(1 + w1)ζ(1 + w1 + 2it)ζ(1 + w2)ζ(1 + w2 − 2it) H2(w1, w2, δ, t).
Here the Euler product defining H2(w1, w2, δ, t) converges absolutely for
min
{
Re(w1),Re(w2),Re(w1 + w2)
}
> −1/2.
To estimate the integral in S2, we again shift the w1 and w2 contours to the lines
Re(w1) = Re(w2) =
2A+1
log q
. We now truncate the w2 contour at Im(w2) ≤ q, and shift
the w1 contour to C′1 given by
C′1 :=
{
w1
∣∣∣∣∣ Re(w1) = − clog3/4 (2 + | Im(w1 + 2it)|)
}
,
for the same constant c in the definition of C1. If q is sufficiently large, we encounter
poles at w1 = −2δ − 2it and w1 = −2δ − w2. The first pole at w1 = −2δ − 2it yields
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a residue
1
ζ(1− 2δ)ζ(1− 2δ − 2it) ·
1
2πi
(2A+1)/ log q+iq∫
(2A+1)/ log q−iq
ζ(1 + w2 + 2δ − 2it)
ζ(1 + w2)
·H2(0, w2, δ, t)ΨΥ,M(−2δ − 2it)ΨΥ,M(w2)dw2.
(4.15)
We now move the w2-contour to C′21 where
C′21 :=
[
2A+ 1
log q
− iq, α0 − iq
]
∪ [α0 − iq, α0 + iq] ∪
[
α0 + iq,
2A+ 1
log q
+ iq
]
with α0 = max
{
− c
log3/4 q
,−2δ − c
log3/4 q
}
, pick up the pole at w2 = −2δ + 2it when
q is large enough, and estimate the remaining integration trivially. By doing so, we
find that (4.15) is equal to
H2(0,−2δ + 2it, δ, t)
ζ(1− 2δ)ζ(1− 2δ − 2it)ζ(1− 2δ + 2it)ΨΥ,M(−2δ − 2it)ΨΥ,M(−2δ + 2it)
+O
(
M−2δ(1−Υ)e−c
′ log1/4 q
)
,
(4.16)
for some constant c′ > 0 depending on c and Υ.
The pole at w1 = −2δ − w2 leaves the residue
1
2πi
(2A+1)/ log q+iq∫
(2A+1)/ log q−iq
ζ(1− w2 + 2it)ζ(1 + w2 + 2δ − 2it)H2(−2δ − w2, w2, δ, t)
ζ(1− 2δ − w2)ζ(1− w2 − 2δ + 2it)ζ(1 + w2)ζ(1 + w2 − 2it)
·ΨΥ,M(−2δ − w2)ΨΥ,M(w2)dw2.
(4.17)
Note that we have (4.12). We can see that the contributions from the first three terms
there are small again. Indeed, by the same method as in the treatment of S1 we see
that the contributions from the first three terms are
O
(
M−2δ(1−Υ)
(logM)2
)
.
Now we consider the contribution from −M
Υw2−2δ(1−Υ)
w22(2δ+w2)
2(Υ logM)2
to (4.17). We move the
contour of integration to the left C′23 where
C′23 :=
[
2A + 1
log q
− iq,− c
log3/4 q
− iq
]
∪
[
− c
log3/4 q
− iq,− c
log3/4 q
+ iq
]
∪
[
− c
log3/4 q
+ iq,
2A+ 1
log q
+ iq
]
,
for the same constant c in the definition of C1, and pick up contributions from the
poles at w2 = 0 and w2 = −2δ. Similarly, we find the integration on C′23 can be
bounded by
O
(
M−2δ(1−Υ)e−c
′ log1/4 q
)
, for some c′ > 0.
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The pole at w2 = 0 contributes
(4.18) − 1
ζ(1− 2δ)
M−2δ(1−Υ)
(2δΥ logM)2
H2(−2δ, 0, δ, t).
Lastly the pole at w2 = −2δ leaves the residue
(4.19)
1
ζ(1 + 2δ)
M−2δ
(2δΥ logM)2
H2(0,−2δ, δ, t).
The remaining integral, for w1 on C′1, is bounded by
O
(
M−2δ(1−Υ)e−c
′ log1/4 q
)
, for some c′ > 0.
Combining (4.16), (4.18), and (4.19), and noting that H2(0, 0, 0, 0) = 1., we obtain
S2 = q−2δ
∣∣∣∣M−2δ+2it −M (1−Υ)(−2δ+2it)Υ(−2δ + 2it) logM
∣∣∣∣
2
− q−2δM
−2δ(1−Υ) −M−2δ
(2δΥ logM)2
+O
(
log log q
log q
M−2(1−Υ)δ
)
.
(4.20)
Finally, by (4.6), (4.7), and (4.20), this completes the proof of theorem 4.3.

5. Mollification away from the critical line
In this section, we will prove theorem 5.1 which is not needed for the proof of our
main theorems. However, the results of this section will serve as a prototype for a
similar result (without the harmonic weights) which is actually needed in §6.2.
Theorem 5.1. With notations as in §4, assume s = 1
2
+ δ + it where
1
log q
≤ δ ≤ 1
2
+
10 log log q
(1−Υ) log q .
Then there exists an absolute constant B > 0 such that for any 0 < a < 2(1−Υ) we
have ∑
f∈H2(q)
ωf
(|LM(s, f)|2 − 1) ≪Υ,ϑ,a,B (1 + |t|)BM−aδ.
Proof of theorem 5.1. The proof follows easily from lemmas 5.2, 5.3 which are stated
and proved below. 
Lemma 5.2. With notations as above, assume s = 1/2 + δ + it with δ ≥ 1/(2 log q).
Then for any 0 < a < 2(1−Υ), we have∑
f∈H2(q)
ωf |LM(s, f)− 1|2 ≪Υ,ϑ,a,B (1 + |t|)BM−aδ.
Proof. See Kowalski–Michel [KM00a, Corollary 1]. 
Lemma 5.3. With notations as above, assume that 1
log q
≤ δ ≤ 1/2+ 10 log log q
(1−Υ) log q
. Then
for any 0 < a ≤ 2(1−Υ), we have∑
f∈H2(q)
ωf
(
LM(s, f)− 1) ≪Υ,ϑ,B (1 + |t|)BM−aδ.
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Remark 5.4. This is an improvement of lemma 7 in Kowalski–Michel [KM00a], where
they proved a similar bound for any 0 < a < 1 − Υ. We will prove the lemma
by using the method of Conrey and Soundararajan [CS] (see also [GH16, Lemma
6.6]). The main idea here is to use the approximate functional equation and the
Petersson trace formula instead of obtaining the bound by the second moment and
the Cauchy–Schwarz inequality.
Proof of lemma 5.3. In the region Re(s) > 1, by (4.1) we may write
LM(s, f) =
∞∑
n=1
1
ns
( ∑
abc2=n
λf(a)λf(b)µ(b)µ(bc)
2FΥ,M(bc)
)
.
Using the Hecke relations and the fact that we may assume b < q, we see that∑
abc2=n
λf (a)λf(b)µ(b)µ(bc)
2FΥ,M(bc) =
∑
abc2=n
∑
d|(a,b)
λf
(
ab
d2
)
µ(b)µ(bc)2FΥ,M(bc),
and setting a = αd, b = βd, and g = cd, this becomes∑
g2|n
λf
(
n
g2
) ∑
αβ=n/g2
µ(βg)2FΥ,M(βg)
∑
cd=g
µ(βd) = λf (n)
∑
αβ=n
µ(β)FΥ,M(β),
since the terms with g > 1 are easily seen to disappear. Thus
LM(s, f) =
∞∑
n=1
λf(n)
ns
c(n), where c(n) =
∑
d|n
µ(d)FΥ,M(d).
We have c(1) = 1; for 1 < n ≤ M1−Υ, we have c(n) = ∑d|n µ(d) = 0; and for
n > M1−Υ, we have |c(n)| ≤ τ(n).
We will first handle the case Re(s) = 1/2 + δ0 where δ0 = 1/2 +
10 log log q
(1−Υ) log q
. Put
B(s, f) := LM(s, f)− 1. We consider
1
2πi
3+i∞∫
3−i∞
Γ(w)B(w + s, f)Xwdw,
where X = q1−ϑ. We shift the line of integration to Re(w) = −δ0+δ1, where δ1 = 1log q .
The pole at w = 0 gives B(s, f), and so we conclude that
B(s, f) =
1
2πi
3+i∞∫
3−i∞
Γ(w)B(w + s, f)Xwdw − 1
2πi
−δ0+δ1+i∞∫
−δ0+δ1−i∞
Γ(w)B(w + s, f)Xwdw
=: T1(s, f)− T2(s, f).
We first estimate the contribution of the T2(s, f) terms. By Cauchy’s inequality
and lemma 6.14, for some constant B > 0 we have
A
({
ωf |T2(s, f)|
}
; q
)
≪ X−δ0+δ1A
({
ωf
∫
(−δ0+δ1)
|Γ(w)| · |B(w + s, f)| |dw|
}
; q
)
≪ (1 + |t|)BX−δ0+δ1 ≪ (1 + |t|)Bq−(1−2ϑ)δ0 ≪ (1 + |t|)BM−2(1−Υ)δ0 .
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It remains now to estimate the T1 contribution. Since
1
2πi
∫
(α)
Γ(w)(X/n)wdw = e−n/X ,
we see that
T1(s, f) =
∞∑
n=2
λf(n)c(n)
ns
e−n/X =
∑
M1−Υ<n≤X(log q)2
λf(n)c(n)
ns
e−n/X +O
(
q−B
)
.
In order to bound A({ωfT1(s, f)}; q), for M1−Υ < n ≤ X(log q)2, we consider
A({ωfλf(n)}; q) = ∑
f∈H2(q)
ωf · λf(n).
By lemma 2.8, we arrive at
− 2π
∑
c≡ 0 (mod q)
S(1, n; c)
c
J1
(
4π
√
n
c
)
≪
√
n
q3/2−ε
∑
r≥1
r−3/2 ≪
√
n
q3/2−ε
.
Thus we see that if n ≤ X(log q)2 then
A({ωfλf(n)}; q)≪
√
n
q3/2−ε
≪ q−1−ε.
Hence
A({ωfT1(s, f)}; q)≪ q−1,
and
A({ωf(LM(1/2 + δ0 + it, f)− 1)}; q)≪B,a (1 + |t|)BM−2(1−Υ)δ0 .
This completes the proof for Re(s) = 1
2
+ δ0 = 1 +
10 log log q
(1−Υ) log q
. Furthermore, the
result for 1
log q
≤ δ ≤ 1
2
+ 10 log log q
(1−Υ) log q
now follows from lemma 5.2 and the convexity
argument. 
6. Removing the harmonic weights
6.1. Near the critical point. To get the natural average from the harmonic average,
we will use the method of [KM99]. For x ≥ 1, let
(6.1) ωf (x) :=
∑
dl2≤x
λf(d
2)
dl2
.
We will use the following lemma to remove the harmonic weights.
Lemma 6.2. Let {αf} be complex numbers satisfying the conditions
(6.3) A({ωfαf}; q)≪ (log q)C , (for some absolute constant C > 0),
and
(6.4) max
f∈H2(q)
|ωfαf | ≪ q−̺, (for some ̺ > 0),
as the level q (prime) tends to infinity. Let x = qκ for some 0 < κ < 1. There exists
an absolute constant ς = ς(κ, ̺) > 0 such that
A({αf}; q)
A(q) =
1
ζ(2)
A({ωf · ωf(x)αf}; q)+O(q−ς).
Proof. See [KM99, Proposition 2]. 
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Using the above lemma and similar calculations as in §4, we can obtain the following
theorem.
Theorem 6.5. Let q,M,Υ be the same as in theorem 4.3. Let x = qκ where 0 < κ < 1
is a small constant. Assume that |t| ≤ 100 log log q
log q
and − 100
log q
≤ δ ≤ 100 log log q
log q
. Then we
have
1
ζ(2)
∑
f∈H2(q)
ωf · ωf(x) · |LM(1/2 + δ + it, f)|2
= 1 + q−2δ
∣∣∣∣M−2δ+2it −M (1−Υ)(−2δ+2it)Υ(−2δ + 2it) logM
∣∣∣∣
2
+
M−2δ(1−Υ) −M−2δ
(2δΥ logM)2
(
1− q−2δ
)
+O
(
log log q
log q
M−2(1−Υ)δ
)
.
(6.6)
Furthermore, we have
A({|LM(1/2 + δ + it, f)|2}; q)
A(q) = 1 + q
−2δ
∣∣∣∣M−2δ+2it −M (1−Υ)(−2δ+2it)Υ(−2δ + 2it) logM
∣∣∣∣
2
+
M−2δ(1−Υ) −M−2δ
(2δΥ logM)2
(
1− q−2δ
)
+O
(
log log q
log q
M−2(1−Υ)δ
)
.
(6.7)
Proof. We will follow [Hou12, §6] closely. By (4.4), (6.1), and the Hecke relations, we
have
ωf(x)|M(1/2 + δ + it, f)|2 =
∑
dl2≤x
1
dl2
∞∑
ℓ1=1
∞∑
ℓ2=1
∞∑
g=1
1
g
· xgℓ1(1/2 + δ + it)xgℓ2(1/2 + δ − it)
ℓ
1/2
1 ℓ
1/2
2
∑
h|(d2,ℓ1ℓ2)
λf
(
d2ℓ1ℓ2
h2
)
.
Write h = h1h
2
2 where h1 and h2 are square-free. Clearly h2|(ℓ1, ℓ2) and h2|d. Also
h1|(d, ℓ1ℓ2). Shifting the orders of summations, and then making changes of variables
(d→ dh1h2, ℓ1 → ℓ1h2, and ℓ2 → ℓ2h2), we obtain
1
ζ(2)
∑
f∈H2(q)
ωf · ωf (x)|LM(1/2 + δ + it, f)|2 = 1
ζ(2)
∑
dl2≤x
1
dl2
∞∑
ℓ1=1
∞∑
ℓ2=1
∞∑
g=1
1
g
∑
h|(d2,ℓ1ℓ2)
· xgℓ1(1/2 + δ + it)xgℓ2(1/2 + δ − it)
ℓ
1/2
1 ℓ
1/2
2
∑
f∈H2(q)
ωf · λf
(
d2ℓ1ℓ2
h2
) ∣∣L(1/2 + δ + it)∣∣2
=
1
ζ(2)
∑
l
1
l2
∞∑
ℓ1=1
∞∑
ℓ2=1
∞∑
g=1
1
g
∑♭
h2
1
h22
xgℓ1h2(1/2 + δ + it)xgℓ2h2(1/2 + δ − it)
ℓ
1/2
1 ℓ
1/2
2
·
∑♭
h1|ℓ1ℓ2
1
h1
∑
d<x/l2h1h2
1
d
∑
f∈H2(q)
ωf · λf
(
d2ℓ1ℓ2
) ∣∣L(1/2 + δ + it)∣∣2.
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Now introducing our expression for the twisted second moment, i.e., theorem 3.2, we
obtain
1
ζ(2)
∑
f∈H2(q)
ωf · ωf(x)|LM(1/2 + δ + it, f)|2
=
1
ζ(2)
∑
l
1
l2
∞∑
ℓ1=1
∞∑
ℓ2=1
∞∑
g=1
1
g
∑♭
h2
1
h22
xgℓ1h2(1/2 + δ + it)xgℓ2h2(1/2 + δ − it)
ℓ
1/2
1 ℓ
1/2
2
·
∑♭
h1|ℓ1ℓ2
1
h1
∑
d<x/l2h1h2
1
d
{
ζq(1 + 2δ)
ηit(d
2ℓ1ℓ2)
(d2ℓ1ℓ2)1/2+δ
+ ζq(1− 2δ) ηit(d
2ℓ1ℓ2)
(d2ℓ1ℓ2)1/2−δ
Ht(−δ)
Ht(δ)
( q
4π2
)−2δ
+Oε
(
q−1/2+ε
)}
.
The error term above contributes Oε
(
Mq−1/2+ε
)
= Oε
(
q−2ϑ+ε
)
. Note that we may
remove the restriction on the sum over d with error ≪ x−1/2+ε. Thus
1
ζ(2)
∑
f∈H2(q)
ωf · ωf(x)
∣∣LM(1/2 + δ + it, f)∣∣2
= T1 + T2 +Oε
(
q−κ/2+ε + q−2ϑ+ε
)
,
(6.8)
where
T1 := ζq(1 + 2δ)
∞∑
ℓ1=1
∞∑
ℓ2=1
∞∑
g=1
1
g
∑♭
h2
1
h22
· xgℓ1h2(1/2 + δ + it)xgℓ2h2(1/2 + δ − it)
(ℓ1ℓ2)1+δ
∑♭
h1|ℓ1ℓ2
1
h1
∑
d
ηit(d
2ℓ1ℓ2)
d2+2δ
,
T2 := ζq(1− 2δ)Ht(−δ)
Ht(δ)
( q
4π2
)−2δ ∞∑
ℓ1=1
∞∑
ℓ2=1
∞∑
g=1
1
g
∑♭
h2
1
h22
· xgℓ1h2(1/2 + δ + it)xgℓ2h2(1/2 + δ − it)
(ℓ1ℓ2)1−δ
∑♭
h1|ℓ1ℓ2
1
h1
∑
d
ηit(d
2ℓ1ℓ2)
d2−2δ
.
To estimate the main term contributions, we will need the following lemma.
Lemma 6.9. Let ℓ1 and ℓ2 be square-free. For Re(s± 2ν) > 1 we have
∑
d
ην(d
2ℓ1ℓ2)
ds
=
ζ(s)ζ(s+ 2ν)ζ(s− 2ν)
ζ(2s)
∏
p
∣∣ ℓ1ℓ2
(ℓ1,ℓ2)
2
ην(p)
1 + p−s
∏
p|(ℓ1,ℓ2)
ην(p
2)− p−s
1 + p−s
.
Proof of lemma 6.9. See Hough [Hou12, lemma 6.3]. 
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By (4.2), we have
T1 = ζq(1 + 2δ)
∞∑
ℓ1=1
∞∑
ℓ2=1
∞∑
g=1
1
g
∑♭
h2
1
h22
µ(gℓ1h2)µ(gℓ2h2)
(gh2)2δℓ
1+2δ+it
1 ℓ
1+2δ−it
2
∑♭
h1|ℓ1ℓ2
1
h1
·
∑
n1
µ2(gℓ1h2n1)FΥ,M(gℓ1h2n1)
n1+2δ+2it1
∑
n2
µ2(gℓ2h2n2)FΥ,M(gℓ2h2n2)
n1+2δ−2it2
∑
d
ηit(d
2ℓ1ℓ2)
d2+2δ
,
T2 = ζq(1− 2δ)Ht(−δ)
Ht(δ)
( q
4π2
)−2δ ∞∑
ℓ1=1
∞∑
ℓ2=1
∞∑
g=1
1
g
∑♭
h2
1
h22
µ(gℓ1h2)µ(gℓ2h2)
(gh2)2δℓ
1+it
1 ℓ
1−it
2
∑♭
h1|ℓ1ℓ2
1
h1
·
∑
n1
µ2(gℓ1h2n1)FΥ,M(gℓ1h2n1)
n1+2δ+2it1
∑
n2
µ2(gℓ2h2n2)FΥ,M(gℓ2h2n2)
n1+2δ−2it2
∑
d
ηit(d
2ℓ1ℓ2)
d2−2δ
.
We first consider T1. By lemma 6.9, we have
T1 = ζq(1 + 2δ)ζ(2 + 2δ)
ζ(4 + 4δ)
|ζ(2 + 2δ + 2it)|2
∑♭
r=gh
1
g1+2δh2+2δ
·
∑♭
ℓ1,ℓ2,n1,n2
(ℓ1,n1)=1,(ℓ2,n2)=1
(ℓ1ℓ2n1n2,r)=1
µ(ℓ1)µ(ℓ2)
ℓ1+2δ+it1 ℓ
1+2δ−it
2 n
1+2δ+2it
1 n
1+2δ−2it
2
FΥ,M(ℓ1n1r)FΥ,M(ℓ2n2r)
·
∏
p
∣∣ ℓ1ℓ2
(ℓ1,ℓ2)
2
(
1 +
1
p
)(
ην(p)
1 + p−2−2δ
) ∏
p|(ℓ1,ℓ2)
(
1 +
1
p
)(
ην(p
2)− p−2−2δ
1 + p−2−2δ
)
.
Here the factor (1 + 1/p) in the products is coming from the h1-sum. It follows from
Mellin inversion that
T1 = ζq(1 + 2δ)ζ(2 + 2δ)
ζ(4 + 4δ)
|ζ(2 + 2δ + 2it)|2
· 1
(2πi)2
α+i∞∫
α−i∞
α+i∞∫
α−i∞
G1(w1, w2, δ, t)ΨΥ,M(w1)ΨΥ,M(w2)dw1dw2,
where
G1(w1, w2, δ, t) :=
∑♭
r=gh
1
r1+2δ+w1+w2h
∑♭
ℓ1,ℓ2,n1,n2
(ℓ1,n1)=1,(ℓ2,n2)=1
(ℓ1ℓ2n1n2,r)=1
µ(ℓ1)µ(ℓ2)
ℓ1+w1+2δ+it1 ℓ
1+w2+2δ−it
2
· 1
n1+w1+2δ+2it1 n
1+w2+2δ−2it
2

 ∏
p|(ℓ1,ℓ2)
(
1 +
1
p
)−1(
(ην(p
2)− p−2−2δ)(1 + p−2−2δ)
ην(p)2
)
·

∏
p|ℓ1
(
1 +
1
p
)(
ην(p)
1 + p−2−2δ
)

∏
p|ℓ2
(
1 +
1
p
)(
ην(p)
1 + p−2−2δ
) .
To write G1(w1, w2, δ, t) as an Euler product, we can use the following lemma.
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Lemma 6.10. Let f1, f2, g1, g2, h, t be some multiplicative functions. Denote
F (k) =
∑
k=rℓ1n1ℓ2n2
µ2(rℓ1n1)µ
2(rℓ2n2)h(r)f1(ℓ1)f2(ℓ2)g1(n1)g2(n2)
∏
p|(ℓ1,ℓ2)
t(p).
Then F is a multiplicative function.
Proof of lemma 6.10. Note that F is supported on cubic free numbers. Let k = ab2,
where a, b are square-free numbers. We only need to consider the decompostion of
k = rℓ1n1ℓ2n2 with b|ℓ1n1 and b|ℓ2n2; otherwise the contribution will be zero because
of µ2. Write a = rℓ′1n
′
1ℓ
′
2n
′
2 and b = b1b
′
1 = b2b
′
2, where ℓ1 = b1ℓ
′
1, ℓ2 = b2ℓ
′
2, n1 = b
′
1n
′
1,
and n2 = b
′
2n
′
2. Hence we have
F (k) = F (ab2) =
∑
a=rℓ′1n
′
1ℓ
′
2n
′
2
h(r)f1(ℓ
′
1)f2(ℓ
′
2)g1(n
′
1)g2(n
′
2)
·
∑
b=b1b′1=b2b
′
2
f1(b1)g1(b
′
1)f2(b2)g2(b
′
2)
∏
p|(b1,b2)
t(p).
Since b is square-free, it’s not hard to check that F is multiplicative. 
Now by lemma 6.10, we have
G1(w1, w2, δ, t)
=
∏
p
(
1 +
1 + 1/p
p1+2δ+w1+w2
− ηit(p)
p1+2δ+it+w1
1 + 1/p
1 + p−2−2δ
− ηit(p)
p1+2δ−it+w2
1 + 1/p
1 + p−2−2δ
+
1
p1+2δ+2it+w1
+
1
p1+2δ−2it+w2
+
1
p2+4δ+w1+w2
+
ηit(p
2)− p−2−2δ
p2+4δ+w1+w2
1 + 1/p
1 + p−2−2δ
− ηit(p)
p2+4δ−it+w1+w2
1 + 1/p
1 + p−2−2δ
− ηit(p)
p2+4δ+it+w1+w2
1 + 1/p
1 + p−2−2δ
)
.
Hence we get
G1(w1, w2, δ, t)
=
ζ(4 + 4δ)
ζ(2 + 2δ)
∏
p
(
1 +
1
p2+2δ
+
1
p1+2δ+w1+w2
+
1
p3+4δ+w1+w2
+
1
p2+2δ+w1+w2
+
1
p4+4δ+w1+w2
− ηit(p)
p1+2δ+it+w1
− ηit(p)
p2+2δ+it+w1
− ηit(p)
p1+2δ−it+w2
− ηit(p)
p2+2δ−it+w2
+
1
p1+2δ+2it+w1
+
1
p3+4δ+2it+w1
+
1
p1+2δ−2it+w2
+
1
p3+4δ−2it+w2
+
1
p2+4δ+w1+w2
+
1
p4+6δ+w1+w2
+
ηit(p
2)− p−2−2δ
p2+4δ+w1+w2
+
ηit(p
2)− p−2−2δ
p3+4δ+w1+w2
− ηit(p)
p2+4δ−it+w1+w2
− ηit(p)
p3+4δ−it+w1+w2
− ηit(p)
p2+4δ+it+w1+w2
− ηit(p)
p3+4δ+it+w1+w2
)
=:
ζ(1 + 2δ + w1 + w2)
ζ(1 + 2δ + w1)ζ(1 + 2δ + w2)
H1(w1, w2, δ, t).
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Here the Euler product defining H1(w1, w2, δ, t) converges absolutely for
min
{
Re(w1),Re(w2),Re(w1 + w2)
}
> −1/2.
We find that
H1(0, 0, δ, t) = ζ(4 + 4δ)
ζ(2 + 2δ)|ζ(2 + 2δ + 2it)|2 .
Hence, by exactly the same argument as in §4.2, we can prove that
(6.11) T1 = 1 + M
−2(1−Υ)δ −M−2δ
(2δΥ logM)2
+O
(
log log q
log q
M−2(1−Υ)δ
)
.
And similarly, we can handle T2, getting
T2 = q−2δ
∣∣∣∣M−2δ+2it −M (1−Υ)(−2δ+2it)Υ(−2δ + 2it) logM
∣∣∣∣
2
− q−2δM
−2δ(1−Υ) −M−2δ
(2δΥ logM)2
+O
(
log log q
log q
M−2(1−Υ)δ
)
.
(6.12)
By (6.8), (6.11), and (6.12), we prove (6.6) in the theorem.
To prove (6.7), we will apply lemma 6.2. Note that condition (6.3) is a consequence
of the trivial bound |M(1/2 + δ + it, f)| < M1/2+ε, the convexity bound
L(1/2 + δ + it, f)≪ q1/4+ε(1 + |t|)1/2+ε,
and the fact ωf ≪ (log q)q−1. The result in theorem 4.3 guarantees condition (6.4)
under our choice of the parameters. The proof is completed upon applying lemma
6.2. 
6.2. Away from the critical line. Now, we want to remove the harmonic weights
that appear in §5. Our main result in this subsection is the following theorem.
Theorem 6.13. With notations as in §4, assume s = 1
2
+ δ + it where
1
log q
≤ δ ≤ 1
2
+
10 log log q
(1−Υ) log q .
Then there exists an absolute constant B > 0, such that for any 0 < a < 2(1 − Υ),
we have
1
A(q)
∑
f∈H2(q)
(|LM(s, f)|2 − 1) ≪Υ,ϑ,a,B (1 + |t|)BM−aδ.
Proof of theorem 6.13. As in §5, the proof follows easily from lemmas 6.14, 6.15,
stated and proved below. 
Lemma 6.14. With notations as above, assume s = 1
2
+ δ + it where δ ≥ 1
(2 log q)
.
Then for any 0 < a < 2(1−Υ) we have
1
A(q)
∑
f∈H2(q)
|LM(s, f)− 1|2 ≪Υ,ϑ,a,B (1 + |t|)BM−aδ.
Proof. Together with theorem 6.5 and the fact that ωf ≪ log q, the proof of the above
lemma is similar to Kowalski–Michel [KM00a, Corollary 1]. 
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Lemma 6.15. With notations as above, assume that 1
log q
≤ δ ≤ 1
2
+ 10 log log q
(1−Υ) log q
. Then
for any 0 < a < 2(1−Υ) we have
1
A(q)
∑
f∈H2(q)
(
LM(s, f)− 1) ≪Υ,ϑ,B (1 + |t|)BM−aδ.
Proof of lemma 6.15. We will first handle the case Re(s) = 1
2
+ δ0 where we set
δ0 =
1
2
+ 10 log log q
(1−Υ) log q
. Put B(s, f) = LM(s, f) − 1. As in the proof of lemma 5.3, for
Re(s) > 1, we have
LM(s, f) =
∞∑
n=1
λf(n)
ns
c(n), where c(n) =
∑
d|n
µ(d)FΥ,M(d),
and
B(s, f) = T1(s, f)− T2(s, f).
We first estimate the contribution of the T2(s, f) terms. By Cauchy’s inequality
and lemma 6.14, for some constant B > 0 we have
A
({|T2(s, f)|}; q)
A(q) ≪ X
−δ0+δ1
A
({ ∫
(−δ0+δ1)
|Γ(w)||B(w + s, f)||dw|
}
; q
)
A(q)
≪ (1 + |t|)BX−δ0+δ1 ≪ (1 + |t|)Bq−(1−2ϑ)δ0 ≪ (1 + |t|)BM−2(1−Υ)δ0 .
It remains now to estimate the T1 contribution. As before, we have
T1(s, f) =
∑
M1−Υ<n≤X(log q)2
λf(n)c(n)
ns
e−n/X +O
(
q−B
)
.
In order to bound 1
A(q)
A({T1(s, f)}; q), for M1−Υ < n ≤ X(log q)2, we consider
A({λf (n)}; q)
A(q) =
1
ζ(2)
∑
f∈H2(q)
ωf · L(1, sym2 f)λf(n) +O
(
(log q)5
q
)
.
We can replace L(1, sym2 f) by the following Dirichlet series (see e.g. Iwaniec–Michel
[IM01, Lemma 3.1])
L(1, sym2 f) =
∑
l<q1+ε
λf (l
2)
l
V1
(
l
q
)
+
L∞(0, sym
2 f)
qL∞(1, sym2 f)
∑
l<q1+ε
λf(l
2)V0
(
l
q
)
+O(q−A),
where L∞(w, sym
2 f) := π−3w/2Γ(w+1
2
)Γ(w+k−1
2
)Γ(w+k
2
) and
Vw(y) :=
1
2πi
∫
(2)
y−u
L∞(w + u, sym
2 f)
L∞(w, sym2 f)
ζ (q)(2w + 2u)
du
u
.
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Here ζ (q)(w) stands for the partial zeta function with local factors at primes of q
removed. Thus
A({λf(n)}; q)
A(q) =
1
ζ(2)
∑
l<q1+ε
V1(l/q)
l
∑
f∈H2(q)
ωf · λf(l2)λf (n)
+
L∞(0, sym
2 f)
qζ(2)L∞(1, sym2 f)
∑
l<q1+ε
V0(l/q)
∑
f∈H2(q)
ωf · λf (l2)λf(n) +O
(
(log q)5
q
)
.
We shall only deal with the first term above, since the second one can be handled
similarly. For l < M1−Υ, by applying lemma 2.8, we arrive at
1
ζ(2)
∑
l<M1−Υ
V1(l/q)
l
(
δn,l2 − 2π
∑
c≡ 0 (mod q)
S(l2, n; c)
c
J1
(
4πl
√
n
c
))
.
The contribution from the first term above to 1
A(q)
A({T1(s, f)}; q) is
≪ qε
∑
M (1−Υ)/2<l<M1−Υ
1
l3
≪ M−(1−Υ)+ε.
By the Weil bound for the Kloosterman sums, we know that the contribution from
the second term above to 1
A(q)
A({T1(s, f)}; q) is
≪ qε
∑
l<M1−Υ
1
l
∑
M1−Υ<n<X(log q)2
1
n
∑
c≡0(q)
(c, n, l2)1/2τ(c)
c1/2
· l
√
n
c
≪M1−Υq−1+ε ≪M−(1−Υ).
Hence we get that the contribution from l < M1−Υ to 1
A(q)
A({T1(s, f)}; q) is
≪M−(1−Υ)+ε.
Now we are going to treat the case M1−Υ ≤ l < q1+ε. We will use the following
two large sieve inequalities (see [DFI94, Theorem 1])
∑
f∈H2(q)
ωf
∣∣∣∑
n≤N
λf (n)an
∣∣∣2 ≪ qε(N/q + 1)∑
n≤N
|an|2,
and (see [IM01, Theorem 5.1])
∑
f∈H2(q)
ωf
∣∣∣∣∑
l
λf(l
2)g
(
l
L
) ∣∣∣∣
2
≪ qε(X2/q +X).
Here g is a smooth function supported in [1, 2] which satisfies g(j)(x)≪ 1. By applying
a smooth partition of unity to the l-sum, we know that the contribution of terms with
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M1−Υ ≤ l < q1+ε is
≪ sup
M1−Υ≪L≪q1+ε
1
L
∑
f∈H2(q)
ωf
∑
l
λf (l
2)g
(
l
L
) ∑
M1−Υ<n≤X(log q)2
λf (n)an
ns
≪ sup
M1−Υ≪L≪q1+ε
1
L
( ∑
f∈H2(q)
ωf
∣∣∣∣∑
l
λf(l
2)g
(
l
L
) ∣∣∣∣
2)1/2
·
( ∑
f∈H2(q)
ωf
∣∣∣∣ ∑
M1−Υ<n≤X(log q)2
λf(n)an
ns
∣∣∣∣
2)1/2
≪M−(1−Υ)+ε.
Hence
A({T1(s, f)}; q)
A(q) ≪ M
−(1−Υ)+ε,
and
A({(LM(1/2 + δ0 + it, f)− 1)}; q)
A(q) ≪B,a (1 + |t|)
BM−(2(1−Υ)−ε)δ0 .
This completes the proof for Re(s) = 1/2 + δ0 = 1 +
10 log log q
(1−Υ) log q
. The result for
1
log q
≤ δ ≤ 1/2 + 10 log log q
(1−Υ) log q
follows from lemma 6.14 and the convexity argument. 
7. Proof of theorem 1.2
The proofs depend on Selberg’s lemma in [Sel46, Lemma 14] (see also [CS02, Lemma
2.1]), and are similar to those of [GH16, theorems 1.8 and 1.5]. One can see the
similarity by replacing K in [GH16] with q1/2, so we don’t give the details. In this
section, we will prove that for at least 49% of the modular L-functions of weight 2
and level q we have L(σ, f) > 0 for σ ∈ (1/2, 1].
Let M = q(1−5ϑ)/2. We apply Selberg’s lemma with the choices
H =
S
log q
, W0 =
1
2
− R
log q
, W1 = 1 +
10 log log q
(1−Υ) log q , φ(s) = LM(s, f),
where R and S are fixed positive parameters which will be chosen later. It follows
that
(7.1)
4S
∑
β≥ 1
2
− R
log q
0≤γ≤ 2S
3 log q
L(β+iγ,f)=0
cos
(
π γ log q
2S
)
sinh
(
π
(
R + (β − 1/2) log q)
2S
)
≤ I1(f)+I2(f)+I3(f),
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where
I1(f) :=
S∫
−S
cos
(
πt
2S
)
log
∣∣∣∣LM
(
1
2
− R
log q
+ i
t
log q
, f
)∣∣∣∣ dt,
I2(f) :=
(W1−1/2) log q∫
−R
sinh
(
π(u+R)
2S
)
log
∣∣∣∣LM
(
1
2
+
u
log q
+ i
S
log q
, f
)∣∣∣∣
2
du,
I3(f) := −Re
S∫
−S
cos
(
π
(W1 − 1/2) log q −R + it
2iS
)
logLM
(
W1 + i
t
log q
, f
)
dt.
(7.2)
Now, in the sum over zeros on the left hand side of (7.1), the weight cos
(
πγ
2H
)
can
be replaced by 1 (see [GH16, eq. (7.3)]). It follows that
(7.3) 4S
∑
β≥ 1
2
− R
log q
0≤γ≤ 2S
3 log q
L(β+iγ,f)=0
sinh
(
π
(
R + (β − 1/2) log q)
2S
)
≤ I1(f) + I2(f) + I3(f).
Claim 7.4. We have
I1(f) + I2(f) + I3(f) ≥


4S sinh
(
πR
2S
)
, for all odd forms f ∈ H2(q),
12S sinh
(
πR
2S
)
,
for all odd forms f ∈ H2(q) and
if L(s, f) has a zero ρ = β + iγ
with β ∈ (1/2, 1] and |γ| ≤ 2S
3 log q
,
8S sinh
(
πR
2S
)
,
for all even forms f ∈ H2(q) and
if L(s, f) has a zero ρ = β + iγ
with β ∈ (1/2, 1] and |γ| ≤ 2S
3 log q
.
Proof of Claim. This is analogous to [GH16, Claim 7.4]. Note that for odd forms
f ∈ H2(q), we have L(1/2, f) = 0 for all these f. 
Let us now define
Nr(q) :=
∑
f∈H2(q)
L(β+iγ,f)= 0
for some β∈(1/2,1], |γ|≤ 2S
3 log q
1.
By (2.12) and claim 7.4, we have
1
4
A(q) +Nr(q) ≤
A({I1(f) + I2(f) + I3(f)}; q)
8S sinh
(
πR
2S
) .
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That is
Nr(q)
A(q) ≤
A({I1(f) + I2(f) + I3(f)}; q)
8S sinh
(
πR
2S
) A(q) − 14 .
It follows from theorems 6.5 and 6.13, with the same argument as in [GH16, §7], that
Nr(q)
A(q) ≤
1
8S sinh
(
πR
2S
)( S∫
0
cos
(
πt
2S
)
log
(
V (−R, t)
)
dt
+
∞∫
0
sinh
(πu
2S
)
log
(
V (u−R, S)
)
du
)
− 1
4
+Oc
(
(log q)−c
)
,
(7.5)
for some constant c > 0, where
V (u, v) := 1 + e−2u
∣∣∣∣e(−u+iv)(1−5ϑ) − e(1−Υ)(−u+iv)(1−5ϑ)Υ(−u+ iv)(1− 5ϑ)
∣∣∣∣
2
+ (1− e−2u)e
−u(1−Υ)(1−5ϑ) − e−u(1−5ϑ)
(uΥ(1− 5ϑ))2 .
(7.6)
Here we set ϑ = 10−10 and S = π
2(1−Υ)(1−20ϑ)
. Then, by taking Υ = 0.48 and R = 7,
and a computer calculation of the integrals on the left hand side of (7.5), we get
(7.7)
Nr(q)
A(q) ≤ 0.5041,
when q is sufficiently large. Hence the theorem follows easily.
8. Proof of theorem 1.1
In this section we will take ϑ = 10−10, Υ = 0.64, R = 4.6 and S = π
2(1−Υ)(1−20ϑ)
.
Let J := [C log log q], where C is a large constant and [x] means the largest integer
less than x. Set d := 2S/3 and define the regions:
Rj :=


{
β + iγ
∣∣∣ β > 12 , |γ| ≤ dlog q}, if j = 0,
{
β + iγ
∣∣∣ β ≥ 12 + jdlog q , |γ| ≤ (j+1)dlog q }, if 1 ≤ j ≤ J − 1,
{
β + iγ
∣∣∣ β ≥ 12 + Jdlog q , |γ| ≤ 1}, if j = J,
and the zero counting sum
Nj(q) :=
∑
f∈H2(q)
L(s,f) has at least
one zero inRj
1, (where 0 ≤ j ≤ J).
For j = 0, with our new choice of R and Υ, by the method in §7, we have
(8.1)
N0(q)
A(q) ≤ 0.60934.
SUPER-POSITIVITY 27
For 1 ≤ j ≤ J − 1, let Bj be the rectangular box with vertices W0,j ± Hj and
W1 ±Hj, where
(8.2) W0,j :=
1
2
+
jd/2
log q
, Hj :=
3(j + 1)d/2
log q
.
By Selberg’s lemma, and the argument in §7, we have
Nj(q)
A(q) ≤
1
6(j + 1)d sinh
(
πj
6(j+1)
)


3
2
(j+1)d∫
0
cos
(
πt
3(j + 1)d
)
log
(
V (jd/2, t)
)
dt
+
∞∫
0
sinh
(
πu
3(j + 1)d
)
log
(
V (u+ jd/2, 3(j + 1)d/2)
)
du

+ Oc((log q)−c),
(8.3)
for some constant c > 0. By a computer calculation of the integrals on the right hand
side of (8.3), we obtain the following bounds:
N1(q)
A(q) ≤ 0.21032,
N2(q)
A(q) ≤ 0.03758,
N3(q)
A(q) ≤ 0.00995,
20∑
j=4
Nj(q)
A(q) ≤ 0.00528,
(8.4)
provided q is sufficiently large.
To obtain similar bounds for 21 ≤ j ≤ J − 1, we will, instead, use the following
trivial bound for u ≥ 20
1 ≤ V (u, v) ≤ 1 + e−0.35u.
In this case
(8.5)
∑
21≤j≤J−1
Nj(q)
A(q) ≤ 0.001
for suitable choice of C. Note that by [KM99, Theorem 4] we also have
(8.6)
NJ(q)
A(q) ≪ (log q)
−c,
when C is large enough. Thus by (8.1), (8.4), (8.5), and (8.6), we get
N (q)
A(q) ≤
J∑
j=0
Nj(q)
A(q) ≤ 0.88,
for sufficiently large q. It immediately follows from the above that
(8.7) M(q) = A(q)−N (q) ≥ 0.12 · A(q).
This completes the proof of our theorem.
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