Abstract. We provide a systematic approach to obtain formulas for characters and Kostant u-homology groups of the oscillator modules of the finite dimensional general linear and ortho-symplectic superalgebras, via Howe dualities for infinite dimensional Lie algebras. Specializing these Lie superalgebras to Lie algebras, we recover, in a new way, formulas for Kostant homology groups of unitarizable highest weight representations of Hermitian symmetric pairs. In addition, two new reductive dual pairs related to the above-mentioned u-homology computation are worked out.
been generalizations in different directions. Dual pairs (g, G) have been formulated systematically by the third author [Wa] between infinite rank affine Kac-Moody algebras g [DJKM, K] and finite dimensional reductive Lie groups G. More recently, dual pairs between finite dimensional Lie superalgebras g and Lie groups G have been studied in depth with application to irreducible characters of g in a number of papers [CW1, CZ2, CLZ] . A priori, no direct link between different dual pairs (g, G) and (g, G) was expected to exist, except that the g-modules {L(g, Λ(λ))} and g-modules {L(g, Λ f (λ))} appearing in these Howe dualities can both be parameterized by (part of) the same index set that parameterizes the finite dimensional simple G-modules {V λ G }. Below is a list of the reductive dual pairs used in this paper which share the same G.
Dual Pairs I (g, G)
Dual Pairs II (g, G) Dual Pairs III (g * , G) (gl(p + m|q + n), Table 1 : Reductive dual pairs 1.2. The main goal of this paper is to develop a conceptual approach to computing Kostant u-homology groups with coefficients in the so-called oscillator g-modules, i.e. those appearing in the Howe duality (g, G) (see Column I in Table 1 ). Remarkably, our results show that the u-homology groups of these oscillator g-modules are dictated by those of the corresponding integrable g-modules, where g is the infinite dimensional classical "counterpart" (see Column II) of g. The Howe dualities (spo(2m|2n + 1), Pin(d)) and (b 0 ∞ , Pin(d)) appear to be new and are worked out in Appendix A. The results in this paper provided the first supporting evidence for a super duality between categories O of g-modules and certain categories O f of g f -modules [CW3] (generalizing the super duality [CWZ] for type A), where g f denotes certain finite dimensional reductive Lie algebras corresponding to g. As classical Kazhdan-Lusztig polynomials allow an interpretation in terms of u-homology [Vo] , the main results here may be reformulated as an equality of certain Kazhdan-Lusztig polynomials for categories O and O f .
In spite of the infinite dimensionality, the g-modules above are integrable and hence there is a standard approach to compute their Kostant homology groups (cf. [GL, Ju, Liu] ). On the other hand, the structures of the infinite dimensional oscillator modules of the finite dimensional Lie superalgebras g are not so well understood. In the approach of this paper, we use essentially only the Howe dualities (g, G) and (g, G) for the same G (see Columns I and II in the above Table) together with some simple combinatorial manipulations with the characters of the integrable g-modules to derive first a character formula of the oscillator g-modules in a suitable form. Then from a comparison of the Casimir eigenvalues of the corresponding g-module and g-module, we obtain formulas of the corresponding u-homology groups with coefficients in L(g, Λ f (λ)), which are expressed in terms of the infinite Weyl group of g, from the corresponding formulas for H * (u, L(g, Λ(λ))).
1.3. In the paper [CK] , the Howe duality (g, G) was used together with another Howe duality (g s , G) (due to [CW2] for types A, B and [LZ] for types C, D) to derive a u-homology formula for modules over infinite dimensional Lie superalgebras g s from a corresponding u-homology formula for modules of g. However, the connection between integrable modules over infinite rank affine Kac-Moody algebras and oscillator representations of finite dimensional Lie (super)algebras were not suspected back then.
On the other hand, character formulas for g-modules above were obtained in different ways and in different forms in earlier works [CZ2, CLZ] . In [CZ2] a key role was played by a difficult theorem of Enright on u-homology for unitarizable highest weight modules of real reductive Lie algebras established by intricate arguments involving equivalence of categories and nontrivial combinatorics on Weyl groups [En] . Our present approach bypasses Enright's theorem. Indeed, in the special case when the Lie superalgebras specialize to Lie algebras (i.e. q = n = 0 in Column I and Rows 1, 3, and 4, of Table  1 ), we recover Kostant homology formulas for unitarizable highest weight modules of three Hermitian symmetric pairs of classical types (which can be shown by some combinatorial argument to be equivalent to Enright's formula).
1.4. The paper is organized as follows. In Section 2, we review and set up notations for various Howe dualities involving the infinite dimensional Lie algebras g and finite dimensional Lie superalgebras g. In Section 3, we compute the character formulas of the oscillator g-modules from Howe dualities. In Section 4, the Casimir eigenvalues of modules of g and g are computed and compared, and they are used in Section 5 to obtain formulas for Kostant homology groups for the oscillator g-modules.
Generalizing the type A case in [CK] , we compute in Section 6 the character formulas and Kostant homology formulas for non-integrable g * -modules at negative integral levels appearing in the Howe dualities (g * , G) listed in Column III of Table 1 . The dualities (g * , G) with G = GL(d), Sp(d) and O(d) were treated in [KR] and [Wa] . The new case involving Pin(d) is worked out in Appendix A, where one can also find an additional Howe duality (spo(2m|2n + 1), Pin(d)).
1.5. Notations. Denote by P + the set of partitions. For λ ∈ P + we denote by ℓ(λ) the length of λ, and by |λ| the size of λ. Given d ∈ N, a non-increasing sequence λ = (λ 1 , λ 2 , . . . , λ d ) of d integers will be called a generalized partition of depth d. For a generalized partition λ of depth d, we define where here and further we set a = max{a, 0} for a ∈ Z. Then λ + is a partition and λ − is a non-decreasing sequence of non-negative integers. For a sequence of non-negative integers µ = (µ 1 , µ 2 , . . .) we let µ ′ = (µ ′ 1 , µ ′ 2 , . . .) be the partition with µ ′ j := |{ i | µ i ≥ j }|. Let Z, N, and Z + stand for the set of all, positive, and non-negative integers, respectively.
All vector spaces, algebras, etc. are over the complex field C.
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Howe dualities for Lie algebras g and Lie superalgebras g
In this section we review various Howe dualities involving infinite dimensional Lie algebras g and finite dimensional Lie superalgebras g.
2.
1. Infinite rank affine Lie algebras. The infinite dimensional Lie algebra gl ∞ and its subalgebras b ∞ , c ∞ , d ∞ of types B, C, D [DJKM, K] are well known. Our notations regarding these Lie algebras in this paper will be the same as those in [CK, Section 2 .2], and we refer to loc. cit. for explicit case-by-case description of the following standard terminologies based on matrix elements E ij for gl ∞ , E n for other types, and weights ǫ i etc.
a Cartan subalgebra of g, · I: an index set for simple roots for g, · l: the Levi subalgebra of g with simple roots indexed by S = I\{0}, · u ± : the nilradicals with
a set of simple coroots for g, · ∆ + (resp. ∆ − ): a set of positive (resp. negative) roots for g, · ∆ + S (resp. ∆ − S ): a set of positive (resp. negative) roots for l, · ∆ ± (S): the subset of roots for u ± , · Λ x i : the fundamental weights for x ∞ with i ∈ I and x ∈ {a, b, c, d}, · ρ c : "half sum" of the positive roots in ∆ + , · W (resp. W 0 ): Weyl group of g (resp. l),
: the set of the minimal length representatives of the right coset space W 0 \W of length k for x ∞ with x ∈ {a, b, c, d}, · L(g, Λ): the irreducible highest weight g-module of highest weight Λ ∈ h * . 2.2. Reductive dual pairs on Fock spaces.
Fermionic Fock spaces.
We fix a positive integer ℓ ≥ 1 and consider ℓ pairs of free fermions ψ ±,i (z) with i = 1, . . . , ℓ. That is, we have (or GL(d) ) is determined by its highest weight λ ∈ H * with λ, e ii = λ i ∈ Z (1 ≤ i ≤ d) and λ 1 ≥ . . . ≥ λ d . Identifying λ with (λ 1 , . . . , λ d ) as usual, we denote by V λ GL(d) the irreducible GL(d)-module of highest weight λ. These irreducible modules are parameterized by the set of generalized partitions of depth d: 
where
We assume below that x n (n ∈ Z) and z i (i ∈ N) are formal indeterminates. Computing the trace of the operator n∈Z x Enn
i on both sides of (2.1), we obtain the following identity:
2.2.3. The (c ∞ , Sp(d))-duality. Let d be even and Sp(d) denote the symplectic group, which may be viewed as the subgroup of GL(d) preserving the non-degenerate skewsymmetric bilinear form on C d given by
Here J k is the following k × k matrix:
Let sp(d) be the Lie algebra of Sp(d). We take as a Borel subalgebra of sp(d) the subalgebra of upper triangular matrices, and as a Cartan subalgebra H the subalgebra spanned by e i = e ii − e d+1−i,d+1
. Furthermore each such representation lifts to an irreducible representation of Sp(d), which is denoted by
which is the set of partitions of length no more than 
i on both sides of (2.4), we have
denote the orthogonal group which is the subgroup of GL(d) preserving the nondegenerate symmetric bilinear form on C d determined by J d of (2.3). Let so(d) be the Lie algebra of O(d). We take as a Cartan subalgebra H of so(d) the subalgebra spanned by e i := e ii − e d+1−i,d+1−i (1 ≤ i ≤ ℓ), while we take as the Borel subalgebra the subalgebra of upper triangular matrices. For λ ∈ H * let λ i = λ, e i , for 1 ≤ i ≤ ℓ. Then a finite dimensional irreducible module of so(2ℓ) is determined by its highest weight λ satisfying the condition λ 1 ≥ . . . ≥ λ ℓ−1 ≥ |λ ℓ | with either λ i ∈ Z or else λ i ∈ 1 2 + Z, for all 1 ≤ i ≤ ℓ. Furthermore it lifts to a module of SO(2ℓ) if and only if λ i ∈ Z for 1 ≤ i ≤ ℓ. Also a finite dimensional irreducible module of so(2ℓ + 1) is determined by its highest weight λ satisfying the conditions λ 1 ≥ . . . ≥ λ ℓ with either λ i ∈ Z + or else λ i ∈ 1 2 + Z + , for all 1 ≤ i ≤ ℓ. Furthermore it lifts to a module of SO(2ℓ + 1) if and only if λ i ∈ Z + , for 1 ≤ i ≤ ℓ. Put
, letλ be the partition obtained from λ by replacing its first column
, viewed as an so(2ℓ)-module, is isomorphic to the direct sum of irreducible modules of highest weights (λ 1 , . . . , λ ℓ ) and (λ 1 , . . . , −λ ℓ ).
, viewed as an so(2ℓ)-module, is isomorphic to the irreducible module of highest weight (λ 1 , . . . , λ ℓ−1 , 0), on which the element τ = i =ℓ,ℓ+1 e ii + e ℓ,ℓ+1 + e ℓ+1,ℓ ∈ O(2ℓ) \ SO(2ℓ) transforms trivially on highest weight vectors. Set Vλ O(2ℓ) := V λ O(2ℓ) ⊗ det, where det is the one-dimensional non-trivial module of O(2ℓ).
Suppose that d = 2ℓ+1 and let λ = (λ 1 , . . . , λ ℓ , 0, .
be the irreducible O(2ℓ + 1)-module isomorphic to the irreducible module of highest weight (λ 1 , . . . , λ ℓ ) as an SO(2ℓ + 1)-module, on which −I d acts trivially. Here [BT, H1] 
Suppose that d = 2ℓ + 1. Let ǫ be the eigenvalue of −I d on O(2ℓ + 1)-modules satisfying ǫ 2 = 1. From the computation of the trace of n∈N x En n ℓ i=1 z e i i (−I d ) on both sides of (2.6), we obtain (2.8) 
where 
Computing the trace of the operator n∈Z x En
i on both sides of (2.10), gives
2.3. Formulas for u − -homology groups of g-modules.
Recall that the Weyl group W can be written as
Since we have w • Λ x (λ), α ∨ j ∈ Z + , for w ∈ W 0 and j ∈ S, it follows that we may find partitions
The following is obtained by applying the Kostant homology formula for integrable (=standard) modules over Kac-Moody algebra g (cf. e.g. [Ju, Theorem 3.13] ) and the Euler-Poincaré principle to the complex for the corresponding Lie algebra homology (see [CK, Section 2.4, (2.18) 
]).
Proposition 2.5. We have the following character formula:
and
Here, for a partition γ, s γ denotes the corresponding Schur function.
2.4. The general linear and ortho-symplectic superalgebras. Let p, q, m, n ∈ Z + . We briefly recall the general linear superalgebra gl(p + m|q + n) and orthosymplectic superalgebras spo(2m|2n+1), osp(2m|2n), spo(2m|2n) (see e.g. [K1] ), which will be called of type a, b, c, and d, respectively, for reasons of Howe dualities appearing later on. The following notations associated with these Lie superalgebras will be assumed throughout the paper. · g: gl(p + m|q + n), spo(2m|2n + 1), osp(2m|2n), spo(2m|2n), or their central extensions in Section 3.1, · h: a Cartan subalgebra of g, · I: an index set for simple roots for g,
+ : a set of positive roots for g,
: the irreducible highest weight g-module of highest weight λ ∈ h * .
2.4.1. Denote by C p+m|q+n the complex superspace of dimension (p+m|q +n) with ba-
. . , w n }, where degv i := 0 and degw j := 1. With respect to this basis the general linear superalgebra gl(p + m|q + n) may be regarded as the Lie superalgebra of complex matrices (a ij ), with i, j ∈ I p+m|q+n , where
For notational convenience we declare a linear ordering of I p+m|q+n by setting
For i ∈ I p+m|q+n \ {n}, i + 1 means the minimum of those j ∈ I p+m|q+n with j > i. In a similar way one defines i − 1, for i ∈ I p+m|q+n \ {−p}.
Denote by E ij , i, j ∈ I p+m|q+n , the elementary matrix with 1 at the ith row and the jth column, and zero elsewhere. Then h is spanned by E kk , k ∈ I p+m|q+n . Let ε i and δ j , with i ∈ {−p, . . . , −1, 1, . . . , m} and j ∈ {−q, . . . , −1, 1, . . . , n}, form the basis of h * dual to E ii and E j,j , respectively. We choose our Borel subalgebra to be the subalgebra spanned by E ij with i ≤ j. With respect to this Borel subalgebra, we have
The associated Dynkin diagram is as follows: ( denotes an odd isotropic root)
2.4.2. The ortho-symplectic Lie superalgebra osp(2m|2n) is a subalgebra of gl(2m|2n) consisting of the linear transformations that preserve a non-degenerate even supersymmetric bilinear form (·|·), namely, osp(2m|2n) = osp(2m|2n)0 ⊕ osp(2m|2n)1 with osp(2m|2n) κ equal to
Below let (·|·) be the supersymmetric bilinear form corresponding to the matrix (see
The Cartan subalgebra h of osp(2m|2n) is spanned by E i := E ii − E 2m+1−i,2m+1−i and Ej := Ej ,j − E 2n−j+1,2n−j+1 , i = 1, . . . , m, and j = 1, . . . , n. We use the same notation for the restrictions of ε i and δ j to the Cartan subalgebra of osp(2m|2n). Let
The associated Dynkin diagram is as follows:
2.4.3. Taking the skew-supersymmetric bilinear form corresponding to the matrix   0
we can construct similarly the Lie superalgebra spo(2m|2n), which is isomorphic to osp(2n|2m). Similarly we define the Cartan subalgebra h, ε i , and δ j . Let
2.4.4. The skew-supersymmetric bilinear form corresponding to the matrix   0
gives rise to spo(2m|2n + 1). The Cartan subalgebra h of spo(2m|2n + 1) is spanned by E i := E ii − E 2m+1−i,2m+1−i and Ej := Ej ,j − E 2n−j+2,2n−j+2 , i = 1, . . . , m, and j = 1, . . . , n. We define ε i , and δ j analogously. Let
The associated Dynkin diagram is as follows ( x denotes an odd non-isotropic simple root):
. Below we recall Howe dualities involving the Lie superalgebras gl(p + m|q + n), spo(2m|2n + 1), osp(2m|2n) and spo(2m|2n).
Suppose that λ is a generalized partition of depth d with λ m+1 ≤ n and λ d−p ≥ −q. Then λ + m+1 ≤ n, and λ
The following Howe duality was built on the special case when p = q = 0 obtained in [CW1, Theorem 3 .2] (also cf. [S2] ). According to [CLZ] 
carries a natural commuting action of gl(p+m|q +n) and GL(d) , which form a reductive dual pair in the sense of [H1] .
where the summation is over all λ ∈ P(GL(d)), subject to the conditions λ m+1 ≤ n and 
where the summation is over all λ ∈ P(Sp(d)) with λ m+1 ≤ n, and
Let d be even or odd. On the superspace S(C m|n ⊗ C d ) we have a natural action of spo(2m|2n) and O(d), which form a reductive dual pair [H1, Section 3] .
where the sum is over all λ ∈ P(O(d)) with λ m+1 ≤ n, and
The following new Howe duality is worked out in Appendix A.1.
where the summation is over all λ ∈ P(Pin(d)) with λ m+1 ≤ n, and
The simple g-modules constructed in this section will be referred to as oscillator modules of g.
From now on, we mean by (g, G) and (g, G) one of the dual pairs of type x ∈ {a, b, c, d} in Sections 2.2 and 2.5, respectively. We let P g (G) be the subset of weights in P(G) that appear in the (g, G)-duality decompositions.
Character formulas of oscillator modules of Lie superalgebras
In this section we derive character formulas for the oscillator representations of g, essentially only using the character formulas of the integrable modules of infinite dimensional Lie algebra g. To that end, we introduce (trivial) central extensions of g.
where Str(c ij ) =
It follows that β J is a 2-cocycle which defines a central extension of gl(p + m|q + n). We note that this cocycle is a coboundary, since we can construct this extension on the Lie superalgebra gl(p+m|q+n)⊕CK, with a central element K, as follows. Define for A ∈ gl(p+m|q+n)
From now on we let
We denote by gl(p + m|q + n) the resulting central extension of gl(p + m|q + n) by the one-dimensional center CK. The simple roots of the derived algebra of gl(p + m|q + n) are the same as those of the derived algebra of gl(p + m|q + n). The simple coroots are also the same except that
The cocycle β J ′ gives rise to a central extension of gl(2m|2n) by a one-dimensional center CK. The induced central extensions of osp(2m|2n) and spo(2m|2n) by a onedimensional center CK are denoted by osp(2m|2n) and spo(2m|2n), respectively. Similarly we let spo(2m|2n + 1) stand for the central extension of spo(2m|2n + 1) by the one-dimensional center CK, induced from the central extension of gl(2m|2n + 1) associated with β J ′′ , where J ′′ is the following (2m + 2n + 1) × (2m + 2n + 1) matrix
3.2. gl(p + m|q + n). For later convenience of comparing with infinite dimensional Lie algebras, we introduce an additional element K, which commutes with gl(p + m|q + n) and GL(d) , and regard S(
, where we declare that K acts as the scalar d. For J as in (3.1) set
where [BR, Se] (3.5)
Observe that hs λ (y, ξ) = hs λ ′ (ξ, y).
Theorem 3.1. For λ ∈ P(GL(d)) with λ m+1 ≤ n and λ d−p ≥ −q, we have
Proof. Computing the trace of the operator i,j,s,t x
on both sides of the isomorphism in Proposition 2.6, where −p ≤ i ≤ −1, −q ≤ j ≤ −1, 1 ≤ s ≤ m, and 1 ≤ t ≤ n, we obtain (3.6)
where the summation is over all λ ∈ P(GL(d)) with λ m+1 ≤ n and λ d−p ≥ −q.
Recall the identity (2.2) which results from the ( gl ∞ , GL(d))-duality. Now (2.2) and Proposition 2.5 imply that
We set ξ t := x t ( t = 1, . . . , n ), y s := x n+s ( s ∈ N ), η j−1 := x j ( j = 0, . . . , −q + 1 ), and x i := x −q+1+i ( i ∈ −N ), and rewrite the above as
.
Let ω be the standard involution of symmetric functions that interchanges elementary symmetric functions and complete symmetric functions (e.g. [Mac, (2. 7)]). Note that ω sends s µ to s µ ′ and recall (3.5). Applying ω twice to the above identity, once on the variables x 
Finally setting x −1 −p−i = y m+i = 0 for i ∈ N, we get an identity which shares the same left hand side as (3.6). The theorem now follows from comparison of the right hand sides and the linear independence of the characters {chV λ GL(d) |λ ∈ P(GL(d))}. Remark 3.2. The character here, which is the trace of the corresponding operators with hats from gl(p + m|q + n), differs from the usual one from gl(p + m|q + n) by exactly a factor of
. Similar remarks apply below to spo/osp-characters versus spo/ osp-characters, where the power d here is replaced by d 2 . Our formula here differs from the character formula obtained in [CLZ, Theorem 5.3] .
Remark 3.3. Denote by ω a a linear extension of the composition of maps in the proof of Theorem 3.1 that sends chL( gl ∞ , Λ a (λ)) to chL( gl(p + m|q + n), Λ a f (λ)). Since each map in the composite is either an involution ω or an evaluation of some variables at zero, ω a respects the multiplication of characters.
3.3. osp(2m|2n). Suppose that d is even. Recalling that osp(2m|2n) is the central extension induced from gl(2m|2n) with respect to J ′ in (3.2), we first introduce an element K that acts on S(C m|n ⊗ C d ) as the scalar 
Theorem 3.4. For λ ∈ P(Sp(d)) with λ m+1 ≤ n, we have
Proof. Computing the trace of the operator i,j η
k on both sides of the isomorphism in Proposition 2.7, where 1 ≤ i ≤ m and 1 ≤ j ≤ n, we obtain
Replacing ch L(g, Λ c (λ)) in (2.5) by the expression in Proposition 2.5, we obtain an identity of symmetric functions in variables x 1 , x 2 , . . .. We apply to this identity the involution on the ring of symmetric functions in x 1 , x 2 , . . .. Next, we replace x i by η i , i = 1, . . . , n, and then x i+n by x i , i ∈ N. Finally, we put x i = 0 for i ≥ n + 1. Under the composition of those maps, we obtain a new identity which shares the same left hand side as (3.7). Comparing the right hand sides of this new identity and of (3.7), we obtain the result thanks to the linear independence of {chV λ Sp(d) |λ ∈ P(Sp(d))}.
We denote by ω c the map which sends chL(c ∞ , Λ c (λ)) to chL( osp(2m|2n), Λ c f (λ)) and extend ω c by linearity (compare (2.5) and (3.7)). Note that ω c respects the multiplication of characters.
spo(2m|2n).
Recall the central extension spo(2m|2n) induced from gl(2m|2n) determined by J ′ in (3.2). Introduce an element K that acts on S(C m|n ⊗ C d ) as the scalar 
and when d = 2ℓ + 1, the trace of the operator i,j η
Here for λ ∈ P(O(d)) with λ m+1 ≤ n,
δ j . Now the next theorem follows by similar arguments as for Theorem 3.4 using (3.8), (3.9), (2.7) and (2.8) and Proposition 2.5.
Theorem 3.5. Put η := { η 1 , . . . , η m } and x := { x 1 , . . . , x n }. For λ ∈ P(O(d)) with λ m+1 ≤ n, we have
Remark 3.6. Theorem 3.5 (2) gives the character of the sum of two irreducible modules. However, in the case when λ ′ 1 = ℓ, we haveλ = λ, and hence λ w =λ w . Thus in this case it actually gives the character of one irreducible module, i.e. we have an identity as in (1). Similar remark applies in the sequel as well when dealing with G = O(2ℓ) and λ =λ. In particular it applies to the character formulas of Kostant homology groups in Theorems 5.7 and 6.5, and also to (5.1).
Character formulas in forms different from Theorem 3.4 and Theorem 3.5 were also obtained in [CZ2, Theorems 6.2, 6 .3] using [En, Theorem 2.2]. Our approach uses Howe dualities involving infinite dimensional Lie algebras, thus bypassing [En] .
. Extended by linearity, ω d sends either side of (2.7) and (2.8) to the corresponding side of (3.8) and (3.9), respectively. 3.5. spo(2m|2n + 1). Recall that spo(2m|2n + 1) is the central extension induced from gl(2m|2n + 1) determined by J ′′ in (3.3). Let K act on S(C 2m|2n+1 ⊗ C 
δ j . Now the next theorem follows from similar arguments as for Theorem 3.4 using (3.10), (2.11), and Proposition 2.5.
Theorem 3.7. Put η := { η 1 , . . . , η m } and x := { x 1 , . . . , x n }. For λ ∈ P(Pin(d)) with λ m+1 ≤ n, we have
We denote by ω b the map which sends chL(b ∞ , Λ b (λ)) to chL( osp(2m|2n+1), Λ b f (λ)) and extend ω b by linearity.
The bilinear forms and Casimir operators for Lie (super)algebras
4.1. The bilinear form (·|·) c and the Casimir operator Ω of g. Recall the symmetric bilinear form (·|·) c defined on h * in [CK, Section 4 .1], which induces a non-degenerate invariant symmetric bilinear form on g ′ = [g, g], also denoted by (·|·) c . Using this one defines a Casimir operator Ω which commutes with the action of g on a highest weight g-module V of highest weight λ, and which acts as the scalar (λ + 2ρ c |λ) c on V . The details here are completely analogous to Section 4.2 below, and we refer to [CK, Section 4 .1] for more detail.
4.2.
The bilinear form (·|·) s and the Casimir operator Ω of g. Suppose first that g = gl(p + m|q + n). Note that {ε i , δ j } ∪ { Λ a 0 } is the basis of h * dual to the basis
We choose a symmetric bilinear form (·|·) s on h * satisfying
We check easily that
2 , for i, j > 0. Furthermore, recalling the simple roots β k for g, we have
Next, suppose that g is spo(2m|2n + 1), osp(2m|2n) or spo(2m|2n). Note that
We choose a symmetric bilinear form (·|·) s on h * satisfying for λ ∈ h * (λ|ε i ) s = λ, E i , i ∈ {1, . . . , m},
Similarly, we can check that ( . . , m} and x ∈ {b, c, d}, −1, if i ∈ {1, . . . , n − 1} and x ∈ {b, c, d}.
Then we have
(λ|β i ) s =s
we obtain a symmetric bilinear form on the Cartan subalgebra of g ′ = [g, g], which can be extended to a non-degenerate invariant super-symmetric bilinear form on g ′ such that
, where e i and f i denote the Chevalley generators of g ′ with [e i , f i ] = β ∨ i . Let g β be the root space of β ∈ ∆ ± . Take u β ∈ g β and u β ∈ g −β for β ∈ ∆ + such that (u α |u β ) s = δ αβ . For any highest weight g-module V , with weight space decomposition V = µ V µ , we define Γ 1 : V → V to be the linear map that acts as the scalar (µ + 2ρ s |µ) s on V µ . Let Γ 2 := 2 β∈∆ + u β u β . Define the Casimir operator to be
It is straightforward to check the following. 
and l = gl(m|n) ⊕ CK, otherwise. The Lie superalgebras l and g share the same Cartan subalgebra h.
consist of µ ∈ h * of the following form:
where τ = (τ 1 , τ 2 , . . .) and ξ = (ξ 1 , ξ 2 , . . .) are (m|n)-and (q|p)-hook partitions, respectively.
When g is spo(2m|2n + 1), osp(2m|2n) or spo(2m|2n), we let P
. .) runs over (m|n)-hook partitions. We put
Casimir eigenvalues of gl(p
For η and ζ as above it is convenient to introduce the following symbols:
By [CK, Lemma 7 .1] or [Mac, (1.7) ], for λ = (λ 1 , λ 2 , . . .) ∈ P + , we have
In particular, for λ ∈ P(GL(d)) with λ m+1 ≤ n and
Proof. Let µ ∈ P ++ l,c be as in (4.4). Using (4.7), we have (µ + 2ρ c |µ) c = (η + 2ρ 1 |η) 1 + (ζ + 2ρ 2 |ζ) 2 − c(|η| + |ζ|) = −(τ + 2ρ 2 |τ ) 2 + (ζ + 2ρ 2 |ζ) 2 − c(|η| + |ζ|).
For convenience, put η = i≥1 η i ǫ i and ζ = j≥0 ζ j ǫ −j . Now, we have
First, we have
Similarly, we have
This completes the proof of (4.8). The remaining part of the lemma follows from the definition of the bijection ϑ, (4.6), and (4.8).
4.6. Casimir eigenvalues of osp and spo versus those of
be as in (4.5) with x ∈ {b, c, d} and c ∈ C. Then ν := (ν 1 , ν 2 , . . .) = (µ 1 , µ 2 , . . .) ′ is of (m|n)-hook shape. Set τ := (τ 1 , τ 2 , . . .) := (ν m+1 , ν m+2 , . . .). We define a bijection ϑ :
by letting
Proof. The equivalence of the identities follows easily once we establish the first identity. Let µ = cΛ x 0 + i≥1 µ i ǫ i ∈ P ++ l,c , and so µ • := (µ 1 , µ 2 , . . .) is of (n|m)-hook shape. Case 1. g = spo(2m|2n + 1). Let (·|·) c stand for the bilinear form on the dual Cartan subalgebra of b ∞ . We compute
On the other hand we have
Above we have used (4.7) in the third to last identity. Case 2. g = osp(2m|2n). By (4.7), we have
where (·|·) c is the bilinear form on the dual Cartan subalgebra of c ∞ .
On the other hand,
And by the same argument as in (4.9), we can show that
Case 3. g = spo(2m|2n). By (4.7), we have
where (·|·) c is the bilinear form on the dual Cartan subalgebra of d ∞ .
Similarly, arguing as in (4.9), we have
This completes the proof of the first identity in the lemma.
Kostant homology formulas for Lie superalgebras
5.1. The u − -homology groups of g-modules. Recall the dual pair (g, G) of type x ∈ {a, b, c, d} in Section 2.2, the Levi subalgebra l of g, and P + l , the set of dominant weights for l. We denote by L(l, µ) the irreducible highest weight l-module with highest weight µ ∈ h * . The following results for integrable modules of Kac-Moody algebras apply to our setting.
Proposition 5.1. (cf. [GL] , [Ju, Prop. 3 .1], [Liu, Prop. 18 and Lemma 20] ) Let λ ∈ P(G).
(
k (x) and η appears with multiplicity one.
For λ ∈ P(G) and w ∈ W 0 , we put
( 5.1) 5.2. The u − -homology groups of g-modules. Recall the dual pair (g, G) of type x ∈ {a, b, c, d} given in Section 2.5. For µ ∈ h * we denote by L(l, µ) the irreducible highest weight l-module with highest weight µ.
Proof. Suppose that g = gl(p + m|q + n). By [CW1, Theorem 3.2] (also cf. [S2] ), S(C p|q * ⊗ C d * ) and S(C m|n ⊗ C d ) are completely reducible over gl(p|q) and gl(m|n), respectively. Indeed S(C m|n ⊗ C d ) lies in the semisimple tensor category O ++ m|n of finite dimensional gl(m|n)-modules with composition factors of the form L(gl(m|n), λ ♮ ), for some λ ∈ P + with λ m+1 ≤ n ( [CK, Theorem 3 
p|q ", and hence is completely reducible over
Now consider the homology groups of Lie superalgebras H
f (λ))), which are defined analogously (see e.g. [KK] ).
f (λ)) is a completely reduciblel-module. Since any subquotient of a completely reducible module is also completely reducible, the result follows.
The ortho-symplectic cases are easier and hence omitted.
. We have the following super-analogue of the action of the Casimir operator on homology groups (see Proposition 5.1).
On the other hand suppose that (η + 2ρ s |η) s = ( Λ 
. The proof of the following theorem is inspired by [Ar] .
f (λ))) fit well with those of g-modules in Section 3 by the Euler-Poincaré principle.
Theorem 5.7 and Lemma 5.6 also imply the following super analogue of Proposition 5.1 (2), which is the converse of Proposition 5.4.
f (λ))) with the same multiplicity m η .
Remark 5.10. Specializing to q = n = 0 in Corollary 5.8 (1), (3) and (4) we obtain Kostant type homology formulas of the unitarizable highest weight modules of the Lie groups SU(p, m), SO * (2m), and the double cover of Sp(2m, R). For unitarizable highest weight modules such homology groups were first computed by Enright [En, Theorem 2.2] , and they involve a complicated subset of the corresponding finite Weyl group [DES, Definition 3.6] . Corollary 5.8 provides an alternative description involving an infinite Weyl group. Ngau Lam has informed us that both forms of the formula are equivalent [HLT] .
Remark 5.11. Although all the discussions above dealt with u − -homology and u − -homology groups, our calculations also give formulas for the corresponding (restricted) u + -cohomology and u + -cohomology groups (see [Liu, Lemma 9] ).
Homology formulas for oscillator modules at negative levels
In this section, we shall compute the character formulas and the u − -homology groups of various modules of b 0 ∞ , c ∞ and d ∞ at negative levels. As the approach is parallel to that of the earlier sections, the presentation here will be rather sketchy. with i = 1, . . . , ℓ. Let F −ℓ denote the corresponding Fock space generated by the vaccum vector |0 , which is annihilated by γ ±,i r for r > 0. We also denote by F 
i on both sides of (6.1), we obtain the following identity:
By (2.5) and similar arguments as in Theorem 3.1-3.5, we obtain the following.
Theorem 6.1. For λ ∈ P(Sp(d)), we have
The involution ω on the ring of symmetric functions in x 1 , x 2 , . . . maps the left-hand side of (2.5) to that of (6.2). Thus it follows that ω (chL(c ∞ , 
, then the calculation of the trace of the operator n∈N x En n ℓ i=1 z e i i on both sides of (6.3) gives the following identity
Applying the same arguments as in Theorem 6.1 to (2.7) and (2.8), we obtain the following.
Theorem 6.2. Let λ ∈ P(O(d)) be given.
(1) If d = 2ℓ + 1, then we have
Note that ω maps (2.7) (resp. (2.8)) to (6.4) (resp. (6.5)). i on both sides of (A.9) gives the following identity (6.6)
By (2.11) and similar arguments as in the proof of Theorem 6.1 we obtain the following.
. Now ω maps the left hand side of (2.11) to that of (6.6). Thus it follows that
6.2. Formulas for the u − -homology groups. Recall P + l,c and P + l from Section 4.3 and Appendix A.2, which we shall now denote by P +,x l,c and P +,x l to keep track that l is a subalgebra of x ∞ for x ∈ {b, c, d}.
Let µ = cΛ c 0 + i≥1 µ i ǫ i ∈ P +,c l,c be given. Define a bijective map ϑ : P +,c
. Using analogous arguments as in Lemma 5.5, we can check that for
) with the same multiplicity, while ω(chL(l, µ)) = chL(l, ϑ(µ)). We have a similar correspondence between l-modules inside
In particular, we have
Proof. Let µ = cΛ x 0 + i≥1 µ i ǫ i . Consider first the case of x = c. We have (µ + 2ρ c |µ) c = (
where µ • = (µ 1 , µ 2 , . . .). On the other hand, we have
The identity (4.7) was used in the second last identity above. Now let x = b. One shows that
Now (4.7) says that the right-hand side is zero.
• Formulas for the spo(2m|2n + 1)-action. Proof. Let u + be the algebra generated by the ∆-operators, i.e. ∆ x i x j , ∆ ξ i ξ j , ∆ ξ 0 ξ j , ∆ ξ 0 x i , and ∆ x i ξ j . Then u + is invariant under the adjoint action of gl(m|n).
An element f ∈ C[x, ξ] is called harmonic, if f is annihilated by u + . The space of harmonics will be denoted by H and it evidently admits an action of gl(m|n) × Pin(d). Furthermore, since S(C 2m|2n+1 ⊗C where the summation is over all λ ∈ P(Pin(d)), i.e. ℓ(λ) ≤ ℓ, with λ m+1 ≤ n, and Λ b f (λ) = λ ♮ + ℓ1 m|n . We first consider the limit case n = ∞ with the space of harmonics denoted by H ∞ . Here the only restriction on λ is ℓ(λ) ≤ ℓ, and we observe that the vector given in [CW1, Theorems 4.1 and 4.2] associated to such a partition λ is indeed annihilated by u + and hence is a joint gl(m|n) × Pin(d)-highest weight vector of weight (λ, λ ♮ + ℓ1 m|n ). Hence all the summands on the right hand side of (A.7) occur in the space of harmonics, and in particular, all irreducible representations of Pin(d) occur. Therefore, we have established (A.7) in the case n = ∞. Now consider the finite n case. We may regard S(C 2m|1+2n ⊗C 
Let ρ c , Λ b 0 0 ∈ h * be determined by ρ c , E j = −j + i , where e i and f j (i, j ∈ Z + ) denote the Chevalley generators with [e i , f i ] = α ∨ i . Now we can define the Casimir operator Ω as in [CK, Section 4.1] .
