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ABSTRACT 
This paper sharpens an operator inequality from perturbation theory. Suppose X 
and Y are self-adjoint operators on a Hilbert space, K, G a(X) and K, G a(Y) are 
two closed sets bounded apart by S > 0, E is the spectral projector for X belonging 
to K,, and F is the spectral prdjector for Y belonging to K,. It is known that 
(T/Z) III X - Y Ill > 6 Ill EF Ill for all operators as described and for any unitary 
invariant norm. In this paper we show 7~/2 is best possible in this inequality. We then 
discuss an analogous bound which applies when X and Y are normal. 
1. INTRODUCTION 
In [3], Bhatia, Davis, and Koosis discuss several related operator inequali- 
ties and list six open questions concerning them. These inequalities are 
important in analyzing the spectral variation of self-adjoint or normal opera- 
tors, and the questions they list concern sharp estimates in the inequalities. 
We will paraphrase the fifth problem there as our 
PROBLEM 1. Suppose X and Y are bounded self-adjoint operators on a 
Hilbert space% Let K, c CT(X) and K, G (T(Y) be two closed subsets of 
[WsuchthatIA-pI>S>OwheneverhEKxandpEK,.LetEbethe 
spectral projector for X belonging to the set K,, and F the spectral 
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projector for Y belonging to the set K,-. Find the smallest number c’ such 
that 
c’IIIX-Y/II > ~1IIE~III (1) 
for all operators as described and for all unitary invariant norms. 
A norm 111 . III is unitary invariant if 111 UfV 111 = 111 T 111 whenever U and 
17 are unitary.’ As explained in [3], it is known that c’ exists and 7~/2 > c’ > 1, 
and recent examples prove c’ >2/&= 1.15. The object of this paper is to 
close the gap in this estimate by proving c’ = n/2. As a consequence of our 
main result we can also give more information on a corresponding bound 
when X and Y are normal. 
The inequality (1) relates to the stability of the eigenspaces of a self-ad- 
joint operator under a small self-adjoint perturbation. In general the spectral 
subspaces of an operator X are unstable, even if X is self-adjoint. For 
example two operators very close to I, and thus close to each other, could 
have eigenspaces which are still far apart. Suppose, however, there is a gap in 
the spectrum of a self-adjoint operator. Specifically, let X, K,, and E be as 
in Problem 1, and suppose K, is separated from the rest of o(X). It is well 
known that a small perturbation cannot alter a(X) by much (see for example 
[2, Chapter 311, so if Y is self-adjoint and 111 X - Y 111 is small, a(Y > must 
have a gap corresponding to that of o(X). Then some 6 > 0, K, c a(Y >, 
and F can be found which are as in Problem 1, and (1) implies E and F are 
almost orthogonal. An exact notion of “the angle between two subspaces” is 
developed in [5], and as a consequence of the analysis there we can conclude 
F ‘27 is a spectral subspace of Y making small angle with EZ?? For this 
reason we refer to c’ as a subspace perturbation bound. 
To close the gap in the estimate of c’ we essentially give new examples of 
the variation of spectral subspaces. We do this by exploiting the relationship 
between (1) and the following inequality, which is [4, Theorem 4.11. 
TIIEOREM 2. Let Zl and X2 be Hilhert spaces, and suppose A E S&Z!?,) 
and B ES’(Z~) are self-adjoint operator-s with dist(v(A), a(B)) > 6 > 0. 
Then there is some number c independent of A and B such that 
c III AQ - QB 111 a 6 111 Q 111 
f;w any Q E 9(Z2,Zl) and any unitaq invariant nom. 
(2) 
‘For technical reasons we also need mild assumptions on 111 . 111 and the subspace of 
operators it norms, concerning completeness. This is discussed in [4, Section 11, and we 
continue their assumptions here. 
SUBSPACE PERTURBATION BOUND 9 
Let c be the smallest number which works in this theorem. The relation- 
ship between (1) and (2) is detailed in [4, Section 21, and it is immediate from 
the discussion there that c’ < c. An exact value for c is known, and in 
Section 2 we indicate the results which prove c = m/2. These results further 
show that equality can be asymptotically achieved with n X n matrices in the 
usual norm. In this paper we show how to use these matrices to prove c’ > c. 
Specifically, our main result is 
THEOREM 3. Let A and B be self-adjoint n X n matrices with 
dist(u( A), U(B)) > S > 0, and suppose Q is any nonzero n X n matrix. 
Then for each t E (0,l) there are self-adjoint matrices X = X(t) and Y = 
Y(t), (fixed) sets K, and K,, and projectors E = E(t) and F = F(t) 
meeting the hypotheses in Problem 1 such that 611 EFll/llX - Y 11 + 
~IIQII/IIAQ - QBII a~ t --) O+. 
As noted, matrices A, Q, and B can be chosen such that S llQl1/11 AQ - 
QBll b’t ’ y 1 is ar 1 ran1 c ose to c, so Theorem 3 implies c’ > c. Since the opposite 
inequality is known, we have c’ = c = 7r/2. 
Throughout this paper we let 11. /I denote the usual bound norm and 
111 . (11 an arbitrary unitary invariant norm. In Section 2 we discuss the 
relationship between (1) and (2) in more detail and cite the results proving 
c = 7r/2. The object of Section 3 is to prove Theorem 3, and in Section 4 we 
discuss generalizations to the case when X and Y are normal. 
2. THE RELATIONSHIP BETWEEN c’ AND c 
Let X and Y be self-adjoint operators on q and suppose K,, K,, E, 
and F are as in Problem 1. Now set Zi = E%? and Za = FZ, and define 
A = XIZ,, B = YI+ and Q = EF. Then if c is the best constant in (2) as 
above, we have 
c 111 X - Y 111 z cl/ E( X - Y) F 111 = ~111 X( EF) - (EF)Y 111 
= c 111 AQ - QB III a 6 111 Q 111 = S 111 EF III (3) 
Therefore, with c’ the best constant in (1) as before, it follows that c’ Q c. 
Note, however, that due to the first inequality in (3) it does not follow 
immediately that c’ = c. On the other hand, as the authors in [3] observe, c 
and c’ cannot differ by much. 
Elementary examples prove c’ 2 1. Furthermore, when the geometry of 
K, and K y is favorable we actually have c’ = 1. This is a consequence of [5, 
Theorem 5.11, which we specialize here to 
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THEOREM 4. Let A E S’(Zl) and B E .9(X2) be selfadjoint operators, 
andsupposeforsome (Y, 6 > 0 that a(A) c [-a, (w] while a(B) n (-6 - 
a, a + 8) = 0. Thenforany Q ES(~$,&) we must have 111 AQ - QB 111 
> 8 IIIQIII. 
In particular, we see that when a( A) and cr(B) do not interlace we must 
have c = 1, and thus c’ = 1 as well. However, [4, Example 5.11 gives A, Q, 
and B such that a( A) and (T(B) interlace and II AQ - QBll < Sl]Qll. 
Therefore, c > 1, while it has only recently been known if c’ > 1 as well. 
An exact value for c is clearly of interest here. In [4], Bhatia, Davis, and 
McIntosh show c < 2, and in [9] Sz-Nagy proves c < rr/2. (Given the 
apparatus used to establish Theorem 2, this also follows from his earlier paper 
[8].) On the other hand, the examples in [4] referred to above prove 
C+& 1.22, and in [7] n x n matrices A,,, Qn, and B,, are given such 
that ~llQ,ll/llA,Qn - Qp,ll + rr/2 as n + m. Therefore c = rr/2, and 
this is still true if we restrict ourselves to the usual norm instead of unitary 
invariant norms in general. 
We now turn our attention to an exact value for c’. To date it is known 
that rr/2 > c’ > 2/ fi = 1.15, and in the next section we extend the idea 
behind [6, Example 5.91 to prove c’ = 7r/2. 
3. PROOF OF THEOREM 3 
Suppose A and B are self-adjoint n x n matrices with dist(cr( A), a(B)) 
> 6 > 0, and let Q be any nonzero n X II matrix. We begin with the 
observation that we may assume further Q is a nonnegative diagonal matrix. 
To see this, let (a,},“_ i be the singular values of Q listed in decreasing order 
(including multiplicities), set D = diag( a,,~, ,..., a,,), and let UDV* be 
the singular value decomposition of Q. Then exchanging A with A’ = U*AU 
and B with B ’ = V * DV. we have 
6llDll SlIDI 8llQll 
I(A’D - DB’II = /U(A’D - DB’)v*/~ = IIAQ - QBII’ 
Furthermore, we may clearly assume ]lQll = 1, SO that Q = 
&ago, cT2,. . , gn,). 
Now let t E (0, 1). Then for 1 < i < n set oi = sin~‘(cr<t), @ = 
diag(8,, 8,, , O,,), and let C = cos 0 and S = sin 0. Note that 0, C, and 
S depend continuously on t, and we have chosen 0 so that S = tQ. NOW 
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define U, X, and Y to be the operators on C” CB C” such that 
u=[; -;I, x=[; I. 
and 
Y = u*xu = CAC + SBS -CAS + SBC 
-SAC + CBS SAS + CBC 1 
Finally, with K, = a( A) and K, = u(B), let E be the spectral projector 
for X belonging to the set K,, and F the spectral projector for Y belonging 
to K,. Then one may check that 
and F = U*( Z - E)U = 
s2 SC 
[ 1 cs c2’ 
Note that 
EF = s2 SC 
[ 1 0 0’ 
and since 
(EF)(EF)* = [z i] = tz[r i], 
we have IlEFll = tllQll = t. Th ere ore f IIEFll/llX - YII = l/tp’IIX - Y II. 
Now since llQll/lIAQ - QBII = l/IIAQ - QBII, in order to prove Theorem 
3 it is enough to show t~‘llX - Y II + lIAQ - QBll as t + 0’. 
We have 
tqx - Y) = t- A - CAC - SBS CAS - SBC 
SAC - CBS 1 B - SAS - CBC ’ 
and this can be written as 
t-’ 
A(Z-C)+(Z-C)AC -(I - C)AS + SB(Z - C) 
-SA(Z - C) + (I - C)BS B(Z - C) + (I - C)BC 1 
+ t-’ - SBS 
0 -iAS] +tpl[SAIBS “is’]. 
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Let these summands be denoted by tp’M,, t-‘M,, and t-‘M,, respectively. 
To analyze t-‘hf,, observe that tp’l(l - C/I d 0 as t + Oc. This is because 
matrix with i, i entry 1 - (1 - cizt”)‘/“, and so III - Cl1 
/II - CII 14-7 1+&--2 t 
+O 
t t l+JC7 1+4- 
as t + O+. Since Z - C occurs in each term in M, multiplied by something 
bounded, this implies lim, t-‘M, = 0. Also, t-‘M, --) 0 as t + O+, because 
-&Q 1 
Finally, note that 
(AQ-QB) 
(AQ OVn)’ 0 
1 
’ 
and so 
llt~‘M311 = IIAQ - @Il. (4) 
Therefore we have t ml Ilx - k’ll = Ilt-l(M, + M, + M,)ll + IIAQ - pII 
as t * O+. This concludes the proof of Theorem 3. 
4. THE NORMAL CASE 
In [3, Problem 61 the authors ask for the smallest constant k ’ which works 
in Problem 1 if X and Y are normal instead of self-adjoint and K, and K, 
are subsets of C instead of [w. Not surprisingly, it is known that k’ exists 
because of an analogue of Theorem 2 which applies when A and B are 
normal instead of self-adjoint. In [4] th e authors show there is some k < ~0 
which works in (2) when A and B are normal, and the reformulation 
embodied by (3) immediately shows k’ exists and k’ < k. So just as before, 
information concerning k is helpful in bounding k ‘. In [3] the authors prove 
7r/2 < k < T Si(rr)/2, where Si(x) = /t[(sin t>/t] dt. This leads to the 
approximate bounds 1.57 < k < 2.91, but an exact value for k is not known. 
Concerning k ‘, we know from the self-adjoint case k ’ > 1r/2, and so we 
have rr/2 < k’ < k < 2.91. 
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We cannot say k ’ = k at this point. This is because we do not know 
which A, Q, and B can be used to sharpen k. If we can use n X n matrices 
A,,, On> and B, with the usual norm, then it is immediate that k ’ = k. If not, 
however, problems in adapting Theorem 3 could arise in two ways. First, if 
A, Q, and B are operators on infinite dimensional spaces, the construction in 
the previous section could fail. We needed to work with the singular values of 
Q, but if Q is an operator on a large space, we may not be able to take 
Q = diads,, s,, ss, . . ). On the other hand, we may be able to assume Q is 
diagonal, but the examples might not use the usual norm. Note that the 
equation 111 T 111 = 111 T @ T ]]I fails f or arbitrary unitary invariant norms, 
familiar examples being the Hilbert-Schmidt and trace norms. Therefore 
Equation (4) above does not hold in general, and at this point the construc- 
tion there fails. However, examples in any unitary invariant norm sharpening 
k will immediately sharpen k ’ provided A, Q, and B are operators on 
separable Hilbert spaces. This is a consequence of our 
PROPOSITION 5. Assuming throughout that Z, ZI, and XL are separable 
Hilbert spaces, 1 t e m be the smallest number such that m III AQ - QB III >, 
6 ])I Q I]) whenever A E S?‘(ZI) and B E z%‘(Z~) are normal, 
dist(a( A), a(B)) > 6 > 0, Q EL%‘(~~,Z~) is arbitrary, and the norm III . III 
satisfies the assumptions holding in [4]. Furthermore, let m’ be the subspace 
perturbation bound corresponding to (1) obtained when X and Y are normal 
operators in S&Z?? and K, and KY are subsets of @ bounded apart by 
6 > 0. Then m’ = m. 
Note that examples on separable Hilbert spaces sharpening k would 
imply m = k, and since m = m’ < k ’ < k, these examples would prove 
k ’ = k as well. The remainder of this section is devoted to establishing 
Proposition 5, and since it is immediate that m’ < m, we need only show 
m’ >, m. 
Let E > 0, and choose A, Q, and B such that (m - e/2) ]I] AQ - QB ]I] 
< 6 ]I] Q I]]. By perturbing A and B slightly we may assume Zr and 2s have 
orthonormal bases of eigenvectors for A and B, respectively. Now let {E,} be 
a sequence of rank n projectors commuting with A such that lim,, E,, = I in 
the strong operator topology. Similarly, choose rank n projectors F,, commut- 
ing with B such that F,, + I strongly. Then by property (iv) in [4, Section 11 
we have Ill E,( - QB)F,, + Ill - QB and Ill Ill -+ Q Ill 
n + Thus for sufficiently large have (m E) I(( AQ - 
111 < III E,QF,, or Cm ~1111 KE,,QF,,) (E,,QF,)B III 
6 Ill III. Th' implies there n X matrices A,,, and B,, 
that 
(m l > Ill A,,Q, - Q,,B, Ill < 6 Ill Qn Ill. 
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By an argument similar to that used to diagonalize Q in Section 3, we 
may assume A,, = diag(A,, A,, . . . , A,) and B, = dkq$ pL1, p2,. . , IL,), 
where o(A,) = (A,},‘,, and a(B,) = {/+]in_i, including multiplicities. Then 
for Q,, = (9ij)rj=1 we have 
4Qn - QnBn 
(Ai - P,,)9i” 
(A2 - /-k)92n 
( A, - l-4 93n 
Note that this is the matrix Q,, with the i, j entry multiplied by hi - /.L,. Thus 
if we define T, = ( Ai - pj)l’, j= 1, we have A,Q,, - Qn B, = T,,oQ,,, where 0 
denotes Schur multiplication. 
Our interest in formulating the problem this way stems from a desire to 
use well-known bounds on the norm of the Schur product of two matrices. In 
general, let @ii ?,,r be the set of m x n matrices over C equipped with the 
norm )]I * 111. Then if T is a fixed m X n matrix, let M, be the linear map 
from @ ;I; i;,; to itself given by M, X = ToX, and define ]I MT11 ,,, ,,, = 
mm ,,, x ,,, = 1 Ill MT X Ill. Th e b ound of interest is a consequence of 11, Theo- 
rem l] (see in particular statement I, beginning on p. 3611, and the inequality 
given there is IIM,III,.II >, llMTll ,,, .,,, 
To apply this inequality in our case let n be fixed, let T = (Ai - E_L~): j= I, 
and set R = (( Ai - pj)- ’ ): j= 1. Note that M, is invertible because I hi - /+I 
> 6, and its inverse is M,. Then (5) implies I] M,IJ ,,, ,,, > m - E, and it 
follows that IIMRll,,.,, > m - E as well. Thus there are (new) A,, Qn, and B, 
such that 
(m - e)ll A,Q,, - Q,, B,ll -=I ~llQ,ll. 
By a construction just as in the proof of Theorem 3, there are normal 
matrices X and Y, with respective spectral sets K, and K, and correspond- 
ing projectors E and F meeting the usual hypotheses, such that 
(m - c)llX - YII < 6llEFll. 
Therefore m’ > m - E, and since E was arbitrary, we have m’ 2 m. 
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