We develop a similarity-based textual document categorization method called the generalized instance set (GIS) algorithm. GIS integrates the advantages of linear classifiers and k-nearest neighbour algorithm by generalization of selected instances. To further enhance the performance, we propose a meta-model framework which combines the strength of different variants of GIS algorithm as well as state-of-the-art existing algorithms using multivariate regression analysis on document feature characteristics. Document feature characteristics, derived from the training document set, capture some inherent properties of a particular category. Different from existing categorization methods, our proposed meta-model can automatically recommend a suitable algorithm for each category based on the category-specific statistical characteristics. In addition, our meta-model differs from existing multi-strategy learning in that our approach is not limited to the number and type of component classifiers. By flexible addition and substitution of different classifiers, incremental classification performance can be obtained. Extensive experiments have been conducted. The results confirm that our meta-model approach can exploit the advantage of its component algorithms, and demonstrate a better performance than existing algorithms.
Introduction
The aim of document categorization is to assign a number of appropriate categories to a text document. The goal of text categorization is to learn a classification scheme that can be used to classify text documents automatically.
There have been researches conducted for this automatic text categorization task. Apte et al. [1] adopted a decision tree learning technique to learn a classifier in the form of a decision tree. Yang and Chute [16] proposed a statistical approach known as Linear Least Squares Fit (LLSF) which estimates the likelihood of the associations between document terms and categories via a linear parametric model. Lewis [10] explored linear classifiers for the text categorization problem. Cohen and Singer [3] developed the sleeping experts algorithm which is based on a multiplicative weight update technique. Yang [14] developed an algorithm known as ExpNet which derives from the k-nearest neighbor technique. ExpNet achieves good categorization performance on large document corpora such as the Reuters collection and the OHSUMED collection [18] . Lam, Low and Ho [8] attempted to tackle this problem using Bayesian networks. Joachims [6] and Yang [17] recently compared support vector machines with k-NN, while Dumais et al. [4] compared support vector machines, decision trees and Bayesian approaches on the Reuters collection.
We propose a new technique known as the generalized instance set (GIS) algorithm by unifying the strength of k-NN and linear classifiers. We have implemented our GIS algorithm, the ExpNet algorithm, and some linear classifiers. SVM [12] is also included in our experiments for comparative study, as it demonstrated to have good performance in recent studies [6, 17] . Extensive experiments have been conducted on two document corpora, namely the OHSUMED collection which contains medical journal abstracts and the Reuters-21578 collection. The results show that our new approach outperforms k-NN, linear classifiers and SVM in most of the experiments.
To further enhance the performance, we propose a meta-model framework which combines the strength of GIS algorithm as well as state-of-the-art existing algorithms using multivariate regression analysis on document feature characteristics. Document feature characteristics, derived from the training document set, capture some inherent properties of a particular category. Different from existing categorization methods, our proposed meta-model can automatically recommend a suitable algorithm for each category based on the category-specific statistical characteristics. The results confirm that our meta-model approach can exploit the advantage of its component algorithms, and demonstrate better performances than existing algorithms such as k-NN, SVM and linear classifiers, namely WH and Rocchio.
Similarity-Based Categorization
A document basically consists of texts is usually represented by a vector of features which are derived from the words appeared in the document. This feature-based representation will be used for training and on-line categorization. Documents can be assigned to more than one category, and each training document has the known categories assigned to it. A distinct classification scheme is automatically constructed from training documents by machine learning for each category. Each classification scheme is able to determine the membership of a document to a particular category. Each element in the vector denotes the weight associated with a particular feature. Features typically are terms composed of individual words or phrases automatically extracted from the documents collection. Once the set of schemes for all categories have been constructed, they can be used simultaneously to determine the set of appropriate categories for each document 1 . We denote D j as an instance in the training collection and it is represented as (a 1j , . . . , a nj ), and denote X as a request document to be categorized and it is represented as (x 1 , . . . , x n ).
Some recent document classification learning approaches can be regarded as similarity-based algorithms. In these algorithms, each document is mapped to an internal representation. A metric measuring the similarity of two documents is then designed. This similarity metric is used during the training phase as well as in the online classification. Two common similarity-based document classification algorithms have been discussed, namely the k-NN algorithm [14] and linear classifiers [7, 13] .
The Generalized Instance Set Algorithm (GIS)
We propose a new technique called the generalized instance set (GIS) algorithm which unifies the strength of the k-NN algorithm and linear classifiers and taking into account some characteristics of document classification. The main idea is to construct a set of generalized instances (GI) to replace the original training examples. Given a particular category, it can be observed that the regularity among positive examples is usually more explicit than that of negative examples. The pattern or classification knowledge induced from a pool of similar positive examples are relatively accurate. However, negative examples close to such pool are likely noise. By selectively substituting appropriate positive and negative examples in the positive example pool, we can essentially remove some noisy examples. Based on this idea, we propose the GIS algorithm which focuses on refining the original instances and constructs a set of generalized instances. The outline of the GIS algorithm is given in Figure 1 .
It automatically selects a representative positive instance and performs a generalization, via the function Generalize in Step 9, using k nearest neighbors which may include positive and negative instances. A generalized instance G is formed after the generalization process. This G will be evaluated by the function Rep denoting the representative power. If the representative power of G is better than the old one (i.e. G ), we use G as a new point and repeat the search and generalization task again. The algorithm will continue to search for the best local generalized instance as illustrated from Step 7 to Step 12 in the algorithm. If there is no further Let G and G be generalized instances.
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GS be generalized instance set, and GS is initialized to empty.
Select a positive instance as G.
5)
Rank instances in T according to the similarity metric with G.
11)
Compute Rep(G).
12)
Until
Add G to GS.
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Remove top k instances from T . 15) Until no positive instances in T . 16) Return GS.
Figure 1. The Generalized Instance Set (GIS) algorithm
improvement in terms of the representative power, the last generalized instance G is added to the generalized instance set GS and the corresponding k nearest neighbors are removed from the training document collection. This process is repeated until no positive instance remains in the training document collection. As the learning progresses, it constructs a number of generalized instances and stores them in GS.
The representative power function Rep(G) for a generalized instance G is defined as follows:
where K is the set of k nearest neighbors of G, I + is a positive instance in K and rank(I + ) denotes the ranking of the instance I + in the set K according to the similarity metric. Large value for Rep(G) implies that more positive instances are found in the set of k nearest neighbors of G.
A variety of methods can be used for the generalization task in Step 9. We have tried two methods based on the Rocchio and Widrow-Hoff (WH) algorithms. Let P k and N k be the set of positive and negative instances in k nearest neighbors of G respectively. The generalization process based on the Rocchio algorithm is given as follows:
where η is the parameter that adjusts the relative impact of positive and negative neighboring instances. The summation is taken as the vector addition. |S| denotes the cardinality of the set S.
The generalization function based on the WH algorithm processes each instance in k nearest neighbors of G one by one in each iteration. Let G i denote the intermediate value of the generalized instance at the i-th iteration. Initially, the elements in the generalized instance is set to all zeros denoted by G 0 = − → 0 . At each iteration, G i+1 is computed from G i and the current instance I i .
where η > 0 is a parameter that controls how quickly G i is allowed to change. L i is the class label of the instance I i . L i is 1 if I i is a positive instance and 0 if I i is a negative instance. The final generalized instance G k+1 is the required result for G .
The GIS algorithm learns from the training document collection and produces a classifier represented by a set of generalized instances. The classifier can then be used for classification by computing a score of a request document X. This score is computed as the weighted sum of the similarity metric of each generalized instance G. We define Assoc(G, C) as the association factor between the generalized instance G and the category C. This association factor can be easily calculated during the learning phase as follows:
where P is the number of positive instances in the training set. As a result, the final score denoted by the function Score for the request document X is calculated by:
If this score is greater than a threshold value θ, the category C is assigned to document X.
Experimental Results of GIS approach on Categorization

Experimental Setup
We have implemented our GIS algorithm, the ExpNet (k-NN) algorithm, the basic Rocchio algorithm and the basic Widrow-Hoff (WH) algorithm. Extensive experiments have been conducted on two large-scale document corpora, namely the OHSUMED collection and the Reuters-21578 collection. We divided the 21,578 documents in the Reuters-21578 collection according to the "ModApte" split into a training document collection and a testing document collection. There are 9,603 training documents and 3,299 testing documents similar to the one used in Dumais et al. [4] . For each category, we used the training document collection to learn a classification scheme which is used for classifying documents in the testing document collection and compared the result with the manual classification. We chose those 90 categories that appear in at least one training document and one testing document.
The OHSUMED collection is a bibliographical medical document collection. We used 50,216 documents in 1991 which have abstracts. There are total 14,626 distinct main headings in the OHSUMED records. In our experiment, we chose the set of 119 MeSH categories from the heart disease categories. The OHSUMED corpus is difficult to learn for a good classifier since the documents are rather noisy.
To measure the performance, we use the micro-averaged recall and precision break-even point measure (MBE) [10] . In micro-averaged recall and precision breakeven point measure, the total number of false positive, false negative, true positive, and true negative are computed across all categories. These totals are used to compute the micro-recall and micro-precision. Then we use the interpolation to find the break-even point.
Results
For Reuters collection, the best performance achieved under the MBE when η = 1 for Rocchio, and when k = 50 for k-NN. Figure 2 depicts the MBE measures of each algorithm on all 90 categories in the Reuters-21578 corpus. It shows that GIS-W performs much better than the basic linear classifiers including Rocchio and WH. Table 1 summarizes the performance of all categories in the Reuters corpus. Using the MBE measure, GIS-W algorithm has 8.89% improvement over Rocchio, 3.05% over WH, 5.36% over k-NN and 0.48% over SVM.
For OHSUMED collection, the best performance achieved under the MBE when η = 1 for Rocchio, and when η = 100 for k-NN. Figure 3 depicts the MBE point of each algorithm on all 90 categories in the OHSUMED corpus. It shows that, while GIS-R maintains a higher recall and precision than both k-NN and Rocchio, GIS-W shows a higher recall and precision than other individual classifiers on average. Table 1 summarizes the performance of all categories in OHSUMED corpus. The last four columns show the improvement of GIS over the other four algorithms respectively. Using the MBE measure, GIS-W algorithm has 15.67% improvement over Rocchio, 5.62% improvement over WH, 9.18% improvement over k-NN and 8.16% improvement over SVM. 
Meta-Model Framework
Overview
The extensive research in text categorization results in a lot of different types of classification algorithms. State-of-the-art classification algorithms, such as k-NN, Rocchio, WH and SVM, have been reported to have good performances over other existing classifiers in the literature. In order to combine the strength of different classification approaches to further increase the overall performance, several recent researches have proposed multistrategy learning or combination of classifiers.
Yang et al. [15] proposed the Best Overall Results Generator (BORG) system which combined classification methods linearly, using simple equal weight for each classifier in the Topic Detection and Tracking (TDT) domain. Classification methods included Rocchio, kNN and Language Modeling. Larkey et al. [9] reported improved performance, by using new query formulation and weighting methods, in the context of text categorization by combining three classifiers, namely k-NN, relevance feedback and Bayesian independence classifiers. Instead of applying method combination on text categorization, Hull at al. [5] examined various combination strategies in the context of document filtering. Learning algorithms included Rocchio, Nearest Neighbor, Linear Discriminant Analysis and Neural Net. Chan and Stolfo [2] presented their evaluation of simple voting and meta-learning on partitioned data, through inductive learning. Ting and Witten [11] demonstrated the effectiveness of stacked generalization for combining different types of learning algorithms. By combining a high-level model with low-level models, a better predictive accuracy was found.
Our preliminary results show that, though a particular algorithm obtains a better overall performance, it is not guaranteed that its performance is best for each category. This can be attributed to the fact that algorithms perform differently for different categories, which exhibit specific nature or different characteristics among categories. Motivated by such observation, we propose a meta-model framework for text categorization, based on multivariate regression analysis, by capturing category specific feature characteristics. We introduce document feature characteristics, which can capture some inherent properties of a particular category. Different from existing categorization methods, instead of applying a single algorithm for all categories, our new meta-model approach can automatically recommend a suitable algorithm, from an algorithm pool, for each category based on the category specific statistical characteristics.
To combine and unify the strength of different classifiers, the technique of multivariate regression analysis is integrated into our meta-model, which can automatically recommend a suitable algorithm for each category during the process of categorization. To achieve this task, we employ a learning approach by learning the relationship between the feature characteristics and the classification errors with the use of multivariate regression analysis for each algorithm. The learned relationship is expressed by sets of parameter estimates, based on which, suitable classification algorithms are recommended and applied on the validation data. Document feature characteristics, on category basis, are simply statistics which can be regarded as the descriptive summary for each category. Normalized document feature statistics are fitted into our meta-model as independent variables. The problem of predicting the expected classification error of an algorithm for a category, therefore, can be interpreted as a function of feature characteristics.
The Meta-Model Algorithm
In our meta-model, we make use of categorical feature characteristics and classification errors. In particular, we wish to predict the classification error for a category based on the feature characteristics. This is achieved by a learning approach based on regression model, in which, the document feature characteristics are the independent variables, while the classification error of an algorithm is the dependent variable. Feature characteristics are derived from the categories. Two sets of feature characteristics are collected separately from training set and tuning set. Statistics from training set are for parameter estimations. Together with the estimated parameters, the statistics from tuning set are used for predicting the classification error of an algorithm for a category. The algorithm with the minimum estimated classification error for a category will be recommended for that category during the testing, or validation, phase. Classification errors need to undergo a logistic transformation to yield the response variable, or the dependent variable, for the meta-model. The transformation ensures that the fitted error to be in the range from 0 to 1. Consider the ith category and the jth algorithm. The response variable, y ij is related to the feature characteristics by the following regression model:
where e ij is the classification error, obtained for the ith category by using the jth algorithm. F k i is the kth feature characteristic in the ith category. The number of feature characteristics used in the meta-model is p. β k j is the parameter estimate for the kth feature, by using algorithm j. ij is assumed to follow an N (0,var( ij )). Based on the regression model above, the outline of meta-model for text categorization is given in Figure 4 .
Input: The training set T R and tuning set T U
An algorithm pool A and categories set C
1) Repeat 2)
Pick one algorithm ALG j from A.
3)
For each category
Apply ALG j on T R for C i to yield a classifier CF ij .
5)
Apply CF ij on T U for C i to yield classification error e ij .
6)
Take logistic transformation on e ij to yield y ij for later parameter estimation.
7)
End For 8)
Estimate β k j (k=0,1,2,...,p) for ALG j by fitting y ij and F k i (in T R) into the regression model.
9)
Until no more algorithms in A.
10) For each category
13)
Estimate the classification error e ij by fitting β k j and corresponding F k i (in T U) into the regression model.
14)
If e ij is minimum, recommend ALG j for C i as the output.
15)
16) End For
Figure 4. The Meta-Model algorithm
Step 1 to 9, in Figure 4 , aims to estimate a set of betas ( β k j ), the parameter estimates of the feature characteristics in the regression model, for each individual algorithm. In Step 2, an algorithm, with optimized parameter settings, is picked from the algorithm pool. By repeating Step 3 to 7, the algorithm is applied on training and tuning examples to yield classification errors of the classifier for all categories. Documents in tuning set, as shown in Step 5, are used for obtaining the classification performance, and so the classification error, of a trained classifier for each category. A set of betas, belonging to the algorithm being considered, can be obtained by fitting all classification errors of the categories, and their corresponding feature characteristics in the training set, into the regression model. After Step 9, there will be j sets of estimated parameters, the betas, which are then used for the subsequent steps.
The predictions on the classification errors of the involved algorithms are made from Step 10 to Step 16. In Step 12, one algorithm with the same optimized parameter settings as in Step 2, is picked from the algorithm pool. The corresponding set of betas of the selected algorithm, together with the feature characteristics of a category in the tuning set, will be fitted into the regression model, in Step 13, to give the estimated classification errors of the algorithm on the category. Decisions, about which algorithm will be applied on the category, are based on the predicted minimum classification errors in Step 14. After Step 16, classification algorithms are recommended for categories, and the recommended algorithm will be applied to each category during the validation step. The robustness of the meta-model approach rests on its fully automatic estimations. The whole process, from parameter estimation to recommending algorithms for categories, is fully automatic.
Experiments and Results of Meta-Model
Experimental Setup
Currently, 7 feature characteristics are used in our regression model as independent variables: Two sets of normalized feature characteristics are collected separately from training set and tuning set. As illustrated in Step 8 and Step 13 in Figure 4 , the feature characteristics from these two data sets serve different purposes in the meta-model: feature characteristics from training set are combined for parameters estimation, while feature characteristics from tuning set are used for predicting classification errors, base on which algorithms are recommended. 6 classification algorithms have been integrated into our meta-model. They are Rocchio, WH, k-NN, SVM, GIS-R and GIS-W, with same optimized settings as mentioned in Section 4.2. These are six recent algorithms, each of which exhibits certain distinctive nature: Rocchio and WH are linear classifiers, k-NN is instancebased learning algorithm, SVM is based on Structural Risk Minimization Principle [12] and both GIS-R and GIS-W are based on generalized instance approach.
To investigate the incremental effect after combining more and better algorithms, we have also conducted experiments by changing the size of the algorithm pool for the meta-model. Results show that there is an incremental improvement by increasing the size of algorithm pool, with different and more robust classifiers.
By using our meta-model, extensive experiments have been conducted on the Reuters-21578 corpus. Similar to the setup in Section 4, "ModApte" split is applied to divide the corpus into training set, tuning set and testing set. There are 6000 training documents, 3603 tuning documents, and 3299 testing documents. Performance is measured by micro-averaged recall and precision break-even point measure and macro-averaged recall and precision break-even point measure. Table 1 shows that GIS-W outperforms other classification algorithms based on micro-averaged recall and precision break-even point and macro-averaged recall and precision break-even point of the ten most frequent categories respectively. Our results show that though GIS-W shows a better overall performance, the performance of other algorithms in some categories is comparable to, or even better than, that of GIS-W. This demonstrates that an algorithm, with best overall measures, does not guarantee that its performance is best for all categories. Our meta-model for text categorization can further enhance the classification performance in this aspect. Table 2 shows the parameter estimates for the document feature characteristics of different algorithms in the meta-model. By fitting the parameter estimates and corresponding feature characteristics, on category basis, into the meta-model, the estimated classification errors of different algorithms on categories can be obtained. It should be noted that, a negative parameter estimate will lead to a smaller estimated classification error for an algorithm on a category. Besides, a feature characteristic with a large negative parameter estimate, will make itself a more important feature in voting for the algorithm than other features. For example, as seen from Table 2 , AvgTermThre has favourable impacts for WH, GISR and GISW. Besides of comparing the performance of our meta-model over individual component algorithms, we are also interested in investigating how good we are doing when compared with the ideal combination of algorithms, which we set up as another benchmark of the meta-model performance. The ideal combination of algorithms is composed of the best algorithms, which outperform all the other algorithms within a category. Since the ideal combination always consists of the best algorithm for each category, it sets an upper bound for the amount of improvement that can be made under our meta-model. Table 4 shows the comparison of performances, under different groups of categories, between meta-model (M-Model) and the ideal combination (IDEAL). Based on the utility measures as shown in the table, we will look into how much improvement the meta-model (M+(%)) has achieved within the improvement bound (I+(%)) set by the ideal combination in Table 5 . In Table 5 , among all other algorithms, the classification improvement made by either meta-model (M+(%)) or the ideal combination (I+(%)) over Rocchio is the largest, more than 10%, in all aspects. Apart from improvement for frequent categories, the meta-model can also achieve improvement for other rare categories (Remaining 80 Macro BE). The table also shows that the improvement made by meta-model over individual component algorithms is quite impressive, when considering the improvement bound set by the ideal combination (I+(%)). Improvement achieved by meta-model within the improvement bound of the ideal combination (M + /I + (%)) is also presented in the table. As for Top 10 Macro BE, when compared with Rocchio and k-NN, the meta-model has attained more than 90% of the improvement bound. Table 6 shows that incremental improvement can be obtained as more robust and more classifiers are included in the algorithm pool of the meta-model. Performance obtained after adding GIS-R to Combination 1 is increased under different groups of categories. After replacing GIS-W with GIS-R, the improvement over Combination 1 is more significant. After adding the robust SVM to Combination 3, performance, measured by micro-averaged recall and precision break-even point measures (All 90 Micro BE), is further increased, as indicated in Combination 4. Combination 5 is actually the whole algorithm pool of our meta-model. The results demonstrate that our meta-model is not limited to combining a fixed number of classifiers, or combining classifiers of same type, instead, it allows flexible additions or substitutions of different classifiers in its algorithm pool.
Results and Discussion
Conclusions
We have developed a similarity-based textual document categorization method called the generalized instance set (GIS) algorithm. GIS integrates the advantages of linear classifiers and k-nearest neighbour algorithm by generalization of selected instances. Experimental results show that our new approach outperforms the k-NN approach, linear classifiers and the latest SVM in most of the experiments. To further enhance the performance, we have proposed a meta-model framework which combines the strength of different variants of GIS algorithm as well as state-of-theart existing algorithms using multivariate regression analysis on document feature characteristics. Different from existing categorization methods, our proposed metamodel can automatically recommend a suitable algorithm for each category based on the category-specific statistical characteristics. We have demonstrated our contributions including the application of meta-model approach on text categorization, resulting in enhanced classification performance, and the concrete experimental results to support our approach that our meta-model shows a better performance than existing algorithms such as k-NN, SVM and linear classifiers, namely WH and Rocchio.
