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The analysis of fluctuations generated by a thermal reservoir has produced many results through-
out the history of science, ranging from the verification of the atomic hypothesis, running through
critical phenomena to the most recent advances in the description of non-equilibrium thermodynamic
processes. Motivated by recent theoretical and experimental works, we analyze the non-equilibrium
and equilibrium fluctuations caused by a finite and chaotic heat bath in a simple system of interest.
Finite bath and system of interest give rise to a non-ergodic composite system when interacting
with each other. We have characterized the equilibrium distribution induced by the finite bath and
numerically verified the finite-bath fluctuation theorem. We have also verified the convergence of
our results to Crooks’ fluctuation theorem as the number of degrees of freedom of the finite bath
increases while the non-ergodic character remains.
I. INTRODUCTION
The fluctuations induced by a thermal reservoir, i.e., a
system whose thermal capacity is infinitely large, are one
of the most studied physical phenomena up to date. Its
historical importance can be recognized in the formula-
tion of the kinetic theory of gases [1, 2], in the verification
of the atomic hypothesis through the study of the Brow-
nian motion [3] and, more recently, in the understanding
of phase transitions [4] and the non-equilibrium phenom-
ena [5–16]. In all these cases, the thermal reservoir is
considered to be a system that has, for all intents and
purposes, an infinitely higher number of degrees of free-
dom than the system of interest itself.
Statistical mechanics has been successfully applied to
described equilibrium fluctuations of macroscopic sys-
tems. However, recent theoretical and experimental de-
velopments have motivated the investigation of the fluc-
tuations generated by finite baths [17–29] extrapolating
the standard description to the situation in which sys-
tems of few degrees of freedom are considered.
In this case, the thermal bath to which the system of
interest is coupled to does not have an infinite heat ca-
pacity, and it is influenced by the coupling. However, it is
well-known that phenomena such as dissipation and ther-
malization, usually attributed to the coupling to thermal
reservoirs, can still be observed in this new regime [30–
38]. Another feature already reported in the literature
is that the canonical distribution is no longer the one
describing the equilibrium fluctuations. Under certain
conditions, it can be shown that the equilibrium distri-
bution of a system coupled to a finite bath is given by a
power law [39–42]. Nevertheless, in the light of the heat
theorem, originally introduced in the nineteenth century
by Clausius, it is still possible to define thermodynamic
quantities such as entropy on mesoscopic scales [40–44].
In the context of non-equilibrium fluctuations, most
of the investigations since the pioneering work by Boltz-
mann on the transport equation [2] have considered the
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coupling to standard reservoirs of heat and particles
whose intensive thermodynamic state variables such as
temperature and chemical potential remain always con-
stant. However, some results recently reported have re-
laxed such conditions (see Ref. [45]). Among them, an
analog of Crooks’ fluctuation theorem has been derived
for thermal baths of mesoscopic scales whose finite heat
capacity must be energy-independent [46]. Additionally,
system of interest plus thermal bath must be an ergodic
system [47].
In this work, we characterize the equilibrium and non-
equilibrium fluctuations caused by a finite thermal bath
of deterministic and chaotic dynamics when it is weakly
coupled to a test system, and the total system is con-
sidered to be isolated and non-ergodic. In both cases,
we vary the number of degrees of freedom of the bath,
maintaining the non-ergodic character of the composite
system. Regarding the non-equilibrium fluctuations, we
verify an agreement with the Crooks fluctuation theorem
as the number of degrees of freedom increases.
This work is organized in the following way: in Section
II, we introduce the model adopted by pointing out the
main aspects of it. Particularly, we present some prop-
erties of the bath that are necessary to observe the phe-
nomenon of relaxation in the system of interest. The re-
laxation itself is investigated in Section III. Subsequently,
in Section IV, we characterize the equilibrium state of the
system after the relaxation with the chaotic and finite
heat bath. In the Section V, the system is driven out of
equilibrium by two processes in order to investigate the
fluctuation theorem for finite baths.
II. MODEL
We consider an isolated system governed by the Hamil-
tonian
H = HS +HI +HB , (1)
where
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The system of interest, whose dynamics is given by
HS in Eq. (2), is a one-dimensional harmonic oscillator
(HO) with phase-space variables Q, P , and spring con-
stant k. The thermal bath is modeled as a collection
of non-interacting and identical two-dimensional quartic
systems (QS) (see Eq. (4)), whose microscopic states are
given by the phase-space variables (xi, yi, pxi , pyi), with
i = 1, · · · , N . The parameter a is the same for all of
them and assumes values between 0 and 1. The interac-
tion between the HO and the thermal bath is given by
the Hamiltonian HI , Eq. (3), which is essentially a bi-
linear coupling between the position coordinates xi and
Q. The coupling constant λN depends on the number N
of QS in the thermal bath. We use λN = λ/
√
N so that
the effective coupling between the HO and the thermal
bath becomes independent of N . This is so because the
back-action on the HO due to the coupling is in leading
order quadratic in λN (see Ref. [37] for more details).
We can intuitively conclude that the dynamics of the
complete system will be non-ergodic only by looking at
the Hamiltonians (1) to (4). Large portions of the whole
phase-space will be hardly explored due to the absence
of direct interaction among the several QS and the weak
interaction between the HO and each QS. Furthermore,
it was already shown that the Hamiltonian of a single QS
always has stable orbits [48]. However, the dynamics of
QS can be considered effectively ergodic (in the sense of
Ref. [39]) for certain values of the parameter a.
A. Properties of the QS Hamiltonian
We will now comment on the properties of a single
QS. Each QS Hamiltonian (defined by the terms un-
der the summation sign in Eq. (4)) is invariant under
a scaling transformation of momenta and position coor-
dinates so that the dynamics in different energy shells
are qualitatively the same and only change by a scaling
factor [49]. This property allows us to vary the QS’s
energy and time scales without changing its dynamical
regime. In fact, the dynamics is only controlled by the
parameter a in such way that the QS is integrable for
a = 1.0, effectively chaotic for a = 0.1 and mixed for in-
termediate values. This behavior can be observed using
Poincare´’s surfaces of sections. The Poincare´’s section
is a two-dimensional plane that sections the surface of
constant energy so that the trajectories of the system in-
tersecting it construct a map. For systems of two degrees
of freedom, the dynamic properties of the original four-
dimensional phase space are accurately reflected in this
map [50]. We see that, for a = 1 (see Fig.1a), all trajec-
tories present a complete regular behavior since energy
and angular momentum are conserved. In this case, one
can observe a clear distinction between trajectories with
positive and negative values of angular momentum. On
the other hand, for a = 0.5, Fig. 1b) shows a mixture
of regular and irregular behavior depicted in the panel
by smooth and dotted structures. Finally, for a = 0.1
(see Fig. 1c), the trajectories display approximately er-
godic behavior since the phase space points seem to be
uniformly distributed over the section.
The chaoticity of QS for a = 0.1 can be also verified
through the behavior of correlation functions. We have
calculated them numerically using symplectic algorithms
to integrate Hamilton’s equations [51]. We have done
that sampling several initial conditions with the same en-
ergy according to a microcanonical distribution. The re-
sult for the autocorrelation function 〈xi(0)xi(t)〉 is shown
in Fig. 2 together with a fitting by an exponential decay.
After a certain time, it is expected that the correlation
function tends to an equilibrium average value. In this
case, in particular, the average of xi over a microcanoni-
cal distribution is zero since the QS Hamiltonian remains
invariant when xi → −xi. In other words,
lim
t→∞〈xi(0)xi(t)〉 → 〈xi〉
2 = 0, (5)
where 〈·〉 denotes the microcanonical average.
Another indication of the QS chaoticity when a 1.0
is the self-relaxation shown in Fig.3. In this case, we
calculated numerically the time evolution of the average
value of the kinetic energy, KQS = (p
2
xi + p
2
yi)/2, first
by evolving initial conditions sampled from an approxi-
mately microcanonical distribution with a = 0.1 and en-
ergy value EQS = 0.01 fixed. We observe then that the
average value relaxes to a stationary value corresponding
the microcanonical average (see Appendix A). After a
certain time interval, the value of a was abruptly changed
to a = 0.12 and the average of KQS once more relaxes to
a new microcanonical average.
III. RELAXATION DUE TO A FINITE HEAT
BATH
To verify the fluctuation theorem for the model de-
scribed previously, we need first to find the equilibrium
distribution of HO due to the coupling to a collection of
QS. However, it is not evident that such equilibrium state
will exist. Hence, we will first show in this section that
our model does reach equilibrium and, in the next sec-
tion, we present numerical results that corroborate our
analytical expression for the equilibrium distribution.
We go back then to the model (1) and investigate the
relaxation between the HO and a collection of QS when
3FIG. 1. Poincare´ sections of a QS when the plane y = 0
and the condition py > 0 are considered for different values
of the a parameter: (a) a = 1, (b) a = 0.5, (c) a = 0.1.
These sections were obtained using the symplectic numerical
integrator of Ref. [51], with 100 initial conditions sampled
microcanonically with energy EQS = 0.5.
FIG. 2. Normalized correlation function, 〈xi(0)xi(t)〉/〈x2i (0)〉,
for the energy EQS = 0.5. The solid line corresponds to
the numerical result and the dashed line to the fit C(t) =
C(0)e−α t cos (γ t), where α and γ are free parameters and
C(0) = 〈x2i 〉. We used a = 0.1 and 106 initial conditions
sampled microcanonically.
FIG. 3. Time evolution of the ensemble average of KQS =
(p2xi + p
2
yi)/2 when the the value of a jumps from 0.1 to 0.12.
We used 106 initial conditions, an initial energy EQS = 0.01,
and a = 0.1 initially. After 500 units of time, we changed
the parameter a abruptly to 0.12. We let then the average of
KQS relax for another 500 units of time.
a = 0.1. For large values of N , we guarantee that each
QS is weakly coupled to the HO. On the other hand, we
have a large number of QS coupled to the HO. Thus, the
coupling strength between the HO and the collection of
QS is indeed controlled by the value of λ in Eq. (3).
As our starting point, we derive an analytic criterion
to determine that a system has reached the equilibrium
4when weakly coupled to a heat bath composed of N non-
interacting sub-systems. Assuming that the interaction
energy is negligible, the phase-space volume Ωtot(Etot) of
the total system enclosed by a surface of constant energy
Etot is given by [39]
Ωtot(Etot) =
∫
Htot≤Etot
dztot (6)
=
∫
HS≤Etot
dz
∫
HB≤Etot−HS
dzB (7)
=
∫
HS≤Etot
ΩB(Etot −HS)dz, (8)
where ztot, z and zB denote respectively the canonical
phase-space variables of the total system, of the system
of interest and of the heat bath. The last expression can
be written as [39]
Ωtot(Etot) =
∫ Etot
0
ωS(HS) ΩB(Etot −HS) dHS , (9)
where the density of states (DOS) ωS(E) is defined as
ωS(E) = ∂ ΩS(E)/∂E, HS is the Hamiltonian of the sys-
tem of interest and ΩB(EB) is the phase-space volume
enclosed by the surface HB(zB) = EB where HB is the
Hamiltonian of the heat bath.
As mentioned before, the N sub-systems in the heat
bath do not interact with each other and ΩB(Etot−HS)
can be further expressed as [39]
ΩB(Etot −HS) =∫ EB
0
dHB1
∫ EB−HB1
0
dHB2 . . .
∫ EB−∑N−2i=1 HBi
0
dHBN−1(
N−1∏
i=1
ωBi(HBi)
)
ΩBN
(
Etot −HS −
N−1∑
i=1
HBi
)
, (10)
where we denote by HBi the Hamiltonian of the ith sub-
system in the heat bath. Once more, the assumption
of weak coupling implies that Etot = HS + HB so that
HB =
∑N
i=1HBi = Etot −HS .
In fact, when both system and heat bath are macro-
scopic, the equilibrium between them is reached once
their temperatures are equal, i.e.,
TS = TB , (11)
with each temperature related to its corresponding en-
tropy S through the expression, T−1 = ∂S/∂E. We will
assume that condition (11), which is a consequence of the
maximal-entropy principle, also holds when the systems
are not in the thermodynamic limit [52] and we will ob-
tain their temperatures using the Gibbs entropy [52, 53],
namely, S = kB ln Ω(E), where kB is the Boltzmann con-
stant and Ω(E) is the phase-space volume enclosed by a
given energy shell.
We consider from now on that both phase-space vol-
umes, ΩS and ΩBi are power laws of the energies (see
Appendix B),
ΩS(ES) ∝ E κSS , ΩBi(EBi) ∝ E
κBi
Bi
. (12)
The Gibbs entropy, S = kB ln Ω, then gives us that
1
Tα
=
∂Sα
∂Eα
= kB
∂ ln Ωα
∂Eα
= kB
ωα
Ωα
= kB
κα
Eα
, (13)
where α can be either S or Bi. The quantities κS and
κBi are then clearly related to the microcanonical heat
capacities defined as follows (see Appendix B)
Cα =
(
∂
∂Eα
Tα(Eα)
)−1
= kB κα. (14)
Furthermore, we also notice that
Tα(Eα) =
Eα
Cα
. (15)
The phase-space volumes ΩS and ΩB can be obtained an-
alytically when the HO and the QS are considered as the
system of interest and a heat bath component, respec-
tively (see Appendix B for further information about ΩS
and ΩB). In particular, we obtain CS/kB = 1 for the HO
and C
(1)
B /kB = 3/2 for a single QS.
Condition (11) together with Eqs. (14) and (15) lead
then to the following relation between the equilibrium
energies E
(eq)
S of the system and E
(eq)
B of heat bath for
the model described by (1) to (4),
R = E
(eq)
S
E
(eq)
B
=
CS
CB
=
2
3N
. (16)
As in Appendix B, we denote here by CB = NC
(1)
B the
total heat capacity of the N non-interacting QS. Figure 4
shows the relaxation of HO energy for three different val-
ues of N . Numerical and analytical results for the cor-
responding ratios between the equilibrium energies are
shown in the Table I.
R N = 1 N = 10 N = 100
An. 0.67 0.067 0.0067
Num. 0.677± 0.002 (6.77± 0.02)10−2 (6.55± 0.02)10−3
TABLE I. Numerical (Num.) and analytical (An.) results of
the HO and heat bath equilibrium energy ratio R (16) for
N = 1, N = 10, and N = 100. The numerical results were
extracted from Fig. (4).
Condition (16) must be satisfied in the equilibrium
state when the interaction between system and heat bath
5is extremely weak. The good agreement between numer-
ical and analytical results shown in Table I is an indica-
tion that the value chosen for λ in fact leads to a weak
coupling regime.
FIG. 4. Relaxation of the HO average energyHS (see Eq. (2))
for different numbers of QS in the heat bath. The system and
bath initial conditions were sampled microcanonically with
the respective energies ES = 19.7, and EB = 10
−5. The red
(N = 1), green (N = 10) and blue (N = 100) curves were ob-
tained with 105, 102 and 10 initial conditions, respectively. As
the number of degrees of freedom increases, wide fluctuations
are smoothed out and a smaller number of initial conditions
is required to obtained good average values. The numerical
results were obtained with a = 0.1, k = 0.3 and λ = 0.1.
IV. EQUILIBRIUM DISTRIBUTION DUE TO A
FINITE BATH
The equilibrium distribution of a system of interest
weakly coupled to a heat bath is given by the following
probability distribution function (PDF) when the total
system is ergodic [39, 46]
ρ(z, k) =
ωB(Etot −HS(z, k))
ωtot(Etot)
, (17)
where z denotes the phase-space variables and ωB(Etot−
HS(z, k)) is the bath DOS evaluated at energy Etot −
HS(z, k). When the heat bath is a collection of N non-
interacting components, the total system is certainly not
ergodic (see Sec. II). However, we will show that, surpris-
ingly, Eq. (17) remains valid for our model.
The DOS ωB(EB) of our finite bath is obtained deriv-
ing Eq. (10) with respect to EB . If the DOS of each com-
ponent is a power-law then Eq. (10) leads to a ωB(EB)
which is also a power-law (see Appendix B). In this case,
it is possible to rewrite the equilibrium PDF as [40, 46]
ρ(z, US , k) = N−1
[
1− (HS(z, k)− US)
CBT
]CB
kB −1
+
, (18)
where CB is the finite-bath heat capacity (see Eq. (14))
and the normalization factor N is the following function
of US and k,
N (US , k) =
∫
dz
[
1− (HS(z, k)− US)
CBT
]CB
kB −1
+
. (19)
The quantity US represents the internal energy of the
system and T is the equilibrium temperature between
system and bath. They are defined as
US
.
= 〈HS〉ρ, and T .= 〈KS〉ρ, (20)
where 〈·〉ρ denotes the phase-space average using the
PDF (18) and KS is the kinetic-energy part ofHS . Equa-
tions (20) can be understood as implicit equations either
for US(T, k) or T (US , k). The total energy in equilibrium
is Etot = US+CBT where CBT represents the finite bath
internal energy UB (see Eq. (15)). Additionally, the sym-
bol [x]+ is defined as [x]+ = xΘ(x) with Θ(x) denoting
the Heaviside step function. This accounts for the sharp
cutoff that must exist in the PDF (18) when the sys-
tem’s energy reaches Etot. It can be shown that Eq. (18)
furnishes a statistical-mechanical description as valid as
those obtained from the well-known equilibrium ensem-
bles. We refer to [40–42] for more details.
We have verified numerically that, for the model given
by Eqs. (2) to (4), the equilibrium distribution of the HO
indeed follows Eq. (18) (see Figs. 5 and 6). As shown in
Fig. 4, the average value HS reaches a steady value after
approximately 5000 units of time (u.t.), suggesting that
the HO is in its equilibrium state at that moment. Thus,
we defined τS = 5000 u.t. as the relaxation time of the
HO. To obtain the HO energy distribution numerically,
we have simulated the contact between the HO and its
heat bath (4) up to the time interval τS . The energies
sampled from the ensemble of trajectories evolved up to
τS are shown in the histograms of Figs. 5 and 6 for two
different values of N . Both figures also show the fitting
of the histograms by the expression
f(HS , k) = A
(
1− 1
CBT
(HS − US)
)CB
kB −1
, (21)
where A as the only free parameter and the values of US
and T taken from the relaxation curves of Fig. 4. The
value of CB/kB was taken equal to its analytical predic-
tion, namely, CB/kB = NC
(1)
B /kB = 3N/2. One notices
a good agreement between the analytical expression and
the numerical histograms.
6The insets of Figs. 5 and 6 show the angular distri-
bution obtained numerically. The angle θ is defined ac-
cording to the parameterization P =
√
2HS sin θ, Q =√
2HS/k cos θ, where P and Q are the momentum and
position appearing in the HO Hamiltonian (2). The ex-
pression (21) is proportional to the marginal distribu-
tion ρ (HS , k) of (18). The other marginal distribution,
ρ(θ, k), is obtained as follows
ρ(θ, k) =
∫ ∞
0
ρ (z(HS , θ), k) J(HS , θ) dHS , (22)
where J(HS , θ) denotes the Jacobian of the transforma-
tion (P,Q) → (HS , θ). Since Eq. (18) and J(HS , θ) are
independent of θ for the HO, the marginal distribution
ρ(θ, k) must be uniform. In the inset of Fig. 5, we have
the numerical result for this marginal considering N = 1.
A fit given by the linear expression f(θ) = bθ + c gives
b = 0 and c = 0.03 (similar results were obtained for the
inset of Fig. (6)). Thus, the two marginals confirm that
the equilibrium statistics of the HO does follow Eq. (18)
for our model.
FIG. 5. Distributions of energy and angle of the HO in equi-
librium with a single QS (N = 1). The figure shows the energy
histogram (blue bar histogram), and the fit (21) (black dotted
line). Inset: distribution of angles (red bar histogram), and
the fit (black dotted line) f(θ) = bθ + c. We sampled micro-
canonically 105 initial conditions with ES = 19.7, EB = 10
−5,
a = 0.1, k = 0.3, and λ = 0.1.
It can be shown that the distribution (18) interpolates
between the canonical, ρc, and the microcanonical, ρmc,
PDFs as the heat capacity CB of the heat bath varies
[46]. In other words, Eq. (18) leads to
lim
CB/kB→∞
ρ = ρc =
e−βHS(z,k)
Z(β, k) , (23)
lim
CB/kB→0
ρ = ρmc =
δ(US −HS(z, k))
ω(US , k)
. (24)
In particular, for N = 10, the DOS obtained via Eq. (10),
ωB(EB) ∝ E14B , gives CB/kB = 15 (see Appendix B).
Figure 6 shows that the corresponding PDF is already
very close to a canonical distribution with the same
temperature. A fit given by the expression f(T ) =
A exp (−HS/kBT ), with A as the free parameter and T
obtained from Fig. 4, was applied to the numerical data.
One can notice a good agreement between the numeri-
cal result and both fits. In this regime, the finite bath
is large enough so that it can be almost treated as an
usual thermal reservoir. Furthermore, we computed the
distribution of angles for N = 10. The values of b and c
obtained form the fit f(θ) = bθ + c were essentially the
same as in the case of a single QS.
FIG. 6. Distributions of energy and angle of the HO in equi-
librium with ten QS (N = 10). The figure shows the energy
histogram (blue bar histogram), the fit (21) (black dotted
line), and the fit of a canonical distribution (salmon dashed
line). Inset: distribution of angles (red bar histogram), and
the fit (black dotted line) f(θ) = bθ + c. We sampled micro-
canonically 105 initial conditions with ES = 19.7, EB = 10
−5,
a = 0.1, k = 0.3, and λ = 0.1.
Once we have properly characterized the equilibrium
state of the system interacting with the finite bath, we
can now study the non-equilibrium fluctuations in this
mesoscopic scale.
7V. FLUCTUATION THEOREM
The nonequilibrium work statistics of our model is con-
structed following Ref. [46]. After equilibration, the HO
is decoupled from the heat bath and the spring constant
k is varied according to a given protocol k(t) between
times ti and tf . Since the HO is isolated, the work per-
formed on the system in each realization of the protocol
is HS(zf , kf ) − HS(zi, ki), where zi,f and ki,f are the
phase-space points and spring constant values at ti,f . In
particular, zf = z(tf , ti, zi) is the solution of Hamilton’s
equations of motion with initial condition zi and the pro-
tocol k(t). The work distribution in this process is thus
given by the expression
ρF (W) = 1Ni
∫
dzi δ(HS(zf , kf )−HS(zi, ki)−W)
×
[
1−
(HS(zi, ki)− US,i
CBTi
)]CB
kB −1
+
,
(25)
where US,i is the initial value of the internal energy,
Ti = T (US,i, ki) is the initial temperature, defined by
Eq. (20) and Ni = N (US,i, ki) is given by Eq. ((19)). For
simplicity of notation, we label all quantities by a sub-
script i or f , depending on whether the quantity is taken
at initial or final values of k and z.
Similarly, the work distribution for the reverse protocol
reads
ρR(−W) = 1Nf
∫
dzf δ(HS(zi, ki)−HS(zf , kf ) +W)
×
[
1−
(HS(zf , kf )− US,f
CBTf
)]CB
kB −1
+
,
(26)
where now zi = z(ti, tf , zf ) is the solution of Hamil-
ton’s equations of motion with initial condition zf =
(Qf ,−Pf ) and the time reversal of the protocol k(t). In
this case, the work done on the system in each realization
of the protocol is HS,i −HS,f .
Analogously to Crooks’ fluctuation theorem, we can
express the ratio between ρF (W) and ρR(−W) as [46]
ρF (W)
ρR(−W) =
(
Tf
Ti
)CB
kB −1
e∆S/kB , (27)
where S is the thermodynamic entropy in the ensemble
(18) given by [46] (see also Appendix C)
S = kB ln [N (US , k)]. (28)
The ratio (27) is solely written in terms of quantities rel-
ative to the equilibrium states of the system. As we will
see, the final temperature Tf contains the work depen-
dence on the right side of that equation. In fact, con-
sidering the first law of thermodynamics for the whole
system, we have that ∆UB + ∆US =W. Thus, we have
Tf = Ti +
W
(CB + kB)
, (29)
since UB = CBT and US = kBT for the HO (see Ap-
pendix B). Additionally, the term in the exponential ap-
pearing in Eq. (27) is the entropy change ∆S defined in
(28). As shown in Appendix C, the entropy variation can
be expressed in terms of the temperatures in the follow-
ing way. The normalization function for the HO is
N (US , k) =
(
5
3
) 1
2 2pi√
k
kB T (US). (30)
Thus, we obtain the following expression for the variation
in entropy between two equilibrium states induced by a
finite bath,
∆S
kB
= ln
[
Tf
Ti
(
ki
kf
) 1
2
]
. (31)
Finally, the analytic expression for the fluctuation theo-
rem of our model reads
ρF (W)
ρR(−W) =
(
ki
kf
) 1
2
[
1 +
W
(1 + CB/kB)US,i
]CB/kB
.
(32)
In the following, we will compare this analytical result
with numerical simulations of the work distributions for
the model (1). Essentially, we have estimated numeri-
cally the ratio ρF (W)/ρR(−W). In order to do so, we
have considered the following procedure in obtaining the
numerical data,
1. The HO thermalizes with the finite bath at tem-
perature Ti;
2. The HO is then decoupled from the bath;
3. We perform the forward protocol on the HO, chang-
ing the spring constant k from ki to kf . In this
process, the work WF is performed;
4. HO and bath are placed in contact again until
the new equilibrium state at temperature Tf =
Tf (WF ) is reached;
5. Again, the HO and the bath are decoupled;
6. The reverse protocol is performed on the system,
changing k from kf to ki. The work done is WR.
8In order to find ρF (W), we have integrated numerically
the corresponding equations of motion in steps 1 and 3.
Two distinct finite baths of model (1) were considered,
namely, a single QS (N = 1) and a collection of ten QS
(N = 10). After decoupling the HO and the finite bath,
we performed a linear protocol with duration τ = τS/2
taking k from ki = 0.3 to kf = 0.9. As pointed out
before, after the reverse process, the equilibrium state of
the system depends on the work done in the forward pro-
cess. This dependence manifests itself through the equi-
librium temperature. Hence, for different values of work
performed on the system in the forward process, it is ex-
pected that the system reaches different final equilibrium
states after step 4. In other words, the initial equilibrium
ensemble splits into several final equilibrium ensembles
after the second thermalization step. Thus, steps 5 and
6 were performed for each of these different equilibrium
ensembles. After acquiring the corresponding work his-
tograms, we compiled them into a single ρR(W) which
was properly normalized. The work distributions ρF (W)
and ρR(W) presented in Figs. 7 and 9 were obtained from
the procedure just described.
FIG. 7. Work distributions ρF (W) and ρR(−W) for the for-
ward and reverse processes, respectively, and for N = 1. We
sampled microcanonically 105 initial conditions ES = 3.0,
EB = 10
−2, a = 0.1, k = 0.3, and λ = 0.1. After equilibra-
tion, US,i = 1.23. The value of k was changed from 0.3 to 0.9
within a time interval τS/2 using a linear protocol.
As mentioned before, the work distributions (25) and
(26), as well as the equilibrium distribution (18), have a
cutoff energy, which is more evident in Fig. 5 and 7. This
leads to spurious results when we take the ratio between
the two distributions close to the cutoff value. Hence, we
tested various stopping criteria for the calculation of the
ratio to avoid this problem. For the histograms shown
in Fig. 7 (N = 1), the ratio was calculated for the first
thirteen intervals of values of work. This is essential for
a good comparison with the analytical prediction of the
fluctuation theorem.
FIG. 8. Comparison between analytical (blue dashed line),
Eq. (32), and numerical results (dark blue dots) for the ra-
tio ρF (W)/ρR(−W). The numerical results were obtained
from the ratio of the histograms shown in Fig. 7 up to
the thirteenth interval of work values. The salmon dotted
line corresponds to Crooks’ fluctuation theorem. We used
US,i = kBTi = 1.23, kf = 0.9 and ki = 0.3. The same values
were used to calculate the free energy difference ∆F (see Eq.
(34)).
The comparison between numerical and analytical re-
sults is presented in Fig. 8. It is clear that there is a good
agreement although the total system has only three de-
grees of freedom (N = 1). Since the fluctuation theorem
is understood as a detailed information about thermody-
namic time asymmetry, our model suggests that this may
exist even in small systems. Figure 8 also shows that, for
N = 1, our results are quite distinct from Crooks’ fluc-
tuation theorem evaluated for the same values of k and
temperature (there is only one temperature in this case
and we chose it to be Ti). Despite of this, a decrease
in this distinction is expected as the number of degrees
freedom of the bath increases. This is supported by the
analysis performed in Ref. [46] about what happens when
CB increases. In the limit CB/kB →∞, Eq. (27) goes to
ρCB→∞F (W)
ρCB→∞R (−W)
=
Zf (T, kf )
Zi(T, ki) e
βW , (33)
where Z(T, k) denotes the canonical partition function.
For the HO,
Zf (T, kf )
Zi(T, ki) = e
−β∆F =
√
ki
kf
(34)
Figure 9 shows the work distributions obtained numer-
ically for N = 10 using the same protocol k(t) as in the
9N = 1 case. Figure 10 shows the comparison between
numerical results and analytical predictions for the ra-
tio ρF (W)/ρR(−W) according to finite bath and Crooks’
fluctuation theorems. In this case, the histograms of
Fig. 9 were divided up to the first sixteen intervals of
work values. We observe a very good agreement in this
range, even with Crooks’ fluctuation theorem.
FIG. 9. Work distributions ρF (W) and ρR(−W) for the for-
ward and reverse processes, respectively, and for N = 10. We
sampled microcanonically 105 initial conditions with ES =
19.7, EB = 10
−5, a = 0.1, k = 0.3, and λ = 0.1. After equili-
bration, US,i = 1.29. The value of k was changed from 0.3 to
0.9 within a time interval τS/2 using a linear protocol.
VI. CONCLUSIONS
We have shown that the nonequilibrium fluctuations
of a certain non-ergodic Hamiltonian system, described
by Eqs. (1) to (4), follow the fluctuation theorem. Such
system is composed of a part of interest (with only one de-
gree of freedom) which is weakly interacting with another
part treated as a finite heat bath. A good agreement with
the fluctuation theorem was verified even when the bath
had a very small number of degrees of freedom, namely,
two. In this case, chaotic behavior is already possible if
the system lacks two constants of motion in involution
[50]. As discussed in Secs. II and III, the proposed model
allows for a easy control of its dynamical behavior and
all results were obtained keeping each sub-system of the
heat bath strongly chaotic. Such behavior plays an im-
portant role in several aspects of our results, especially
the relaxation mechanism. However, there are indeed
sets of initial conditions for which the numerical results
deviate strongly from the analytical predictions of both
equilibrium and nonequilibrium fluctuations even when
the chaotic behavior remains. For some of these initial
FIG. 10. Comparison between analytical (blue dashed line),
Eq. (32), numerical results (dark blue dots) for the ratio
ρF (W)/ρR(−W). The numerical results were obtained from
the ratio of the histograms shown in Fig. 9 up to the sixteenth
interval of work values. The salmon dotted line corresponds
to Crooks’ fluctuation theorem. We used US,i = kBTi = 1.29,
kf = 0.9 and ki = 0.3. The same values were used in Eq. (34).
conditions, even the relaxation to an equilibrium state
is hardly observed. We have found empirically that the
best agreement between analytical and numerical results
happens when most part of the total initial energy is
given to the system of interest. This can be intuitively
understood if we admit that the increment of the energy
of each component of the heat bath favors the occupation
of non-ergodic parts of the phase space. A more accurate
analysis of the dynamical behavior presented by different
sets of initial conditions deserves further investigations.
The model we have studied, although non-ergodic and
chaotic, allows for an analytical description of the equi-
librium distribution induced by the finite heat bath on
the system of interest. This was essential for a compari-
son between numerical results and analytical predictions
about the ratio of the nonequilibrium work distributions.
We believe that the example we have provided helps to
expand the already broad range of applicability of the
fluctuation theorem.
Appendix A: Averages in the microcanonical
ensemble
We show how to calculate microcanonical averages for
the QS Hamiltonian given by
H = p
2
x + p
2
y
2
+
x2y2
2
+ a
(x4 + y4)
4
. (A1)
10
The microcanonical phase-space distribution reads
ρ(z, E, a) =
δ(H(z, a)− E)∫
δ(H(z, a)− E) dz , (A2)
where δ(x) is the Dirac delta function. For easier manip-
ulation of this distribution, we perform a transformation
of variables from z = (x, y, px, py) to (H, ψ, θ, φ) given by
x2 =
√
2H
cos 2θ
(
cos θ√
1 + a
+
sin θ√
1− a
)
sinψ,
y2 =
√
2H
cos 2θ
(
cos θ√
1 + a
− sin θ√
1− a
)
sinψ, (A3)
px =
√
2H cosϕ cosψ,
py =
√
2H sinϕ cosψ,
where 0 < H < ∞, 0 < ψ < pi2 , 0 < θ < 12 arccos a,
and 0 < ϕ < 2pi. The Jacobian of this transformation
J(H, ψ, θ, ϕ) is defined by the equation,
J(H, ψ, θ, ϕ) =
√
H
2 cos 2θ(cos 2θ − a) cosψ. (A4)
In this case, the microcanonical distribution (A2) is
rewritten as
ρ(H, E, a) = δ(H− E)∫
J(H, ψ, θ, ϕ)δ(H− E) dH dψ dθ dϕ.
(A5)
Thus, the average of any dynamical observable in this
ensemble is
〈O〉 =
∫
O(z) ρ(z, E, a) dz
=
∫ O(E,ψ, θ, ϕ) J(E,ψ, θ, ϕ)dψdθdϕ∫
J(E,ψ, θ, ϕ) dψdθdϕ
. (A6)
In particular, when O = KQS = (p2x + p2y)/2, we obtain
〈KQS〉 = E
∫ pi/2
0
cosψ3 dψ =
2E
3
. (A7)
Appendix B: Phase-space volume, DOS and
microcanonical heat capacity for the QS
The phase-space volume enclosed by a surface of con-
stant energy of the QS Hamiltonian (A1) is given by the
expression
ΩQS(E, a) =
∫
Θ (E −H(z, a)) dz, (B1)
where Θ(x) denotes the Heaviside step function. Us-
ing the transformation of variables z = (x, y, px, py) →
(H, ψ, θ, ϕ) (see Eqs. (A3)) and considering the Jacobian
(A4), we obtain
ΩQS(E, a) =
16pi
3
√
2
1− aF
(
sin−1
√
1− a
1 + a
∣∣∣∣1 + a1− a
)
E3/2,
(B2)
where F (x0|b) =
∫ x0
0
dx(1 − b2 sin2 x)−1/2 is the incom-
plete elliptic integral of the first kind. Equation (B2)
implies that ΩQS(E, a) ∼ E3/2. By differentiating
ΩQS(E, a) with respect to E, one obtains the density
of states
ωQS(E, a) = 8pi
√
2
1− aF
(
sin−1
√
1− a
1 + a
∣∣∣∣1 + a1− a
)
E1/2.
(B3)
We show now how to calculate the microcanonical heat
capacity of a set of QS each of them described by Hamil-
tonian (A1). For a single QS, the microcanonical heat
capacity is given by the
CQS =
(
∂TQS
∂E
)−1
, (B4)
where TQS = (∂SQS/∂E)−1 = ΩQS/ωQS and SQS =
kB ln ΩQS . With the help of expressions (B2) and (B3),
we obtain
CQS = C
(1)
B =
3
2
kB. (B5)
For N quartic systems, the phase-space volume ΩB
is obtained through the Eq. (10) recalling that HB =∑N
i=1HBi where each HBi is given by Eq. (A1). Thus,
from expressions (B2) and (B3), we obtain for N = 3
ΩB(E) ∝
∫ E
0
dHB1
∫ E−HB1
0
dHB2
×H1/2B1 H
1/2
B2
(E −HB1 −HB2)3/2 ∝ E9/2. (B6)
It is possible to show then by induction that, for arbi-
trary N , ΩB(E) ∝ EN×3/2. Together with Eq. (14), this
implies that CB/kB = N × 3/2 = NC(1)B /kB.
The phase-space volume ΩS is defined analogously to
Eq. (B1) with the Hamiltonian (A1) replaced by HO
Hamiltonian HS given by Eq. (2). It is easy to show
then that
ΩS(E) =
∫
Θ(E −HS(z, k))dz ∝ E. (B7)
Hence, Eq. (14) leads to CS/kB = 1.
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Appendix C: HO Internal energy an entropy for
finite bath
In this appendix, we calculate the internal energy and
the entropy for a system of interest, when it is in contact
with a finite bath. This system is a HO described by the
Hamiltonian HS , Eq. (2), and its equilibrium state with
a finite bath is characterized by distribution (18).
The internal energy US of the system is given by
US
.
= 〈HS(z, k)〉, (C1)
where z = (Q,P ). Equation (C1) can be rewritten as
1
N
∫
dz (HS − US)
[
1−
(HS(z, k)− US
CBT
)]CB
kB −1
+
= 0.
(C2)
The following change of variables is considered,
Q =
√
2HS/k cosφ, P =
√
2HS sinφ, (C3)
where 0 < HS < Etot = US +CBT , 0 < φ < 2pi and the
Jacobian is J(HS , φ) = 1/
√
k. Therefore, we obtain
∫ US+CBT
0
dHS (HS − US)
[
1−
(HS − US
CBT
)]CB
kB −1
= 0.
(C4)
We can integrate Eq. (C4) by parts noticing that the
following equality holds,
−kBT ∂
∂HS
[
1−
(HS − US
CBT
)]CB
kB
=
[
1−
(HS − US
CBT
)]CB
kB −1
. (C5)
This leads to the expression,
(
CB
kB + CB
)[
1 +
US
CBT
]CB
kB
(US − kBT ) = 0. (C6)
which must hold for any positive values of US , T and CB .
Thus, for the HO, the following relation applies,
US
.
= 〈HS(z, k)〉 = kBT. (C7)
Let us now calculate the entropy for the HO. In the
ensemble (18), the entropy is given by [46]
S = kB ln [N (US , k)], (C8)
where N (US , k) is normalization factor (see Eq. (19)).
In the equilibrium state with induced by a finite bath
composed of a single QS, Eq. (A1), N reads
N (US , k) = 2pi√
k
∫ Etot
0
dHS
[
1−
(HS − US
CBT
)]CB
kB −1
=
2pi√
k
kBT
(
1 +
2
3
US
kBT
) 1
2
, (C9)
where Eq. (B5), the change of variables (C3), and Etot =
US + CBT were considered. Using Eq. (C7), we obtain
N (US , k) = 2pi√
k
kBT (US)
(
5
3
) 1
2
. (C10)
Using Eq. (C10) in Eq. (C8), we obtain
S = kB ln
[
2pi√
k
T
(
5
3
) 1
2
]
. (C11)
Hence, the entropy variation between two equilibrium
states of the system is
∆S = S(Tf (Uf ), kf )− S(Ti(Ui), ki) (C12)
= kB ln
[
Tf
Ti
(
ki
kf
) 1
2
]
. (C13)
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