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ABSTRACT 
 
Phase transformations are prevalent and play a profound role in energy density and 
rate capability in energy storage devices like batteries. Detecting the strain field at the 
nanoscale is one way to understand the phase transformation. Bragg Coherent 
diffractive imaging with phase retrieval algorithms is a possible candidate for imaging 
phase transformations. However, the current iterative algorithms fail to retrieve the 
images from X-ray data in the presence of large strains (~1%). By improving the 
phase retrieval algorithm, we show that Bragg coherent diffractive imaging of 
structural phase transformations in nanoparticles is possible. We verify our algorithm 
with reconstruction from simulated X-ray data. 
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CHAPTER 1 
 
INTRODUCTION 
 
1. Phase Transformations in Nanomaterials 
 
With the rapid development of nanotechnology, nanomaterials find their applications 
in various fields including medicine1, environment2, optics3. Especially, because of the 
high surface area, porosity, and other properties of nanomaterials4, scientists have 
been putting effort into applying these materials in energy-related applications, 
particularly including the batteries4–7. 
 
Although our method is applicable for any other functional nanomaterial, here we 
consider a concrete example: Li-ion batteries. Phase transformations are critical for 
batteries. Typically, in the cathode nanomaterials of the Li-ion batteries, the Li-ions 
move out of the cathode material during discharge, as shown in Figure 1, and 
intercalates back during charge. In some important cathode materials (such as nickel-
manganese spinel and lithium iron phosphate), the transportation of these lithium ions 
leads to a phase transformation in the electrode nanomaterials.4–7 
 
The nanosized spinel-LiNi0.5Mn1.5O4 (LNMO) electrode is an example to illustrate the 
phase transformations in functional nanomaterials. Compared with other cathode 
materials, the LNMO cathode has advantages in high operating voltage, high rate 
performance, and potentially low cost.8 These years, the nanosized LNMO is 
attracting more attention as scientists reveal that the shapes and sizes of electrodes are 
also closely associating with their electrochemical properties. Therefore, the nanosized 
9 
LNMO electrode is a possible choice for a high rate capacities and a good cycling 
performances of batteries.8,9 
 
There are two structures of LNMO material: the ordered 𝑃4332 structure and the 
disordered 𝐹𝑑3̅𝑚 structure, which are both shown in Figure 2.9 In both structures, the 
Li atoms and the O atoms locate in the same sites of the octahedral unit cell. The 
difference comes from the positions of Mn and Ni atoms. In the ordered 𝑃4332 
structure, the Mn atoms and Ni atoms respectively locate in the sites referred to as 4b 
and 12d in 𝑃4332 structure. In the 𝐹𝑑3̅𝑚 structure, however, the Mn atoms and Ni 
atoms can randomly switch their positions.10 Compared with the ordered 𝑃4332 
structure, the disordered Fd3̅m structure has variations in the distances between sites 
Figure 1. Schematic shows the basic composition of the Li-ion battery and the 
various of cathode materials with different structures. Figure adapted from Ref. 7. 
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in the unit cell, and that is because of the difference in ionic radius between the Mn 
atoms and the Ni atoms.9 
 
The difference in structures of the LNMO cathodes can impact the operation of the 
battery. Previous studies show that the disordered structure has better rate capability 
and better cycling stability, due to the faster Li+ diffusion. Scientists have revealed that 
one fundamental reason for this high diffusion coefficient is the Mn3+, which has a 
larger ionic radius compared with the Mn4+. The appearance of the Mn3+ in the 
disordered structure expands the lattice and provides larger space for Li+ 
transportation.11 
 
The functional phase transformation of LNMO comes from the charging-discharging 
cycles. The charging reaction at the LNMO electrode is: 12 
 
𝐿𝑖𝑁𝑖0.5𝑀𝑛1.5𝑂4 → 𝐿𝑖𝑥𝑁𝑖0.5𝑀𝑛1.5𝑂4 + (1 − 𝑥) 𝐿𝑖
+ + 𝑥𝑒− (1) 
 
Figure 2. Schematic shows the structures of the disordered 𝐹𝑑3̅𝑚 structure (a) and 
the ordered 𝑃4332 structure (b) of LNMO crystal. Figure adapted from Ref. 9. 
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Here, x is between 0 and 1. In the ideal charging process of the ordered LNMO, apart 
from the moving out of the Li+, the Ni2+ partly turns into Ni4+. In the disordered 
LNMO, however, there exist other reactions like part of the Mn3+ turns into the 
Mn4+.12  
 
In the charging process, the missing of the Li-ions and the valence change of Ni and 
Mn ions lead to structural phase transformations in this kind of cathode electrode. 
Previous studies show that when the x in the reaction mentioned above changes from 1 
to 0, the lattice constant correspondingly changes from around 8.16 Å to 8.00 Å.12–15  
 
Ideally, this phase transformation is reversible in the discharging cycle. However, the 
capacity of the battery fades after several charge-discharge cycles. Possible reasons 
include the Mn dissolution and the active Li+ loss. These side reactions also lead to 
phase transformations in the electrode structure.16 
 
To better understand the structural phase transformation in nanomaterials, a possible 
way is detecting the lattice response. Strain is a good way to characterize the lattice 
response. According to the mechanic laws, the strain 𝜀 is defined as: 
 
𝜀 =
∆𝑙
𝑙0
(2) 
 
Here, 𝑙0 is the original length of the object, and ∆𝑙 is the variation of this length.
17 
When the length becomes longer, the strain is positive, and when the length becomes 
shorter, the strain is negative. In crystals, if the 𝑙0 represents the lattice constant 𝑑0, 
then the ∆𝑙 is the displacement distance of the atomic planes ∆𝑑. Because the lattice 
12 
spacing varies between different phases, strain field then has different values in 
different phase regions. However, when the nanoparticle transform has two coexisting 
phase, there choice for the average lattice parameter 𝑑0 is somewhat arbitrary; the 
nanoparticle is strain free at the beginning and the end of the phase transformation. In 
this thesis, we will calculate the strain (𝑑 − 𝑑0)/𝑑0 with a fixed average lattice 
constant 𝑑0 for the complete phase transformation process. The average lattice 
constant 𝑑0 is the average between the lattice constants of the two participating 
structural phases and 𝑑 is the local lattice constant imaged with BCDI.  
 
Generally, in LNMO cathode, the strain varies from 10−2 to 10−4.9,13 The strain due 
to phase transformations during charge-discharge cycles has a magnitude around 
10−2, 13 which is several magnitudes higher than the strain between the ordered 
LNMO and disordered LNMO. Therefore, in the nanomaterials, it is possible to 
determine the types of different phase transformations by detecting their typical strain 
fields. 
 
2. Existing Methods Studying Phase Transformations 
 
In order to capture the lattice response, scientists have developed several techniques. 
One commonly used method for characterizing the crystal lattice is X-ray diffraction 
(XRD).  
 
X-ray is electromagnetic radiation with energy of about 10 keV. Around 100 years 
ago, Bragg, Laue, and other scientists developed the basic equation for describing the 
elastic x-ray scattering 18: 
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𝑓(𝒒) = ∫ 𝜌(𝒓) ∙ 𝑒−𝑖𝒒∙𝒓𝑑𝒓 (3) 
 
Here, 𝑓(𝒒) is called as the atomic form factor, 𝜌(𝒓) is the electron density at the 
position 𝒓, and 𝒒 = 𝒌𝒇 − 𝒌𝒊 is the momentum transfer of the X-ray, and 𝒌𝒊 and 𝒌𝒇 are 
the incident and scattered wave vectors with |𝒌𝒇| = |𝒌𝒊| = 2𝜋/𝜆 (𝜆 is the wavelength 
of the X-ray). This structure form factor equals to the amplitude of the scattered X-
rays. 18 
 
Due to the superposition principle, the light amplitude scattered from the crystal 𝐹(𝒒) 
is 19:  
 
𝐹(𝒒) = ∑ 𝑓𝑗(𝒒) ∙ 𝑒
−𝑖𝒒∙𝒓𝒋
𝑗
∙ ∑ 𝑒−𝑖𝒒∙𝑹𝒏
𝑛
 (4) 
 
In this equation, the first sum on the right is referred to as the unit cell structure factor, 
and the second sum on the right is the sum over the lattice. 𝑓𝑗(𝒒) is the atomic form 
factor of the j’th atom in the unit cell, which is generally approximating as a constant 
in the crystal, and 𝒓𝒋 is its position within each unit cell. 𝑹𝒏 is the lattice vector to 
determine the position of the n’th unit cell.  
 
According to equation (4), in the simplest situation, where 𝑗 = 1,  𝐹(𝒒) reaches a 
maximum when 𝒒 ∙ 𝒓𝒋 is a multiple of 2𝜋. Therefore, the Bragg’s law or Laue’s 
condition conclude this relationship as 19: 
 
2𝑑sin𝜃 = 𝑛𝜆       or       𝒒 = 𝒉 (5) 
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In this equation, 𝑑 is the distance between two atomic planes, 𝜃 is the scattering angle, 
and 𝑛 is a positive integer. |𝒉| = 2𝜋/𝑑, and its direction is perpendicular to the atomic 
plane. This relationship is illustrated in Figure 3. When the optical path difference 
between the beam 1 and 2 shown in Figure 3 is 𝑛𝜆, the two scattered beams have the 
same phase angle in the light amplitudes, and this doubles the total light amplitude. 
When the Bragg condition is met, a signal with high intensity is observed on the 
detector, resulting in powerful methods such as X-ray powder diffraction19,20.  
 
 
Based on the previous laws like equation (5), scientists developed the powder X-ray 
diffraction method. In this method, the sample consists of small powder. Therefore, 
the orientations of lattice are distributed in all directions. When fixing the incident X-
ray beam, the scattered light intensity reaches the maximum once the scattered angle 
meets the Bragg’s law for the particles in the correct orientation. For a large number of 
particles are present in the sample the Bragg condition is always true for some 
particles. This method enables scientists to detect multiple interatomic distances 
existing in the unit cell with a single scan. 
Figure 3. The illustration of X-ray diffraction under Bragg’s condition. 
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Figure 4. The powder X-ray diffraction0 result of the disordered 𝐹𝑑3̅𝑚 LNMO 
crystal (a) and the ordered 𝑃4332 LNMO crystal (b).
 Figure adapted from Ref. 13. 
Figure 5. The ex-situ powder X-ray diffraction result of the disordered 𝐹𝑑3̅𝑚 
LNMO crystal at different states of charge. Figure adapted from Ref. 12. 
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Powder x-ray diffraction is widely used in detecting various kinds of lattice change. 
As an example of detecting the small strain, Figure 4 shows the powder diffraction 
result of the disordered 𝐹𝑑3̅𝑚 LNMO crystal and the ordered 𝑃4332 LNMO crystal. 
By analyzing the data, these scientists determine the lattice constant a as 8.1713 Å and 
8.1688 Å for the disordered structure and the ordered structure respectively.13 
 
For high strain situations, powder X-ray diffraction is also applicable. Figure 5 shows 
the ex-situ powder diffraction result of the phase change in the disordered 𝐹𝑑3̅𝑚 
LNMO electrode during charging. The shifting of Bragg peaks shows the changes in 
lattice constant correspond to the phase transformations. 
 
An advantage of the X-ray diffraction method is the ability of in-situ measurements. 
As the X-rays can penetrate fully functional multi-component devices, and the 
interaction between cathode materials and X-ray does not disturb the operation of the 
Figure 6. The in-situ XRD result and the corresponding charge-discharge curves of 
the disordered 𝐹𝑑3̅𝑚 𝐿𝑖𝑥𝑁𝑖0.5𝑀𝑛1.5𝑂4 cathode.
 Figure adapted from Ref. 13. 
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battery, it is possible to collect real-time data of the structural change in the cathode 
materials during the charge-discharge cycles.  
 
Figure 6 shows the in-situ XRD result and the corresponding charge-discharge curves 
of the 𝐿𝑖𝑥𝑁𝑖0.5𝑀𝑛1.5𝑂4 cathode. Compared with the ex-situ data shown in Figure 5, 
the in-situ data maintains high accuracy. From this data, scientists conclude that there 
are three phases emerging in the charge-discharge cycles, which are shown in Figure 
7. The lattice constant of these three phases are respectively 8.16 Å (phase I), 8.08 Å 
(phase II) and 8.00 Å (phase III). The phase transformations happen while x=0.4 (phase 
I to phase II) and x=0.6 (phase II to phase III).13 
Figure 7. The different phases emerging in the charging process of the disordered 
𝐹𝑑3̅𝑚 𝐿𝑖𝑥𝑁𝑖0.5𝑀𝑛1.5𝑂4 cathode.
 Figure adapted from Ref. 13. 
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(a) (b) (c) 
Figure 8. The electron different pattern of the ordered 𝑃4332  𝐿𝑖𝑥𝑁𝑖0.5𝑀𝑛1.5𝑂4 cathode. 
x = 1, 0.5 and 0.04 in (a), (b) and (c). The comparison between (a), (b) & (c) shows phase 
changes. Figure adapted from Ref. 12. 
Figure 9. The in-situ neutron diffraction data and the corresponding charge-
discharge curves of the (222) peak of the disordered 𝐹𝑑3̅𝑚  𝐿𝑖𝑥𝑁𝑖0.5𝑀𝑛1.5𝑂4 
cathode. 21 The shifting of the peak represents the lattice constant changes during 
charging and dischaging, and this lattice change is caused by phase transformation. 
Figure adapted from Ref. 19. 
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Other characterization methods for studying phase transformations in nanomaterials 
include electron diffraction12, electron microscopy9,12, neutron diffraction19, and other 
possible methods. Figure 8 shows an example of the electron diffraction data, and 
Figure 9 shows an example of the neutron diffraction result of the average of a large 
volume of nanomaterial. 
 
Although very powerful, traditional powder XRD only accesses average properties of 
the whole sample. Accessing a specific nanoparticle through conventional XRD is 
impossible. Therefore, scientists are still seeking for a possibility to image the real-
time lattice response of a single nanoparticle with high resolution in-situ. With the 
development of the synchrotron light sources, Bragg coherent X-ray diffractive 
imaging becomes a possible choice. 
 
3. Bragg Coherent X-ray Diffractive Imaging 
 
The challenges in collecting in-situ data from single nanoparticles arise from several 
parts. First, if the source is unable to emit enough number of photons per unit time, the 
diffraction pattern is too noisy to distinguish the details. Second, to focus on 
nanoparticles embedded in a device, the incident beam size and the divergence of the 
incident beam need to be both low enough. Third, scientists need to decrease the 
bandwidth of the X-ray for collecting sharp diffraction data. The definition of 
brilliance concludes these requirements20: 
 
Brilliance =
number of photons/second
(mrad)2(mm source area)2(0.1% bandwidth)
(6) 
 
20 
Brilliance is the parameter for characterizing the quality of the X-ray source. For the 
rotating anode X-ray source, which is generally used for powder XRD, the magnitude 
of its brilliance is around 108.20 
 
In the past few decades, with the development of synchrotron light sources, the 
brilliance of the modern X-ray source is now several magnitudes higher than that of 
the rotating anode source. For example, the 3rd generation synchrotron light source, 
including ESRF (European Synchrotron Radiation Facility), APS (Advanced Photon 
Source) and SPring-8, can achieve a brilliance in the magnitude of 1020. The 
Figure 10. The history of the X-ray sources development and the brilliance 
improvement. Figure adapted from Ref.20. 
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improvement of brilliance is shown in Figure 10, and now, with a high brilliance X-
ray source, the high-resolution X-ray characterization methods become possible.20 
 
Bragg Coherent Diffractive Imaging (BCDI) is a technique developed in recent years 
by the group of Ian Robinson,21 and it is powerful in characterizing strain inside 
crystalline nanoparticles. By applying straightforward approximations on equation (4), 
the coherent x-ray scattering amplitude from a single nanoparticle can be written as18: 
 
𝐴(𝑸) = ∫ 𝑠(𝒓)𝑒−𝑖∙2𝜋𝒉∙𝒖(𝒓)𝑒−𝑖𝑸∙𝒓𝑑𝒓    (7) 
 
Here, 𝑸 = 𝒒 − 𝒉 and 𝒒 is the scattering momentum transfer and 𝒉 is the reciprocal 
space vector (see section 1.2). The shape function 𝑠(𝒓) is defined equal to 0 outside 
the nanoparticle and equal to 1 inside the volume of the nanocrystal. The displacement 
field at position 𝒓 is denoted by 𝒖(𝒓). This equation provides a connection between 
Figure 11. Schematically shows the experimental geometry of BCDI. Through rocking 
the crystal one maps out the 3D reciprocal space by moving it through the fixed Ewald 
sphere, mapped out by a 2D detector. 
22 
the 3D displacement field inside the nanoparticle and its corresponding 3D diffraction 
light wave.18  
 
Compared with the strain field mentioned in equation (2), the displacement field is 
another way to characterize the lattice response, but they are related with each other. 
One can calculate the strain along the 𝒉 direction by 𝜀𝒉 = 𝑑𝑢𝒉(𝑟𝒉)/𝑑𝑟𝒉, where 𝑟𝒉 is 
the coordinate along the reciprocal space vector 𝒉, and 𝑢𝒉 is the displacement resolved 
along 𝒉.  
 
Figure 11 shows the experimental geometry of BCDI in the reciprocal space. In an 
experiment, diffraction data is collected by a fixed two-dimensional detector, which 
maps out a portion of the Ewald sphere in Figure11. This detector locates in the 
position of a Bragg peak, where 𝒒 = 𝒉 and 𝑸 = 𝟎. Compared with the sample-
detector distance, the detector is so small that the Ewald sphere portion is covers can 
be approximate as flat and collecting diffracted light perpendicular to the scattered 
light vector 𝒌𝒐𝒖𝒕. Then we slightly rock the sample with a small angle δθ, and thus 𝒉 
also shifts with the angle δθ. At this moment, |∆𝑸| = |𝒒 − 𝒉𝟐| = |𝒉| × 𝛿𝜃, and ∆𝑸 is 
along the direction of scattered light vector 𝒌𝒐𝒖𝒕. This δθ, also known as the angle 
step, is generally around 0.002° and the entire measure span is around 0.1°. Therefore, 
rocking the sample enables us to collect a series of paralleled 2D diffraction patterns, 
and we can combine them together for a 3D diffraction intensity in the reciprocal 
space mapping.22  
23 
 
 
In equation (7), the information of the nanoparticle is contained in the diffraction light 
wave. However, the detector can only receive the intensity of the light, which is the 
square of the light amplitude. In this case, the phase angle of the light wave is missing, 
and thus, key information is lost. In order to retrieve this information from the light 
intensity, phase retrieval algorithms become necessary. Therefore, this phase retrieval 
is a crucial step in BCDI; importantly phase retrieval only works if finite fringes due 
to x-ray coherence are present around the Bragg peak. With the development of 
coherent X-ray sources such as 3rd generation synchrotrons, detecting fringes with 
high accuracy became possible, which enabled BCDI.18 
 
Multiple phase retrieval algorithms emerged in the past years. Gerchberg and Saxton 
introduced the first phase retrieval algorithm in 1972, called Error-Reduction (ER) 
Figure 12. Schematically shows the general working process of phase 
retrieval algorithms. 
24 
algorithm.23 In 1982, Fienup invented another algorithm known as Hybrid-Input-
Output (HIO) algorithm.24 In the later years, scientists have developed more 
algorithms, including the Difference Map (DM) algorithm25 and the Relaxed Averaged 
Alternating Reflection (RAAR) algorithm26. Figure 12 shows a general function 
process of the iterative phase retrieval algorithms. 
 
The first step is giving a random guess as the initial start. In the second step, the 
algorithms apply Fourier transform on the initial start, as this realizes diffraction in 
equation (7). Then the algorithms replace the amplitude of the Fourier transformed 
data in reciprocal space by the real amplitude, and this step is known as the reciprocal 
space constraint. Next, the algorithms do inverse Fourier transform on the data in the 
reciprocal space and achieved new data in the real space. Finally, by applying real 
space constraint on the new real-space data, the algorithms acquire a new start, and 
they begin a new iteration of phase retrieval with this new start. 
 
The main difference between different algorithms is real space constraint. For 
example, the real space constraint of the ER algorithms is: 
 
𝑆2(𝒓) = {
 
0    , 𝒓 ∉ 𝛾
 
𝑆1
∗(𝒓), 𝒓 ∈ 𝛾
 
 
 
Here, 𝛾 is the domain of definition of the real space.24 Meanwhile, the real space 
constraint of the HIO algorithms is:  
 
25 
𝑆2(𝒓) = {
 
𝑆1(𝒓) − 𝛽𝑆1
∗(𝒓) , 𝒓 ∉ 𝛾
 
𝑆1
∗(𝒓)         , 𝒓 ∈ 𝛾
 
 
 
Here, 𝛽 is a constant between 0 and 1. Generally, for 2D retrieval, 𝛽 is chosen as 0.8, 
while for 3D retrieval, 𝛽 is chosen as 0.9.24 
 
By using BCDI and phase retrieval algorithms, scientists have done several works on 
reshaping a single nanoparticle and have verified the result with SEM detection.22,27 
They have also determined the defects distribution in different nanoparticles by 
reconstructing their displacement fields.28–30 BCDI is also capable for the in-situ 
detection of strain inside battery nanoparticles, including the LNMO cathode 
nanoparticles31–33 and lithium-rich layered oxides34. 
 
Figure 13 shows the 3D reconstruction result of the LNMO nanoparticle from in-situ 
diffraction data. The nanoparticle in (b) shows a typical state of cathode nanomaterial 
in the charge-discharge cycle. There exist a negative strain field in the core part of 
nanoparticle, while there is a positive strain field on the surface of the nanoparticle. 
The negative and positive strain fields respectively refer to the compression and 
tension in the nanoparticle, which are caused by the poorness and richness of the Li-
ions.32,33  
26 
 
Figure 14 shows a series of (111) Bragg peaks of the LNMO cathode nanoparticles 
during the charge-discharge cycles. The shifting of the Bragg peak is similar to the 
powder x-ray diffraction data shown in Figure 7, but here diffraction from a single 
nanoparticle is recorded. In the charge cycle shown in (a), the original Bragg peak 
splits into two, and these two minor peaks and the middle fringes co-exist for a long 
time period, which refers to the mixing of the two phases. This mixing is a signature 
of a metastable solid solution. In the discharge cycle, however, the time is longer, and 
the middle fringes are not as strong as the charge cycle. This indicates phase 
separation during the slower phase transformation. These in-situ BCDI experiments 
provide scientists with evidence to study nonequilibrium structural dynamics in 
LNMO cathodes.31 
Figure 13. In-situ strain evolution of the LNMO nanoparticle. The shape of the 
reconstructed nanoparticle is shown in (a), and (b), (c) & (d) shows several slices of 
the nanoparticle at different states. Figure adapted from Ref. 33. 
27 
 
 
Although BCDI was demonstrated to be a viable technique for studying strain in 
nanomaterials, it displays a few key challenges. In the BCDI method, the accuracy of 
the reconstruction result is strongly related to the number of photons produced by the 
synchrotron source, especially when the strain field is low. Therefore, in these low 
strain cases, the accuracy of the nanoparticle reconstruction results requires 
verifications when the numbers of photons change.  
a                                            b                              c                                            d 
Figure 14. In-situ detection of the shifting (111) Bragg peak of the LNMO nanoparticle 
during the charge (a) and discharge (c) cycles. The vertical axis represents the time and 
the horizontal axis represents the diffraction angle. The corresponding phase 
transformation processes are briefly shown in (b) and (d). The yellow and blue color 
respectively represent two phases and the green color means the mixing phase. Figure 
adapted from Ref. 31. 
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Another problem of the current BCDI method arises when the magnitude of the strain 
field is high and the Bragg peak splits into two, as shown in Figure 14. The magnitude 
of these strain fields is typically around 10-2.9,13 In these cases, however, the previous 
attempts to apply phase retrieval algorithms to data similar to Fig.14 fail.35  
 
In conclusion, we propose studying phase transformations in the functional 
nanomaterials by measuring strain. We introduced current methods in capturing the 
lattice response, including powder X-ray diffraction and electron diffraction, which 
lack in-situ access to single nanoparticles. We propose the Bragg coherent diffractive 
imaging method and pointed out two existing problems of this method. These two 
problems are the main inspiration for this project. In the next chapter, we will use 
computational simulation with the MATLAB program to investigate the availability of 
BCDI for studying phase transformations.  
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CHAPTER 2 
 
SIMULATING BCDI ON PHASE TRANSITIONS IN NANOPARTICLES 
 
 
In this chapter, we will simulate the BCDI experiment on the nanoparticles undergoing 
phase transformations. Figure 15 illustrates our simulation. First, we simulate 
nanoparticles with two different phases, and we regard it as the electrode nanoparticle 
of the coin cell. Second, we simulate an incident X-ray beam on this nanoparticle, 
calculate its diffraction with Poisson noise, and throw out the phase angles. Third, we 
reconstruct the nanoparticle from this simulated diffraction data with traditional phase 
Figure 15. A schematic of the simulation of the BCDI experimental setup. 
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retrieval algorithms. Finally, we evaluate the reconstruction results by comparing the 
reconstructed nanoparticle with the original one.  
 
1. Building nanoparticles and simulating their diffraction data 
 
We start by simulating a series of nanoparticles with random shapes by calculating 
their shape functions (see equation (7)). Figure 16 shows the general building process 
of simulated nanoparticle: we attempt generating irregularly shaped nanoparticles, 
which are found in a battery. First, we cut out a polyhedron from the space with 100 
random planes. Second, we apply a smooth function on the inner polyhedron. Third, 
we shrink this nanoparticle by resetting its shape function to 0 and 1 with a threshold 
of 0.3. The smoothing and shrinking remove the sharp features at the corners and 
edges of the nanoparticle. Then we rotate this nanoparticle with a random angle and 
Figure 16. Illustration of the building process of the simulated nanoparticle. 
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repeat the above steps for two more times. This repeating increases the randomity of 
the nanoparticle. 
 
In the next step, we simulate the distribution of different strain fields. In Figure 17, we 
show three kinds of distributions of the strain fields simulated in this thesis. In Figure 
17(a), we divide the nanoparticle with a randomly curved surface - the phase boundary 
- and distribute two different phases with a compressive strain field −𝜀0 and a tensile 
strain field +𝜀0, on two sides of the nanoparticle. Following the discussion in section 
1.1, we calculate the strain from the average lattice constant, which is the mean value 
of the two lattice constants of the two structural phases. The phase boundary is the 
interface between the co-existing phases; we smooth this interface by several pixels to 
simulate the gradual change of lattice constant due to coherency strain.36 The strain 
Figure 17. Simulated nanoparticle with different kinds of strain field 
distribution. Both 3D figure and the middle horizontal plane are shown. In (a) 
The new phase nucleates at the grain boundary and grows into the grain. In (b) 
nucleation occurs in two parts and grow into the grain. In (c) the new phase 
nucleates inside of the particle.  
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field in Figure 17(b) is simulated with a similar method, and the only difference is that 
they have two interfaces. In Figure 17(c), we distribute two different phases with core-
shell mode by simulating another smaller particle in the original one and giving the 
inner part and outer part different strain fields. We also smooth the phase boundary in 
this situation. 
 
The three kinds of distributions in Figure 17 represent possible stages during different 
kinds of phase transformation processes. The phases in Figure 17(a) represent a 
moment during the phase transformation from left to right. Figure 17(b) can represent 
the phase transformation, starting from both sides of the nanoparticle. In Figure 17(c), 
the phase transformation starts from the interior of the nanoparticle. 
 
The next step is calculating a displacement field with equation (7) from the simulated 
strain field. We pick the reciprocal space vector direction and calculate the 
displacement field by integrating the strain field by pixels along that direction. In our 
simulation work, we regard the y-direction as this direction, as shown in Figure 17. 
We assume that the middle x-z plane as the zero-displacement plane and verification 
experiment shows that adding constant displacement on the middle x-z plane does not 
change the result. 
 
With the shape and the displacement field of the nanoparticle, we calculate the 
diffraction pattern according to equation (7). Then, we apply Poisson noise on this 
diffraction pattern to simulate the detection of the diffraction pattern in a rocking 
series by the 2D detector, as shown in Figure 11 and Figure 15. Because we saw no 
difference in the reconstruction results determined n using the experimental geometry 
and cartesian reciprocal space, in this thesis we used a cartesian coordinate grid in the 
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reciprocal space. The simulation result of the 3D Bragg peak of a typical nanoparticle 
is shown in Figure 18. Figure 18 demonstrates how the Poisson noise reduces the 
intensity of the fringes at the edge of the detector thereby reducing the resolution, 
which is roughly 2𝜋/∆𝑞  where ∆𝑞 is the distance between Bragg peak and the last 
visible fringe.  
 
 
In our simulation work, the size of our simulated nanoparticles is around (500nm)3, 
similar to experimental sizes reported in Ref. 32. The size of the whole simulated real 
space is (128 pixel)3, corresponding to (2μm)3. We set the original lattice constant to 5 
Å. 
 
To simulate the X-ray diffraction experiments with different light sources, we change 
the number of photons from 104 to 108, while 106 is a current accessible photon 
number, and 108 is predicted for the future diffraction limited storage rings. We also 
set the energy of X-ray to 9keV, the diffraction angle 2θ to 15.85°, the sample-detector 
distance to 0.7984m, and the angle step δθ to ±0.004°. These parameters resemble real 
Figure 18. Illustration of the simulation process of the Bragg peak. The magnitude of 
strain 𝜀0 is 10
-3, and the total number of photons in the reciprocal space is106.  
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experimental conditions in Ref. 32. The corresponding simulated XRD result with 
these parameters is shown in Figure 15. 
 
The simulated diffraction patterns of the nanoparticle shown in Figure 18 in different 
conditions are shown in Figure 19. In this simulation, the magnitude of strain 𝜀0 varies 
from 10-4 to 10-2, and we change the number of photons from 104 to 108. 
 
As expected, with the increasing of the strain magnitude, as shown from left to right, 
the Bragg diffraction peak broadens and finally splits into two. The splitting follows 
directly from Bragg’s law: the two coexisting phases have different lattice coefficients 
and diffract into different positions in the reciprocal space. When the peak separation 
becomes larger than the peak width, the peaks split. The latter is inversely proportional 
to the size of the respective phase region. Assuming that 𝑛 = 1 (𝑑 = 𝑑0/𝑛 if not), by 
doing derivation on both sides of equation (5), we know that because of the +𝜀0 and 
the −𝜀0 in the nanoparticle, the diffraction angle changes: 
 
2∆𝜃 =
2∆𝑑
𝑑
∙
𝜆
√4𝑑2 − 𝜆2
= 2𝜀0 ∙
𝜆
√4𝑑2 − 𝜆2
(8) 
 
Therefore, in the reciprocal space, the distance between the two peaks is: 
 
2|∆𝑄| = 2∆𝜃 ∙
2𝜋
𝜆
= 2𝜀0 ∙
2𝜋
√4𝑑2 − 𝜆2
(9) 
 
Take the parameters we set into equation (9). That is 𝑑 as 5Å, and the energy of X-ray 
is 9 keV. Then we know the distance between the two peaks is: 2|∆𝑄| = 12.70 𝜀0 nm
-1 
in our simulation. This distance 2|∆𝑄| is in proportion with the strain magnitude 𝜀0. 
Therefore, this distance in Figure 19a is 1.270×10-3 nm-1, which is 10 times smaller 
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than the distance in Figure 19c and 100 times smaller than that in Figure 19e. In our 
simulation, 1 pixel in the reciprocal space is 3.149×10-3 nm-1. Therefore, the center of 
the Bragg peak is not split yet when the strain magnitude 𝜀0 is 10
-4. The Bragg peak 
starts splitting when 𝜀0 is larger than 2.482×10
-4 = 10-3.605. 
Figure 19. Images of simulated diffraction patterns and their corresponding 
reconstructed nanoparticles. The scale bar of real space is 250 nm and the scale bar of 
reciprocal space is 0.05 nm-1. Column a, c & e show the diffraction patterns for 
nanoparticles with different magnitudes of strain fields of 𝜀0 as 10
-4, 10-3 & 10-2 while 
column b, d & f show their reconstruction results. Row 1, 2 & 3 show diffraction 
pattern with total photon numbers of 108, 106 &104 (represented as 10n) in the whole 
reciprocal space and their corresponding reconstruction results. The magnitude of 
reconstructed strain is around 𝜀0, but sometimes higher or lower. Therefore, we show 
the reconstructed strain in the scale of −2𝜀0 to 2𝜀0. The reconstruction higher than 2𝜀0 
or lower than −2𝜀0 are respectively patterned as 2𝜀0 and −2𝜀0, because all these parts 
are considered unreliable. 
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From top to bottom, the secondary peaks or fringes, which contain the information of 
the shape and the strain, gradually disappear as the number of photons decrease. 
Counting fringes along one direction in reciprocal space, the number of visible fringes 
is more than 10 if we collect 108 photons in total, but this number drops to around 7 
when the photon number is 106 and is less than 2 when the photon number is 104. 
According to equation (7), the distance between the fringes is 2𝜋/𝐿, and 𝐿 is the size 
of the nanoparticle. As the resolution of BCDI is around 2𝜋/∆𝑞 where ∆𝑞 is the 
distance between Bragg peak and the last visible fringe, the resolution decreased from 
less than 0.1𝐿 to around 0.5𝐿 with the number of photons decreasing. Meanwhile, 
because of the Poisson noise, the signal-noise ratio, equaling to √10𝑛, also decreases 
with the decreasing of photon number. 
 
2. Reconstruction from simulated diffraction data 
 
In order to determine the accuracy of the conventional BCDI algorithms, in this part, 
we reconstruct the nanoparticles based on the simulated noisy diffraction patterns and 
with the phase retrieval code from published work.37 Similar to previous reports34, in 
our work, we first use 10 iterations of the ER algorithm followed by 50 iterations of 
the RAAR.24,26 (we have also used DM and HIO instead of RAAR with poorer 
results). We use 610 iterations in total so that the retrieval can end up with ER 
algorithm. More total iterations induce negligible changes while ending up with ER 
algorithm provides the best reconstruction. We apply a guided phase retrieval 
algorithm, which averages 5 random starts and repeats that for 3 generations.38 With 
the retrieved information, we reconstruct the nanoparticles with different phase 
distribution. Figure 19 shows the reconstruction results from different magnitudes of 
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strain 𝜀0 of 10
-4, 10-3 and 10-2 and photon numbers n of 108, 106, and104. Each result in 
Figure 19 is an average of six reconstructions which we generated from different 
random starts, and we qualitatively inspect the reconstruction results by comparing 
with the input in Figure 18a2. 
 
For the low strain reconstructions shown in Figure 19b1~19b3, the phase retrieval 
correctly recovers the shape. Even for 104 photons, which is the lowest number of 
photons calculated, the shape reconstruction is still reasonable. However, for the stain 
field reconstruction in the low strain magnitude conditions, the oscillation in the strain 
field decreases the reliability of reconstruction. Figure 19b1 still roughly has two 
distinguishable separate phases. However, a strong oscillation propagating along the 
lattice vector in the strain field significantly decreases the similarity between the 
reconstructed nanoparticle and the original one. In this condition, the maximal strain 
magnitude in this condition is over 3𝜀0, and the standard deviation reaches 6𝜀0. When 
the number of photons continues decreasing, the oscillation and the reliable 
reconstructed strain field mix up, and finally, the oscillation becomes dominant, as 
shown in Figure 19b2~19b3. The wavelength of these artefact strain oscillation also 
increases when the number of photons decreases. In Figure 19b1, the oscillation is 
sharp, while in Figure 19b2, some details, like the boundary of the two phases, are 
overwhelmed by the oscillation and become indistinguishable. In Figure 19b3, the 
oscillation wavelength is even comparable to a quarter of the particle size. 
 
For the intermediate strain where 𝜀0 equals to 10
-3, both shape reconstruction and 
strain field reconstructions are convincing if the number of photons is high enough, as 
shown in Figure 19d1 and Figure 19d2. We assume that this reliability is because their 
corresponding input Bragg peaks, shown in Figure c1 and Figure c2, begin to broaden 
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but not split yet. According to equation (7) and equation (9), the size of the Bragg 
peak is 2𝜋/𝐿 ~ 1.256×10-2 nm-1, and the distance between the peaks is 1.270×10-2 nm-
1 when the strain magnitude is 10-3. The distance between the two peaks is comparable 
to the size of the peaks. For Figure 19d3, the reconstruction fails due to the low 
photons number. In Figure 19c3, because the fringes become invisible, the algorithm 
likely regards the overlapped peaks as one broader peak, and thus the reconstruction is 
narrower than the original input along the y-axis. Although BCDI fails for the lowest 
photon numbers, BCDI performs best in the intermediate strain region simulated here. 
The flux available at today’s synchrotron sources is sufficient and most of the reported 
literature reports strains in this range.  
 
For the 10-2 high strain magnitude, conventional methods fail to reconstruct the 
nanoparticle even with high photon flux, as shown in Figure 19f1. The reconstruction 
in Figure 19f1 looks like the left part of nanoparticle with negative strain overlapping 
on the right part of the nanoparticle with positive strain. Traditional phase retrieval 
algorithms are unable to reconstruct the particle shape and seem to combine these two 
parts up within the wrong shape. We have also separated the diffraction pattern into 
two parts and applied traditional phase retrieval algorithms on each Bragg peak, 
respectively. The algorithms can separately reconstruct the two phases of the 
nanoparticle. However, this solution not only is unable to provide a convincing shape, 
it also lacks delivering the position and shape of the phase boundary in the 
nanoparticle. In summary, conventional algorithms fail to elucidate the evolution 
process of phase transformations if the strain is higher than about 1%, which is a 
common value in the lithium and sodium-ion intercalation materials. 
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In Figure 20 we show the average and the standard deviation of the strain calculated 
from six reconstructions from different random starts when 𝜀0 is 10
-3 (see Figure 19c 
& 19d). The standard deviation is an estimate for the uncertainty of the BCDI method 
used here. It shows the different reconstruction results along the dashed line shown in 
Figure 19d. In the condition of 108 photons and 106 photons, the reconstruction results 
are both close to the original strain field while the standard deviations are also 
acceptable in both conditions. On the contrary, in the condition of 104 photons, only a 
part of the nanoparticle is reconstructed, and the strain in this condition is also lower 
than the original one. 
Figure 20. Strain fields around the y-axis reconstructed from diffraction patterns with 
different photon numbers and fixing strain magnitude as 10-3. The figure shows an 
average strain field in the space 5 pixels around the y-axis. The standard deviation of 6 
different reconstructions for each condition is also shown. 
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In Figure 20, when y is around -250 nm, the reconstructed strain increases to positive 
when the original strain disappears. This abnormal strain describes the positive strain 
on the left edge of the nanoparticle in Figure 19d1 and Figure 19d2. A hypothesis 
reason for this abnormal strain is the Gibbs phenomenon in Fourier transform. That is, 
when there is a jump discontinuity in periodic function, the Fourier series have large 
oscillations near this discontinuity. 
 
3. Comparison of reconstruction with the original nanoparticles 
 
Figure 21. Simulated nanoparticles used for verifying the accuracy of the 
traditional reconstruction method. 
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For a quantitative evaluation of the reconstruction accuracy, we performed 
calculations on an ensemble of simulated nanoparticles with various shapes and 
various distribution of the phase boundary. We reconstructed diffraction patterns of 10 
different 2-phases nanoparticles with the magnitude of strain varying from 10-5 to 10-2 
and the photon number varying from 108 to 104. These 10 nanoparticles are shown in 
Figure 21, and the one shown in Figure 18 is also included here. The simulation 
method for these nanoparticles is the same as the method for the nanoparticle shown in 
Figure 17(a).  
 
Similar to previous publication39, we quantify the similarity between the reconstructed 
nanoparticles and the original ones by calculating the error (E) between them. Here, 
the E is defined as: 
 
E = 2 ×
∑ (𝜀 − 𝜀0)
2𝑁3
𝑖=1
∑ 𝜀2𝑁
3
𝑖=1 + ∑ 𝜀0
2𝑁3
𝑖=1
 (10) 
 
Where 𝜀 is the reconstructed strain, 𝜀0 is the initial strain, and N = 128 is the number 
of pixels in one direction. By definition, 0 ≤ E ≤ 4. A smaller E represents a better 
reconstruction result. E = 0 only when the reconstruction finds the strain perfectly, and 
𝜀 =  𝜀0 in all pixels. E = 4 only when the reconstruction is fully anticorrelated, and 
𝜀 = − 𝜀0 in all pixels. As an example, the E of the strain field reconstructions in 
Figure 19d are 0.2218 (n=8), 0.3050 (n=6) and 1.7634 (n=4). We also use this method 
to evaluate the shape reconstruction result. The difference is that we compare the 
reconstructed shape function 𝑠 with the original shape function 𝑠0 shown in equation 
(7), instead of the strain 𝜀 and 𝜀0, as shown in equation (11). By qualitatively 
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comparing the reconstructions with the input, we determine that the shape of the phase 
coexistence and the strain value are reliable when E < 1.0. 
 
E = 2 ×
∑ (𝑠 − 𝑠0)
2𝑁3
𝑖=1
∑ 𝑠2𝑁
3
𝑖=1 + ∑ 𝑠0
2𝑁3
𝑖=1
 (11) 
 
The average E of the 10 nanoparticles in Figure 21 is shown in Figure 22a. Figure 22a1 
shows the strain field comparison, while Figure 22a2 shows the shape function 
comparison. In Figure 22a1 and Figure 22a2, we divide the conditions into three parts: 
low strain (n + 6 ∙ lg 𝜀0 < −13), intermediate strain (n + 6 ∙ lg 𝜀0 > −13 & n −
6 ∙ lg 𝜀0 < 23), and high strain (n − 6 ∙ lg 𝜀0 > 23). This deviation is shown with 
white dash lines in Figure 22a. 
 
For the low strain conditions in the low strain part, the strain field reconstruction 
hardly makes sense, but the shape reconstruction is reasonable. Typical reconstruction 
results are Figure 19b, where the oscillation appears in the strain field. 
 
For an intermediate strain magnitude, both strain field reconstruction and shape 
reconstruction work well. Typical reconstruction results are Figure 19d1 and Figure 
19d2. In this region, the distance between the two peaks is comparable to the size of 
the Bragg peak, as calculated. These conditions are in agreement of with literature, 
which successfully reconstruct the nanoparticle with BCDI.32,33 When the 𝜀0 is around 
10-2.75 to 10-3.00, the strain field reconstruction reaches its best, where the error E is 
lower than that of any other conditions once the number of photons is higher than 106. 
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For the high strain conditions, both shape reconstructions and strain field 
reconstructions are unreliable. Typical reconstruction results are Figure 19f1 and 
Figure 19f1. These reconstructions fail to arrange the two phases of the nanoparticle in 
the right positions, and the two phases overlap on each other.  
 
Poisson noise, detector resolution, and poor phase retrieval all may lead to inaccurate 
reconstructions. To discriminate the effect of these effects, we combine the noisy light 
intensity with the original phases and reconstruct the nanoparticle with a direct inverse 
Fourier transform. The E of these results is shown in Figure 22b. Compared with 
Figure 22. The average E of the strain field comparisons and the shape function 
comparisons of 10 different nanoparticles in different conditions. Column 1 shows the 
coefficient of the strain comparisons while column 2 only considers the shape function. 
Row a) shows the original situation. Row b) reconstructs the nanoparticle with the 
original phase angle of the light amplitude and the light intensity with Poisson noise. 
According to the definition of E, the blue part represents the satisfactory result and the 
red part means the reconstruction result is unreliable. 
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Figure 22a, we further divide the left part into 3 parts: low strain1 (lg 𝜀0 < −4.5), low 
strain2 (lg 𝜀0 > −4.5 & n + 4 ∙ lg 𝜀0 < −10), and low strain3 (n + 4 ∙ lg 𝜀0 >
−10 & n + 6 ∙ lg 𝜀0 < −13). This deviation is shown with white dash lines in Figure 
22a. 
 
For the low strain1 part in Fig.22b, the main restriction is the resolution of the detector. 
The shifting of the peak is fully invisible in this situation. As we mentioned in section 
2.1, when 𝜀0 is larger than 10
-3.605, the centers of the split Bragg peaks locate in the 
same pixel, and we can only distinguish these peaks from the fringes. When the 𝜀0 
continue decreasing, the fringes also overlap, which makes the phase retrieval unable 
to distinguish the peaks. In these conditions, we used phase retrieval on data without 
noise, but are still unable to reconstruct the strain field. Instead, random strain 
oscillation dominates the volume. This indicates a critical lower limit existing in the 
strain field reconstruction with BCDI. This lower limit varies with different 
experiment parameters. By increasing the size of the detector, we are able to lower this 
limitation. 
 
For the low strain2 part, even with fully retrieved phase angle, we are not able to 
provide a reasonable strain field reconstruction. In this region, the low photon number 
and the corresponding large noise are the main restrictions. For the last several visible 
fringes in these diffraction patterns, the intensities of them are relatively low.  As the 
resolution of BCDI is closely related to the number of fringes, the strain field 
reconstruction in these conditions only has a limited resolution. This can be reflected 
from the strain oscillation with a long wavelength shown in Figure 19b3. Although 
applied to a specific strain distribution, our results suggest that the strain sensitivity 
scales similarly to the spatial resolution. The slope of the dashed line in Figure 22b1 is 
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about 4, suggesting the contrast scales with 𝑞−4. Our results also show, that in the low 
strain region, even with a hypothetical perfectly working phase retrieval algorithm, the 
strain sensitivity decreases with decreasing signal due to noise.  
 
For the left3 part, compared with Figure 22a1, the reconstruction with fully retrieved 
phase angle provides an accurate result. This means that in this region, both the 
Poisson noise and the poor phase retrieval are the reasons for the low E in Figure 22a1. 
However, phase retrieval algorithms are never able to fully retrieval the phase angle 
from the noisy diffraction data. In these conditions, the ultimate of the retrieved phase 
angle is a good topic for future research. Here, we briefly simulate the ultimate phase 
retrieval result by adding random noise, ranging from −π/√10𝑛 to +π/√10𝑛, on the 
original phase angle. Here, this 1/√10𝑛 is to simulate the signal-noise ratio of Poisson 
distribution. Compared with the result in Figure 22b1, the decrease of E caused by the 
noisy phase angle is only in the magnitude of 0.01 in this region. Thus, if our 
simulated noisy phase angle can represent the ultimate phase retrieval result, then 
there is still enough room for the improvement of future phase retrieval algorithms in 
these conditions. 
 
The biggest difference between Figure 22a and Figure 22b lies in the right part. With 
traditional phase retrieval algorithms, the reconstruction mixes both phases. We have 
tried to reconstruct the nanoparticle from the diffraction pattern without any noise, but 
the reconstruction still fails. However, with a fully retrieved phase, both strain field 
and particle shape are reconstructed with high accuracy even with a low photon 
number. This result indicates that with a better phase retrieval result, reconstructing 
the nanoparticle with large strain magnitude is possible. 
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In conclusion, with traditional phase retrieval algorithms, the strain field 
reconstruction reaches its best when the Bragg peak broadens but does not splits. 
Therefore, the critical requirement for a reliable strain field reconstruction is that the 
distance between two split peaks is comparable to the size of a single Bragg peak. This 
distance is in proportion to the magnitude of strain, while the size of the Bragg peak is 
inverse proportional to the size of the nanoparticle. In our simulation, for a 
nanoparticle with around (500 nm)3 size, the critical strain magnitude for a convincing 
strain field reconstruction around 10-2.75 to 10-3.00. We show that the strain sensitivity 
decreases with decreasing photon number, even if the phase angle of the diffraction 
pattern is known. We also show that in for high strains the phase retrieval is the 
bottleneck: if the phases are known, it is possible to reconstruct the nanoparticle with 
high strain magnitude. Therefore, in the next chapter, we will upgrade traditional 
phase retrieval algorithms to enable us to reconstruct nanoparticles with the high strain 
magnitude. 
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CHAPTER 3 
 
NOVEL ALGORITHM FOR PHASE TRANSITIONS WITH HIGH STRAIN  
 
1. The principles of the new algorithm 
 
In Figure 19f1, the reconstruction result shows that the current phase retrieval fails as 
the two structural phases spatially overlap. However, as shown in Figure 22b, using 
Figure 23. The simulated nanoparticle undergoing phase transformation and the 
corresponding simulated diffraction patterns in each state. From top to the bottom, 
we respectively show the 3D simulated nanoparticle, middle slices of the 
nanoparticle, 3D Bragg peaks and the projection of the Bragg peaks. The magnitude 
of strain is 1% and the number of photons is 106. 
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the known complex phase of the diffraction pattern indicates that in the high strain 
situations reconstructing a reliable result is accessible, if the phase retrieval algorithm 
works. We have developed such an algorithm and will demonstrate it in the following 
paragraphs. 
 
Our new algorithm based on using the multiple scans of the nanoparticle undergoing a 
phase transformation. Therefore, similar to the experiment shown in Figure 13, in 
Figure 23, we build a nanoparticle undergoing phase transformation process and 
simulate the corresponding diffraction patterns in 7 different states. Based on these 
multiple scans, the general process of this new algorithm is shown in Figure 24. 
Compared with traditional phase retrieval algorithms, our algorithm has several 
additional steps.  
 
First, we reconstruct all 7 datasets simulated during the phase transition separately and 
then combine the shapes information of all 7 reconstructions. The motivation of this 
additional constrain is that, during the phase transformation process of the 
nanoparticle, like the LNMO nanoparticle in Figure 13, the shape of the nanoparticle 
hardly changes. That is because the phase transformation occurs thousands of times 
during the lifetime of the battery. More concretely, after the real space constraint, we 
calculate the average of the shape function of all 7 scans. Then for this average shape 
function, we regard values more than 0.6 as 1, while other values as 0. This operation 
is to fit the definition of shape function shown in section 1.3. For the nth iteration, this 
function is marked as 𝑆𝑛𝑠̅̅ ̅̅  in Figure 24. In this end, we multiply this function on each 
of the shape functions. We do this operation for every 5 iterations. 
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Second, after the Fourier transform, reciprocal space constraint, and inverse Fourier 
transform, we smooth the support, marked as S1
* in Figure 24, before the real space 
constraint. Traditional algorithms mix the two structural phases, and this overlapping 
leads to smaller support than the real shape function. This smooth function here can 
expand this support, and we apply this function for every iteration. 
 
Third, we abandon the traditional guided algorithm. On the contrary, we run 30 
different reconstructions from random starts for each particle. For every 5 iterations, 
we find the reconstructed result, which correlates the best with the other results by 
building a correlation matrix. Specifically, we calculate the error between two 
different reconstructions based on Equation (10). Then we sum up the error for each 
reconstruction and pick the one with the smallest total error. This method is similar to 
the correlation method used in Ref. 39.40 Next, we find 4 other results most similar to 
Figure 24. Schematically shows the phase retrieval process of our new algorithm. 
The black part is the traditional method and the red part is the innovation. 
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this reconstruction and average these five as the reconstruction result of this state in 
this iteration. As a flipped nanoparticle provides same diffraction pattern with the 
original one, we pick these 4 results from the other 29 original reconstructions and 
their corresponding flipped results. 
 
In our work, we start with 10 iterations of traditional ER algorithm. Then we still use 
the new RAAR algorithm for 50 iterations and then use the new ER algorithm for 10 
iterations. The three additional steps are applied in these 60 iterations in sequence. We 
repeat this 60 iterations loop for 10 times. Including the initial 10 iterations of 
traditional ER algorithm, we do 610 iterations in total, which is same with the method 
in Chapter 2. 
  
2. Reconstruction with the new algorithm 
 
Figure 25. a) 3D reconstruction results with the new algorithm. b) Middle slices of 
the reconstructed nanoparticles. 
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Figure 26. a) 3D simulated nanoparticle with phase transformations starting from both 
sides. b) Middle slices of the simulated nanoparticle. c) 3D simulated diffraction 
pattern. d) Projection of the diffraction pattern. e) 3D reconstruction results with the 
new algorithm. f) Middle slices of the reconstructed nanoparticles.  
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Figure 27. a) 3D simulated nanoparticle with phase transformations starting from 
inside. b) Middle slices of the simulated nanoparticle. c) 3D simulated diffraction 
pattern. d) Projection of the diffraction pattern. e) 3D reconstruction results with the 
new algorithm. f) Middle slices of the reconstructed nanoparticles.  
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Figure 25a and Figure 25b shows the reconstruction result of the nanoparticle shown 
in Figure 23 with our new algorithm. Compared with Figure 18f2, our new algorithm 
fully reconstructs this nanoparticle with remarkably high reliability. The distribution 
of the two phases and the shape of this nanoparticle are both clearly shown. Except for 
the barely noticeable inaccuracies in reconstructing the shape of the particles, the 
reconstructions are virtually identical to the initial data.  
 
In order to verify the generality of our new algorithm, with the methods shown in 
Figure 16, we distribute the different co-existing phases in two additional different 
ways. The original nanoparticles and the reconstruction results of these two 
distributions are shown in Figure 26 and Figure 27. 
 
For these two situations, the nanoparticles are all reliably reconstructed. The different 
phases are distributed in their right positions, and the phase co-exists planes are all 
shown. The simulations were performed with an X-ray flux comparable with current 
achievable synchrotron sources. For all three phase coexistence examples we tried, the 
new algorithm we developed reliably reconstructs the phase coexistence in 
nanoparticles, opening a new avenue for studying phase transformation dynamics in 
functional nanomaterials.   
 
3. Discussion on the new algorithm 
 
Figure 28 shows the reconstruction result of the nanoparticle shown in Figure 23 with 
smooth function only and without multiplying the average. This result shows the role 
of the smooth function and the other steps in our new algorithm. For Figure 28a3 and 
Figure 28a4, when the two phases are comparable, the reconstruction is highly 
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convincing. It indicates that smooth function is capable of reconstructing two 
comparable phases with high strain magnitude. It can expand the size of reconstruction 
into a larger volume. 
 
When the two phases have differences in size, like the situation for Figure 28a1 and 
Figure 28a6, the two phases are both reconstructed but are distributed in wrong 
positions. The minor phase also shows up in the flipped position. That is because the 
flipped input provides the same diffraction with the original input. As the minor phase 
is small, the correlating step has difficulties in distinguishing the flipped 
reconstruction and the original reconstruction. Therefore, the confinement with 
average shape function in our result becomes necessary. If we confine all these 
reconstruction results with the shape function in Figure 28a4, this series of 
reconstructions are already highly convincing. 
 
Figure 28. a) 3D reconstruction result without multiplying the average. b) The middle 
slices of the reconstructed nanoparticles in a). 
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Another aspect we investigated is how many scans are required for a successful 
reconstruction. In this thesis we used 7 scans. If we include fewer scans in the 
reconstruction, for some cases, the results are less reliable. As an example, Figure 29 
shows the reconstruction results corresponding to the nanoparticles shown in Figure 
26a2 to Figure 26a5. Compared with the reconstruction with 7 scans involved, these 
reconstruction results are smaller than the original nanoparticles. Particularly, for the 
reconstruction in Figure 29a2, the left purple-colored phase almost disappears. This 
phenomenon is very similar to the reconstruction with traditional phase retrieval 
algorithms, which makes nanoparticle smaller. Therefore, it is beneficial to include 
additional diffraction scans of nanoparticle in the beginning or ending states of the 
phase transformation. These scans likely result in more convincing shape functions 
and benefit us in the first additional step mentioned in Section 3.1. 
 
In conclusion, in this part, we have developed a new algorithm with strong capability 
in reconstructing the nanoparticle with a strain magnitude of 10-2. We have verified 
Figure 29. Reconstruction results from 4 scans of the simulated nanoparticle with 
phase transformations starting from both sides. The 3D reconstructions and the 
middle slices are respectively shown in a) and b). 
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our result with different phase distributions. Our new algorithm is significantly useful 
in BCDI and gives future researcher a new possibility to study phase transformation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
57 
CHAPTER 4 
 
FUTURE WORK 
 
For future research, we have several main prospects for future research. 
 
First, in Figure 21, the low strain condition makes it impossible for strain field 
reconstruction. We also have the empirical approximation that, with the experiment 
parameters mentioned in Section 2.1, while n + 4 ∙ lg 𝜀0 < −10, the reconstruction of 
the strain field only makes little sense. However, the physical reasons for this remain 
unclear. By revealing these reasons, we can better understand how Poisson noise 
affects the reconstruction results. 
 
Second, our new algorithm has several improvement possibilities in detail that deserve 
research. Like the smooth function tends to make nanoparticle round. A higher 
reconstruction accuracy is achievable if the background problems are revealed and 
solved. 
 
Third, we only verified the practicability of our algorithm with simulation data. We 
have tried our algorithm on some real experimental data of LNMO nanoparticles, and 
the preliminary results look promising. Our next step is applying our algorithm on a 
complete dataset of experimental data and help us better understand phase 
transformation processes. 
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CHAPTER 5 
 
CONCLUSION  
 
Based on the principles of Bragg coherent diffractive imaging, our project use 
simulation to reveal the accuracy of reconstruction phase coexistence in nanoparticle 
with the traditional phase retrieval algorithms. We change the magnitude of strain and 
the number of photons in the reciprocal space as two variables, and we set other 
parameters similar to real BCDI experiment. 
 
In the low strain magnitude conditions, we reveal an empirical relationship that while 
n + 4 ∙ lg 𝜀0 < −10, the reconstruction of the strain field hardly makes sense, even 
can fully retrieval the phase angle in the diffraction pattern. Our work also indicates a 
possible improvement possibility when n + 4 ∙ lg 𝜀0 > −10 & n + 6 ∙ lg 𝜀0 < −13 for 
future phase retrieval algorithms. 
 
In the intermediate strain magnitude conditions, we find that the critical condition for 
a reliable strain field reconstruction is that the distance between the two peaks is 
comparable to the size of the Bragg peak. With the parameters we set, the most 
suitable strain magnitude is 10-2.75 to 10-3 for tradition phase retrieval algorithms. 
 
In the high strain magnitude conditions, our work points out that traditional phase 
retrieval algorithms are unable to provide a convincing reconstruction result. In order 
to reconstruct the nanoparticle with a high magnitude of strain, we have developed a 
new phase retrieval algorithm. We succeed in reconstructing the nanoparticles with a 
10-2 strain magnitude from their simulated diffraction data with a currently accessible 
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number of photons. We have also verified our algorithm with different types of phase 
distributions. 
 
Our next step includes applying our algorithm on real experimental data. We hope our 
algorithm can help scientists better understand phase transformations when using 
Bragg coherent diffractive imaging. 
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