In this paper we present an extension of the wra for solving large systems of odes. The wra is well suited for parallel computation because it decomposes the solution space into several disjoint subspaces. Allowing the subspaces to overlap, i.e. dropping the assumption of disjointness, we obtain an extension of this algorithm. This new algorithm the so called msa is also well suited for parallel computation. As numerical examples demonstrate this overlapping of the subsystems heavily reduces the computation time.
Introduction
In the area of simulation of large electrical circuits the equations describing the circuit often yield a m dimensional nonlinear sti initial value problem (1:1) x 0 (t) = f(t x(t)) x(0) = x 0 with t 2 0 T ] x 2 C 1 ( 0 T ] IR m ) f 2 C( 0 T ] IR m I R m ) x 0 2 IR m . If one has to simulate a Very Large Scale Integrated (VLSI) circuit the dimension of the problem can reach up to more than 10000 WhSa87]. Very often the circuit consists of fast and slow c o m p o n e n ts and the fast components force one to use implicit integration methods. Therefore one must solve a m dimensional nonlinear system of equations at each timepoint before advancing to the next timepoint.
In the beginning of the 1980's a new approach for solving these problems was developed at the Electronic Research Laboratory at Berkeley that circumvents these di culties. In this approach called waveform relaxation algorithm the full system is decomposed into smaller subsystems which can be solved independently by di erent processors on a parallel computer. The subsystems are integrated over certain small time intervals so called windows. Inputs from other subsystems are taken from the previous iteration. The advantages of this method are obviously not only the possibility to use several processors in parallel and the smaller dimension of the subsystems but also to use di erent step sizes for di erent subsystems. Subsystems with slow components only can be integrated with larger step sizes than those containing fast components. A major drawback is the slow c o n vergence of the iteration in case of a strong coupling between the subsystems. Moreover much more memory is needed to store all values of each component a t e a c h timepoint of the last iteration.
Multi-splitting methods were rst introduced by O'Leary and White in OLWh85] for solving large linear system of equations on a parallel computer. This idea was extended to nonlinear problems by White in Whit86] . In this paper we adapt the ideas of O'Leary and White and study the use of multi-splitting methods for solving large systems of ordinary di erential equations. It turns out that with a special set of parameters one recovers the waveform relaxation algorithm. We restrict ourselves to linear problems this means that we are dealing only with linear m-dimensional initial value problems (1:2) x 0 (t) + Ax(t) = f(t) x(0) = x 0 with t 2 0 T ] A 2 IR m m f 2 C( 0 T ] IR m ) x 0 2 IR m x 2 C 1 ( 0 T ] IR m ).
In the second section of this paper we brie y review the usual formulation of the waveform relaxation algorithm. The third section contains the presentation of the multi-splitting algorithm a rst analysis of which i s g i v en in the fourth section. In the fth section we discuss a practical implementation of the multi-splitting algorithm. In the last part we present s o m e n umerical examples which demonstrate the faster convergence of the multi-splitting algorithm when overlapping splittings are used.
1
Let us introduce some notation. In order to avoid too many indices, we refer to the element in the i-th row a n d j-th column of a matrix C by C(i j). The matrix I s indicates the s s identitymatrix.
The Waveform Relaxation Algorithm
For linear initial value problems (1.2) the waveform relaxation algorithm is based on a splitting of the matrix A into A = M ; N which y i e l d s
This is written as an iteration where the right h a n d s i d e i s t a k en as an input to the iteration (2:2) x 0 n+1 (t) + Mx n+1 (t) = Nx n (t) + f(t) x n+1 (0) = x 0 : The starting function x 0 (t) i s c hosen as constant initial values x 0 (t) x 0 . I n t h e case of Block-Gauss-Jacobi the matrix M is chosen to be block diagonal and in the case of Block-Gauss-Seidel M has block l o wer triangular structure. With a block diagonal M the algorithm is well suited for parallel computers. Suppose
where we assume that each D j is a real m j m j matrix. By this the problem is naturally decomposed into r subsystems. On a parallel computer each subsystem is now assigned to a processor and the solution of each subsystem is computed in parallel. This is done not only for one timepoint but over the whole domain of integration 1 0 T ]. After each subsystem has been solved the index of the iteration is increased and another iteration is performed until convergence has occurred. We observe that the sum of the dimensions of the subsystems always equals the dimension of the underlying problem. In the next section we will show t h a t i t is possible to allow the sum of the dimensions of the subsystems to exceed the dimension of the original problem. 
as a subsystem of (1.2). Remark 3.3:
If we t a k e a closer look at (3:3) we see that there is no interaction between two different subsystems. Therefore we can solve these subsystems on di erent processors in parallel.
Remark 3.4:
From (3:4) we see that we do not need to compute those components i of y l n (t) where E l (i i) = 0 . Therefore in practical implementations we will not compute these components at all. We will return to this aspect in a discussion of a practical implementation in section 5.
We conclude this section by describing the Multi-splitting Algorithm in an al- we can write the solution y l (t) of a subsystem (3.3) using (4.1)-(4.3) as y l n (t) = K l x n (t) + ' l (t) Having computed the solution of each subsystem we h a ve t o w eight the solutions by the E l matrices. Then we sum the weighted solutions over all subsystems to get a new approximation to the solution of (1.2). Therefore the following notation will be used frequentlyk
Using this notation the next iteration can be written as (4:4) x n+1 (t) = K x n (t) + '(t) The following lemma is obvious and is given without proof.
Lemma 4.1:
x(t) is the exact solution of (1.2) if and only if x(t) is also a solution of each subsystem x(t) = K l x(t) + ' l (t) for l = 1 : : : L :
We shall make use of Lemma 4.1 in the following Lemma 4.2:
x(t) is the solution of (1.2) if and only if x(t) is the solution of the xpoint equation x(t) = K x(t) + '(t).
Proof:
Let x(t) be the solution of (1.2). We get for l = 1 : : : L :
The other direction of the lemma will be shown later.
Disregarding convergence one can verify by substitution that
is a formal solution of the xpoint equation. Using (4.4) inductively yields:
Lemma 4.3:
For n 1 w e obtain (4:6)
We observe that the convergence of the iteration depends only on the behaviour of the linear operatorK n . Before we s h o w that the xpoint equation has unique solution, we t a k e a closer look at the operatorK n .
: : :
The next lemma shows thatK n can be regarded as an n-fold convolution. Proof:
The proof is done by induction with respect to n. For n = 1 w e g e t
Assuming that (4.7) holds for some n we get for n + 1
Substituting now w = s ; v yields
If we w ant to show c o n vergence of the series (4.5) we need that the operatorK is a contraction operator. Let us introduce the following norm: Using (4.9) and (4.10) we get the following bound:
(4:11) jk(t)j k kk T CE=: C:
Before estimatingK n we derive a bound for its kernelk n :
Lemma 4.5:
For the kernel of the iteration operatorK n we h a ve jk n (t)j C Z t 0 jk (n;1) (s)j ds and (4:12) jk n (t)j C ( Ct) n;1 (n ; 1)! :
Proof:
jk n (t)j = jk k (n;1) (t)j = j Z t 0k (t ; s)k If we n o w subtract (4.6) from (4.5) we h a ve a rst form of the error of the n-th approximation:
Using this result we can prove the following lemma:
Lemma 4.7:
The error of the n-th approximation is bounded by (4:14) kx ; x n k T ( CT) n n! exp( CT)k'k T + kx 0 k T Proof: Using (4:5) (4:6) and (4:13) we h a ve kx ; x n k T max
Using the inequality a! (a + b)! 1 b! completes the proof. >From Lemma 4.7 we see that we c a n a c hieve convergence of the multi-splitting algorithm on a xed interval 0 T ]. If T is large however, the convergence can get very slow. It is possible to circumvent this di culty b y i n troducing an exponentially weighted norm, in which c o n vergence can be achieved on 0 1). We will discuss this di erent approach in future work.
A Multi-Splitting based on Overlapping Block Decomposition
In this section we discuss a practical implementation of the multi-splitting algorithm which is based on an overlapping block decomposition of the matrix A. In section 2 we h a ve seen that we do not need to compute the i-th component o f y l n whenever E l (i i) = 0 . W e g i v e a formalism to eliminate all these unused components. This results in a reduction of the dimensions of the subsystems. We need the following de nition:
De nition 5.1: Let S = f1 : : : m g which will be referred to as the set of the components of problem (1.2). 
De nition 5.2:
If there exists at least one pair of indices i 6 = j with i j 2 f 1 : : : L g so that S i \ S j 6 = then we will call a multi-splitting an overlapping multi-splitting otherwise it will be named a disjoint m ulti-splitting. Remark 5.3:
We use a block decomposition which means if i 2 S l and i + r 2 S l then j 2 S l with i j i + r. W e o verlap only adjoining subsystems where moreover we o n l y encounter the case that one component is in at most two subsystems. For simplicity w e assume that the number of overlapping components between two adjoining subsystems is constant.
De nition 5.4: By overlap k we mean that k = jS l \ S l+1 j for l = 1 : : : L ; 1:
Next we de ne the elements of the E l matrices by setting those diagonal elements E l (i i) nonzero, where the according index i is an element o f S l . F urthermore we require that the consistency condition (3.2) is satis ed:
0 if i 6 = j 0 if i = j and i = 2 S l 6 = 0if i = j and i 2 S l Now w e know w h i c h components i of the l-th subsystem will be weighted by a factor E l (i i) 6 = 0 and which will be dropped by m ultiplying it with E l (i i) = 0 . By computing values for components that will be thrown away a f t e r w ards not only computing time is wasted but also more memory is used. Therefore we w i l l c o m p u t e a component i of subsystem l only if E l (i i) 6 = 0 or equivalently if i 2 S l . Using the subsets S 1 S 2 : : : S L we can de ne L projection matrices P 1 P 2 : : : P L in the following way P l (i j) = 8 < :
0 if i 6 = j 0 if i = j and i = 2 S l 1 if i = j and i 2 S l where i j 2 f 1 : : : m g and l 2 f 1 : : : L g i.e. only those diagonal elements of P l are nonzero where the according index is an element o f S l . By using these projection matrices we project problem (1:2) into L di erent subspaces. We solve n o w the projected problems in each subspace but we use components from outside the particular subspace as an input.
Remark 5.5:
In a disjoint m ulti-splitting the matrices P l and E l coincide.
Lemma 5.6:
The following relations hold: (i) P l E l = E l P l = E l for l = 1 : : : L(ii) If a disjoint multi-splitting is used then E i E j = E j E i = 0 for i 6 = j.
Recalling the algorithm we see that the iterate x n+1 is computed by
where Lemma 5.6 (i) is used. This means that in the l-th subsystem we o n l y h a ve to compute P l y l n . In order to have only the components i with i 2 S l as unknowns in the l-th subsystem in a practical implementation of the algorithm not the matrix A but the projected matrix P l A is split. This saves computing time and much l e s s memory is needed. Therefore we use from now o n P l A = M l ; N l l = 1 : : : L Remark 5.7:
It is easy to see that the case L = 1 yields exactly the waveform relaxation algorithm as presented in section 2. Moreover the Block Gauss Jacobi iteration in Example 2.1 can be expressed as a disjoint m ulti-splitting with L = r and M l = P l AP l .
Example 5.8:
We consider the 5-dimensional problem: 
Numerical Results
In this section we present some numerical experiments that have the same characteristics. The number of iterations necessary to satisfy a given accuracy is for the multi-splitting algorithm always lower than for the waveform relaxation algorithm. Throughout this section we will refer to the waveform relaxation algorithm as a disjoint m ulti-splitting or as a multi-splitting with overlap 0.
The problem:
We always use the same dimension of the test problem, the same number of time- 
As a stopping criterion we require that all components i of the solution satisfy 
How d o w e split?
Since the structure of the matrix A is simple we h a ve c hosen the subsets S 1 S 2 : : : S L that each subset contains at least m L elements. If L is not a factor of m, i . e . m = L + with 6 = 0 w e add to the last subsets S L; +1 : : : S L one element. If we use overlap j we add to all but the last subsystem j elements. By this we a c hieve that the workload is distributed evenly among the di erent processors if a parallel computer is used. This strategy is illustrated in Example 5.9 with m = 5 L= 2 a n d o verlap 0 and overlap 2 respectively. How d o w e c hoose the elements of the E l matrices?
It seems natural to use as a rst approach E l (i i) = 1 2 whenever component i of the l-th subsystem is in two subsystems. The number of iterations necessary to satisfy a given stopping criterion is as expected a monotone decreasing function of the number of overlapping components. If we increase the overlap however the number of necessary iterations suddenly increases. We can explain this by considering a component i for which either i ; 1 o r i + 1 i s not an element of the same subset. Lets suppose that i 2 S l i + 1= 2 S l , i + 12 S l+1 . We h a ve t wo a p p r o ximate solutions of component i, one solution computed from subsystem l and one solution computed from subsystem l+1. Since the phenomenon only occurs if we use a large number of overlapping components we can assume that i ; 2 i ; 1 i i + 1 and i + 2 are elements of S l+1 . Therefore we expect that the computation of component i from the subsystem l + 1 is more accurate than the other computation. But with the above m e n tioned weighting scheme we use the same weight for both solutions and we i n troduce an error that causes an increased number of iteration steps required. Instead of the above c hoice of E l we n o w give a di erent setting of the weight matrices wherefore we need the following de nition: By this we de ne the last k diagonal elements of E 1 E 2 : : : E L;1 . Since the E l matrices satisfy the consistency condition the rst k diagonal elements of E 2 E 3 : : : E L are also uniquely de ned. Using this weight s c heme we get for the matrices E 1 and E 2 of Example 5.9 with overlap k = 2 : We will vary the number of splittings L and the number of overlapping components. The quantity t h a t i s g i v en in the tables is the necessary number of iterations that (6.1) is satis ed. 
