We consider an elliptic system of equations on the torus − L 2 , L 2 d with random coefficients A, that are assumed to be coercive and stationary. Using two different approaches we obtain moment bounds on the gradient of the corrector, independent of the domain size L. In the first approach we use Green function representation. For that we require A to be locally Hölder continuous and distribution of A to satisfy Logarithmic Sobolev inequality. The second method works for non-smooth (possibly discontinuous) coefficients, and it requires that statistics of A satisfies Spectral Gap estimate.
Introduction
We are interested in the homogenization of linear second order elliptic system of equations with random coefficients of the form
It is a well-known fact that if distribution of A is stationary and ergodic, then as ε → 0 the solution u ε converges a.s. to u 0 -a solution of an elliptic system with deterministic and constant homogenized coefficient field A hom . This was proved by Kozlov [18] and independently by Papanicolaou and Varadhan [26] . 1 For obvious practical reasons it is important not only to show the convergence of u ε , but also to be able to compute A hom . If the coefficient field A is periodic and deterministic, given direction e (e is a vector or a matrix in the case of one equation or a system of equations, respectively), this can be done by considering the notion of a corrector φ, the unique periodic solution with zero mean to the cell problem −∇ · (A(y)(e + ∇φ(y)) = 0, and defining A hom using an expression for the energy density eA hom e = (e + ∇φ(y))A(y)(e + ∇φ(y)). 2 If A is random, the corrector satisfies the equation in the whole space, and a similar formula for A hom holds (with the integral on the right-hand side replaced by the average over the probability space). To compute the corrector for system with random coefficients one needs to solve the equation in the whole space, which is numerically very difficult. Moreover, in some cases (for example in dimension 2) even the notion and existence of a stationary corrector is not clear.
To remove these two possible caveats, as a proxy for the original problem we consider the case of random but periodic A. In this case the corrector is defined as a periodic solution on the torus with zero mean, it exists and is unique, and it is less difficult to compute it numerically (at least for few realizations of a coefficient field A). If A is L-periodic, it is natural to expect that eA hom e can be well approximated by
(∇φ(A; x) + e) A(x) (∇φ(A; x) + e) dx,
where the corrector φ is an L-periodic solution to −∇ · A(∇φ(A; ·) + e) = 0. 3 Moreover, to improve the error coming from approximating eA hom e by (2), we can average (2) over several realizations of A. In order to quantify this error, one needs to estimate variance of (2) . In this paper we will present two quite different techniques how to obtain such estimate.
In contrast with the qualitative theory of homogenization of equations with random coefficients [18, 26] (see also [19, 20] for similar results for discrete elliptic equations), where stationarity and ergodicity of statistics of coefficient fields is enough to guarantee homogenization, the quantitative theory requires stronger, quantitative version of ergodicity. Quantifying ergodicity in the form of uniform mixing condition (i.e., assuming algebraic decay of correlations), Yurinskiȋ [29] was the first to prove the rate of convergence (though not optimal) of a solution to an elliptic equation with random coefficients to the solution of a homogenized equation. Later, together with Pozhidaev, Yurinskiȋ extended this result to systems of equations [27] . Assuming small ellipticity contrast ratio (requirement for the Meyers estimate to hold for exponents p = 4), in the case of a discrete elliptic equation with diagonal coefficients, Naddaf and Spencer showed in their unpublished work [25] the optimal rate of convergence. To our knowledge, in this setting they were the first to quantify the ergodicity of the space of coefficient fields using the Spectral Gap inequality (SG), which they derived from the Brascamb-Lieb inequality. Inspired by the work of Naddaf and Spencer, Gloria and Otto [15] improved the result of [25] and obtained the optimal estimates for the random error without the assumption of small ellipticity contrast. In companion article [16] , Gloria and Otto obtained the optimal estimate also for the systematic error (see [12] or [16] for the definition of the random and the systematic error). Together with Neukamm, Gloria and Otto [14] estimated the error between the random solution and the first two terms of the asymptotic expansion. In [14] , instead of (SG) they assumed the Logarithmic Sobolev inequality (LSI) (which is a little stronger than (SG)) and use Green function estimates obtained by Marahrens and Otto [23] .
Though most of the previous results were proved for discrete elliptic equations, we believe it should be possible to use similar methods to extend some of these results also to the case of linear elliptic equations in R d . On the other hand, since most of the previous arguments are based on the regularity theory for scalar elliptic operators, connected with names of De Giorgi, Nash, and Moser (often based on maximum principle, which is not available for systems of equations or discrete equations with non-diagonal coefficients), to treat the case of systems of elliptic equations one needs to use different methods. In a recent work, Ben Artzi, Marahrens, and Neukamm [2] obtained estimates on the gradient and second mixed gradient of the Green function for discrete elliptic equation with non-diagonal coefficient. These estimates, used together with Logarithmic Sobolev inequality and the Spectral Gap inequality, allow them to get estimates on the gradient of the corrector and the corrector itself, respectively. Since in their setting the maximum principle does not hold, there is a hope their methods could be used to study homogenization of a system of equations in Z d as well.
In the nonlinear setting, the only known quantitative result for homogenization of convex integral functionals is the recent work of Armstrong and Smart [1] , who extended the qualitative result due to Dal Maso and Modica [5] . Armstrong and Smart used clever cut and paste technique, which for any two open sets U, V ⊂ R d , separated by distance at least 1, requires the statistics of coefficient fields A in U to be independent of the statistics of A in V . This assumption replaces the Spectral Gap inequality (or the Logarithmic Sobolev inequality) used in the previously mentioned articles. As a special case (using their result for quadratic functionals), they prove homogenization also for linear elliptic equations. In contrast with our approach they used variational techniques, which in the linear setting would require coefficients A to be symmetric, while we do not need this assumption. The result in [1] is stated for scalar functionals, but using their methods it should be possible to extend the result also to the case of nonlinear convex vectorial functionals.
We assume the statistics of coefficient fields is stationary, meaning that A and A(z + ·) have the same distribution. In our and also in many already mentioned works there are basically two main assumptions besides stationarity: the first one is deterministic, and assumes that coefficient fields A are in some sense elliptic; the latter is probabilistic, and asserts that the distribution of coefficient fields is ergodic in a quantitative way.
In contrast with scalar equations, where there are not many different notions of ellipticity, for systems there are several possible choices. A stronger condition, called very strong ellipticity (also known as the Legendre condition), assumes M · A(x)M ≥ λ |M | 2 and |A(x)M | ≤ |M |, uniformly in x and for all matrices M . A weaker notion of ellipticity is the one of strong ellipticity (also known as the Legendre-Hadamard condition), where the first inequality is assumed only for rank-1 matrices M . In both of these, λ ∈ (0, 1) is fixed. In the case of the whole space (or a torus), it is obvious that very strongly elliptic A satisfies
for any ϕ ∈ W 1,2 . If A is only strongly elliptic but constant (i.e., it does not depend on x), (3) still holds. This can be seen from Plancherel Theorem and the fact that in the Fourier space ∇φ is a rank-1 matrix. For general non-constant strongly elliptic A (3) fails to hold. 4 On the other hand, it can be proved that if A satisfies (3), then for a.e. x (for every x if A is continuous) the matrix A(x) is strongly elliptic. Hence we see that (3) lies between the strong ellipticity and the very strong ellipticity. In both of our approaches we assume that all coefficient fields satisfy (3). The randomness of coefficient fields A ∈ Ω will be modelled by a probability measure on Ω. Following convention in statistical mechanics, we call this probability measure an ensemble and denote by · the expectation with respect to this measure (the ensemble average). To quantify ergodicity of the ensemble we assume it satisfies either Logarithmic Sobolev inequality (LSI) (see Theorem 1) or Spectral Gap inequality (SG) (see Theorem 2) . Since there are several versions of these inequalities, let us quickly discuss few of them. In the discrete setting Z d , for
, one possible form of (SG) is the following: there exists ρ such that for any random variable ζ ∈ L 2 (Ω):
In this form, (SG) was considered by Naddaf and Spencer in their unpublished work [25] , and can be seen as a Poincaré estimate in the infinite dimensional setting. By replacing ∂ζ ∂a(y) 2 on the right-hand side with different terms, Gloria and Otto [15, 16] , Gloria, Otto, and Neukamm [12] , and Ben-Artzi, Marahrens, and Neukamm [2] considered several, weaker notions of (4). In particular, in [2, equation (10) ], this term is replaced by osc a(y) ζ 2 , where osc a(y) stands for the oscillation w.r.t. a(y):
Compared to (4), (SG) with oscillation on the right-hand side holds for more general ensembles -for example for i.i.d. associated with a single-site distribution that only assumes finite number of values (Bernoulli). A little stronger notion than (SG) is the Logarithmic Sobolev inequality (LSI) (see, e.g., [17, Theorem 4.9] , for the proof that (LSI) implies (SG)). In the discrete setting that would mean considering (4) with the left-hand side (ζ − ζ ) 2 replaced by ζ 2 log ζ 2 ζ 2 . As was the case for (SG), in (LSI) one could also use different versions of the right-hand side. In our first result we assume the ensemble satisfies (LSI) with continuum derivatives on the right-hand side, while in the second result we will assume (SG) with oscillations on the right-hand side (see Theorem 1 and Theorem 2 for the precise form of these assumptions).
In the next section we define all the relevant notions, state our main results (Theorem 1 and Theorem 2), and quickly discuss their proofs. In Section 3 we state and prove Theorem 3 -a discrete version (both in terms of the statement and the idea of the proof) of Theorem 1. In Section 4 we present the main ingredients in the proof of Theorem 1, and afterwards (Section 5) we give arguments for those. Finally, the proof of Theorem 2 is given in Section 6.
Notation. We denote by d ≥ 2 the dimension of the underlying space R d , by n ≥ 1 number of equations, and by L > 0 the side-length of the d-dimensional torus T L = R d /LZ d . Given r > 0 and z ∈ T L , B r (z) denotes a ball in T L , centered at z with radius r; B r will stand for a ball B r (0). Here and throughout the paper, balls like B r (z) refer to the distance function on the torus.
Though we consider a system of equations, it would be convenient to use scalar notation. For that we consider Y , a real Hilbert space of dim Y = n (sometimes we will identify Y with R n ). We denote by zy and z · y respectively the inner product in Y and the natural one induced over Y d . In the same spirit we write |z| = (zz) 1 2 for z ∈ Y and |y| = (y · y)
Setting and the main results
We start by introducing the relevant deterministic notions: The corrector φ(A; ·) and the homogenized coefficient A hom (A) for an arbitrary coefficient field A on the torus T L .
) that are elliptic in the following sense: there exists 0 < λ < 1, which is fixed throughout the paper, such that for any
We point out that we do not assume symmetry of coefficient fields A. Since the first condition in (6) is not pointwise, let us mention few sufficient pointwise conditions on A for (6) to hold. Recall that it is enough to assume that A is very strongly elliptic in the sense that y · A(x)y ≥ λ |y| 2 for all y ∈ Y d . Motivated by linear elasticity, in the case d = n it follows from Korn's inequality that it is enough to assume that A is Korn-elliptic in the sense that y · A(x)y ≥ λ |sym y| 2 for all y ∈ Y d . Here, we identified Y d with the space of matrices R d×d , and by sym we denoted the symmetric part of a matrix. Finally, Pozhidaev and Yurinskiȋ [27] gave a condition which generalizes both of these conditions: they assume that for each
andĀ is strictly rank-1 elliptic in the sense that (y ⊗ u) ·Ā(y ⊗ u) ≥ λ |y| 2 |u| 2 for all y ∈ Y, u ∈ R d . Let us now define the notion of a corrector:
where e ∈ Y d with |e| = 1 is a "direction" that is fixed throughout the paper. We note that the uniqueness of φ implies "stationarity" in the sense of
Definition (Homogenized coefficient). Given A ∈ Ω, the homogenized coefficient in direction e is defined via
We will assume that the probability measure (the ensemble) on Ω is stationary in the following sense:
Definition (Stationary ensemble). We say that an ensemble on Ω is stationary if for any shift vector z ∈ R d the random field A and its shifted version A(· + z) : x → A(x + z) have the same distribution. In other words, for any (integrable) function ζ : Ω → R (which we think of as a random variable) we have that A → ζ(A(· + z)) and ζ have the same expectation:
As before, · denotes expectation w.r.t. the ensemble on Ω. Assuming the ensemble is stationary and ergodic in a quantitative way (see below for precise definitions), we prove a Central Limit Theorem-type scaling of the variance of the homogenized coefficients in terms of the system volume L d
for any |e 0 | , |e 1 | ≤ 1, where C does not depend on L or choice of e 0 , e 1 . This estimate is a consequence of the moment bounds on the gradient of the corrector, which we obtain using two different methods. Let us now precisely state the results:
, H > 0, and let · be stationary and such that · -a.e. coefficient field A is locally α-Hölder continuous with constant H, meaning that for all x, y ∈ B 1
Moreover, we assume the ensemble satisfies the following form of the Logarithmic Sobolev inequality: there exists constant ρ such that for any random variable ζ ∈ L 2 (Ω), for which the right-hand side in (12) makes sense, we have
where
Then for any e ∈ Y d , |e| ≤ 1 and any 2 ≤ p < ∞ we have
where the corrector φ is the unique meanfree solution to −∇ · A(∇φ + e) = 0. For any e i ∈ Y d , |e i | ≤ 1, i = 0, 1 we estimate variance of the homogenized coefficient
Unless stated otherwise, here and in the sequel C stands for a generic constant that only depends on the ellipticity ratio λ, dimension d, number of equations n, α, H related to the smoothness of coefficients, and possibly constant ρ in the (LSI) or (SG).
The proof of Theorem 1 is based on Green function representation. To show (14) , by
Schauder theory it is enough to estimate ζ p for ζ = B 1 |∇φ(x) + e| 2 dx 1 2 . We observe that p d dp ζ p = ζ p ln ζ p and estimate the right-hand side using (12) (so called Herbst argument). To estimate the right-hand side of (12) for ζ p , we express ∂ζ ∂A(y) using Green function. To deal with this we estimate the L 2 -norm of the second mixed derivative of the Green function away from its singularity. In the end we obtain a differential inequality for F (p) := ζ p in the form p d dp F (p) ≤ F (p) ln F (p) + CF (p), which together with the fact that by simple energy estimates F (2) ≤ C gives (exponential) control on F (p). To show (15), we appeal to the Spectral Gap estimate for ζ := e 0 · A hom e 1 and use bound on |∇φ(0) + e| 4 .
Let us now provide one example of a stationary ensemble on Ω, which satisfies assumptions of Theorem 1 in the case d = n, and is of particular practical interest:
Example (Random linear elasticity). We consider an elastic material with stiffer inclusions positioned randomly in the sample. More precisely, let the torus size L be an integer, 0 < λ < 
(it is also known that π ≤ ρ ≤ π 2 , see, e.g. [3] ). By the tensorization property (see, e.g., book by Ledoux [22, Proposition 4.4] ) the measure m also satisfies (LSI) with the same constant ρ.
We use m to define a probability measure on Ω. Since in this example d = n, we can identify Y d with square matrices R d×d . For an element ofΩ we define A using
where sym y denotes the symmetric part of the matrix y. We see from (17) that y · Ay ≥ 2λ |sym y| 2 , and using Korn's inequality we get that A satisfies the first condition in (6). The boundedness of A (second condition in (6)) trivially follows from (17) .
We observe that the push-forward of m using the above-defined map defines a stationary probability measure on Ω. Since m satisfies (LSI), we get for any (smooth) ζ ∈ L 2 (Ω), ζ 2 = 1:
whereζ is a composition of ζ with the map defined in (17) . We showed that this model satisfies all assumptions of Theorem 1.
In Theorem 2 we obtain a similar conclusion as in Theorem 1, but under weaker assumptions and using Green function-free approach. In fact, we do not assume any smoothness assumption on coefficient fields A ∈ Ω, and instead of Logarithmic Sobolev inequality (12) we assume that the ensemble satisfies Spectral Gap inequality (18) , which is weaker than (12) . To simplify the exposition we assume the torus size L is an integer: Theorem 2. There exists q = q(λ, d), 1 < q < 2 with the following property. Let · be stationary and satisfies the following form of the Spectral Gap inequality: there exists ρ > 0 such that for any ζ ∈ C b (Ω) (bounded and continuous w.r.t. the L ∞ -topology on Ω)
If the ensemble satisfies (18) with q = 2, then also
for any
Similarly to (5), the oscillation in (18) is defined through
Remark 2.1. Since for any non-negative sequence {a k } and p ≥ q ≥ 1 we have
, the right-hand side in (18) decreases as q increases. From that we see that the assumption (18) gets stronger as q becomes larger, in particular Theorem 2 holds for any stationary ensemble that satisfies (18) with q = 2, which would be a more common form of the Spectral Gap inequality.
Remark 2.2. If we assume that all coefficient fields A ∈ Ω satisfy the following stronger (local) version of (6):
then the best (smallest) q in (18) for which Theorem 2 holds, satisfies q(λ, d) → 1 as λ → 1.
Let us now sketch the main steps in the proof of (19) (for simplicity assuming (18) holds for q = 2). Let R ≥ 1 be fixed. Then:
|∇f | 2 , we have
(exponent α is slightly smaller thanᾱ from the previous step);
• we find a finite deterministic collection of F k for which the previous step applies, and such that
|∇φ + e| 2 , and use two previous steps in the p-version of the Spectral Gap inequality to show
Hence for pα > d and R large enough we get the desired bound
We now provide one example of an ensemble, the Poisson ensemble, which satisfies assumptions of Theorem 2:
Example. Let the configuration of points X := {X i } i=1,··· ,N on the torus be distributed according to the Poisson point process with density one. This means the following:
• For any two disjoint (Lebesgue measurable) subsets D and D ′ of the torus we have that the configuration of points in D and the configuration of points in D ′ are independent.
• For any (Lebesgue measurable) subset D of the torus, the number of points in D is Poisson distributed; the expected number is given by the Lebesgue measure of D.
Note that N is random, too.
With any realization X = {X i } i=1,··· ,N of the Poisson point process, we associate the coefficient field A ∈ Ω via
Id.
This defines an ensemble on Ω by "push-forward" of the Poisson Point Process. It is easy to see that the ensemble is stationary and A ∈ Ω satisfy (6). Moreover, since the Poisson point process satisfies the Spectral Gap inequality (see (1.8) in [21] or [28] ), (18) with q = 2 holds as well.
3 Simple argument for moment bounds in the discrete setting
The proof of Theorem 1 is based on Green function representation, and a similar idea can be used to obtain moment bound on the gradient of the corrector also in the discrete setting. In the case of a whole space Z d and for an equation with massive term, Ben-Artzi, Marahrens, and Neukamm [2] used this idea to obtain moment bounds on ∇φ. In fact, their main achievement are moment bounds on the corrector itself in the case of non-diagonal coefficient; moment bounds on ∇φ are only small part of their work.
In [2] they use the following form of (LSI): for all random variables ζ ∈ C b (Ω)
where osc a(y) ζ is defined in (5) . In order to obtain better control of the constants in the estimate via Herbst argument, we consider (22) with osc a(e) ζ on the right-hand side replaced by ∂ζ ∂a(e) . In the discrete setting, the coefficient field a is a function on Z d with values in R d×d . Assuming only the lower bound on the coefficients in the form of
we prove that any moment of ∇φ(0) is controlled by |∇φ(0) + ξ| 2 one has to assume also a (not necessarily pointwise) upper bound on a.
Before we state the precise statement we briefly introduce the discrete setting. To simplify the exposition, here we consider only scalar equations on Z d ∩T L . For a function u : Z d ∩T L → R, the discrete gradient is a function defined on the set of edges
, where e 1 , . . . , e d is the canonical basis in R d , via
In the discrete setting, the coefficient field a associates a uniformly elliptic matrix to each point in Z d ∩ T L . For simplicity we only consider the case of diagonal matrices. In that case a coefficient field a can be thought of as a scalar function on the edges E d L which satisfies a(e) ≥ λ for each e ∈ E d L . As mentioned before we do not assume any upper bound on a. For differentiable ζ : Ω → R and e ∈ E d L we write ∂ e ζ = ∂ζ ∂a(e) , and as in the continuum setting · will denote the ensemble average on Ω :
Theorem 3 (Moment bounds on ∇φ in the discrete setting). Let · be stationary and satisfies the following Logarithmic Sobolev inequality:
for all random variable ζ ∈ L 2 (Ω) for which the right-hand side makes sense. Let ξ ∈ R d , |ξ| ≤ 1 be fixed and for a ∈ [λ, ∞) E d L let φ(a; ·) be the unique solution to
where D i φ := ∇φ(e i ).
Compared to our setting, in the case of the whole space Z d the existence and uniqueness of the corrector φ is much more subtle. For example, it can be shown that in any dimension d ≥ 2 there exists a unique corrector φ with φ(0) = 0 such that ∇φ is stationary. In contrast, the corrector itself is stationary only if d > 2 (see, e.g., [11] ).
Sketch of the proof.
Step 1: We claim
where G(a; x, y) is the Green function defined by ∇ * a(·)∇G(a; ·, y) = δ y (·), and ∇∇G denotes the second mixed derivative. Here ξ(e) = ∇ξ(e) withξ(x) := ξ · x. To prove (26), we first differentiate (24) w.r.t. a(e), e ∈ E d L to get ∇ * a∇∂ e φ = ∇ * g e , where g e (b) = −δ e (b) (∇φ + ξ) (b). Using Green function representation we see
x, e)(∇φ + ξ)(e).
Hence ∂ e (∇φ + ξ)(b) = ∇∂ e φ(b) = −∇∇G(a; b, e)(∇φ + ξ)(e), and (26) is proved.
Step 2 (see also (37) in [23] ): We claim that for any e ∈ E d L we have
and
For any function ϕ ∈ l 2 (Z d ) and
We differentiate the weak formulation in y and set ϕ(x) = ∇G(a; x, e) to obtain Step 3: We claim
≤ λ
We take the ensemble average of the above and use
= λ
Finally, we sum over i = 1, . . . , d to get
and (29) follows.
Step 4: To prove (25) we use variation of Herbst argument (see, e.g, [22] ), which is based on the identity q d dq f q = f q ln f q and the control of f q ln f q using Logarithmic Sobolev inequality. We denote f i := D i φ + ξ i , and observe that for q ≥ 2
, and so after integration we obtain (25) in the form
The main ingredients in the proof of Theorem 1
The proof of Theorem 1 follows the idea of the proof of Theorem 3. First, we obtain the L 2 -estimate for the second mixed derivative of the Green matrix. In the continuum setting ∇ x ∇ y G(A; x, y) (at least for smooth A) behaves like |x − y| −d . Hence it is not L 2 -integrable near the singularity x = y, and one should not expect a complete analogue of (27) . Instead, we obtain: Lemma 4.1. Let the coefficient field A satisfies (6) and (11). Then for every R ∈ (0, 1) and every y ∈ T L we have
If A satisfies (6) and (11), then so does its transpose A t (in coordinates (A t ) αβ ij = A βα ji ), and estimate (30) holds also for Green matrix G t associated with A t . By [6, Theorem 1] G t (y, x) = G(x, y), and so (30) for G t implies
Here, given a coefficient field A, the Green matrix
. . , n, where e 1 , . . . , e n denotes the canonical basis in Y . Existence of the Green matrix follows from works of Fuchs [7, 8] and also Dolzmann and Müller [6] ). In these papers existence and properties of Green matrix for a bounded domain with zero boundary data are proved, but their methods apply also in the periodic setting. They need the coefficient field A to be continuous (or at least to belong to L ∞ , and in addition to the space of functions with vanishing mean oscillations V M O in the case d ≥ 3), A has to satisfy Legendre-Hadamard condition and be coercive in the sense of (6). Recently, Conlon, Giunti and Otto [4] proved existence of the Green matrix (almost surely) for random coefficient field A assuming only (6) and stationarity of the ensemble.
As an immediate consequence of Lemma 4.1 we get Corollary 4.2. Let A satisfies (6) and (11). Then for every ε > 0 we have
Using the corollary we show an analogue of (29):
, where u(x) := e · x + φ(x). Then under the assumption of Theorem 1 we have for any
where ∂ζ ∂A(y) was defined in (13) and denotes ≤ up to a multiplicative constant depending on d, n, λ, α, H.
In order to prove Lemma 4.3 we will need to show ∂u(x) ∂A(y) = −∇ y G(x, y)∇u(y).
Having Lemma 4.3, it is straightforward to use almost the same argument as in Step 4 of the proof of Theorem 3 to estimate any moment of ζ. Since A is Hölder continuous, using Schauder estimates we can control |∇u(0)| = |∇φ(0) + e| with ζ and (14) follows. Finally, since the Spectral Gap inequality follows from the Logarithmic Sobolev inequality, (14) with p = 4 implies (15).
Proofs for Theorem 1
Proof of Lemma 4.1. We split the proof into two step. The first one resembles the first step in the proof of Theorem 3. The idea in the discrete setting was to differentiate the equation for the Green function (in its weak form) in the y variable, then test the equation with the gradient of the Green function itself, and use ellipticity to obtain the estimate for the L 2 norm of the second mixed derivative of G. In the continuum setting, because of the singularity of G, this can not be repeated verbatim. Instead, we apply the argument for a smoothed-out version of G (Step 1), and then use Schauder regularity theory to estimate the difference between ∇ x ∇ y G and its mollification (Step 2).
Step 1: We smear out ∇ x ∇ y G in y over lengthscale r ∈ (0, 1) and estimate its L 2 -norm by a multiple of r
More precisely, for any r ∈ (0, 1) and y ∈ T L we claim
Indeed, fix k ∈ {1, . . . , n}. By definition of Green matrix G we have for any mean-free periodic
We apply convolution in y with a kernel |B r | −1 χ Br(0) to both sides of the equation and differentiate in y i to get
where subscript f r denotes average value of f in y over a ball of radius r. By approximation we can set ϕ(x) := ∇ y i G k r (x, y) and use (6) to get
where subscript rr denotes averaging in both
, which, combined with the previous relation and after summing over k and i, implies (35).
Step 2: In the next step we improve (35) by removing averaging over balls B r while staying away from the singularity. Let R ∈ (0, 1] and y ∈ T L be fixed. Since we assume R ≤ 1, we can use standard Schauder estimates (see, e.g., [10, Theorem 5.19] ). Hence, (11) together with the fact that away from the singularity ∇ y G solves −∇ x · A∇ x (∇ y G) = 0 implies for all x ∈ T L : |x − y| > 2R ≥ 2r: 
, where the last inequality follows from the inclusion {(x, y ′ ) :
We observe that Λ < ∞, and so the derivation above implies
We choose r := εR, and take supremum over 0 < R ≤ 1/3 and over y ∈ T L to derive
which by suitable choice of ε implies (30).
Proof of Lemma 4.3. To obtain sensitivity estimate on ζ, by a simple argument we first show that it is enough to understand sensitivity of u(x) − u(0) in the form (37) (Step 1). Then we derive an expression for
∂A(y) in terms of the Green function (Step 2). In the last step we use this formula (together with conclusions of Corollary 4.2) to finish the argument.
Step 1: To show the sensitivity estimate (33), it is enough to prove that for every
Recall that ζ = B 1 (u(x) − u(0)) 2 dx 1 2 . We first estimate the inner integral in (33): for any z ∈ T L we have
We use this estimate together with (37) to show (33):
Using Schauder theory (see, e.g., [10, Theorem 5.19] ) we get that |∇u(0)| ζ, and we see that (37) indeed implies (33).
Step 2: To prove (37) we need to show the following formula for the vertical derivative of the corrector:
Here, φ is the solution of −∇ · A(∇φ + e) = 0, and
∂A(y) is understood in the sense of (13). Since A is 4-th order tensor and φ is 1-st order tensor,
∂A(y) is 5-th order tensor (i.e., there is no contraction on indices on the right-hand side). Formally, differentiating equation for φ with respect to A(y) one gets −∇ A ∇ ∂φ(x) ∂A(y) = δ y (x)∇ (Id (∇φ(x) + e)), which using Green function representation yields (38).
To prove (38) rigorously, let
) be smooth and δ 0 > 0 be such that A + δB ∈ Ω for δ ∈ (0, δ 0 ). By φ δ we denote the solution of −∇ · ((A + δB)(∇φ δ + e)) = 0.
Subtracting equations for φ and φ δ , we arrive at −∇(A(∇φ δ − ∇φ)) = ∇(δB(∇φ δ + e)), and so
Since B is smooth, using Schauder estimates we have that ∇φ − ∇φ δ L ∞ (T L ) → 0 as δ → 0. This together with the fact that ∇ y G(A; x, y) ∈ L 1 (T L ) (see, e.g., [6, Theorem 2] ) implies that the second term on the right-hand side of (40) goes to 0 as δ → 0, and (38) follows. By Schauder
Theorem 2]), together with Hölder's inequality yields
Step 3: It remains to prove (37). We write
and estimate two terms on the right-hand side separately. For the first term, w.l.o.g. we assume that x = te 1 for some t ∈ [0, 1). We define a curve γ, which consists of three line segments:
= −(∇ y G(x, y) − ∇ y G(0, y))∇u(y) (proved in the previous step), we have (using notation B + 4 (0) = {p ∈ B 4 (0) : p · e d > 0}):
where in the middle step we smuggled in weights |y − x ′ | , for 2p = 8d − 2. By symmetry we have the same estimate with B + 4 (0) on the left-hand side replaced by its complement in B 4 (0), and so
. By Jensen's inequality the previous estimate holds for all 2p ≥ 8d − 2. Using local smoothness of A and by considering slightly larger ball we can get the estimate for all 1 ≤ p < ∞:
.
Then by stationarity
It remains to estimate the latter term on the right-hand side (41). We again use
which concludes the proof of Lemma 4.3.
Proof of Theorem 1.
Step 1: The proof of (14) uses Lemma 4.3 and resembles Step 4 in the proof of Theorem 3. For q ≥ 2 we have
Denoting F (q) := ζ q , similarly as before in Step 4 of the proof of Theorem 3 we get F (q)
Using energy estimates and stationarity of · we show F (2) 1, which then implies (14).
Step 2: To derive the error estimate (15) from the moment bound (14), we use that the Logarithmic Sobolev inequality implies the Spectral Gap inequality (see, e.g., [22] ), i.e., that assuming (12) we get
for ζ : Ω → R for which the right-hand side makes sense.
Step 3. Deterministic estimate of the vertical derivative. We claim
where φ ′ 0 denotes corrector in direction e 0 for coefficient field A t , adjoint of A. To show (43), consider two arbitrary coefficient fields A,Ā := A + δB ∈ Ω for B smooth. We write for abbreviation
Recalling thatĀ = A + δB, to show (43) it is enough to show that the last term above divided by δ converges to 0 as δ → 0 by showing that
Using (7) for A and A t gives
, from where (45) immediately follows.
Step 4. Conclusion. In view of (42) and (43) we have
where to estimate |∇φ ′ 0 + e 0 | 4 in the last step using (14), we used the fact that (14) holds also for the ensemble obtained by the push-forward of A → A t .
Proof of Theorem 2
Proof of Theorem 2:
Step 1. Stationarity: For any center z ∈ T L , radius R > 0 and exponent 1 ≤ p < ∞ we have the identity
Indeed, the stationarity (8) of φ also yields stationary of ∇φ, that is,
and thus
By stationarity of · , cf. (10), applied to ζ(A) = ( B R (z) |∇φ(A; x) + e| 2 dx) p , we get (46).
Step 2. For any R ≥ 1 and any 1 ≤ p < ∞ we have
Indeed, there exist points z 1 , · · · , z N on the torus such that B 2R ⊂ N n=1 B R (z n ), where N depends only on d. Thus we have
We take the p-th power and apply Hölder's inequality
taking the expectation then yields
By stationarity in form of (46) from Step 1, this together with N = C(d) yields (47).
Step 3. Caccioppoli inequality. We claim that for any R > 0 and anyū ∈ R
provided ∇ · A∇u = 0 in B 2R . To prove (48), we test ∇ · A∇(u −ū) = 0 with η 2 (u −ū), where η(x) := min(1, max(0, 2 − |x| /R)) (i.e., η is a cut-off function for
where in the last inequality we used that |A| ≤ 1. Application of Young's inequality together with definition of η then gives (48).
Step 4. Hole-filling argument (see for instance [9, p. 81] ). We claim that there existsᾱ = α(d, λ) > 0 such that for any 0 < ρ ≤ r we have
Since we do not need a sharp estimate, we will prove (49) only for r = 2 n ρ, n ∈ N. Using (48) from
Step 3 and Poincaré inequality we get for any 0
whereū is the average value of u in B 2σ \ B σ . Denoting a n := B 2 n ρ |∇u| 2 , this implies a n ≤ C(d) λ (a n+1 − a n ). By moving a n to the left-hand side we get a n ≤ θa n+1 with θ = C(d)/(C(d) + λ) < 1. We write θ = 2 −ᾱ (for someᾱ > 0) and iterate the previous estimate to get Bρ 
The proof of this step is complete.
Step 5.
To show (50) we decompose g = g 0 + ∞ n=1 g n with g 0 = gχ Bρ and g n = gχ B 2 n ρ \B 2 n−1 ρ . By u n we denote the unique solution (with zero average over
A∇u n ∇u n = T L −g n ∇u n , by (6) and Hölder's inequality we get
Since −∇ · A∇u = 0 in B 2 n−1 ρ , we get for all n ≥ 1
2 −(n−1)ᾱ
For n = 0 we already obtained such estimate. Since ∇u = ∞ n=0 ∇u n , by triangle inequality in
where ε > 0 and α > 0 s.t.ᾱ = α + ε. Since g n is supported in B 2 n ρ \ B 2 n−1 ρ , we see that
Hence it follows from (51) (using that ε > 0, so that the last but one sum in (51) is summable)
Step 6. For any R ≥ 1 and F , linear (deterministic) functional on L 2 (B 2R ) that satisfies
we have for
where α 2 > 0 and 1 < q < 2 depend on d and λ.
Here comes the argument: Given a point on the integer lattice z ∈ Z d ∩ T L , we denote by A z an arbitrary coefficient field that agrees with A outside of B √ d (z). We note that the function φ(A z ; ·) − φ(A; ·) satisfies
To estimate the l q (Z d ∩ T L )-norm on the left-hand side of (53) we will consider a discrete field {ω z } z∈Z d ∩T L and use definition for the l q norm by duality. Given {ω z } z∈Z d ∩T L , we consider the function u and the vector field g defined through
and note that (54) translates into −∇ · A∇u = ∇ · g. We combine assumption (52) with (50) from Step 6 to obtain
By the linearity of F , the left-hand side can be written as
Since |A z − A| ≤ 2 is supported in B √ d (z) and since balls B √ d (z) have finite overlap (which depends only on d), the right-hand side of (55) is estimated by
• They satisfy (52), i.e., they are bounded in the sense
|∇f | 2 for all f ∈ W 1,2 (B 2R ) and k = 1, . . . , N ;
• Together, they are strong enough to guarantee
Here comes the argument. For k ∈ N, letv k be the k-th Neumann eigenfunction in the ball B 2 with µ k being the corresponding eigenvalue, i.e., −∆v k = µ kvk in B 2 ,
= 1, and 0 = µ 0 < µ 1 ≤ . . .. We claim that the choice
, satisfies both (52) and (56) provided N is chosen large enough.
whereū denotes the average value of u over B 2R . We will use this inequality for u l (x) := φ l (x) + x · e l . Taking the p-th power and ensemble average in the previous relation, and by using Young's inequality we get
Since B 2R ∇f
We have , and so the last term from (59) satisfies
|∇φ + e| , where we used that
Since µ k 1, we get (52).
Step 8. Proof of (19) . Since all F k constructed in the previous step satisfy (52), they also satisfy (53). Then taking the p-th power and expectation in (53) gives
where we have used stationarity (see (46) from Step 1) in the last equality. We choose p large enough so that pα 2 > d.
Then for R ≥ 1 we have
On the other hand, by (49) in Step 4 we have for R ≥ √ d for p sufficiently large.
Step 9. Similarly as in the proof of (15), Spectral Gap estimate (18) for ζ := e 0 · A hom e 1 and (19) imply (20) . Indeed, it follows from (44) (and discussion afterwards) that for A ∈ Ω one has Here we used notation used in (44). Hence, (18) 
Proof of the L p -version of the Spectral Gap estimate
The L p version of the Spectral Gap estimate is a consequence of the standard Spectral Gap estimate, and was used (with q = 2) previously in several works with suboptimal dependence on p [12, 2] . Recently, a sharp version in terms of p was needed in [13] . Since the case q = 2 did not appear previously in the literature, for the convenience of the reader we present the proof. Since we do not aim to get optimal p-dependence of the constants, we follow a simpler approach presented in [12, 2] (in order to get the optimal p-dependence, the proof in [13] requires some new ideas).
inequality, the middle term is estimated by Summing these estimates together yields (63), which concludes the proof of (62).
