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STRING TOPOLOGY OF FINITE GROUPS OF LIE TYPE
JESPER GRODAL AND ANSSI LAHTINEN
Abstract. We show that the mod ` cohomology of any finite group of Lie type in characteristic p 6= `
admits the structure of a module over the mod ` cohomology of the free loop space of the classifying
space BG of the corresponding compact Lie group G, via ring and module structures constructed from
string topology, a` la Chas–Sullivan. If a certain fundamental class in the homology of the finite group
of Lie type is nontrivial, then this module structure becomes free of rank one, and provides a structured
isomorphism between the two cohomology rings equipped with the cup product, up to a filtration.
We verify the nontriviality of the fundamental class in a range of cases, including all simply connected
untwisted classical groups over Fq, with q congruent to 1 mod `. We also show how to deal with twistings
and get rid of the congruence condition by replacing BG by a certain `–compact fixed point group
depending on the order of q mod `, without changing the finite group. With this modification, we know
of no examples where the fundamental class is trivial, raising the possibility of a general structural
answer to an open question of Tezuka, who speculated about the existence of an isomorphism between
the two cohomology rings.
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1. Introduction
For large primes `, the mod ` cohomology ring of a finite group of Lie type G(Fq) over a finite
field Fq of characteristic p 6= ` has been known since Quillen [Qui71a, §2]: it is the tensor product
of a polynomial algebra and an exterior algebra on generators of known degrees. When also q ≡ 1
mod `, this ring can be observed to coincide with the mod ` cohomology ring of the free loop space
LBG(C) = map(S1, BG(C)), or, equivalently, with that of the classifying space BLG(C) of the loop
group LG(C) studied e.g. in [PS86]. Here G is the underlying reductive group scheme over Z and
G(C) denotes the complex points of G with the analytic topology; the two spaces LBG(C) and
BLG(C) are homotopy equivalent. The isomorphism between H∗(BG(Fq);F`) and H∗(LBG(C);F`)
arises as a result of the collapse of two spectral sequences with abstractly isomorphic E2 pages, and
comes without a satisfying structural explanation. (In both cases, the cohomology is isomorphic to
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2 JESPER GRODAL AND ANSSI LAHTINEN
F`[x1, . . . , xr] ⊗ ∧F`(y1, . . . , yr) with |xi| = 2di and |yi| = 2di − 1, for di’s the fundamental degrees of
the root system of G [Hum90, §3.7,Table 1].)
When ` is small, more specifically when ` is a torsion prime for G, both H∗(BG(Fq);F`) and
H∗(LBG(C);F`) remain highly interesting but become very hard to compute, and are in general
unknown. Calculations have revealed isomorphic rings, even in the presence of `–torsion in G, see
[Qui72], [Qui71b], [FP78], [Kle82], [MT91], [KK93]. Indeed, in an unpublished note [Tez98], Tezuka
asked if they always agree, as long as q ≡ 1 mod ` (or 1 mod 4 in the case ` = 2). Further calculations
supporting this “Tezuka conjecture” have been worked out in [KMT00], [KK10], [KMN06], [KTY12],
[Kam15], yet again without any structural explanation why it might be true. The underlying spaces
are certainly not homotopy equivalent in any sense, as even the most basic cases show: For T a one-
dimensional torus, BT(Fq) ' BZ/(q− 1) is a rationally trivial space depending heavily on q, whereas
LBT(C) ' S1 × CP∞ is rationally nontrivial and independent of q.
The goal of this paper is to use string topology to produce a general structural relationship between
H∗(LBG(C);F`) and H∗(BG(Fq);F`): we show that we can equip the former cohomology groups
with a Chas–Sullivan-type string product so that the latter cohomology groups become a module over
the former. The non-vanishing of a single fundamental class, defined in an elementary fashion, implies
that the module structure is free of rank 1, which in turn suffices to guarantee that the two cohomology
rings (with respect to the cup product) are isomorphic up to a specified filtration. We prove the non-
vanishing of the fundamental class for all non-exceptional groups, by case-by-case methods, as long
as q satisfies the aforementioned congruence condition, or alternatively allowing a modification of G
described below. In this setup we know of no case where the fundamental class vanishes, raising the
question whether it is always nonzero.
We now proceed to describe our results in more detail. Our structural theorems are most naturally
formulated in the generality of connected `–compact groups, which we briefly recall (see e.g. [Gro10] for
a survey). A connected `–compact group is a pointed simply connected space BG which is local with
respect to homology with coefficients in F` [Bou75] (or here equivalently Bousfield–Kan `–complete
[DW94, §11]), and whose based loop space G = ΩBG has finite mod ` cohomology. Examples include
F`–localizations of classifying spaces of connected compact Lie groups, noting that F`–localization
does not change the mod ` homology. The dimension of the `–compact group BG is defined as the
degree of the top nontrivial mod ` homology group of G. Connected `–compact groups and their
automorphisms have been classified: connected `–compact groups are in one-to-one correspondence
with root data D over the `–adic integers Z`, and Out(BG) ∼= Out(DG), where DG denotes the root
datum corresponding to BG [AG09, Thm. 1.2]; in other words, the classification is wholly analogous
to that of compact connected Lie groups, but with Z–root data replaced with Z`–root data. Here
Out(BG) is the group of free homotopy classes of self-homotopy equivalences of BG; for the definition
of a Z`–root datum D and its outer automorphism group Out(D), see Subsection C.2. Any compact
connected Lie group K has an associated `–compact group, obtained as the F`–homology localization
BKˆ`, a process which on the level of root data corresponds to tensoring with the `–adic integers Z`.
For G a connected reductive algebraic group and K a maximal compact subgroup of the complex
algebraic group G(C), we have a homotopy equivalence BK '−→ BG(C) (see e.g. [AGMV08, §8.1]), so
BG(C)ˆ` is a connected `–compact group as well.
Fundamental to our construction of the module structure on the cohomology H∗(BG(Fq);F`) of
a finite group of Lie type is that up to homotopy equivalence, the space BG(Fq )ˆ` may be realized
as a space of paths in the `–compact group BG = BG(C)ˆ`, as we will now explain. Let us start
by recalling the definition of a general finite group of Lie type. Let G be a connected split reductive
algebraic group scheme over Z with F¯p–rational points G(F¯p), and let σ be a Steinberg endomorphism,
i.e., an endomorphism of G(F¯p), as an algebraic group over F¯p, which raised to some power becomes a
standard Frobenius map ψq : G(F¯p)→ G(F¯p) induced by the q–th power map on F¯p. A finite group of
Lie type is a group (necessarily finite) which arises as the fixed points G(F¯p)σ for some such G and σ;
important examples are of course given by the “untwisted case” where σ = ψq and G(F¯p)ψ
q
= G(Fq).
The classical groups GLn(Fq), Spn(Fq), etc. are examples of finite groups of Lie type; see e.g. [MT11,
§22.1] for more information.
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By a theorem of Friedlander–Mislin [FM84, Thm. 1.4] (generalizing work of Quillen [Qui72]), there
is a homotopy equivalence
BG = BG(C)ˆ`
'←−− (BG(F¯p))ˆ` (1.1)
for ` 6= p relating characteristic p to characteristic 0, as long as we apply F`–localization. Combining
this with another theorem of Quillen and Friedlander, we obtain homotopy equivalences
(BG(F¯p)σ )ˆ`
'−−→ (BG(F¯p)ˆ`)hσ '−−→ BGhσ (1.2)
for σ a Steinberg endomorphism, relating actual fixed points to homotopy fixed points, where we
have continued to write σ for the self-equivalences of BG(F¯p)ˆ` and BG induced by σ. See [Fri76,
Thm. 2.9], [Fri82, Thm. 12.2], and also [BMO12, Thm. 3.1]. In particular, in this picture the Frobenius
map ψq of G(F¯p) gives rise to the “unstable Adams operation” self-equivalence ψq of BG which on
the root datum corresponds to multiplication by q ∈ Z×` , a central element of Out(DG). Here, and
throughout, by the homotopy fixed point space Xhσ of a self-map σ : X → X we mean the space
Xhσ = {α : I → X | σα(1) = α(0)}, a subspace of the mapping space XI . It also identifies with the
homotopy pullback of the diagram X
∆−−→ X×X (σ,1)←−−−− X as well as the homotopy fixed points XhN0
e.g. defined by the universal property of a right adjoint, letting the monoid N0 act on X via σ; it also
agrees with the homotopy fixed points XhZ of the Z–action defined by σ when σ is a homeomorphism.
In particular the homotopy type of Xhσ only depends on the free homotopy class of σ. See e.g.
[BMO12, §4] and [BK72, Ch. XI§8] for details.
With the above dictionary in place, the rest of the paper will be formulated in the context of homo-
topy fixed points on `–compact groups. Via (1.1) and (1.2), our results then imply results about finite
groups of Lie type in any characteristic p 6= `. The space BGhσ is also quite interesting for general
`–compact groups BG and self-maps σ not coming from algebraic groups and Steinberg endomor-
phisms, and is often known to be an “exotic” `–local finite group, in the sense of [BLO03], although
such results so far build on case-by-case considerations; see [LO02, Thm. 4.5] [BM07, Thm. A]. We
emphasise that the group Out(BG) ∼= Out(DG) can be described explicitly, just as in the Lie group
case, with the main structural difference being that Z` has a lot more units than Z. The calculation of
Out(D) is reduced to the case where D is simple and simply connected in [AG09, §8.4], and the results
in these cases are tabulated in [AGMV08, Thm. 13.1]. See also [JMO92, JMO95] for earlier work.
Returning to string topology, Chas and Sullivan [CS99] and later authors, see e.g. [Sul04, CG04],
observed that, for X a closed oriented manifold, H∗(LX) and H∗(LX) carry additional “string” prod-
ucts and coproducts. Roughly speaking, these structures are constructed by reversing the direction of
one of the two maps in the diagram
LX × LX = map(S1 q S1, X)←−− map(S1 ∨ S1, X) −−→ map(S1, X) = LX (1.3)
by an umkehr map construction; here the first map is induced by joining the circles at the basepoint
and the second map is induced by the pinch map. Furthermore, versions of these constructions, letting
X be an orbifold, Borel construction, Gorenstein space, stack, or classifying space have been considered
by a number of authors, see e.g. [LUX08, FT09, BGNX07, BGNX12, GS08, GW08, CM12, HL15].
In particular, Chataur and Menichi showed in [CM12] that the shifted cohomology H∗(LBG) =
H∗+d(LBG; F`) can be endowed with a string topological product, which should be thought of as
mixing the cup product on H∗(BG) with a dual of the Pontryagin product on H∗(G), by choosing
an umkehr map for the right-hand map in (1.3). The group theoretic significance of these string
topological structures has not been clear so far, however.
In this paper, we show that H∗(BGhσ; F`) can be endowed with a module structure over H∗(LBG),
which via (1.1) and (1.2) provides the cohomology groups of finite groups of Lie type with a large
amount of useful new structure. As a part of our work, we give a new construction of a string
product on H∗(LBG); see Definition 2.2 and Remark 2.3. The new construction has the advantage of
providing a product that is manifestly unital and associative, and it is needed for the construction of
the product structures on the level of spectral sequences in Theorem A below. The product constructed
here should agree with the product constructed by Chataur and Menichi [CM12] (in the sign-corrected
form of [KM16, §7]), although our work is logically independent of [CM12] and we will not verify the
relationship here. We can now state our main result on the module structure precisely:
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Theorem A. Let ` be a prime, let BG be a connected `–compact group of dimension d, and let
σ : BG → BG be a self-map of BG. Set G = ΩBG, H∗(−) = H∗(−; F`), H∗ = H∗+d, and E∗,∗r =
E∗,∗+dr .
(i) The cohomology groups H∗(BGhσ) admit a module structure over H∗(LBG) equipped with the
string product of Definition 2.2.
(ii) The Serre spectral sequence of the evaluation fibration LBG → BG, ω 7→ ω(1), shifted down by
d degrees, is a strongly convergent spectral sequence of algebras
E∗,∗2 (LBG) ∼= H∗(BG)⊗H∗(G) =⇒ H∗(LBG). (1.4)
Here H∗(BG) is equipped with the cup product and the product on H∗(G) is a dual of the Pon-
tryagin product on H∗(G) (see Theorem 2.5).
(iii) The Serre spectral sequence
E∗,∗2 (BG
hσ) ∼= H∗(BG)⊗H∗(G) =⇒ H∗(BGhσ) (1.5)
of the fibration BGhσ → BG, α 7→ α(1), with fibre homotopy equivalent to G, is a module spectral
sequence over the spectral sequence (1.4) and converges to H∗(BGhσ) as a module over H∗(LBG).
On the E2–page, the module structure is free of rank 1 on a generator of E
0,d
2
∼= Hd(G) ∼= F`.
The construction of the module structure is given in Section 2, and in overview form in Remark 2.3;
the properties of the spectral sequence are proven in Section 3; and everything is put together to give
Theorem A in the beginning of Section 4. More general coefficient rings than F` are possible; see
Remark 6.14.
In the case where H∗(BG) is a polynomial ring and σ acts as the identity on H∗(BG), the spectral
sequences collapse at the E2–pages, providing a structured isomorphism between the E∞–pages, and
hence a structured isomorphism between H∗(LBG) and H∗(BGhσ). See Remark 5.4. In general,
the spectral sequences of Theorem A(ii),(iii) are unknown, and have differentials. For example, our
product on H∗(LBG) is expected to always be commutative, see Remark 2.4, whereas the Pontryagin
product on H∗(G) is usually non-commutative in the presence of torsion, see Remark 2.6, forcing
nontrivial differentials to appear in (ii). Nevertheless, we show that the question whether the E∞–
pages are isomorphic is equivalent to a single class being nonzero. To state this precisely, consider the
homotopy fibre sequence
G
i−→ BGhσ −−→ BG (1.6)
associated to the evaluation fibration BGhσ → BG, α 7→ α(1).
Definition 1.1 ([G]–fundamental class). For σ : BG→ BG a self-map, consider the homomorphism
i∗ : Hd(G)→ Hd(BGhσ) induced by (1.6), where d is the top nontrivial degree of H∗(G). We have a
canonical class i∗([G]), given by evaluating i∗ on a generator [G] ∈ Hd(G) ∼= F`, well defined up to a
unit in F`. If this class i∗([G]) is nontrivial, we call it the [G]–fundamental class of BGhσ.
In other words, BGhσ has a [G]–fundamental class if the map i∗ : Hd(G)→ Hd(BGhσ) is nontrivial,
or, formulated dually, if i∗ : Hd(BGhσ)→ Hd(G) is nontrivial.
Theorem B. With the setup of Theorem A, the module H∗(BGhσ) is free of rank 1 over H∗(LBG)
if and only if BGhσ has a [G]–fundamental class. Indeed, an element x ∈ H∗(BGhσ) generates
H∗(BGhσ) as a free rank 1 module over H∗(LBG) if and only if x has degree d and i∗(x) 6= 0 ∈ Hd(G).
The last condition can alternatively be phrased as saying that x ∈ Hd(BGhσ) generates H∗(BGhσ)
as a free of rank 1 module over H∗(LBG) if and only if it evaluates nontrivially against i∗[G] ∈
Hd(BG
hσ) for a generator [G] ∈ Hd(G) ∼= F`. Note also that the notion of a [G]–fundamental class
depends on the map BGhσ → BG and not just the space BGhσ. We will return to this point later in
Definition 1.3.
The existence of a fundamental class implies a strong link between the H∗(BG)–module structures
on H∗(LBG) and H∗(BGhσ), and similarly for the ring structures.
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Theorem C. With the setup of Theorem A, suppose that BGhσ has a [G]–fundamental class (Defi-
nition 1.1), so that by Theorem B we may find an x ∈ Hd(BGhσ) such that the map
− ◦x : H∗(LBG) ∼=−−→ H∗(BGhσ) (1.7)
given by module multiplication with x is an isomorphism of graded vector spaces. Then the following
holds.
(i) The isomorphism (1.7) is an isomorphism of H∗(BG)–modules, where the source and target are
given the H∗(BG)–module structures induced by the fibrations LBG → BG, ω 7→ ω(1) and
BGhσ → BG, α 7→ α(1) respectively. In particular, the induced map H∗(BG) → H∗(BGhσ) is
injective.
(ii) If 1◦x = 1 (as may be arranged by replacing x by a multiple if necessary), the isomorphism (1.7)
induces an algebra isomorphism
grH∗(LBG)
∼=−−→ grH∗(BGhσ)
between the associated graded algebras of H∗(LBG) and H∗(BGhσ) corresponding to the Serre
spectral sequences of the aforementioned fibrations LBG→ BG and BGhσ → BG, respectively.
Notice in particular that (i) implies that σ necessarily has to act as the identity on H∗(BG) for
a [G]–fundamental class to exist, and thus σ will have to be a self-equivalence, as BG is an F`–
local space. Also note that without further assumptions, (ii) cannot be improved to an algebra
isomorphism of the underlying algebras, again by the example of a torus: For BG = (BS1)2ˆ and
σ = ψ3, the map i : G → BGhσ identifies with the map (S1)2ˆ → BZ/2 arising from the fibration
BZ/2 → (BS1)2ˆ 2−→ (BS1)2ˆ, so BGhσ has an [(S1)2ˆ]–fundamental class. However, the cohomology
rings of L(BS1)2ˆ ' (S1 × BS1)2ˆ and ((BS1)2ˆ)hσ ' BZ/2 are not isomorphic. It may be that this
problem is limited to the case where ` = 2 and q ≡ 3 mod 4, as suggested by Tezuka’s question, though
we do not know of a general result to that effect.
We now proceed to describe when we know that a fundamental class exist; our main result in this
regard is Theorem D below. Let us assume that σ is of the form σ = τψq for τ ∈ Out(DG) of finite
order and q ∈ Z×` . We write
B τG(q) = BGh(τψ
q) (1.8)
for short, and abbreviate further to BG(q) when τ = 1; by (1.2), this notation agrees with standard
Lie theoretic notation, as in e.g. [MT11, Table 22.1], when the latter makes sense. All possibilities for
the “twistings” τ are tabulated in [AGMV08, Thm. 13.1]; see Remark C.11 for an elaboration of the
relationship to the Lie case, where we e.g. pick up some “very twisted” groups as q ∈ Z×` .
To state Theorem D, we first explain how to use the theory of `–compact groups to reduce the
study of B τG(q) to the case where τ = 1 and q is congruent to 1 modulo `, at least when τ has order
prime to `. The following result is a small generalization of a result of Broto–Møller [BM07, Thms. B
and E(1)], proved in Appendix C as Theorem C.8 via a general argument.
Theorem 1.2 (Untwisting theorem). Suppose BG is a connected `–compact group, q ∈ Z×` , and
τ ∈ Out(BG) ∼= Out(DG) is of finite order prime to `. Let e be the multiplicative order of q mod `,
and write q = ζeq
′ in Z×` , for ζe a primitive e-th root of unity and q
′ ≡ 1 mod `. Set τe = τψζe and
τe = 〈τe〉. Then the finite group τe has a canonical action on BG such that the homotopy fixed points
BGhτe are a connected `–compact group and there exists a homotopy equivalence
B τG(q)
'−−→ (BGhτe)(q′).
The “untwisting” procedure above is analogous to the Φe–theory of finite group of Lie type of
Broue´–Malle–Michel [BM92, Mal98], but has the advantage that the unwisted group BGhτe is again
an `–compact group, rather than a mythical “Spets” (though in general not the `–completion of a
compact Lie group, even if BG is); see Appendix C.
With the notation of Theorem 1.2, we can now make the following definition.
Definition 1.3 ([Ghτe ]–fundamental class). We say that B τG(q) has a [Ghτe ]–fundamental class if
B τG(q) ' (BGhτe)(q′) −−→ BGhτe
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has a fundamental class in the sense of Definition 1.1.
We are now ready to state our main existence result.
Theorem D. Suppose BG is a simply connected `–compact group, q ∈ Z×` , and τ ∈ Out(BG) ∼=
Out(DG) is an element of finite order prime to `. Then B τG(q) has a [Ghτe ]–fundamental class,
and Theorems B and C thus provide structured isomorphisms between H∗(B τG(q)) and H∗(LBGhτe),
except possibly in the following 8 cases: when ` = 5 and G contains an E8–summand; when ` = 3
and G contains an F4 or Ei–summand, i = 6, 7, 8; and when ` = 2 and G contains an Ei–summand,
i = 6, 7, 8.
As mentioned, we suspect that the restrictions on BG in the theorem may be superfluous, and that
the theorem in fact holds for any connected `–compact group. Theorem 5.1 provides a more elaborate
statement which also applies to some non-simply connected cases.
Theorem D can be seen as generalizing a number of previous results in the literature where both
H∗(BG(q)) and H∗(LBG) were calculated to various degrees of precision and amount of structure, and
subsequently observed to coincide. See e.g. [Kle82, Mil98, KMT00, Kam08, Grb06, KK10, KMN06,
KTY12] for previous work on polynomial cases, and [Kam15] for the spin groups, where an isomorphism
of graded abelian groups was established—it was noticing this last paper in an arXiv listing which
originally alerted us to Tezuka’s question.
Recall that for BGhσ to have a [G]–fundamental class, it is necessary for the endomorphism σ to
induce the identity map on H∗(BG;F`), and in particular for σ to be an self-homotopy equivalence.
For general automorphisms, we prove the following result, which gives some information also in the
cases excluded in Theorem D.
Theorem E. The subset of [σ] ∈ Out(BG) for which BGhσ has a [G]–fundamental class is an
uncountable subgroup of {[σ] ∈ Out(BG) | σ∗ = id ∈ Aut(H∗BG)}. Moreover, this subgroup is closed
in the topology induced on Out(BG) from Out(DG) when BG is semisimple.
Theorem 6.1 and Corollary 6.2 provide slightly more precise statements. We do not know an
example of connected `–compact group for which the subgroup in Theorem E is proper (even in the
non-semisimple case).
We would like to end this introduction with some questions about possible extensions and refine-
ments of our results:
Question F (Existence of a fundamental class). Let BG be a connected `–compact group.
(1) Does a [G]–fundamental class always exist for BGhσ if σ∗ acts as the identity on H∗(BG)?
(Notice that the condition on σ∗ is necessary by Theorem E.)
(2) Does a [Ghτe ]–fundamental class always exist for B τG(q) when ` - |τ |? (A positive answer
implies, for example, that ψq induces the identity map on H∗(BG(F¯q)), that H∗(BG(F¯q))→
H∗(BG(Fq)) is injective, and that every elementary abelian `–subgroup of G(F¯q) is conjugate
to a subgroup in G(Fq) whenever G is a connected split reductive group scheme over the integers
and q ≡ 1 mod `; whether or not these properties hold does not seem to be known in general.)
The calculational literature often work with the explicit or implicit assumption that G is simply
connected or simple, though it is not clear if this is necessary. (Indeed, Tezuka in his original question
[Tez98] seems implicitly to be in the simply connected case.)
The second question which we would like to raise is to which extent the isomorphism (1.7) can be
extended to respect the multiplicative and Steenrod algebra structure.
Question G (Multiplicative and Steenrod algebra structure).
(1) Can the class x in Theorem C(ii) always be chosen so as to produce an isomorphism of rings,
or H∗(BG)–algebras, when ` is odd? Is the same true for ` = 2, if σ = ψq with q ≡ 1 mod 4
(or if σ∗ induces the identity on H∗(BG;Z/4))? And is there a unique and/or canonical such
class, a “dual fundamental class”?
(2) Can the class x always be chosen so as to produce an isomorphism over the subalgebra A′ of
the Steenrod algebra of operations of even degrees (i.e., the subalgebra leaving out the Bockstein
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operations for ` odd, and Sq2n+1, n ≥ 0, for ` = 2)? Or over the whole Steenrod algebra when
σ = ψq with q ≡ 1 mod `2 (or when σ∗ induces the identity on H∗(BG;Z/`2))?
(3) Combining the previous points, can the class x be chosen so as to yield an isomorphisms of
H∗(BG)–algebras over A′? (See [Hen96] for more on this structure.)
Note that for ` big enough, a candidate for a good choice for the class x exists, namely the product
of the exterior classes in cohomology; see also [Sol63, §3] [KK10, Prop. 7 and Thm. 8].
Outline of the paper. The string product and the module structure are constructed in Section 2. In
Section 3, we set up the Serre spectral sequences and show how they interact with the product struc-
tures. Finally, in Sections 4 through 6 we assemble the pieces and derive Theorems A through E
stated in the introduction. Our construction of the string product and module structures requires a
certain amount of parametrized homotopy theory which we present in Appendix A. In the short Ap-
pendix B, we briefly recall the notion of dualizability in the context of symmetric monoidal categories.
Finally, in Appendix C, we lay out the relationship between Z`–root data, `–compact groups and the
`–local theory of finite groups of Lie type, and in particular prove Theorem 1.2. Several of the results
contained there may be of independent interest.
Notation and conventions. Throughout the paper, ` will be a prime and BG will denote a fixed con-
nected `–compact group. (The notion of an `–compact group was recalled earlier in the introduction;
see also [Gro10].) We write G for the based loop space G = ΩBG. Unless indicated otherwise,
homology and cohomology is with F`–coefficients.
2. Construction of the products
Our aim in this section is to construct the string product on H∗(LBG) and string module structure
on H∗(BGhσ). Indeed, we will construct and study a more general pairing (Theorem 2.1 below) which
will yield both of these structures as special cases. Subsection 2.1 will introduce this pairing along
with many of its properties, and the remaining subsections are devoted to the actual construction of
the pairing along with the verification of the asserted properties. For a quick indication of the basic
idea behind the construction, the reader should see Remark 2.3.
2.1. The pairing and its properties. For a space B and continuous maps f, g : B → BG, we write
P (f, g)→ B for the pullback of the evaluation fibration
(ev0, ev1) : BG
I −−→ BG×BG, γ 7−→ (γ(0), γ(1))
along the map (f, g) : B → BG. We call P (f, g) the space of paths in BG from f to g. Explicitly,
P (f, g) =
{
(b, γ) ∈ B ×BGI | γ(0) = f(b), γ(1) = g(b)},
with the map P (f, g)→ B given by projection onto the first coordinate. We may thus picture a point
in P (f, g) as follows: (
b,
f(b) g(b)γ
)
.
We will obtain the string product and the module structure as special cases of the following result.
Theorem 2.1. Let B be a space. For maps f, g, h : B → BG, there is a pairing
◦ : H∗P (g, h)⊗H∗P (f, g) −−→ H∗P (f, h). (2.1)
This pairing satisfies the following properties:
(i) (Associativity): The equation
(x ◦ y) ◦ z = x ◦ (y ◦ z)
holds for all x, y, and z for which the pairings involved are defined.
(ii) (Existence of units): For every f : B → BG, there exists an element 1 = 1f ∈ H∗P (f, f) such
that
1f ◦ x = x and y ◦ 1f = y
for all x and y for which the pairings are defined.
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In particular, the pairing of Theorem 2.1 makes each H∗P (f, f) into a graded F`–algebra. Several
special cases of the path space construction are of particular interest:
(1) For B = BG and f = g = idBG, the projection (b, γ) 7→ γ provides an identification
P (idBG, idBG) = LBG, with the projection P (idBG, idBG) → BG corresponding under this
identification to the evaluation map LBG→ BG, γ 7→ γ(0) = γ(1).
(2) For B = BG and f = σ, g = idBG, the projection (b, γ) 7→ γ provides an identification
P (σ, idBG) = BG
hσ, with the projection P (σ, idBG) → BG corresponding under this identifi-
cation to the evaluation fibration ev1 : BG
hσ → BG, γ 7→ γ(1).
(3) For B = pt and f = g : pt → BG the inclusion of the basepoint, the projection (b, γ) 7→ γ
provides an identification P (f, f) = ΩBG.
In the remainder of the paper, we will use the aforementioned identifications without further comment.
Definition 2.2. The string product on H∗LBG is the multiplication on H∗LBG obtained by taking
f = g = h = idBG in Theorem 2.1. The string module structure of H∗(BGhσ) over H∗LBG is the
module structure obtained by taking f = σ and g = h = idBG. The string module structure over
H∗LBG on the unshifted cohomology H∗(BGhσ) is obtained from the string module structure on
H∗(BGhσ) by a degree shift: for x ∈ H∗LBG and y ∈ H∗(BGhσ), we define x ◦ y ∈ H∗(BGhσ) by
setting
x ◦ y = (σ−d)−1(x ◦ σ−d(y))
where σ−d : H∗(BGhσ) → H∗(BGhσ) is the degree −− d graded map sending each element to itself,
but now considered as an element of H∗(BGhσ).
Remark 2.3. The reader may appreciate a quick summary of the origins the pairing (2.1) unencum-
bered by the technicalities of the actual constructions. Let B, f , g, and h be as in Theorem 2.1,
and write P (f, g, h) → B for the pullback of P (g, h) × P (f, g) → B × B along the diagonal map
∆: B → B ×B. Explicitly,
P (f, g, h) =
{
(b, γ2, γ1) ∈ B ×BGI ×BGI | γ1(0) = f(b), γ1(1) = γ2(0) = g(b), γ2(1) = h(b)
}
,
and we may picture a point in P (f, g, h) as follows:(
b,
f(b) g(b) h(b)γ1
γ2
)
.
We have the commutative diagram
P (g, h)× P (f, g)

P (f, g, h)
!!
split
oo concat // P (f, h)

B ×B B∆oo
(2.2)
where the trapezoid on the left is a pullback square, with the map labeled ‘split’ given by
split : (b, γ2, γ1) 7−→ ((b, γ2), (b, γ1)),
and where the map labeled ‘concat’ is given by concatenation of paths:
concat : (b, γ2, γ1) 7−→ (b, γ2 ∗ γ1).
The pairing (2.1) is given by a push–pull construction in the top of row of diagram (2.2): it is a degree
shift of the composite
H∗P (g, h)⊗H∗P (f, g) ×−→ H∗(P (g, h)× P (f, g)) split
∗
−−−−→ H∗P (f, g, h) concat!−−−−−→ H∗−dP (f, h) (2.3)
where concat! is an “umkehr map” whose existence is ensured by the fact that the fibres of P (f, g, h)→
B and P (f, h)→ B are dualizable and self-dual (up to a twist) in the category of HF`–local spectra.
See Remark 2.43.
Remark 2.4. Our product on H∗(LBG) should agree with the product constructed by Chataur and
Menichi [CM12, Cor. 18] (with sign corrections by Kuribayashi and Menichi [KM16]), although we will
not prove the comparison here. Indeed, Chataur and Menichi’s product also arises as a composite of an
induced map and an umkehr map as in (2.3), but with the umkehr map concat! constructed in a very
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different way. In addition to avoiding thorny sign issues, our approach to the product on H∗(LBG)
has the advantage of producing a multiplication which is manifestly unital and which, importantly for
us, descends to the Serre spectral sequence of the evaluation fibration LBG→ BG. A drawback of our
approach is that it becomes difficult to prove that the product on H∗(LBG) is commutative, which we
nevertheless expect to be the case in view of the commutativity of the Chataur–Menichi product. As
pointed out in Remark 2.6 below, the algebras H∗P (f, f) fail to be commutative in general, however.
As we remarked earlier, in the case where B = pt and f is the inclusion of the basepoint into BG,
the path space P (f, f) recovers the based loop space ΩBG. The resulting product on H∗(ΩBG) can
be described in more familiar terms.
Theorem 2.5. There exists an isomorphism H∗(ΩBG) ∼= H−∗(ΩBG) under which the product on
H∗(ΩBG) corresponds to the Pontryagin product
concat∗ : H∗(ΩBG)⊗H∗(ΩBG) −−→ H∗(ΩBG)
on H∗(ΩBG) where concat : ΩBG× ΩBG→ ΩBG is the concatenation map.
Remark 2.6. The Pontryagin product on H∗(ΩBG) is frequently noncommutative: for ` odd, [Kan76,
Thm. 1.1] implies that for BG = BKˆ` for a compact connected Lie group K, commutativity fails
precisely when H∗(K; Z) has `–torsion; and for ` = 2, an example where commutativity fails is given
by BG = BSpin(10)2ˆ [Bor54, Thm. 16.4]. Thus Theorem 2.5 implies that the graded rings H∗P (f, f)
fail to be commutative in general.
The multiplication on H∗P (f, f) in fact makes it into an augmented H∗B–algebra:
Theorem 2.7. Let B be a space, and let f : B → BG be a map. Equip H∗B with the usual cup product
and H∗P (f, f) with the product of Theorem 2.1. Then there exist graded F`–algebra homomorphisms
ι = ιf : H
∗B −−→ H∗P (f, f) and ρ = ρf : H∗P (f, f) −−→ H∗B
such that ρf ιf = idH∗(B).
Remark 2.8. Via the homomorphisms ιg and ιf and theH∗P (g, g) andH∗P (f, f)–actions onH∗P (f, g)
given by Theorem 2.1, the homology H∗P (f, g) acquires the structure of an H∗B–bimodule. It follows
formally from Theorem 2.1 that the pairing (2.1) in fact gives a pairing
◦ : H∗P (g, h)⊗H∗B H∗P (f, g) −−→ H∗P (f, h)
of H∗B–bimodules.
Remark 2.9. The pairings of Theorem 2.1 and the maps ι and ρ of Theorem 2.7 depend on the choice
of a piece of orientation data, which we will fix (arbitrarily) once and for all. See Remark 2.42 below.
In addition to the bimodule structure of Remark 2.8, H∗P (f, g) has an additional H∗(B)–module
structure induced by the projection P (f, g)→ B and the cup product on H∗P (f, g).
Definition 2.10. Let σ−d : H∗P (f, g)→ H∗−dP (f, g) be the degree −−d graded map which sends an
element x ∈ H∗P (f, g) to itself, but now considered as an element of H∗P (f, g). Let pi : P (f, g)→ B
be the projection. We define an H∗(B)–module structure on H∗P (f, g) by setting
aσ−d(x) = (−1)d|a|σ−d(pi∗(a) ` x) ∈ H∗P (f, g). (2.4)
for all a ∈ H∗(B) and σ−d(x) ∈ H∗P (f, g).
Theorem 2.11. Let B be a space, and let f, g, h : B → BG be maps. The pairing
◦ : H∗P (g, h)⊗H∗P (f, g) −−→ H∗P (f, h)
is H∗(B)–bilinear with respect to the module structures of Definition 2.10: for all a ∈ H |a|(B), b ∈
H |b|(B) and x ∈ H|x|P (g, h), y ∈ H|y|P (f, g) we have
(ax) ◦ (by) = (−1)|b||x|(ab)(x ◦ y).
10 JESPER GRODAL AND ANSSI LAHTINEN
The pairings for varying B are compatible in a manner we will now explain. Let f, g : B → BG.
For a map of spaces ϕ : A→ B, there is a pullback square
P (fϕ, gϕ)
ϕ¯
//

P (f, g)

A
ϕ
// B
(2.5)
where ϕ¯ is the map ϕ¯(a, γ) = (ϕ(a), γ). Let us write
Fϕ = ϕ¯
∗ : H∗P (f, g) −−→ H∗P (fϕ, gϕ) (2.6)
for the resulting map on cohomology groups. We now have the following result.
Theorem 2.12. Given a map of spaces ϕ : A → B, the maps Fϕ : H∗P (f, g) −−→ H∗P (fϕ, gϕ) for
f, g : B → BG have the following properties:
(i) Fϕ(1f ) = 1fϕ
(ii) Fϕ(x ◦ y) = Fϕ(x) ◦ Fϕ(y) for all x and y for which the pairing is defined.
Theorem 2.12 implies in particular the following homotopy invariance property for the pairing (2.1).
Corollary 2.13. Let fi, gi, hi : B → BG, i = 0, 1 be maps, and let Hf : f0 ' f1, Hg : g0 ' g1, and
Hh : h0 ' h1 be homotopies. Then there exist induced isomorphisms
Ξ(Hf , Hg) : H∗P (f0, g0)
∼=−−→ H∗P (f1, g1),
Ξ(Hg, Hh) : H∗P (g0, h0)
∼=−−→ H∗P (g1, h1), and
Ξ(Hf , Hh) : H∗P (f0, h0)
∼=−−→ H∗P (f1, h1)
making the following square commutative:
H∗P (g0, h0)⊗H∗P (f0, g0) ◦ //
∼=Ξ(Hg ,Hh)⊗Ξ(Hf ,Hg)

H∗P (f0, h0)
∼= Ξ(Hf ,Hh)

H∗P (g1, h1)⊗H∗P (f1, g1) ◦ // H∗P (f1, h1)
(2.7)
Proof. For i = 0, 1, write ji : B → B × I for the inclusion b 7→ (b, i). Then P (fi, gi) = P (Hf ji, Hg ji).
The inclusions P (fi, gi) ↪→ P (Hf , Hg) are homotopy equivalences, so the induced maps
Fji : H
∗P (Hf , Hg) −−→ H∗P (fi, gi)
are isomorphisms. Define
Ξ(Hf , Hg) = Fj1 ◦ F−1j0
and similarly for Ξ(Hg, Hh) and Ξ(Hf , Hh). The commutativity of the square (2.7) now follows from
Theorem 2.12. 
The maps Fϕ satisfy the expected compatibility conditions with the maps ι and ρ. In particular,
the following result implies that the map (2.6) is ϕ∗–bilinear with respect to the bimodule structures
of Remark 2.8.
Theorem 2.14. Given a map of spaces ϕ : A → B and a map f : B → BG, the following diagram
commutes:
H∗B
ϕ∗
//
ιf

H∗A
ιfϕ

H∗P (f, f)
Fϕ
//
ρf

H∗P (fϕ, fϕ)
ρfϕ

H∗B
ϕ∗
// H∗A
(2.8)
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We note that it is immediate from the definition that the map (2.6) is ϕ∗–linear with respect to the
module structures of Definition 2.10.
The rest of the section is structured as follows. In Subsection 2.2, we will describe our strategy for
proving Theorems 2.1 and 2.12. This strategy is then carried out in Subsections 2.3 through 2.7. In
Subsection 2.8, we will prove Theorems 2.5, 2.7, and 2.14, and finally Subsection 2.9 is devoted to the
proof of Theorem 2.11.
2.2. The strategy for proving Theorems 2.1 and 2.12. Theorems 2.1 and 2.12 should remind
the reader of the definition of a category and a functor, respectively. We will use the language of
enriched category theory to organize their proofs.
Definition 2.15. A category C enriched in a monoidal category V consists of the following data:
a collection of objects Ob C, a hom-object C(A,B) ∈ V for every pair of objects A,B ∈ Ob C, a
composition law C(B,C) ⊗ C(A,B) → C(A,C) for every triple of objects A,B,C ∈ Ob C, and an
identity element I → C(A,A) for every object A ∈ Ob C, where I denotes the monoidal unit in V.
These data are supposed to satisfy the evident analogues of the axioms of an ordinary category [Kel05,
§1.2].
Definition 2.16. An enriched functor F : C → D between categories enriched in V consists of a map
F : Ob C → ObD and a map F = FA,B : C(A,B)→ C(FA,FB) for every pair of objects A,B ∈ Ob C,
these data being subject to the evident analogues of the axioms for an ordinary functor [Kel05, §1.2].
Remark 2.17. In the language introduced in Definitions 2.15 and 2.16, Theorem 2.1 can be refor-
mulated as the assertion that given a space B, there is a category enriched in graded F`–vector spaces
where objects are maps B → BG and the hom-object from f : B → BG to g : B → BG is given
by H∗P (f, g); and Theorem 2.12 simply asserts that the maps Fϕ give an enriched functor from the
category associated to B to the one associated to A.
Terminology 2.18 ((Symmetric) monoidal functors). By a (symmetric) monoidal functor F : C → D
between (symmetric) monoidal categories, we mean a strong (symmetric) monoidal functor in the sense
of Mac Lane [ML98, §XI.2], meaning that the monoidality and identity constraints
F⊗ : F (X)⊗ F (Y ) −−→ F (X ⊗ Y ) and FI : ID −−→ F (IC)
are assumed to be isomorphisms. Here IC and ID denote the unit objects of C and D, respectively. In
a lax (symmetric) monoidal functor the requirement that the maps are isomorphisms is dropped, and
in an oplax (symmetric) monoidal functor the direction of the maps is in addition reversed.
The following construction gives a basic way of obtaining new enriched categories and functors from
existing ones.
Construction 2.19. Let M : V → W be a lax monoidal functor. Then from a V–enriched category
C we obtain a W–enriched category M∗C with ObM∗C = Ob C and hom-objects
(M∗C)(A,B) = MC(A,B)
by taking as the composition law the composite
MC(B,C)⊗MC(A,B) M⊗−−−→M(C(B,C)⊗ C(A,B)) M(µA,B,C)−−−−−−−−→MC(A,C)
and as the identity element for an object A the composite
IW
MI−−−→M(IV) M(ιA)−−−−−→MC(A,A),
where µA,B,C and ιA refer to the composition law and the identity element in C, respectively, and M⊗
and MI are the monoidality and identity constraints of M . Moreover, a V–enriched functor F : C → D
induces aW–enriched functor M∗(F ) : M∗C →M∗D by letting M∗(F ) = F on objects, and by defining
M∗(F )A,B = M(FA,B) : (M∗C)(A,B) −−→ (M∗D)(FA,FB)
on morphisms.
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In view of Remark 2.17 and Construction 2.19, one might try to prove Theorem 2.1 by first con-
structing an enriched category PB where the objects are maps f : B → BG, where the hom-object
from f to g is given by the fibration P (f, g) → B, and where the composition law is given by dia-
gram (2.2), and then applying Construction 2.19 to PB with a suitable monoidal functor M to obtain
the category of Theorem 2.1. Moreover, Theorem 2.12 would follow if the pullback squares (2.5) as-
sembled into an enriched functor Kϕ : PB → PA which, upon application of M , yielded Fϕ. Modulo
a few difficulties which we will point out along the way, this strategy is indeed the one we will follow.
The functor M will be the composite
(Fibfop)op
Dopfw // (hpSpectra`)op
Uopfw // hpSpectraop
rop! // Ho(Spectra)op
H∗ // grModF`
(2.9)
Here H∗ denotes cohomology with F` coefficients, grModF` denotes the category of graded F`–
modules, and Ho(Spectra) denotes the homotopy category of spectra. The categories hpSpectra
and hpSpectra` are the categories of parametrized spectra and parametrized HF`–local spectra ob-
tained by applying the construction of appendix A.5 to the ∞–categories Spectra and Spectra` of
spectra and HF`–local spectra, respectively, and the functor Ufw is the functor obtained by applying
the construction of appendix A.5 to the forgetful functor U : Spectra` → Spectra. The category
Fibfop will be constructed in Subsection 2.3; the functor Dfw in Subsection 2.5; and the functor r!
in Subsection 2.6, which also contains further discussion of the functor Ufw. Once all the categories
and functors in (2.9) have been constructed, the proof of Theorems 2.1 and 2.12 will be completed by
identifying H∗(r!UfwDfwP (f, g)) as H∗(P (f, g)). This will be done in Subsection 2.7.
2.3. The category Fibfop. Our goal in this subsection is to construct the category Fibfop appearing
in (2.9). Write T for the category of topological spaces and continuous maps. We start by constructing
the category Fib over T of which Fibfop is the “fibrewise opposite category.”
Definition 2.20. Call a space X HF`–locally dualizable if LΣ∞+ X is a dualizable object in the sense
of appendix B in the homotopy category Ho(Spectra`) of HF`–local spectra. Here L : Spectra →
Spectra` denotes the localization functor.
Example 2.21. By [Bau04, Cor. 8], a sufficient condition for a space X to be HF`–locally dualizable
is that the homology of X with F` coefficients is finitely generated in each degree and vanishes outside
a finite number of degrees. In particular, the space ΩBG is an HF`–locally dualizable space.
Definition 2.22 (The category Fib). For a space B, write FibB for the full subcategory of the
overcategory T /B spanned by fibrations whose fibres are HF`–locally dualizable. For example, it
follows from Example 2.21 that the fibrations P (f, g)→ B are objects of FibB for all f, g : B → BG, as
their fibres are homotopy equivalent to ΩBG. We equip FibB with the symmetric monoidal structure
given by the fibrewise direct product ×B. For all spaces A and B, continuous maps f : A → B, and
objects pi : E → B of FibB, choose once and for all a pullback square
f∗E
f¯pi
//
pif

E
pi

A
f
// B
(2.10)
Now for every f : A → B, the universal property of pullbacks implies that there exists for every
morphism ϕ : E → E′ in FibB a unique morphism f∗(ϕ) : f∗E → f∗E′ in FibA with the property
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that the diagram
f∗E
f¯pi
//
f∗(ϕ)

E
ϕ

f∗E′
f¯pi′ // E′
commutes. In this way, we obtain a functor f∗ : FibB → FibA which is easily seen to be symmet-
ric monoidal. The assignments B 7→ FibB and f 7→ f∗ along with the natural homeomorphisms
(g◦f)∗E ∼= f∗g∗E now define a pseudofunctor (see Definition A.3) from T op to the 2-category smCat
of symmetric monoidal categories, symmetric monoidal functors, and symmetric monoidal transfor-
mations. We define Fib to be the symmetric monoidal category obtained from this pseudofunctor by
the Grothendieck construction of appendix A.4. Notice that the symmetric monoidal product on Fib
agrees with the cartesian product
(E
pi−−→ B)× (E′ pi′−−→ B′) = (E × E′ pi×pi′−−−−→ B ×B′).
Remark 2.23. Alternatively, the category Fib can be described as follows. The objects of Fib are
fibrations pi : E → B with HF`–locally dualizable fibres, and a map from pi : E → B to pi′ : E′ → B′
is a pair (f¯ , f) of continuous maps making the square
E
f¯
//
pi

E′
pi′

B
f
// B′
commutative. The unique factorization of f¯ as a composite
E
ϕ−−→ f∗E f¯pi′−−−→ E′
where ϕ is a map over B provides the link between the two descriptions. The advantage of the
admittedly more complicated description in Definition 2.22 is that it makes it simple to define the
category Fibfop.
Definition 2.24 (The category Fibfop). Writing F for the pseudofunctor T op → smCat featuring in
the construction of Fib, we define the category Fibfop to be the category obtained by the Grothendieck
construction of appendix A.4 from the pseudofunctor
T op F−−→ smCat op−−→ smCat
where op is the 2-functor sending a symmetric monoidal category to its opposite.
2.4. The category PB enriched in (Fibfop)op. Our goal now is, roughly speaking, to construct the
category PB enriched in (Fibfop)op discussed at the end of Subsection 2.2. We start by offering an
alternative description of the category Fibfop.
Observation 2.25. Paralleling Remark 2.23, the category Fibfop can alternatively described as fol-
lows: The objects of Fibfop are fibrations pi : E → B whose fibres are HF`–locally dualizable. For
such fibrations pi : E → B and pi′ : E′ → B′, write (f¯ , f) : pi → pi′ for a commutative square
E
f¯
//
pi

E′
pi′

B
f
// B′
and in keeping with fibred category theory, call such an arrow (f¯ , f) cartesian if the square is a
pullback square. A morphism from pi : E → B to pi′ : E′ → B′ in Fibfop is then an equivalence class
of zigzags
pi
(α,idB)←−−−−−− τ (f¯ ,f)−−−−→ pi′
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where (f¯ , f) is cartesian. Two such zigzags
pi
(α,idB)←−−−−−− τ (f¯ ,f)−−−−→ pi′ and pi (α
′,idB)←−−−−−− τ ′ (f¯
′,f ′)−−−−−→ pi′
are equivalent if f ′ = f and there exists an arrow (θ, idB) : τ → τ ′ such that f¯ = f¯ ′θ and α = α′θ; such
a θ is necessarily unique and a homeomorphism. In particular, employing the notation of diagram
(2.10), for a map ϕ : f∗E′ → E in FibB, the zigzag
pi
(ϕ,idB)←−−−−−− pi′f
(f¯pi′ ,f)−−−−−→ pi′
defines a morphism in Fibfop from pi to pi′, and any zigzag is equivalent to a unique zigzag of this
form. This shows the equivalence of the old and new descriptions of morphisms in Fibfop. In the new
description, the composite of
[pi
(α,id)←−−−−− τ (f¯ ,f)−−−−→ pi′] and [pi′ (α
′,id)←−−−−− τ (f¯
′,f ′)−−−−−→ pi′′]
is represented by the zigzag given by the composites along the two sides of the diagram
σ
(α˜′,id)

(f˜ ,f)
  
τ
(α,id)
  
(f¯ ,f) 
τ ′
(α′,id)
(f¯ ′,f ′)
  
pi pi′ pi′′
where σ, α˜′ and f˜ are determined by the requirement that (f˜ , f) is cartesian and α˜′ is the unique
morphism making the diamond in the middle commutative. The symmetric monoidal structure on
Fibfop is given by the direct product
(E
pi−−→ B)× (E′ pi′−−→ B′) = (E × E′ pi×pi′−−−−→ B ×B′).
Using the description of Observation 2.25 for Fibfop, we see that diagram (2.2) defines a morphism(
P (f, h)→ B
)
−−→
(
P (g, h)→ B
)
×
(
P (f, g)→ B
)
(2.11)
in Fibfop. For f : B → BG, we also have a morphism (in Fibfop)(
P (f, f)→ B
)
−−→
(
pt
id−→ pt
)
(2.12)
into the monoidal unit given by the diagram
P (f, f)

B
id

soo r // pt
id

B
r // pt
Here the map s is given by s(b) = (b, cf(b)) where cf(b) denotes the constant path onto f(b) ∈ BG.
Finally, the pullback square (2.5) gives a map (in Fibfop)
(P (fϕ, gϕ)→ A) −−→ (P (f, g)→ B). (2.13)
The reader might now expect us to make the following (incorrect) definition.
“Definition” 2.26. The category PB is the category enriched in (Fibfop)op whose objects are contin-
uous maps B → BG, where the hom-object of maps from f : B → BG to g : B → BG is P (f, g)→ B,
and where the composition law and identity elements are given by the maps (2.11) and (2.12), respec-
tively. The functor Kϕ : PB → PA is the enriched functor given by the maps (2.13).
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The reason why the above definition is not quite correct is simple: the specified data for PB
fail to satisfy the axioms of an enriched category. It is readily verified that the axioms are almost
satisfied, however, the only problem being that composition of paths is associative and unital only
up to homotopy, rather than strictly. The problem could be remedied for example by replacing Fib
by another category where morphisms are fibrewise homotopy classes of maps, or by working with
Moore paths instead of ordinary paths. Instead of following either approach, we content ourselves
with noting that the object PB given by Definition 2.26 is close enough to being an enriched category
for the problem to disappear once we apply the functor
Dopfw : (Fib
fop)op −−→ (hpSpectra`)op
constructed in the next subsection: following Construction 2.19, we obtain a new object (Dopfw)∗PB
which does satisfy the axioms for a category enriched in (hpSpectra`)op as well as enriched functors
(Dopfw)∗(Kϕ) : (D
op
fw)∗PB −−→ (Dopfw)∗PA.
See Remark 2.28 below.
2.5. The functor Dfw. Our aim in this subsection is to construct the functor
Dfw : Fib
fop −−→ hpSpectra`
featuring in equation (2.9). Intuitively, this functor is the fibrewise analogue of the functor sending a
space to its HF`–local dual. Despite the notation, we will not formally obtain the functor Dfw as a
special case of Definition A.10. Instead, we will construct it by applying the Grothendieck construction
to the pseudo natural transformation from the pseudofunctor B 7→ FibopB to the pseudofunctor B 7→
Ho(Spectra`/B) given for a space B by the following composite of functors:
FibopB
T opB // Ho(Spaces/B)
op
(Σ∞+B)
op
// Ho(Spectra/B)
op
LopB // Ho(Spectra`/B)
op
DB // Ho(Spectra`/B)
(2.14)
Here the categories Ho(Spaces/B), Ho(Spectra/B) and Ho(Spectra
`
/B) are as constructed in appen-
dix A.1; the functors Σ∞+B and LB are as constructed in appendix A.3; the functor DB is the fibrewise
dual functor
DB = FB(−, SB,`) : Ho(Spectra`/B)op −−→ Ho(Spectra`/B)
where SB,` denotes the unit object in Ho(Spectra
`
/B); and the functor TB is the composite
FibB
i−→ T /B γ−−→ Ho(T /B) '−−→ Ho(Spaces/B) (2.15)
where i is the inclusion, γ is the projection onto the homotopy category, and the last arrow is the
equivalence of categories alluded to in Remark A.2. The construction of Dfw is now completed by the
verification of the following lemma.
Lemma 2.27. The composites of the functors (2.14) define a pseudo natural transformation between
the pseudofunctors T op → smCat given by B 7→ FibopB and B 7→ Ho(Spectra`/B).
Proof. The main issues are verifying that the composite of the functors (2.14) is symmetric monoidal
and that the composites commute (up to natural isomorphism) with the pullback functors
f∗ = (f∗)op : FibopB −−→ FibopA
and
f∗ : Ho(Spectra`/B) −−→ Ho(Spectra`/A)
for maps of spaces f : A → B. As noted in appendix A.3, the functors Σ∞+B and LB are symmetric
monoidal and compatible with the pullback functors. Let us consider the functor TB. The symmetric
monoidal structure on Ho(Spectra/B) is the cartesian one. Since the objects of FibB are fibrant in
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a model structure on T /B giving rise to Ho(T /B), we see that γ ◦ i and hence TB preserve products.
Thus TB is symmetric monoidal. Moreover, the pullback functors
f∗ : Ho(T /B) −−→ Ho(T /A)
as constructed in [MS06] are the total right derived functors of the pointset-level pullback functors
f∗ : T /B −−→ T /A.
The compatibility of γ ◦ i and hence that of the functors TB with pullback functors therefore also
follows from the fact that the objects of FibB are fibrant in T /B.
Let us now consider the functor DB. For X and Y objects of Ho(Spectra
`
/B), from (B.2) we obtain
a natural morphism
DB(X) ∧`B DB(Y ) −−→ DB(X ∧`B Y ) (2.16)
making DB into a lax monoidal functor (see Notation A.1 for the definition of ∧`B). By the criterion
of Corollary B.3, all objects in the image of the composite LBΣ
∞
+BTB are dualizable. It follows that
the morphism (2.16) is an equivalence for such X and Y . Thus the composite of all the functors in
(2.14) is symmetric monoidal, as required. 
Remark 2.28. It is now straightforward to check that the object (Dopfw)∗PB obtained by following
Construction 2.19 is a category enriched in (hpSpectra`)op, as discussed at the end of Subsection 2.4.
The crucial point is to observe that the functor
γ : T /B −−→ Ho(T /B)
in (2.15) sends fibrewise homotopic maps in T /B to the same map in Ho(T /B). Moreover, for a map
ϕ : A→ B, we obtain an enriched functor
(Dopfw)∗(Kϕ) : (D
op
fw)∗PB −−→ (Dopfw)∗PA.
2.6. The functors Ufw and r!. In this subsection, we will discuss the functors Ufw and r! featuring
in (2.9) and show that the composite functor H∗rop! U
op
fw is lax symmetric monoidal. We start by
promoting the functor Ufw (defined in appendix A.5) into a lax symmetric monoidal functor.
Lemma 2.29. The functor
Ufw : hpSpectra
` −−→ hpSpectra
admits the structure of a lax symmetric monoidal functor.
Proof. The functor Ufw is part of the adjunction (A.13). It follows formally that Ufw, as a right adjoint
of a symmetric monoidal functor, is a lax symmetric monoidal functor. Explicitly, the monoidality
constraint for Ufw is given by the composite
UfwX ∧¯ UfwY //UfwLfw(UfwX ∧¯ UfwY )
' //Ufw(LfwUfwX ∧¯` LfwUfwY )
' //Ufw(X ∧¯` Y )
(2.17)
where the first map is the counit of the (Lfw, Ufw) adjunction; the second map is given by (the inverse
of) the monoidality constraint for the symmetric monoidal functor Lfw; and the last map is given
by the counit of the (Lfw, Ufw) adjunction. Similarly, the identity constraint for Ufw is given by the
composite
Spt −−→ UfwLfwSpt '−−→ UfwSpt,` (2.18)
where we have written Spt and Spt,` for the identity objects of hpSpectra and hpSpectra
`, respec-
tively, and where the first map is again given by the counit of the (Lfw, Ufw) adjunction and the second
map is induced by the identity constraint for the symmetric monoidal functor Lfw. 
Notation 2.30. For B a space, we write rB, r
B, and sometimes just r for the unique map from B to
the one-point space.
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Definition 2.31. For a presentable symmetric monoidal∞–category C, we define an oplax symmetric
monoidal functor (see Terminology 2.18)
r! : hpC −−→ Ho(C)
from the category hpC defined in appendix A.5 as follows. The functor r! sends an object (B,X) ∈ hpC
to the object rB! X and a morphism (f, ϕ) : (B,X)→ (C, Y ) to the composite
rB! X
rB! (ϕ)−−−−−→ rB! f∗Y '−−→ rC! f!f∗Y −−→ rC! Y
where the equivalence in the middle is induced by the natural equivalence f∗(rC)∗ ' (rB)∗ between
right adjoints and the last map is induced by the counit of the (f!, f
∗) adjunction. (See appendix A.2 for
the definition of the base change functors g! and g
∗ associated to a map g of spaces.) The monoidality
constraint of r! is given by the composite
rB×C! (X ⊗¯ Y )
= // rB×C!
(
(piB×CB )
∗X ⊗B×C (piB×CC )∗Y
)
// rB×C!
(
(piB×CB )
∗r∗Br
B
! X ⊗B×C (piB×CC )∗r∗CrC! Y
)
' // rB×C!
(
r∗B×C r
B
! X ⊗B×C r∗B×C rC! Y
)
' // rB×C! r
∗
B×C
(
rB! X ⊗ rC! Y
)
// rB! X ⊗ rC! Y
(2.19)
Here X and Y are objects of hpC over the spaces B and C, respectively; piB×CB : B × C → B and
piB×CC : B × C → C are the projections; the first map simply substitutes the definition of X ⊗¯ Y (see
equation (A.11)); the second map is given by the units of the (rB! , r
∗
B) and (r
C
! , r
∗
C) adjunctions; the
third map is given by the natural equivalences r∗B×C ' (piB×CB )∗r∗B and r∗B×C ' (piB×CC )∗r∗C ; the fourth
map is given by the monoidality constraint for r∗B×C ; and the last map is given by the counit of the
(rB×C! , r
∗
B×C) adjunction. Finally, the identity constraint of r! is given by the composite
rpt! Spt
'−−→ rpt! r∗ptS
'−−→ S
where S and Spt are the monoidal units for Ho(C) and Ho(C/pt), respectively; where the first equiva-
lence is given by the identity constraint for r∗pt; and where the second equivalence is the counit of the
(rpt! , r
∗
pt) adjunction.
Proposition 2.32. The oplax symmetric monoidal functor
r! : hpC −−→ Ho(C)
is in fact a symmetric monoidal functor.
Proof. Since the identity constraint of r! is an equivalence, it is enough to show that the monoidal-
ity constraint (2.19) is. A tedious diagram chase shows that the composite (2.19) agrees with the
composite equivalence
rB×C! (X ⊗¯ Y )
= // rB×C!
(
(piB×CB )
∗X ⊗B×C (piB×CC )∗Y
)
' // rB! (pi
B×C
B )!
(
(piB×CB )
∗X ⊗B×C (piB×CC )∗Y
)
' // rB!
(
X ⊗B (piB×CB )!(piB×CC )∗Y
)
' // rB!
(
X ⊗B r∗BrC! Y
)
' // rB! X ⊗B rC! Y
where the first map substitutes the definition of X ⊗¯ Y , where the second map is given by the
equivalence rB×C! ' rB! (piB×CC )!, where the third and last equivalences follow from the projection
formula (A.5), and where the second-last map is an instance of the commutation relation (A.7). In
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performing the diagram chase, one needs to know that the equivalence in the projection formula (A.5)
is given by the composite
f!(f
∗Y ⊗A X) −−→ f!(f∗Y ⊗A f∗f!X) '−−→ f!f∗(Y ⊗B f!X) −−→ Y ⊗B f!X
where the first and last maps are induced by the unit and the counit of the of the (f!, f
∗) adjunction,
respectively, and where the middle map is induced by the monoidality constraint for f∗; and that the
equivalence in the commutation relation (A.7) is the composite
f¯!g¯
∗ −−→ f¯!g¯∗f∗f! '−−→ f¯!f¯∗g∗f! −−→ g∗f!
where the first map is induced by the unit of the (f!, f
∗) adjunction, where the middle map is induced
the equivalence g¯∗f∗ ' f¯∗g∗, and where the last map is induced by the counit of the (f¯!, f¯∗) adjunction.

Our goal in the remainder of the subsection is to show the following result.
Proposition 2.33. The composite functor
(hpSpectra`)op
Uopfw−−−−→ hpSpectraop r
op
!−−−→ Ho(Spectra)op H∗−−−→ grModF` (2.20)
appearing in (2.9) is lax symmetric monoidal.
Notice that the result is not quite obvious, since while rop! and H
∗ are lax symmetric monoidal functors,
the functor Uopfw is oplax rather than lax symmetric monoidal. Write
(HF` ∧ −)fw : hpSpectra −−→ hpModHF`
for the symmetric monoidal functor induced by the symmetric monoidal functor
HF` ∧ − : Spectra −−→ModHF`
given by smashing with HF` (see appendix A.5). Also write FHF`(−,−) for the internal hom in
Ho(ModHF`).
Lemma 2.34. The diagram
(hpSpectra`)op
Uopfw // hpSpectraop
rop! //
(HF`∧−)opfw

Ho(Spectra)op
(HF`∧−)op

H∗
%%
(hpModHF`)op
rop! // Ho(ModHF`)op
pi−∗FHF` (−,HF`)
// grModF`
(2.21)
commutes up to natural isomorphism.
Proof. The commutativity up to natural isomorphism of the triangle on the right follows by the
computation
pi−∗FHF`(HF` ∧X,HF`) ∼= pi−∗F (X,HF`) = H∗(X).
The commutativity up to natural isomorphism of the square in the middle follows from the commu-
tativity up to natural equivalence of the squares
Ho(Spectra/B)
r! //
(HF`∧−)B

Ho(Spectra)op
HF`∧−

Ho(ModHF`/B )
r! // Ho(ModHF`)
for all spaces B, which in turn follows from the commutativity up to natural equivalence of the
corresponding square of right adjoints
Ho(Spectra/B) oo
r∗
OO
forgetB
Ho(Spectra)op
OO
Ho(forget)
Ho(ModHF`/B )
oo r
∗
Ho(ModHF`)
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where ‘forget’ stands for the forgetful functor ModHF` → Spectra. 
Lemma 2.35. The functor
(HF` ∧ −)fw : hpSpectra −−→ hpModHF`
sends the monoidality (2.17) and identity (2.18) constraints of the lax symmetric monoidal functor
Ufw : hpSpectra
` −−→ hpSpectra
to equivalences.
Proof. As equivalences in hpSpectra are detected on fibres, it is enough to show that the identity
and monoidality constraints are equivalences on fibres. But on fibres, up to equivalence both maps
amount to unit maps of the adjunction
L : Ho(Spectra) −→←− Ho(Spectra`) : U.
The claim follows since the unit of the (L,U) adjunction is an HF`–equivalence. 
Proof of Proposition 2.33. Since the functors rop! and H
∗ in (2.20) are lax symmetric monoidal, it
is enough to show the composite H∗rop! sends the identity and monoidality constraints of U
op
fw to
isomorphisms. The monoidality constraint of H∗rop! U
op
fw is then given by the composite
H∗r!Ufw(X)⊗H∗r!Ufw(Y ) −−→ H∗r!(Ufw(X) ∧¯ Ufw(Y ))
∼=−−→ H∗r!Ufw(X ∧¯` Y )
where the first map is the monoidality constraint for H∗rop! and the second map is the inverse of
map obtained by applying H∗r! to the monoidality constraint of Ufw, and the identity constraint is
obtained similarly. In view of Lemma 2.34, the claim now follows from Lemma 2.35. 
2.7. Identifying the result. We have now constructed the categories (H∗rop! U
op
fwD
op
fw)∗PB enriched
in graded F`–modules we set out to construct at the end of Subsection 2.2, along with the enriched
functors
(H∗rop! U
op
fwD
op
fw)∗(Kϕ) : (H
∗rop! U
op
fwD
op
fw)∗PB −−→ (H∗rop! UopfwDopfw)∗PA
between them. To complete the proof of Theorems 2.1 and 2.12, it now suffices to prove the following
result.
Theorem 2.36. For all f, g : B → BG, there is an isomorphism
H∗(r!UfwDfwP (f, g)) ∼= H∗(P (f, g))
natural with respect to the homomorphisms induced by diagram (2.5).
The proof of Theorem 2.36 is based on Proposition 2.38 below, which is essentially a fibrewise
reformulation of Bauer’s result on self-duality of `–compact groups [Bau04, Prop. 22]. See also [Rog08,
Prop. 3.2.3]. Rather than deriving the proposition from Bauer’s (or Rognes’s) result, however, we will
prove it from scratch, taking our cue from Rognes’s treatment [Rog08]. In what follows, we consider
the path space BGI as a space over BG×BG via the evaluation fibration
(ev0, ev1) : BG
I −−→ BG×BG, α 7−→ (α(0), α(1)) (2.22)
and to simplify notation, we sometimes continue to write BGI for the corresponding object
BGI = LfwΣ
∞
+BG2BG
I
in Ho(Spectra`/BG2) when this is unlikely to cause confusion. Given a space B, let us write
piij : B
3 −−→ B2
for 1 ≤ i < j ≤ 3 for the projection onto the i–th and j–th coordinates and
pi1, pi2 : B
2 −−→ B
for the projections onto the first and second coordinates. For B = BG, the following result plays the
role of the “shear equivalence” of [Bau04, (4.6)] or [Rog08, Lem. 3.1.3].
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Lemma 2.37. Let B be a space. Then
pi∗12X ∧`B3 pi∗23∆!SB,` ' pi∗13X ∧`B3 pi∗23∆!SB,` (2.23)
for any X in Ho(Spectra`/B2), where ∆ denotes the diagonal map of B and SB,` is the unit object in
Ho(Spectra`B).
Proof. For both ρ = pi12 and ρ = pi13 we have
ρ∗X ∧`B3 pi∗23∆!SB,` ' ρ∗X ∧`B3 (idB ×∆)!SB2,` ' (idB ×∆)!((idB ×∆)∗ρ∗X) ' (idB ×∆)!X
where the first equivalence follows from the commutation relation (A.7) arising from the square
B2
idB×∆ //
pi2

B3
pi23

B
∆ // B2
where the second equivalence follows from the projection formula (A.5), and where the final equivalence
follows from the equality ρ ◦ (idB ×∆) = idB2 . 
Let
Q = (pi2)!DfwBG
I ∈ Ho(Spectra`/BG).
Proposition 2.38. There is an equivalence
DfwBG
I ' BGI ∧`BG2 pi∗2Q (2.24)
in Ho(Spectra`/BG2).
Proof. The equivalence of (2.22) and ∆: BG → BG × BG as spaces over BG × BG implies that
BGI ' ∆!SBG,` in Ho(Spectra`/BG2). Making use of this equivalence and taking B = BG and
X = DfwBG
I in (2.23), we see that
pi∗12DfwBG
I ∧`BG3 pi∗23BGI ' pi∗13DfwBGI ∧`BG3 pi∗23BGI (2.25)
in Ho(Spectra`/BG3). By Example 2.21 and the criterion of Corollary B.3, BG
I is dualizable as an
object of Ho(Spectra`/BG2). Applying (pi13)!Dfw to the equivalence (2.25), we therefore obtain an
equivalence
(pi13)!
(
pi∗12BG
I ∧`BG3 pi∗23DfwBGI
) ' (pi13)!(pi∗13BGI ∧`BG3 pi∗23DfwBGI) (2.26)
in Ho(Spectra`/BG2). Here we have used that the double dual of a dualizable objet is the object itself,
and that the dual of a smash product of dualizable objects is the smash product of duals. The left
hand side of the equivalence is
(pi13)!
(
pi∗12BG
I ∧`BG3 pi∗23DfwBGI
) ' (pi13)!(pi∗12∆!SBG,` ∧`BG3 pi∗23DfwBGI)
' (pi13)!(∆× idB)!DfwBGI
'DfwBGI
where the penultimate equivalance follows by a computation similar to the one in the proof of
Lemma 2.37. On the other hand, the right hand side of (2.26) is
(pi13)!
(
pi∗13BG
I ∧`BG3 pi∗23DfwBGI
) 'BGI ∧`BG2 (pi13)!pi∗23DfwBGI
'BGI ∧`BG2 pi∗2(pi2)!DfwBGI
'BGI ∧`BG2 pi∗2Q
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Here the first equivalence follows by the projection formula (A.5) and the second equivalence follows
by the commutation relation (A.7) arising from the square
BG3
pi23 //
pi13

BG2
pi2

BG2
pi2 // BG
The last equivalence holds by the definition of Q. The claim follows. 
The following result corresponds to [Bau04, Cor. 23].
Proposition 2.39. The fibres of Q are (−d)–dimensional HF`–local spheres.
Proof. Passing to fibres over a point (b, b) ∈ BG2 in (2.24), we obtain an equivalence
F (LΣ∞+ ΩBG,S) ' LΣ∞+ ΩBG ∧` Qb
in Ho(Spectra`). It follows that
H−∗(ΩBG) ∼= H∗(ΩBG)⊗H∗(Qb).
We deduce that
Hn(Qb) ∼=
{
F` if n = −d
0 otherwise
Pick a map f0 : Qb → Σ−dHF` representing the dual of a generator of H−d(Qb). The long exact
cohomology sequences associated with the short exact sequences
0 −−→ Z/` −−→ Z/`k+1 −−→ Z/`k −−→ 0 (2.27)
of coefficients show that the map H−d(Qb; Z/`k+1)→ H−d(Qb; Z/`k) is an epimorphism for all k ≥ 1.
Thus the map f0 can be lifted along the tower
HZ` ' holimkHZ/`k −−→ · · · −−→ HZ/`3 −−→ HZ/`2 −−→ HZ/`
to a map
f1 : Qb −−→ Σ−dHZ` = Σ−dHpi−d(LS−d).
Working up the Postnikov tower of LS−d, we can moreover find a lift
f2 : Qb −−→ LS−d
of f1: an induction on k using the long exact sequences associated to the short exact sequences (2.27)
proves that Hn(Qb; Z/`k) = 0 for all n 6= −d and k ≥ 1, showing that all the obstructions for finding
a lift vanish. The map f2 induces a nontrivial map on mod ` homology since the map f0 does. Thus
the map f2 is an equivalence. 
We are now ready to prove the following result. For a space B, write
HF`∧B : Ho(Spectra/B) −−→ Ho(ModHF`/B )
for the functor induced by the functor HF`∧ : Spectra → ModHF` by the construction of appen-
dix A.3.
Proposition 2.40. For all f, g : B → BG, there exists an equivalence
HF` ∧B UfwDfwP (f, g) ' HF` ∧B Σ−dB Σ∞+BP (f, g)
in Ho(hpModHF`) natural with respect to maps induced by diagram (2.5).
Proof. It suffices to construct the desired equivalence in the universal case where
f = pi1, g = pi2 : BG×BG −−→ BG
in which case the space P (pi1, pi2)→ BG×BG is simply (ev0, ev1) : BGI → BG×BG. Applying the
composite functor
hpSpectra`
Ufw−−−→ hpSpectra (HF`∧−)fw−−−−−−−−→ hpModHF` (2.28)
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to the equivalence (2.24), we obtain an equivalence
HF` ∧BG2 UfwDfwBGI ' (HF` ∧BG2 UfwBGI) ∧HF`BG2 (HF` ∧BG2 Ufwpi∗2Q)
in Ho(ModHF`
/BG2
). To identify the right hand side, we have used the fact that the composite (2.28) is
symmetric monoidal, as follows from Lemma 2.35. The first factor on the right hand side is equivalent
to HF` ∧BG2 Σ∞+BG2BGI , so the claim follows from the following lemma. 
Lemma 2.41. There exists an equivalence
HF` ∧BG UfwQ ' HF` ∧BG r∗S−d
in Ho(ModHF`/BG).
Proof. Since BG is simply connected, Theorem 3.4 below implies that there is a strongly convergent
spectral sequence
Es,t2 = H
s(BG)⊗Ht(Qb) =⇒ Hs+t(rBG! UfwQ);
where b ∈ BG is a basepoint. By Proposition 2.39, the spectral sequence is concentrated on the t = −d
line, so the spectral sequence collapses on the E2 page. Let
u ∈ H−d(rBG! UfwQ)
be the class corresponding to the class 1⊗x ∈ H0(BG)⊗H−d(Qb) where x is a generator of H−d(Qb) ∼=
F`. By naturality of the spectral sequence, the class u now has the property that for every b ∈ BG,
the restriction of u to H−d(rb!UfwQb) ∼= H−d(Qb) ∼= F` is a generator. The class u is equivalent to the
data of a map
r!UfwQ −−→ HF` ∧ S−d
in Ho(Spectra), which in turn via the adjunctions
r! : Ho(Spectra) −→←− Ho(Spectra/BG) : r
∗
and
HF`∧BG : Ho(Spectra/BG) −→←− Ho(ModHF`/BG) : forgetBG
is equivalent to the data of a map
u˜ : HF` ∧BG UfwQ −−→ HF` ∧BG r∗S−d
in Ho(ModHF`/BG). Working through the adjunctions, it is easy to see that the property that u restricts
to a generator for each fibre translates precisely to the property that u˜ is an equivalence on all fibres.
Since equivalences in Ho(ModHF`/BG) are detected on fibres, the claim follows. 
Remark 2.42. The equivalence in Lemma 2.41 is not unique: the set of all such equivalences form
an F×` –torsor, as follows by reversing the argument in the proof of Lemma 2.41. The choice of such an
equivalence should be thought of as an HF`–orientation for the “sphere bundle” Q. For the purposes
of constructing the pairings of Theorem 2.1 and the maps ι and ρ of Theorem 2.7, we (arbitrarily)
fix one such an orientation. The pairings and maps associated to different choices of orientation only
differ from each other by multiplication by an element of F×` .
Proof of Theorem 2.36. The claim follows by applying the functor
(hpModHF`)op
rop!−−−→ Ho(ModHF`)op pi−∗F
HF` (−,HF`)−−−−−−−−−−−−→ grModF` (2.29)
to the equivalence of Proposition 2.40 and using Lemma 2.34 to recognize the two sides of the resulting
isomorphism as the two sides of the isomorphism of Theorem 2.36. 
Remark 2.43. Let us now reconcile our construction of the pairing of Theorem 2.1 with the descrip-
tion of this pairing given in Remark 2.3. Notice that the map of Fibfop defined by diagram (2.2) splits
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as the composite of the maps of Fibfop defined by the trapezoid and the triangle in (2.2). Consider
now the following diagram in hpModHF` :(
HF` ∧B Σ−dB Σ∞+BP (g, h)
) ∧¯HF` (HF` ∧B Σ−dB Σ∞+BP (f, g))
22'(
HF` ∧B UfwDfwP (g, h)
) ∧¯HF` (HF` ∧B UfwDfwP (f, g))
HF` ∧B Σ−2dB Σ∞+BP (f, g, h)
22'
HF`∧fwΣ−2dB Σ∞+B(split)
OO
HF` ∧B UfwDfwP (f, g, h)
HF`∧fwUfwDfw(split)
OO
HF` ∧B Σ−dB Σ∞+BP (f, h)
22'
concat]
OO
HF` ∧B UfwDfwP (f, h)
HF`∧fwUfwDfw(concat)
OO
Here the top slanted equivalence is obtained by smashing together the equivalences of Proposition 2.40
for P (g, h) and P (f, g); the bottom slanted equivalence is the equivalence of Proposition 2.40 for
P (f, h); the middle slanted equivalence is obtained by pulling back the equivalence on top along the
diagonal map ∆: B → B × B; and the map concat] is defined by the commutativity of the bottom
parallelogram. The diagram then commutes by construction. Tracing through the definition of the
pairing of Theorem 2.1 and making use of Lemma 2.34, one sees that the pairing can be obtained by
applying the composite functor (2.29) to the above diagram and following in the resulting diagram the
path down along the upper slanted equivalence, down along the left-hand vertical maps, and finally
up along the bottom slanted equivalence. The description of the pairing of Theorem 2.1 given in
Remark 2.3 now follows by the commutativity of the diagram: upon applying the composite functor
(2.29), the top right-hand vertical map yields the map split∗, while the bottom right-hand vertical
map gives the “umkehr map” concat! in (2.3).
2.8. Proofs of Theorems 2.5, 2.7, and 2.14. Having concluded the proof of Theorems 2.1 and
2.12 in the previous subsection, we now turn to the proof of Theorems 2.5, 2.7, and 2.14.
Proof of Theorem 2.5. The product on H∗ΩBG agrees under the isomorphism
H∗ΩBG ∼= H∗DΩBG
provided by Theorem 2.36 with the composite
H∗(DΩBG)⊗H∗(DΩBG) × // H∗(DΩBG ∧` DΩBG)
∼= // H∗D(ΩBG× ΩBG)
(Dconcat)∗
// H∗(DΩBG)
Here DX for a space X denotes the dual of LΣ∞+ X in Ho(Spectra
`), and the middle isomorphism is
induced by the equivalence D(ΩBG × ΩBG) ' DΩBG ∧` DΩBG. The claim now follows using the
natural isomorphism H∗DX ∼= H−∗X valid for HF`–locally dualizable spaces X. 
Definition 2.44 (The maps ιf and ρf of Theorem 2.7). For a map f : B → BG, consider the
commutative triangles
B
s //
idB !!
P (f, f)
pi
}}
B
and
P (f, f)
pi //
pi
!!
B
idB}}
B
(2.30)
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where pi is the projection and s is the section sending a point b ∈ B to the pair consisting of b and the
constant path at f(b). The triangles define morphisms
(B
id−→ B) −−→ (P (f, f)→ B) and (P (f, f)→ B) −−→ (B id−→ B) (2.31)
in the category (Fibfop)op. We define the maps
ι = ιf : H
∗B −−→ H∗P (f, f) and ρ = ρf : H∗P (f, f) −−→ H∗B
to be the morphisms obtained by first applying the composite functor (2.9) to the morphisms (2.31)
and then using the isomorphism
H∗(r!UfwDfwP (f, f)) ∼= H∗(P (f, f))
of Theorem 2.36 and the computation
H∗(r!UfwDfwB) ∼= H∗(r!UfwSB,`) ∼= H∗(rB! UBLBSB) ∼= H∗(ULrB! UBLBSB)
∼= H∗(UrB! LBUBLBSB) ∼= H∗(UrB! LBSB) ∼= H∗(ULrB! SB) ∼= H∗(rB! SB) ∼= H∗(B).
to recognize the source and the target. Here we have written SB and SB,` for the unit objects in
Ho(Spectra/B) and Ho(Spectra
`
/B), respectively. Here the first isomorphism in the top row follows
from the observation that DfwB ' SB,`) (where B on the left hand side is short for the object LBΣ∞+BB
over B in hpSpectra`); the second isomorphism in the top row substitutes the definitions of r! and
Ufw, and uses that LB, as a symmetric monoidal functor, preserves unit objects; the last isomorphism
in the top row and the second last one in the bottom row are induced by the unit of the (L,U)
adjunction, an HF`–equivalence; the first and third isomorphisms on the bottom row are induced by
the commutation relation LrB! ' rB! LB implied by the commutation relation r∗BUB ' Ur∗B between
right adjoints; and the second isomorphism in the bottom row is induced by the natural equivalence
LBUB ' id (deriving from the natural equivalence LU ' id).
Proof of Theorem 2.7. The diagrams
B
∆ //
id

B ×B
id×id

B
∆ // B ×B
and
B
r //
id

pt
id

B
r // pt
define morphisms in Fibfop making the identity map (B
id−→ B) into a monoid object in the cate-
gory (Fibfop)op. Ignoring the problem that some of the required identities only hold up to fibrewise
homotopy (cf. the discussion following “Definition” 2.26), the morphisms (2.12) and (2.11) (with
g = h = f) make P (f, f) → B a monoid object in (Fibfop)op. It is straightforward to verify that
the morphisms (2.31) in (Fibfop)op are monoid object homomorphisms whose composite is the iden-
tity. The claim now follows by applying the composite functor (2.9); by recognizing the image of the
monoid object (B
id−→ B) under this functor as H∗(B) equipped with the cup product; and by using
Theorem 2.36 to recognize the image of (P (f, f)→ B) as the graded ring H∗P (f, f). 
Proof of Theorem 2.14. Consider the diagram in (Fibfop)op
(B
id−→ B) //

(A
id−→ A)

(P (f, f)→ B) //

(P (fϕ, fϕ)→ A)

(B
id−→ B) // (A id−→ A)
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where the vertical arrows are induced by the diagrams (2.30) and the analogous diagrams for fϕ,
where the top and bottom horizontal arrows are induced by the pullback square
A
ϕ
//
id

B
id

A
ϕ
// B
and where the middle horizontal arrow is induced by square (2.5). It is straightforward to verify that
the diagram commutes. The claim now follows by applying the composite functor (2.9) to the diagram
and recognizing the result as diagram (2.8). 
2.9. Proof of Theorem 2.11. We finish the section with the somewhat lengthy proof of Theo-
rem 2.11. By construction, Lemma 2.34, and Proposition 2.40, the pairing in Theorem 2.11 arises by
applying the composite functor
hpModHF`
r!−−→ Ho(ModHF`) pi−∗F
HF` (−,HF`)−−−−−−−−−−−−→ grModF`
to a certain map
HF` ∧B Σ−dB Σ∞+BP (f, h) −−→
(
HF` ∧B Σ−dB Σ∞+BP (g, h)
) ∧¯HF` (HF` ∧B Σ−dB Σ∞+BP (f, g)) (2.32)
in hpModHF` covering the diagonal map ∆: B → B × B in T . The basic idea of our proof of
Theorem 2.11 is as follows. For a general presentable symmetric monoidal ∞–category C and space
B, we construct a natural comonoid structure on the object rB! SB ∈ Ho(C) along with, for any object
X ∈ Ho(C/B), a natural rB! SB–comodule structure on rB! X. When C = ModHF` and X = HF` ∧B
Σ−dB Σ
∞
+BP (f, g), upon application of the functor pi−∗F
HF`(−, HF`), the comonoid structure recovers
the cup product on H∗B and the comodule structure recovers the module structure of Definition 2.10.
This reduces the proof of Theorem 2.11 to proving sufficient compatibility and naturality properties
for the comonoid and comodule structures in Ho(C). Establishing these properties, along with the
results needed for the comparison with the module structure of Definition 2.10, is done in Lemmas 2.46
through 2.51 below.
We begin by constructing the comonoid and comodule structures. Let C be a presentable symmetric
monoidal ∞–category with tensor product ⊗. Given B ∈ T and X ∈ Ho(C/B), consider maps
X −−→ SB ⊗¯X and SB −−→ Spt (2.33)
in hpC covering the diagonal map ∆: B → B×B and the map rB : B → pt in T , respectively, defined
as follows: the first map is given by the composite
X
'−−→ SB ⊗B X '−−→ ∆∗(SB ⊗¯X)
of the inverse of the left unit constraint in Ho(C/B) and the isomorphism (A.12), while the second
map is given by the identity constraint
SB
'−−→ r∗BSpt
of the symmetric monoidal functor r∗B. When X = SB, it is readily verified that the maps (2.33)
together make SB into a comonoid object in hpC. Moreover, for an arbitrary X, the first map in
(2.33) makes X a comodule object over the comonoid SB. An application of the symmetric monoidal
functor r! : hpC → Ho(C) now produces the desired comonoid structure on rB! SB and the desired
rB! SB–comodule structure
νX : r
B
! X −−→ rB! SB ⊗ rB! X
on rB! X.
Remark 2.45. In the case C = Spaces, for a space B and a parametrized space pi : X → B over B,
these constructions recover the usual comonoid structure on B given by the diagonal map ∆: B →
B ×B and the comodule structure on X given by the map (pi, id) : X → B ×X.
The following two lemmas follow by first verifying the corresponding assertions in hpC and then
applying the functor r!.
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Lemma 2.46. Given a map f : B → C of spaces, the evident map f¯ : SB → SC in hpC covering f
induces a comonoid homomorphism
r!(f¯) : r
B
! SB −−→ rC! SC .
Moreover, given a map f˜ : X → Y in hpC covering f , the diagram
rB! X
r!(f˜)
//
νX

rC! Y
νY

rB! SB ⊗ rB! X
r!(f¯)⊗r!(f˜)
// rC! SC ⊗ rC! Y
commutes, showing that the induced map r!(f˜) : r
B
! X → rC! Y is r!(f¯)–linear. 
Lemma 2.47. For X ∈ Ho(C/B), Y ∈ Ho(C/C), the comodule structures νX , νY and νX⊗¯Y are
compatible in the sense that the following diagram commutes:
rB! X ⊗ rC! Y
νX⊗νY //
(r!)⊗ '

rB! SB ⊗ rB! X ⊗ rC! SC ⊗ rC! Y
1⊗χ⊗1'

rB! SB ⊗ rC! SC ⊗ rB! X ⊗ rC! Y
(r!)⊗⊗(r!)⊗'

rB×C! (SB ⊗¯ SC)⊗ rB×C! (X ⊗¯ Y )
'

rB×C! (X ⊗¯ Y )
νX⊗¯Y
// rB×C! SB×C ⊗ rB×C! (X ⊗¯ Y )
Here χ denotes the symmetry constraint, (r!)⊗ denotes the monoidality constraint of r!, and the bottom
right vertical map is induced by the evident equivalence SB ⊗¯ SC ' SB×C in Ho(C/B×C). 
The following lemma follows, in essence, by specializing to the case B = pt, C = B, X = T , and
Y = X in Lemma 2.47.
Lemma 2.48. Given T ∈ Ho(C) and X ∈ Ho(C/B), the diagram
T ⊗ rB! X
θX '

1⊗νX // T ⊗ rB! SB ⊗ rB! X
χ⊗1'

rB! SB ⊗ T ⊗ rB! X
1⊗θX'

rB! (r
∗
BT ⊗B X)
νr∗
B
T⊗BX
// rB! SB ⊗ rB! (r∗BT ⊗B X)
commutes, where θX is the composite
T ⊗ rB! X ' // r
pt
! T ⊗ rB! X
(r!)⊗
'
// rpt×B! (T ⊗¯X) ' // rB! (r∗BT ⊗B X)
with the first and last arrows given by the evident equivalences. 
Remark 2.49. We describe an alternative construction of the comonoid structure on rB! SB and the
comodule structure on rB! X. For a space B, the inclusion
ιB : (Ho(C/B),⊗B) ↪−→ (hpC, ⊗¯)
is an oplax symmetric monoidal functor with monoidality and identity constraints
ιB(X ⊗B Y ) −−→ ιB(X) ⊗¯ ιB(Y ) and ιBSB −−→ Spt
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given by (A.12) and the equivalence SB
'−→ r∗BSpt, respectively. The composite rB! : Ho(C/B)→ Ho(C)
of ιB and the symmetric monoidal functor r! therefore obtains the structure of an oplax monoidal func-
tor, and hence preserves comonoid and comodule objects. Observe now that the comonoid structure
on rB! SB is precisely the one obtained from the comonoid object structure SB has as the identity
object of Ho(C/B), and that the comodule structure on rB! X similarly agrees with the one induced by
the comodule structure on X given by the inverse X → SB ⊗X of the left unit constraint in Ho(C/B).
Suppose now D is another presentable symmetric monoidal ∞–category and F : C → D is a sym-
metric monoidal ∞–functor with a right adjoint G. For every space B, the commutation equivalence
r∗BG ' GBr∗B between right adjoints then induces an equivalence
c : rB! FB
'−−→ FrB!
between left adjoints.
Lemma 2.50. The equivalence c is oplax symmetric monoidal.
Proof. In terms of the calculus of mates [KS74], the commutation equivalence
Ho(C/B)
FB //
rB!

Ho(D/B)
rB!

c
'
t|
Ho(C) F // Ho(D)
(2.34)
can be obtained from the commutation equivalence
Ho(C/B) oo
GB
OO
r∗B
Ho(D/B)
OO
r∗B
4<'
Ho(C) oo G Ho(D)
(2.35)
in two stages by first passing to the mate of (2.35) with respect to the (FB, GB) and (F,G) adjunctions
to obtain the transformation
Ho(C/B)
FB //
OO
r∗B "*
Ho(D/B)
OO
r∗B
Ho(C) F // Ho(D)
(2.36)
and then passing to the mate of (2.36) with respect to the (rB! , r
∗
B) adjunctions to obtain (2.34). The
transformation (2.36) is simply the usual commutation equivalence FBr
∗
B ' r∗BF , which is symmetric
monoidal. Moreover, the (rB! , r
∗
B) adjunctions are in fact adjunctions of oplax symmetric monoidal
functors, as it is easily verified that the monoidality and unit constraints of rB! from Remark 2.49
agree with the mates of the monoidality and unit constraints of r∗B, as required [Kel74, §1.3]. Thus
the commutation equivalence (2.34) is oplax symmetric monoidal, as claimed. 
In view of Remark 2.49, from Lemma 2.50 one easily deduces the following result.
Lemma 2.51. Equip FrB! S
C
B with the comonoid structure given by the composite
FrB! S
C
B
// F (rB! S
C
B ⊗ rB! SCB)
F−1⊗
'
// FrB! S
C
B ⊗ FrB! SCB
where the first arrow is induced by the comonoid structure on rB! S
C
B. Then the composite map
rB! S
D
B
rB! (FB)I
'
// rB! FBS
C
B
c
'
// FrB! S
C
B
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is an equivalence of comonoid objects in Ho(D/B). Moreover, for X ∈ Ho(C/B), the diagram
rB! FBX
νFBX //
c '

rB! S
D
B ⊗ rB! FBX
rB! (FB)I⊗1'

rB! FBS
C
B ⊗ rB! FBX
c⊗c'

FrB! S
C
B ⊗ FrB! X
F⊗'

FrB! X
F (νX)
// F (rB! S
C
B ⊗ rB! X)
commutes. 
We now turn to the proof of Theorem 2.11. Write (HF`)B for the identity object in Ho(ModHF`/B ).
Upon application of the functor pi−∗FHF`(−, HF`), the comonoid structure on rB! (HF`)B induces an
algebra structure on H∗(B). In view of Remark 2.45, applying Lemma 2.51 with F the functor
Spaces
Σ∞+
// Spectra
HF`∧− //ModHF` ,
we see that this algebra structure agrees with the usual cup product on H∗(B). Moreover, upon
application of the functor pi−∗FHF`(−, HF`), the comodule structure of
rB!
(
HF` ∧B Σ−dB Σ∞+BP (f, g)
)
over rB! (HF`)B induces on H∗P (f, g) a module structure over H∗(B). In view of Remark 2.45,
Lemma 2.51 applied with F the functor Σ∞+ : Spaces→ Spectra, Lemma 2.48 applied with T = S−d,
and Lemma 2.51 applied with F the functor HF`∧ (−) : Spectra→ModHF` imply that this module
structure agrees with that of Definition 2.10. Theorem 2.11 now follows by applying Lemma 2.46 to
the map (2.32) and using Lemma 2.47.
3. Pairings on Serre spectral sequences
For a fibration pi : X → B, let us write E(X) for the strongly convergent spectral sequence
Es,tr (X) =⇒ Hs+t(X)
obtained from the Serre spectral sequence E(X) of pi by setting Es,tr (X) = Es,t+dr (X). Our aim is to
prove the following analogues of Theorems 2.1 and 2.12.
Theorem 3.1. Let B be a space. For maps f, g, h : B → BG, there is a pairing
◦ : Es1,t1r (P (g, h))⊗ Es2,t2r (P (f, g)) −−→ Es1+s2,t1+t2r (P (f, h))
of spectral sequences compatible with the pairing
◦ : H∗P (g, h)⊗H∗P (f, g) −−→ H∗P (f, h).
of Theorem 2.1 on targets. This pairing is associative, and it is unital in the following sense: for every
map f : B → BG, the spectral sequence
Es,tr (P (f, f)) =⇒ Hs+t(P (f, f))
has a permanent cycle of degree (0, 0) which is a unit for the pairing on each page of the spectral
sequence and which corresponds to the unit 1f ∈ H0(P (f, f)) on the target.
Theorem 3.2. Given a map of spaces ϕ : A→ B, the maps of spectral sequences
E(P (f, g)) −−→ E(P (fϕ, gϕ)) (3.1)
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induced by (2.5) preserve the pairings and unit elements of Theorem 3.1. Moreover, these maps are
compatible with the maps
Fϕ : H∗(P (f, g)) −−→ H∗(P (fϕ, gϕ))
of (2.6) on targets.
Our strategy for proving Theorems 3.1 and 3.2 is similar to the one we employed to prove Theo-
rems 2.1 and 2.12. Starting with the category (Dopfw)∗PB enriched in (hpSpectra`)op and the enriched
functor (Dopfw)∗(Kϕ) constructed in Remark 2.28, we will apply Construction 2.19 with a lax monoidal
functor
(hpSpectra`)op
Uopfw−−−→ hpSpectraop E−−→ SS (3.2)
to obtain a category (EUopfwD
op
fw)∗PB enriched in the category SS of spectral sequences along with SS–
enriched functors (EUopfwD
op
fw)∗(Kϕ). The proof is then completed by showing that the hom-objects
E(UfwDfwP (f, g)) in (EU
op
fwD
op
fw)∗PB are isomorphic to the shifted Serre spectral sequences E(P (f, g)),
and observing that under these isomorphisms, the functor (EUopfwD
op
fw)∗(Kϕ) is given by the map (3.1).
We will start by making explicit the category SS, after which we will turn to the construction of the
functor E.
Definition 3.3. A spectral sequence E consists of the following data: a sequence E∗,∗1 , E
∗,∗
2 , . . . of
bigraded F`–vector spaces; a differential dr of bidegree (r, 1− r) on each E∗,∗r ; and an isomorphism
ϕr : H(E
∗,∗
r )
∼=−−→ E∗,∗r+1
for each r. A morphism f : E → D of spectral sequences consists of a sequence
fr : E
∗,∗
r −−→ D∗,∗r , r = 1, 2, . . .
of morphisms commuting with the differentials and having the property that fr+1 corresponds to
H(fr) under the isomorphisms ϕr. The tensor product of spectral sequences E and D is the spectral
sequence E ⊗D with
(E ⊗D)s,tr =
⊕
s1+s2=s
t1+t2=t
Es1,t1r ⊗Ds2,t2r ,
differential
dr(x⊗ y) = dr(x)⊗ y + (−1)|x|x⊗ dr(y)
where |x| = s + t for x ∈ Es,tr , and isomorphisms ϕr given by the Ku¨nneth theorem. There results a
symmetric monoidal category of spectral sequences which we denote by SS. The symmetry constraint
in SS is given by
Es1,t1r ⊗Ds2,t2r −−→ Ds2,t2r ⊗ Es1,t1r , x⊗ y 7−→ (−1)(s1+t1)(s2+t2)y ⊗ x,
while the monoidal unit is given by the spectral sequence which on each page is a single copy of F`
concentrated in degree (0, 0).
The functor E : hpSpectra → SS is given by May and Sigurdsson’s generalization of the Serre
spectral sequence to parametrized spectra [MS06, Thm. 20.4.1], which we recall in the relevant special
case in the following theorem. The case X = Σ+BY recovers the ordinary Serre spectral sequence of
a fibration Y → B.
Theorem 3.4. Let X be a parametrized spectrum over a space B. Then there is a spectral sequence
Es,t2 = H
s(B; Lt(X,HF`)) =⇒ Hs+t(r!X; F`) (3.3)
where L∗(X,HF`) is the local coefficient system [MS06, Def. 20.3.4] with fibre over b ∈ B given by
H∗(Xb; F`). In the case where X is bounded from below in the sense that there exists a t0 ∈ Z such
that Ht(Xb; Fl) = 0 for all t < t0 and b ∈ B, the spectral sequence converges strongly to the indicated
target.
Proof. Take J = r∗HF` in [MS06, Thm. 20.4.1(ii)]. To identify the target, use the equivalence
F (r!X,HF`) ' r∗FB(X, r∗HF`). 
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Remark 3.5. Reinterpreting the construction in [MS06, Thm. 20.4.1(ii)], we see that the spectral
sequence (3.3) can be constructed as follows: Let ΓB be a functorial CW approximation to B (such as
|Sing•B|), and write ΓnB for the n–skeleton of ΓB. Let Xn be the restriction to ΓnB of the pullback
of X over ΓB. Then the spectral sequence (3.3) is the spectral sequence arising from the sequence
rΓ0B! X0 −−→ rΓ1B! X1 −−→ · · · (3.4)
of spectra by applying F`–cohomology to obtain the unrolled exact couple
H∗(rΓ0B! X0) oo H
∗(rΓ1B! X1) oo H
∗(rΓ2B! X2) oo · · ·
H∗(rΓ1B! X1, r
Γ0B
! X0)
;;
##
H∗(rΓ2B! X2, r
Γ1B
! X1)
;;
##
· · ·
It is easily verified that the spectral sequence of Theorem 3.4 is functorial.
Proposition 3.6. Given a map (f, ϕ) : (B,X)→ (C, Y ) in hpSpectra, there is an induced map
Es,tr (Y ) −−→ Es,tr (X)
between the spectral sequences of Theorem 3.4 compatible with the map
H∗(rC! Y ; F`) −−→ H∗(rB! X; F`)
induced by (f, ϕ) on the targets.
Proof. Using tbe cellularity of the map Γf : ΓB → ΓC, one sees that the map (f, ϕ) induces a map
from the sequence (3.4) to the corresponding sequence for Y . 
An argument analogous to [Whi78, §XIII.8] gives
Theorem 3.7. Given parametrized spectra X over B and Y over C, there is an associative pairing
of spectral sequences
Es,tr (X)⊗ Es
′t′
r (Y ) −−→ Es+s
′,t+t′
r (X ∧¯ Y )
which on the E2–page is given by the cross product
Hs(B; Lt(X,HF`))⊗Hs′(C; Lt′(Y,HF`)) ×−−→ Hs+s′(B × C; Lt+t′(X ∧¯ Y,HF`))
where the pairing on local coefficient systems is given by the products
Ht(Xb; F`)⊗Ht′(Yc; F`) ×−−→ Ht+t′(Xb ∧ Yc; F`)
for b ∈ B and c ∈ C. If X and Y (and hence X ∧¯ Y ) are bounded from below in the sense of
Theorem 3.4, ensuring strong convergence, the pairing on the E∞–page is the one induced by the cross
product
H∗(rB! X; F`)⊗H∗(rC! Y ; F`) ×−−→ H∗(rB! X ∧ rC! Y ; F`). 
Summarizing and elaborating Theorem 3.4, Proposition 3.6 and Theorem 3.7, we obtain the desired
lax symmetric monoidal functor
E : hpSpectraop −−→ SS. (3.5)
Our next goal is to show that the composite functor (3.2) is lax symmetric monoidal; as before, this is
not quite obvious, since the functor Uopfw is oplax symmetric monoidal. We need the following lemma.
Lemma 3.8. There exists a functor E˜ : (hpModHF`)op → SS such that the functor (3.5) factors as
the composite
hpSpectraop
(HF`∧−)opfw // (hpModHF`)op E˜ // SS.
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Proof. Working as in Remark 3.5, given a parametrized HF`–module Y over B, we can associate to
it a sequence
rΓ0B! Y0 −−→ rΓ1B! Y1 −−→ · · · (3.6)
of HF`–modules. By applying the functor pi−∗FHF`(−, HF`), we obtain an exact couple giving rise to
the spectral sequence E˜(Y ). As in the proof of Lemma 2.34, notice that for each space C, the diagram
of functors
Ho(Spectra/C)
(HF`∧−)C
//
r!

Ho(ModHF`/C )
r!

Ho(Spectra)
HF`∧− // Ho(ModHF`)
commutes up to natural equivalence since the corresponding diagram of right adjoints
Ho(Spectra/C) oo
forgetC
OO
r∗
Ho(ModHF`/C )
OO
r∗
Ho(Spectra) oo
forget
Ho(ModHF`)
does. It follows that in the case Y = HF` ∧B X for a parametrized spectrum X over B, the sequence
(3.6) is naturally equivalent to the sequence
HF` ∧ rΓ0B! X0 −−→ HF` ∧ rΓ1B! X1 −−→ · · ·
obtained by applying HF` ∧ (−) to (3.4). The claim now follows from the natural isomorphism
pi−∗FHF`(HF` ∧ −, HF`) ∼= H∗
of functors Ho(Spectra)→ grMod. 
Corollary 3.9. The composite of the functors
(hpSpectra`)op
Uopfw−−−−→ hpSpectraop E−−→ SS
is lax symmetric monoidal.
Proof. As in the proof of Proposition 2.33, it suffices to show that the functor E takes the monoidality
and identity constraints of Uopfw to isomorphisms. That E has this property follows from Lemmas 2.35
and 3.8. 
We can now apply Construction 2.19 to the enriched categories (Dopfw)∗PB and enriched functors
(Dopfw)∗(Kϕ) of Remark 2.28 to obtain categories (EU
op
fwD
op
fw)∗PB enriched in spectral sequences, along
with enriched functors (EUopfwD
op
fw)∗(Kϕ) between them. Explicitly, the hom-object from f : B → BG
to g : B → BG in (EUopfwDopfw)∗PB is the spectral sequence
Es,tr (UfwDfwP (f, g)) =⇒ Hs+t(r!UfwDfwP (f, g))
whose target is the hom-object from f to g in the category (H∗rop! U
op
fwD
op
fw)∗PB constructed in Sub-
sections 2.2—2.6. We note that the composition law in (EUopfwD
op
fw)∗PB is compatible with that in
(H∗rop! U
op
fwD
op
fw)∗PB, and that the functors (EUopfwDopfw)∗(Kϕ) and (H∗rop! UopfwDopfw)∗(Kϕ) in the two
settings are also compatible. Theorems 3.1 and 3.2 now follow from the following result identifying
the hom-objects in (EUopfwD
op
fw)∗PB.
Theorem 3.10. For all f, g : B → BG, there is an isomorphism
E(UfwDfwP (f, g)) ∼= E(P (f, g))
of spectral sequences natural with respect to the homomorphisms induced by diagram (2.5).
Proof. In view of Proposition 2.40, this follows from Lemma 3.8. 
Tracing through definitions, we obtain the following description of the pairing between spectral
sequences on the E2 page.
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Proposition 3.11. Let f, g, h : B → BG be maps, and pick a basepoint b ∈ B. On the E2 page, the
pairing
◦ : Es1,t1r (P (g, h))⊗ Es2,t2r (P (f, g)) −−→ Es1+s2,t1+t2r (P (f, h))
of spectral sequences is given by the map
H∗(B)⊗H∗(P (g, h)b)⊗H∗(B)⊗H∗(P (f, g)b) −−→ H∗(B)⊗H∗(P (f, h)b)
induced by the cup product on B and the pairing
◦ : H∗(P (g, h)b)⊗H∗(P (f, g)b) −−→ H∗(P (f, h)b)
arising from the identifications P (g, h)b = P (gi, hi), P (f, g)b = P (fi, gi), and P (f, h)b = P (fi, hi) for
i is the inclusion of b into B. 
4. Proofs of Theorems A–C
In this section we put together the results of Sections 2 and 3 to to prove Theorems A–C stated in
the introduction. We start with Theorem A:
Proof of Theorem A. Part (i) follows from Theorem 2.1; see Definition 2.2. The spectral sequences of
parts (ii) and (iii) were constructed in Theorem 3.1; the module structure on the Serre spectral without
a degree shift in part (iii) is obtained from the module structure on the degree-shifted Serre spectral
sequence simply by regrading as in Definition 2.2. In part (ii), the assertion about product on H∗(G)
follows from Theorem 2.5. In part (iii), the assertion about the E2–page follows from Proposition 3.11
and Corollary 2.13 (which allows one to compare the H∗(G)–module structure on the cohomology of
the fibre of BGhσ → BG to that on H∗(G) itself). 
The following result is an elaboration of Theorem B.
Theorem 4.1. Let B be a path connected space, let f, g : B → BG be maps, let F ' ΩBG be a fibre of
the fibration P (f, g)→ B, and let i : F ↪→ P (f, g) be the inclusion. Then the following are equivalent
conditions on an element x ∈ H0P (f, g):
(1) H∗P (f, g) is free of rank 1 with basis {x} as a graded left module over H∗P (g, g).
(2) H∗P (f, g) is free of rank 1 with basis {x} as a graded right module over H∗P (f, f).
(3) H∗P (f, g) is generated by x as a graded left module over H∗P (g, g).
(4) H∗P (f, g) is generated by x as a graded right module over H∗P (f, f).
(5) i∗(x) 6= 0 ∈ HdF .
(6) The map
E(P (g, g)) −−→ E(P (f, g)), z 7−→ z ◦ (1⊗ i∗(x))
is an isomorphism from the Serre spectral sequence of P (g, g)→ B to that of P (f, g)→ B.
(7) The map
E(P (f, f)) −−→ E(P (f, g)), z 7−→ (1⊗ i∗(x)) ◦ z
is an isomorphism from the Serre spectral sequence of P (f, f)→ B to that of P (f, g)→ B.
Moreover, the following conditions are equivalent:
(8) There exists an element x ∈ H0P (f, g) satisfying conditions (1)–(7).
(9) The map i∗ : HdF → HdP (f, g) is nontrivial.
(10) The Serre spectral sequences of P (f, g)→ B and P (g, g)→ B are isomorphic.
(11) The Serre spectral sequences of P (f, g)→ B and P (f, f)→ B are isomorphic.
(12) The parametrized HF`–modules HF` ∧B Σ∞+BP (f, g) and HF` ∧B Σ∞+BP (g, g) are equivalent
objects of Ho(ModHF`/B ).
(13) The parametrized HF`–modules HF` ∧B Σ∞+BP (f, g) and HF` ∧B Σ∞+BP (f, f) are equivalent
objects of Ho(ModHF`/B ).
(14) The generator of E0,d2 (P (f, g)) = H
0B ⊗HdF ∼= F` is a permanent cycle in the Serre spectral
sequence of P (f, g)→ B.
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Proof. The implications (1)⇒ (3) and (2)⇒ (4) are obvious. To show (3)⇒ (5), let j : ΩBG ↪→ P (g, g)
be the inclusion of a fibre. By assumption, there exists some element y ∈ H−dP (g, g) such that
y ◦ x = 1 ∈ H−dP (f, g). We now have
j∗(y) ◦ i∗(x) = i∗(y ◦ x) = i∗(1) = 1 ∈ H−d(F ),
showing that i∗(x) 6= 0 ∈ H0F . Here the first equality follows from Theorem 2.12. The implication
(4)⇒ (5) follows similarly.
Let us now show that (5)⇒ (6). By naturality of the Serre spectral sequence, the element 1⊗i∗(x) ∈
E0,02 (P (f, g)) = H0(B)⊗H0(F ) is the image of x under the composite
H0P (f, g) −−→ E0,0∞ (P (f, g)) −−→ E0,02 (P (f, g))
of the quotient and inclusion maps. Thus 1⊗ i∗(x) is a permanent cycle, and multiplication by it does
define a morphism of spectral sequences
m1⊗i∗(x) : E(P (g, g)) −−→ E(P (f, g)), z 7→ z ◦ (1⊗ i∗(x)).
By Proposition 3.11, on the E2 page, this map is given by the map
id⊗mi∗(x) : H∗(B)⊗H∗(ΩBG) −−→ H∗(B)⊗H∗(F )
wheremi∗(x) is the multiplication map z 7→ z◦i∗(x) (and we interpret i∗(x) as an element ofH0(F )). By
Corollary 2.13, there is an isomorphism H∗(F ) ∼= H∗(ΩBG) under which the map mi∗(x) corresponds
to the map
my : H∗(ΩBG) −−→ H∗(ΩBG), z 7→ z ◦ y
for some y ∈ H0(ΩBG). Since i∗(x) is nonzero, so is y. Thus y is a nonzero multiple of the unit
element for the product on H∗(ΩBG). It follows that the map my and hence the map mi∗(x) are
isomorphisms. Thus the map m1⊗i∗(x) is an isomorphism on the E2 pages, and hence on all further
pages as well, giving an isomorphism of spectral sequences. Again, the implication (5)⇒ (7) follows
similarly.
We now prove the implication (6)⇒ (1). Since x ∈ H0P (f, g) is a lift of the element 1 ⊗ i∗(x) ∈
E0,0∞ (P (f, g)), the multiplication map
mx : H∗P (g, g) −−→ H∗P (f, g), z 7→ z ◦ x
induces on the associated graded modules corresponding to the Serre spectral sequences of P (g, g) and
P (f, g) the isomorphism
m1⊗i∗(x) : E∗,∗∞ (P (g, g))
∼=−−→ E∗,∗∞ (P (f, g)).
Therefore the map mx itself must be an isomorphism. Thus H∗P (f, g) is free of rank 1 over H∗P (g, g)
with basis {x}. The implication (7)⇒ (2) follows similarly.
In view of condition (5), condition (8) is equivalent to the map i∗ : HdP (f, g) → HdF being
nontrivial, which in turn is equivalent to condition (9). Thus (8)⇔ (9). The implications (8)⇒ (10)
and (8)⇒ (11) follow from conditions (6) and (7). To show (10)⇒ (14), it suffices to show that the
generator of E0,d2 (P (g, g)) = H
0(B) ⊗Hd(ΩBG) ∼= F` is a permanent cycle. Let j : ΩBG ↪→ P (g, g)
be the inclusion of a fibre. As before, the element 1 ⊗ j∗(1) ∈ E0,02 (P (g, g)) = H0(B) ⊗ H0(ΩBG)
is a permanent cycle. Since j∗(1) = 1 6= 0 ∈ H0(ΩBG) by Theorem 2.12, it is nonzero, and hence
generates E0,02 (P (g, g)) ∼= F`. Thus the claim follows. Again, the implication (11)⇒ (14) follows
similarly. Finally, to show that (14)⇒ (8), it suffices to observe that by naturality of the Serre spectral
sequence, a lift of the nontrivial permanent cycle from E0,d∞ (P (f, g)) to an element of HdP (f, g) satisfies
condition (5).
In view of Lemma 3.8, it is clear that (12)⇒ (10) and (13)⇒ (11). Let us show that (8)⇒ (12).
Suppose x ∈ H0P (f, g) satisfies condition (1). As observed at the beginning of Subsection 2.9, the
product
◦ : H∗P (g, g)⊗H∗P (f, g) −−→ H∗P (f, g)
arises by applying the composite functor
hpModHF`
r!−−→ Ho(ModHF`) pi−∗F
HF` (−,HF`)−−−−−−−−−−−−→ grModF` (4.1)
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to a certain map
HF` ∧B Σ−dB Σ∞+BP (f, g) −−→
(
HF` ∧B Σ−dB Σ∞+BP (g, g)
) ∧¯HF` (HF` ∧B Σ−dB Σ∞+BP (f, g)) (4.2)
in hpModHF` covering the diagonal map ∆: B → B × B in T . The element x ∈ H0P (f, g) is
represented by a map
rB! (HF` ∧B Σ−dB Σ∞+BP (f, g)) −−→ HF`
in Ho(ModHF`) which by adjunction amounts to a map
x˜ : HF` ∧B Σ−dB Σ∞+BP (f, g) −−→ HF`
in hpModHF` covering the map rB : B → pt in T . Composing (4.2) with the map 1 ∧¯HF` x˜ yields a
map
HF` ∧B Σ−dB Σ∞+BP (f, g) −−→ HF` ∧B Σ−dB Σ∞+BP (g, g) (4.3)
in hpModHF` covering the identity map of B; upon application of the composite (4.1), this map
recovers the multiplication-by-x map H∗P (g, g)→ H∗P (f, g). The restriction of (4.3) to fibres over a
point b ∈ B is a map
HF` ∧ Σ−dΣ∞P (f, g)b −−→ HF` ∧ Σ−dΣ∞P (g, g)b (4.4)
in Ho(ModHF`) which, upon application of pi−∗FHF`(−, HF`), recovers the mapH∗P (g, g)b → H∗P (f, g)b
given by multiplication by the restriction xb of x to H∗P (f, g)b. In view of the equivalence of condi-
tions (1) and (5), the assumption on x ensures that this multiplication-by-xb map is an isomorphism
for each b ∈ B. It follows that the map (4.4) is an equivalence for all b, whence the map (4.3) is
an equivalence, and the claim follows by applying ΣdB to (4.3). The implication (8)⇒ (13) follows
similarly. 
Proof of Theorem B. The claim follows from the equivalence of conditions (8) and (9) and the equiv-
alence of conditions (1) and (5) in Theorem 4.1 by taking g = idBG and f = σ. 
We now turn to the proof of Theorem C. We will deduce part (ii) of the theorem from the following
result.
Theorem 4.2. Let B be a path connected space, let f, g : B → BG be maps, let F ' ΩBG be a fibre
of the fibration P (f, g) → B, and let i : F ↪→ P (f, g) be the inclusion. Suppose x ∈ H0P (f, g) is a
generator of H∗P (f, g) as a free rank 1 module over H∗P (g, g) satisfying 1 ◦ i∗(x) = 1 ∈ H0F , where
◦ refers to the pairing
◦ : H∗(ΩBG)⊗H∗(F ) −−→ H∗(F ).
Then the isomorphism
E(P (g, g))
∼=−−→ E(P (f, g)), z 7−→ z ◦ (1⊗ i∗(x)) (4.5)
of Theorem 4.1(6) from the Serre spectral sequence of P (g, g) → B to that of P (f, g) → B is an
isomorphism of spectral sequences of algebras, where the spectral sequences are equipped with the usual
algebra structures induced by cup product. In particular, the map
H∗P (g, g) −−→ H∗P (f, g), z 7−→ z ◦ x
induces an algebra isomorphism
grH∗P (g, g)
∼=−−→ grH∗P (f, g)
on the associated graded algebras of H∗P (g, g) and H∗P (f, g) corresponding to the Serre spectral
sequences.
Proof. To show that the map (4.5) respects the algebra structures, it is enough to show that it does
so on the E2 pages. By Proposition 3.11, on E2 pages the map (4.5) is given by
H∗(B)⊗H∗(ΩBG) −−→ H∗(B)⊗H∗(F ), α⊗ β 7−→ α⊗ (β ◦ i∗(x)),
so it is enough to show that the map
H∗(ΩBG) −−→ H∗(F ), β 7−→ β ◦ i∗(x) (4.6)
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is a ring homomorphism. Picking a path connecting f(b0) and g(b0) where b0 is the point in B over
which F is a fibre of P (f, g)→ B and ΩBG is a fibre of P (g, g)→ B, from Corollary 2.13 we obtain
an isomorphism
Ξ: H∗(F )
∼=−−→ H∗(ΩBG)
of H∗(ΩBG)–modules. An inspection of the proof of Corollary 2.13 shows that Ξ is induced by a
zigzag of homotopy equivalences of spaces, so Ξ is also an algebra isomorphism with respect to cup
products. Thus it is enough to show that the composite
H∗(ΩBG) −−→ H∗(ΩBG), β 7−→ β ◦ Ξ(i∗(x)) (4.7)
of the map (4.6) and Ξ is a ring homomorphism, which we will do by showing that this map is in fact
the identity map. We have (in H∗(ΩBG))
1 ◦ Ξ(i∗(x)) = Ξ(1 ◦ i∗(x)) = Ξ(1) = 1
where the first equality follows by the H∗(ΩBG)–linearity of Ξ, the second equality holds by the
assumption on x, and the final equality holds since Ξ is an algebra homomorphism. Since by F`–
linearity the group Hd(ΩBG) ∼= F` contains at most one element y with the property that 1 ◦ y = 1 ∈
H0(ΩBG), and both 1 and Ξ(i∗(x)) have this property, we must have Ξ(i∗(x)) = 1. Thus the map
(4.7) is the identity map as claimed. 
Proof of Theorem C. The first part of part (i) of the theorem is immediate from Theorem 2.11. The
claimed injectivity of the induced map H∗(BG) → H∗(BGhσ) then follows from the existence of a
section for the fibration LBG→ BG, which implies that H∗(LBG) and hence H∗(BGhσ) are faithful
as H∗(BG)–modules. Part (ii) follows from the special case f = σ, g = idBG of Theorem 4.2 by
observing that the isomorphism
E∗,∗∞ (P (g, g))
∼=−−→ E∗,∗∞ (P (f, g)), z 7−→ z ◦ (1⊗ i∗(x))
agrees with the map
grH∗P (g, g) −−→ grH∗P (f, g)
induced by the multiplication map
H∗P (g, g) −−→ H∗P (f, g), z 7−→ z ◦ x. 
5. On the existence of a fundamental class: Proof of Theorem D
The aim of this section is to prove the following theorem, as well as establish Theorem D.
Theorem 5.1. Suppose BG is a connected `–compact group that is a product of an `–compact group
with polynomial mod ` cohomology ring and copies of BSpin(n)ˆ` for various n. Let τ ∈ Out(BG) ∼=
Out(DG) be of finite order, with ` - |τ | if ` odd and τ = 1 if ` = 2. Then for every q ∈ Z×` , B τG(q)
has a [Ghτe ]–fundamental class.
It is known exactly when BG is a polynomial ring, also in the non-simply connected case, except
for one loose end at ` = 2; see Remark 5.6. The assumption that τ = 1 when ` = 2 has to do with that
loose end, and can probably be replaced by ` - |τ |. Moreover, as we mentioned earlier, we suspect the
restrictions on BG in the theorem are superfluous, and that the result in fact holds for any connected
`–compact group.
We will deal with the polynomial case in Section 5.1, the Spin(n) case in Section 5.2, and put
everything together to prove Theorem 5.1 and Theorem D in Section 5.3.
5.1. Fundamental classes for `–compact groups with polynomial cohomology ring. The
aim of this section is to prove the following result.
Proposition 5.2. Suppose BG is an `–compact group such that H∗(BG;F`) is a polynomial ring.
Then BG(q) has a [G]–fundamental class for every q ∈ Z×` such that q ≡ 1 mod `.
We will derive Proposition 5.2 from the following more abstract result.
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Theorem 5.3. Suppose that H∗BG is a polynomial ring and σ : BG → BG a map inducing the
identity on H∗BG. Then for the fibre sequence G i−→ BGhσ → BG of (1.6), the map H∗(BGhσ) i∗−→
H∗(G) is surjective. In particular BGhσ has a [G]–fundamental class.
Proof. Recall that for a pullback diagram of spaces
X ×B Y //

Y
g

X
f
// B
with at least one of f and g a fibration and the space B simply connected, the Eilenberg–Moore
spectral sequence is a strongly convergent second-quadrant spectral sequence of algebras
Es,t2 = Tor
H∗(B)
−s,t (H
∗(X), H∗(Y )) =⇒ Hs+t(X ×B Y )
where t is the internal degree and −− s the homological degree. The entries on the E∞–page of the
spectral sequence are filtration quotients
Es,t∞ = F
sHs+t(X ×B Y )/F s+1Hs+t(X ×B Y )
for a certain descending filtration
H∗(X ×B Y ) ⊃ · · · ⊃ F−2 ⊃ F−1 ⊃ F 0 ⊃ F 1 = 0.
of H∗(X ×B Y ). In particular, we may interpret the line E0,∗∞ as a subring of H∗(X ×B Y ). By
naturality of the spectral sequence, it is easy to see that this subring is precisely the image of the map
H∗(X × Y ) −−→ H∗(X ×B Y )
induced by the inclusion of X ×B Y into X × Y .
Suppose now H∗(BG) = F`[x1, . . . , xn], and let σ : BG → BG be a map inducing the identity on
cohomology. Consider the Eilenberg–Moore spectral sequence for the pullback square
BGhσ //
ev1

BGI
(ev0,ev1)

BG
(σ,1)
// BG×BG
By the assumption on σ, the E2–page of the spectral sequence amounts to
TorF`[x1,...,xn,x
′
1,...,x
′
n](F`[x1, . . . , xn],F`[x1, . . . , xn])
where F`[x1, . . . , xn, x′1, . . . , x′n] acts on the two copies of F`[x1, . . . , xn] via the map xi 7→ xi, x′i 7→ xi.
Interpreting
F`[x1, . . . , xn, x′1, . . . , x′n] = F`[x1, . . . , xn, y1, . . . , yn]
with yi = x
′
i − xi, it is now easy to compute that the E2–page is
F`[x1, . . . , xn]⊗ ΛF`(z1, . . . , zn)
where the xi’s occur on the line s = 0 and the zi’s on the line s = −1. There can be no differentials,
so the spectral sequence collapses on the E2–page. From the freeness of the E2–page as an H
∗(BG)–
module we now deduce that the H∗(BGhσ) is free as an H∗(BG) module (with the module structure
induced by ev1 : BG
hσ → BG). It follows that the Eilenberg–Moore spectral sequence of the pullback
diagram
G
i //

BGhσ
ev1

pt // BG
is concentrated on the line s = 0, which in turn implies that the map i∗ : H∗(BGhσ) → H∗(G) is an
epimorphism. In particular it is nonzero in degree d, so BGhσ has a fundamental class by Definition 1.1
and the remark that follows it. 
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Remark 5.4. In the situation of Theorem 5.3, the Serre spectral sequence of the fibre sequence
G
i−→ BGhσ → BG collapses at the E2 page: the surjectivity of i∗ guarantees that there can be no
differentials originating on the E0,∗r line, whence there cannot be any nonzero differentials at all by
multiplicativity.
We now establish how ψq acts on H∗(BG) when H∗(BG) is a polynomial ring.
Proposition 5.5. Suppose that H∗(BG) is a polynomial ring. If ` is odd then H∗(BG) is concentrated
in even degrees and ψq acts as qn on H2n(BG) for any n; in particular it acts as the identity if
q ≡ 1 mod `. If ` = 2 then ψq acts as the identity on H∗(BG) for all q ∈ Z×2 .
Proof. If ` is odd then H∗(BG;Z`)
∼=−→ H∗(BT ;Z`)W (see [AGMV08, Thm. 12.1]), and the result
follows since ψq induces multiplication by q on H2(BT ;Z`), by definition.
Now, suppose that ` = 2. Here H∗(BG) → H∗(BT ) need not be injective, unless G is 2–torsion
free (see [AGMV08, Thm. 12.1]). However, by the theory of unstable modules over the Steenrod
algebra (see e.g. [AG09, Prop. 7.2]), there exists an elementary abelian 2–subgroup V , which, up
to conjugation, contains every other elementary abelian 2–subgroup. In particular, we can choose a
representative which contains 2T , the elements of order 2 in the maximal torus. Let W0 denote the
stabilizer of 2T in W , which by e.g. [AGMV08, Lem. 11.3] is an elementary abelian 2–subgroup of
W . Now, recall Tits’ model for NG(T ) from [Tit66], elaborated and extended to 2–compact groups
in [DW05] and [AG08]: NG(T ) can be constructed from the root datum by first constructing the
reflection extension 1 → Z[Σ] → ρ(W ) → W → 1, where Σ is the set of reflections in W , and then
constructing NG(T ) as a push-forward along a W–map f : Z[Σ] → T sending each reflection σ to a
certain element of order two hσ of T ; see [AG08, §§2-3]. Let ρ0 denote the preimage of W0 in ρ(W ),
and consider the subgroup A of NG(T ) generated by 2T and the image of ρ0 under ρ(W ) → NG(T ),
the map to the push-forward. By construction A is an abelian subgroup of NG(T ). Likewise by
construction it will contain V . We hence just have to see that ψq acts trivially on A. However, this is
a consequence of [AG08, Thms. B and C], which explain exactly how ψq acts on NG(T ), namely as a
quotient of a map which multiplies by q on T and is the identity on ρ(W ) (see Step 2 of the proof of
Thm. B in [AG08] for the definition of the homomorphism s : Out(DG)→ Out(NG(T ))). 
Proof of Proposition 5.2. The proposition is immediate from Theorem 5.3 and Proposition 5.5. 
Remark 5.6 (Classification of `–compact groups with polynomial cohomology ring). It is know which
`–compact groups have polynomial cohomology ring, also in the non-simply connected case, except
for one loose end when ` = 2:
– If ` is odd, H∗(BG) is a polynomial ring iff pi1(G) is `–torsion free, and the universal cover of
G does not contain a summand isomorphic to the `–completion of F4, E6, E7, or E8 if ` = 3,
or E8 if ` = 5. (See [AGMV08, Thms. 12.1 and 12.2].)
– If ` = 2 and pi1(G) is 2–torsion free, then H
∗(BG) is a polynomial ring iff the universal cover of
G does not include 2–completions of E6, E7, E8, or Spin(n) for n ≥ 10. (See [AG09, Thms. 1.1
and 1.4].)
– If ` = 2 and G is simple, then H∗(BG) is a polynomial ring iff G is either DI(4) or the 2–
completion of SU(n), Sp(n), Spin(n) (7 ≤ n ≤ 9), G2, F4, SO(n) or PSp(2n+ 1) (See [AG09,
Rem. 7.1].) Notice that the last two examples are not simply connected.
– In the case where ` = 2, G is not simple, and pi1(G) contains 2–torsion, there are further
mixed examples of `–compact groups with polynomial cohomology. For example, B(Sp(1) ×
· · · Sp(1))/∆, where ∆ is a diagonally embedded copy of Z/2, has polynomial cohomology.
A complete classification of such cases does not seem to be available, however. (Again, see
[AG09, Rem. 7.1].)
5.2. Fundamental classes for BSpin(n). We now prove the existence of a fundamental class in the
Spin(n) case for σ = ψq, building on the work of Kameko [Kam15].
Proposition 5.7. (BSpin(n)2ˆ)
hψq has a [Spin(n)2ˆ]–fundamental class for all q ∈ Z×2 and n ≥ 2.
Proof. Since the mod 2 cohomology of BSpin(2)2ˆ is a polynomial ring, the claim for n = 2 follows from
Proposition 5.2. Let us assume that n ≥ 3. For brevity, let us write BSOn and BSpinn for BSO(n)2ˆ
38 JESPER GRODAL AND ANSSI LAHTINEN
and BSpin(n)2ˆ, respectively. In view of Corollary 6.2 below, it is enough to prove that (BSpinn)
hψq
has a fundamental class when q = 3 or q = 5. So let us assume that q is one of these numbers; in fact,
all that matters for the argument that follows is that q is an odd prime power. By choosing suitable
models for BSOn and BSpinn and for the self-maps ψ
q of BSOn and BSpinn, we may assume the
following:
(1) The maps ψq : BSOn → BSOn and ψq : BSpinn → BSpinn are basepoint-preserving.
(2) The map p : BSpinn → BSOn induced by the projection Spinn → SOn preserves basepoints
and commutes with the action of the maps ψq.
For example, by replacing ψq : BSOn → BSOn by a homotopic map if necessary, we may assume
that it preserves the basepoint, after which models for BSpinn and ψ
q : BSpinn → BSpinn with the
desired properties can be obtained by passing to functorial 2-connected covers.
Let En,q and En be the spaces obtained as pullbacks
En,q //

BSOhψ
q
n
ev1

BSpinn
p
// BSOn
and
En //

LBSOn
ev1

BSpinn
p
// BSOn
(5.1)
Let
pin,q : BSpin
hψq
n −−→ En,q and pin : LBSpinn −−→ En
be the maps over BSpinn induced by the evaluation maps
ev1 : BSpin
hψq
n −−→ BSpinn and ev1 : LBSpinn −−→ BSpinn
and the maps
BSpinhψ
q
n −−→ BSOhψ
q
n and LBSpinn −−→ LBSOn
induced by p. Then, up to homotopy, pin,q and pin are two-fold covering spaces, and there are maps of
fibre sequences
Z/2 // ΩBSpinn
Ωp
//
in,q

ΩBSOn
jn,q

Z/2 // BSpinhψqn
pin,q
// En,q
and
Z/2 // ΩBSpinn
Ωp
//
in

ΩBSOn
jn

Z/2 // LBSpinn
pin // En
where the vertical arrows are inclusions of fibres of the various spaces over BSpinn over the basepoint.
We obtain the following commutative diagram whose rows are long exact Gysin sequences:
· · · −−→Hd(En,q)
pi∗n,q
//
j∗n,q

Hd(BSpinhψ
q
n )
(pin,q)!
//
i∗n,q

Hd(En,q)
∪en,q
//
j∗n,q

Hd+1(En,q)−−→ · · ·
j∗n,q

· · · −−→Hd(ΩBSOn)
(Ωp)∗
// Hd(ΩBSpinn)
(Ωp)!
// Hd(ΩBSOn)
∪e // Hd+1(ΩBSOn)−−→ · · ·
· · · −−→Hd(En)
pi∗n //
j∗n
OO
Hd(LBSpinn)
(pin)!
//
i∗n
OO
Hd(En)
∪en //
j∗n
OO
Hd+1(En)−−→ · · ·
j∗n
OO
Here d = dimSOn = dim Spinn and e, en and en,q are the Euler classes for the respective double
covers.
Our task is to show that the map i∗n,q in the above diagram is nonzero. To do this, it suffices to
show that the composite map
(Ωp)! ◦ i∗n.q = j∗n,q ◦ (pin,q)! : Hd(BSpinhψ
q
n ) −−→ Hd(ΩBSOn)
is nonzero. Thus it is enough to show that there exists an element x ∈ Hd(En,q) such that j∗n,q(x) 6= 0
and x ∪ en,q = 0.
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To show the existence of such an element x, we will compare the upper part of the diagram with
the lower part. As in [Kam15, Props. 4.1 and 4.3], the Eilenberg–Moore spectral sequences for the
pullback squares (5.1) yield ring isomorphisms
H∗(En,q) ∼= H∗(BSpinn)⊗H∗(BSOn) H∗(BSOhψ
q
n )
and
H∗(En) ∼= H∗(BSpinn)⊗H∗(BSOn) H∗(LBSOn).
Let
kn,q : ΩBSOn −−→ BSOhψqn and kn : ΩBSOn −−→ LBSOn
be inclusions of fibres of the evaluation fibrations BSOhψ
q
n → BSOn and LBSOn → BSOn. Under
the above isomorphisms, the maps j∗n,q and j∗n then correspond to the maps induced by
k∗n,q : H
∗(BSOhψ
q
n ) −−→ H∗(ΩBSOn) and k∗n : H∗(LBSOn) −−→ H∗(ΩBSOn)
(along with the augmentation H∗(BSpinn)→ F2), respectively. By [Kam15, Thm. 1.7], there exists a
H∗(BSOn)–algebra isomorphism
H∗(BSOhψ
q
n )
∼= H∗(LBSOn).
Under this isomorphism, the maps k∗n,q and k∗n agree; to see this, observe that both halves of the
diagram on p. 525 of Kameko’s paper [Kam15] are pullbacks, so kn,q and kn factor (up to homotopy)
through the same map from ΩBSOn to Kameko’s space B˜An−1. We conclude that there exists a ring
isomorphism
H∗(En,q) ∼= H∗(En) (5.2)
under which the maps j∗n,q and j∗n agree.
Using for example the Serre spectral sequence, it is easy to see that H1En,q ∼= H1En ∼= F2. The
Euler classes en,q ∈ H1En,q and en ∈ H1En both pull back to the class e ∈ H1ΩBSOn, which in turn
pulls back to the (nontrivial) Euler class of the double cover Spin2 → SO2. Thus the classes en,q and
en must be the unique nontrivial degree 1 classes in their respective cohomology groups, and hence
they must correspond under the isomorphism (5.2).
We have reduced the task of constructing the desired class x ∈ HdEn,q to the task of finding a
class y ∈ HdEn such that j∗n(y) 6= 0 and y ∪ en = 0. By Theorem 2.12, the map i∗n sends the class
1 ∈ Hd(LBSpinn) to the nontrivial class 1 ∈ Hd(ΩBSpinn). Moreover, since Hd+1(ΩBSOn) = 0,
the map (Ωp)! is an epimorphism and hence an isomorphism, as its source and target are both one-
dimensional. Thus (Ωp)!i
∗
n(1) 6= 0. Now the class y = (pin)!(1) ∈ Hd(En) is as desired. 
5.3. Proofs of Theorem 5.1 and Theorem D.
Lemma 5.8. Suppose BG and BH are connected `–compact groups, and let σ : BG → BG and
τ : BH → BH be maps such that BGhσ and BHhτ have [G]– and [H]–fundamental classes, respec-
tively. Then (BG×BH)h(σ×τ) has a [G×H]–fundamental class.
Proof. The claim follows from the observation that the fibre sequence
G×H −−→ (BG×BH)h(σ×τ) −−→ BG×BH
of equation (1.6) for G×H is the product of the analogous fibre sequences for G and H. 
Proof of Theorem 5.1. Let q ∈ Z×` . Consider first the case ` = 2. In this case e, the multiplicative order
of q mod `, is 1. Moreover, by assumption, τ = 1, so we are reduced to showing that BG(q) = BGhψ
q
has a [G]–fundamental class. In view of Lemma 5.8, the claim now follows from Propositions 5.2
and 5.7 and the observation that the unstable Adams operation ψq for a product of `–compact groups
is the product of the corresponding operations ψq for the factors.
Suppose now that ` is odd. Then the cohomology of BSpin(n)ˆ` is a polynomial cohomology ring
(see Remark 5.6), so the theorem is reduced to the case where BG has polynomial cohomology ring.
By Proposition C.4, the cohomology of the fixed points BGhτe is also a polynomial ring, so the claim
follows from Proposition 5.2. 
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Before proving Theorem D, we need a small lemma which is an analog of a well-known result for
finite groups of Lie type.
Lemma 5.9. Let BH be a simple `–compact group, and let BG = BHn. Suppose σ ∈ Out(BG) is an
element (of any order, infinite or finite) such that the permutation of {1, . . . , n} induced by σ [AG09,
Prop. 8.14] is transitive. Then σn = diag(ρ, . . . , ρ) for some ρ ∈ Out(BH) and
BGh〈σ〉 ' BHh〈ρ〉.
Proof. By [AG09, Thm. 1.2 and Prop. 8.14] Out(BG) ∼= Out(DG) ∼= Out(DH) o Sn. Hence σn =
diag(ρ, . . . , ρ) for some ρ ∈ Out(DH). Note that by Proposition C.1, σ and ρ determine well-defined
homotopy actions on BG and BH. Furthermore,
(BG)h〈σ〉 ' ((BG)h〈σn〉)hCn ' ((BHh〈ρ〉)n)hCn ' BHh〈ρ〉
where the first homotopy equivalence follows by transitivity of homotopy fixed points, see e.g. [DW94,
Lem. 10.5], and the last one by “Shapiro’s lemma,” see e.g. [DW94, Lem. 10.8]. 
Proof of Theorem D. Suppose we are away from the 8 listed exceptional cases. Consider first the case
` odd. In this case, by [AGMV08, Thms. 12.1 and 12.2], our list of exclusions ensures that BG has
polynomial cohomology, and the claim follows from Theorem 5.1. Consider now the case ` = 2. Using
the classification of 2–compact groups [AG09, Thm. 1.1], our list of exclusions ensures that BG is a
product of a 2–compact group with polynomial cohomology and BSpin(n)2ˆ’s for various n ≥ 10; see
[AG09, Thm. 1.4]. When τ = 1, the claim therefore follows from Theorem 5.1. It remains to consider
the case τ 6= 1. We have BG ' ∏si=1(BKi)mi for some non-isomorphic simple simply-connected 2–
compact groups BKi. Again by [AG09, Thm. 1.2 and Prop. 8.14], Out(BG) ∼=
∏s
i=1 Out(BKi) oSmi .
Hence we can write BG ' ∏ti=1(BHi)ni for (potentially isomorphic) simple and simply-connected
BHi such that τe permutes the factors of each product (BHi)
ni transitively, and
BGhτe '
t∏
i=1
(BHi)
h〈ρi〉
for some elements ρi ∈ Out(BHi) by Lemma 5.9. Notice that the assumption that τ is of finite order
prime to ` implies that each of the ρi’s also is. In view of Lemma 5.8, we are therefore reduced to
considering the case where BG is simple. The possible twistings τ are now tabulated in [AGMV08,
Thm. 13.1]. A glance at that list reveals that there is in fact only one possibility for a nontrivial τ of
odd order, namely the triality graph automorphism when BG ' BSpin(8)2ˆ. The resulting 2–compact
group (BSpin(8)2ˆ)
h〈τ〉 certainly does not have an Ei–summand for rank reasons (in fact it is easily seen
to be (BG2)2ˆ, as one would expect). Thus the claim follows from the case τ = 1 already proven. 
Remark 5.10 (The assumption ` - |τ |). Theorem D does have an assumption that the order of τ is
prime to `. When G is simple this excludes Spin−4n(q), SO
−
4n(q), (PSpin)
−
4n(q), and
2G2(3
f ) for ` = 2
and the case 3D4(q) for ` = 3, where the picture is a bit different. It would be interesting to completely
work out directly what happens in these case.
6. On the existence of a fundamental class for general σ: Proof of Theorem E
In this section, we prove Theorem 6.1 and Corollary 6.2 below, which imply and elaborate Theo-
rem E. For this we define
D = {[σ] ∈ Out(BG) |BGhσ has a [G]–fundamental class}
and equip Out(BG) with the `–adic topology induced by the action on H∗(BG;Z/`k), k ≥ 1, as
explained e.g. in [BMO12, p. 7]. Under the isomorphism Out(BG) ∼= Out(DG), this topology agrees
with the natural topology on Out(DG); see Proposition 6.12 below.
Theorem 6.1. The set D has the following properties:
(i) Suppose σ ∈ D. Then σ∗ : H∗BG→ H∗BG is the identity map.
(ii) D is a subgroup of Out(BG).
(iii) D has the following closure property: Suppose x, y ∈ Out(BG) generate the same closed subgroup
of Out(BG). Then x ∈ D if and only if y ∈ D.
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(iv) When BG is semisimple, D is a closed subgroup of Out(BG).
(v) ψq ∈ D for some q ∈ Z×` of infinite order.
Corollary 6.2. If ` is odd, the set of q ∈ Z×` for which BGhψ
q
has a [G]–fundamental class is a
subgroup of Z×` splitting as an internal direct product µeHn for some e | (`− 1) and 1 ≤ n <∞ where
µe ≤ Z×` is the subgroup of e–th roots of unity and
Hn = {q ∈ Z×` | q ≡ 1 mod ` and v`(q − 1) ≥ n}.
If ` = 2, it is a subgroup of Z×2 of one of the following forms:
H ′n or ±H ′n for 2 ≤ n <∞, or H ′n ∪ (−1 + 2n−1)H ′n for 3 ≤ n <∞,
where
H ′n = {q ∈ Z×2 | q ≡ 1 mod 4 and v2(q − 1) ≥ n}.
Remark 6.3. As remarked in the introduction, we do not know an example of an `–compact group
BG for which D is a proper subgroup of the kernel of the homomorphism Out(BG)→ Aut(H∗(BG))
in Theorem 6.1(ii). If D is the whole kernel, it of course is a closed subgroup of Out(BG).
We will prove Theorem 6.1 in a series of auxiliary results.
Lemma 6.4. Suppose σ ∈ D. Then σ∗ : H∗BG→ H∗BG is the identity map.
Proof. The existence of a section for the evaluation fibration LGB → BG implies that the Serre
spectral sequence for LGB → BG has no differentials hitting the bottom row. By Theorem 4.1, the
same is therefore true for the Serre spectral sequence of the evaluation fibration ev1 : BG
hσ → BG.
It follows that the map
ev∗1 : H
∗BG −−→ H∗BGhσ
is injective. Since the maps ev0, ev1 : BG
hσ → BG are homotopic, we have ev∗0 = ev∗1. The claim now
follows from the equation
ev∗1σ
∗ = (σ ◦ ev1)∗ = ev∗0 = ev∗1. 
Lemma 6.5. D is a subgroup of Out(BG).
Proof. The cohomology of BGhidBG = LBG is certainly free of rank 1 over itself, so [idBG] ∈ D by
Theorem B. Suppose now [σ] ∈ D, and let σ−1 be a homotopy inverse of σ. We then have the following
commutative diagram:
BGhσ
−1
=P (σ−1, idBG)
' //
!!
P (σ−1, σσ−1) ' //
}}
P (idBG, σ)
≈ //

P (σ, idBG) = BG
hσ

BG
σ−1
'
// BG
Here the top left hand map is a fibre homotopy equivalence induced by a homotopy between idBG
and σσ−1; the trapezoid in the middle is a pullback square; and the top right hand map is the
homeomorphism given by path reversal. The middle map in the top row is a homotopy equivalence
because the map σ−1 is. It follows that [σ−1] ∈ D. Finally, suppose [σ], [σ′] ∈ D. Our aim is to show
that [σσ′] ∈ D. In view of Theorem B and the equivalence between (8) and (14) in Theorem 4.1, it
suffices to show that the generator of
E0,02 (P (σσ
′, idBG)) ∼= F`
in the shifted Serre spectral sequence of P (σσ′, idBG)→ BG is a permanent cycle. Under our pairings
between spectral sequences, this generator factors as the product of the generators of E0,02 (P (σ′, idBG))
and E0,02 (P (σσ′, σ′)), so it is enough to show that these two factors are permanent cycles. That the
first factor is a permanent cycle follows from the assumption that [σ′] ∈ D by Theorem B and the
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equivalence between (8) and (14) in Theorem 4.1. That the second factor is also a permanent cycle
follows similarly from the assumption that [σ] ∈ D by making use of the pullback diagram
P (σσ′, σ′) ' //

P (σ, idBG)

BG
σ′
'
// BG
where the top horizontal map is a homotopy equivalence because σ′ is. 
Proposition 6.6. Suppose [σ], [σ′] ∈ Out(BG) generate the same closed subgroup of Out(BG). Then
BGhσ and BGhσ
′
are homotopy equivalent over BG, i.e., we can choose a homotopy equivalence so
that the following diagram commutes
BGhσ
##
' // BGhσ′
{{
BG
In particular [σ] ∈ D if and only if [σ′] ∈ D.
Proof. We have a homotopy equivalence BGhσ
'−→ BGhσ′ , by [BMO12, Thm. 2.4], generalizing [BM07,
Prop. 6.5], and an inspection of the proof shows that this homotopy equivalence can be chosen so
that the indicated diagram commutes. The hypotheses of the theorem are satisfied in our situation:
H∗(BG) is Noetherian by [DW94, Thm. 2.4], and Out(BG) is detected on Hˆ∗(BG;Z`) = H∗(BG;Z`)
since H∗(BG;Z`)⊗Q ∼= (H∗(BT ;Z`)⊗Q)WG by [DW94, Thm. 9.7(iii)] and Out(BG) is detected on
BT , as part of the classification of connected `–compact groups [AG09, Thm. 1.2] (in fact Out(BG) ∼=
Out(DG)). The statement about D is a consequence of the first claim. 
The following result can be read off from [AGMV08, Thm. 13.1].
Lemma 6.7. Suppose D is an irreducible Z`–root datum. Then the image of the homomorphism
Z×` → Out(D) sending q ∈ Z×` to the multiplication-by-q map has finite index in Out(D). 
Lemma 6.8. Any group homomorphism from a finitely generated free Z`–module into Out(BG) is
continuous.
Proof. The topology on Out(BG) is easily seen to be induced from the discrete topologies on the
groups Aut(H∗(BG; Z/`k)), k ≥ 1 via the evident maps Out(BG) → Aut(H∗(BG; Z/`k)), so that a
homomorphism into Out(BG) is continuous if and only if its composite with all these maps is. By
[ACF+13, Thm. 4.2], the cohomology ring H∗(BG; Z/`k) is Noetherian and hence [Mat89, Thm. 13.1]
a finitely generated Z/`k–algebra. It follows that Aut(H∗(BG; Z/`k)) is finite for every k. The claim
now follows if we can show that all group homomorphisms from finitely generated free Z`–modules
into finite groups are continuous, or, what is the same, that every finite-index subgroup of a finitely
generated free Z`–module is open. But the latter claim holds as a special case of a theorem of Serre,
which asserts that finite-index subgroups of topologically finitely generated pro-`–groups are open (see
e.g. [Ser02, §4.2] for an indication of the proof). 
Lemma 6.9. When BG is semisimple, D is a closed subgroup of Out(BG).
Proof. By Lemma 6.5, D is a subgroup of Out(BG). It remains to show that it is closed. In view of
Lemma 6.7, the isomorphisms
Z×` ∼= Z` × (Z/`)× (for ` odd) and Z×2 ∼= Z2 × (Z/4)× (for ` = 2)
(see e.g. [Gou97, Cor. 4.5.10]), and the description of the group Out(BG) ∼= Out(DG) given in [AG09,
Props. 8.14 and 8.15], the assumption that BG is semisimple implies that we can find a group homo-
morphism ϕ : E → Out(BG) where E is a finitely generated free Z`–module and the image ϕE has
finite index in Out(BG).
The preimage ϕ−1(D) is, of course, a subgroup of E. We wish to show that it in fact is a Z`–
submodule. Suppose x ∈ ϕ−1(D). By Lemma 6.8, the homomorphism ψ : Z` → Out(BG), ψ(b) =
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ϕ(bx) is continuous. For a ∈ Z`, we therefore have ψ〈a〉 ⊂ ψ〈a〉 ⊂ ψ〈a〉 where the first inclusion follows
from the continuity of ψ and the second one from the observation that ψ〈a〉 is closed, being the image
of a compact set in a continuous map to a Hausdorff space. Thus 〈ϕ(ax)〉 = 〈ψ(a)〉 = ψ〈a〉 = ψ〈a〉,
so that the closed subgroup of Out(BG) generated by ϕ(ax) only depends on the closed subgroup of
Z` generated by a. For any b ∈ Z`, we can find an integer n generating the same closed subgroup
of Z` as b does. Since nx ∈ ϕ−1(D), Proposition 6.6 implies that bx ∈ ϕ−1(D). Thus ϕ−1(D) is a
Z`–submodule of E as claimed.
Since Z` is a principal ideal domain, as a submodule of the finitely generated free Z`–module
E, the preimage ϕ−1(D) is also such. In particular, ϕ−1(D) is compact. Since by Lemma 6.8 the
homomorphism ϕ| : ϕ−1(D) → Out(BG) is continuous, it follows that the image ϕϕ−1(D) is closed
in Out(BG). Moreover, the index of ϕϕ−1(D) in D is finite because the index of ϕE in Out(BG) is.
Thus D is a finite union of closed sets and therefore closed, as claimed. 
Lemma 6.10. [ψq] ∈ D for some q ∈ Z×` of infinite order.
Proof. Suppose first that BG is the `–completion of the classifying space of a compact connected
Lie group. In the proof of [Kam08, Thm. 1.5], it is shown that the Serre spectral sequences of the
fibrations LBG→ BG and BGhψq → BG are isomorphic when q is a suitable prime power congruent
to 1 modulo `. The claim now follows from the equivalence of (10) and (8) in Theorem 4.1. Now
for the general case we know by the classification of `–compact groups (specifically [AG09, Thm. 1.1]
[AGMV08, Thm. 1.2]) that BG splits a product BH × BK, where BH is the `–completion of the
classifying space of a compact connected Lie group, and BK is an exotic `–compact group with
polynomial cohomology ring. Hence by the already-proven polynomial case of Theorem D, if ψq ∈ D
for BH, we will also have ψq ∈ D for the product. 
Proof of Theorem 6.1. The various parts of the theorem were established in Proposition 6.6 and Lem-
mas 6.4, 6.5, 6.9 and 6.10 above. 
We now proceed to derive Corollary 6.2 from Theorem 6.1.
Lemma 6.11. The homomorphism
θ : Z×` −−→ Out(BG), q 7−→ [ψq]
is continuous.
Proof. The group Z×` has an open subgroup isomorphic to Z`. See e.g. [Gou97, Cor. 4.5.10]. By
Lemma 6.8, the restriction of θ to this subgroup is continuous, whence θ also is. 
Proof of Corollary 6.2. Let
K = {q ∈ Z×` |BGhψ
q
has a fundamental class} ⊂ Z×` .
As an inverse image of the subgroup D ≤ Out(BG) under the homomorphism θ of Lemma 6.11, K is
a subgroup of Z×` . Moreover, Theorem 6.1(iii) and Lemma 6.11 imply that K has the following closure
property: if q, q′ ∈ Z×` generate the same closed subgroup of Z×` , then q ∈ K if and only if q′ ∈ K.
Consider now the case ` odd. Recall that in this case there exists a canonically split short exact
sequence
0 −−→ Z` exp ◦` // Z×` // (Z/`)× −−→ 0 (6.1)
where the ` in exp ◦` refers to multiplication by `, the map out of Z×` is given by reduction mod `, and
the image of the splitting is precisely the set of roots of unity in Z×` . See e.g. [Gou97, Cor. 4.5.10].
Let K ′ ≤ Z` be the inverse image of K ≤ Z×` . By the aforementioned closure property of K and
continuity of exp ◦`, the question of whether an element x ∈ Z` belongs to K ′ only depends on the
closed subgroup generated by x. Since this subgroup consists of all elements of Z` with `–adic valuation
at least equal to that of x, we see that
K ′ = {x ∈ Z` | v`(x) ≥ k}
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where 0 ≤ k ≤ ∞ is the minimum of the `–adic valuations of elements of K ′. Moreover, Theorem 6.1(v)
implies that k <∞. It follows that the image H of K ′ under exp ◦` is
H = {q ∈ Z×` | q ≡ 1 mod ` and v`(q − 1) ≥ k + 1} = Hn
for n = k+ 1. Now let e be the order of the image of K in (Z/`)× ∼= Z/(`− 1). To prove the claim, it
suffices to show that K contains a primitive e–th root of unity. Let x be any element of K mapping
to an element of order e in (Z/`)×. By the split exact sequence (6.1), we can write x as x = uy, where
u ∈ Z×` is a primitive e–th root of unity and y ≡ 1 mod `. Then ye = xe ∈ H. Since ` - e, we have
v`(y
e − 1) = v`(y − 1), and therefore also y ∈ H. Thus u = xy−1 ∈ K, as desired.
Consider now the case ` = 2. In this case, there exists a (canonically split) short exact sequence
0 −−→ Z2 exp ◦4 // Z×2 // (Z/4)× −−→ 0
where the map out of Z×2 is given by reduction mod 4. Let K ′ be the preimage of K under the
embedding exp ◦4. Again, we have
K ′ = {x ∈ Z2 | v2(x) ≥ k}
for some 0 ≤ k <∞. The image H of K ′ under exp ◦4 is then
H = {q ∈ Z×2 | q ≡ 1 mod 4 and v2(q − 1) ≥ k + 2} = H ′n
where n = k + 2. The quotient K/H embeds into (Z/4)× ∼= Z/2, so the index of H in K is 1 or 2.
In the former case K = H. Assume that the latter case holds. Then K contains an element x such
that x ≡ −1 mod 4, and K = H ∪ xH. If in fact −− 1 ∈ K, we thus have K = ±H. Let us assume
− − 1 6∈ K. Then x = −1 + 2ex′ for some 2 ≤ e < ∞ and x′ ∈ Z×2 , and we may assume that x has
been chosen so that e is minimal. Since x2 ∈ H, we must have e ≥ n − 1. On the other hand, if we
had e > n, consideration of the element (1 + 2n)x would lead to a contradiction with the minimality
of e. Thus e = n or e = n− 1. In the former case, we would have 1 + 2ex′x−1 ∈ H, and therefore
−1 = x(1 + 2ex′x−1) ∈ K,
contradicting the assumption that −− 1 6∈ K. Thus e = n− 1. Now 1 + 2e(1− x′)x−1 ∈ H, so
xH = x(1 + 2e(1− x′)x−1)H = (−1 + 2e)H.
Thus the claim follows. 
For a Z`–root datum D, the outer automorphism group Out(D) is by definition a quotient of a
closed subgroup of GLZ`(L) by a finite group, where L denotes the underlying finitely generated free
Z`–module of D. See [AG09, p. 388]. Thus the natural topology on GLZ`(L) induces a topology on
Out(D) which makes Out(D) into a profinite group.
Proposition 6.12. Under the isomorphism Out(BG) ∼= Out(DG), the topologies on Out(BG) and
Out(DG) coincide.
Proof. Since Out(DG) is compact and Out(BG) is Hausdorff, it suffices to show that the isomorphism
Out(DG)
∼=−−→ Out(BG) is continuous. As in the proof of Lemma 6.8, the continuity of this homomor-
phism follows if we can show that finite-index subgroups of Out(BG) are open. It is a result of Nikolov
and Segal [NS07] (generelizing the theorem of Serre used in the proof of Lemma 6.8) that finite-index
subgroups of all topologically finitely generated profinite groups are open. Thus it is enough to show
that the group Out(D) is topologically finitely generated for every Z`–root datum D. When D is
irreducible, Out(D) is topologically finitely generated by Lemma 6.7. That Out(D) is topologically
finitely generated in general now follows from the description of Out(D) given in [AG09, Thm. 8.13
and Props. 8.14 and 8.15] and the observation that open subgroups of topologically finitely generated
profinite groups are topologically finitely generated. 
Remark 6.13. The Nikolov–Segal theorem used in the above proof is a very deep result ultimately
relying on the classification of finite simple groups. It would be preferable to find a more direct proof
for Proposition 6.12.
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Proof of Theorem E. The theorem is immediate from Theorem 6.1(i), (ii), and (iv); Proposition 6.12;
Corollary 6.2, which implies that the set of q ∈ Z×` for which BGhψ
q
has a [G]–fundamental class is un-
countable; and the fact, evident from the defining property of ψq, that the kernel of the homomorphism
Z×` → Out(BG), q 7→ [ψq] is finite. 
Remark 6.14. Most of our results generalize from cohomology with F`–coefficients to cohomology
with coefficients in an arbitrary commutative ring R such that all maps inducing an isomorphism
on homology with F`–coefficients do so on homology with R–coefficients; examples of such rings R
include R = Z/`k for all k ≥ 1. All of the results in sections 2 and 3, and hence Theorem A, hold
for cohomology with R–coefficients with little change required in the proofs. (In the description of
the E2–pages of the spectral sequences in Theorem A, the tensor product H
∗(BG) ⊗ H∗(G) should,
of course, be replaced with H∗(BG; H∗(G; R)), and similarly elsewhere.) Moreover, the resulting
products are natural with respect to the maps induced by ring homomorphisms R → R′ as long as
long as the orientations over R and R′ (see Remark 2.42) are chosen in a compatible way.
Theorem 4.1 and its proof also generalize, with the following modifications: Condition (9) should
be removed, in condition (5) replace i∗(x) 6= 0 with the statement that i∗(x) ∈ Hd(F ; R) is an
R–module generator; and in conditions (6) and (7) replace 1 ⊗ i∗(x) with the element x¯ ∈ E0,02 =
H0(B; H0(F ; R)) corresponding to i∗(x) ∈ H0(F ; R) under the isomorphism H0(B; H0(F ; R)) ∼=
H0(F ; R). Theorem 4.2 also generalizes in a straightforward fashion, as does Theorem 6.1 (with the
exception of part (v)) when we interpret D as
D = {[σ] ∈ Out(BG) | H∗(BGhσ; R) is free of rank 1 over H∗(LBG; R)}.
Even though Z` does not satisfy the aforementioned condition on R, one also obtains a mul-
tiplication on H∗(LBG; Z`) ∼= limkH∗(LBG; Z/`k) and a module structure on H∗(BGhσ; Z`) ∼=
limkH∗(BGhσ; Z/`k) by passing to limits over Z/`k–coefficients. The resulting module structure is
never free of rank 1, however, when BGhσ recovers `–completion of the classifying space of a finite
group of Lie type, as in this case H∗(BGhσ; Z`) is torsion in positive degrees, unlike H∗(LBG; Z`).
This illustrates the difficulty for the module structure to be free of rank 1 over Z/`k for k large.
We will not describe the behavior over Z/`k or Z`–coefficients further in this paper, but note that a
key question seems to be understanding the (non-)divisibility and order of the “integral fundamental
class”, namely the image of the fundamental class of G under the map HZ`d (G)→ HZ`d (BGhσ), where
we have written HZ`∗ (X) for limkH∗(X; Z/`k).
Appendix A. Parametrized homotopy theory
In this appendix, we will give a brief summary of the parametrized homotopy theory needed in
this paper, referring the reader to the monograph [MS06] and the∞–categorical treatment [ABG+14,
ABG18] for a fuller discussion. Informally, for C a category, a parametrized C–object X over a
space B is a collection {Xb}b∈B of objects of C together with glue banding them together in a way
compatible with the topology of B. The object Xb is called the fibre of X over b ∈ B. We will need to
work with several different types of parametrized objects: parametrized spaces, parametrized spectra,
parametrized HF`–local spectra, and parametrized HF`–modules.
A.1. The categories Ho(C/B). A convenient way to construct the necessary categories of parame-
trized objects is the ∞–categorical framework of [ABG18]. Let C be a presentable ∞–category such
as one of the ∞–categories Spaces, Spectra, Spectra`, and ModHF` of spaces, spectra, HF`–local
spectra, and HF`–modules, respectively. A parametrized C–object over a space B is then simply an
∞–functor
X : (Π∞B)op −−→ C
where Π∞B denotes the ∞–groupoid of B. The fibre of X over b ∈ B is the value of X on the object
b ∈ (Π∞B)op. We write
C/B = Fun((Π∞B)op, C)
for the∞–category of such∞–functors, and observe that we can identify C/pt = C. As for the purposes
of this paper it will suffice to work on the level of homotopy categories, we will focus our discussion
on the homotopy categories Ho(C/B) (which are ordinary rather than ∞–categories).
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Notation A.1. In the cases of interest of us, the ∞–category C will be symmetric monoidal: for
example, we equip the ∞–category Spaces with the cartesian monoidal structure, denoted by ×, and
the ∞–categories Spectra, Spectra`, and ModHF` with the appropriate smash product, denoted ∧,
∧`, and ∧HF` , respectively. Denoting the symmetric monoidal product on C by ⊗, we then have on
Ho(C/B) an induced closed symmetric monoidal structure with symmetric monoidal product ⊗B.
Remark A.2. While the ∞–categorical approach outlined above is technically convenient, we will
rely on a much more down-to-earth approach to the categories Ho(Spaces/B) to populate them with
examples. Recall that T denotes the category of topological spaces and continuous maps. We write
T /B for the usual category of spaces over a space B: an object in T /B is a continuous map X → B,
and a map in T /B from X → B to Y → B is a continuous map ϕ : X → Y making the triangle
X
ϕ
//
  
Y
~~
B
commute. The category T /B admits a model structure where a morphism ϕ as above is a weak
equivalence if it is a weak equivalence of the underlying spaces. We refer the reader to [MS06] for
further details and development. The two approaches are compared and shown to be equivalent in
[ABG18, App. B]. In particular, the approaches lead to the same homotopy category Ho(Spaces/B),
so to give an object of Ho(Spaces/B), it suffices to give a continuous map X → B.
A.2. The base change functors f!, f
∗, and f∗. A key feature of the parametrized theory are the
various base change functors relating the categories Ho(C/B) for varying base spaces B. Given a map
of spaces f : A→ B, precomposition with (Π∞f)op induces a functor
f∗ : Ho(C/A) −−→ Ho(C/B)
which has both a left adjoint f! and a right adjoint f∗, and which is an equivalence of categories if f is
a weak equivalence. In the case where C is symmetric monoidal, the functor f∗ is a closed symmetric
monoidal functor, giving together with its adjoints rise to a “Wirthmu¨ller context” [FHM03]. A
number of natural equivalences then relate the base change functors and the closed symmetric monoidal
structures on Ho(C/A) and Ho(C/B): for X ∈ Ho(C/A) and Y,Z ∈ Ho(C/B), we have
f∗SB ' SA (A.1)
f∗(Y ⊗B Z) ' f∗Y ⊗A f∗Z (A.2)
FB(Y, f∗X) ' f∗FA(f∗Y,X) (A.3)
f∗FB(Y,Z) ' FA(f∗Y, f∗Z) (A.4)
f!(f
∗Y ⊗A X) ' Y ⊗B f!X (A.5)
FB(f!X,Y ) ' f∗FA(X, f∗Y ). (A.6)
where we have written SB for the unit object and FB(−,−) for the internal hom in Ho(C/B). See
[ABG18, Prop. 6.8]. The base change functors also satisfy certain commutation relations: given a
homotopy cartesian square
A
f¯
//
g¯

B
g

C
f
// D
of spaces, there exist natural equivalences
f¯!g¯
∗ ' g∗f! (A.7)
and
f¯∗g¯∗ ' g∗f∗, (A.8)
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as follows from [ABG18, Cor. 5.12]. Equivalences between parametrized objects are detected on fibres:
a map ϕ : X → Y in Ho(C/B) is an equivalence if and only if the map ϕb : Xb → Yb is for every b ∈ B,
where we have written ϕb = i
∗
b(ϕ), Xb = i
∗
bX and Yb = i
∗
bY for ib : {b} ↪→ B the inclusion.
A.3. Fibrewise constructions: the functors TB. Constructions for unparametrized objects gen-
eralize to parametrized objects by performing them fibrewise. Formally, an ∞–functor T : C → D
induces, via postcomposition, functors
TB : Ho(C/B) −−→ Ho(D/B)
commuting with the pullback functors f∗. If T is symmetric monoidal, so are the functors TB, and
an adjoint pair of ∞–functors
T : C −→←− D : V
induces an adjoint pair of functors
TB : Ho(C/B) −→←− Ho(D/B) : VB.
For example, from the adjunction
Σ∞+ : Spaces −→←− Spectra : Ω
∞
we obtain an adjunction
Σ∞+B : Ho(Spaces/B) −→←− Ho(Spectra/B) : Ω
∞
B
with Σ∞+B symmetric monoidal. Similarly, from the adjunction
L : Spectra −→←− Spectra` : U (A.9)
where U is the inclusion and L is the localization functor, we obtain an adjunction
LB : Ho(Spectra/B)
−→←− Ho(Spectra`/B) : UB (A.10)
with LB symmetric monoidal.
A.4. The Grothendieck construction. Given a presentable ∞–category C, it will be convenient
for us to assemble the categories Ho(C/B) for varying base spaces B into a single category. This can
be done using the Grothendieck construction, which we now review.
Definition A.3. Let B be an ordinary category, and let S be a 2-category, such as the 2-category Cat
of categories, functors and natural transformations, or the 2-category smCat of symmetric monoidal
categories, symmetric monoidal functors, and symmetric monoidal transformations. Recall that a
pseudofunctor Bop → S is then a contravariant “functor” from B to S such that the identities (g◦f)∗ =
f∗◦g∗ and id∗B = idF (B) for induced maps are only required to hold up to coherent 2-isomorphisms. See
e.g. [Bor94a, §7.5]. Also recall that a pseudo natural transformation η : F → G between pseudofunctors
F,G : Bop → S is a “natural transformation” from F to G such that the identity G(f)◦ηC = ηB ◦F (f)
for morphisms f : B → C in B is only required to hold up to a coherent 2-isomorphism. See e.g.
[Bor94a, §7.5]. Finally, recall that a modification ξ : η → θ between pseudo natural transformations
η, θ : F → G consists of a 2-morphism ξA : ηA → θA for each object A of B satisfying a compatibility
condition with the coherence isomorphisms of η and θ. See e.g. [SP14, Def. A.8]. We write [Bop,S] for
the 2-category of pseudofunctors, pseudo natural transformations and modifications from Bop to S.
Definition A.4. For B an ordinary category, let us write Cat/B for the 2-category with objects pairs
(E , pi) where E is a category and pi : E → B is a functor, with morphisms from (E , pi) to (E ′, pi′) functors
F : E → E ′ such that the triangle
E
pi

F // E ′
pi′

B
commutes, and with 2-morphisms between F,G : (E , pi)→ (E ′, pi′) natural transformations η : F → G
such that pi′(ηE) = idpi(E) for all objects E of E .
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Definition A.5. The Grothendieck construction (see e.g. [Bor94b, Thm. 8.3.1]) is a 2-functor∫
: [Bop,Cat] −−→ Cat/B.
For a pseudofunctor F : Bop → Cat, the category ∫ F over B is constructed as follows:
• The objects of ∫ F are pairs (B,X) where B is an object of B and X is an object of F (B).
• A morphism from (B,X) to (C, Y ) in ∫ F is a pair (f, ϕ) where f : B → C is a morphism in
B and ϕ : X → f∗(Y ) is a morphism in F (B).
• The composite of two such morphisms (f, ϕ) : (B,X) → (C, Y ) and (g, ψ) : (C, Y ) → (D,Z)
is the pair (g ◦ f, ψ ∗ ϕ) where ψ ∗ ϕ : X → F (g ◦ f)(Z) is the composite
X
ϕ−−→ f∗(Y ) f
∗(ψ)−−−−−→ f∗g∗(Z) ∼=−−→ (g ◦ f)∗(Z).
Here the last arrow is the coherence isomorphism that is part of the data of a pseudofunctor.
• The functor ∫ F → B is projection onto first coordinate.
For a pseudo natural transformation η : F → G between pseudofunctors Bop → Cat, the functor∫
η :
∫
F −−→ ∫ G
is defined as follows:
• On objects, (∫ η)(B,X) = (B, ηB(X)).
• On morphisms, ∫ η sends a morphism (f, ϕ) : (B,X) → (C, Y ) to the morphism (f, ζ) where
ζ is the composite
ηB(X)
ηB(ϕ)−−−−−→ ηBF (f)(Y )
∼=−−→ G(f)ηC(Y ).
Here the last arrow is the coherence isomorphism that is part of the data of a pseudo natural
transformation.
Finally, for a modification ξ : η → θ between pseudo natural transformations η, θ : F → G, the natural
transformation ∫
ξ :
∫
η −−→ ∫ θ
is defined by setting
(
∫
ξ)(B,X) = (idB, ξB) : (B, ηB(X)) −−→ (B, θB(X)).
Remark A.6. Notice that the fibre of the functor
∫
F → B over an object B of B, meaning the
subcategory of
∫
F consisting of the objects mapping to B and the morphisms mapping to idB, is
canonically isomorphic to the category F (B). In this way, we may think of the category
∫
F as
obtained by assembling the categories F (B) for varying B together.
Remark A.7. The Grothendieck construction in fact provides an equivalence of 2-categories from
[Bop,Cat] to the sub-2-category of Cat/B consisting of fibrations over B and morphisms and trans-
formations of such (see e.g. [Bor94b, Thm. 8.3.1]). We will not use the theory of fibrations in this
paper, however.
Remark A.8. For a cartesian monoidal category B, the Grothendieck construction of Definition A.4
lifts to the symmetric monoidal context, providing a 2-functor∫
: [Bop, smCat] −−→ smCat/B
where the target is the 2-category of symmetric monoidal categories, symmetric monoidal functors,
and symmetric monoidal transformations over B. See [Shu08, Thm. 12.7]. Explicitly, the tensor
product on
∫
F is given by the formula
(B,X) ⊗¯ (C, Y ) = (B × C, pi∗BX ⊗B×C pi∗CY ) (A.11)
where piB : B × C → B and piC : B × C → C are the projections and ⊗B×C refers to the tensor
product in F (B×C). The identity object for ⊗¯ is the pair (pt, Ipt) where pt is the terminal object of
B and Ipt is the identity object of F (pt). Notice that the symmetric monoidal structure on F (B) can
be recovered from that on
∫
F : for X,Y ∈ F (B), we have a natural isomorphism
X ⊗B Y ∼= ∆∗(X ⊗¯ Y ) (A.12)
where ∆: B → B ×B is the diagonal map.
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A.5. The categories hpC and functors Ffw.
Definition A.9. For a presentable∞–category C, we denote by hpC the category obtained by applying
the Grothendieck construction of appendix A.4 to the functor T op → Cat given by B 7→ Ho(C/B),
f 7→ f∗. We think of hpC as the category of parametrized C–objects over varying base spaces, and
will often write just X for an object (B,X) of hpC, leaving the base space B as implicitly understood.
The letters h and p stand for ‘homotopy’ and ‘parametrized,’ respectively.
Definition A.10. For an ∞–functor F : C → D between presentable ∞–categories, we write
Ffw : hpC −−→ hpD
for the functor obtained by the Grothendieck construction from the pseudo natural transformation
with components FB : Ho(C/B) → Ho(D/B). The subscript fw stands for ‘fibrewise’: intuitively, Ffw
is simply the functor obtained by applying F to a parametrized object fibrewise.
By Remark A.8, if C is symmetric monoidal, so is the resulting category hpC, and if F : C → D
is symmetric monoidal, so is the functor Ffw : hpC → hpD. If ⊗ denotes the symmetric monoidal
product in C, we write ⊗¯ for the symmetric monoidal product in hpC. Finally, we note that an adjoint
pair
T : C −→←− D : V
of functors gives rise to an adjoint pair of functors
Tfw : hpC −→←− hpD : Vfw.
Thus, for example, the adjunction (A.9) gives an adjunction
Lfw : hpSpectra −→←− hpSpectra` : Ufw (A.13)
with Lfw symmetric monoidal.
Appendix B. Dualizability in a symmetric monoidal category
In this appendix, we briefly recall the notion of dualizability in the context of symmetric monoidal
categories. All of the material in this appendix is well known.
Let C be a symmetric monoidal category with tensor product ⊗ and identity object I. An object
X of C is called dualizable if there exists an object Y of C and maps η : I → X⊗Y and ε : Y ⊗X → I
such that the following composites are identity maps:
X ∼= I ⊗X η⊗1 // X ⊗ Y ⊗X 1⊗ε // X ⊗ I ∼= X
Y ∼= Y ⊗ I 1⊗η // Y ⊗X ⊗ Y ε⊗1 // I ⊗ Y ∼= Y
Here I denotes the identity object of C, and the displayed isomorphism are given by the left and right
unit constraints of C, as appropriate. The object Y is called a dual of X, and it is unique up to a
unique isomorphism compatible with η and ε. If X is dualizable with dual Y , replacing η and ε with
χη and εχ (where χ denotes the symmetry constrain) shows that Y is dualizable with dual X.
Suppose now C is closed symmetric monoidal with internal hom F . In this case, if X is dualizable,
its dual is isomorphic to the object DX = F (X, I) via an isomorphism under which the map ε
corresponds to the usual evaluation map ε : DX ⊗X → I. Observe that the adjoint of the composite
F (X,Y )⊗ F (Z,W )⊗X ⊗ Z 1⊗χ⊗1−−−−−→ F (X,Y )⊗X ⊗ F (Z,W )⊗ Z ε⊗ε−−−→ Y ⊗W
provides a natural morphism
⊗ : F (X,Y )⊗ F (Z,W ) −−→ F (X ⊗ Z, Y ⊗W ). (B.1)
Under sufficient dualizability conditions, this map an isomorphism; see [LMSM86, Prop. III.1.3].
Lemma B.1. The morphism ⊗ : F (X,Y )⊗F (Z,W )→ F (X⊗Z, Y ⊗W ) of (B.1) is an isomorphism
if X and Z are dualizable. 
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In particular, taking Y = W = I in (B.1), we obtain a natural morphism
DX ⊗DZ −−→ D(X ⊗ Z) (B.2)
which is an isomorphism if X and Z are dualizable.
The following characterization of dualizable objects in closed symmetric monoidal categories is well
known, but lacking a good reference, we sketch the easy proof.
Lemma B.2. Let C be a closed symmetric monoidal category. Then an object X of C is dualizable if
and only if the map
µ : X ⊗DX −−→ F (X,X)
adjoint to the composite
X ⊗DX ⊗X 1⊗ε−−−−→ X ⊗ I ∼=−−→ X
is an isomorphism.
Proof. If X is dualizable, the map µ is an isomorphism as the special case X = I, Y = X, Z = X,
W = I of Lemma B.1. Conversely, if µ is an isomorphism, the composite
η : I −−→ F (X,X) µ
−1
−−−→ X ⊗DX
(where the first arrow is the adjoint of the identity map of X) pairs with the evaluation map
ε : DX ⊗X −−→ I
to show that X and DX are duals in C. 
Since equivalences in Ho(C/B) for C a presentable symmetric monoidal ∞–category are detected
fibrewise, Lemma B.2 implies the following criterion for detecting dualizable objects in Ho(C/B).
Corollary B.3. Let C be a presentable symmetric monoidal ∞–category, and let B be a space. Then
an object of Ho(C/B) is dualizable if and only if all its fibres are. 
Appendix C. Z`–root data and untwisting of finite groups of Lie type
In this appendix, we prove our untwisting theorem, Theorem 1.2, which reduces the study of the
`–local structure in finite groups of Lie type to the case where the twisting is trivial and q ≡ 1 modulo
`, by working within the framework of `–compact groups. (The theorem is restated as Theorem C.8
below.) In the theorem, the original `–compact group is replaced by a homotopy fixed-point `–compact
group which is determined in Theorem C.3 and Proposition C.4. The results in this appendix are
extensions of original results of Broto–Møller [BM07], see also [BMO12], where we incorporate the
theory of Z`–root data to get more precise results, and also clarify the parallel to the Φe–theory of
finite groups of Lie type [BM92, Mal98].
This appendix is structured as follows: After recalling some basic notions concerning `–compact
groups and their root data, in Section C.1, we prove some general results about actions on `–compact
groups and their maximal tori. In Section C.2 we then describe BGh〈τ〉 for τ ∈ Out(DG) of finite order
prime to `. Finally, in Section C.3 we prove the untwisting theorem. We begin with some recollections
on `–compact groups and root data.
Recollections on `–compact groups and Z`–root data. Recall that the `–local structure of finite groups
of Lie type is controlled by `–compact groups BG and their homotopy fixed points, by (1.1) and
(1.2) in the introduction, where, again, a connected `–compact group is a pointed simply connected
space BG which is local with respect to homology with coefficients in F`, and whose based loop space
G = ΩBG has finite mod ` cohomology. By [AG09, Thm. 1.2] connected `–compact groups BG are
classified by their `–adic root data DG, and that furthermore Out(BG) ∼= Out(DG). We briefly recall
also those objects: Just as with Z–root data, Z`–root datum can be defined in several equivalent ways:
In [AG09, §8] and [Gro10, Def. 1.1], they are viewed as triples (W,L, {Z`bσ}) consisting of a Weyl
group W ≤ AutZ`(L) acting on a Z`–lattice L, and a collection of ‘coroots’ Z`bσ, given as rank one
Z`–submodules of L, subject to certain conditions. Equivalently, one can use a triple (W,L,L0) where
L0 =
∑
σ Z`bσ is the coroot lattice, again subject to certain natural conditions, like in the Z case; see
[AGMV08, §1] and [AG08, §1]. We will use the latter viewpoint below. An isomorphism of root data
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D = (W,L,L0)→ D′ = (W ′, L′, L′0) is an isomorphism of Z`–lattices L
∼=−→ L′ sendingW isomorphically
to W ′ and L0 to L′0. In particular, this defines Aut(D), and we define Out(D) = Aut(D)/W . To any
`–compact group BG we can associate a root datum DG by fixing a maximal torus BT → BG in
BG and setting L = pi2(BT ), L0 = ker(L → pi2(BG)), and W = pi0(WG(T )), where WG(T ) denotes
the Weyl space, i.e., the monoid of homotopy equivalences BT → BT over BG. The action of W
on L is induced by the evident action of WG(T ) on BT . W refer to the survey [Gro10] and also
[DW94, AGMV08, AG09] for more background information about `–compact groups.
C.1. Homotopical actions on BG. We now explain homotopical actions of a finite group K on BG,
that is the set of maps [BK,Baut(BG)] where aut(BG) denotes the topological monoid of homotopy
self-equivalences of BG, building on [AG08], [BM07], etc. We let aut(BT → BG) denote homotopy
self-equivalence of the fibration BT → BG, consisting of pairs (f, g) of homotopy equivalences (not
necessarily preserving the basepoint) fitting into a commutative square
BT
f
'
//

BT

BG
g
'
// BG
The center of the `–compact group can be defined as BZ(G) ' aut1(BG), the self-homotopy equiv-
alences of BG homotopic to the identity; see again e.g. [AG09, Gro10] (or the original [DW95]) for
more information.
Proposition C.1 (Homotopy actions on BT and BG versus actions on the root datum DG). Let BG
be a connected `–compact group with root datum DG. Then we have a commutative diagram
∗ //

BWG(T ) ' //

BWG(T )

B2Z(G) // Baut(BT → BG) //

J
BAut(DG)

B2Z(G) // Baut(BG) // BOut(DG)
with rows and columns fibre sequences and the bottom right square a homotopy pullback square.
In particular, when K is a finite `′–group, or a finite `′–group times Z, there exist bijections
Rep(K,Out(DG)) ∼= Rep(K,Out(BG))
∼=−−→ [BK,BOut(BG)] ∼=←−− [BK,Baut(BG)] and (C.1)
Rep(K,Aut(DG))
∼=−−→ [BK,BAut(DG)]
∼=←−− [BK,Baut(BT → BG)] (C.2)
where Rep(K,Γ) for a group Γ denotes the set of conjugacy classes of homomorphisms from K to Γ.
Proof. The rightmost column is the canonical fibre sequence arising from the definition of Out(DG)
as Aut(DG)/W , and the middle column is a fibre sequence by the definition of the Weyl space as
self-maps of BT over BG. The bottom right horizontal map is induced by the composite aut(BG)→
Out(BG)
∼=−→ Out(DG) and the middle right-hand horizontal map is induced by the composite aut(BT →
BG)→ aut(BT )→ Out(BT ) ∼=−→ GL(L), whose image lands in Aut(DG) and which makes the bottom
right hand square commute; see [AG09, Thm. 1.2 and Rec. 8.2]. That the induced map on fibres
at the top right hand side is a homotopy equivalence follows from the standard fact that the Weyl
space is homotopy discrete; see [DW94, Prop. 8.10 and Thm. 9.7]. It follows that the bottom the
right square is a homotopy pullback square. The bottom horizontal maps gives a fibre sequence by
the isomorphism Out(BG) ∼= Out(DG) and the fact that aut1(BG) ' BZ(G); see [AG09, Thm. 1.2].
As the bottom right square is a homotopy pullback square, it follows that the middle horizontal is
sequence is a fiber sequence as well, establishing the whole diagram.
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It remains to establish the bijections in (C.1) and (C.2). The first bijection in (C.1) is a consequence
of the isomorphism Out(BG) ∼= Out(DG) already discussed, and the second is elementary homotopy
theory. For the third, consider the pullback of the fibration
B2ZG −−→ Baut(BG) −−→ BOut(BG)
along ϕ ∈ [BK,BOut(BG)]. We want to see that this pullback has a unique section. By obstruction
theory, the existence and uniqueness obstructions lie in Hj(K;pii(B
2ZG)), where i > 0 and j = i+ 1
or j = i, with local coefficients induced by ϕ. Let R denote the finite part of K. By the Lyndon–
Hochschild–Serre spectral sequence, and the fact that R is a finite group of order prime to `, we
have Hj(K;pii(B
2ZG)) ∼= Hj(K/R; (pii(B2ZG))R). But K/R is either infinite cyclic or trivial, and
B2ZG is simply connected, so this group is trivial if j = i or i + 1. Hence we have a bijection
[BK,Baut(BG)]
∼=−→ [BK,BOut(BG)] as wanted. (See also [AG08, Thm. A].) The bijections in (C.2)
follow similarly, with the second isomorphism following from exactly the same obstruction theory
argument as above. 
Remark C.2. Note that by [AG08, Thm. A] maps BΓ→ BOut(DG) in fact always lift to Baut(BG),
for any discrete group Γ, but in general the lift may not be unique.
C.2. Homotopy fixed point `–compact groups BGh〈τ〉 and their Z`–root datum. The goal
of this subsection is to describe the homotopy fixed-point `–compact group BGh〈τ〉 in terms of the
root datum DG of BG and τ ∈ Out(DG) of finite order prime to `. The theorem can be seen as a
generalization of the Lie theoretic construction of e.g. F4 inside E6 as Z/2–fixed-points.
Theorem C.3 (The root datum of BGh〈τ〉). Let D = (W,L,L0) be a Z`–root datum of a connected
`–compact group BG, and τ ∈ Out(D) an element of finite order prime to `. Let φ ∈ Aut(D) be a lift
of τ with ` - |φ| such that the φ–fixed-point lattice Lφ has maximal rank among all such lifts.
The homotopy fixed-point space BGh〈τ〉 is an `–compact group of rank
rkZ`(L
φ) = dimQ`(Q(Q`[L]
W ))τ = dimQ`(pi∗(BG)⊗Q)τ
where Q(−) denotes indecomposable elements, and in particular BT h〈φ〉 → BGh〈φ〉 ' BGh〈τ〉 is a
maximal torus of BGh〈τ〉. The root datum of BGh〈τ〉 is given by
DGh〈τ〉 = (NW (L
φ)/CW (L
φ), Lφ, Lφ0 ).
Our first step towards a proof of Theorem C.3 is to show that the homotopy fixed points BGhK
is again an `–compact group, when K is an `′–group, which is covered by the following more general
proposition.
Proposition C.4. For BG a connected `–compact group, and K ≤ Out(BG) a finite `′–group, there
exists an isomorphism
pi∗(GhK)
∼=−−→ pi∗(G)K (C.3)
on homotopy groups and a weak equivalence
G
'−−→ GhK ×G/GhK (C.4)
of spaces where G = ΩBG and G/GhK denotes the fibre of the map BGhK → BG as usual.
In particular, BGhK is again an `–compact group of at least the connectivity of BG, and the Z`–
cohomology of GhK is `–torsion free (equivalently, the cohomology of the BGhK is a polynomial ring
on even degree generators) if the same holds for G.
Proof. This is a consequence of [BM07, Thm. 5.2], but let us give the argument for convenience. The
subgroup K ≤ Out(BG) determines a unique homotopy action of K on BG by Proposition C.1. We
can define a “norm” map ρ : G → G by f 7→ ∏k∈K kf where kf denotes the action of k ∈ K on
f ∈ G = ΩBG, and the product is taken with respect to the loop product on G, for some fixed
ordering of K. Then ρ∗ : pi∗(G)→ pi∗(G) is given by ρ∗ = NK =
∑
k∈K k∗.
Write ρG = hocolim(G
ρ−→ G ρ−→ · · · ). We claim that we have a weak equivalence
j : GhK
'−−→ ρG
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given by the composite GhK → G → ρG of the canonical maps. As K is a finite `′–group, and BG
is `–complete, the homotopy fixed point spectral sequence collapses and pi∗(BGhK) ∼= pi∗(BG)K . The
existence of isomorphism (C.3) follows. Under (C.3) and the isomorphism pi∗(ρG)
∼=←− colim(pi∗(G) NK−−→
pi∗(G)
NK−−→ · · · ), the map induced by j corresponds to the composite
pi∗(G)K ↪−→ pi∗(G) −−→ colimn(pi∗(G) NK−−→ pi∗(G) NK−−→ · · · )
which is an isomorphism by the assumption that K is an `′–group. Thus j is a weak equivalence, as
claimed. Consequently, we have weak equivalences
G
'−−→ ρG×G/GhK '←−−−−
j×id
GhK ×G/GhK .
as the zigzag G→ ρG '←− GhK induces a splitting of the long exact homotopy sequence of the fibration
GhK → G→ G/GhK .
It remains to deduce the ‘in particular’ part. It is now clear that BGhK is an `–compact group,
as it is `–complete and the splitting (C.4) implies that its loop space has finite mod ` cohomology.
From (C.4), it is also clear that BGhK has at least the connectivity of BG, and that GhK has torsion
free Z`–cohomology if G has. The parenthetical statement that G has torsion free Z`–cohomology if
and only if H∗(BG;F`) is a polynomial ring on even degree generators is classical; see e.g. [AGMV08,
Thm. 12.1]. 
Remark C.5. A companion result for fixed points of `–group actions is given in [DW94, Lem. 5.9].
Remark C.6 (Rational cohomology of BG). As a preparation for the next proof, we recall some
standard facts from [DW94] about the rational cohomology of `–compact groups. First, by [DW94,
5.11 and Thm. 9.7], there exist isomorphisms
H∗(BG;Z`)⊗Q
∼=
∼= // H∗(BT ;Z`)W ⊗Q
∼=
Q`[x1, . . . , xr]
∼= // Q`[L]W
(C.5)
where the top horizontal map is induced by the map BT → BG. Here r is the rank of BG and
|xi| = 2di for some di > 0; the integers di are the degrees of the reflection group (W,L). (We warn
the reader that the choice of generators xi is not canonical.) Second, the rationalization BGQ of BG
splits as a product
BGQ ∼=
∏
i
K(Q`, 2di); (C.6)
see e.g. [ABGP04, Pf. of Lem. 1.2]. In particular, H∗(BG;Z`) ⊗ Q is isomorphic to the polynomial
ring generated by the graded Q`–vector space pi∗(BG)⊗Q:
H∗(BG;Z`)⊗Q ∼= Q`[pi∗(BG)⊗Q]. (C.7)
Consequently,
pi∗(BG)⊗Q ∼= Q(H∗(BG;Z`)⊗Q) ∼= ⊕iQ`xi (C.8)
where Q(−) denotes indecomposable elements.
It follows from Proposition C.4 and Remark C.6 that BGhK is an `–compact group of rank
dimQ`(pi∗(BG) ⊗ Q)K , when K is a finite `′–group. We will now prove Theorem C.3 which further
identifies this group.
Proof of Theorem C.3. By Proposition C.4, and the discussion above, BGh〈τ〉 is an `–compact group
of rank dimQ`(Q(Q`[L]W ))τ = dimQ`(pi∗(BG)⊗Q)τ . We need to identify this number with rkZ`(Lφ).
But this is a result of Springer [Spr74, Thm. 6.2(i)] (with d = 1, and σ = τ), after noting that the
rank remain unchanged if we extend scalars to C, and that we without restriction assume that φ is
prime to `, by writing the element as a sum of an `–part and an `′–part.
Next, for any such lift φ ∈ Aut(D), we get a homotopy action of 〈φ〉 on BT → BG by Proposi-
tion C.1. By taking fixed-points, we get a canonical map BT h〈φ〉 → BGh〈φ〉 ' BGh〈τ〉, which hence
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has to be a maximal torus, as it is a monomorphism since BT → BG is (see [DW94, Thm. 7.3]) and
of maximal rank by the first part. Hence BGh〈τ〉 has lattice Lφ. It is also clear that Lφ0 is a coroot
lattice, as we have an exact sequence
0→ Lφ0 → Lφ → pi1(G)φ → 0
as taking 〈φ〉–fixed-points is exact, and pi1(Gh〈τ〉)
∼=−→ pi1(G)τ by Proposition C.4.
We are left with seeing that the description of the Weyl group. First note that we have inclusions
WGh〈τ〉 ≤ NW (Lφ)/CW (Lφ)
as subgroups of AutZ`(L
φ). Namely, with BT h〈φ〉 ι−→ BGh〈φ〉 f−→ BG, we have WGh〈φ〉 ∼= {w ∈
AutZ`(L
φ)|ι ◦ B2w ' ι} and NW (Lφ)/CW (Lφ) ∼= {w ∈ AutZ`(Lφ)|f ◦ ι ◦ B2w ' f ◦ ι} where
B2φ : BT 〈φ〉 ' B2Lφ → B2Lφ ' BT 〈φ〉 is the map induced by φ, by [DW95, §7], so WGh〈τ〉 ≤
NW (L
φ)/CW (L
φ).
We claim that the groups have the same orders. For this consider the inclusion
Q`[Lφ]WGh〈τ〉 ⊆ Q`[Lφ]NW (Lφ)/CW (Lφ)
But both sides are polynomial algebras on the graded Q`–vector space Q(Q`[L]W ))τ , i.e., they have
the same degrees; for the left-hand side this was observed above, and for the right-hand side it follows
from a result in invariant theorem [LS99, Thm. 5.1] (see also [LT09, Thm. 12.20]). As the order of the
reflection group is the product of the degrees (cf. [LT09, Thm. 4.14(i)]) this shows equality. 
Remark C.7. The above proposition should be compared to the construction of the Φe–torus in a
finite group of Lie type [BM92] [MT11, §25] [EM18], which can be seen as passing from a Z-root
datum to a Z[ζe]–root datum (whereas for Z`–root data Z`[ζe] = Z`).
C.3. The untwisting theorem B τG(q). We now prove the untwisting result, also stated in the
introduction as Theorem 1.2. See equation (1.8) for the definition of B τG(q), and recall that any
`–adic unit ζ ∈ Z×` acts canonically on BG via a map ψζ , the so-called unstable Adams operation of
ζ, corresponding to scalar multiplication by ζ on DG under the isomorphism Out(BG) ∼= Out(D).
Theorem C.8 (Untwisting theorem). Suppose BG is a connected `–compact group, q ∈ Z×` , and
τ ∈ Out(BG) ∼= Out(DG) is of finite order prime to `. Let e be the multiplicative order of q mod `,
and write q = ζeq
′ in Z×` , for ζe a primitive e-th root of unity and q
′ ≡ 1 mod `. Set τe = τψζe and
τe = 〈τe〉. Then the finite group τe has a canonical action on BG such that the homotopy fixed points
BGhτe are a connected `–compact group and there exists a homotopy equivalence
B τG(q)
'−−→ (BGhτe)(q′).
The root datum of BGhτe is described in terms of the root datum of BG and τe in Theorem C.3.
Our proof is a modification of the proof of [BM07, Thm. E(i)], which involved a case-by-case check
[BM07, Rem. 6.3] left to the reader; compare also with [BMO12, Thm. 4.2]. Before the proof let us
also state the a strengthening of a classification result from [BM07].
Corollary C.9 (Classification of `–local finite groups of `–compact type). In the notation of The-
orem C.8, the homotopy type of the `–complete space B τG(q) (and hence the resulting `–local finite
group) is determined by two pieces of data:
• The root datum DGhτe of BGhτe (described in terms of DG, τ ∈ Out(DG), and the multiplicative
order e of q mod ` in Theorem C.3), and
• the `–adic valuation of q′ − 1.
(We explain the proof after the proof of Theorem C.8.) The Tezuka conjecture implies the prediction
that the cohomology of B τG(q) is independent of the second piece of data. Different pairs of BGhτe
and `–adic valuation s ∈ N usually produce non-isomorphic B τG(q), except for “small” exceptions:
note, for example, that BT hψ
q′ ' B(Z/`s)r for BT a maximal torus of BGhτe of rank r, which allows
us to compare orders of Sylow `–subgroups, as in the Lie case. We will not try to enumerate the
exceptions here. The proofs uses the following easy lemma.
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Lemma C.10. Suppose q ∈ Z×` satisfies q ≡ 1 mod `. For any connected `–compact group BG, the
corresponding homomorphism Z → Out(BG), 1 7→ ψq, extends to a homomorphism Z` → Out(BG).
As a consequence, if F is any homotopy invariant functor from spaces to F`–vector spaces with F (BG)
finite dimensional (e.g. pin( · )⊗F`, Hn( · ;F`) or Hn(Ω( · );F`)), then (ψq)∗ acts as an element of order
`s for some s, on F (BG).
Proof. Consider the homomorphism ϕ : Z→ Z×` sending 1 to q. By assumption, q is in the kernel of
Z×` → F×` , which is isomorphic to Z` if ` is odd and Z2 × 〈±1〉 if ` = 2. In both cases, the image of ϕ
hence lies in an `–complete abelian group, so by the universal property of `–completion, ϕ extends to
a homomorphism ϕ¯ : Z` −→ Z×` sending 1 to q. Hence the action of Z on F (BG) via 1 7→ (ψq)∗ extends
to an action of Z`. Now, since F (BG) is finite, the action factors through Z/`s for some s. 
Proof of Theorem C.8. Note that ψq
′
centralizes τe, as ψq
′
corresponds to multiplication by q′ in
Out(D), so we can consider the product subgroup A = τe × 〈ψq′〉 ≤ Out(BG). By Proposition C.1,
this lifts to a unique homotopy action of A on BG. Furthermore, by Proposition C.4, BGhτe is again
an `–compact group, and we have a splitting G ' Ghτe ×G/Ghτe ; in particular G/Ghτe is a connected
H–space.
By the definition of homotopy fixed points,
(BGhτe)(q′) = (BGhτe)h〈ψ
q′ 〉 ' BGhA.
Furthermore, the canonical inclusion of subgroups 〈τψq〉 → A = τe × 〈ψq′〉, τψq 7→ (τe, ψq′) defines a
map on homotopy fixed points
f : (BGhτe)(q′) ' BGhA −−→ BGh〈τψq〉 = B τG(q)
The claim is that this map is a homotopy equivalence. As A is also generated by σ = (τe, ψ
q′) and
(τe, 1), we have BG
hA ' ((BG)hτe)h〈σ〉, and the homotopy fiber of f identifies with (G/Ghτe)h〈σ〉. The
claim of the theorem reduces to showing that this space is contractible. Since, as remarked above,
G/Ghτe is a connected H-space, we can identify the homotopy fixed points of the infinite cyclic group
〈σ〉 with the homotopy fiber of G/Ghτe 1−σ−−→ G/Ghτe . Thus we are reduced to showing that this
homotopy fibre is conractible.
The space (G/Ghτe)hτe ' Fib((Ghτe)hτe → Ghτe) is contractible, as it is the fiber of a homotopy
equivalence. Hence so also (pi∗(G/Ghτe))τe = 0 as the homotopy fixed point spectral sequence degener-
ates onto the vertical axis, since ` - |τe|. Again since ` - |τe| this implies that also pi∗(G/Ghτe)τe = 0 and
that pi∗(G/Ghτe)
1−(τe)∗−−−−−→ pi∗(G/Ghτe) is an isomorphism. Hence pi∗(G/Ghτe)⊗F` 1−(τe)∗−−−−−→ pi∗(G/Ghτe)⊗
F` is likewise an isomorphism.
By Lemma C.10, x = ψq
′
∗ acts as an element of order `s on pin(G/Ghτe)⊗ F` for some s ≥ 0. Hence
(1− σ∗)`s = (1− σ`s∗ ) = (1− (x(τe)∗)`
s
) = (1− (τe)`s∗ ) = (1− (τe)∗)`
s
in End(pi∗(G/Ghτe)⊗ F`). Since
pi∗(G/Ghτe) ⊗ F` 1−(τe)∗−−−−−→ pi∗(G/Ghτe) ⊗ F` is an isomorphism, it follows that pin(G/Ghτe) ⊗ F` 1−σ∗−−−→
pin(G/G
hτe)⊗F` also is. Since pin(G/Ghτe) is a finitely generated Z`–module, it follows by Nakayama’s
lemma that pin(G/G
hτe)
1−σ∗−−−→ pin(G/Ghτe) is an isomorphism as well. Thus the homotopy fiber of
G/Ghτe
1−σ−−→ G/Ghτe is contractible, as desired. 
Proof of Corollary C.9. By Theorem C.8, we have (BGhτe)(q′) ' B τG(q). Moreover, by Proposi-
tion 6.6, (BGhτe)(q′) only depends on the closure of 〈q′〉 in Z×` , i.e., the `–adic valuation of q′ − 1.
(Proposition 6.6 relies on [BMO12, Thm. 2.4], an abstraction of [BM07, Thm. E]; we also invite the
reader to look up the short proof of that reference.)

Remark C.11 (The classification `–compact twistings τ). Note that [AG09, §8.4] describes Out(D)
for an arbitrary Z`–root datum D in terms of simple root data, and [AGMV08, Thm. 13.1] then
tabulates Out(D) for any simple root datum D (building on work of Broue´–Malle–Michel [BMM99]
over the complex numbers). Together this in particular describes all `–compact twistings τ . We will
not reproduce the results here, but want to make a few remarks about how they relate to the Lie case
(explained e.g. in [MT11, §22] following Steinberg’s classic work [Ste68]):
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First observe that many of the twisted groups, in the classical sense, can directly be viewed as
untwisted groups in the `–compact setting: For D simple of type An, Dn for n odd, or E6, the classical
order 2 automorphism τ is homotopic to ψ−1 as a map of classifying spaces, so BτG(q) ' BG(−q).
The remaining twisted groups, with D simple, not covered by this are 2Dn for n even and 3D4, along
with the “very twisted” groups 2B2(2
f ), 2F4(2
f ), and 2G2(3
f ) [MT11, Table 22.1].
Also note that the “very twisted” groups above are in fact twisted groups in our sense, as the
endomorphism τ becomes an automorphism over Z[1/
√
2] ≤ Z` (` 6= 2) in the first two cases, and
Z[1/
√
3] ≤ Z` (` 6= 3) in the last. (See [AGMV08, §13] for this description, and [MT11, Def. 22.4] for
classical definitions.)
Finally note the further simplification that if ζ ∈ Z×` ∩W (= Z(W ) if D simple) then ψζ ' 1, so
for instance BG(q) ' BG(−q) when −1 ∈ W , i.e., BG(q) is “Ennola self-dual” via a map of spaces.
(Again see [AGMV08, Thm. 13.1], as well as e.g. [And99, Table 1], for tabulations of when this occur.)
References
[ABG+14] M. Ando, A. J. Blumberg, D. Gepner, M. J. Hopkins, and C. Rezk. An ∞-categorical approach to R-line
bundles, R-module Thom spectra, and twisted R-homology. J. Topol., 7(3):869–893, 2014.
[ABG18] Matthew Ando, Andrew J. Blumberg, and David Gepner. Parametrized spectra, multiplicative Thom spectra
and the twisted Umkehr map. Geom. Topol., 22(7):3761–3825, 2018.
[ABGP04] K. K. S. Andersen, T. Bauer, J. Grodal, and E. K. Pedersen. A finite loop space not rationally equivalent to
a compact Lie group. Invent. Math., 157(1):1–10, 2004.
[ACF+13] K. K. S. Andersen, N. Castellana, V. Franjou, A. Jeanneret, and J. Scherer. Spaces with Noetherian coho-
mology. Proc. Edinb. Math. Soc. (2), 56(1):13–25, 2013.
[AG08] K. K. S. Andersen and J. Grodal. Automorphisms of p-compact groups and their root data. Geom. Topol.,
12:1427–1460, 2008.
[AG09] K. K. S. Andersen and J. Grodal. The classification of 2-compact groups. J. Amer. Math. Soc., 22(2):387–436,
2009.
[AGMV08] K. K. S. Andersen, J. Grodal, J. M. Møller, and A. Viruel. The classification of p-compact groups for p odd.
Ann. of Math. (2), 167(1):95–210, 2008.
[And99] K. K. S. Andersen. The normalizer splitting conjecture for p-compact groups. Fund. Math., 161(1-2):1–16,
1999. Algebraic topology (Kazimierz Dolny, 1997).
[Bau04] T. Bauer. p-compact groups as framed manifolds. Topology, 43(3):569–597, 2004.
[BGNX07] K. Behrend, G. Ginot, B. Noohi, and P. Xu. String topology for loop stacks. C. R. Math. Acad. Sci. Paris,
344(4):247–252, 2007.
[BGNX12] K. Behrend, G. Ginot, B. Noohi, and P. Xu. String topology for stacks. Aste´risque, (343):xiv+169, 2012.
[BK72] A. K. Bousfield and D. M. Kan. Homotopy limits, completions and localizations. LNM 304. Springer, 1972.
[BLO03] C. Broto, R. Levi, and B. Oliver. The homotopy theory of fusion systems. J. Amer. Math. Soc., 16(4):779–856,
2003.
[BM92] M. Broue´ and G. Malle. The´ore`mes de Sylow ge´ne´riques pour les groupes re´ductifs sur les corps finis. Math.
Ann., 292(2):241–262, 1992.
[BM07] C. Broto and J. M. Møller. Chevalley p-local finite groups. Algebr. Geom. Topol., 7:1809–1919, 2007.
[BMM99] M. Broue´, G. Malle, and J. Michel. Towards spetses. I. Transform. Groups, 4(2-3):157–218, 1999. Dedicated
to the memory of Claude Chevalley.
[BMO12] C. Broto, J. M. Møller, and B. Oliver. Equivalences between fusion systems of finite groups of Lie type. J.
Amer. Math. Soc., 25(1):1–20, 2012.
[Bor54] A. Borel. Sur l’homologie et la cohomologie des groupes de Lie compacts connexes. Amer. J. Math., 76:273–
342, 1954.
[Bor94a] F. Borceux. Handbook of categorical algebra. 1, volume 50 of Encyclopedia of Mathematics and its Applica-
tions. Cambridge University Press, Cambridge, 1994. Basic category theory.
[Bor94b] F. Borceux. Handbook of categorical algebra. 2, volume 51 of Encyclopedia of Mathematics and its Applica-
tions. Cambridge University Press, Cambridge, 1994. Categories and structures.
[Bou75] A. K. Bousfield. The localization of spaces with respect to homology. Topology, 14:133–150, 1975.
[CG04] R. L. Cohen and V. Godin. A polarized view of string topology. In Topology, geometry and quantum field the-
ory, volume 308 of London Math. Soc. Lecture Note Ser., pages 127–154. Cambridge Univ. Press, Cambridge,
2004.
[CM12] D. Chataur and L. Menichi. String topology of classifying spaces. J. Reine Angew. Math., 669:1–45, 2012.
[CS99] M. Chas and D. Sullivan. String topology. arXiv:math/9911159, 1999.
[DW94] W. G. Dwyer and C. W. Wilkerson. Homotopy fixed-point methods for Lie groups and finite loop spaces.
Ann. of Math. (2), 139(2):395–442, 1994.
[DW95] W. G. Dwyer and C. W. Wilkerson. The center of a p-compact group. In The Cˇech centennial (Boston, MA,
1993), volume 181 of Contemp. Math., pages 119–157. Amer. Math. Soc., Providence, RI, 1995.
[DW05] W. G. Dwyer and C. W. Wilkerson. Normalizers of tori. Geom. Topol., 9:1337–1380, 2005.
STRING TOPOLOGY OF FINITE GROUPS OF LIE TYPE 57
[EM18] M. Enguehard and J. Michel. The Sylow subgroups of a finite reductive group. Bull. Inst. Math. Acad. Sin.
(N.S.), 13(2):227–247, 2018.
[FHM03] H. Fausk, P. Hu, and J. P. May. Isomorphisms between left and right adjoints. Theory Appl. Categ., 11:No.
4, 107–131, 2003.
[FM84] E. M. Friedlander and G. Mislin. Cohomology of classifying spaces of complex Lie groups and related discrete
groups. Comment. Math. Helv., 59(3):347–361, 1984.
[FP78] Z. Fiedorowicz and S. Priddy. Homology of classical groups over finite fields and their associated infinite loop
spaces, volume 674 of Lecture Notes in Mathematics. Springer, Berlin, 1978.
[Fri76] E. M. Friedlander. Computations of K-theories of finite fields. Topology, 15(1):87–109, 1976.
[Fri82] E. M. Friedlander. E´tale homotopy of simplicial schemes, volume 104 of Annals of Mathematics Studies.
Princeton University Press, Princeton, N.J.; University of Tokyo Press, Tokyo, 1982.
[FT09] Y. Fe´lix and J.-C. Thomas. String topology on Gorenstein spaces. Math. Ann., 345(2):417–452, 2009.
[Gou97] F. Q. Gouveˆa. p-adic numbers. Universitext. Springer-Verlag, Berlin, second edition, 1997. An introduction.
[Grb06] J. Grbic´. The cohomology of exotic 2-local finite groups. Manuscripta Math., 120(3):307–318, 2006.
[Gro10] J. Grodal. The classification of p-compact groups and homotopical group theory. In Proc. Intl. Congress of
Mathematicians 2010 (Hyderabad, 2010), pages 973—-1001, 2010.
[GS08] K. Gruher and P. Salvatore. Generalized string topology operations. Proc. Lond. Math. Soc. (3), 96(1):78–
106, 2008.
[GW08] K. Gruher and C. Westerland. String topology prospectra and Hochschild cohomology. J. Topol., 1(4):837–
856, 2008.
[Hen96] H.-W. Henn. Commutative algebra of unstable K-modules, Lannes’ T -functor and equivariant mod-p coho-
mology. J. Reine Angew. Math., 478:189–215, 1996.
[HL15] R. Hepworth and A. Lahtinen. On string topology of classifying spaces. Adv. Math., 281:394–507, 2015.
[Hum90] J. E. Humphreys. Reflection groups and Coxeter groups. Cambridge Univ. Press, 1990.
[JMO92] S. Jackowski, J. McClure, and B. Oliver. Homotopy classification of self-maps of BG via G-actions. I+II.
Ann. of Math. (2), 135(2):183–226,227–270, 1992.
[JMO95] S. Jackowski, J. McClure, and B. Oliver. Self-homotopy equivalences of classifying spaces of compact con-
nected Lie groups. Fund. Math., 147(2):99–126, 1995.
[Kam08] M. Kameko. Finite Chevalley groups and loop groups. preprint, arXiv:0810.1678, 2008.
[Kam15] M. Kameko. Cohomology of classifying spaces of loop groups and finite Chevalley groups associated with
spin groups. Topology Appl., 196(part B):522–536, 2015.
[Kan76] R. Kane. Torsion in homotopy associative H-spaces. Illinois J. Math., 20(3):476–485, 1976.
[Kel74] G. M. Kelly. Doctrinal adjunction. pages 257–280. Lecture Notes in Math., Vol. 420, 1974.
[Kel05] G. M. Kelly. Basic concepts of enriched category theory. Repr. Theory Appl. Categ., (10):vi+137, 2005.
Reprint of the 1982 original [Cambridge Univ. Press, Cambridge; MR0651714].
[KK93] A. Kono and K. Kozima. The adjoint action of a Lie group on the space of loops. J. Math. Soc. Japan,
45(3):495–510, 1993.
[KK10] D. Kishimoto and A. Kono. On the cohomology of free and twisted loop spaces. J. Pure Appl. Algebra,
214(5):646–653, 2010.
[Kle82] S. N. Kleinerman. The cohomology of Chevalley groups of exceptional Lie type. Mem. Amer. Math. Soc.,
39(268):viii+82, 1982.
[KM16] K. Kuribayashi and L. Menichi. The BV algebra in string topology of classifying spaces. arXiv:1610.03970,
2016.
[KMN06] K. Kuribayashi, M. Mimura, and T. Nishimoto. Twisted tensor products related to the cohomology of the
classifying spaces of loop groups. Mem. Amer. Math. Soc., 180(849):vi+85, 2006.
[KMT00] K. Kuribayashi, M. Mimura, and M. Tezuka. On the cohomology of finite Chevalley groups.
Su¯rikaisekikenkyu¯sho Ko¯kyu¯roku, (1140):39–51, 2000. Research on the cohomology theory of finite groups
(Japanese) (Kyoto, 1999).
[KS74] G. M. Kelly and R. Street. Review of the elements of 2-categories. pages 75–103. Lecture Notes in Math.,
Vol. 420, 1974.
[KTY12] M. Kameko, M. Tezuka, and N. Yagita. Coniveau spectral sequences of classifying spaces for exceptional and
Spin groups. Math. Proc. Cambridge Philos. Soc., 152(2):251–278, 2012.
[LMSM86] L. G. Lewis, Jr., J. P. May, M. Steinberger, and J. E. McClure. Equivariant stable homotopy theory, volume
1213 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1986. With contributions by J. E. McClure.
[LO02] R. Levi and B. Oliver. Construction of 2-local finite groups of a type studied by Solomon and Benson. Geom.
Topol., 6:917–990, 2002.
[LS99] G. I. Lehrer and T. A. Springer. Intersection multiplicities and reflection subquotients of unitary reflection
groups. I. In Geometric group theory down under (Canberra, 1996), pages 181–193. de Gruyter, Berlin, 1999.
[LT09] G. I. Lehrer and D. E. Taylor. Unitary reflection groups, volume 20 of Australian Mathematical Society
Lecture Series. Cambridge University Press, Cambridge, 2009.
[LUX08] E. Lupercio, B. Uribe, and M. A. Xicotencatl. Orbifold string topology. Geom. Topol., 12(4):2203–2247, 2008.
[Mal98] G. Malle. Spetses. In Proceedings of the International Congress of Mathematicians, Vol. II (Berlin, 1998),
pages 87–96, 1998.
58 JESPER GRODAL AND ANSSI LAHTINEN
[Mat89] H. Matsumura. Commutative ring theory, volume 8 of Cambridge Studies in Advanced Mathematics. Cam-
bridge University Press, Cambridge, second edition, 1989. Translated from the Japanese by M. Reid.
[Mil98] R. J. Milgram. On the geometry and cohomology of the simple groups G2(q) and
3D4(q). II. In Group
representations: cohomology, group actions and topology (Seattle, WA, 1996), volume 63 of Proc. Sympos.
Pure Math., pages 397–418. Amer. Math. Soc., Providence, RI, 1998.
[ML98] S. Mac Lane. Categories for the working mathematician, volume 5 of Graduate Texts in Mathematics.
Springer-Verlag, New York, second edition, 1998.
[MS06] J. P. May and J. Sigurdsson. Parametrized homotopy theory, volume 132 of Mathematical Surveys and
Monographs. American Mathematical Society, Providence, RI, 2006.
[MT91] M. Mimura and H. Toda. Topology of Lie groups. I, II, volume 91 of Translations of Mathematical Mono-
graphs. American Mathematical Society, Providence, RI, 1991. Translated from the 1978 Japanese edition
by the authors.
[MT11] G. Malle and D. Testerman. Linear algebraic groups and finite groups of Lie type, volume 133 of Cambridge
Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 2011.
[NS07] N. Nikolov and D. Segal. On finitely generated profinite groups. I. Strong completeness and uniform bounds.
Ann. of Math. (2), 165(1):171–238, 2007.
[PS86] A. Pressley and G. Segal. Loop groups. Oxford Mathematical Monographs. The Clarendon Press, Oxford
University Press, New York, 1986. Oxford Science Publications.
[Qui71a] D. Quillen. Cohomology of groups. Actes du Congre`s International des Mathe´maticiens (Nice, 1970), Tome
2, pages 47–51, 1971.
[Qui71b] D. Quillen. The mod 2 cohomology rings of extra-special 2-groups and the spinor groups. Math. Ann.,
194:197–212, 1971.
[Qui72] D. Quillen. On the cohomology and K-theory of the general linear groups over a finite field. Ann. of Math.
(2), 96:552–586, 1972.
[Rog08] J. Rognes. Stably dualizable groups. Mem. Amer. Math. Soc., 192(898):99–132, 2008.
[Ser02] J.-P. Serre. Galois cohomology. Springer Monographs in Mathematics. Springer-Verlag, Berlin, english edi-
tion, 2002. Translated from the French by Patrick Ion and revised by the author.
[Shu08] M. Shulman. Framed bicategories and monoidal fibrations. Theory Appl. Categ., 20:No. 18, 650–738, 2008.
[Sol63] L. Solomon. Invariants of finite reflection groups. Nagoya Math. J., 22:57–64, 1963.
[SP14] C. J. Schommer-Pries. The classification of two-dimensional extended topological field theories.
arXiv:1112.1000v2, 2014.
[Spr74] T. A. Springer. Regular elements of finite reflection groups. Invent. Math., 25:159–198, 1974.
[Ste68] R. Steinberg. Endomorphisms of linear algebraic groups. Memoirs of the American Mathematical Society,
No. 80. American Mathematical Society, Providence, R.I., 1968.
[Sul04] D. Sullivan. Open and closed string field theory interpreted in classical algebraic topology. In Topology,
geometry and quantum field theory, volume 308 of London Math. Soc. Lecture Note Ser., pages 344–357.
Cambridge Univ. Press, Cambridge, 2004.
[Tez98] M. Tezuka. On the cohomology of finite Chevalley groups and free loop spaces of classifying spaces. Su-
ueikenkoukyuuroku, 1057:54–55, 1998. http://hdl.handle.net/2433/62316.
[Tit66] J. Tits. Normalisateurs de tores. I. Groupes de Coxeter e´tendus. J. Algebra, 4:96–116, 1966.
[Whi78] G. W. Whitehead. Elements of homotopy theory, volume 61 of Graduate Texts in Mathematics. Springer-
Verlag, New York-Berlin, 1978.
(J. Grodal) Department of Mathematical Sciences, University of Copenhagen, Denmark
E-mail address: jg@math.ku.dk
(A. Lahtinen) Department of Mathematical Sciences, University of Copenhagen, Denmark
E-mail address: lahtinen@math.ku.dk
