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Populäre Betriebssysteme sind in heutiger Zeit meist monolithisch aufgebaut und bieten eine Fülle
von Kern-Funktionalität. Der aktuelle Linux-Kern in der Version 2.6.8.1 unterstützt 283 zum Teil
sehr komplexe Systemaufrufe. Die Entwicklung verläuft sehr dynamisch, was sich in einer Vielzahl
von Protokollen, Dateisystemen und zu unterstützender Hardware offenbart. Zeitliche Zusagen oder
Garantien bestimmter sicherheitsrelevanter Eigenschaften können so genannteLegacy-Systeme wie
Linux und Microsoft Windows XP aufgrund ihrer Komplexität nicht bieten. Der Entwicklungsfokus
liegt hier vielmehr in einer Vielzahl von unterstützter Hardware und Protokolle sowie in einer guten
Gesamt-Performance.
Die immer häufiger auftretenden Meldungen über Sicherheitslücken in heutigen Betriebssyste-
men [92] und Browser-Anwendungen [15, 16, 24] zeigen, dass diese Systeme für hochzuverlässige
Lösungen prinzipiell nicht geeignet sind. Weiterhin sind Standard-Betriebssysteme in heutiger Zeit
immer noch nicht in der Lage, zeitliche Anforderungen von Multimedia-Anwendungen unabhängig
von der aktuellen Systemlast einzuhalten. Das Abspielen eines Video unter Linux oder Windows
XP kann durch gleichzeitige Benutzung von Festplatte oder CPU durch andere Anwendungen kurz-
zeitig unterbrochen werden.
Neuentwicklungen von Betriebssystemen, die im Hinblick auf Zusagenfähigkeit und Sicher-
heit keine Kompromisse eingehen, haben oft nur ein begrenztes Angebot an Anwendungen
und können in Bezug auf Unterstützung aktueller Hardware und Protokolle nicht mit Standard-
Betriebssystemen mithalten. Als mögliche Lösung für dieses Problem könnten viele Komponenten
aus Standard-Betriebssystemenwiederverwendetwerden. Da diesen nicht vertraut werden kann,
müssen sie von vertrauenswürdigen Anwendungenisoliert werden, um Vertraulichkeit und Integri-
tät sensibler Daten sowie die Verfügbarkeit der anderen Dienste nicht zu beeinträchtigen.
Mit der heute verfügbaren Leistung von Standardprozessoren werden große Server-Farmen
mit jeweils tausenden von voreinander geschützten Laufzeitumgebungen wirtschaftlich (Server-
Konsolidierung). Auf einem Server wird nichteineUmgebung miteinemBetriebssystem für viele
Nutzer ausgeführt. Vielmehr kann jeder Nutzers inBetriebssystem fürseineUmgebung wählen,
wobei aufgrund der oben dargestellten Gründe auch hier jede Umgebung isoliert von den anderen
ausgeführt werden muss.
Ein Trend geht daher in Richtung Kapselung durch Virtualisierung. Anstatt ein Betriebssystem
direkt auf der Hardware auszuführen, wird es als so genannter Gast innerhalb einer virtuellen Ma-
schine (VM) gekapselt. Mehrere Gäste können parallel in einer jeweils eigenen VM ausgeführt
werden. EinVM-Monitor stellt die Trennung der Gäste sicher und ist für die Kommunikation des
Gastes mit der Außenwelt sowie ggf. für die Kommunikation der Gäste untereinander verantwort-
lich. Der VM-Monitor läuft in einem privilegierten Prozessormodus, die Gäste haben nur einge-
schränkte Rechte und laufen im Nutzermodus.
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Virtualisierung ist nicht neu [81]: Bereits Mitte der sechziger Jahre des zwanzigsten Jahrhun-
derts forschte IBM Watson an der M44/44X-Architektur, die virtuelle Maschinen als Abbild eines
IBM-7044-Systems bot. Das IBM-System VM/370 bildete schließlich den Ausgangspunkt für die
Entwicklung einer bis heute anerkannten und robusten Architektur von Großrechnern.
Eine vollständige Virtualisierung ist aber beispielsweise auf der heute weit verbreiteten x86-
Architektur nicht möglich, da bestimmte Voraussetzungen der Hardware dies verhindern. Eine Er-
weiterung der x86-Architektur im Hinblick auf bessere Virtualisierung zeichnet sich ab, ist jedoch
noch nicht in aktueller Hardware zu finden.
Eine abgeschwächte Form der Virtualisierung, die Para-Virtualisierung, erlaubt Veränderungen
am Gast-System, so dass dieses besser mit der virtuellen Maschine zusammenarbeiten kann. Aktu-
elle Systeme wie L4Linux [25] und Xen/XenoLinux [5] zeigen, dass mit dieser Technik eine gute
Performance erreicht werden kann. L4Linux stellt eine spezielle Form der Para-Virtualisierung dar,
wobei der architekturabhängige Teil des Linux-Kerns durch eine Emulationsschicht ersetzt wurde,
die bestimmte direkte Hardware-Zugriffe durch Systemaufrufe eines Mikrokerns ersetzen.
Der Aufwand für die Virtualisierung kann beträchtlich steigen, wenn einem bzw. mehreren
Gästen erlaubt wird, direkt auf die Hardware zuzugreifen. Dies kann einerseits aus Performance-
Gründen notwendig sein, andererseits kann der Gast als Treiber-Lieferant gebraucht werden. Direk-
ter Zugriff auf DMA-fähige Geräte durch nicht vertrauenswürdige Treiber erfordert eine Lösung für
das DMA-Problem: Der Zugriff auf Speicher wird üblicherweise durch dieMemory Management
Unit (MMU) virtualisiert, die virtuelle Adressräume zur Verfügung stellt und somit Speicherschutz
zwischen den Gästen sowie zwischen Gast und VM-Monitor bietet. Dieser Schutz kann allerdings
durch die DMA-Einheit von Geräten überwunden werden, da die Adressräume der MMU für die
CPU, nicht aber für IO-Busse gelten.
In aktueller Standard-Hardware sind so genannte IOMMUs zu finden, dieeineneigenen Adress-
raum füralle IO-Geräte eines IO-Busses erzeugen und damit zumindest verhindern, dass DMA-
fähige Geräte auf beliebigen Speicher zugreifen können. Allerdings schränken heutige IOMMUs
nicht die Kommunikation zwischen Geräten ein – allen Geräten eines Busses ist dergleicheIO-
Adressraum zugeordnet.
Isolation kann auch anders erreicht werden als durch Kapselung mit Hardwareunterstützung.
Durch interpretative Abarbeitung wird bei Java-Programmen verhindert, dass diese aus einer Sand-
box mit definierten Zugriffsrechten auf Ressourcen außerhalb der Laufzeitumgebung ausbrechen
können. Der Nachteil der geringeren Abarbeitungsgeschwindigkeit kann durchon-the-flyCompila-
tionstechniken1 abgeschwächt werden. Allerdings eignet sich nicht jede Sprache für die interpreta-
tive Abarbeitung. Gerätetreiber sind fast ausschließlich in C oder C++ geschrieben. Interpretation
ist schon aufgrund der fehlenden Typsicherheit dieser Sprachen sehr schwierig. Ferner sind Imple-
mentierungen solch geschützter Laufzeitumgebungen meist sehr umfangreich, weshalb man diesen
wiederum nicht vertrauen kann.
Ein weiteres Mittel zur Isolation nicht vertrauenswürdigen Codes ist die statische Programmana-
lyse, bei der alle Pfadeoff-line, d. h. vor der Ausführung, ermittelt und auf mögliche Zugriffsverlet-
zungen hin untersucht werden. Wie bei der interpretativen Ausführung werden auch hier spezielle
Anforderungen an die Programmiersprache gestellt. Im Gegensatz zur Interpretation steigt aller-
dings der Verifikationsaufwand exponentiell mit zunehmender Codegröße. Diese Kosten müssen
zudem bei jeder neuen Version des Programms erneut bezahlt werden.
1 oft auch als just in time compilation (JIT) bezeichnet
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Für die isolierte Ausführung umfangreicher Komponenten erscheinen Techniken zur Kapselung un-
ter Einbeziehung von Hardwareschutzmechanismen als geeignetes Mittel. Die Para-Virtualisierung
stellt im Vergleich mit einer vollständigen Virtualisierung geringere Anforderungen an die Hard-
ware, erfordert aber eine Modifikation des Gastes, der daher (zumindest teilweise) im Quellcode
vorliegen muss.
Zusammenfassend werden bei der Anwendung der Para-Virtualisierung folgende Anforderungen
gestellt:
Starke Kapselung Es sollen Standard-Betriebssysteme wiederverwendet werden, die als nicht
vertrauenswürdig und bösartig angesehen werden (siehe Abschnitt 2.2.3). Dies setzt eine
starke Kapselung des Codes voraus.
Benutzung von Standard-Hardware Populäre Betriebssysteme sind vor allem auf der x86-
Architektur zu finden, die nur ungenügende Unterstützung für vollständige Virtualisierung
und starke Kapselung bietet (siehe Abschnitt 2.2.3). Daraus ergeben sich besondere Heraus-
forderungen.
Geringe Zusatzkosten Der Aufwand für die Kapselung impliziert zusätzliche Kosten zur Lauf-
zeit durch stärkere Nutzung von Ressourcen (CPU, Cache, Speicher). Dieser Overhead ist zu
minimieren.
Keine/geringe Änderungen am Quellcode Je weniger Änderungen am Quellcode des zu
kapselnden Objektes notwendig sind, desto einfacher ist die Portierung auf andere Archi-
tekturen bzw. Betriebssysteme.
Kleine Trusted Computing Base (TCB) Der Umfang an vertrauenswürdigem Code soll so
gering wie möglich sein, um die Wahrscheinlichkeit von potenziellen Fehlern zu minimieren.
Ausführung in einer Echtzeitumgebung Der gekapselte Code soll in einer Echtzeitumge-
bung ausführbar sein und Prozesse mit zeitlichen Anforderungen nicht beeinflussen. Diese
Anforderung überschneidet sich mit dem ersten Punkt.
Als Grundlage für meine Arbeit wählte ich L4 inux, eine Portierung des Linux-Kerns auf den
Mikrokern L4 [25]. Die wichtigste Eigenschaft von L4Linux ist die Ausführung des Linux-Kerns als
Prozess im Nutzermodus. Dies reduziert drastisch die Menge an Code, der im privilegierten Modus
ausgeführt werden muss. Allerdings muss die bisherige Implementierung von L4Linux noch immer
vertrauenswürdig sein:
• Sowohl Xen als auch L4 inux nutzen bisher keine Technik, um das DMA–Sicherheitspro-
blem zu lösen.
• Viele derartige Systeme wurden bisher ausschließlich auf Performance optimiert: Der Xen-
VM-Monitor ist nicht echtzeitfähig, und L4 inux wurde bisher auf nicht echtzeitfähigen L4-
Mikrokernen ausgeführt [56, 90].
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• Der Linux-Kern und Linux-Anwendungen werden zwar mit Nutzerprivilegien, aber ohne
Einschränkung der IO-Rechte ausgeführt und können daher das System kompromittieren,
z. B. durch Abschalten der Prozessor-Interrupts oder durch unkontrollierte Ein-/Ausgabe
über IO-Ports mit externen Geräten. Nicht davon betroffen ist die Ein-/Ausgabe über ein-
geblendeten Speicher (memory-mappedIO), da diese über die MMU kontrolliert werden
kann.
• Die in [25] verwendete Version von L4 inux hat direkten Zugriff auf den Interrupt-Controller
und ist daher in der Lage, den Zeitgeber-Interrupt des Kerns zu sperren. Das preemptive
Scheduling des Kerns ist auf den Zeitgeber-Interrupt angewiesen.
Das Ziel dieser Arbeit besteht darin, diese Probleme zu lösen und damit zu ermöglichen, dass
L4Linux als nicht vertrauenswürdige Anwendung ausgeführt werden kann.
Daneben wird untersucht, welche Performance auf Standard-Hardware mit dieser Art von „ge-
zähmtem“ Linux im Vergleich zu Standard-Linux erreicht werden kann. Für L4Linux wurde in der
ursprünglichen Implementierung von 1997 auf der damaligen Hardware ein Performance-Overhead
von weniger als 5 % bei Standardanwendungen gemessen. Seitdem hat sich die Hardware um meh-
rere Generationen weiterentwickelt. Im Unterschied zum damals benutzten L4-Kern von Liedtke
[56], der explizit auf Performance optimiert war, wird für die vorliegende Arbeit der echtzeitfähige
Fiasco-Mikrokern [35] verwendet.
Ergebnisse
In dieser Arbeit wird eine Lösung des DMA-Problems und eine mögliche Implementierung in
Hardware vorgestellt. Dabei werden IO-Geräten jeweils separate IO-Adressräume zugewiesen.
Eine derartige Implementierung existiert bisher nicht in verfügbarer Standard-Hardware. Mittels
Teil-Virtualisierung von Geräten können IO-Adressräume allerdings in Software emuliert werden.
Dabei werden Zugriffe von Gerätetreibern auf bestimmte Register von DMA-fähigen Geräten mit
herkömmlichen Techniken kontrolliert und bei Bedarf abgebrochen. Anhand von beispielhaften
Implementierungen für Netzwerkadapter und IDE-Controller wird gezeigt, welche zusätzlichen
Kosten dabei entstehen. Mit typischen Anwendungen steigt bei IDE-Controllern die CPU-Last um
weniger als 3 %. Bei Netzwerkadaptern ist die Steigerung der CPU-Last stark abhängig von der
Interrupt-Last. Bei Fast-Ethernet wurde bei TCP eine Erhöhung der Auslastung von etwa 10 %
gemessen, bei Gigabit-Ethernet etwas mehr (ein direkter Vergleich ist schwierig, da gleichzeitig
die nutzbare Datenrate sinkt).
Weiterhin wird gezeigt, wie L4Linux mit eingeschränkten IO-Rechten ausgeführt werden kann.
Viele der dabei verwendeten Techniken lassen sich auf andere Systeme übertragen.
Schließlich ist eine umfangreiche Performance-Analyse von L4Linux auf der Nizza-Architektur
Bestandteil dieser Arbeit.
Struktur dieser Arbeit
Diese Arbeit ist wie folgt aufgebaut: In Kapitel 2 werden aktuelle Entwicklungen auf dem Gebiet
der Kapselung von Gerätetreibern und Betriebssystemen dargestellt. An dieser Stelle wird insbe-
sondere die Nizza-Architektur mit Fiasco als Basis und L4Linux als Ausführungsumgebung für
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Standard-Linux-Anwendungen vorgestellt, und es werden Probleme in der bisherigen Implemen-
tierung von L4Linux benannt.
In Abschnitt 3.1 wird gezeigt, wie alle Stellen, an denen L4Linux bisher noch die Interrupts
sperrt, durch geeignete Algorithmen ersetzt werden können. Dies ist notwendig, damit L4Linux mit
eingeschränkten IO-Rechten ausgeführt werden kann. Abschnitt 3.2 widmet sich der Lösung des
DMA-Problems, sowohl mit Hilfe von Hardware-Erweiterungen als auch als rein softwarebasierte
Implementierung.
In Kapitel 4 werden die implementierten Änderungen an L4Linux und Fiasco dargestellt. Für die
Kapselung von Linux bzgl. Busmaster-DMA werden in Abschnitt 4.3 Beispielimplementierungen
für IDE-Controller und Netzwerkadapter vorgestellt.
Kapitel 5 enthält Ergebnisse von Performance-Messungen. Hierzu werden die Kosten für soft-
warebasierte IO-Adressräume ermittelt (Abschnitte 5.1 und 5.2) sowie die Zusatzkosten für ein
Lock zur Synchronisation innerhalb des Linux-Kerns, das ohne Sperren der Interrupts auskommt
(Abschnitt 5.4). In Abschnitt 5.3 wird der Einfluss verschiedener Systemkonfigurationen auf die
Performance des gekapselten Linux-Systems untersucht.




Grundlagen und Stand der Technik
Dieses Kapitel ist wie folgt aufgebaut: Nachdem im folgenden Abschnitt grundlegende sicherheits-
technische Begriffe erläutert werden, wird im Abschnitt 2.2 genauer dargestellt, dass Standard-
Betriebssysteme auch auf Systemen mit speziellen Anforderungen wiederverwendet werden kön-
nen und wie diese gekapselt werden müssen. Abschnitt 2.3 konzentriert sich auf die Nizza-
Architektur, in deren Kontext diese Arbeit entstanden ist. Im darauf folgenden Abschnitt 2.4 werden
performancerelevante Aspekte der Virtualisierung beleuchtet. Schließlich behandelt Abschnitt 2.5
verschiedene Techniken bei der Ein-/Ausgabe von Daten mit Hilfe von Betriebssystemen und die
dabei auftretenden Probleme.
2.1 Begriffsbestimmungen
Ein Standard-Betriebssystem ist Teil eines informationstechnischen (IT-) Systems, also eines Sys-
tems zur Verarbeitung vonI formationen. Diese entstehen durch Interpretation vonDatenmit Hilfe
einer Beschreibung [98]. Die Unterscheidung zwischen Daten und Informationen ist abhängig vom
Betrachtunspunkt: Das E-Mail-Programm extrahiert die Information einer verschlüsselten E-Mail,
den Daten, durch Anwendung des passenden Schlüssels, der Beschreibung. Die extrahierten Infor-
mationen stellen auch für das E-Mail-Programm nur Daten dar, die für ein Präsentationsprogramm
zu darstellbaren Informationen werden, indem die Daten einem Grafikformat folgend interpretiert
werden. Aus Sicht des Nutzers arbeiten Programme als Teil von IT-Systemen allerdings immer mit
Daten, deren Information sich erst mittels der im menschlichen Gehirn gespeicherten Beschreibung
erschließt.
Informationen sind im allgemeinen Sinne schützenswert, und zwar in Bezug auf unbefugten
Zugriff, unbefugte Modifikation und unbefugte Beeinträchtigung der Funktionalität. Daraus lassen
sich folgende Schutzziele für IT-Systeme ableiten [37]:
Vertraulichkeit ( Confidentiality ) Nur autorisierte Nutzer (Entitäten, Principals etc.) haben Zu-
griff auf bestimmte Informationen. Die Einhaltung dieses Schutzziels gegenüber unbefugten
Nutzern kann entweder durch Kontrolle des Zugriffs auf die Interpretationsvorschrift der Da-
ten, die nicht interpretierten Daten oder die interpretierten Daten durchgesetzt werden.
Integrität ( Integrity ) Entweder ist die Information aktuell, korrekt und vollständig, oder es ist
für den Nutzer möglich, das Nichtvorhandensein einer dieser Eigenschaften zu erkennen.
In der Literatur [22] wird dieser Begriff häufig so definiert, dass eine Veränderung bzw.
Zerstörung der Daten (und damit der Information) ohne Autorisierung nicht möglich ist.
Dies überschneidet sich jedoch mit dem BegriffVerfügbarkeit. Integrität im Sinne dieser
Definition wird üblicherweise durch Signierung sichergestellt.
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Verfügbarkeit ( Availability ) Informationen sind verfügbar, wann und wo ein autorisierter Nut-
zer diese benötigt. Dies kann beispielsweise mittels Redundanz sichergestellt werden.
In den folgenden Abschnitten wird der Begriff „Daten“ allgemein im Sinne von „durch IT-
Systeme zu verarbeitende Informationen“ gebraucht.
2.2 Wiederverwendung von Standard-Betriebssystemen
2.2.1 Einsatzgebiete
In der Einleitung wurden bereits Gründe für die Wiederverwendung von Standard–Betriebssyste-
men dargestellt. Folgende Einsatzgebiete lassen sich dabei unterscheiden:
• Das Betriebssystem wird alsService-OSbenutzt, das vertrauenswürdigen Komponenten be-
stimmte Dienste zur Verfügung stellt. Das Service-OS kann ein bestimmtes Gerät ansteuern
oder den Dienst eines kompletten Protokoll-Stacks anbieten. Vertraulichkeit gegenüber an-
deren Prozessen außerhalb des Service-OS wird hier durch starke Kapselung und Verschlüs-
selung der Daten erreicht, Integrität durch Signieren der Daten und Verfügbarkeit durch Red-
undanz.
• Das komplette Betriebssystem kann innerhalb einer Domain eines bestimmten Sicherheits-
niveaus als Teil einerMultilevel-Security-Architektur (MLS) [82] ausgeführt werden. MLS-
Systeme beschränken den Datenfluss zwischen Domains gemäß eines bestimmten Modells,
beispielsweise nach dem Bell-LaPadula-Modell [6]: Eine Domain darf nicht lesend auf Daten
einer Domain mit höherem Sicherheitsniveau (no read up) zugreifen, ebenso nicht schreibend
auf Daten einer Domain mit niedrigerem Sicherheitsniveau (no write down)1. Diese Anwen-
dung unterscheidet sich vom Szenario des Service-OS insofern, dass hier genau festgelegt
ist, auf welche Daten eine Domain in welcher Weise Zugriff bekommt. Eine Verschlüsselung
der Daten ist bei diesem Anwendungsszenario normalerweise nicht notwendig.
• Ein zu MLS erweiterter Ansatz wird mit der µSINA-Architektur [29, 31] verfolgt: Zwei nicht
vertrauenswürdige Instanzen eines Netzwerk-Stacks werden isoliert voreinander auf einem
Mikrokern ausgeführt. Dabei ist ein Stack per Netzwerkadapter mit der Außenwelt (der „un-
sicheren“ Seite) verbunden und verarbeitet nur verschlüsselte Daten. Der andere Stack auf
der „sicheren“ Seite kommuniziert per Netzwerkadapter nur mit einem internen Firmen-Netz
und verarbeitet unverschlüsselte Daten. Der Datenaustausch zwischen beiden Seiten erfolgt
ausschließlich verschlüsselt durch ein „Viadukt“, eine kleine vertrauenswürdige Anwendung.
Als Grundlage für beide Netzwerk-Stacks inklusive der Netzwerktreiber dient Linux.
• Server-Konsolidierung: Auf einem Server werden viele Instanzen des gleichen Betriebssys-
tems ausgeführt. Zwischen den Instanzen gibt es entweder keine Kommunikation, oder die
Kommunikation erfolgt über genau definierte Kanäle, z. B. über ein virtuelles Netzwerk. Die
Instanzen sind durch starke Kapselung voreinander geschützt, so dass die Fehlfunktion bzw.
der Absturz einer Instanz die anderen Instanzen nicht beeinflusst.
1 Tatsächlich wird im Modell noch zwischenÜberschreibenundAnfügenvon Daten unterschieden. Überschreiben ist
nur für Daten auf gleichem Sicherheitsniveau erlaubt.
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Alle dargestellten Anwendungsszenarien setzen voraus, dass die nicht vertrauenswürdigen Kom-
ponenten innerhalb einer starken Kapsel ausgeführt werden. Gründe dafür werden im folgenden
Abschnitt genannt.
2.2.2 Gründe für die Kapselung von Standard-Betriebssystemen
Monolithische Betriebssysteme sind nicht vertrauenswürdig Sicherheitsarchitekturen
bestehen üblicherweise aus wenigen vertrauenswürdigen Komponenten mit geringem Codeumfang
[27]. Geringe Codegröße und -komplexität verringert die Wahrscheinlichkeit von Fehlern und bildet
die Grundlage für Programm-Evaluation bis hin zur Programm-Verifikation [36].
Heutige Standard-Betriebssystem-Kerne sind sehr umfangreich: So besitzt der Linux-Kern
2.6.8.1 mehr als 3 Millionen Code-Zeilen (Source Lines of Code, SLOC). Davon entfallen mehr
als 2 Millionen SLOC auf Gerätetreiber.2 Mit steigender Codegröße erhöht sich der Anteil an
Programmierfehlern und potenziellen Sicherheitslöchern. Gerätetreiber haben eine nachweislich
schlechtere Qualität als andere Teile von Kernen [12].
Die Wahrscheinlichkeit von Programmierfehlern in Standard-Betriebssystemen ist auch deshalb
hoch, weil die Kerne meist in den Programmiersprachen C bzw. C++ implementiert sind, die aus
Sicht sicherer Systeme viele Nachteile besitzen [50]. Im Gegensatz dazu würden spezielle Sprachen
für Gerätetreiber wie DEVIL [69] die automatische Überprüfung von sicherheitskritischen Eigen-
schaften des Codes zur Compilationszeit ermöglichen. Sichere Sprachen wie Modula oder Lisp
erlauben es nicht, auf Objekte ohne deren Namen zuzugreifen, genau dies ist aber unter C/C++
möglich.
Die Entwicklung des Linux-Kerns verläuft sehr dynamisch, und es werden immer wieder Si-
cherheitslöcher im Kern entdeckt. Es ist sogar denkbar, dass ein Angreifer unbemerkt bösartigen
Code im Kern versteckt, dessen Existenz aufgrund der Codegröße nicht unbedingt auffallen muss
– entsprechende Versuche gab es bereits [3]. Mit steigender Codegröße steigt die Wahrscheinlich-
keit, dass solche Angriffe nicht entdeckt werden. Eventuell möchte man auch dem Hersteller eines
Betriebssystems nicht vertrauen, da dieser z. B. unter (teilweiser) Kontrolle bestimmter politischen
Interessengruppen stehen könnte.
Die rapide Entwicklung auf dem Gebiet der Hardware zwingt zudem zu ständigen Updates der
Gerätetreiber im Kern. Ein Anwender/Administrator kann sich nicht immer sicher sein, dass ein
Treiber-Update aus einer vertrauenswürdigen Quelle stammt. Gleichzeitig kann oder möchte der
Nutzer nicht auf die Verwendung aktueller Hardware und Anwendungen verzichten und ist des-
halb auf die neuesten und damit vergleichsweise fehleranfälligen Versionen der monolithischen
Betriebssysteme angewiesen.
Standardanwendungen sollen die Vorhersagbarkeit des Gesamtsystems nicht be-
einflussen Bösartige oder fehlerhafte Anwendungen können, mit ausreichenden Rechten aus-
gestattet, die Zustellung von Interrupts unterbinden und damit preemptives Scheduling einschrän-
ken.
Eine Anwendung kann vertrauenswürdig sein und trotzdem das System so kompromittieren,
dass zeitliche Zusagen nicht mehr eingehalten werden können, wenn die äußere Umgebung keine
ausreichende Kontrolle von Ressourcen ermöglicht. Eine Linux- oder Windows-XP-Anwendung
2 Diese Zahlen wurden mitsloccount 2.26 [95] für die relevanten Quelldateien der x86-Architektur ermittelt.
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kann beispielsweise niemals harte Echtzeitzusagen garantieren, weil der Kern selbst keine Garantie
für die Ausführung von Systemaufrufen in vorbestimmter Zeit geben kann. Die Ausführung eines
Systemaufrufes kann andere Aktivitäten beeinflussen.
Programme mit zeitlichen Anforderungen müssen deshalb isoliert von Standardanwendungen
ausgeführt werden, und deren Ressourcen müssen beschränkt werden.
2.2.3 Grundlegende Arten der Kapselung
Der stärkste Anspruch wird an eine Kapselung gestellt, wenn das zu kapselnde Objekt als po-
tenziell bösartig betrachtet wird. Bösartiger Code kann z. B. versuchen, das System oder einzelne
Anwendungen gezielt zu kompromittieren, Verfügbarkeit von Ressourcen einzuschränken oder In-
formationen auszuspähen (Verletzung der Vertraulichkeit). Nicht immer ist es erforderlich, diesen
schlimmsten Fall zu berücksichtigen.
Hier betrachtete Standard-Betriebssysteme sind nicht ohne weiteres bösartig, sondern bilden auf-
grund des monolithischen Aufbaus potenzielle Ziele für Angriffe derart, dass das System vollstän-
dig penetriert wird: Durch Ausnutzung einer Lücke im Kern erhält ein Angreifer alle Rechte, mit
denen der Kern ausgeführt wird, und damit meist direkten Zugriff auf die Hardware und sensible
Daten.
In den folgenden Abschnitten werden verschiedene Techniken der Kapselung vor allem unter
den in Abschnitt 1 dargestellten Zielen dieser Arbeit betrachtet und qualitativ verglichen. Unter
anderem soll jeweils die Stärke der Kapselung untersucht werden. In Abhängigkeit davon, ob die
Technik Schutz gegen bösartigen Code bietet oder nicht, wird die Stärke der Kapselung als „stark“
oder „schwach“ bezeichnet.
Separate Schutz-Domänen
Nookssind Subsysteme für die Kapselung von Gerätetreibern in Betriebssystem-Kernen [86]. Trei-
ber laufen in so genanntenleichtgewichtigen Schutz-Domänenin separaten Adressräumen, nutzen
aber teilweise gemeinsame Datenstrukturen mit dem Kern und sind mit den Rechten des Kerns
ausgestattet. Auf Kern-Datenstrukturen können Treiber nur lesend zugreifen. Die Kommunikati-
on mit dem Kern erfolgt über spezielle Wrapper-Funktionen, die die Parameter überprüfen und
übersetzen sowie den Adressraum umschalten. Die Implementierung wurde für den Linux-Kern
vorgenommen, die Idee lässt sich aber auch auf andere Systeme übertragen.
Das Nooks-Subsystem ist primär für den Schutz vor Programmierfehlern in Treibern entwor-
fen worden. Ein Treiber, der auf ungültige Adressen zugreift, wird neu gestartet. Die Nooks-
Technik bietet keinen Schutz vor bösartigem Code und nicht autorisierten Datentransaktionen mit-
tels Busmaster-DMA (siehe Abschnitt 2.5.3). Da die Nooks-Schutz-Domänen mit Kern-Rechten
ausgestattet sind, können sie durch Aufsetzen eines eigenen Seitenverzeichnisses die Adressraum-
separierung überwinden. Ferner müssen die Treiber dem monolithischen Linux-Kern vertrauen.
Die Nooks-Technik ist daher als schwache Kapselung einzuordnen.
Spezielle Virtuelle Maschinen
Der Denali-Isolation-Kernel[96] stellt Gast-Betriebssystemen eigene virtuelle Maschinen in eige-
nen Adressräumen zur Verfügung, die von einem VM-Monitor (Vi tual Machine Monitor) kontrol-
liert werden. Im Unterschied zur vollständigen Virtualisierung werden hier aber viele Eigenschaften
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der Hardware nicht der virtuellen Maschine offeriert bzw. zusätzliche Eigenschaften hinzugefügt
(z. B. virtuelle Register). Probleme bei der Virtualisierung der x86-Architektur (siehe Abschnitt
2.2.3) werden ignoriert bzw. vereinfacht in der virtuellen Maschine emuliert.
Jeder Gast verfügt über nureinenAdressraum. Denali emuliert einige Standard-Geräte (virtu-
eller Netzwerkadapter, persistente virtuelle Festplatten, Ein-/Ausgabegeräte). Viele Geräte werden
auf realer Hardware mittels einer Abfolge von IO-Instruktionen programmiert, die bei einer voll-
ständigen Virtualisierung wie unter VMware einen großen Overhead erzeugen, da jeder Zugriff
auf IO-Ports emuliert werden muss und viele Zugriffe davon einen Wechsel in den VM-Monitor
zur Folge haben [84]. Aus diesem Grund bietet Denali für derartige Geräte (z. B. den Interrupt-
Controller) eine vereinfachte Schnittstelle.
Das Einsatzgebiet von Denali liegt in der gleichzeitigen Ausführung einer Vielzahl von nicht ver-
trauenswürdigen Internet-Diensten und nicht in der Unterstützung von Standard-Betriebssystemen.
Mit dem Denali-Isolation-Kernel kann starke Kapselung erreicht werden.
Vollständige Virtualisierung
Bei der vollständigen Virtualisierung ist das gekapselte System Gast in einer separaten virtuellen
Maschine (VM). Die VMs werden von einem VM-Monitor überwacht, der entweder als Anwen-
dung auf einem Host-Betriebssystem ausgeführt wird oder selbst ein minimales Betriebssystem
enthält und direkt auf der Hardware läuft (z. B. VMware ESX [94]).
Bei der erstgenannten Technik wird der VM-Monitor entweder auf einem herkömmlichen mo-
nolithischen Betriebssystem ausgeführt (z. B. VMware GSX [93] auf Linux oder Windows) oder
auf einemHypervisor (z. B. IBMs sHype [79]), der, ähnlich wie ein Mikrokern, eine schlanke
Abstraktion der Hardware anbietet und nur die notwendigsten Mittel zur Trennung von Gästen im-
plementiert. Der Zugriff auf physische Geräte erfolgt in diesem Fall üblicherweise mittels einer
privilegierten virtuellen Maschine, die direkten Zugriff auf die Hardware erhält.
Der VM-Monitor stellt für die Gäste virtuelle Geräte zur Verfügung, die gebräuchlichen
Standard-Geräten nachgebildet sind. Der Gast besitzt dafür mit hoher Wahrscheinlichkeit Trei-
ber. Bei der Kommunikation mit der realen Hardware entstehen zusätzliche Kosten, weil der VM-
Monitor eine Abbildung von der virtuellen auf die tatsächliche Hardware vornehmen muss. Ferner
lassen sich aufgrund der notwendigen Abstraktion nicht alle Eigenschaften der physischen Hard-
ware mit vertretbarem Aufwand in den virtuellen Geräten nachbilden.
Die Kommunikation zwischen virtuellen Maschinen erfolgt über virtuelle Geräte. Dies ist aus
Sicht des Gastes eine elegante Lösung, weil der Gast über Standard-Geräte (z. B. Netzwerkadapter)
mit anderen virtuellen Maschinen und mit der Außenwelt über Standardprotokolle, z. B. TCP/IP
kommunizieren kann. Sobald der VM-Monitor Treiber für ein bestimmtes physisches Gerät besitzt,
kann auch der Gast dieses Gerät benutzen. Allerdings bildet ein virtuelles Gerät eine sehr umfang-
reiche Schnittstelle, was diesen Ansatz aus sicherheitstechnischer Sicht kontraproduktiv erscheinen
lässt.
Virtualisierung von Betriebssystemen wird schon lange erfolgreich eingesetzt. IBMs VM [14,
66] als eines der ältesten Beispiele ist auf die spezielle IBM-360-Architektur angewiesen. Neue-
re Arbeiten beschäftigen sich mit der Virtualisierung auf Standard-Hardware, z. B. VMware [84],
Disco [9] und Terra [21].
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Limitationen Herkömmliche x86-Systeme lassen sich aufgrund bestimmter Eigenschaften der
Hardware nur mit großem Aufwand vollständig virtualisieren [76]:
• Der Prozessor löst beim Ausführen despopf -Befehles, der durch Löschen des Interrupt-
Flags die Interrupts sperren kann, keine Exception aus, sondern die Änderung des Interrupt-
Flags wird einfach ignoriert [46]. Der VM-Monitor erkennt somit kritische Abschnitte nicht,
in denen der Gast nicht unterbrochen werden möchte. Analog erkennt der VM-Monitor nicht
das Ende eines kritischen Abschnitts, wenn durch Ausführung despopf -Befehls die Zustel-
lung von Interrupts wieder erlaubt werden sollte.
• Bestimmte Befehle zum Auslesen von Statusinformationen des Prozessors liefern im nicht
privilegierten Modus Informationen über die tatsächliche Privilegstufe. Ein Gast kann daran
erkennen, dass er nicht im privilegierten Modus ausgeführt wird. Als Konsequenz könnte
sich der Gast anders verhalten oder seine Arbeit einstellen.
• Der TLB auf x86-Systemen wird automatisch durch die Hardware gefüllt. Dies erschwert
die Virtualisierung gegenüber einer Implementierung in Software (zu finden z. B. bei Al-
pha, MIPS und SPARC), da bei jeder Änderung an der Seitentabelle durch den Gast diese
vollständig validiert werden muss.
Eigenheiten dieser Art bedingen zum Teil umfangreiches Scannen und Patchen des Gast-Codes
vor der Ausführung und vergrößern zwangsläufig die Basis an vertrauenswürdigem Code.
Eine vollständige Virtualisierung führt zu einer starken Kapselung des Gastes, da der Gast voll-
ständig unter Kontrolle des VM-Monitors und ohne direkten Zugriff auf physische Geräte aus-
geführt wird. Der Nachteil der vollständigen Virtualisierung sind der große Umfang an vertrau-
enswürdigem Code (der VM-Monitor und das darunter liegende Betriebssystem inklusive dessen
Gerätetreiber) sowie die hohen Anforderungen an die Hardware.
Para-Virtualisierung
Vollständige Virtualisierung ist nicht immer möglich oder sinnvoll. Besonders für schwer zu vir-
tualisierene Hardware kann es vernünftiger sein, das Gast-Betriebssystem so zu verändern, dass es
besser mit dem VM-Monitor zusammenarbeiten kann.
Aktuelle Beispiele für diese Technik sind L4Linux [25] und Xen [5]. Anstatt, wie im vorherigen
Abschnitt beschrieben, den Gast-Code nach Auftreten vonpopf -Befehlen zu scannen, wird die-
ser Befehl imQuellcodedurch Aufruf einer entsprechenden Funktion des VM-Monitors ersetzt.
Zugriffe auf geschützten Speicher und Spezialregister erzeugen im nicht privilegierten Prozessor-
modus eine Schutzverletzung, die normalerweise vom VM-Monitor emuliert werden muss. Das
Ersetzen des Codes durch direkte Aufrufe des VM-Monitors kann beträchtlichen Emulationsauf-
wand ersparen.
Ein VM-Monitor eines vollständig virtualisierten Systems besitzt meist einen wesentlich größe-
ren Umfang an Code als der VM-Monitor eines para-virtualisierten Systems. Ersterer bietet dem
Gast die komplette Hardware (bzw. eine spezielle Ausprägung davon) als Schnittstelle an, während
bei der Para-Virtualisierung oft eine viel abstraktere und schlankere Schnittstelle an den Gast ex-
portiert wird. Von dieser Schnittstelle hängt ab, wie stark die Änderungen des Gastes ausfallen und
wie leicht sich diese auf neue Versionen des Gast-Kerns übertragen lassen.
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Grundlage von L4Linux sind Mikrokerne mit L4-Schnittstelle. Der Codeumfang liegt etwa zwi-
schen 10 KB und 100 KB (siehe Abschnitt 2.3). Der Xen-VM-Monitor bietet eine etwas breitere
Schnittstelle als L4-Mikrokerne und hat eine Größe im Bereich von etwa 300-500 KB (aktuelle
Entwicklerversion 3.0). Der Linux-Kern 2.6.10 hat bereits in der Standard-Konfiguration für die
x86-Architektur einen Umfang von mehreren Megabyte.
Auch Exokernel [18] können die Grundlage für Para-Virtualisierung bilden. In der Komplexität
liegen sie zwischen Mikrokernen und VM-Monitoren für vollständige Virtualisierung. Exokernel
exportieren ein relativ genaues Abbild der Hardware in die virtuelle Maschine, überlassen die Ver-
waltung von Ressourcen aber einer nicht vertrauenswürdigen Emulationsschicht im Nutzermodus.
Mit Para-Virtualisierung lässt sich eine vollständige und starke Kapselung des Gastes erreichen.
Im Vergleich mit der vollständigen Virtualisierung ist der Umfang an vertrauenswürdigem Code
geringer, weil der Emulationsaufwand des VM-Monitors sinkt. Para-Virtualisierung setzt jedoch
immer das Vorhandensein des Quelltextes voraus.
Real-Time Linux
Die bisher aufgezählten Techniken zur Kapselung von Standard-Betriebssystemen haben vor allem
zum Ziel, nicht vertrauenswürdigen Code so zu kapseln, dass vertrauenswürdige Anwendungen in
Bezug auf Integrität und Vertraulichkeit nicht beeinträchtigt werden.
RTLinux [100, 101] implementiert eine Erweiterung des Linux-Kerns, die es ermöglicht, Pro-
gramme mit zeitlichen Anforderungen gleichzeitig mit normalen nicht echtzeitfähigen Linux-
Programmen auszuführen. Um harte zeitliche Zusagen garantieren zu können, wurden bestimm-
te Komponenten des Linux-Kerns durch eineR al-Time-Executivebestehend aus Zeitbasis, Real-
Time-Scheduler und Kommunikationsmitteln ersetzt. Der Linux-Scheduler wird dem Real-Time-
Scheduler untergeordnet, so dass Linux als Echtzeitprozess mit niedrigster Priorität ausgeführt
wird.
Der Linux-Kern ist, wie unter Standard-Linux, mit Systemprivilegien ausgestattet. Echtzeitan-
wendungen bestehen aus zwei Teilen, von denen der zeitkritische Teil als Kernmodul an den Linux-
Kern gelinkt und mit dessen Rechten ausgeführt wird. Der andere Teil der Anwendung ist als nor-
males Linux-Programm implementiert, das mit dem Kernmodul asynchron über Shared Memory
oder über nicht blockierende FIFO-Puffer kommuniziert.
Prozessor-Interrupts sind entweder an Echtzeitanwendungen oder an den Linux-Kern gebunden.
Wenn der Linux-Kern die Interrupts für Synchronisationszwecke sperren möchte, erfolgt dies nicht
am Interrupt-Controller, sondern die Zustellung der Interrupts an Linux wird von der RT-Executive
unterbrochen. Treten während der Sperrung für den Linux-Kern relevante Interrupts auf, werden
diese Ereignisse gespeichert und später zugestellt. Durch diese Implementierung wird vermieden,
dass Linux Interrupts sperren kann, die Echtzeit-Tasks oder dem Echtzeit-Scheduler zugewiesen
sind.
RTLinux zeichnet sich durch eine sehr gute Vorhersagbarkeit für die Reaktion auf Ereignis-
se (Predictability) aus. Echtzeitanwendungen und Linux-Kern müssen einander aber gegenseitig
vertrauen, da der Zugriffsschutz zwischen Linux-Kern und Echtzeitprozessen nur auf Software-
Ebene implementiert ist und Echtzeitprogramme praktisch als Teil des Kerns ausgeführt werden.
Der Linux-Kern wird nur in Bezug auf die Ressource CPU gekapselt, alle anderen Ressourcen
(Speicher, Zugriff auf Geräte) werden kooperativ zwischen Linux-Kern und Echtzeitprozessen auf-
geteilt.
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Zusammenfassung
In Tabelle 2.1 sind die gezeigten Arten der Kapselung anhand ihrer Eigenschaften aufgezählt. Die
Para-Virtualisierung wird in dieser Arbeit aufgrund der überwiegenden Vorteile genauer untersucht











schwach gering mittel wenig groß
Spezielle Virtuelle
Maschinen
stark gering mittel großa klein
Vollständige
Virtualisierung
stark hoch hoch keine groß
Para-
Virtualisierung
stark gering klein bis
mittel
wenig klein
Real-Time Linux keine keine gering wenig groß
a Spezielle Anwendung für die virtuelle Maschine
Tabelle 2.1: Vergleich von Kapselungstechniken für nicht vertrauenswürdigen Code anhand der Merkmale
aus Kapitel 1. Der Einsatz in einer Echtzeitumgebung ist prinzipiell mit allen Techniken möglich.
2.2.4 Verbesserte Kapselung durch Hardware-Erweiterungen
Für die separierte Ausführung von Prozessen sind mindestens zwei Privilegstufen notwendig: Im
Systemmoduswird Code mit speziellen Rechten ausgeführt, der imNutzermodusausgeführte Ak-
tivitäten mit eingeschränkten Rechten verwaltet und die Kommunikation zwischen diesen ermög-
licht. Vor allem aus Gründen der Performance führen aktuelle Standard-Betriebssysteme einen re-
lativ umfangreichen (monolithischen) Kern im privilegierten Modus aus, der außer für die Verwal-
tung von Adressräumen und Aktivitäten auch für die Ansteuerung der Hardware verantwortlich ist
und eine Vielzahl von Protokollen implementiert. In Abschnitt 2.2.2 wurde bereits dargestellt, dass
monolithische Betriebssysteme nicht vertrauenswürdig sein können. Neue Sicherheitsarchitekturen
sollen diesem Fakt Rechnung tragen.
MicrosoftsNext Generation Secure Computing Base(NGSCB) [11, 13] und IntelsLaGrande
Technology(LT) [44] führen jeweils einen neuen Modus mit neuen Privilegstufen (Microsoft:Right
Hand Side(RHS) oderNexus Mode, Intel: Protected Partitionbzw.Root Partition) ein, der gegen-
über dem normalen Systemmodus mit speziellen Rechten ausgestattet sind. Innerhalb dieser neuen
Privilegstufen wird ein spezieller Kern (Microsoft:NGSCB Nexus, Intel: Protected OS Kerneloder
Domain Manager) ausgeführt. Nachfolgend wird dieser spezielle privilegierte Modus als Root Mo-
de und der mit diesen Rechten ausgestattete Kern als Domain Manager bezeichnet.
Beide Ansätze haben zum Ziel, heutige Standard-Betriebssysteme mit möglichst wenigen Än-
derungen auszuführen und durch Auslagerung bestimmter sicherheitsrelevanter Funktionen in den
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Domain Manager die Systemsicherheit zu erhöhen. Der Domain Manager erhält exklusiven Zu-
griff auf bestimmten Speicher und soll vor allem den Zugriff auf sicherheitsrelevante Informa-
tionen kontrollieren. Die Einführung des Domain Managers ermöglicht auch, mehrere Standard-
Betriebssysteme isoliert im normalen Systemmodus auszuführen. Als Unterstützung implementiert
Intel in zukünftiger Hardware mit derVanderpool Technology(VT) [49] Erweiterungen, um die
in Abschnitt 2.2.3 auf Seite 11 beschriebenen Anomalien bei der Virtualisierung auf der heutigen
x86-Architektur zu beseitigen.
Die ARM TrustZone-Architektur [2] definiert ähnliche Erweiterungen wie NGSCB und LT, be-
zieht sich aber vorrangig auf eingebettete Systeme. ARM führt ein so genanntesSecurity Bitin alle
wichtigen Komponenten der Hardware (CPU, Speicher, bestimmte Geräte) ein, um eine Partitio-
nierung ingesicherteundnicht gesicherteDaten zu ermöglichen.
Bisher war es auf Standard-Hardware nur mit großem Aufwand möglich, Gäste vollständig zu
virtualisieren (siehe die in Abschnitt 2.2.3 gezeigten Limitationen). Mit den neuen Eigenschaften
zukünftiger Hardware wird dies wesentlich vereinfacht. Ob damit vollständige Virtualisierung ohne
Einschränkung und mit vertretbaren Kosten möglich ist, muss in zukünftigen Arbeiten untersucht
werden. Mit der Einführung der neuen Hardware insbesondere für die x86-Architektur ist erst in
einiger Zeit zu rechnen. Ferner sind genaue Spezifikationen erst in Teilen verfügbar (Stand Ja-
nuar 2005). Für die vorliegende Arbeit konnten diese Erweiterungen der Hardware deshalb nicht
berücksichtigt werden.
2.2.5 Nicht vertrauenswürdige Dienste in vertrauenswürdiger Umgebung
Die Frage nach Integrität und Verfügbarkeit bei nicht vertrauenswürdigen Diensten wird von Li et.
al. im Projekt SUNDR [61] genauer behandelt. Dort wird gezeigt, wie Daten auf einem entfernten
Datei-Server gespeichert werden können, ohne dass Klienten diesem Server vertrauen müssen.
Ein Client kann durch Vergleich von Hash-Summen überprüfen, ob die gesuchte Datei noch aktu-
ell ist und ob unautorisierte Veränderungen vorgenommen wurden. Diese Lösung arbeitet mit zwei
unabhängigen Servern: Der Block-Server speichert Dateien, die durch Hash-Werte indiziert wer-
den. Der Konsistenz-Server stellt sicher, dass jeder Client immer die zuletzt geschriebene Version
sieht. Beide Server müssen nicht vertrauenswürdig sein.
Ähnliche Techniken lassen sich verwenden, um Integrität bei der Verarbeitung von Daten durch
ein Service-OS sicherzustellen. Besitzt das nicht vertrauenswürdige Service-OS freien Zugang auf
nicht vertrauenswürdige Kanäle (z. B. die „unsichere Seite“ in µSINA, siehe Abschnitt 2.2.1), müs-
sen Daten, die dieser Dienst verarbeitet, generell verschlüsselt werden (Sicherstellung der Vertrau-
lichkeit). Durch Überprüfung der Daten auf Konsistenz und die eventuell notwendige Verschlüs-
selung entstehen zusätzliche Kosten, die bei der Bewertung derartiger Systeme zu berücksichtigen
sind.
In dieser Arbeit wurden diese Kosten nicht untersucht, da der Fokus vor allem auf der Untersu-
chung von Kapselungstechniken lag.
2.3 L4Linux / Nizza
Die vorliegende Arbeit ist im Kontext der Nizza-Architektur [27] entstanden, deshalb soll diese
Architektur im folgenden näher beschrieben werden. Nizza basiert auf dem L4-kompatiblen [56]
MikrokernFiasco[35].
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2.3.1 Die Nizza-Architektur
Nizza besteht aus einer kleinen Anzahl vertrauenswürdigerServer– Prozesse in separaten Adress-
































Abbildung 2.1: Die Nizza-Architektur. Ein Standard-Betriebssystem als Server für herkömmliche Anwendun-
gen (Legacy Applications) läuft gekapselt im eigenen Adressraum im nicht privilegierten Mo-
dus. Adressraumgrenzen sind durch dicke Umrandungen gekennzeichnet. Vertrauenswürdi-
ge Komponenten sind orange, nicht vertrauenswürdige Komponenten sind blau dargestellt.
Auch nur bedingt vertrauenswürdige Komponenten können direkten Zugriff auf bestimmte
Geräte erhalten.
Durch die klare Trennung der Aufgaben auf verschiedene Server kann die Implementierung ei-
nes Servers leichter ausgetauscht werden, als dies bei einem monolithischen System möglich wäre.
Es ist sogar denkbar, einen Server zur Laufzeit neu zu starten, wenn dessen Funktionsweise be-
einträchtigt ist (Programmierfehler, Vireninfekt o.ä.). Darüber hinaus implizieren übersichtliche
Schnittstellen eine bessere Software-Qualität, weil sich der Entwickler schon während des Ent-
wurfsprozesses Gedanken über die Aufteilung der Funktionalität machen muss.
Nizza ermöglicht die gleichzeitige Ausführung vonvertrauenswürdigenund nicht vertrauens-
würdigenAnwendungen sowie vonEchtzeitanwendungeneben herkömmlichen Anwendungen
ohne zeitliche Anforderungen (Legacy Applications).
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2.3.2 Der Fiasco-Mikrokern
Fiasco [35] implementiert nur die Mechanismen eines Betriebssystem-Kerns, die zwingend im
privilegierten Prozessormodus ausgeführt werden müssen: Adressräume, Aktivitäten (Threads)
und Kommunikation zwischen Adressräumen (Inter-Prozess-Kommunikation, IPC). IPC zwischen
Threads findet immer synchron statt, d. h. der Sender einer IPC blockiert so lange, bis der Empfän-
ger die übertragenen Daten empfangen hat. IPC besitzt folgende Ausprägungen:
• Für die Übertragung von kleinen Informationsmengen, die in den CPU-Registern Platz fin-
den, kann eine optimierte Version der IPC, die so genannteShort IPCverwendet werden.
Wenn bestimmte Seitenbedingungen erfüllt sind, wird eine Short IPC imFast Pathausge-
führt, der in Assembler implementiert ist [75]. Anderenfalls erfolgt die Ausführung imSlow
Path. Die Implementierung der Short IPC in Assembler ist besonders schnell, allerdings nicht
portabel und schwieriger zu pflegen als C++-Code. Die Unterscheidung in einen optimierten
und einen nicht optimierten Pfad bedingt zusätzliche Kosten.
• Mittels Long IPCkönnen virtuelle Seiten über Adressraumgrenzen hinweg eingeblendet oder
größere Datenblöcke kopiert werden. Eine einzelne Seite lässt sich auch mittels Short IPC
übertragen.
• Interrupts und Seitenfehler werden mittels IPC zugestellt.
Fiasco wurde vor allem im Hinblick auf guteEchtzeiteigenschaftenentwickelt. Anhand der
L4RTL-Implementierung konnten wir zeigen, dass Fiasco sehr kurze Reaktionszeiten auf exter-
ne Ereignisse ermöglicht [67]. L4RTL implementiert eine rudimentäre Emulationsschicht, die es
ermöglicht, einfache RTLinux-Programme nach Neucompilierung auf Nizza auszuführen. Als Ver-
gleich zwischen beiden Systemen wurde die maximale Interrupt-Latenz gemessen, die unter hoher
Systembelastung erreicht werden kann.
Im Vergleich mit RTLinux lagen die maximal erreichbaren Verzögerungen von L4RTL auf
Standard-Hardware in der gleichen Größenordnung: Auf einem Pentium 4 mit 1.6 GHz wurden un-
ter RTLinux maximal 24 µs gemessen, auf Nizza 33 µs. Im Unterschied zu RTLinux werden unter
Nizza Prozesse grundsätzlich in eigenen Adressräumen mit eingeschränkten Rechten im Nutzer-
modus ausgeführt (siehe Abschnitt 2.2.3).
Der Fiasco-Mikrokern unterstützt die L4-Schnittstellen Version 2 (V. ) [59] und VersionX.0[60].
Die experimentelle Schnittstelle VersionX.2 [91] wird von Fiasco bisher nur teilweise implemen-
tiert. Grundlage dieser Arbeit bildet Fiasco mit der stabilen Schnittstelle V.2.
2.3.3 Verwaltung von Ressourcen
Mikrokerne mit L4-Schnittstelle stellen die Trennung von Ressourcen sicher, implementieren aber
keinerlei Regeln für deren Verwaltung – diese Aufgabe übernehmen Server im Nutzermodus.
Speicherverwaltung
Unter L4 werden Adressräume hierarchisch durchPagerverwaltet [56]. Der initiale Adressraum
σ0 besitzt exklusiven Zugriff auf den gesamten physischen Adressraum der CPU (also auf den
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Hauptspeicher und eingeblendeten Speicher von Geräten, siehe Abschnitt 2.5.3) und kann ihm zu-
geordnete Seiten – Abbildungen auf Kacheln des physischen Adressraumes – mittels IPC in andere
Adressräume einblenden. Diese können ihrerseits Seiten an andere Adressräume weitergeben.
Jeder L4-Thread besitzt einen Pager, der Seitenfehler behandelt. Generell muss der Empfänger
beim Empfang von Seiten kooperieren, indem er den Empfang der entsprechenden IPC zulässt. Da
der Empfänger nicht überprüfen kann, auf welche Kacheln die Seiten abgebildet werden, muss er
dem Sender in dieser Hinsicht vertrauen.
Seiten können mittels derunmap-Operation anderen Adressräumen entzogen werden. Die
Mapping-Datenbankim Mikrokern stellt sicher, dass diese Operation transitiv über mehrere
Adressräume ausgeführt werden kann.
Für die Vereinfachung der Speicherverwaltung wird in Nizza das Modell derDataspaces[4]
implementiert. Ein Dataspace ist ein abstrakter Container für unstrukturierte Daten und wird durch
seine Nummer sowie durch den implementierenden Server, denDataspace-Manager, eindeutig
identifiziert. Der Dataspace-Manager implementiert Rechte auf einem Dataspace und legt damit
unter anderem fest, welcher Prozess wie (lesend, schreibend) auf den Dataspace zugreifen darf. Der
Eigentümer eines Dataspaces kann Rechte (inklusive der Eigentümerschaft) an andere Entitäten
weitergeben.
Ein Dataspace kann an eine Region eines virtuellen Adressraumes angeschlossen werden. Der
Zugriff darauf löst Seitenfehler aus, die vom Dataspace-Manager behandelt werden müssen. An
einen Adressraum werden üblicherweise Dataspaces von unterschiedlichen Dataspace-Managern
angeschlossen. Da immer nur ein Pager für einen Thread verantwortlich ist, muss ein Seitenfehler
in Abhängigkeit von der virtuellen Adresse an den jeweils verantwortlichen Dataspace-Manager
weitergeleitet werden. DerRegion-Mapperermittelt aus dem Seitenfehler die ID des Dataspaces
sowie den Offset im Dataspace und sendet diese Information als Aufforderung zum Mappen der
entsprechenden Seite an den zugehörigen Dataspace-Manager.
Vertrauensbeziehungen zwischen Pager und Client
Ein Pager kann einem Client jederzeit Seiten entziehen. Der Pager ist auch dafür verantwortlich,
dass er Clients in separaten Adressräumen Abbildungen auf disjunkte Mengen von Kacheln zur
Verfügung stellt, um zu verhindern, dass nicht vertrauenswürdiger Code im Kontext einer vertrau-
enswürdigen Anwendung ausgeführt wird bzw. eine nicht vertrauenswürdige Anwendung Zugriff
auf Daten einer vertrauenswürdigen Anwendung erlangt (es sei denn, dies ist explizit erwünscht).
Ein Client muss daher immer seinen Pagern vertrauen, die Seitenfehler auf vertrauenswürdige Da-
ten (z. B. Sektionen für Code und statische Daten) behandeln. Ein Pager vertraut jedoch üblicher-
weise nicht seinen Clients.
Geräte führen DMA-Operationen auf dem physischen Adressraum aus (Abschnitt 2.5.2). Infor-
mationen über die physische Entsprechung einer Region im virtuellen Adressraum kann nur der
Pager dieser Region, d. h. der Manager des entsprechenden Dataspaces liefern. Ist dieser nicht ver-
trauenswürdig, muss diese Information mit Hilfes iner Pagervalidiert werden. Von einer nicht
vertrauenswürdigen Anwendung besteht keine für andere Prozesse sichtbare vertrauenswürdige
Rückbeziehung auf ihren Pager. Daher muss die Validierung beim vertrauenswürdigen Root-Pager
σ0 beginnen und aufwärts ausgeführt werden.
In Abbildung 2.2 ist ein Szenario mit einem vertrauenswürdigem Gerätetreiber dargestellt, der
Dataspaces von verschiedenen Dataspace-Managern an seinen Adressraum angeschlossen hat.
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Abbildung 2.2: Szenario mit hierarchichischen Pagern. Für eine DMA-Operation soll die physische Adresse
des rot markierten Bereiches ermittelt werden.
Der rot markierte Bereich im Treiber soll als Puffer für DMA-Operationen verwendet werden.
Der Region-Mapper ermittelt den verantwortlichen Dataspace-Manager B. An ihn wird die Anfrage
nach der physischen Adresse des Puffers gesendet. Da Dataspace-Manager B nicht vertrauenswür-
dig ist, muss die von ihm gelieferte Adresse validiert werden. Ausgehend vom Root-Pagerσ0 muss
überprüft werden, welche Seiten an den jeweils nächsten Dataspace-Manager weitergegeben wur-
den. Im Beispiel istσ0 unmittelbarer Pager des Dataspace-Managers B.
Diese Validierung kann sehr aufwändig sein, da ausgehend vom Root-Pager potenziell viele
Schritte durchlaufen werden müssen. In [51] setzen sich Kågström und Molin ausgiebig mit die-
sem Thema auseinander und beschreiben, wie die Kommunikation zwischen Dataspace-Managern
mittels gemeinsamem Speicher und Software-TLBs optimiert werden kann.
Die Ermittlung von physischen Adressen ist nicht nur für DMA-Operationen notwendig, sondern
beispielsweise auch für die Implementierung von Cache-Coloring (siehe Abschnitt 2.4.1).
Geräteregister, Interrupts und Task-Erzeugungsrechte
Der Zugriff auf Geräteregister erfolgt mittels programmierter IO überm mory mapped IOoder über
IO-Ports(siehe Abschnitt 2.5.1). Das Recht für den Zugriff auf beide Registerarten wird analog zu
den Kacheln des Hauptspeichers durch Pager verwaltet.
Hardware-Interrupts und Task-Erzeugungsrechte sind immer an bestimmte Threads gebunden.
2.3.4 L4Linux
L4Linux [25] dient als Server für Standardanwendungen, dienebenAnwendungen mit Echtzeit-
bzw. Sicherheitsanforderungen ausgeführt werden. Der Code von L4Linux ist bis auf die Architek-
turanpassung mit Standard-Linux identisch. So manipuliert L4Linux beispielsweise Seitentabellen
nicht direkt, sondern nutzt dazu Primitive des Mikrokerns. Linux-Anwendungsprogramme können
ohne Änderung auf L4 inux ausgeführt werden. Die für L4 inux zur Verfügung stehenden Ressour-
cen werden von externen Servern verwaltet (siehe Abschnitt 2.3.3).
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In dieser Arbeit wurde L4Linux auf Basis von Linux 2.2.26 verwendet. In den folgenden Ab-
schnitten werden daher für den Kontext dieser Arbeit wichtige Grundprinzipien von L4Li ux erläu-
tert.
Ausführung im Nutzermodus
Die Durchsetzung eingeschränkter Rechte für Anwendungen wird üblicherweise durch die Wahl
geeigneter Privilegstufen für Anwendungen und Kern erreicht. Der Betriebssystem-Kern mit ma-
ximalen Rechten läuft auf der höchsten Privilegstufe. Die Privilegstufe wird auch alsCurrent
Privilege Level(CPL) bezeichnet. Bei x86-Systemen sind insgesamt vier Privilegstufen verfügbar:
CPL 0 mit den meisten Rechten bis CPL 3 mit den wenigsten Rechten (auch benannt als Ring 0 bis
Ring 3). Der Kern läuft auf Ring 0 (Systemmodus), die Anwendungen im Nutzermodus auf Ring 3.
Andere Architekturen verfügen meist nur über zwei Privilegstufen.
Bestimmte Befehle zeigen ein spezielles Verhalten in Abhängigkeit davon, auf welcher Privileg-
stufe sie ausgeführt werden. Die Instruktion zum Setzen des Seitenverzeichnisses benötigt System-
rechte, weil Seitentabellen die Voraussetzung für den Schutz des Kerns vor den Anwendungen und
für die Trennung der Anwendungen untereinander bilden. Versucht eine Anwendung mit CPL>0
die Seitentabelle zu setzen, wird ein Ausnahmefehler (Exception) ausgelöst, der vom Kern behan-
delt werden muss.
Um ein Standard-Betriebssystem zu kapseln, liegt es nahe, den Kern komplett als Anwen-
dung mit eingeschränkten Rechten auszuführen. Damit L4L nux als Anwendung auf einem Mi-
krokern ausgeführt werden kann, mussten privilegierte Befehle des Linux-Kerns durch geeignete
Mikrokern-Primitive bzw. Aufrufe von vertrauenswürdigen Servern ersetzt werden.
Die ursprüngliche Version von L4 inux [25] wurde später erweitert, um es hinsichtlich der An-
forderung an Ressourcen einzuschränken (Tamed L4Linux [28]).
Systemruf-Emulation
Unter Standard-Linux wird der Linux-Kern zur Ausführung von Systemaufrufen üblicherweise
durch Ausführung einer speziellen Instruktion betreten (auf x86-Systemen durchint 0x80 oder
mittelssysenter ). Da der Linux-Kern in alle Adressräume eingeblendet ist, ist beim Übergang
zwischen Nutzerprozess und Kern kein Adressraumwechsel notwendig.
Unter L4Linux werden Linux-Nutzerprozesse direkt auf L4-Prozesse abgebildet. Der Linux-Kern
wird als eigenständiger L4-Prozess im Nutzermodus in einem separaten Adressraum ausgeführt
(siehe vorheriger Abschnitt) und dient als Server für die Linux-Prozesse. Führt ein solcher die
privilegierte Instruktion zum Betreten des Kerns aus, wird eine Exception ausgelöst. Diese muss
unter L4 V.2 vom auslösenden Prozess behandelt werden. Die Behandlungsroutine ruft mittels IPC
den Linux-Server auf, der den Systemaufruf behandelt und das Ergebnis wiederum per IPC an den
Linux-Prozess zurück liefert.
Diese Systemruf-Emulation kostet drei Kernein- und -austritte sowie zwei Adressraumwechsel
(Linux: ein Kernein- und -austritt, kein Adressraumwechsel). Systemaufrufe werden unter Linux
von der C-Library gekapselt. Durch Ersetzen der Instruktionint 0x80 in dieser Bibliothek durch
Trampoline-Code, der den Linux-Server direkt ohne Umweg über die Exception aufruft, würden
sich die Emulationskosten um einen Kernein- und -austritt reduzieren.
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L4 X.2 [91] bietet eine Möglichkeit, Exceptions auch über Adressraumgrenzen hinweg zuzustel-
len. Somit könnte die durchint 0x80 hervorgerufene Exception direkt vom Linux-Server behan-
delt werden und die Emulation wäre genauso teuer, wie bei Verwendung von Trampoline-Code.
Auslagerung von Gerätetreibern
Sollen Anwendungen mit verschiedenen zeitlichen und sicherheitsrelevanten Anforderungen auf
das gleiche Gerät zugreifen, müssen die Zugriffe synchronisiert und priorisiert werden. In diesem
Fall ist eine Auslagerung des Gerätetreibers aus dem Betriebssystem-Kern in separate Adressräume
notwendig, wobei die Anbindung an den Treiber über einen virtuellen Gerätetreiber (Stub) ermög-
licht wird. Der Kern greift dabei als Client auf Dienste eines externen Servers zu und muss sich
Aufträgen von Echtzeitanwendungen, die ebenfalls Dienste der Geräteserver nutzen, unterordnen
[28, 26].
Die Isolation von Treibern kann auch zu einer verbesserten Systemsicherheit führen, wenn dieser
nicht von mehreren Clients benutzt wird, da Treiber häufiger von Programmierfehlern betroffen
sind als andere Komponenten [12]. Beispiele für die Auslagerung von Treibern aus L4Linux sind in
[23, 30, 62, 68] zu finden. In einer aktuellen Arbeit [53] stellen LeVasseur et. al. eine allgemeine
Umgebung für Gerätetreiber vor, die ebenfalls auf einem L4-Mikrokern [90] basiert.
Die Schnittstelle zum Datenaustausch zwischen Client und separiertem Gerätetreiber hat beson-
deren Einfluss auf die erreichbare Performance. Daten, die von Geräten mit geringer Bandbreite
verarbeitet werden (z. B. Tastatur, Maus, Analog-Modem) können zwischen Adressräumen kopiert
werden. Bandbreiten-intensive Geräte (z. B. Festplatten-Controller, Netzwerkadapter) übertragen
Daten in den Hauptspeicher via Busmaster-DMA (Abschnitt 2.5.3). Die Übertragung von Daten
zwischen Adressräumen findet dabei mittels Deskriptorlisten statt, die Zeiger auf physische Ka-
cheln enthalten. Soll die Kommunikation zwischen Client und Server (Gerätetreiber) asynchron
stattfinden, sind weitere Probleme zu lösen (Entzug von Speicher, zeitliche Synchronisation). Das
DROPS Streaming Interface(DSI) [64] wird in Nizza z. B. für die Übertragung von Netzpaketen
zwischen Linux-Server und ausgelagertem Netzwerktreiber verwendet [62].
Einen ähnlichen Ansatz wie L4 inux zum Auslagern von Gerätetreibern verfolgt das Flux OSKit
[19]. Hier werden Treiber ohne Veränderungen wiederverwendet, indem universellerGlu -Code
eine einheitliche Abstraktion für Ressourcen zur Verfügung stellt. So gekapselte Treiber werden
entweder in eigenen Adressräumen oder in einem gemeinsamen Adressraum mit einer Anwendung
ausgeführt.
Die Auslagerung von Treibern aus Standard-Betriebssystemen ist aufgrund der monolithischen
Architektur vieler Betriebssystem-Kerne mit großem Aufwand verbunden. Oft sind die internen
Schnittstellen nicht klar definiert und dokumentiert.
In Xen [5] wurde eine Schnittstelle für Geräte integriert, die viele der auftretenden Probleme
in ähnlicher Art und Weise wie die auf einem Mikrokern basierende Nizza-Architektur löst [20].
Separierung der Adressräume wird durch den Xen VM-Monitor durchgesetzt. Ein dedizierter Gast
hat privilegierten Zugriff auf die Hardware und stellt anderen Gästen eine geeignete Abstraktion
dieser Dienste zur Verfügung. Die Kommunikation zwischen Treiber und Client erfolgt mit L4-
ähnlichen Mechanismen mittels Deskriptorlisten auf gemeinsamem Speicher. Ereignisse werden
über bidirektionaleinter-domain device channelsausgetauscht.
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2.4 Spezielle Aspekte der Virtualisierung
2.4.1 Cache als Ressource und Cache-Coloring
Caches stellen in heutigen Systemen eine wichtige Ressource dar. Aufgrund der wachsenden Dif-
ferenz zwischen dem Datendurchsatz der CPU und den Zugriffszeiten des Hauptspeichers werden
Caches immer größer und bilden einen maßgeblichen Anteil bei der Leistungssteigerung moder-
ner Prozessoren. Caches sind üblicherweise in Zeilen gleicher Größe (Cache-Lines) aufgeteilt. Bei
einem Zugriff auf ein Datenwort, für das der Cache keine Kopie des Hauptspeichers bieten kann
(Cache-Miss), wird immer eine komplette Cache-Line aus dem Speicher geladen. Heutige Systeme
enthalten meist mehrstufige Caches, wobei die folgenden Aussagen für alle Cache-Stufen gelten.
Durch geeignete Zuordnung von Code bzw. Daten auf verschiedene Bereiche des Caches können
unterschiedliche Ziele verfolgt werden:
• Physisch indizierter Cache kann in Bereiche (Farben) unterteilt werden, die jeweils bestimm-
ten Anwendungen zugeordnet sind. Cache-Coloring kann genutzt werden, um Echtzeitan-
wendungen und Anwendungen ohne zeitliche Anforderungen verschiedene Farben zuzuord-
nen. Pro Anwendung steht somit nicht mehr der volle Cache zur Verfügung. Weiterhin muss
der Hauptspeicher im Verhältnis der Farben aufgeteilt werden. Ist beispielsweise der Einsatz
von 16 Farben möglich, so wird der Hauptspeicher in 16 gleich große Bereiche unterteilt.
Einer Anwendung, die eine der Farben verwendet, ist genau 1/16 des Hauptspeichers zuge-
ordnet.
Damit steht pro Anwendung durchschnittlich weniger Speicher und Cache zur Verfügung.
Nicht-Echtzeitanwendungen können aber auch keine Cache-Misses bei Echtzeitanwendun-
gen provozieren [58]. Dadurch verbessert sich die Vorhersagbarkeit der Echtzeitanwendun-
gen, derenWorst-Case Execution Time(WCET) dann näher an der bestmöglichen Ausfüh-
rungszeit liegt.
Die Anzahl möglicher Farben liegt bei heutigen Systemen im Bereich von 8 bis 32, siehe
dazu Anhang B.2.
• Die Performanceinnerhalb eines Prozesseskann gesteigert werden, indem die Arbeitsmenge
des Prozesses so vollständig wie möglich im Cache gehalten wird. Je mehr Speicherzugriffe
aus dem Cache befriedigt werden können, desto weniger muss auf den langsamen Haupt-
speicher zugegriffen werden. Insbesondere sind Ping-Pong-Effekte zu vermeiden, bei denen
Cache-Lines durch ungünstige Verteilung von Daten ständig neu geladen werden müssen.
Optimierungen dieser Art werden normalerweise innerhalb von Anwendungen bzw. inner-
halb des Betriebssystem-Kerns vorgenommen [99].
• Caches stellen als begrenzte Ressource eine potenzielle Grundlage für verdeckte Kanäle dar.
Durch Zuordnung von verschiedenen Cache-Bereichen an verschiedene Anwendungen kann
die Nutzung des Caches als verdeckter Kanal verhindert werden.
Die Verwaltung der Ressource Cache ist also sowohl aus Sicht von Anwendungen mit zeitlichen
Anforderungen als auch aus Sicht von sicherheitskritischen Anwendungen relevant.
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Die Verwaltung des Caches über Adressraumgrenzen hinweg ist nur dann möglich, wenn der
Cache physisch indiziert wird, wie beispielsweise der L2-Cache auf x86-Systemen. Für die Durch-
setzung von Cache-Coloring ist die Kontrolle der Abbildung von virtuellen Seiten auf physische
Kacheln füralle Adressräume notwendig. Bei monolithischen Systemen muss Cache-Coloring da-
her im Kern implementiert werden. Auf L4-Systemen wird die Zuordnung von Kacheln an Anwen-
dungen von Pagern im Nutzermodus kontrolliert (siehe Abschnitt 2.3.3). Cache-Coloring lässt sich
damit hierarchisch im Nutzermodus implementieren.
Soll ein ganzer Betriebssystem-Kern in einer eigenen Cache-Partition ausgeführt werden, tre-
ten zusätzliche Probleme auf: In einigen Gerätetreibern von Linux werden Annahmen getroffen,
dass der Kern auf zusammenhängendem physischem Speicher ausgeführt wird. Ein Beispiel ist der
IDE-DMA-Treiber in Linux 2.6.8.1. Die Annahme ist korrekt, wenn Linux als Kern die volle Kon-
trolle über die Speicherverwaltung ausübt. Wird der Kern allerdings als Nutzeranwendung in einer
eigenen Cache-Partition ausgeführt, so ergibt sich dagegen eine Abbildung des linearen virtuellen
Kernspeichers auf viele nicht zusammenhängende physische Kacheln.
Treiber dieser Art müssen ersetzt werden, z. B. durch externe Treiber, die als virtuelle Geräte
(Stubs) an den Kern angebunden werden (siehe Abschnitt 2.3.4).
2.4.2 Optimierung der Adressraumwechsel
Auf der x86-Architektur ist der Wechsel zwischen Adressräumen im Vergleich zu anderen Ar-
chitekturen relativ teuer. Das Fehlen von Adressraum-IDs bei TLBs macht es erforderlich, diese
komplett zu leeren, wenn das Seitenverzeichnis umgeschaltet wird. Das Setzen des Seitenverzeich-
nisses impliziert daher auf der x86-Architektur einen automatischen TLB-Flush. Ausgenommen
davon sind TLB-Einträge für Seiten, die in alle Adressräume eingeblendet sind (üblicherweise
für den Betriebssystem-Kern). Die entsprechenden Seitentabelleneinträge enthalten einGlobal-Bit,
welches das automatische Invalidieren des TLBs für diese Seiten verhindert [47].
Aufgrund des notwendigen TLB-Flushes müssen TLB-Einträgenachdem Adressraumwechsel
wieder neu geladen werden. DieseindirektenKosten können auf der x86-Architektur um ein Viel-
faches höher ausfallen als die direkten Kosten (Kerneintritt, Code im Kern, Kernaustritt). Das Erset-
zen eines TLB-Eintrags für Daten kostet auf einem Pentium 4 etwa 48 Taktzyklen, für Code-TLBs
etwa 31 Taktzyklen [88]. Im Worst Case ist ein Neuladen aller TLB-Einträge notwendig, womit
sich die indirekten Kosten auf etwa 3000 Takte für das Neuladen des Daten-TLBs (64 Einträge)
plus 4000 Takte für das Neuladen des Code-TLBs (128 Einträge) belaufen.
Wird ein Betriebssystem-Kern, der normalerweise in allen Adressräumen eingeblendet ist, in
einem eigenen Adressraum ausgeführt, sind mit jedem Systemaufruf plötzlich zwei zusätzliche
Adressraumwechsel verbunden. Die dadurch entstehenden Kosten müssen unbedingt minimiert
werden.
Xen [5] blendet deshalb den Betriebssystem-Kern des Gastes (z. B. XenoLinux) in alle Adress-
räume ein. Das automatische Invalidieren der betreffenden TLB-Einträge bei Adressraumwech-
seln wird durch des Setzen des Global-Bits verhindert. Der Schutz des Gast-Kerns vor den Gast-
Anwendungen wird durch Ausnutzung der Privilegstufen erreicht, von denen die x86-Architektur
vier besitzt (siehe Abschnitt 2.3.4). Der VM-Monitor von Xen läuft auf Ring 0, der Gast-Kern auf
Ring 1, und die Gast-Anwendungen laufen auf Ring 3. Die meisten Architekturen besitzen nur
zwei Privilegstufen, weshalb das Gast-Betriebssystem unter Xen auf diesen Architekturen nur im
eigenen Adressraum laufen könnte.
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L4Linux verfolgt einen anderen Weg: Der Linux-Server wird in einem separaten Adressraum auf
der niedrigsten Privilegstufe (auf x86 Ring 3) ausgeführt. Um die Kosten der Adressraumwechsel
zu minimieren, wird die Technik der „kleinen Adressräume“ angewendet, die Liedtke beschreibt
[55]. Der Linux-Server wird in einem kleinen Adressraum ausgeführt, der in alle „großen“ Adress-
räume eingeblendet ist. Der Schutz des Gast-Kerns vor der Gast-Anwendung wird bei L4Linux im
Unterschied zu Xen nicht durch Ausführung auf einer anderen Privilegstufe erreicht, sondern durch
Zuweisung von verschiedenen Speicher-S gmentenan Gast-Kern und Gast-Anwendung (siehe Ab-
bildung 2.3). Aus Sicht der Anwendung geschieht dies völlig transparent.
Unter L4Linux findet pro Systemruf des Gastes jeweils mindestens ein zusätzlicher Kernein- und
-austritt statt, da IPC zwischen der Anwendung und dem Linux-Server generell durch den Mikro-
kern ausgeführt wird. Unter Xen löst ein Systemruf des Gastes analog zu L4Linux eine Exception
aus. Diese wird aber direkt dem Gast-Kern zugestellt. Auf Architekturen mit nur zwei Privilegstu-




















Abbildung 2.3: L4Linux im kleinen Adressraum. Der Mikrokern wird im privilegierten Modus ausgeführt und
ist deshalb vor den Nutzeranwendungen geschützt. Der Linux-Server läuft in einem kleinen
Adressraum, der durch Segmentierung von den Linux-Anwendungen in den großen Adress-
räumen separiert wird. Neben L4Linux können noch weitere L4-Anwendungen in kleinen
Adressräumen ausgeführt werden.
Die Implementierung von kleinen Adressräumen mittels Segmentierung impliziert zusätzliche
Kosten durch mehr Codekomplexität und durch zusätzliches Umladen der Segmente beim Wechsel
von kleinen auf große Adressräume sowie bei den meisten Kernein- und -austritten. In ungünstigen
Fällen können diese Zusatzkosten den Nutzen von kleinen Adressräumen neutralisieren. Werden
z. B. mehrere aktive Prozesse nachRound Robinabgearbeitet, so sollte die TLB-Arbeitsmenge
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aller Prozesse zzgl. der für den Kern als global gekennzeichneten TLB-Einträge die Anzahl an
TLB-Einträgen in der CPU nicht wesentlich überschreiten.
Der mit Ring-0-Rechten ausgeführte Kern wird bei modernen Betriebssystemen meist in al-
le Adressräume eingeblendet, um Adressraumwechsel bei Systemaufrufen zu vermeiden. Da der
Kern dedizierten Speicher für Code und Daten benötigt, ist der für Anwendungen verfügbare vir-
tuelle Adressraum kleiner als der virtuelle Adressraum der CPU. Unter Linux für x86-Systeme
können Anwendungen 3 GB virtuellen Speicher nutzen, während für den Kern 1 GB reserviert
ist. Für volle Kompatibilität mit Linux müssen einer Linux-Anwendung auf L4Linux bzw. Xe-
noLinux ebenfalls 3 GB an virtuellem Speicher zur Verfügung stehen. Deshalb müssen sich der
Xen-VM-Monitor bzw. der Fiasco-Mikrokern einen Bereich von 1 GB mit dem Linux-Kern teilen,
wenn dieser aus Performance-Gründen in alle Adressräume eingeblendet wird. Die aktuelle Imple-
mentierung von Fiasco bietet aufgrund dieser Einschränkung für kleine Adressräume nur Platz für
maximal 192 MB. Da die Größe eines kleinen Adressraumes eine Zweierpotenz sein muss (siehe
L4-Manual [59]), stehen L4 inux maximal 128 MB zur Verfügung.
Fiasco bot bereits zu Beginn dieser Arbeit Unterstützung für kleine Adressräume [34]. Die ge-
meinsame Nutzung von kleinen Adressräumen und eingeschränkten IO-Rechten (siehe folgender
Abschnitt) war allerdings nicht möglich, eine entsprechende Implementierung wurde daher im Rah-
men dieser Arbeit vorgenommen (vgl. Abschnitt 4.2.2).
2.4.3 Einschränkung der IO-Rechte
Einschränkung der IOPL Auf x86-Systemen definiert derIO Privilege Level(IOPL) die IO-
Rechte eines Kontextes. Der IOPL wird in den CPU-Flags als Teil des Registersatzes gespeichert
und kann nur im privilegierten Modus (CPL 0) geändert werden. Gilt IOPL≥ CPL, so können
einerseits Befehle zum Zugriff auf IO-Ports ohne weitere Restriktionen ausgeführt werden. Wei-
terhin kann das Interrupt-Flag mit den Anweisungencli undsti gelöscht bzw. gesetzt werden
[45]. Dieses Flag steuert die Zustellung von Hardware-Interrupts an die CPU.
Eine Nutzeranwendung läuft üblicherweise auf CPL 3 und kann daher mit IOPL 3 das Zustel-
len von Interrupts verhindern. Das vorübergehende Sperren der Interrupts ist ein beliebtes Mittel,
um kritische Abschnitte auf Ein-Prozessor-Systemen zu schützen. Während die Interrupts gesperrt
sind, ist eine Zwangsunterbrechung (Preemption) des aktuellen Prozesses durch den Scheduler oder
andere Interrupt-Handler ausgeschlossen.3 Bei der Synchronisation mehrerer CPUs ist diese Me-
thode nicht anwendbar, da sich das Sperren der Interrupts nur auf eine CPU auswirkt.
Ein nicht vertrauenswürdiges Programm mit dem Recht, die Prozessor-Interrupts sperren zu dür-
fen, stellt ein Sicherheitsrisiko dar, weil es die Zwangsunterbrechung durch das Betriebssystem
sowie die Zustellung von Geräte-Interrupts an Echtzeitprozesse verhindern kann. Dadurch werden
Verfügbarkeit und Zusagenfähigkeit des Systems beeinträchtigt.
Aus diesen Gründen ist es notwendig, Nutzerprozesse mitingeschränktenIO-Rechten auszu-
führen. Das Sperren von Interrupts muss dann durch andere Synchronisationsmittel ersetzt werden,
z. B. durch eine geeignete Lock-Implementierung. Die Semantik voncli und sti muss dabei
insbesondere im Hinblick auf Prioritäten eingehalten werden:
3 Weiterhin muss sichergestellt sein, dass der kritische Abschnitt keine direkten (Syscalls) bzw. indirekten (z. B. Seiten-
fehler) Kerneintritte ausführt.
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cli Nur ein Thread ist jeweils EigentümerE des Locks. Der Thread, der sich zuerst um das
cli -Lock bewirbt, wird Eigentümer des Locks. Spätere Bewerber um das Lock, die auch
eine höhere Priorität alsE haben können, blockieren und geben die CPU ab. Damit wird
Busy Waitingvermieden.
sti SobaldE dascli -Lock freigibt, muss überprüft werden, ob es einen wartenden Thread gibt,
der eine höhere Priorität alsE besitzt. In diesem Fall muss der höchstpriore ThreadW in
der Warteschlange aufgeweckt werden, und dieser muss sofort aktiv werden. Im anderen Fall
bleibtE aktiv.
Tamed-L4Linux implementiert ein derartiges Lock als Ersatz fürcli undsti , allerdings sperrt
die bisherige Implementierung selbst die Interrupts für kurze Zeit und ist deshalb auf IOPL 3 ange-
wiesen.
Solange ein Programm an mindestens einer Stelle im Code die Interrupts sperrt, muss es mit
IOPL 3 ausgeführt werden. Dieses Programm kann damit auch ohne weitere Restriktionen auf alle
IO-Ports zugreifen. Als Alternative wäre auch eine Emulation dercli - und sti -Anweisungen
durch den Kern möglich, da diese Instruktionen Traps auslösen, wenn sie mit geringerer IOPL
ausgeführt werden. Diese Lösung ist aber meist nicht praktikabel, da Kerneintritte auf vielen Ar-
chitekturen teuer sind. Bei der x86-Architektur kommt hinzu, dass nicht alle Anweisungen, die für
die Steuerung der Interrupt-Zustellung relevant sind, Traps auslösen (siehe Abschnitt 2.2.3).
In Tamed-L4Linux wurden die folgenden Abschnitte identifiziert, die Interrupts für Synchronisa-
tionszwecke sperren:
• Das Testen und Setzen des neuen Lock-Eigentümers in der Implementierung descli -Locks
muss atomar erfolgen.
• Die Abfrage der CMOS-Uhr muss synchronisiert werden, weil die Geräteregister nur wäh-
rend eines bestimmten Zustandes ausgelesen werden dürfen.
• Wenn der L4Linux-Server auf neue Aufträge wartet, muss er atomar von einer Top-Half-
Interrupt-Routine aufgeweckt werden.
• Tamed-L4Linux bestätigt eingehende Interrupts am Interrupt-Controller. Die Programmie-
rung des Interrupt-Controllers muss synchronisiert mit anderen Anwendungen erfolgen.
Im Rahmen dieser Arbeit wurden alle diese Stellen durch Implementierungen ersetzt, die mit
eingeschränkten IO-Rechten auskommen (vgl. Abschnitt 4.1).
IO-Bitmap und kleine Adressräume Wird ein Programm mit einer IOPL< CPL ausgeführt,
so überprüft der Prozessor bei Ausführung eines Befehls zur Ein-/Ausgabe über einen IO-Port die
IO-Bitmap. Diese enthält ein Bit pro IO-Port. Ist dieses gesetzt, darf der aktuelle Prozess weder
auf den entsprechenden Port schreiben, noch davon lesen. Die IO-Bitmap ist Teil desTask State
Segments(TSS) und hat eine Größe von 8 KB (entspricht 65536 IO-Ports). Sie wird unter Fiasco bei
jedem Adressraumwechsel automatisch mit dem Wechsel des Seitenverzeichnisses umgeschaltet,
da jeder Prozess seine eigene IO-Bitmap in das TSS einblendet.
Soll zu einem kleinen Adressraum umgeschaltet werden, so muss die Umschaltung der IO-
Bitmap separat erfolgen, weil dann das Seitenverzeichnis nicht verändert wird – es werden nur
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neue Segmente geladen. Falls im vorherigen Adressraum eine IO-Bitmap eingeblendet war, müs-
sen ferner die der IO-Bitmap zugehörigen TLB-Einträge geleert werden. Das explizite Leeren eines
TLBs kann sehr teuer sein (siehe Abschnitt 4.2).
Linux unterstützte bis Version 2.4 nur 1024 IO-Ports. Ein Prozess, der auf die Ports 1025-65535
zugreifen möchte, wird daher mit IOPL 3 ausgeführt. Dies ist gefährlich, weil dadurch z. B. der
gesamte X-Server mit uneingeschränkten IO-Rechten ausgeführt werden muss. Ab Linux Versi-
on 2.6.8 kann jeder Prozess eine IO-Bitmap für alle 65536 Ports erhalten. Im Unterschied zu
Fiasco wird die IO-Bitmap beim Adressraumwechsel nicht durch Austausch der entsprechenden
Seitentabellen-Einträge umgeschaltet, sondern durch Kopieren. Auf einem Pentium M 1.6 GHz
dauert das Kopieren eines Bytes ohne Verwendung von Prefetch-Befehlen etwa 4 Zyklen. Das Ko-
pieren von 8 KB kann daher mehr als 30000 Takte in Anspruch nehmen. Kopiert wird allerdings
nicht bei jedem Adressraumwechsel, sondern erst dann, wenn der Prozess auf einen IO-Port zu-
greift.
2.4.4 Mehrprozessorsysteme
Sollen Anwendungen auf Mehrprozessorsystemen ausgeführt werden, sind im Vergleich zu Einpro-
zessorsystemen zusätzliche Maßnahmen für die Synchronisation kritischer Abschnitte notwendig.
Ein Standard-Betriebssystem, das als Nutzeranwendung auf einer virtuellen Maschine oder auf ei-
nem Mikrokern ausgeführt wird, kann mehrere Prozessoren nach folgenden Modellen unterstützen:
1-zu-1 Auf jedem Prozessor wird eine eigene Instanz des Betriebssystems mit jeweils eigenen
Ressourcen ausgeführt, die jeweils als Server für dedizierte Anwendungen auf diesen Pro-
zessoren dienen. Dieses Modell kann auf den Einprozessor-Fall abgebildet werden, weil je-
des Betriebssystem nur einen Prozessor „sieht“. Aus Sicht der Anwendung ist dieses Modell
unflexibel, da Anwendungen statisch an einen Prozessor gebunden sind und Ressourcen zwi-
schen Nutzeranwendungen auf verschiedenen Prozessoren nur eingeschränkt dynamisch zur
Laufzeit verteilt werden können.
1-zu-n Es wird nur eine Instanz des Betriebssystems ausgeführt, die statisch an einen Prozes-
sor gebunden ist. Dieses Modell ähnelt der ersten Variante, wobei hier Nutzeranwendungen
zwischen den Prozessoren migrieren können und ein Server die Ressourcen für alle An-
wendungen verwaltet. Allerdings stellt der Prozessor, der das Betriebssystem ausführt, den
Flaschenhals für das System dar.
n-zu-n Eine Instanz des Betriebssystems dient als Server für die Anwendungen auf verschiedenen
Prozessoren und wird auf allen Prozessoren ausgeführt. Dieses Modell ist am flexibelsten,
bedingt aber auch den größten Aufwand an Synchronisation. Weiterhin stellt dieses Modell
besondere Anforderungen an die Schnittstelle zum Mikrokern.
Ferner werden Single-Server und Multi-Server unterschieden:
• L4Linux ist als klassischer Single-Server implementiert. Systemaufrufe von Anwendungen
werden mittels synchroner IPC im Server serialisiert, so dass zu einem bestimmten Zeit-
punkt jeweils nur der Systemaufruf bearbeitet wird. Diese Implementierung ist mit allen
Prozessormodellen von oben vereinbar.
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• Linux als Multi-Server würde es ermöglichen, Systemaufrufe von verschiedenen Linux–An-
wendungen gleichzeitig im Kern zu behandeln. Damit ergäbe sich aber auch zusätzlicher
Synchronisationsaufwand innerhalb des Servers.
In dieser Arbeit wird L4Linux als Single-Server auf einem Einprozessorsystem ausgeführt, da
bisher nur eineexperimentelleFiasco-Implementierung für Mehrprozessorsysteme existiert.
2.5 IO-Architekturen
Eine wesentliche Aufgabe von Betriebssystemen ist die Abstraktion der Hardware. Gerätetreiber
bilden dabei die untersten Einheiten. Ein wichtiger Bestandteil eines Gerätetreibers ist der Aus-
tausch von Daten mit dem Gerät. Genauso wie der Datenaustausch zwischen Anwendungen nur
über spezielle Kanäle erfolgen darf, müssen zusätzliche Sicherheitsaspekte bei Treibern beachtet
werden, wenn dem Betriebssystem nicht vertraut werden soll.
In vielen Architekturen ist es üblich, dass entweder die CPU aktiv an der Ein-/Ausgabe von Da-
ten beteiligt ist, oder dass Geräte selbstständig Datentransaktionen vornehmen können. In der x86-
Architektur werden Daten üblicherweise mittelsprogrammierter IOoder mittelsdirektem Spei-
cherzugriff (DMA) bewegt.
2.5.1 Programmierte IO (PIO)
In dieser Betriebsart greift die CPU lesend oder schreibenddirekt auf Adressen externer Geräte zu.
Das kann entweder über einen speziellen Adressraum, die IO-Ports (bei x86-Systemen) erfolgen,
oder das Gerät blendet Register in den physischen Adressraum der CPU ein (memory-mapped IO).
Während die CPU im ersten Fall spezielle Ein-/Ausgabe-Befehle ausführt, erfolgt der Zugriff bei
memory-mapped IO mit normalen Befehlen zum Lesen/Schreiben von Speicher.
Bei direktem Zugriff ist die CPU unmittelbar am Datentransfer beteiligt und steht deshalb im
Laufe der IO-Operation nicht für andere Aufgaben zur Verfügung. Bei CPUs mit mehreren Regis-
tersätzen (z. B. Hyper-Threading bei Intel Pentium 4) könnte ein dedizierter Thread für IO-Zugriffe
vorgesehen werden. Weil dieser spezielle IO-Thread nur bestimmte Recheneinheiten belegt, dürf-
ten andere Threads mit hohem Rechenanteil nur unmerklich durch Ein-/Ausgabe behindert werden.
Diese Lösung führt allerdings zu einer geringeren Auslastung der CPU, falls mehrere Threads im
System rechenbereit sind.
Programmierte IO ist für schnelle Kommunikation mit externen Geräten nicht nur aufgrund der
hohen CPU-Last ungeeignet, sondern auch aufgrund eingeschränkter Performance: Heutige PC-
Hardware fügt aus Gründen der Abwärtskompatibilität Wartezyklen bei Zugriffen auf IO-Ports
ein. Deshalb lassen sich mit dieser IO-Betriebsart meist nur verhältnismäßig geringe Datenraten
erzielen.
Der Datenfluss bei programmierter IO ist durch Einschränkung der IO-Rechte kontrollierbar
(siehe Abschnitt 2.4.3).
2.5.2 Direkter Speicher-Zugriff (DMA)
Für schnelle Kommunikation mit IO-Geräten ist der direkte Speicherzugriff (D rect Memory Ac-
cess, DMA) vorgesehen, bei dem die aktive Rolle bei der Datenübertragung eine eigene Einheit, der
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DMA-Controller, übernimmt. Für einen Datentransfer benötigt der DMA-Controller Informationen
über Größe und Anfangsadresse von Blöcken imphysischenAdressraum. Der Transfer erfolgt zwi-
schen Gerät und Hauptspeicher ohne weiteres Mitwirken der CPU. Die Arbeit der CPU wird nur
soweit ausgebremst, wie sich DMA-Einheit und CPU die Bus- und Hauptspeicher-Bandbreite teilen
müssen. Nach Abschluss des Datentransfers löst die DMA-Einheit ggf. einen Interrupt aus.
Um die Caches innerhalb der CPU auch während des DMA-Transfers konsistent mit dem Haupt-
speicher zu halten, „lauscht“ die CPU auf x86-Systemen am Adressbus und invalidiert ggf. ungültig
gewordene Cache-Lines (Snooping). Auf anderen Architekturen müssen die Caches betreffender
Seiten explizit invalidiert werden.
Die ursprüngliche PC-Architektur sieht keine speziellen Schutzmechanismen gegenüber DMA
vor. Da der DMA-Controller selbst ein Gerät ist, das mittels programmierter IO programmiert wird,
kann der Zugriff auf die DMA-Geräteregister eingeschränkt werden. Der Original-IBM-PC hatte
nur einen DMA-Controller, der zentral von einer vertrauenswürdigen Komponente verwaltet wer-
den kann. Seit der Einführung des PCI-Busses besitzen aber auch externe Geräte jeweils eigene
DMA-Einheiten, die gerätespezifisch programmiert werden müssen (siehe folgender Abschnitt).
Eine zentrale Verwaltung aller DMA-Einheiten ist deshalb nicht möglich.
2.5.3 Busmaster-DMA über PCI-Busse
Der PCI-Bus [74] ist ein weit verbreiteter paralleler IO-Bus für die Verbindung schneller IO-Geräte.
Er ist üblicherweise über einePCI-Bridgemit dem Systembus verbunden, an dem auch Hauptspei-
cher und CPU angeschlossen sind (siehe Abbildung 2.4). Der PCI-Bus unterstützt mehrere Adres-
sierungsarten für die Interaktion zwischen Geräten. DerM mory Spacealler PCI-Geräte und der
Hauptspeicher bilden zusammen einen großen physischen Adressraum [80]. Auf denI/O-Space
kann nur unter Verwendung spezieller IO-Zyklen über IO-Ports zugegriffen werden.
PCI-Geräte können temporär die Kontrolle über den Bus übernehmen (sie werdenBusmaster)
und während dieser Zeit aktiv Daten von einem Gerät am Bus (demTarget) empfangen bzw. an
dieses Gerät senden. Die Auswahl des Ziel-Gerätes für eine Datentransaktion erfolgt implizit durch
Spezifikation einer entsprechenden physischen IO-Adresse am Beginn der Transaktion. Der PCI-
Bus unterstützt nicht mehrere parallele Datenströme: Ein zentraler Arbiter entscheidet, wer die
Kontrolle über den Bus für eine bestimmte Zeiteinheit übernimmt. Der Arbiter ist normalerweise
Bestandteil der PCI-Schnittstelle im Chipsatz (z. B. bei Intel 810 [48]).
Werden Daten zur PCI-Bridge am Systembus übertragen, so werden diese unter Umgehung der
MMU direkt an die jeweiligen physischen Adressen im Hauptspeicher geschrieben. Ein Festplatten-
Controller kann so beispielsweise aktiv und ohne Mitwirken der CPU Daten vom Controller-Cache
in den Hauptspeicher der CPU übertragen. Diese Übertragungsart wird im folgenden alsBusmaster-
DMA bezeichnet. Der Hauptspeicher selbst kann nie Transaktionen initiieren.
PCI-Busmaster sind aufgrund des direkten Zugriffs auf den Hauptspeicher in der Lage, Adress-
raumgrenzen und Privilegstufen zu umgehen. Treiber für PCI-Geräte bedeuten daher ein Sicher-
heitsrisiko für vertrauenswürdige Anwendungen und den Betriebssystem-Kern.
Dass DMA ein Sicherheitsrisiko darstellt, wurde bereits 1981 von Rushby festgestellt [78]. Kon-
ventionelle Kerne müssten deshalb alle IO-Operationen generell kontrollieren, und dies verkompli-
ziert das Design nach seiner Ansicht wesentlich. Das von ihm vorgestellteS cure User Environment
wählt deshalb den radikalen Ansatz und verbietet DMA generell.
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Abbildung 2.4: Anbindung des PCI-Busses am Beispiel des Chipsatzes Intel 810 (nach [48]).
PCI-Express [8] ist der aktuelle Nachfolger des PCI-Busses. Aus Programmierersicht verhält
sich diese Architektur ähnlich wie ein PCI-Bus, aus Hardware-Sicht stellt er jedoch eine stern-
förmige Struktur mit einem Switch als Vermittler zwischen Endpunkten dar. Neben der größeren
Datenrate unterstützt PCI-Express im Gegensatz zum PCI-Bus mehrere parallele Datenströme.
2.5.4 Einschränkung von Busmaster-DMA mittels spezieller Hardware
Herkömmliche IOMMUs
Eine IOMMU kann sicherstellen, dass IO-Geräte nicht auf beliebige physische Adressen zugreifen
können. Das Funktionsprinzip ist ähnlich einer MMU: Es werden nur die Zugriffe auf den physi-
schen Adressraum zugelassen, für die ein Eintrag in einer ggf. mehrstufigen Tabelle existiert. Der
Hauptspeicher und Geräte an den IO-Bussen bilden den physischen Adressraum. IOTLBs speichern
gültige Abbildungen, damit nicht bei jedem IO-Zugriff über die Tabelle traversiert werden muss.
Auf der x86-Architektur wurde die Funktionalität von IOMMUs zuerst innerhalb von AGP-
Bridges implementiert. Der AGP-Bus dient zur schnellen Anbindung der Grafikkarte an den Haupt-
speicher, damit große Datenmengen, die nicht in den Speicher der Grafikkarte passen (z. B. umfang-
reiche Texturen, Geometrieinformationen und Kommandosequenzen), effizient aus dem Hauptspei-
cher gelesen werden können. Aus Sicht der Grafikkarte ist ein linearer Zugriff auf den Hauptspei-
cher erwünscht, allerdings ist es für Betriebssysteme nicht praktikabel, einen großen statischen
zusammenhängenden Bereich des physischen Hauptspeichers für teilweise temporäre Daten der
Grafikkarte zu reservieren. Aus diesem Grund enthält jede AGP-Bridge ab AGP Rev. 2.0 eine IO-
MMU, die in der Lage ist, aus verteilten Kacheln des Hauptspeichers eine lineare virtuelle Region
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(die AGP Graphics Aperture) für die Grafikkarte zusammenzufügen [41]. Zugriffe auf Bereiche
außerhalb der Graphics Aperture werden ohne Übersetzung an den Hauptspeicher weitergeleitet.
In aktuellen Rechnerarchitekturen sind IOMMUs vor allem auf 64-Bit-Systemen zu finden, wo
sie die Umsetzung zwischen dem physischen Adressraum der CPU und dem 32-Bit PCI-Bus über-
nehmen. Beispiele dafür sind im AMD Opteron [1], in Chipsätzen für Intel Itanium [73] sowie in
der microSPARC-Architektur [85] zu finden.
Leslie und Heiser zeigen, wie mittels einer herkömmlichen IOMMU der Zugriff von Treibern
auf beliebige physische Adressen verhindert werden kann [52]. Während der gesamten Datenüber-
tragung darf der in die Übertragung involvierte physische Speicher keiner anderen Anwendung
zugeordnet werden. Insbesondere muss das Auslagern einer solchen Kachel während dieser Zeit
ausgeschlossen werden (Pinning). Vor Beginn der Übertragung muss der Treiber gültige Abbildun-
gen physischen Speichers für den Zugriff durch das Gerät in der IOMMU etablieren. Ein Gerät
kann nur auf Daten zugreifen, für die in der IOMMU eine Abbildung existiert. Allein die Kompo-
nente zum Programmieren der IOMMU muss vertrauenswürdig sein. Sie hat sicherzustellen, dass
ein Client nur physische Bereiche, dieihm zugeordnet sind, für externe Geräte zugreifbar machen
kann.
Da die beschriebene IOMMU generell Abbildungen für den gesamten PCI-Bus vornimmt, exis-
tiert nur ein Adressraum pro IO-Bus bzw. für alle IO-Busse. Geräte können damit ohne Vermittlung
der IOMMU untereinander kommunizieren. Wenn zwei Geräte gleichzeitig per Busmaster-DMA
auf den Hauptspeicher zugreifen, kann ein Gerät am Datenstrom des anderen Gerätes mitlauschen,
wenn es die aktuelle Abbildung in der IOMMU erraten hat.
Wird ein zu kapselnder Gerätetreiber als bösartig angenommen, reicht dieses Modell einer IO-
MMU nicht aus, um unkontrollierten Datenaustausch zu vermeiden. In Abschnitt 3.2 wird ein dies-
bezüglich allgemeineres Modell einer IOMMU vorgestellt.
NGSCB und LaGrande Technology
Der direkte Zugriff von Busmaster-DMA-fähigen Geräten auf Speicher kann mit NGSCB (siehe
Abschnitt 2.2.4) kontrolliert werden, indem privilegierte Programme im Root Mode eine Maske
definieren, die ausgewählte Speicherbereiche mit Seitengranularität von DMA ausschließt [70].
Ähnlich wird dieses Problem mit LaGrande Technology gelöst. Beide Techniken erweitern den
Schutz im Gegensatz zu herkömmlichen IOMMUs auch auf den Chipsatz, so dass nicht nur der
Hauptspeicher vor nicht autorisierter DMA geschützt werden kann, sondern alle Geräte.
Über beide Techniken ist allerdings bisher nicht bekannt, ob sie nurei e systemweite Maske
für gültige DMA-Regionen definieren oderine Maske pro Gerät. Bei nur einer systemweiten
Maske kann nicht verhindert werden, dass zwei gleichzeitig aktive Geräte über eine DMA-Region
kommunizieren. Dies soll am folgenden Beispiel verdeutlicht werden:
In Abschnitt 2.2.1 wurde dargestellt, wie in der µSINA-Architektur (MLS) zwei nicht vertrau-
enswürdige Netzwerk-Stacks Daten nur über eine vertrauenswürdige Anwendung (den Viadukt)
austauschen können. Beide Stacks würden mit eingeschränkten Rechten, alsonicht im Root Mode,
ausgeführt. Für Netzwerk-Kommunikation mittels Busmaster-DMA müssten beide Treiber gültige
DMA-Regionen für ihren zugehörigen Netzwerkadapter vom Domain Manager beantragen. Sind
beide Geräte gleichzeitig aktiv, so kann ein Adapter die DMA-Region des anderen benutzen, um
Daten mit dem anderen Stack unter Umgehung des Viaduktes auszutauschen.
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Die S/390 Channel-Architektur
Die S/390 Channel-Architektur [83] unterscheidet sich erheblich vom IO-System der PC-
Architektur. Sie enthält ein IO-Subsystem, das eine einheitliche Sicht auf IO-Geräte bietet.
Datenübertragungen werden von so genanntenIntegrated Offload Processors(IOPs) durchge-
führt, die kleine Programme (Channel Programs) ausführen. Die IOPs sind unabhängig von den
Geräten und werden einheitlich programmiert. Ein Channel Program enthält Befehle für Daten-
transfer vom bzw. zum Hauptspeicher und Regeln für die Fehlerbehandlung. Der Datenverkehr
wird immer vomHost initiiert, niemals vomGerät.
Diese Architektur erlaubt die parallele Ausführung von IO-Operationen unabhängig von der
CPU. Im Gegensatz zur Channel-Architektur muss ein PCI-Gerät auf Standard-Hardware entspre-
chend programmiert werden, damit es eine Datenübertragung per Busmaster-DMA durchführen
kann, und die Programmierschnittstelle ist gerätespezifisch. Eine Kontrolle der DMA-Einheit er-




Mit L4Linux stand bereits zu Beginn dieser Arbeit ein para-virtualisiertes System zur Verfügung, bei
dem das Standard-Betriebssystem Linux durch Ausführung auf einem Mikrokern sowie wenigen
vertrauenswürdigen Servern gekapselt wird. Linux hat nur noch eingeschränkte Rechte und kann
damit bestimmte privilegierte Befehle nicht mehr ausführen (z. B. Setzen der Seitentabelle).
Allerdings müssen Anwendungen, die neben L4Linux ausgeführt werden, diesem immer noch
vertrauen, da dieses nicht mit eingeschränkten IO-Rechten ausgeführt wird und damit Interrupts
sperren und beliebig auf Geräte zugreifen kann, die über IO-Ports programmiert werden. In Ab-
schnitt 3.1 wird gezeigt, wie kritische Abschnitte anders als durch Sperrung der Interrupts geschützt
werden können.
Das verbleibende Problem stellen Geräte dar, die Daten per Busmaster-DMA übertragen können.
Da diese Übertragungsart auf aktueller Hardware nicht ausreichend kontrolliert werden kann, sind
Treiber für diese Geräte in der Lage, mit anderen Geräten direkt zu kommunizieren und beliebige
Daten im Hauptspeicher zu lesen bzw. zu schreiben. In Abschnitt 3.2 werden daher Möglichkeiten
erörtert, wie sich das System vor Kompromittierung durch nicht vertrauenswürdige Treiber schüt-
zen lässt, und es wird eine allgemeine Lösung für das DMA-Problem dargestellt.
3.1 Synchronisation ohne Sperren der Interrupts
Wie in Abschnitt 2.4.3 beschrieben, verwenden Betriebssysteme häufig das Sperren von Interrupts
zur Synchronisation kritischer Abschnitte. In einem zusagenfähigen System mit eingeschränkten
Rechten müssen kritische Abschnitte mit anderen Hilfsmitteln synchronisiert werden, weil das
Sperren von Interrupts meist spezielle Privilegien voraussetzt und die Vorhersagbarkeit beeinflusst.
Die Verwendung von Interrupt-Sperren erfolgt in Betriebssystemen üblicherweise aus zwei Grün-
den, die in den folgenden Abschnitten dargestellt sind.
3.1.1 Zeitkritischer Code
Ein Abschnitt enthält eine Folge von Anweisungen, die innerhalb einer bestimmten maximalen Zeit
ausgeführt werden müssen. Dieser Fall tritt vor allem bei Gerätetreibern auf. Beispielsweise ist der
Zugriff auf den Zähler der CMOS-Uhr eines PCs nur während eines bestimmten Zeitintervalls
erlaubt [72]. Außerhalb dieses Intervalls ist das Ergebnis der Lese- oder Schreiboperation nicht
bestimmt. Der Anfang des gültigen Zeitfensters wird durch Pollen eines Statusregisters auf ein
bestimmtes Bit ermittelt. Durch Sperren der Interrupts wird sichergestellt, dass das Programm von
der Erkennung des Bits bis nach dem Zugriff auf das Geräteregister atomar ausgeführt wird.
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Die korrekte Ausführung zeitkritischer Abschnitte kann wie folgt ohne Sperrung der Interrupts
erreicht werden:
• Handelt es sich um einen sehr kurzen Abschnitt, kann eine Technik namensDelayed Pre-
emption[89] verwendet werden. Dabei wird der Betriebssystem-Kern durch geeignete Mit-
tel (z. B. Systemruf, gemeinsamer Datenbereich) informiert, dass der Prozess für eine kurze
Zeit (im Bereich von wenigen Mikrosekunden) nicht unterbrochen werden möchte. Nach
Ausführung des atomaren Codes gibt der Prozess freiwillig die Kontrolle an den Scheduler
ab, falls dieser im kritischen Abschnitt unterbrochen werden sollte. Die Information über ei-
ne versuchte Unterbrechung muss vom Kern in geeigneter Form exportiert werden. Liegt ein
Versuch zur Unterbrechung des kritischen Abschnitts vor und lässt der Prozess die maxima-
le Zeitspanne ohne freiwillige Preemption verstreichen, erfolgt eine Zwangsunterbrechung
durch den Scheduler. Diese Methode impliziert minimale Kosten für den Fall, dass die reser-
vierte Zeit nicht überschritten wird.
• Eine Alternative zu Delayed Preemption ist die Auslagerung des kritischen Abschnitts in
einen vertrauenswürdigen Server, der das Recht hat, die Interrupts zu sperren bzw. der mit
einer höheren statischen Priorität ausgestattet ist. Im Vergleich zu Delayed Preemption fallen
zusätzliche Kosten für Adressraumwechsel an. Die Zwangsunterbrechung des Schedulings
für die Zeit des kritischen Abschnitts kann negative Auswirkungen auf die Vorhersagbarkeit
des Systems haben. Die Synchronisation durch Prioritäten erfordert eine Sonderbehandlung
im Multiprozessor-Fall.
• Bei zeitkritischen Abschnitten, die einRollbackerlauben, kann der kritische Abschnitt oh-
ne Synchronisation ausgeführt werden, ähnlich wie in [7] beschrieben. Für den Fall, dass
während der Ausführung ein Kontextwechsel stattgefunden hat, wird der zeitkritische Ab-
schnitt noch einmal wiederholt. Ob die zeitlichen Bedingungen eingehalten wurden, kann
z. B. mittelsTime Stamp Counter[47] überprüft werden. Für das Beispiel der CMOS-Uhr
des PCs wird das Auslesen einfach wiederholt, falls während des Lesens eine Unterbrechung
stattfand.
• Bestimmte kritische Abschnitte können nach Unterbrechung nicht neu gestartet werden.
Wird ein kritischer Abschnitt unterbrochen, könnte dieser aber vor Ausführung der Unterbre-
chungsroutine erst zu Ende ausgeführt werden (Rollforward [71]). Diese Technik erfordert
jedoch, dass alle möglichen Unterbrechungsroutinen mit diesem Fall umgehen können. Dies
ist insbesondere nicht möglich, wenn kritische Abschnitte in Nutzerprogrammen durch Un-
terbrechungsroutinen des Kerns (z. B. für Zeitgeber-Interrupt) unterbrochen werden, da aus
Gründen der Sicherheit im Kontext des Kerns kein Nutzercode ausgeführt werden sollte.
3.1.2 Gegenseitiger Ausschluss
Der klassische Einsatzfall für das Sperren von Interrupts ist der gegenseitige Ausschluss paralleler
Aktivitäten bei kritischen Abschnitten. Hier gibt es üblicherweise keine zeitlichen Anforderungen,
sondern es soll meist eine bestimmteR ihenfolgeder Zugriffe auf Variablen oder Geräteregister
durch nebenläufige Aktivitäten sichergestellt werden. Als Alternative zur Sperrung von Interrupts
kann hier ein Lock benutzt werden, das die Semantik voncli undsti nachbildet und auf das alle
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beteiligten Threads synchronisieren müssen (siehe Abschnitt 2.4.3). Eine geeignete Implementie-
rung für Nizza ist in Abschnitt 4.1.1 angegeben.
Locks bzw. Semaphore basieren oft auf Prozessorinstruktionen, die atomar Werte im Speicher
verändern und testen können (z. B. Dekrementieren kombiniert mit Test auf Null). Auf Architektu-
ren ohne derartige Instruktionen müssen diese geeignet nachgebildet werden, beispielsweise mittels
Systemrufen oder mittels Delayed Preemption (siehe vorheriger Abschnitt).
3.1.3 Vorgehensweise
Die Auswahl, welche der gezeigten Techniken anstelle der Interrupt-Sperrung verwendet werden
kann, erfolgt durch Analyse des Codes. Den Normalfall stellt unter Linux der gegenseitige Aus-
schluss bei kritischen Abschnitten dar. Daher wurden die in Linux definierten Funktionencli und
sti durch ein Lock ersetzt. Besonders untersucht werden müssen Code-Abschnitte im architek-
turabhängigen Teil. Dort mussten einige wenige kritische Abschnitte durch andere Maßnahmen
geschützt werden (siehe Abschnitt 4.1.1).
Im Rahmen dieser Arbeit konnten allecli - undsti -Instruktionen in Linux eliminiert werden.
Es ist nun möglich, den Linux-Server mit eingeschränkten IO-Rechten (IOPL 0) auszuführen.
Mit Hilfe der in den Abschnitten 3.1.1 und 3.1.2 dargestellten Methoden sollte es generell ver-
meidbar sein, Interrupts in Nutzerprozessen zum Zwecke der Synchronisation zu sperren.
3.2 Sichere Ein-/Ausgabe mittels Busmaster-DMA
Externe Geräte können mittels Busmaster-DMA selbstständig und ohne Kontrolle Daten im Haupt-
speicher referenzieren und untereinander kommunizieren. Dies stellt ein Problem dar, da in siche-
ren Systemen jeder Austausch von Informationen autorisiert sein muss. Als Angriffsmodell wird
hier die vollständige Penetration des Gerätetreibers angenommen. Treiber und Gerät sind damit
potenziell bösartig und müssen geeignet gekapselt werden. Als Lösung für dieses Problem bieten
sich zwei Möglichkeiten an: Entweder wird es nicht vertrauenswürdigen Treibern nicht gestattet,
DMA-Operationen auszuführen, oder DMA-Operationen werdenkontrolliert ausgeführt.
Generell lassen sich drei Hardware-Architekturen unterscheiden, die jeweils unterschiedlichen

































(c) Ein IO-Adressraum pro
IO-Gerät.
Abbildung 3.1: Busstrukturen. Schutz-Domänen sind farblich markiert.
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(a) DMA-Zugriffe könnenohne IOMMUnicht kontrolliert werden. Um Sicherheit garantieren
zu können, müssen die Treiber für alle DMA-fähigen Geräte sowie die Geräte selbst vertrau-
enswürdig sein.
(b) Ein IO-Adressraum pro IO-Busermöglicht es, Kern und Anwendungen vor direkter Ma-
nipulation mittels Busmaster-DMA zu schützen, indem einer Gruppe von Geräten nur der
Zugriff auf Bereiche des physischen Adressraumes gestattet wird, für die gültige Abbildun-
gen von diesem IO-Adressraum definiert sind (Abschnitt 2.5.4). Die Zuteilung eines IO-
Adressraumes pro Bus verhindert aber nicht, dass ein IO-Gerät eine Abbildung in der IO-
MMU benutzt, die nicht für dieses eingerichtet wurde. Wenn zwei Geräte A und B der sel-
ben Gruppe parallel für Busmaster-DMA programmiert wurden, dann könnte Gerät B eine
Abbildung, die für Gerät A eingerichtet wurde, erraten und damit den Datenstrom an bzw.
von Gerät A mitlesen oder verändern. Dies führt im weiteren Sinne zu einer Kommunikation
der beiden Geräte ohne Vermittlung der IOMMU.
(c) Für einen vollständigen Schutz ist es deshalb notwendig, jedes Gerät einzeln zu kapseln. Dies
erforderteinen IO-Adressraum pro Gerät, implementierbar durcheine logische IOMMU pro
Gerät. Der Adressraum eines IO-Gerätes besteht aus Abbildungen zwischen den Adressen
des IO-Gerätes und den Adressen des physischen Adressraumes. Hier wird der Begriff „lo-
gische“ IOMMU verwendet, weil anstelle einer physischen IOMMU pro Gerät (wie im Bild
dargestellt) auch eine einzige IOMMU für alle Geräte eines IO-Busses in der System-Bridge
implementiert sein könnte, die für den gerade aktiven Busmaster die Kontrolle übernimmt
(siehe Abschnitt 3.2.3).
Architektur (c) erreicht die vollständige Kontrolle der Geräte-DMA durch räumliche Kapselung.
Leider ist diese Architektur auf heutiger Hardware noch nicht zu finden.
Es gibt allerdings den Ansatz, herkömmliche IOMMUs nach Modell (b) zeitlich so zu multiple-
xen, dass immer nur ein IO-Gerät pro IOMMU einen Datentransfer ausführen kann [53]. Damit
entscheidet nicht mehr der Bus-Arbiter, welches Gerät Busmaster wird, sondern eine vertrauens-
würdige Instanz innerhalb des Betriebssystems, der IO-Scheduler. Jedes Gerät besitzt einen eigenen
Kontext in der IOMMU, der aktiviert wird, wenn der IO-Scheduler das Gerät auswählt. Dieser An-
satz impliziert zusätzliche Kosten für das Umschalten der Kontext-Informationen in der IOMMU.
Außerdem können bei per Software erzwungenem Scheduling nur eingeschränkt Informationen
über den aktuellen Gerätezustand einbezogen werden.
Nachfolgend werden die einzelnen Varianten einer IOMMU dargestellt. Für über den Trivial-
fall (Verbot von Busmaster-DMA) hinausgehende Lösungen wird im übernächsten Abschnitt der
Begriff des DMA-Managers eingeführt.
3.2.1 Verbot von Busmaster-DMA
Durch Verbieten des Busmaster-DMA-Modus kann verhindert werden, dass eine nicht vertrauens-
würdige Anwendung mittels DMA das System kompromittiert. Die Abschaltung kann z. B. über
den Konfigurationsbereich von PCI-Geräten erfolgen. Wenn Busmaster-DMA-fähige Geräte nur
durch vertrauenswürdige Treiber gesteuert werden und anderen Geräten der DMA-Modus nicht
erlaubt wird, dann ist eine Integration einer IOMMU im System nicht notwendig.
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Viele Geräte beherrschen neben dem DMA-Modus auch die Möglichkeit, Daten per program-
mierter IO (PIO) auszutauschen. Aus den im Abschnitt 2.5.1 aufgeführten Gründen kann aller-
dings nicht immer auf die Möglichkeit, Daten per DMA zu transportieren, verzichtet werden. Bei-
spielsweise können Netzwerk-Controller, die Deskriptorlisten im Hauptspeicher halten, nicht mit
programmierter IO betrieben werden.
3.2.2 Verwaltung von IO-Adressräumen
Für die Durchsetzung von virtuellen Adressräumen werden klassischerweiseM mory Management
Units (MMUs) eingesetzt. Die MMU wird meist durch den Kern eines Betriebssystems als vertrau-
enswürdige Instanz programmiert. Der Kern exportiert eine geeignete Schnittstelle, die es Nut-
zeranwendungen ermöglicht, virtuelle Adressräume aus Abbildungen auf den physischen Adress-
raum aufzubauen. Dieser umfasst neben dem Hauptspeicher auchmemory mappedRegister und
eingeblendeten Speicher von IO-Geräten. In Nizza sind Pager für den Aufbau der Adressräume
verantwortlich (vgl. Abschnitt 2.3.3).
Durch IOMMUs werden – analog zu MMUs – Adressräume für IO-Geräte geschaffen, je nach
Implementierung entweder ein Adressraum pro IO-Bus oder ein Adressraum pro IO-Gerät. IO-
Adressräume enthalten ebenfalls Abbildungen auf den physischen Adressraum der CPU. Diese
werden in geeigneter Form gespeichert. Nachfolgend wird für diese Struktur der BegriffIO-Tabelle
verwendet – analog den Seitentabellen für virtuelle Adressräume der CPU.
Wer programmiert IOMMUs?
Prinzipiell fügen sich IO-Adressräume nahtlos in das Konzept der virtuellen Adressräume ein und
könnten unter Nizza mittels Pager verwaltet werden: Ein Gerät benötigt für eine DMA-Operation
eine Abbildung auf den physischen Adressraum. Diese könnte der Gerätetreiber einrichten (lassen),
der damit gleichzeitig die Rolle eines Pagers für das Gerät übernimmt. Der Treiber hat selbst nur
Zugriff auf Abbildungen, die ihm aus anderen Adressräumen übereignet wurden.
Bei näherer Betrachtung offenbart sich allerdings, dass die Seitentabellen der MMU und die
IO-Tabellen der IOMMUs konsistent gehalten werden müssen, d. h. Abbildungen dürfen in einen
IO-Adressraum nur aufgenommen werden, wenn sie von einem virtuellen Adressraum oder einem
IO-Adressraum weitergegeben wurden. Bei Eintragung einer Abbildung in eine IO-Tabelle durch
einen Treiber muss daher folgendes bekannt sein:
• Auf welche Kachel soll die Abbildung eingerichtet werden?
• Besitzt der Treiber das Recht, eine solche Abbildung einzurichten, d. h. hat er selbst eine Ab-
bildung auf diese Kachel mit den geforderten Rechten (nur lesbar oder les- und schreibbar)?
Unter Nizza werden Seitentabellen ausschließlich vom Kern gelesen und geschrieben. Um si-
cherzustellen, dass nur rechtmäßig weitergegebene Abbildungen in IO-Tabellen eingetragen wer-
den, gibt es folgende Möglichkeiten:
• IOMMUs werden ausschließlich vom Kern programmiert. Dieser ist vertrauenswürdig und




• Die Programmierung der IOMMUs wird von vertrauenswürdigen Nutzerprozessen übernom-
men. Zur Kontrolle der Rechtmäßigkeit von Abbildungen exportiert der Kern die Seitenta-
bellen der Nutzerprozesse lesend. Alternativ dazu müssen die Informationen über zugehörige
Kachelnummer und Rechte der Abbildung auf andere Art und Weise ermittelt werden. Der
zum Root-Pagerσ0 gehörige Adressraum enthält bei Start des Systems exklusive Abbildun-
gen auf alle physischen Kacheln. Diese können selektiv an andere Adressräume weiterge-
geben werden. Ausgehend vonσ0 können die benötigten Informationen ausschließlich auf
Ebene der Nutzerprozesse ermittelt werden.
Die Programmierung der IOMMUs durch den Kern erfordert entsprechendeTreiberals integra-
len Bestandteil des Kerns. Geeignete IOMMUs wurden bisher noch nicht in Hardware implemen-
tiert. Auch wenn dies für kommende Generationen zu erwarten ist, ist die Schnittstelle zur Program-
mierung von IOMMUs höchstwahrscheinlich umfangreicher als die Schnittstelle zur Programmie-
rung von MMUs (Seitentabellen): MMUs sindinterner Bestandteil der meisten modernen CPUs,
während IOMMUs als externe Geräte implementiert werden. Mikrokerne mit L4-Schnittstelle soll-
ten jedoch nur kleine und unbedingt notwendige Komponenten enthalten. Aus diesem Grund wird
in dieser Arbeit der zweite Ansatz verfolgt.
Der DMA-Manager als vertrauenswürdige Instanz
Im folgenden wird die vertrauenswürdige Instanz zur Programmierung einer IOMMU als DMA-
Manager bezeichnet. Aus praktischen Gründen erscheint es sinnvoll, die Programmierungaller
IOMMUs durch einenDMA-Manager zu kontrollieren. Es wäre auch möglich, mehrere DMA-
Manager einzusetzen, die jeweils bestimmte Gruppen von IOMMUs (z. B. eine Gruppe pro IO-Bus)
kontrollieren. Dies vereinfacht das Modell aber nicht, da letztlich jeder DMA-Manager vertrauens-
würdig sein muss.
Es existiert noch ein weiterer Grund, die Anzahl an DMA-Managern gering zu halten: Wenn ein
Prozess sicherstellen möchte, dass auf einer Seite seines Adressraumes kein anderer Prozess und
kein IO-Gerät zugreifen kann, führt der Prozess eineu map-Operation auf diese Seite aus (vgl.
Abschnitt 2.3.3). Die Mapping-Datenbank stellt sicher, dass nach erfolgreicher Ausführung dieser
Operation keine Abbildungen in anderen virtuellen Adressräumen existieren. Um Abbildungen aus
allen IO-Adressräumen zu entfernen, müssen nun ebenfalls alle DMA-Manager aufgerufen werden.
Wie überprüft der DMA-Manager, ob der Auftraggeber eines Eintrags in der IO-Tabelle die not-
wendigen Rechte an der entsprechenden Kachel besitzt? In Abschnitt 2.3.3 wurden Dataspaces als
Container für abstrakte Daten eingeführt. Ein Client kann durch Angabe einer Dataspace-ID (und
ggf. eines Offsets und einer Länge) einem Treiber Puffer für DMA-Operationen zur Verfügung stel-
len. Für die Einrichtung einer Abbildung vom Adressraum des Gerätes auf den Dataspace wenden
sich entweder Client oder Treiber unter Angabe der Dataspace-ID an den DMA-Manager. Dieser
erfragt vom Dataspace-Manager die physischen Adressen der Kacheln des Dataspaces. Kann der
DMA-Manager dem Dataspace-Manager nicht vertrauen, dann muss diese Information ausgehend
vom Root-Pager validiert werden (siehe oben). Der Dataspace-Manager überprüft seinerseits, ob
der DMA-Manager berechtigt ist, auf den entsprechenden Dataspace zuzugreifen. Dieses Recht
muss dem DMA-Manager vom Client oder Treiber erteilt worden sein.
Alternativ zum Durchlaufen der Vertrauenskette ausgehend vonσ0 könnte der Kern auch lesen-
den Zugriff auf alle Seitentabellen exportieren. Dieser Ansatz wurde hier nicht weiter verfolgt, da
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dies dem Prinzip von L4 widerspricht, dem Kern nur Eigenschaften hinzuzufügen, die sich nicht
oder nur mit großem Aufwand im Nutzermodus implementieren lassen.
Pinning
Indem der DMA-Manager die physische Adresse der Region validiert hat, kann ausgeschlos-
sen werden, dass ein nicht vertrauenswürdiger Client beliebigen physischen Speicher für DMA-
Operationen zugreifbar machen kann. Zusätzlich muss noch sichergestellt werden, dass der Puf-
fer während der DMA-Operation nicht freigegeben oder ausgelagert wird. Dies wird durchPin-
ning des Dataspaces beim entsprechenden Dataspace-Manager erreicht. Bevor das Pinning eines
Dataspaces aufgehoben werden kann, muss der entsprechende Dataspace-Manager mit Hilfe des
































Wird dieser Zugriff nicht erlaubt, darf
Gerät 1 nur auf Kacheln zugreifen, für





Abbildung 3.2: Treiber-Szenarios mit IOMMUs und DMA-Manager. Der DMA-Manager verwaltet für jedes
Gerät Fenster für zulässige DMA-Operationen und programmiert die IOMMUs. Im Beispiel
gehört Gerätetreiber 2 zur TCB.
In Abbildung 3.2 ist ein Beispielszenario mit zwei Gerätetreibern dargestellt. Gerätetreiber 1
ist Teil eines Standard-Betriebssystems und deshalb nicht vertrauenswürdig. Sofern keine Zugrif-
fe von anderen Prozessen auf diesen Gerätetreiber ausgeführt werden, müssen Puffer für DMA-
Transaktionen auf Kacheln des Pagers A begrenzt werden, da dieser den Adressraum des her-




Da Client und Treiber Bestandteil des gleichen Prozesses sind, kann von außen nicht entschie-
den werden, wann ein Auftrag mit potenziellen DMA-Transaktionen beginnt oder endet. Somit
muss derkompletteSpeicher des herkömmlichen Betriebssystems permanent gepinnt und für Ge-
rät 1 zugreifbar bleiben. Dies wird durch entsprechende Einträge in der IO-Tabelle von IOMMU 1
erreicht.
Gerätetreiber 1 kann allerdings auch vonaußenüber einen Proxy angesprochen werden, der für
den Export der Schnittstelle des Treibers verantwortlich ist. Greift Anwendung V auf Gerätetrei-
ber 1 zu, muss entweder die Anwendung V oder der Proxy eine gültige Abbildung in IOMMU 1
beim DMA-Manager beantragen.
Da Gerätetreiber 2 vertrauenswürdig ist, kann entweder dieser Treiber oder Anwendung V das
Eintragen von gültigen Abbildungen für Gerät 2 beim DMA-Manager erfragen. Das Pinning der
Puffer muss über Pager B sichergestellt werden.
3.2.3 IOMMU-Implementierung in Hardware
Ein IO-Adressraum pro PCI-Bus Wie im Abschnitt 2.5.4 beschrieben, gibt es aktuelle
IOMMU-Implementierungen, die Umsetzungen zwischen 32-Bit-Adressen des PCI-Busses und
physischen 64-Bit-Adressen des Hauptspeichers vornehmen. Diese IOMMUs sind in der PCI-
Bridge implementiert und stellen sicher, dass Geräte nur auf solche physischen Hauptspeicher-
Adressen zugreifen können, für die eine gültige Abbildung in der IOMMU vorliegt.
In Abschnitt 2.5.4 wurde bereits erläutert, dass mit dieser gebräuchlichen Variante bereits ei-
ne erhebliche Verbesserung der Systemsicherheit erreicht werden kann, da Geräte nicht mehr auf
beliebige physische Adressen zugreifen können. Es bleibt immer noch der Nachteil, dass zwei
Busmaster-fähige Geräte auf den selben IO-Bereich zugreifen können, wenn sie zur gleichen Zeit
aktiv sind.
Ein IO-Adressraum pro PCI-Gerät Für die vollständige Separierung von PCI-Geräten muss
eine IOMMU logisch zwischen jedes Gerät und den PCI-Bus eingefügt werden.
Technisch realisierbar wäre allerdings aucheine physischeIOMMU als Kontrollinstanz auf dem
Bus, die dem Datenverkehr lauscht und illegale Transaktionen abbricht, wie in Abbildung 3.3 dar-
gestellt. Dies resultiert aus der Überlegung, dass während eines bestimmten Zeitabschnitts immer
nur ein Gerät Busmaster sein kann.
Dem IO-Adressraum eines Busmasters ist die IO-Tabelle zugeordnet (siehe Abschnitt 3.2.2),
die angibt, welche Adressen der Busmaster lesen oder schreiben darf. Um zwischen mehreren
IO-Adressräumen zu unterscheiden, benötigt eine IOMMU ebenfalls Informationen über den un-
mittelbar aktiven Busmaster. Diese Information wird vom Bus-Arbiter bereitgestellt, der Teil des
PCI-Chipsatzes ist (vgl. Abschnitt 2.5.3).
Eine Integration einer solchen IOMMU in die PCI-Bridge erscheint möglich und sinnvoll. Die
IO-Tabellen der Geräte könnten entweder in dediziertem Speicher in der PCI-Bridge oder im
Hauptspeicher abgelegt werden.
3.2.4 IOMMU-Implementierung in Software
Steht keine IOMMU-Implementierung in Hardware zur Verfügung, müssen Treiber für Geräte mit
Busmaster-DMA-Modus anders gekapselt werden.
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Abbildung 3.3: Eine logische IOMMU pro PCI-Gerät wird durch Multiplexen einer physischen IOMMU im
PCI-Chipsatz implementiert. Die IOMMU bekommt vom Bus-Arbiter die Information, welches
Gerät gerade Master ist und wählt dessen IO-Tabelle aus. Zugriffe, für die in der IO-Tabelle
keine gültigen Einträge vorhanden sind, werden abgebrochen. In diesem Beispiel greift Gerät
2 (Master) lesend über die PCI-System-Bridge auf den Hauptspeicher (Target) zu. Gültige
Einträge in den IO-Tabellen sind grün dargestellt.
DMA-Zugriffe können auch durch Virtualisierung kontrolliert werden. Virtualisierung bedeutet
hier, dass die Zugriffe auf die DMA-Einheit des Gerätes abgefangen und an eine vertrauenswür-
dige Kontrollinstanz in einem separaten Adressraum, denM diator, weitergeleitet werden (siehe




● Zustand der DMA-Einheit










Abbildung 3.4: DMA-Zugriffe werden durch Virtualisierung der DMA-Einheit des Gerätes kontrolliert. Der
Mediator ist vor dem Gerätetreiber durch Adressraumgrenzen geschützt.
Zugriffe auf DMA-Register lassen sich durch Sicherheitsmechanismen der Hardware kontrollie-
ren. Auf x86-Systemen sind das entweder in der MMU implementierte Seitentabellen fürmemory-
mapped IOoder IO-Bitmasken fürPort IO. Ein Zugriff auf einen IO-Port im überwachten Bereich
löst eine Exception aus (1). EinEmulator interpretiert die unterbrochene Assembler-Anweisung.
Die Exception liefert sowohl die Adresse der auslösenden Anweisung als auch die referenzierte
Adresse. Es fehlt aber noch die Information über die Datenbreite und das zu schreibende Daten-
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wort. Der Emulator muss diese Werte durch Code-Analyse der die exception-auslösende Anwei-
sung ermitteln (2).
Die ermittelten Werte werden an einen Mediator weitergeleitet (3). Dieser überprüft, ob der Zu-
griff erlaubt ist und führt ggf. die IO-Operation aus (4). Für diese Aufgabe muss der Mediator
wissen, welche Aktion bei einem Gerät durch das Beschreiben bzw. Lesen eines bestimmten Da-
tenwortes an einer bestimmten Adresse zu einem bestimmten Zeitpunkt ausgelöst wird. Der Media-
tor muss dafür einen Teil des inneren Zustandes des Gerätes inklusive der DMA-Einheit mitführen

























Abbildung 3.5: Architektur mit DMA-Mediator. Der bzw. die Pager sind für den Aufbau des Adressraumes
des Legacy-OS zuständig. Der Mediator arbeitet mit den Pagern zusammen und kennt so-
mit die dem Legacy-OS zugeordneten physischen Kacheln. Der Mediator sendet anstelle
der Original-Deskriptorliste eine Kopie, die Schatten-Deskriptorliste, an die DMA-Einheit des
Gerätes.
Nachdem der Mediator die IO-Operation ausgeführt hat, überspringt der Emulator die unterbro-
chene Assembler-Anweisung durch Setzen des Programmzählers auf die nächstfolgende Anwei-
sung (6).
Bei Vorliegen des Treiber-Quellcodes ist es möglich, den Treiber durch Makros o. ä. zu patchen,
um bei IO-Operationen direkt zum Emulator zu verzweigen und somit die Exception zu vermeiden.
Sowohl Emulator als auch Mediator sindgeräteabhängigeImplementierungen und müssen je-
weils an neue Geräte bzw. Klassen von Geräten angepasst werden. In Abschnitt 4.3.5 wird gezeigt,
dass die ausschließliche Virtualisierung der DMA-Zugriffe oft wesentlich leichter zu implementie-
ren und damit leichter zu verifizieren ist, als den kompletten Treiber neu zu implementieren. Nur
ein Teil der Spezifikation des Gerätes muss berücksichtigt werden, nämlich der Teil, der beschreibt,
wie die DMA-Einheit programmiert wird.
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Der Emulator im Adressraum des Treibers braucht nicht vertrauenswürdig zu sein. Nur der
Hardware-Mechanismus zum Kontrollieren der Zugriffe sowie der Mediator müssen vertrauens-
würdig sein. Der Mediator läuft aus diesem Grund in seinem eigenen Adressraum. Falls der Emu-
lator fehlerhaft ist oder durch den Treiber kompromittiert wurde, kann im schlimmsten Fall die
Verfügbarkeit des Dienstes beeinträchtigt werden.
Der Gerätezustand
Wie oben dargestellt, benötigt der Mediator Informationen, welche Aktionen des Gerätes mit dem
Zugriff auf ein Geräteregister verbunden sind. Für die Übertragung von Daten per Busmaster-DMA
weist der Treiber dem Gerät einen bestimmten Bereich im physischen Adressraum zu.
Im einfachsten Fall handelt es sich um genaueinen DMA-Bereichpro Aktion des Gerätes, der
diesem durch Schreiben auf ein Geräteregister übergeben werden soll. Der Mediator verifiziert
diesen Bereich und schreibt dessen Parameter in das Geräteregister. Nachdem das Gerät eine Aktion
ausgeführt hat, erhält es einen neuen Bereich, der wieder verifiziert wird. Der alte Bereich ist ab
diesem Zeitpunkt nicht länger in Benutzung.
Viele Geräte können allerdings gleichzeitig mit mehreren DMA-Bereichen arbeiten und erwar-
ten eine entsprechende Datenstruktur, die viele Regionen enthalten kann. Der Mediator muss den
Aufbau der Struktur kennen und verifizieren können. Um zu vermeiden, dass ein Treiber die Struk-
tur nachträglich verändert, muss der Mediator eine Kopie der Struktur an das Gerät senden. Je
komplizierter die Struktur aufgebaut ist, desto mehr Aufwand entsteht im Mediator.
Weiterhin muss der Mediator wissen, wie lange DMA-Bereiche für das Gerätgültig sind, d. h.
bis zu welchem Zeitpunkt das Gerät mit diesen Adressen arbeitet. Ein DMA-Bereich kann für ein
Gerät so lange gültig sein, bis er durch einen anderen ersetzt wurde oder für die Zeit, während der
er durch Zustandsbits (als Teil der Datenstruktur) als aktiv markiert ist. Die Benachrichtigung über
eine Zustandsänderung des Gerätes erfolgt meist mittels Interrupt.
Pinning
Das Aufheben des Pinning der Seiten der DMA-Region muss bei der softwaregestützten Lösung
im Einvernehmen mit dem Mediator stattfinden. Der Mediator ist die einzige Komponente, die mit
Sicherheit weiß, ob eine Adresse, die an das Gerät geliefert wurde, noch aktiv ist oder nicht.
Atomarer Zugriff auf Geräteregister
Bei Zugriffen auf Geräteregister sind folgende Besonderheiten zu beachten:
• Die zeitliche Reihenfolgeder Zugriffe ist entscheidend, sowohl lesende und schreibende Zu-
griffe aufeinRegister als auch Zugriffe auf verschiedene Register.
• Manchmal ist derzeitliche Abstandzwischen zwei Zugriffen entscheidend, siehe z. B. die
Programmierung der PC-CMOS-Uhr (Abschnitt 3.1).
Die zeitliche Reihenfolge von Zugriffen auf Register von Geräten, deren DMA-Zugriffe vir-
tualisiert werden, wird dadurch sichergestellt, dass der DMA-Mediator mittels synchroner IPC in
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den Zugriff mit einbezogen wird. Der Programmfluss wird an der Stelle des Registerzugriffs un-
terbrochen und nach Aufruf des Mediators sowie Empfang von dessen Antwort an dieser Stelle
fortgesetzt. Dies gilt auch für Mehrprozessorsysteme.
Durch die zusätzlichen Kosten der IPC können sich zeitliche Abweichungen bei Zugriffen auf
Geräteregister ergeben. Dies stellt aber auch schon dann ein Problem dar, wenn der Gerätetreiber
in einer preemptiven Mehr-Prozess-Umgebung als Nutzerprozess ausgeführt wird.
Nebenläufigkeiteninnerhalb des Treibers treten üblicherweise nur zwischen der Interrupt-
Behandlungsroutine und den Worker-Threads, die für den Start neuer Aufträge verantwortlich sind,
auf. Diese Aktivitäten müssen unabhängig vom Mediator synchronisiert werden.
Einschränkungen der DMA-Virtualisierung
Einige Klassen von Geräten sind für die Virtualisierung von Busmaster-DMA nicht geeignet.
Viele moderne Geräte wie SCSI-Hostadapter, Gigabit-Netzwerkadapter oder WLAN-Adapter
sind programmierbar: Der Treiber lädt während der Initialisierung eine Firmware direkt in das
Gerät. Operationen des Gerätes werden durch Kommunikation mit der Firmware durch Nutzung
eines proprietären Protokolls initiiert.
Die Firmware-Aufrufe enthalten physische Adressen für die Benutzung mit DMA-Transaktionen
und können zwar kontrolliert werden, jedoch gibt es folgende Einschränkungen:
1. Meist ist das Protokoll zwischen Treiber und Firmware nicht dokumentiert. Treiber von ver-
schiedenen Herstellern nutzen potenziell verschiedene Firmware und unterschiedliche Pro-
tokolle. Meine Implementierung beruht aber auf genauer Kenntnis der kritischen Geräteei-
genschaften.
2. Die Korrektheit der Firmware kann nicht garantiert werden. Wir können somit dem Gerät,
zu dem die Firmware gehört, nicht trauen. Ein Beispiel: Der Linux-Treiber für die SCSI-
Hostcontroller-Familie NCR53c8xx enthält Firmware mit etwa 2000 Anweisungen (ent-
spricht einer Größe des Binärcodes von etwa 8 KB). Die Firmware dieses Treibers liegt als
Quellcode vor und könnte somit zumindest untersucht werden. Allerdings gibt es für aktuelle
Hardware immer mehr Beispiele von Treibern, die um Binärcode nur Wrapper legen (z. B.
für Modems, WLAN-Adapter und Sound-Karten).
Die Kontrolle der Schnittstelle zwischen Firmware auf dem Gerät und dem Gerät selbst ist nicht
möglich, weil normalerweise kein genereller Kontrollmechanismus im Gerät implementiert ist.
Beispiele für DMA-Virtualisierung
Im folgenden werden einige Geräteklassen beschrieben, für die eine Virtualisierung der DMA-
Einheit mit überschaubarem Aufwand möglich ist.
Netzwerkadapter Netzwerkgeräte nutzen üblicherweise Deskriptorlisten für die Kommunika-
tion mit dem Treiber. Vereinfacht dargestellt enthält ein Deskriptor die physische Adresse und die
Größe eines Pakets, das empfangen oder gesendet werden soll, und ein Eigentums-Bit. Ist dieses
Bit gesetzt, darf das Gerät auf das Paket zugreifen. Der Netzwerkadapter darf jedoch niemals auf
ein Paket mit gelöschtem Eigentums-Bit zugreifen.
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Abbildung 3.6: Virtualisierung der DMA bei Netzwerkadaptern für die Empfangsrichtung. Die Liste der
Empfangs-Deskriptoren des Netzwerktreibers ist zusätzlich in den Adressraum des Media-
tors eingeblendet. Bei einem Schreibzugriff auf das entsprechende Register der DMA-Einheit
des Gerätes überprüft der Mediator die Liste vollständig und legt eine Kopie an, mit der das
Gerät dann arbeitet (1). Nach Abarbeitung des Auftrages muss die Original-Liste mit der Ko-
pie abgeglichen werden, damit der Treiber die Änderung der Status-Werte (grün markiert)
„sieht“ (2). Aus Sicherheitsgründen ist die Liste, die an das Gerät gesendet wird, nur lesbar
in den Adressraum des Treibers eingeblendet.
Um Pakete vom Netzwerk zu empfangen, stellt der Treiber eine Deskriptorliste zur Verfügung.
Nachdem der Treiber die Adresse der Liste in ein Geräteregister geschrieben hat, beginnt der Netz-
werkadapter die Puffer mit Paketen zu füllen, bis der erste Deskriptor mit gelöschtem Eigentums-
Bit erreicht ist. Nachdem ein oder mehrere Pakete empfangen wurden, generiert das Gerät einen
Interrupt.
Um Pakete zu senden, schreibt der Treiber die Adresse einer Liste mit Deskriptoren zu sen-
dender Pakete in ein Geräteregister. Der Netzwerkadapter sendet die Pakete und löscht jeweils das
Eigentums-Bit. Es werden solange Pakete gesendet, bis das erste gelöschte Eigentums-Bit gefunden
wird. Nach dem Senden wird ggf. ein Interrupt generiert, sofern dies im Deskriptor so angegeben
wurde.
Die DMA-Operationen für Sende- und Empfangsrichtung können bei Netzwerkadaptern wie
folgt überwacht werden (vgl. Abbildung 3.6 für die Empfangsrichtung):
Der Mediator muss Schreibzugriffe auf die Register des Netzwerkadapters abfangen, in die die
Adressen der Deskriptorlisten geschrieben werden. Eine validierteKopie der Deskriptorliste, die
Schatten-Deskriptorliste, wird an das Gerät geliefert. Die Einträge dieser Liste enthalten die phy-
sischen Adressen der vom Treiber bereitgestellten Puffer. Weil das Gerät mit einer vom Mediator
erstellten Kopie arbeitet, kann der Treiber die Puffer-Adressen nicht mehr verändern, nachdem sie
an das Gerät weitergegeben wurden. Der Mediator stellt sicher, dass die Adressen der Puffer auf
Speicherbereiche verweisen, die dem Treiber zugeordnet sind.
Am Ende eines Auftrages zum Empfangen oder Senden von Paketen wird ein Interrupt generiert.
Bevor die Interrupt-Behandlungsroutine die Deskriptorliste inspizieren kann, muss der Status der
Deskriptoren zurück auf die Liste des Treibers kopiert werden, damit der Treiber die Ergebnisse
der IO-Operation sehen kann.
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Diese Methode funktioniert gut mit Netzwerkadaptern, die mit Deskriptorlisten arbeiten, die von
den IO-Puffern getrennt sind (z. B. Digital DS2114x Tulip [40]). Liegen die Puffer hardwarebedingt
unmittelbar hinter den Deskriptoren, so ist die Virtualisierung aufwändiger. Die Netzwerkadapter
Intel 8255x [43] sehen dieses Speicherlayout für Empfangs-Deskriptoren vor. Die Puffer können
damit nicht von den Deskriptoren getrennt werden und müssten ebenfalls kopiert werden.
Die Virtualisierung der Sende- und Empfangs-Deskriptoren funktioniert nur, wenn der Netz-
werkadapter nach erfolgreichem Senden bzw. Empfangen von Paketen Interrupts generiert. Ande-
renfalls kann keine ereignisgesteuerte Synchronisation zwischen der Deskriptorliste des Treibers
und der Deskriptorliste des Mediators erfolgen. Periodisches Abfragen (Polling) wäre an dieser
Stelle zwar denkbar, aber bei Netzwerkadaptern aus Performance-Gründen nicht praktikabel.
Bei den beschriebenen Netzwerkadaptern müssen nur dieschr ibendenZugriffe auf die Geräte-
register für die Sende- und Empfangs-Deskriptorlisten sowie für den Start/Stopp des Sende- und
Empfangsprozesses virtualisiert werden.LesendeZugriffe brauchen nicht überprüft werden, da sie
den Zustand der DMA-Einheit nicht verändern.
IDE-Controller Wesentlich einfacher ist die Virtualisierung von Zugriffen auf Geräteregister
für die Steuerung von Busmaster-DMA bei IDE-Controllern. Diese nehmen eine Liste von Blö-
cken mit physischen Adressen und Größen von Puffern entgegen, die auf Massenspeicher-Medien
geschrieben oder von dort gelesen werden sollen. Der Mediator muss nur Schreibzugriffe auf das
entsprechende Geräteregister kontrollieren und die Liste auf gültige Puffer-Adressen überprüfen.
Da eine Liste mit Blöcken meist viele Blöcke enthält, ist der Overhead des Mediators pro Byte viel
geringer als bei Netzwerkadaptern.
Bei IDE-Controllern muss nur derschreibendeZugriff auf das Register für die Liste mit den
Blöcken virtualisiert werden. Die DMA-Einheit von IDE-Controllern wird über einen generischen




Die verschiedenen Techniken zur Kapselung von Standard-Betriebssystemen wurden exemplarisch
in L4Linux 2.2.26 implementiert. Eine Übertragung auf aktuelle L4Linux-Versionen und auf an-
dere Standard-Betriebssysteme ist möglich (siehe Abschnitt 4.1.5). Insbesondere die Technik der
DMA-Virtualisierung lässt sich, im Rahmen der in Abschnitt 3.2.4 gezeigten Einschränkungen, auf
beliebige Gerätetreiber übertragen.
4.1 Linux mit eingeschränkten IO-Rechten
In Abschnitt 2.4.3 wurde gezeigt, dass eine nicht vertrauenswürdige Anwendung auf der x86-
Architektur nicht mit IOPL-3-Rechten ausgestattet sein darf, weil sie sonst ohne Limitation auf
alle IO-Ports zugreifen sowie die Prozessor-Interrupts sperren kann. Eine Zugriffskontrolle über
die IO-Bitmap erfolgt durch den Prozessor nur, wenn der aktuelle Kontext im Nutzermodus mit
IOPL-0-Rechten ausgeführt wird. In den folgenden Abschnitten wird dargestellt, wie die relevan-
ten Stellen von Linux geändert wurden, damit Linux mit eingeschränkten IO-Rechten ausführbar
ist.
4.1.1 Globales cli -Lock
Für die in Abschnitt 2.4.3 dargestellte Semantik voncli /sti wurde eine entsprechende Imple-
mentierung für den Linux-Server gewählt. Als Synchronisierungsprimitiv werden neben der vom
Mikrokern Fiasco bereitgestellten synchronen IPC atomare Operationen (Dekrement, Inkrement)
auf Speicher verwendet.
Linux 2.2 implementiert drei verschiedene Arten von Aktivitäten [77]:
• Top-Halvesbehandeln Hardware-Interrupts. Es ist sichergestellt, dass ein Top-Half nur von
anderen Top-Halves unterbrochen werden kann.
• Bottom-Halvessind durch Top-Halves unterbrechbar und führen umfangreicheren Code aus.
Die Trennung in Top-Half und Bottom Half wird vorgenommen, um sicherzustellen, dass
Interrupts so wenig wie möglich am Interrupt-Controller blockiert werden.
• Die Hauptaktivitätdes Kerns behandelt Kerneintritte der Prozesse (Systemaufrufe, Excepti-
ons, Seitenfehler).
Unter L4Linux werden diese Aktivitäten auf Threads mit unterschiedlichen Prioritäten abgebildet
[25]: Der Service-Thread wird mit der geringsten Priorität ausgeführt. Die Priorität des Bottom-
Half-Threads ist größer als die des Service-Threads, und die Top-Halves werden von Threads mit
der höchsten Priorität behandelt.
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Bei der Implementierung descli -Locks ist zu beachten, dass IPC unter Fiasco immer mit im-
pliziter Prioritäts- und Zeitscheibenvererbung stattfindet, sofern dies nicht explizit ausgeschlossen































Abbildung 4.1: Implementierung des cli -Locks. Der Lock-Thread besitzt die höchste Priorität des L4Linux-
Servers und ist damit nicht durch lokale Aktivitäten von Linux preemptierbar. Im Unterschied
zu einer üblichen Semaphor-Implementierung erhält ein blockierter Thread nach Aufwecken
durch einen Thread, der cli ausführt, nicht automatisch das Lock, sondern muss sich erneut
bewerben.
Kernelement des Locks ist ein dedizierter Lock-Thread mit der höchsten Priorität des Servers, der
deshalb durch keinen lokalen Thread unterbrochen werden kann (Abbildung 4.1). Dies ist zwar nur
für Einprozessorsysteme garantiert, schränkt die Anwendung hier aber nicht ein, da sichcli /sti
auf Mehrprozessorsystemen ebenfalls nur auf die lokale CPU auswirken.
Threads, die einen kritischen Abschnitt betreten (alsoc i ausführen) wollen, synchronisieren
sich zunächst über einen atomaren Zähler (in der Abbildung alscounter bezeichnet). Falls das
Lock schon belegt ist, besitzt der Zähler nach dem Dekrementieren einen negativen Wert. In diesem
Fall sendet der unterlegene Thread eine IPC an den Lock-Thread und blockiert.
Wenn das Lock vom Eigentümer freigegeben werden soll (dies entspricht der Ausführung der
sti -Anweisung), sendet dieser eine Freigabe-IPC an den Lock-Thread. Der alte Eigentümer blo-
ckiert nun ebenfalls. Der Lock-Thread wählt nun den Thread mit der höchsten Priorität aus (in der
Abbildung alsNEXTbezeichnet). Allen anderen Threads sendet er eine Antwort und aktiviert sie
damit, ohne zu ihnen umzuschalten. Ferner wird der Zähler auf Null gesetzt (dies bedeutet, dass
genau ein Thread das Lock belegt).
Der weiterhin aktive Lock-Thread sendet nun dem höchstprioren Thread eine Antwort. Handelt
es sich dabei um den alten Lock-Eigentümer, fährt dieser mit der Bearbeitung des Codes hinter der
sti -Anweisung fort. Im anderen Fall bewirbt sich ein höherpriorer Thread um dascli -Lock und
wird neuer Eigentümer.
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Alle anderen wartenden Threads sind in dieser Phase bereit. Sobald sie aktiv werden, bewirbt sich
ein jeder Thread erneut um das Lock (dekrementieren des Zählers und IPC an den Lock-Thread).
Vor dem Aufruf einer Interrupt-Service-Routine muss sich der Interrupt-Handler um dascli -
Lock bewerben. Dieser Algorithmus garantiert die Beibehaltung des beschriebenen Prioritäts-
Schemas zwischen den Threads des L4Linux-Servers.
Kosten Die Ausführung der Instruktioncli gemeinsam mitsti kann je nach Prozessor zwi-
schen 10 und 86 Prozessorzyklen verbrauchen (siehe Anhang B.1). In L4Linux wurden diese In-
struktionen durch Funktionsaufrufe zum Betreten und Verlassen descli -Locks ersetzt. Sofern
sich nicht mehrere Threads gleichzeitig um das Lock bewerben (Lock Contention), fallen keine
IPCs zum Lock-Thread an, weil dann nur der Zähler des Locks atomar dekrementiert (cli ) bzw.
inkrementiert (sti ) wird. In diesem Fall liegen die Kosten in der gleichen Größenordnung wie
beim Ausführen voncli undsti .
Falls Lock Contention vorliegt, entstehen zusätzliche Kosten für mindestens vier IPC-
Operationen:
1. ThreadB stellt fest, dass dascli -Lock bereits belegt ist und ruft deshalb den Lock-Thread
L auf.
2. Der ThreadA, der das Lock belegt hat, merkt, dass ein anderer Thread warten musste und
sendet deshalb bei Freigabe des Locks eine entsprechende IPC an den Lock-ThreadL.
3. L sendet jeweils eine Antwort anA undB.
Eine Roundtrip-IPC zwischen zwei Threads innerhalb eines Adressraumes kostet auf einem Pen-
tium 4 unter Fiasco etwa 1450 Takte bzw. 3000 Takte, falls nicht der optimierte Pfad genommen
werden kann (siehe Anhang C.1).
4.1.2 Atomares Aufwecken
Systemaufrufe von Linux-Programmen werden unter L4Linux auf synchrone IPC abgebildet. Der
Linux-Server blockiert im Normalfall in einer IPC-Operation, in der er auf neue Aufträge von
Linux-Programmen wartet. Tritt in dieser Zeit ein Hardware-Interrupt auf, muss die entsprechende
Top-Half-Routine in der Lage sein, den Server aufzuwecken.
Das Aufwecken eines in einer IPC blockierten Threads kann unter Fiasco auf zwei verschiedene
Arten erfolgen: Entweder wird dem Thread eine IPC gesendet, die der aufzuweckende Thread emp-
fängt und damit die IPC beendet, oder die IPC wird mit dem Systemruflthread_ex_regs()
abgebrochen. Alternativ könnte der Thread durch Angabe eines entsprechenden Timeouts auch
nach Ablauf einer Zeitspanne ohne IPC automatisch aufgeweckt werden. Allerdings würde dies bei
zu kurzem Timeout zu Busy-Waiting des Service-Threads führen und bei zu langem Timeout zu
einer ungewollten Verzögerung der Interrupt-Behandlung.
Die Schwierigkeit besteht darin, atomar ein Flagsleeping als Information zu setzen, dass
der Service-Thread des Linux-Servers schläft und dann den IPC-Systemaufruf zu starten. Wird der
Thread zwischen Setzen vonsleeping Flags und Aufsetzen der IPC unterbrochen, muss darauf
gesondert reagiert werden. Ferner ist es möglich, dass der Thread bereits eine IPC eines Linux-




Bei der Implementierung habe ich mich für die Benutzung der L4-Systemfunktionlthread_-
ex_regs() entschlossen. Mit diesem Systemruf kann der Zustand eines Threads, unter anderem
der Programmzähler, verändert werden. Befindet sich der Thread in einer IPC, wird diese abge-
brochen (Abbildung 4.2). Befindet sich der Thread noch nicht oder nicht mehr in der IPC, wird
der Programmzähler trotzdem umgesetzt, sofernsleeping gesetzt war. Der Code nach dem IPC-





































Abbildung 4.2: Aufwecken des Linux-Service-Threads. Dieser wartet auf die nächste eingehende IPC von ei-
ner Linux-Anwendung (Systemruf oder Seitenfehler). Falls in dieser Zeit ein Interrupt auftritt,
muss der Service-Thread ggf. aufgeweckt werden, um eine neue Scheduling-Entscheidung
zu treffen.
4.1.3 Programmierung des Interrupt-Controllers
Der Mikrokern ist auf einen Zeitgeber-Interrupt als Trigger für preemptive Scheduler-Aufrufe an-
gewiesen. Eine mögliche Zeitquelle für den Kern ist derProgrammable Interval Timer(PIT) [39],
da der Ausgang von Kanal 0 des PIT auf PCs üblicherweise mit demProgrammable Interrupt
Controller (PIC) [38] verbunden ist, siehe z. B. [48].
Der Interrupt-Controller wird aus zwei Gründen nicht von L4Linux, sondern von einem vertrau-
enswürdigen externen Server namensOmega0[63] programmiert:
1. Usermode-Programme dürfen nicht in der Lage sein, die Zeitquelle für den Scheduler ab-
zuschalten (z. B. durch Sperrung des Zeitgeber-Interrupts), da sonst Prozesse am Ende ihrer
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Zeitscheibe nicht mehr unterbrochen werden und mehr Zeit verbrauchen können, als ihnen
zusteht.
2. Der Kern ist für die Zuordnung von Interrupts an Threads verantwortlich.Vor der Zuordnung
eines bestimmten Interrupts an einen Thread wird die Interrupt-Leitung zuerst durch den
Kern gesperrt, um zu verhindern, dass Interrupts ausgelöst werden, bevor der Thread diese
behandeln kann. Nach Aufhebung einer Zuordnung wird der entsprechende Interrupt eben-
falls vom Kern gesperrt. Der Kern greift also einerseits selbst auf Geräteregister des PIC zu,
andererseits sind L4-Usermode-Programme dafür verantwortlich, Interrupts nach Empfan-
gen am PIC zu bestätigen. Die dafür notwendigen Zugriffe auf den PIC müssen mit dem Kern
synchronisiert werden. Dies ist unter Fiasco nur durch Abschalten der Prozessor-Interrupts
mittelscli möglich. Dafür sindIOPL-3-Rechtenotwendig.
Tritt ein Hardware-Interrupt auf, wird dieser vom Kern dem Omega0-Server zugestellt. Die-
ser maskiert und bestätigt den Interrupt zuerst am PIC und sendet dann eine IPC an den Thread,
der sich für den betreffenden Interrupt registriert hat. Nachdem der Thread aus der Interrupt-
Behandlungsroutine zurückgekehrt ist und auf die nächste IPC wartet, demaskiert Omega0 den
Interrupt wieder und wartet auf den nächsten Interrupt vom Kern. Diese Behandlung stellt einer-
seits sicher, dass der nächste Interrupt erst dann auftritt, wenn der vorherige Interrupt am Gerät
behandelt wurde.
Die Einfügung einer Indirektionsstufe in den Interrupt-Pfad bedingt zusätzliche Kosten, die ver-
mieden werden könnten, wenn der Kern selbst die Bestätigung der Interrupts vornähme. Die L4-
API-Spezifikation X.2 [91] definiert ein zu Omega0 ähnliches Protokoll für die Behandlung von
Hardware-Interrupts, womit ein dedizierter Interrupt-Server nicht mehr notwendig wäre. Fiasco
basiert in der aktuellen stabilen Implementierung allerdings auf der V.2-Spezifikation [57], die kei-
ne Vorgehensweise für die Interrupt-Behandlung definiert. In einer speziellen Betriebsart1 bestätigt
der Fiasco-Kern Interrupts am Interrupt-Controller bereitsvor der Zustellung an den Nutzerpro-
zess. In dieser Betriebsart können allerdings nur flankengetriggerte Interrupts behandelt werden.
PCI-Geräte generieren jedoch meist pegelgetriggerte Interrupts. Ein solcher liegt nach Bestätigung
sofort wieder am PIC an, falls die Ursache des Interrupts am entsprechenden Gerät noch nicht
behoben wurde.
Im Vergleich mit Linux fallen im Interrupt-Pfad folgende zusätzliche Kosten an:
• Standard-Linux kann den Wert des Interrupt-Masken-Registers (IMR) cachen, weil der
Linux-Kern die einzige Instanz im System ist, die auf den PIC zugreift. Bei Verwendung
von Omega0 kann der Wert des IMR nicht gecacht werden, weil Fiasco dieses Register eben-
falls potenziell verändert. Dadurch fallen zwei zusätzliche lesende Zugriff auf das IMR an
(einmal vor und einmal nach der Interrupt-Behandlung).
• Fiasco benutzt im Unterschied zu Linux denSpecial Fully Nested Modedes PIC [38]. In die-
ser Betriebsart werden im Unterschied zum üblichem PIC-Modus Interrupts des Slave-PIC-
Controllers auch dann an die CPU weitergeleitet, wenn bereits ein solcher Interrupt aussteht.
In dieser Betriebsart fällt während der Interrupt-Bestätigung ein weiterer lesender Zugriff auf
ein IO-Register des PIC an.
1 Diese Betriebsart kann durch den Parameter-always_irqack aktiviert werden.
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Bei der Implementierung mit Omega0 werden im Vergleich mit Linux auf einem Pentium III pro
Interrupt-Zustellung zusätzliche Kosten in Höhe von etwa 6000 Takten erwartet. Diese setzen sich
zusammen aus den Kosten für zusätzliche Zugriffe auf den PIC mittels Port-IO (siehe Tabelle 4.1)
sowie zusätzliche direkte und indirekte Kosten durch IPC. Für den Celeron 4 werden etwa 8000
zusätzliche Taktzyklen erwartet.
MHz IMR Lesen IMR Schreiben
Pentium III (Coppermine) 800 1649 Zyklen (2,1 µs) 1649 Zyklen (2,1 µs)
Celeron 4 (Northwood) 2000 1746 Zyklen (0,9 µs) 1687 Zyklen (0,8 µs)
Tabelle 4.1: Kosten für eine Lese- bzw. Schreiboperation des PIC-Interrupt-Masken-Registers (IMR). Die
Werte hängen auch vom Chipsatz ab. In Anhang A sind beide Rechner genauer beschrieben.
4.1.4 Programmierung der CMOS-Uhr
Wie in Abschnitt 3.1 gezeigt, ist das Auslesen und das Setzen der CMOS-Uhr zeitkritisch. Linux
liest den Zähler der CMOS-Uhr während der Boot-Phase und stellt die Systemzeit darauf ein.
Unter L4Linux wird die CMOS-Uhr nicht mehr direkt ausgelesen, sondern diese Aufgabe über-
nimmt ein vertrauenswürdiger externer Server, der beim Booten des Betriebssystems die Uhr ein-
malig ausliest und dabei die Interrupts sperrt. Der Server berechnet dann einen Umrechnungsfaktor
relativ zumTime Stamp Counter(TSC) der CPU und kann darauf basierende Zeitanfragen von Cli-
ents beantworten, ohne auf die CMOS-Uhr zugreifen zu müssen. An dieser Stelle wird die Drift
zwischen CMOS-Uhr und TSC vernachlässigt.
Neben dem Kern greifen auch Anwendungen direkt auf die CMOS-Uhr zu, die sich dafür mit
IOPL-3-Rechten ausstatten (Linux-Syscalliopl ). Ein Beispiel ist das Programmhwclock . Da
L4Linux im Nutzermodus läuft und nur IOPL-0-Rechte besitzt, kann und darf es der Anwendung
keine IOPL-3-Rechte übertragen. Der Code für den Zugriff der CMOS-Uhr vonhwclock muss
deshalb ersetzt werden. Zum Einsatz kommt der in Abschnitt 3.1 beschriebene Try-and-Retry-
Algorithmus.
4.1.5 Übertragung auf andere Systeme
In den Abschnitten 4.1.1 bis 4.1.4 wurden Techniken vorgestellt, die es ermöglichen, einen Ge-
rätetreiber bzw. einen Betriebssystem-Kern mit eingeschränkten IO-Rechten auszuführen. Wie in
Abschnitt 3.1.3 dargestellt, muss prinzipiell für jeden Einzellfall entschieden werden, wie das Sper-
ren von Interrupts vermieden werden kann. In der Praxis kann fast immer dascli -Lock gewählt
werden, da der zeitkritische Zugriff auf Geräteregister nur äußerst selten mitcli geschützt wird.
Vorraussetzung für das direkte Ersetzen dercli /sti -Anweisungen ist allerdings die Vorlage
des Quelltextes. Linux-Kernmodule in Binärform, bei denen diese Anweisungen fest eincompiliert
sind, müssen ggf. unter größerem Aufwand gepatcht werden. Zwar lösencli undsti unter ein-
geschränkten IO-Rechten entsprechende Exceptions aus, dies gilt aber nicht für denpopf -Befehl,
der durch Setzen bzw. Löschen des entsprechenden Flags ebenfalls das Zustellen von Interrupts er-
lauben bzw. verhindern kann. Damit lässt sich die Semantik vonpopf auf aktuellen x86-Systemen
nicht virtualisieren (siehe Abschnitt 2.2.3). Viele Hersteller von Treibern in Binärform kapseln
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jedoch die entsprechenden Funktionen in externen Quelldateien und erlauben damit deren Über-
schreiben.
Die in Abschnitt 4.1.1 vorgestellte Implementierung descli -Locks benutzt atomare Operatio-
nen, um einen Wert im Speicher ohne Unterbrechung zu dekrementieren bzw. zu inkrementieren
und zu testen, ob der Wert nach dem Dekrementieren kleiner als Null bzw. nach dem Inkremen-
tieren gleich Null ist. Stellt die Architektur Operationen dieser Art nicht zur Verfügung, muss das
Lock entweder anders implementiert werden oder die atomaren Befehle müssen mit Kern-Hilfe
nachgebildet werden.
Für die zentralisierte Programmierung des Interrupt-Controllers (Abschnitt 4.1.3) muss das zu
kapselnde Betriebssystem generell geändert werden oder der Interrupt-Controller muss virtualisiert
werden.
4.2 Performance-Betrachtungen auf Standard-Hardware
Durch die gekapselte Ausführung eines Betriebssystems als Anwendung auf einem Mikrokern ent-
stehen zusätzliche Kosten. Die folgenden Abschnitte erläutern Implementierungsdetails, um diesen
Overhead möglichst gering zu halten.
4.2.1 Schneller Kernein- und -austritt
Für Mikrokerne sind schnelle Kernein- und -austritte essentiell wichtig, weil Privilegwechsel häufi-
ger auftreten als bei monolithischen Betriebssystemen. In Abschnitt 2.3.4 wurde erläutert, dass un-
ter L4Linux im Vergleich mit Standard-Linux pro Systemruf mindestens ein zusätzlichen Kernein-
und -austritt notwendig ist.
Aus Performance-Gründen ist es daher vor allem bei neueren CPUs notwendig, den Kern mit
speziellen Befehlen zu betreten bzw. zu verlassen. Auf älteren x86-CPUs wird der Kern üblicher-
weise perint -Befehl betreten und mitret verlassen. Die Kosten für beide Befehle betragen bei
Pentium-4-Prozessoren in Summe fast 1000 Zyklen (siehe Anhang B.1).
Wird sysenter zum Betreten des Kerns undsysexit zum Verlassen des Kerns verwendet,
sinken die Kosten beim Pentium 4 auf etwa 150 Takte, dies ergibt eine Einsparung von mehr als
80 %. Beim Pentium III beträgt die Einsparung immer noch 75 %.
4.2.2 Linux im kleinen Adressraum mit eingeschränkten IO-Rechten
Ist an einem Adressraumwechsel mindestensi kleiner Adressraum beteiligt, so können die in-
direkten Kosten für den Wechsel sinken, da der TLB nicht invalidiert wird und somit weniger
TLB-Einträge neu geladen werden müssen (siehe Abschnitt 2.4.2). Anhang B.3 zeigt die Anzahl
der TLB-Einträge heutiger x86-Prozessoren sowie die Kosten zum Neuladen der TLB-Einträge für
Daten und Code.
Zu erkennen ist der Trend zu immer mehr TLB-Einträgen in der CPU. Damit werden kleine
Adressräume immer wichtiger: Je mehr TLB-Einträge vorhanden sind und je länger das Laden




Die bisherige Implementierung von Fiasco erlaubte es nicht, L4Linux mit eingeschränkten IO-
Rechten in einem kleinen Adressraum auszuführen. Im Kontext dieser Arbeit wurde Fiasco ent-
sprechend erweitert.
Durch die Unterstützung kleiner Adressräume und eingeschränkter IO-Rechte im Kern entstehen
zusätzliche Kosten:
Behandlung der TLB-Einträge für die IO-Bitmap Wird der Adressraum umgeschaltet, oh-
ne dass das Seitenverzeichnis gewechselt wird, müssen die Einträge für die IO-Bitmap neu
geladen und ggf. invalidiert werden. Die direkten Kosten für das Invalidieren von zwei2 TLB-
Einträgen betragen zwischen 92 Takten (Pentium) und 1040 Takten (Pentium 4), siehe An-
hang B.1. Weiterhin entstehen durch das Laden der TLBs mit den Abbildungen des neuen
Adressraumes indirekte Kosten, die sich allerdings nicht von den Kosten bei Wechsel des
Seitenverzeichnisses unterscheiden.
Die Kosten für das Invalidieren der TLBs der IO-Bitmap könnten eingespart werden, wenn
die Anzahl der kleinen Adressräume im System auf vier beschränkt würde, da im TSS Platz
für maximal fünf auf Seitengrenzen ausgerichtete IO-Bitmaps ist (siehe Abbildung 4.3). Bei
Umschalten auf einen kleinen Adressraum müsste dann nur der IO-Bitmap-Offset im TSS
geändert werden. Die Lage der IO-Bitmap ist dann nicht mehr in allen Adressräumen gleich


















Abbildung 4.3: Aufbau des TSS und mögliche Lage der IO-Bitmaps für kleine Adressräume. Die IO-Bitmap
muss auf Seitengrenze ausgerichtet sein. Sie beansprucht 8 KB und zusätzlich ein Byte als
Abschluss. Durch generelle Sperrung der ersten acht Ports könnten die Bitmaps dichter ge-
packt werden, wodurch bis zu sieben IO-Bitmaps in das TSS passen würden. Im Unter-
schied zu dieser Darstellung implementiert Fiasco nur einen Bereich, in den die IO-Bitmap
jedes Adressraumes eingeblendet wird. Bei Umschalten des Adressraumes ohne Wechsel
des Seitenverzeichnisses muss daher die IO-Bitmap explizit ausgetauscht werden.
2 Die IO-Bitmap hat eine Größe von 8 KB, das entspricht 65536 IO-Ports bzw. zwei 4 KB Seiten.
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Sicherung der IOPL bei sysenter Beim Kerneintritt übersysenter muss explizit der IO-
PL des aktuellen Threads ermittelt und gespeichert werden, weil der Thread, in dessen Kon-
text der Kern verlassen wird, mit einer anderen IOPL ausgestattet sein könnte. Vor dem Ver-
lassen des Kerns übersysexit ist die IOPL explizit wieder herzustellen.
Kein sysexit Verlassen des Kerns mitsysexit ist nur möglich, falls keine kleinen Adress-
räume aktiv sind. Der Grund liegt in der Implementierung von Fiasco. Die Anweisung
sysexit setzt implizit flache Segmente. Um den Schutz zwischen kleinen und großen
Adressräumen weiterhin zu gewährleisten, müssen nach dem Verlassen des Kerns über
sysexit die aktuell gültigen Segmente gesetzt werden.
Dies kann nur im Nutzermodus durch eine in denaktuell gültigen Nutzeradressraum ein-
geblendete schreibgeschützte Trampoline-Seite geschehen. Diese Seite darf nicht mit den
eingeblendeten Seiten der Anwendung in Berührung kommen – sie muss deshalb verschieb-
bar sein. Im Fiasco-Kern existiert bislang kein Mechanismus für eine derartige verschiebbare
Seite.
Die Seite muss innerhalb der Segmentgrenzen des aktuellen Nutzer-Code-Segments ein-
geblendet sein, weil anderenfalls folgendes Problem auftreten könnte: Wird während der
Ausführung von Code auf der Trampoline-Seite ein Interrupt (z. B. Zeitgeber-Interrupt) get-
riggert, so versucht die entsprechende Routine nach Behandlung an die ursprüngliche Stel-
le im Code zurückzuspringen. Liegt die Seite außerhalb des aktuell gültigen Nutzer-Code-
Segments, so wird eineGeneral Protection Exceptionausgelöst. Dieser Ausnahmefall müsste
gesondert behandelt werden.
Seitenfehler Wird aufgrund eines Seitenfehlers eine Seite in einen kleinen Adressraum
eingeblendet, muss das Master-Seitenverzeichnis aktualisiert werden. Das Master-
Seitenverzeichnis stellt das Original dar, nach dessen Muster Seiten kleiner Adressräume
in alle großen Adressräume eingeblendet werden [34].
In Anhang C.2 sind für ausgewählte x86-CPUs gemessene IPC-Roundtrip-Zeiten zwischen ver-
schiedenen Adressräumen dargestellt. Dabei wurden insbesondere Messungen für IPCs durchge-
führt, die zwischen dem Linux-Server und Linux-Anwendungen auftreten (keine Long-IPC). Einer
der beiden Threads liegt in einem kleinen Adressraum und entspricht damit dem Linux-Server.
Anhand der Messwerte lassen sich folgende Schlussfolgerungen ziehen:
• Durch Verwendung von kleinen Adressräumen lassen sich diedirektenIPC-Kosten senken.
Je nach Prozessor können damit mehr als 10 % der Zyklen gespart werden. Hinzu kommen
die gesparten indirekten Kosten, weil TLB-Einträge nach dem Adressraumwechsel nicht neu
gefüllt werden müssen.
• Der große Unterschied zwischenFast-IPCund Slow-IPCzeigt den bedeutenden Overhead
des C++-Codes gegenüber dem Assembler-Pfad. IPC sollte möglichst immer den kurzen




Die in Abschnitt 3.2.4 vorgestellte Virtualisierung der DMA-Einheit von Netzwerkadaptern und
IDE-Controllern wurde für L4Linux prototypisch implementiert.
Der Emulator wird im Adressraum von L4 inux ausgeführt. Die Aktivierung erfolgt entweder
durch Exceptions, die bei Zugriffen auf durch den Mediator überwachte IO-Ports des Gerätes aus-
gelöst werden, oder direkt, wenn der Treiber entsprechend modifiziert werden kann: Der Zugriff
auf Geräteregister erfolgt unter Linux durch Verwendung spezieller Makros3, die z. B. im Treiber
durch Aufrufe des Emulators ersetzt werden können.
Der Mediator wird als L4-Task in einem eigenem Adressraum ausgeführt. Diese Task ist auch
gleichzeitig Pager für L4Linux, um die Zugriffe auf IO-Ports und eingeblendete Geräteregister be-
schränken zu können. Der Mediator besitzt ferner Informationen über den Linux-Adressraum und
kennt die Zuordnung der Seiten zu den physischen Kacheln. In einem hier nicht implementierten
erweiterten Ansatz könnten Pager und Mediator in separaten Adressräumen ausgeführt werden und
Informationen, die für die Überprüfung der Adressen benötigt werden, über ein geeignetes Interface
austauschen.
Für die effiziente Kommunikation zwischen Emulator und Mediator/Pager wurde ein geeignetes
Protokoll entworfen, das sich in das Protokoll zur Behandlung von Seitenfehlern einbetten lässt.
Insbesondere erlaubt es dieses Protokoll, die Information über Adresse des Geräteregisters, Zu-
griffsbreite und zu schreibenden Wert in 64 Bit unterzubringen – die Voraussetzung, umFast-IPC
(siehe Abschnitt 2.3.2 und Anhang C.2) nutzen zu können.
Je nach Gerät und verwendetem IO-Modus kann es dazu kommen, dass Zugriffe von Gerätere-
gistern, dienichtzur DMA-Einheit des Gerätes gehören, trotzdem vom Mediator behandelt werden
müssen:
• Geräteregister, die über Port-IO angesprochen werden, besitzen eine durch die IO-Bitmap
(Abschnitt 2.4.3) vorgegebene Granularität von 1, d. h. pro 1-Byte-Register kann entschie-
den werden, ob der Treiber darauf direkt zugreifen darf, oder ob der Zugriff eine Exception
auslöst. Unmittelbar benachbarte, nicht zur DMA-Einheit gehörende Register können eigene
Zugriffsrechte erhalten, und ein Zugriff auf diese führt nicht zum Aufruf des Mediators. Die
IO-Bitmap unterscheidet jedoch nicht nach Lese- und Schreibzugriffen.
• Zugriffsrechte für eingeblendete (memory-mapped) Geräteregister können nur mit einer er-
heblich größeren Granularität vergeben werden. Auf allen von Linux unterstützten Archi-
tekturen beträgt die minimale Seitengröße 4 KB. Alle Geräteregister, die in der selben Seite
liegen wie Register der DMA-Einheit, lösen somit Aufrufe des Mediators aus und erzeugen
zusätzliche CPU-Last.
4.3.1 Digital DS2114x Tulip Fast-Ethernet-Adapter
Aus Performance-Gründen werden die Deskriptorlisten für das Senden und Empfangen von Pa-
keten lesend in den Adressraum von L4Linux eingeblendet. Der aktuelle Status jedes Deskriptors
wird unmittelbar vor Aufruf des Interrupt-Handlers im Treiber von der eingeblendeten Liste des
3 writeb() , writew() , writel() undreadb() , readw() , readl() für memory-mapped IO sowieinb() ,
inw() , inl() undoutb() , outw() , outl() für Port-IO
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Mediators in die Liste von L4Linux kopiert, damit der Treiber den aktuellen Zustand des Adapters
kennt. Unmittelbar nach Rückkehr aus dem L4Linux-Interrupt-Handler wird der Mediator aufgeru-
fen, der neue Pakete, die der Netzwerktreiber in die Deskriptorlisten eingefügt hat, nach Prüfung in
die Deskriptorliste des Gerätes übernimmt.
Weiterhin wird ein Bitfeld zwischen L4 inux und dem Mediator gemeinsam genutzt, dessen Ein-
träge kennzeichnen, ob ein Paket noch an den Netzwerkadapter übergeben werden muss oder ob
das Paket bereits wieder Eigentum des Treibers ist. In beiden Fällen ist das Eigentümer-Bit des Pa-
ketes gelöscht, so dass die zusätzliche Unterscheidung notwendig ist, um doppeltes Überschreiben
von Statusinformationen zu vermeiden.
Im ungünstigsten Fall sind die in Tabelle 4.2 dargestellten zusätzlichen Kosten pro Netzpaket zu
erwarten. Bei einem Pentium-III-System mit 800 MHz entspricht dies einer zusätzlichen CPU-Last
von etwa 8,4 % sowie etwa 5,0 % bei einem Celeron-4-System mit 2 GHz (Fast Ethernet, MTU-
Größe von 1500 Byte).
Vorgang CPU-Zyklen
P3 P4
Auslösung Exception bei Zugriff auf Geräteregister 800 1200
Scannen des Codes durch den Emulator 200 200
IPC an Mediator und Antwort sowie damit verbundene Adressraumwechsel 800 2400
Kopieren der Deskriptorliste im Mediator 200 200
Aktualisierung der Deskriptorliste des Treibers bei Eintreffen des Interrupts 300 300
Summe 2300 4300
Zusätzliche Kosten durch Omega0 6000 8000
Tabelle 4.2: Erwartete Zusatzkosten pro Netzpaket bei Virtualisierung der DMA bei Netzwerkadaptern. Der
Gesamt-Overhead ist abhängig von der Anzahl der Pakete pro Interrupt.
Im praktischen Einsatz fallen die Kosten je Paket geringer aus, da meist mehrere Pakete mit
einem Interrupt behandelt werden.
Da der in Linux 2.2 integrierte Treiber auf die Geräteregister des Netzwerkadapters über Port-IO
zugreift, erfolgen nur wenige Aufrufe des Mediators für Register, die nicht zur DMA-Einheit gehö-
ren. Auf die Register dieses Gerätes kann aber prinzipiell auch per memory-mapped IO zugegriffen
werden. Da in diesem Modus alle Register auf der gleichen 4 KB-Seite eingeblendet sind, erfolgt
der Aufruf des Mediators fürjedenSchreibzugriff auf ein Geräteregister (Lesezugriffe sind nicht
gefährlich, siehe Abschnitt 3.2.4).
4.3.2 Intel PRO/1000 Gigabit-Ethernet-Adapter
Ein Gerätetreiber für Intel PRO/1000 Netzwerkadapter wurde erst in Linux 2.4 integriert. Für Linux
2.2 bietet Intel ein ladbares Kernmodul, das in dieser Arbeit mit der Version 4.3.15 verwendet wurde
[42].
Der PRO/1000 Gigabit-Ethernet-Adapter wird ähnlich virtualisiert wie der Tulip-Adapter. Der
Zugriff auf die Geräteregister erfolgt generell per memory-mapped IO. Die Register sind vom Her-
steller aber so gruppiert, dass die für das Senden und Empfangen von Pakten wichtigen Register auf
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jeweils eigenen 4 KB-Seiten eingeblendet werden, so dass der Mediator nicht für andere Register
aufgerufen wird.
In der Standard-Einstellung arbeitet Linux mit der Ethernet-Paket-Größe von 1500 Byte. Eine
Vergrößerung der Pakete auf bis zu 16128 Byte ist möglich (so genannteJumbo-Frames), aber in
heutiger Netzwerkumgebung nicht üblich, weil insbesondere Support von den Netzwerk-Switches
vorhanden sein muss.
Um bei gleicher Paket-Größe und einer verzehnfachten Datenrate die CPU-Last zu begrenzen,
verfügen Gigabit-Ethernet-Adapter über die Möglichkeit, mehrere Interrupts zusammenzufassen
(Interrupt Coalescing). Dabei wartet der Controller nach Eintreffen des ersten Paketes für eine
festgelegte Zeit, bis er einen Interrupt auslöst. Für die praktischen Messungen wurde diese Zeit auf
1024 µs für eingehende und ausgehende Pakete eingestellt. Die in Tabelle 4.2 dargestellten Kosten
verteilen sich demnach auf mehrere Netzpakete.
Die Implementierung der DMA-Virtualisierung für den Intel Gigabit Ethernet-Adapter
PRO/1000 habe ich mangels Dokumentation ausschließlich durch Analyse des Linux-Treibers
vorgenommen.
4.3.3 IDE-Controller
Die Virtualisierung des IDE-Controllers ist verhältnismäßig einfach. Es gibt nur eine Richtung
des Datenaustausches: Der Treiber erstellt eine Liste mit Blöcken, die gelesen bzw. geschrieben
werden sollen und schreibt die Adresse dieser Liste in ein Geräteregister. Der Mediator verifiziert
diese Liste und kann damit fehlerhafte DMA-Operationen verhindern. Das Gerät liest die Liste und
führt die Aktion aus. Der Status über das Ergebnis dieser Aktion wird durch andere Geräteregister
übergeben.
Aufgrund des günstigen Verhältnisses zwischen der Größe des Puffer-Deskriptors und dem Puf-
fer ist bei der Virtualisierung von DMA bei IDE-Controllern ein geringerer Overhead zu erwarten.
Pro Blockliste fallen voraussichtlich die in Tabelle 4.3 angegebenen zusätzlichen Kosten an.
Vorgang CPU-Zyklen
P3 P4
Auslösung Exception bei Zugriff auf Geräteregister 800 1200
Scannen des Codes durch den Emulator 200 200
IPC an Mediator und Antwort sowie damit verbundene Adressraumwechsel 800 2400
Kopieren der Blockliste im Mediator 200 200
Summe 2000 4000
Tabelle 4.3: Erwartete Zusatzkosten pro Blockliste bei Virtualisierung des DMA-Modus bei IDE-Controllern.
4.3.4 Wiederverwendung von Mediator und Emulator
In Linux 2.2.26 gibt es drei verschiedene Treiber-Implementierungen für Tulip-Netzwerkadapter,
wovon zwei mit dem Adapter im Testrechner arbeiten konnten. Die Kombination aus Emulator und
Mediator wurde für einen Treiber (CONFIG_DE4X5) entwickelt und konnte ohne Änderungen für
den anderen Treiber (CONFIG_DEC_ELCP) übernommen werden.
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Dieses Beispiel illustriert den verminderten Aufwand bei der Treiber-Entwicklung: Eine Imple-
mentierung der DMA-Virtualisierung arbeitet für eineKlassevon Treibern. Mediator und Emulator
müssen bei Treiber-Updates nicht verändert werden, sofern sich die Hardware-Eigenschaften nicht
ändern.
4.3.5 Codegrößen
In Tabelle 4.4 ist der Codeumfang für die Virtualisierung der DMA-Einheiten dargestellt. Für den
IDE-Controller ist kein spezieller Code im Emulator erforderlich. Die Zahlen belegen, dass die
Erweiterung vorhandener Gerätetreiber wesentlich weniger Aufwand bedeutet als die vollständige
Implementierung eines Gerätetreibers.
Digital DS2114x Tulip Intel PRO/1000 IDE-Controller
Fast Ethernet Gigabit Ethernet
Treiber (Linux 2.2.26) 4800 8000 11000
Emulator (universell) 400 400 400
Emulator (pro Gerät) 180 200 0
Mediator (universell) 600 600 600
Mediator (pro Gerät) 350 350 130





Das Ziel der vorgestellten Performance-Messungen ist es, eine Übersicht über die Kosten zu geben,
die bei einer starken Kapselung von Linux auf heutiger Standard-Hardware auftreten. Viele Mes-
sungen wurden bereits 1997 mit L4Linux basierend auf Linux 2.0 durchgeführt. Diese basierten
aber auf der damaligen Hardware und dem damals in Assembler implementierten L4-Mikrokern
von Liedtke [56]. Fiasco [35], Grundlage der folgenden Messungen, ist primär auf gute Vorhersag-
barkeit optimiert.
Die Kommunikation von Festplatten-Controller und Netzwerkadapter mittels DMA wird mit
Hilfe der in Abschnitt 3.2.4 dargestellten Technik kontrolliert. Soweit nicht anders angegeben, wird
der Emulator nicht über den Exception-Mechanismus angesprungen, sondern durch Veränderung
eines Makros in den Linux-Quellen direkt aufgerufen. Damit wird pro Zugriff ein Kernein- und
-austritt vermieden. Die Umgehung des Exception-Mechanismus stellt kein Sicherheitsproblem
dar, weil Linux keinen direkten Zugriff auf die gefährlichen Geräteregister hat. Sollte der Treiber
unter Umgehung des veränderten Makros auf die Geräteregister zugreifen, würde eine Exception
ausgelöst, die der Emulator behandelt.
Für die Messungen unter Linux und L4Linux wurde eine identische Umgebung geschaffen. Der
L4Linux-Server wird mit dem in Abschnitt 2.3.4 dargestellten Exception-Mechanismus (also ohne
veränderte C-Bibliothek) betreten.
L4Linux kann nicht den gesamten physischen Hauptspeicher nutzen, da der Mikrokern und ande-
re Server im Nutzermodus ebenfalls Speicher benötigen. In der aktuellen Implementierung werden
etwa 4 MB Speicher für Kern und die Ressourcen-Manager sowie 32 MB Speicher für den Kern-
Heap (insbesondere TCBs und Mapping-Datenbank) reserviert.1
Anwendungsszenario Für die folgenden Messungen wurde das in Abbildung 5.1 dargestell-
te Anwendungsszenario verwendet. Je nach Messung wurde L4Linux im kleinen oder im großen
Adressraum ausgeführt. Die verwendete Hardware ist im Anhang A beschriebenen.
1 Der Kern-Heap wird von Fiasco statisch allokiert und hängt unter anderem von der Anzahl Tasks und Threads im
System sowie von der Anzahl und der Tiefe der Mapping-Beziehungen zwischen den Adressräumen ab. Bei den






































Abbildung 5.1: Anwendungsszenario für die Messungen dieses Kapitels. Nicht vertrauenswürdige Kompo-
nenten sind blau eingefärbt.
L4Linux-Konfigurationen In einigen der folgenden Messungen wurde der Einfluss verschie-
dener Konfigurationen von L4 inux auf die CPU-Last und die Performance untersucht:
4K/4M Der Adressraum von L4 inux für die x86-Architektur kann entweder ausn 4 MB-Seiten
aufgebaut werden (Voreinstellung) oder aus 1024× n 4 KB-Seiten. Viele kleine Seiten be-
deuten mehr TLB-Einträge bei gleicher Größe des virtuellen Speichers und damit eine grö-
ßere TLB-Arbeitsmenge. Damit steigen potenziell die indirekten Kosten nach einem TLB-
Flush (z. B. nach Wechsel des Seitenverzeichnisses). Die Wahl der Seitengröße von L4Linux
ist durch dessen Pager steuerbar.
Large/Small small bedeutet Ausführung von L4 inux im kleinen Adressraum. Der Linux-Kern
ist dabei in alle anderen großen Adressräume eingeblendet. Der Schutz zwischen kleinen und
großen Adressräumen wird durch Segmentierung erreicht. Soweit nicht anders angegeben,
wird L4Linux bei diesen Messungen im großen Adressraum ausgeführt.
Mediator Bei Verwendung des Mediators werden DMA-Zugriffe des entsprechenden Gerätes an
den Mediator weitergeleitet, der diese verifiziert und dann selbst ausführt. Dadurch werden
fehlerhafte DMA-Zugriffe durch fehlerhafte oder bösartige Treiber vermieden. Dies bedingt
aber auch einen größeren Kommunikationsaufwand und damit zusätzliche CPU-Last.
Linux wurde für die Messungen generell imSingle User Modegestartet, um Beeinflussungen
durch andere Prozesse zu minimieren.
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5.1.1 Anwendungsbenchmark
Für die Messung der zusätzlichen Kosten, die aus der Ausführung von Linux als Server im Nut-
zermodus sowie aus der Virtualisierung der DMA-Einheit des IDE-Controllers resultieren, wurde
ein geeigneter Anwendungsbenchmark entwickelt. Der Benchmark besteht aus CPU- und spei-
cherintensiven Operationen (Compilieren des Linux-Kerns) sowie aus überwiegend Festplatten-
intensiven Operationen (Kopieren der Linux-Quellen, Suchen in den Quelldateien). Der Benchmark
besteht aus folgenden Teilen:
1. extract:Entpacken des Linux-Kerns
(tar -xjf linux-2.6.7.tar.bz2 )
2. config:Konfiguration des Kerns mit der Standard-Konfiguration
(make oldconfig )
3. build: Erzeugen des Kerns
(make bzImage )
4. copy+grep:Duplizieren des Verzeichnisses und rekursives Suchen
(cp -r linux-2.6.7 linux-2; grep -r <random search pattern>. )
5. cleanup:Aufräumen
(make clean; rm -rf . )
Die Schritteextract, configund build beanspruchen viel CPU-Zeit und vergleichsweise wenig
IO-Bandbreite. Die Zeit fürbuild sollte vor allem von der Leistung der CPU, vom verfügbaren
Hauptspeicher und vom Speicherdurchsatz abhängen.
In diesen Messungen sollte jedoch vor allem der Einfluss der DMA-Virtualisierung gezeigt wer-
den. Deshalb wurde sichergestellt, dass Linux und L4Linux jeweils gleich viel Speicher (ca. 208 MB
auf dem Pentium-III-System bzw. 438 MB auf dem Celeron-4-System) zur Verfügung hatten.
In Abbildung 5.2 sind die während der einzelnen Teilschritte gemessenen Laufzeiten und CPU-
Lasten jeweils für beide Testrechner dargestellt.
Interpretation der Ergebnisse Auch bei Operationen mit hohem Anteil an Plattenbandbreite
(Schrittecopy+grepundcleanup) sind bei beiden Systemen keine merklichen Mehrkosten für Ge-
samtzeit und CPU-Last bei der Verifizierung der Adressen der DMA-Einheit von IDE-Blockgeräten
erkennbar (Vergleich von L4 inux ohne und mit IDE-Mediator). Damit bestätigen sich die in Ab-
schnitt 3.2.4 getroffenen Aussagen.
Auf den ersten Blick scheint es überraschend, dass L4Linux gegenüber Standard-Linux etwa
13 % mehr Zeit zum Compilieren der Linux-Quellen benötigt. Bei diesem Test beträgt die CPU-
Last jeweils mehr als 97 %. Deshalb haben alle zusätzlichen Kosten für Kerneintritte und Adress-
raumwechsel (Cache- und TLB-Misses) direkten Einfluss auf die Gesamtzeit des Benchmarks. Eine


























(a) Pentium-III-System (800 MHz)
Zeit [s]






















(b) Celeron-4-System (2 GHz)
















(c) CPU-Last: Pentium-III-System (800 MHz)
















(d) CPU-Last: Celeron-4-System (2 GHz)
Abbildung 5.2: Benchmark zur Ermittlung der Kosten des IDE-Mediators unter realen Anwendungen. Com-
pilieren, Kopieren und Suchen auf den Linux-Kern-Quellen.
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5.1.2 Synthetischer Anwendungsbenchmark
Abbildung 5.3 zeigt den Einfluss der DMA-Virtualisierung bei IDE-Controllern für den AIM-
Multiuser-Benchmark [10]. Dieser Benchmark wurde bereits für Messungen am ursprünglichen
L4Linux-System verwendet [25]. Als Workload für den Benchmark wurde derShared System Mix
gewählt, der aus vielen sehr kleinen Jobs besteht und eine ausgewogene Beanspruchung mit Be-
rechnungen, Speicher- und IO-Last garantiert.
AIM Simulierte Last




















(a) Pentium-III-System (800 MHz)
AIM Simulierte Last




















(b) Celeron-4-System (2 GHz)
Abbildung 5.3: AIM-Multiuser-Benchmark Suite 7 [10]. Als Workload wurde der Shared System Mix mit einer
großen Anzahl kleiner Tests, inklusive Festplattenlast, ausgewählt.
Die zusätzlichen Kosten der IDE-DMA-Virtualisierung sind auch hier vernachlässigbar. Zu be-
achten ist die niedrigere Performance von Standard-Linux auf dem Celeron-4-System. Dies liegt
mit hoher Wahrscheinlichkeit an der Festplatte, deren Parameter den Benchmark entscheidend be-
einflussen. Dies ist auch daran zu erkennen, dass auf beiden Systemen sehr ähnliche Resultate
erreicht werden, obwohl das Celeron-4-System merklich bessere CPU- und Speicher-Performance
aufweist (siehe Anhang A).
L4Linux wurde bei diesen Messungen im großen Adressraum ausgeführt. Eine Messung auf
dem Pentium-III-System wurde mit L4 inux im kleinen Adressraum ausgeführt, dabei wurde der
Speicher auf 128 MB begrenzt (siehe Abschnitt 2.4.2). Aus diesem Grund brach der Benchmark bei
einer Last von 130 wegen Speichermangel ab. Bis zu dieser Last ist kein wesentlicher Unterschied
zu den anderen Messungen mit L4Linux zu erkennen.
Auf dem Celeron-4-System wurde auch untersucht, welchen Einfluss das Verwenden von großen
TLB-Einträgen für Linux auf die Performance hat (KurvenL4Linux (Large, 4M)undL4Linux (Lar-
ge, 4K). Bei höherer Last ist ein geringer Unterschied zu erkennen, der sich aus der größeren
Anzahl an TLB-Misses erklärt.
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5.2 DMA-Virtualisierung bei Netzwerkadaptern
5.2.1 Fast-Ethernet
In Abschnitt 3.2.4 wurde gezeigt, wie die DMA von Netzwerkadaptern durch Kopieren der De-
skriptorlisten virtualisiert werden kann, wenn bestimmte Voraussetzungen der Hardware erfüllt
sind. Aufgrund der relativ hohen Interrupt-Last bei Netzwerkadaptern – im schlimmsten Fall gene-
riert der Netzwerkadapter pro Ethernet-Paket einen Interrupt – ist eine beträchtliche Zusatzbelas-



































































Abbildung 5.4: wget -Test auf dem Pentium-III-System (800 MHz) mit Fast-Ethernet-Adapter (Digital
DS21143 Tulip rev 65). Lesen von 1800 MB per HTTP-Protokoll von einem Webserver. In
der rechten Abbildung sind die CPU-Last sowie die Anzahl der vom Netzwerkadapter wäh-
rend der Messung ausgelösten Interrupts gezeigt.
Abbildung 5.4 zeigt den Einfluss der DMA–Virtualisierung des Fast-Ethernet-Adapters auf
Netto-Datenraten der Anwendungen und die CPU-Last. Hierbei liest das Linux-Programm
wget eine große Datei von einem Server per HTTP-Protokoll und schreibt deren Inhalt nach
/dev/null . Aus Sicht von L4Linux empfängtwget Daten perrecv -Systemaufruf von einem
Socket und schreibt diese über denwrite -Systemaufruf auf ein virtuelles Gerät.wget verwendet
als Blockgröße 16 KB, so dass bei Fast Ethernet mindestens 760 Blöcke pro Sekunde vom Socket
gelesen werden und in das virtuelle Gerät geschrieben werden.
Zu beachten ist die etwas geringere CPU-Auslastung bei Verwendung des Mediators für den
Tulip-Netzwerkadapter bei gleicher Datenrate. Dieser Effekt ist dadurch zu erklären, dass die
Interrupt-Behandlung mit Mediator etwas länger dauert und dadurch bereits weitere Pakete ein-
treffen, die mit dem nächsten Interrupt behandelt werden können. Im Bild wird jeweils auch die
Anzahl der Interrupts dargestellt.
Abbildung 5.5 zeigt Ergebnisse des Benchmarksnetperf [32] für Fast-Ethernet. Auch hier lässt
sich erkennen, dass die DMA-Virtualisierung zusätzliche Kosten verursacht, die allerdings nicht
groß genug sind, um Datenraten zu verringern.
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Abbildung 5.5: netperf-Benchmark auf dem Pentium-III-System mit Fast-Ethernet-Adapter. Links ist jeweils




Abbildung 5.6 zeigt die Ergebnisse deswget -Benchmarks auf dem Celeron-4-System mit Gigabit-
Ethernet-Adapter (PRO/1000). Die verzehnfachte Bruttodatenrate und die damit verbundene höhe-
re Interrupt-Last bedeutet eine wesentlich größere Beanspruchung der CPU als bei Fast-Ethernet.
Selbst auf dem schnelleren Celeron-4-System kann auf L4Linux ohne Mediator die Datenrate von
Linux nicht erreicht werden. Bei dieser Messung wurde ebenfalls der Einfluss von kleinen Adress-













































































































Abbildung 5.6: wget -Benchmark auf dem Celeron-4-System mit Gigabit-Ethernet-Adapter (Intel PRO/1000).
Interrupt-Verzögerung ca. 1024 µs. Lesen von 2000 MB per HTTP-Protokoll von einem
Webserver, die MTU-Größe beträgt 1500 Byte. Für Bedeutung der Abkürzungen siehe Be-
ginn dieses Kapitels.
Die Ausführung von Linux als L4-Server im kleinen Adressraum kostet auf diesem System etwa
25 % CPU-Leistung. Weitere 5 % der CPU-Leistung sind erforderlich, um die DMA-Zugriffe auf
den Netzwerkadapter zu virtualisieren. Sehr gut ist der Einfluss kleiner Adressräume zu erkennen:
Mit Linux im kleinen Adressraum (4M, Small) ergibt sich eine Verminderung der CPU-Last um
12 % gegenüber Linux im großen Adressraum (4M, Large).
In Abbildung 5.7 sind die Ergebnisse des netperf-Benchmarks dargestellt. BeiTCP_STREAM
wurde der gleiche Benchmark mit unterschiedlichen Verzögerungszeiten für Interrupts ausgeführt.
Eine Erhöhung dieses Wertes führt dazu, dass pro Netzpaket durchschnittlich weniger Interrupts
ausgeführt werden und damit die CPU-Last sinkt. Gleichzeitig erhöht sich aber die Latenz. Die
Abhängigkeit der CPU-Last von der Verzögerungszeit für Interrupts ist gut zu erkennen. Standard-
Linux erreicht mit einer geringeren Verzögerung eine noch größere Datenrate.
Bei UDP_STREAMwird beim Senden unter L4 inux eine CPU-Last von 100 % erreicht.
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(c) UDP_STREAM.Interrupt-Verzögerung ca. 1024 µs.
Abbildung 5.7: netperf-Benchmark auf dem Celeron-4-System mit Gigabit-Ethernet-Adapter. Auf den linken
Diagrammen sind die erzielten Datenraten dargestellt, auf den rechten die CPU-Last.
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5.3 Kosten der Ausführung von Linux auf Fiasco
In Abschnitt 5.1.1 wurde festgestellt, dass L4Linux auf Fiasco beim Compilieren von Code mindes-
tens 12 % langsamer als Linux ist. Um mögliche Ursachen für die zusätzlichen Kosten zu ermitteln,
wurden erweiterte Messungen mit verschiedenen Konfigurationen von L4Li ux und Fiasco durch-
geführt.
Durch Monitoring von Kern-Ereignissen wurden folgende Werte ermittelt: Auf dem Pentium-III-
System finden während des Compilierens etwa 19 Millionen Kontextwechsel2 statt, das entspricht
etwa 25300 Kontextwechsel pro Sekunde. Darin enthalten sind 18,7 Millionen Adressraumwechsel
(entspricht 24900 Adressraumwechseln pro Sekunde). Ferner wurden ca. 16350 Interrupts durch
den Festplatten-Controller ausgelöst (entspricht 22 Interrupts pro Sekunde) und 16300 Tasks er-
zeugt.
Die hohe Anzahl an Adressraumwechseln führt dazu, dass sich selbst kleine Verzögerungen in
diesem kritischen Kernpfad bemerkbar machen. 80 % der Adressraumwechsel finden bei diesem
Benchmark zwischen dem Linux-Server und Linux-Nutzerprozessen statt. Es liegt nahe, die Kosten
für diese Adressraumwechsel durch die Verschiebung des Linux-Servers in einenkleinen Adress-
raumzu verringern.
Der Mikrokern Fiasco bietet kleine Adressräume mit einer Gesamtgröße bis 128 MB an (siehe
Abschnitt 2.4.2). In der folgenden Messung (Abbildung 5.8) wurde deshalb der Linux zur Verfü-
gung stehende Speicher auf 128 MB begrenzt. Die Beschränkung ist notwendig, da Linux 2.2 den
gesamten zur Verfügung stehenden physischen Speicher einblendet. Der Compilationstest wurde
noch einmal für Linux und L4Linux durchgeführt, für L4Linux als großer bzw. kleiner Adressraum.
Ferner wurde die Seitengröße von L4Linux variiert, um den Einfluss von großen TLBs zu messen.
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Abbildung 5.8: Einfluss verschiedener Konfigurationen von L4Linux auf das Compilieren auf dem Celeron-4-
System (2 GHz).
An den Ergebnissen ist zu erkennen, dass sich mit kleinen Adressräumen Verbesserungen errei-
chen lassen, ebenso hat die Verwendung von 4 MB-Seiten einen positiven Einfluss auf die Kos-
ten. Allerdings erreicht L4Linux auf Fiasco auch durch Verwendung von 4 MB-Seiten im kleinen
Adressraum nicht die Zeit von Standard-Linux. Die Einsparungen betragen maximal etwa 3 %.
Als weitere Einflussgröße wurde der Einfluss der IPC-Geschwindigkeit von Fiasco auf den
Benchmark untersucht. Für Abbildung 5.9 wurden in den IPC-Pfad von Fiasco schrittweise Ver-
zögerungen bis zu 10 µs eingefügt und die Resultate verglichen. Anhand der Messungen ist zu
2 Umschaltung des Thread-Kontextes innerhalb eines Adressraumes bzw. zwischen Adressräumen
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erkennen, dass die Verlangsamung der IPC um 2000 Takte (entspricht 1 µs) zu einer Zunahme der
Compilationszeit um 3,4 % führt.
Zeit [s]













Abbildung 5.9: Einfluss der IPC-Performance auf das Compilieren auf dem Celeron-4-System (2 GHz). Im
Vergleich zu L4Linux wurde der IPC-Pfad in Fiasco schrittweise um bis zu 10 µs (entspre-
chend 20000 Takte auf diesem System) verlangsamt.
In Abschnitt 5.1.2 wurde der synthetische AIM-Benchmark verwendet, um den Einfluss des
IDE-Mediators auf die Performance bei hohen Lasten unterschiedlicher Art zu untersuchen. Im
folgenden wurde dieser BenchmarkohneFestplattenlast wiederholt, um Einflüsse durch externe
Geräte zu minimieren (siehe Abbildung 5.10).
AIM Simulierte Last

























(a) Pentium-III-System (800 MHz)
AIM Simulierte Last

























(b) Celeron-4-System (2 GHz)
Abbildung 5.10: AIM-Multiuser-Benchmark Suite 7 [10] ohne Plattenzugriffe. Als Workload wurde der Shared
System Mix ohne Festplattenlast verwendet. Der für Linux verfügbare Hauptspeicher wurde
bei beiden Systemen auf 120 MB begrenzt.
Die Messungen auf beiden Systemen zeigen einen Abstand von Standard-Linux gegenüber
L4Linux von etwa 14 %. Im Gegensatz zum Pentium-III-System wirkt sich auf dem Celeron-4-
System die Ausführung von L4 inux im kleinen Adressraum spürbar aus. Für eine genauere In-
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terpretation dieser Ergebnisse wurde gemessen, wie viele Kontextwechsel bzw. Wechsel der Sei-
tentabellen während dieses Benchmarks stattfanden (vgl. Abbildung 5.11). Auf beiden Systemen
reduzieren sich die Wechsel der Seitentabelle von etwa 99 % auf etwa 2 %. Es finden also sehr viele
Kontextwechsel zwischen Linux und den Linux-Anwendungen statt. Warum das Celeron-4-System
von kleinen Adressräumen mehr profitiert als das Pentium-III-System, konnte nicht abschließend
ermittelt werden.
AIM Simulierte Last





















































(a) L4Linux im großen Adressraum.
AIM Simulierte Last





















































(b) L4Linux im kleinen Adressraum.
Abbildung 5.11: Anzahl der Kern-Ereignisse während der Ausführung der AIM-Multiuser-Benchmark Suite
7 wie in Abbildung 5.10. Die linken Diagramme zeigen die Ergebnisse für das Pentium-III-
System, die rechten Diagramme für das Celeron-4-System.
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5.4 Linux mit eingeschränkten IO-Rechten
In diesem Abschnitt sollen die Kosten ermittelt werden, die dadurch entstehen, dass L4Linux mit
eingeschränkten IO-Rechten ausgeführt wird.
In Tabelle 5.1 ist dargestellt, wie oft diecli -Anweisung innerhalb des in Abschnitt 5.1.1 ein-
geführten Benchmarks auftritt (Spaltencli /s) und wie oft eine Lock-Contention auftritt, d. h. wie
oft ein Thread eine IPC zum Lock-Thread ausführen musste, weil ein anderer Thread bereits Ei-
gentümer descli -Locks war (SpaltenIPC).
ohne Parallellast IDE-Mediator Netz 100 MBit Netz 1000 MBit
cli /s IPC cli /s IPC cli /s IPC cli /s IPC
extract 20623 0.0028 % 20826 0.0032 % 208102 0.14 % 209528 0.16 %
config 20029 0.0007 % 20061 0.0022 % 200596 0.12 % 201170 0.12 %
build 25483 0.0023 % 25578 0.0026 % 173750 0.09 % 182764 0.09 %
copy+grep 41469 0.0027 % 40955 0.0021 % 260080 0.19 % 261503 0.23 %
cleanup 52584 0.0014 % 52490 0.0023 % 237178 0.15 % 231215 0.13 %
Tabelle 5.1: Kosten beim Ersetzen von cli und sti durch ein Lock auf dem Celeron-4-System. Das Feld
IPC zeigt jeweils den relativen Anteil an cli -Aufrufen, die eine IPC zum cli -Lock zur Folge
hatten, weil das Lock belegt war (Lock Contention).
Ermittelt wurden die Kosten für das in Anhang A beschriebene Celeron-4-System auf L4Linux.
Da sich die Konflikte um das Lock vermehren, je mehr Threads sich um dascli -Lock gleichzeitig
bewerben, wurden die Messungen mit unterschiedlichen Interrupt-Lasten ausgeführt. In der ersten
Messung wurde der Benchmark aus Abschnitt 5.1.1 ohne IDE-Mediator und ohne parallele Lasten
wiederholt. Dabei treten bei den IO-intensiven Teilen des Benchmarks bis zu 52cli -Operationen
pro Millisekunde auf. Da es wenig Konflikte gibt, werden entsprechend wenige IPCs zum Lock-
Thread ausgeführt (etwa eine IPC pro Sekunde).
Die Situation ändert sich nur wenig, wenn der IDE-Mediator aktiviert wird: Durch die Kontrolle
der DMA-Adressen verlängert sich etwas die Ausführungszeit für die Linux-Top-Halves. Dadurch
steigt die Chance, dass sich während dieser Zeit ein weiterer Interrupt auftritt. Da Top-Halves durch
dascli -Lock abgesichert sind, treten damit ein wenig mehr Konflikte um das Lock auf.
Wesentlich größeren Einfluss hat der parallele Betrieb eines weiteren Gerätes. Damit steigt die
Interrupt-Last stärker an, und die Konflikte zwischen Threads mehren sich. BeiNetzlast 100 MBit
wurde parallel zum Anwendungsbenchmark eine große Datei immer wieder von einem externen
Server gelesen (ähnlich demwget -Benchmark in Abschnitt 5.2.1). Dabei wurde der Fast-Ethernet-
Adapter Digital DS21143 Tulip rev 65 verwendet. Mit dieser Parallellast steigt die Anzahl der
cli -Instruktionen bereits deutlich an, und es treten 50- bis 170-mal so viele Konflikte auf. Mit
dem Fast-Ethernet-Adapter wird auf dem Celeron-4-System eine Grundlast von etwa 65 % erzeugt.
Bei Verwendung von Gigabit-Ethernet (Intel PRO/1000) werden noch mehr Interrupts pro Zeit-
einheit generiert, aufgrund des Interrupt-Coalescing allerdings nicht 10-mal so viel – trotz 10-facher
Bruttodatenrate. Die CPU-Last beträgt nun mehr als 90 % (vgl. Abschnitt 5.2.2). Die Anzahl der
cli -Operationen pro Sekunde ist etwa gleichbedeutend mit der Belastung durch Fast-Ethernet,
allerdings treten etwas mehr Konflikte amcli -Lock auf. Dies führt zu etwa 600 IPCs zum Lock-
Thread pro Sekunde. Gegenüber dem System ohne Parallellast treten 55-mal mehr IPC Operationen
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auf. Unter der Voraussetzung, dass ein Konflikt auf einem Pentium 4 etwa 6000 Takte kostet (Ab-




6.1 Beiträge dieser Arbeit
Mit dieser Arbeit wurden folgende Ergebnisse erzielt:
1. Ausgehend von der bisher vorhandenen L4Linux-Implementierung wurde gezeigt, wie der
Linux-Kern mit eingeschränkten IO-Rechten ausgeführt werden kann (Abschnitt 3.1).
2. Für die Lösung des DMA-Problems wurde ein allgemeines Modell einer IOMMU entwi-
ckelt (Abschnitt 3.2) und gezeigt, wie sich dieses in zukünftiger Hardware umsetzen lässt
(Abschnitte 3.2.2 bis 3.2.3).
3. Im Hinblick auf aktuelle Standard-Hardware ohne spezielle Erweiterungen wurde eine Me-
thode entwickelt, wie Busmaster-DMA mittels Teil-Virtualisierung von Geräten kontrolliert
werden kann (Abschnitt 3.2.4). Dabei wurde gezeigt, welchen Einschränkungen diese Tech-
nik in Bezug auf spezielle Hardware (Firmware) unterliegt.
4. In Abschnitt 4.3 wurden Beispielimplementierungen für die Virtualisierung von zwei Netz-
werkadaptern und eine Klasse von IDE-Controllern gezeigt. Dabei wurde eine erhebliche
Verminderung des Umfangs an vertrauenswürdigem Code erreicht (Abschnitt 4.3.5).
5. Es wurde gezeigt, dass die Kosten für die DMA-Virtualisierung und von langsameren Gerä-
ten im vertretbaren Rahmen liegen (Abschnitte 5.1 und 5.2). Bei Geräten mit hoher Interrupt-
Last (Gigabit-Ethernet) sind die Kosten entsprechend höher. Die Kosten für die Einschrän-
kung der IO-Rechte sind gering (Abschnitt 5.4).
6. Es wurden allgemeine Performance-Vergleiche zwischen Linux und L4Linux durchgeführt.
Insbesondere wurde der Einfluss von kleinen Adressräumen auf aktueller Hardware unter-
sucht. Dabei konnten je nach System und Anwendungsfall Einsparungen in der CPU-Last
von bis zu 12 % nachgewiesen werden (Abschnitt 5.3 und 5.2.2).
Folgende Nebenergebnisse wurden erzielt:
1. Für den Mikrokern Fiasco wurde die gleichzeitige Nutzung von kleinen Adressräumen und
der Einschränkung von IO-Rechten für Nutzerprozesse implementiert.
2. Die IPC-Performance von Fiasco wurde ausführlich auf verschiedenen x86-Systemen ver-
messen (Abschnitte C.1, C.2 und C.3).
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6.2 Vorschläge für zukünftige Arbeiten
Die im Rahmen dieser Arbeit vorgenommenen Implementierungen wurden anhand von L4Linux
Version 2.2 vorgenommen. Alle hier beschriebenen Techniken sollten sich auch auf aktuellere Ver-
sionen von L4Linux und auf andere Betriebssysteme anwenden lassen. Zunächst erscheint es sinn-
voll, die aktuelle Portierung von Linux 2.6 auf Nizza zu untersuchen. Bei dieser Version wurde
versucht, die Änderungen am Linux-Kern durch Hinzufügen bestimmter Erweiterungen im Mikro-
kern zu verringern.
Sobald Unterstützung für IO-Adressräume in Hardware erhältlich ist, sollte Nizza daran ange-
passt werden. Intels Vanderpool Technology [49] wird die Virtualisierung von herkömmlichen Be-
triebssystemen auf x86-Hardware vereinfachen. Dabei muss aber untersucht werden, welche zu-
sätzlichen Kosten entstehen, z. B. wie teuer Wechsel zwischen Root Mode und Gast sind und wie
oft diese ausgeführt werden müssen.
Der Fiasco-Mikrokern sollte einer genaueren Performance-Analyse unterzogen werden. Für die
Unterscheidung, ob eine IPC im Fast Path oder Slow Path ausgeführt werden kann, müssen etwa 15
Bedingungen überprüft werden. Der IPC-Pfad ist sehr komplex und vollständig unterbrechbar. In
einer aktuellen Arbeit wird daher untersucht, inwieweit sich der IPC-Pfad von Fiasco vereinfachen
lässt.
Betriebssystem-Kerne werden für die direkte Ausführung auf der Hardware entworfen und nut-
zen daher meist Besonderheiten der Hardware zur Steigerung der Performance. Während dem Kern
bei der Para-Virtualisierung nicht alle diese Besonderheiten offeriert werden, erwarten allerdings
die Anwendungen die für eine Hardware-Architektur bestimmte Schnittstelle, egal ob der Kern di-
rekt auf die Hardware zugreift oder in einer virtuellen Maschine ausgeführt wird. Beispielsweise
können Anwendungen ab Linux 2.6 ein Segmentregister für den schnellen Zugriff auf threadloka-
len Speicher nutzen (Thread Local Storage, TLS[17]). Der VM-Monitor muss die spezielle Se-
mantik dieses Registers beachten und das entsprechende Segment bei Kontextwechseln geeignet
umschalten. Spezielle Anforderungen dieser Art von Anwendungen an das ABI des Kerns füh-
ren zu zusätzlichem Aufwand im Mikrokern, teilweise in oft benutzten („heißen“) Pfaden. Alle
bekannten Implementierungen von Mikrokernen mit L4-Schnittstellen haben Lücken bei der Un-
terstützung solcher Besonderheiten. Es ist erforderlich, den erforderlichen zusätzlichen Aufwand
zu untersuchen.
Die verwendete L4-Schnittstelle V.2 bietet keine ausreichende Kontrolle der Kommunikation
zwischen Aktivitäten. So werden zwar nicht vertrauenswürdige Prozesse voreinander durch Adress-
räume separiert, sie können aber mittels IPC direkt miteinander kommunizieren. Ursprünglich vor-
gesehene Erweiterungen (z. B. Clans & Chiefs [54]) erwiesen sich als in der Praxis zu unflexibel
und wurden in aktuellen L4-Kernen nicht implementiert. Es müssen daher andere Mechanismen
zur Kommunikationskontrolle gefunden werden.
Weitere Arbeiten sollten den Einfluss von Cache-Coloring auf die Performance von L4Linux und




Grundlage für die Messungen in dieser Arbeit (insbesondere Kapitel 4 und 5) bilden zwei PCs mit
folgender Ausstattung:
CPU Intel Pentium III (Coppermine) / 800 MHz
Caches 32 KB L1-Cache und 256 KB L2-Cache
Code-TLBs 32 Einträge für 4 KB-Seiten, 2 Einträge für 4 MB-Seiten
Daten-TLBs 64 Einträge für 4 KB-Seiten, 8 Einträge für 4 MB-Seiten
RAM 256 MB SDRAM
IDE-Controller VIA VT82C586 Chipsatz
Netzwerkadapter Digital DS21143 Tulip rev 65 (100 MBit Fast Ethernet)
Intel PRO/1000 rev 02 (1000 MBit Gigabit Ethernet)
Festplatte IBM-DTLA-305020 (20 GB) mit 380 KB Cache
Speicherbandbreite 388 MB/s (2.06 CPU-Zyklen / Byte)
CPU Intel Celeron 4 (Northwood) / 2 GHz
Caches 8 KB L1-Cache, 12 K µ-ops und 128 KB L2-Cache
Code-TLBs 128 Einträge für 4 KB- bzw. 4 MB-Seiten
Daten-TLBs 64 Einträge für 4 KB- bzw. 4 MB-Seiten
RAM 512 MB DDR333 RAM
IDE-Controller Intel 82801EB/ER (ICH5/ICH5R) Chipsatz
Netzwerkadapter Digital DS21143 Tulip rev 65 (100 MBit Fast Ethernet)
Intel PRO/1000 rev 02 (1000 MBit Gigabit Ethernet)
Festplatte IBM-DTLA-305020 (20 GB) mit 380 KB Cache
Speicherbandbreite 826 MB/s (2,41 CPU-Zyklen / Byte)
Die Messungen wurden auf beiden Rechnern mit der gleichen Festplatte und den gleichen Netz-
werkadaptern vorgenommen. Der Hauptunterschied zwischen beiden Rechnern liegt in der CPU:
Der Celeron 4 braucht mehr Taktzyklen beim Wechsel zwischen Nutzer- und Kernmodus (siehe
Anhang B.1). Weiterhin muss bei dieser CPU der Cache für Code bei Wechsel des Seitenverzeich-
nisses geleert werden, da dieser mit virtuellen Tags versehen ist [88].
Bei beiden PCs wurde der im Chipsatz integrierte IDE-Controller verwendet. Diese sind aus
Performance-Gründen nicht physisch an den PCI-Bus angeschlossen, sondern direkt an den inter-




Als Partner-Rechner für die Netzwerk-Messungen mitnetperfwurde ein Notebook IBM Think-
pad T40p mit folgender Ausstattung gewählt:
CPU Intel Pentium M (Banias) / 1.6 GHz
Caches 64 KB L1-Cache und 1024 KB L2-Cache
Code-TLBs 128 Einträge für 4 KB-Seiten, 2 Einträge für 4 MB-Seiten
Daten-TLBs 128 Einträge für 4 KB-Seiten, 8 Einträge für 4 MB-Seiten
RAM 512 MB DDR-RAM
Netzwerkadapter Intel PRO/1000 rev 03 (1000 MBit Gigabit Ethernet)
Festplatte HTS726060M9AT00 (60 GB) mit 204 8 KB Cache
Speicherbandbreite 904 MB/s (1.76 CPU-Zyklen / Byte)
Alle Messungen wurden unter Linux 2.2.26 bzw. L4Linux 2.2.26 auf der Linux-Distribution
Debian 3.0 ausgeführt. Die Linux-Kerne wurden jeweils mit dem Compiler gcc mit der Version
2.95.4 compiliert, für Fiasco wurde gcc Version 3.4.4 verwendet. Für den Kernein- und -austritt
bei IPC wurden, wenn auf dem System vorhanden, die optimierten Instruktionensys ter und
sysexit verwendet.
Für die Netzwerk-Messungen über TCP (Abschnitt 5.2) wurde die maximale Größe des TCP-
Fensters von Linux und L4 inux auf 512 KB gesetzt (Anpassung der KonstanteMAX_WINDOW
in der Dateiinclude/net/tcp.h ). Weiterhin wurden die Default- und Maximalgrößen der
Sende- und Empfangspuffer auf 256 KB gesetzt, wie in [87] vorgeschlagen.
Für CPU-Lastmessungen wurden auf den PCs Performance-Counter verwendet, die die Taktzy-
klen zählen, während der sich der Prozessor nicht imHLT-Zustand befindet (Event-Nummer 0x79
auf Pentium III und Event-Nummer 0x13 auf dem Celeron 4). Sowohl Linux als auch Fiasco führen
den Befehlhlt in der Idle-Loop aus, die die niedrigste Priorität im System besitzt. In Verbindung
mit demTime Stamp Counter[47] können damit präzise Zeit- und CPU-Lastmessungen vorgenom-
men werden.
In den Anhängen B und C wurden die ermittelten Werte für das Pentium-III-System sowie für




B.1 Kosten für wichtige Prozessorinstruktionen
Für die Erfassung der Kosten von privilegierten Befehlen auf aktueller Hardware wurde ein selbst
entwickeltes Testprogramm für den privilegierten Modus verwendet, das die Befehle in einer
Schleife mit 200000 Durchläufen ausführt und die gemessene Zeit durch die Anzahl der Durch-
läufe dividiert. In der folgenden Tabelle sind die Ergebnisse in Taktzyklen der CPU dargestellt.
int sysenter modify cli flush switch
MHz
+ iret + sysexit + loadES + sti TLB Ptab
Pentium (P54) 90 186 – 15 18 46 39
K6-II (Chomper) 350 118 – 12 29 341 189
Pentium III (Coppermine) 800 214 51 19 20 116 83
Athlon (Thunderbird) 800 202 67 18 10 92 102
Pentium M (Banias) 1600 257 66 19 19 137 94
Celeron 4 (Northwood) 2000 932 146 52 86 520 292
Das Modifizieren und Laden eines Segmentregisters ist eine Operation, die beim Umschalten auf
einen kleinen Adressraum benötigt wird. Die Werte fürflush TLBzeigen die benötigte Zeit für das
Invalidieren eines bestimmten TLB-Eintrags.Switch ptabenthält die Kosten für das Umschalten
des Seitenverzeichnisses inklusive Invalidieren des TLBs. In der SpalteMHz ist die Taktfrequenz
des verwendeten Prozessors dargestellt.
Zu erkennen ist die Tendenz, dass privilegierte Befehle auf neueren Prozessoren mehr Taktzyklen
benötigen. Der Kernein- und -austritt mittelssysenter und sysexit benötigt auf jeder CPU
wesentlich weniger Zeit als die herkömmliche Variante mittelsint und iret .
Die hier dargestellten Kosten für Kernein- und -austritt beziehen sich auf die Ausführung der
Befehle in einer Schleife. In der Praxis werden diese Werte insbesondere beisysenter und
sysexit überschritten, da im Zusammenwirken mit dem jeweiligen Code-Kontext zusätzliche
Kosten entstehen. Weiterhin sind bei beiden Befehlen im Gegensatz zuint nd iret zwei Re-
gister vorbelegt, die deshalb nicht zur Parameterübergabe verwendet werden können.
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B.2 Cache-Größen
In der folgenden Tabelle sind die Cache-Größen ausgewählter x86-Prozessoren dargestellt. Die
Werte in den Klammern zeigen die Cache-Assoziativität. Die SpalteF rbenzeigt die maximale
Anzahl möglicher Farben des L2-Caches für Cache-Coloring.
L1-Cache L2-Cache
Code Daten Code Daten Farben
Pentium (P54) 8 KB (2) 8 KB (2) extern 256 KB
K6-II (Chomper) 32 KB (2) 32 KB (2) extern 256 KB
Pentium III (Coppermine) 16 KB (4) 16 KB (4) 256 KB (8) 8
Athlon (Thunderbird) 64 KB (2) 64 KB (2) 256 KB (16) 4
Pentium M (Banias) 32 KB (8) 32 KB (8) 1024 KB (8) 32
Celeron 4 (Northwood) 12 K µ-ops (8) 8 KB (4) 128 KB (2) 16
Pentium 4 (Prescott) 12 K µ-ops (8) 16 KB (8) 1024 KB (8) 32
Athlon 64 (Winchester) 64 KB (2) 64 KB (2) 1024 KB (16) 16
Die Werte wurden, wenn möglich, mit der Instruktioncpuid ermittelt. Fehlende Werte wurden




Die Seitengröße beträgt auf x86-Prozessoren üblicherweise 4 KB.
B.3 TLB-Größen und -Zugriffszeiten
In der folgenden Tabelle ist die Anzahl an TLB-Einträgen ausgewählter x86-Prozessoren und in
Klammern deren Assoziativität angegeben. Die Werte wurden mit dem Befehlcpuid ermittelt
und ggf. aus [65] ergänzt.
Code Daten
4 KB 4 MB 4 KB 4 MB
Pentium (P54) gemeinsam 32 (4) 64 (4) 8 (4)
K6-II (Chomper) 64 (1) 1 (n) 128 (2) 2 (n)
Pentium III (Coppermine) 32 (4) 2 (n) 64 (4) 8 (n)
Athlon (Thunderbird) 16 (n) + 256 (4) 4 (n) 24 (n) + 256 (4) 4 (n)
Pentium M (Banias) 128 (4) 2 (n) 128 (4) 8 (4)
Celeron 4 (Northwood) gemeinsam 128 (n) gemeinsam 64 (n)
Pentium 4 (Prescott) gemeinsam 128 (n) gemeinsam 64 (n)
Athlon 64 (Winchester) 32 (n) + 512 (4) 4 (n) 32 (n) + 512 (4) 4 (n)
In der Tabelle ist zu erkennen, dass neuere Prozessoren tendenziell mehr TLB-Einträge besitzen.
Je mehr TLB-Einträge vorhanden sind und je mehr das Neuladen eines Eintrags kostet, desto mehr
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indirekte Kosten fallen potenziell nach dem Umschalten auf einen Adressraum durch Laden von
TLBs an.
Die folgende Tabelle zeigt die Kosten für das Laden eines 4 KB-TLB-Eintrags für Code bzw.
Daten. Dabei wurde mit warmem Cache gemessen, d. h. die TLB-Einträge konnten direkt aus dem
Cache geladen werden. Da die Caches auf x86-Prozessoren mit physischen Tags versehen sind,
müssen sie bei Adressraumwechseln nicht geleert werden.
Code Daten Reload Einträge 4 KB
MHz
4 KB 4 KB CPU-Zyklen Zeit
Pentium (P54) 90 42 17 ca. 2500 28 µs
K6-II (Chomper) 350 38 37 ca. 7200 21 µs
Pentium III (Coppermine) 800 24 8 ca. 1300 1,6 µs
Athlon (Thunderbird) 800 54 76 ca. 33000 41 µs
Pentium M (Banias) 1600 31 8 ca. 5000 3,1 µs
Celeron 4 (Northwood) 2000 36 48 ca. 7700 3,9 µs
Diese hier ermittelten Werte helfen bei der Einschätzung der Kosten von Adressraumwechseln,
bei denen die Seitentabelle umgeschaltet wird. Im Worst Case führen mehr als 7000 Takte beim
Celeron 4 bei einer Gesamtdauer der IPC von 2000 bzw. 3800 Takten (siehe Abschnitt C.2) zu
erheblichen indirekten Kosten.
Für einen Pentium 4 (1,4 GHz) wurden in [88] etwas abweichende Angaben gemessen





Für die Performance eines Mikrokern-basierten Systems hat die IPC-Performance des zugrunde
liegenden Mikrokerns eine wichtige Bedeutung, da aufgrund der Auslagerung jeglicher Ressour-
cenverwaltung in Nutzerprozesse und der verstärkten Nutzung von Adressräumen Kommunikation
zwischen Prozessen häufiger stattfindet als bei herkömmlichen monolithischen Betriebssystemen
[56].
In diesem Kapitel werden einige ausgewählte IPC-Messungen mit Fiasco präsentiert. Dabei wur-
den mit Hilfe des selbst entwickelten L4-Programmspingpong die direkten Kosten zwischen
zwei Threads gemessen, die sich je nach Messung in gleichen oder verschiedenen Adressräumen
befinden.
Ein Thread agiert als Client, ein anderer als Server. Da der Server üblicherweise dem Client
nicht vertraut, sendet der Server die Antwort mit einem Timeout von Null, d. h. der Client muss die
Antwort sofort abnehmen. Anderenfalls müsste der Server auf den Client warten und wäre damit
blockiert, da IPC unter L4 immer synchron ausgeführt wird.
Für die Messungen wurden die IPC-Operationen in einer Schleife ausgeführt, die 100.000-mal
durchlaufen wird, um Ungenauigkeiten durch Cache-Effekte und Interrupts auszuschließen.
Neben den direkten Kosten, die durch die Ausführung von Instruktionen im Kern-IPC-Pfad ent-
stehen, müssen auch folgende indirekten Kosten beachtet werden:
• Findet während der IPC ein Adressraumwechsel statt, muss auf x86-Systemen der gesamte
TLB invalidiert werden, da die Einträge keine Adressraum-IDs enthalten. Indirekte Kosten
entstehen dadurch, dass im neuen Adressraum TLB-Einträge wieder geladen werden müssen.
• Der Kern greift auf Code und Daten zu und führt bedingte Sprünge aus. Die dabei ver-
drängten TLB-Einträge, Cache-Lines und Einträge imBranch Target Bufferwerden bei der
Ausführung des Nutzerprogramms wieder neu geladen. Dadurch entstehen weitere indirekte
Kosten.
Die indirekten Kosten einer IPC können im Worst Case wesentlich größer sein als die direkten
Kosten.
Alle Ergebnisse stellenRoundtrip-Zeitendar, also die Gesamtzeit für die Hin- und für die Rück-
IPC. Fast-IPCnimmt einen optimierten Kernpfad für Short-IPC, der in Assembler implementiert
wurde.Slowzeigt Kosten für den normalen C++-Pfad einer Short-IPC. Dieser langsamere Pfad
wird im Kern genommen, falls bestimmte Bedingungen nicht erfüllt sind, z. B. wenn der Empfän-
ger einer IPC nicht bereit ist oder wenn einer der Partner einen IPC-Timeout ungleich Null oder
Unendlich angegeben hat [75].PF zeigt Kosten, die bei der Behandlung eines Seitenfehlers entste-
hen.
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Fiasco wurde für diese Messungen mit Unterstützung für eingeschränkte IO-Rechte und für klei-
ne Adressräume compiliert. Die Unterstützung kleiner Adressräume im Kern impliziert zusätzliche
Kosten (siehe Abschnitt 4.2.2).
C.1 IPC innerhalb eines Adressraumes
In der folgenden Tabelle sind die direkten Kosten für Hin- und Rück-IPC (Roundtrip) zwischen
zwei Threads innerhalb des selben Adressraumes dargestellt. IPC innerhalb eines Adressraumes
wird meist für Synchronisationszwecke genutzt. Beispiele in L4Linux sind dascli -Lock und das
Aufwecken des Bottom-Half-Threads durch einen Top-Half-Thread.
MHz Fast Slow
Pentium (P54) 90 481 2183
K6-II (Chomper) 350 560 2137
Pentium III (Coppermine) 800 508 1823
Athlon (Thunderbird) 800 361 1292
Pentium M (Banias) 1600 578 1826
Celeron 4 (Northwood) 2000 1456 2991
C.2 IPC zwischen zwei Adressräumen
In der folgenden Tabelle sind die direkten Kosten für Hin- und Rück-IPC (Roundtrip) zwischen
zwei Threads verschiedener Adressräume dargestellt, wobei sich der Server (analog zum L4Lin x-
Server) in einem kleinen Adressraum befindet (nur SpalteSmall). Falls der Kern kleine Adressräu-
me unterstützt, wird bei dieser IPC die Seitentabelle nicht gewechselt, somit muss der TLB nicht
invalidiert werden. Die Messwerte unterLargewurden für Threads in zwei großen Adressräumen
ausgeführt. Werte unterIO beziehen sich auf eingeschränkte IO-Rechte.
Large Large, IO Small, IO
MHz
Fast Slow PF Fast Slow PF Fast Slow PF
Pentium (P54) 90 943 3224 5625 943 3409 5149 724 2762 5217
K6-II (Chomper) 350 938 2491 3782 938 2447 3636 638 2196 3886
Pentium III (Coppermine) 800 654 1846 2991 705 1902 3086 612 1880 3062
Athlon (Thunderbird) 800 678 1572 2805 729 1603 2940 461 1348 2675
Pentium M (Banias) 1600 633 1768 2827 680 1839 2921 679 1877 2884
Celeron 4 (Northwood) 2000 1986 4379 8370 2193 4373 8643 1982 3772 6848
Bei diesen Messungen wurde unter anderem untersucht, welche zusätzlichen Kosten durch Im-
plementierung der Unterstützung für eingeschränkte IO-Rechte entstehen. Auf den verwendeten
Systemen treten Zusatzkosten bis zu 10 % der Zyklen für den IPC-Pfad auf. Der Schritt vonLarge,
IO nachSmall, IOzeigt geringere Kosten für kleine Adressräume, wenn die Seitentabelle nicht
umgeschaltet wird. Auf CPUs, auf denen diese Operation sehr teuer ist (K6-II, Celeron 4) unter-
scheiden sich beide Messreihen am deutlichsten.
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Dass kleine Adressräume auf einem Pentium-M praktisch keine Ersparnis bei den direkten IPC-
Kosten liefern, könnte an der TLB-Struktur dieses Prozessors liegen. Er besitzt nur zwei TLB-
Einträge für 4 MB-Code-Seiten (vgl. Anhang B.3), wovon ein Eintrag für eine Seite im IPC-Pfad
von Fiasco benötigt wird.
In der folgenden Tabelle ist die Anzahl an TLB-Einträgen dargestellt, auf die Fiasco zugreift,
solange nur Short IPC ausgeführt wird bzw. Exceptions behandelt werden (der Normalfall unter
L4Linux).
Code Daten
4 KB 4 MB 4 KB 4 MB
TCB Quelle + Ziel (inklusive Stack) 2
Kerncode und statische Daten 1 1
Geräteregister für Timer (Local APIC) 1
Idt (für Kerneintritt überint ) 1
Trampoline-Seite für kleine Adressräume 1
IO-Bitmap 2
GDT, TSS 1
Summe 1 1 7 1
C.3 Vergleich von Fiasco mit dem L4-Kern von Liedtke
In der folgenden Tabelle werden die IPC-Kosten von Fiasco mit dem L4-Kern von Liedtke [56]




L4 Fiasco L4 Fiasco L4 Fiasco
Pentium (P54) 90 329 720 369 2725 858 4741
K6-II (Chomper) 350 463 631 503 2320 1139 3556
Pentium III (Coppermine) 800 (586) (751) (639) (2095) 3128 3128
Athlon (Thunderbird) 800 (504) (608) (524) (1490) 1539 2662
Pentium M (Banias) 1600 (682) (822) (721) (1947) 1542 2807
Celeron 4 (Northwood) 2000 (2499) (3149) (2470) (4580) 6346 6659
Der L4-Kern von Liedtke ist in Assembler implementiert und speziell für gute Performance auf
Pentium-Prozessoren optimiert. Der Kern besitzt im Unterschied zu Fiasco keine Unterstützung
für die neuen Befehle zum Betreten und Verlassen des Kerns mittelssysenter undsysexit .
Weiterhin unterstützt dieser Kern auch keine eingeschränkten IO-Rechte. Um einen Vergleich zu
ermöglichen, wurde Fiasco ohne diese Eigenschaften compiliert. Beide Kerne implementieren die
L4-V.2-Schnittstelle.
Fiasco wurde primär im Hinblick auf gute Vorhersagbarkeit entwickelt, allerdings wurde der




Branch Target Buffer (BTB) Moderne Prozessoren unterteilen Maschineninstruktionen in vie-
le kleine Teilschritte, die in einer Pipeline ausgeführt werden. Der Effekt der Performance-
Steigerung entsteht dadurch, dass zu einem bestimmten Zeitpunkt pro Pipeline-Stufe ein
Teilschritt eineranderenInstruktion ausgeführt wird, so dass immer mehrere Instruktionen
gleichzeitig ausgeführt werden können. Für die Ausführung eines bedingten Sprunges muss
das Sprungziel frühzeitig bekannt sein, damit die Pipeline mit den Instruktionen am Sprung-
ziel weiter gefüllt werden kann.
Aus diesem Grund besitzen moderne Prozessoren einen Branch Target Buffer (BTB), dessen
Einträge jeweils das Ziel eines bedingten Sprunges an einer bestimmten virtuellen Adresse
enthalten. Das Fehlen eines BTB-Eintrags bedingt zusätzliche Kosten durch das Anhalten der
Pipeline bis das Ziel des Sprunges ermittelt wurde. Der BTB eines Pentium 4 besitzt 4096
Einträge [33].
Cache In dieser Arbeit bezeichnet Cache den L1-, L2- oder L3-Cache zwischen CPU und Haupt-
speicher. Es handelt sich dabei um schnelle Zwischenspeicher für Daten des Hauptspeichers,
wobei diese Daten von der CPU als Instruktionen oder als Daten im Sinne von Variablen in-
terpretiert werden können. Der Cache ist in gleichgroße Abschnitte (Cache-Lines) unterteilt,
die jeweils mit einem Tag versehen sind [97].
Die Art derIndizierungeines Caches entscheidet über die Zuordnung von Speicher zu Cache-
Lines: Bei virtuell indiziertem Cache (auch als linear indizierter Cache bezeichnet) wird
die Position eines Datums im Cache durch seine virtuelle Adresse festgelegt, bei physisch
indiziertem Cache durch seine physische Adresse.
FürCache-Coloring(siehe Abschnitt 2.4.1) muss der Cache physisch indiziert sein, um eine
für die Anwendung transparente Zuordnung zu bestimmten Cache-Partitionen zu erreichen.
Um mit virtuell indiziertem Cache Cache-Coloring zu erreichen, müssten Anwendungen, die
unterschiedliche Cache-Partitionen belegen sollen, an unterschiedliche Adressen gelinkt wer-
den. Abgesehen davon muss aber virtuell indizierter Cache bei einem Adressraumwechsel
geflusht werden, weshalb er nicht von mehreren Adressräumen gleichzeitig verwendet wer-
den kann. Auf der x86-Hardware ist der L2-Cache physisch indiziert und damit für Cache-




Damit ist Cache-Coloring meist nur auf 4 KB-Seiten einsetzbar.
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Im Tageiner Cache-Line ist die genaue virtuelle (bei Cache mit virtuellen Tags) bzw. phy-
sische Adresse des entsprechenden Abschnitts im Hauptspeicher abgelegt, dessen Datum in
der Cache-Line gehalten wird. Ändert sich die Zuordnung der gecachten virtuellen Adresse
zur physischen Adresse, so muss die entsprechende Cache-Line geleert werden. Da auf der
x86-Hardware alle TLBs bei Umschalten des Seitenverzeichnisses geleert werden müssen
(sieheTLB ), müssen in diesem Fall auch Caches mit virtuellen Tags geleert werden. Der
Trace-Cachedes Intel Pentium 4 besitzt virtuelle Tags.
CPL (Current Privilege Level ) Der CPL bzw. derRingbezeichnet auf x86-Systemen die Pri-
vilegstufe (siehe Abschnitt 2.3.4) eines Kontextes. Ring 0 entspricht dem Kernmodus mit
Systemrechten. Nur auf dieser Privilegstufe ist beispielsweise das Umschalten der Seiten-
tabelle erlaubt. Ring 3 entspricht dem Usermode mit eingeschränkten Rechten. Ring 1 und
Ring 2 werden von Standard-Betriebssystemen normalerweise nicht benutzt. Ausnahme ist
OS/2, wo auf Ring 1 bestimmte Gerätetreiber ausgeführt werden.
Physischer Adressraum Im physischen Adressraum sind Hauptspeicher sowie Register und
eingeblendete Speicher der Geräte an den IO-Bussen zusammengefasst (siehe Abschnitt
2.5.3). Die Auswahl eines Gerätes erfolgt durch Zuordnung der physischen IO-Adresse zum
jeweiligen Geräteregister. Register verschiedener Geräte sind deshalb an disjunkte Bereiche
des physischen Adressraumes eingeblendet. Der Hauptspeicher ist durch Vermittlung der
Host-Bridge Bestandteil des physischen Adressraumes und kann von IO-Geräten durch Aus-
wahl der entsprechenden physische Adresse gelesen und beschrieben werden.
Der physische Adressraum ist in Kacheln unterteilt. Virtuelle Adressräume bestehen aus Sei-
ten, die auf Kacheln des physischen Adressraumes abgebildet werden.
Unabhängig vom physischen Adressraum existiert auf x86-Systemen derIO-Space, auf den
nur mittels spezieller IO-Zyklen zugegriffen werden kann.
IO-Bitmap Die IO-Bitmap kontrolliert bei x86-Systemen den Zugriff eines Prozesses mit einge-
schränkten IO-Rechten auf IO-Ports (siehe Abschnitt 2.4.3).
IOMMU (Input/Output Memory Management Unit ) Eine IOMMU verwaltet, ähnlich einer
MMU, Abbildungen von Adressen der IO-Adressräume auf physische Adressen (siehe Ab-
schnitt 2.5.4).
IOPL (Input/Output Privilege Level ) Die IOPL bezeichnet auf x86-Systemen die Privilegstu-
fe eines Kontextes für IO-Operationen (siehe Abschnitt 2.4.3).
Kleiner Adressraum In jedem virtuellen Adressraum wird ein Bereich reserviert, in den ein
bzw. mehrere kleine Adressräume eingeblendet werden. Ein kleiner Adressraum kann nur
einen Teil des virtuellen Adressraumes nutzen. Schutz zwischen kleinen und (normalen)
großen Adressräumen wird durch Segmentierung erreicht (siehe Abschnitt 2.4.2 und [55]).
Sobald ein Seitenfehler oberhalb der Adressraumgrenze auftritt1, wird der kleine Adressraum
transparent für den Nutzerprozess in einen großen Adressraum umgewandelt.
1 Auf x86-Systemen wird bei Überschreitung der Segmentgrenze eine General Protection Exception ausgelöst.
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MMU (Memory Management Unit ) Die MMU stellt eine Indirektion zwischen CPU und Spei-
cher dar. Der Programmcode arbeitet mit virtuellen Adressen, die auf dem Weg zum Haupt-
speicher in physische Adressen umgewandelt werden. Die MMU ermöglicht mit Hilfe dieser
Indirektion verschiedene Sichten auf den physischen Speicher, die allgemein als virtuelle
Adressräume bezeichnet werden.
PCI-Bus ( Peripheral Component Interconnect Bus ) Ein IO-Bus für den Anschluss von
IO-Geräten an den System-Bus mit einer Breite für Daten und Adressen von 32 oder 64 Bit,
wobei 32 Bit auf Standard-Hardware üblicher sind (siehe Abschnitt 2.5.3). Für die Abbildung
von 64-Bit-Adressen auf den 32-Bit PCI-Bus wird auf manchen Systemen eineIOMMU ver-
wendet (siehe Abschnitt 2.5.4).
Pinning Mit Pinning wird erreicht, dass eine physische Kachel während einer bestimmten Zeit
nicht ausgelagert wird. Dies ist z. B. während der Datenübertragung per Busmaster-DMA
notwendig, weil in dieser Betriebsart Daten an derMMU vorbei übertragen werden und des-
halb keine Seitenfehler generiert werden (siehe Abschnitt 2.5.4).
Prefetching Die Latenz bei Zugriffen auf den Hauptspeicher kann sehr hoch sein. Mit Prefet-
ching kann die CPU mit dem Einlesen von Daten beginnen, bevor eine Anweisung explizit
auf die Daten zugreift. Prefetching wird explizit durch spezielle Befehle oder implizit durch
spekulative Ausführung erzielt.
TLB (Translation Lookaside Buffer ) Ein schneller assoziativer Cache für Abbildungen virtu-
eller Adressen auf Adressen des physischen Adressraumes. Auf der x86-Architektur enthal-
ten die TLB-Einträge keine Adressraum-IDs, so dass der komplette TLB beim Umschalten
des Seitenverzeichnisses invalidiert werden muss. Ein TLB-Eintrag kann alsglobal gekenn-
zeichnet sein – er ist damit für alle Adressräume gültig und wird nicht automatisch invalidiert.
Dadurch, dass nicht-globale TLB-Einträge nach einem vollständigem Flush potenziell erst
wieder neu geladen werden müssen, entstehen indirekte Kosten für TLB-Misses, die umso
höher ausfallen, je mehr TLB-Einträge der Prozessor besitzt. Diese Kosten können durch
Adressraum-IDs (Address Space Identifer, ASID), wie sie auf manchen Architekturen zu
finden sind, vermieden werden.
Eine Technik, mit der das Invalidieren der TLB-Einträge bei Adressraumwechseln vermieden
werden kann, sindkleine Adressräume(siehe Abschnitt 2.4.2).
TSS (Task State Segment ) Das TSS ist spezifisch für die x86-Architektur und enthält wichtige
Datenstrukturen für die CPU, unter anderem die IO-Bitmap.
System-Bus Der System-Bus stellt eine Verbindung zwischen CPU, Hauptspeicher und Chipsatz
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