In United States District Courts for federal criminal cases, prison sentence length guidelines are established by the severity of the crime and the criminal history of the defendant. In this paper, we investigate the sentence length determined by the trial judge, relative to this sentencing guideline. Our goal is to create a prediction model of sentencing length and include events unrelated to crime, namely weather and sports outcomes, to determine if these unrelated events are predictive of sentencing decisions and evaluate their importance in explaining rulings. We find that while several appropriate features predict sentence length, such as details of the crime committed, other features seemingly unrelated, including daily temperature, baseball game scores, and location of trial, are predictive as well. Unrelated events were more predictive than race, which did not predict sentencing length relative to the guidelines. This is consistent with recent research that highlights the role of prosecutors, rather than 1 judges, in presenting charges that influence the maximum and minimum recommended sentence that lead to racial disparities. The predictive power of these unrelated events is derived from the permutation based variable importance score in random forests. We address recent criticism of the reliability of these scores by residualizing the sports/weather variables. Finally, we attribute the predictive importance of date to the 2005 U.S. Supreme Court case, United States v. Booker, after which sentence length more frequently fell near the guideline minimum and the range of minimum and maximum sentences became more extreme.
for federal judges to use when they make their sentencing decisions. The judges are given a guideline range for the criminal sentence that is based upon the severity of the crime and the defendant's criminal history. Due to these guidelines, the largest factor determining sentence range is the criminal charges brought to the judge by the prosecutor. For this paper, we use federal sentencing data made available by the USDC previously curated by one of the authors.
Role of the Prosecutor
The primary factor determining criminal sentence in USDC cases has been found to be, understandably, the criminal charges presented by the prosecutor and the criminal history of the defendant. However, research suggests that features unrelated to the case bias sentence length.
In one study, the research team found that blacks receive sentences that are almost 10 percent longer than those of comparable whites arrested for the same crimes (6) . This disparity can be primarily explained by the criminal charges the prosecutors present to the court. Specifically, when the defendant is black, the prosecutor is more likely to present a charge that carries a minimum mandatory sentence. Many other examples of disparities based on race, sex, education, income, etc., exist in the literature (7).
Within Sentencing Range
Discrepancies across choice of criminal charges do not fully explain these disparities. Judges are also known to, for example, give females a sentence nearer the guideline minimum, or prescribe criminal sentences outside of the guideline range for males (7) . This motivates our decision to focus on sentence length relative to the recommended guideline range. For the USDC, the Federal Sentencing Commission writes recommended sentence minimum and maximum terms to help ensure that convicts who committed similar crimes are charged with similar sentences. As can be seen in the lookup table in the supplement (Figure 3 ), the severity of the crime and the criminal history of the convict are used to determine the appropriate sentence range. The judge then determines or approves a sentence length, frequently, but not necessarily within this range.
In the paper, we look past the recommended sentencing range and predict the sentence length within this range. Knowing that discrepancies in sentence length exist, and that the sources of these discrepancies have not been fully uncovered, we investigate a new set of features that may bias sentence length. In particular, we explore whether characteristics of events that co-occur with sentencing decisions predict, and potentially bias, those outcomes. The event types we chose to examine are weather and sports, which we have reason to think can affect outcomes (8, 9) . We investigate sentence length percentile relative to the sentence guideline range as a dependent variable. This standardization allows us to look at where within a guideline range a sentence falls. The interpretation of this percentile measure is described in Table   1 .3 below. We perform regression to predict this percentile.
< 0%
0% − 50% 50% − 100% > 100% sentence length below guideline minimum (rare) between guideline minimum and midpoint between guideline midpoint and maximum above guideline maximum (rare) 
Data Description
We briefly describe the data processing and merging steps.
United States District Court Data
The United States District Court Federal Sentencing data was made available by the Office of Research and Data in the United States Sentencing Commission. This data spanned federal court cases from 1992 − 2013. There are 35 features in this data, characterizing the defendant and crime. We keep 15 of these features due to their interpretability. For those models that cannot handle categorical fatures directly, dummy variables were created as needed for features including race/ethnicity, location and citizenship resulting in a total of 253 features. Our target variable was sentence length percentile relative to the range. We compute the value using standard normalization.
As our target variable was defined with the minimum and maximum sentence range, we dropped the minimum and maximum sentence range features when fitting our model to prevent data leakage.
Weather Data
In order to properly account for the weather in each district on a given day, we used a dataset originating from the NOAA (National Oceanic and Atmospheric Administration) database. This dataset consists of daily weather for 96 cities from 1992−2013. It includes over 90 features that depict various aspects of the weather conditions for each day. However, many of these features contain missing values, or are merely translations of other features. We chose to include only the following features: total daily sunshine and precipitation, maximum and minimum temperature, and average cloudiness.
Marginal Effects To preview our results, Fig. 1 shows bivariate correlations between selected weather features and the sentence percentile.
Sports Data
Sports data available to us included data from MLB (Major League Baseball), NBA (National Basketball Association), NFL (National Football League), NHL (National Hockey League), and college football (CFB) for the years in which we had U.S. District Court Data. For the Unlike the professional sports data, the CFB data is not as complete. This is understandable due to the organization of college football competitions. Teams typically play schools of the same size, budget, and quality of facilities (10) . Due to this, some games played by smaller schools are not recorded. However, the games played by the Division I schools, the schools with the most developed football programs and likely the greatest regional following, are well
represented. This data included team name, field played on, score, and so on. For each of the five sports datasets, we tabulated information about the each team per game on the same day as the trial, including the date, team name, whether a game occurred, and whether the game would be played at the home stadium, or away. We assumed that the judge would not know the result of the game before the end of the workday.
Our assumption is that the outcome of a game could influence a trial only by games played the day before and aligned the following features appropriately: whether the game occurred, whether the game would be played at the home stadium or away, the points scored by the team, the points scored by the opposing team, the score margin (difference between teams scores), and whether the team won or lost.
We refer the reader to the supplement for more details on data processing and merging.
Methods & Results
We compared the performance of three models, Random Forests (RF), Linear Regression and Gradient Boosting, and found that the RF performed the best. We utilized parameter tuning to choose the best model from this hypothesis space. We were then able to tune the model hyperparameters and increase the number of estimators to 250 to further improve accuracy.
The hyperparameters we tuned include min-samples-leaf (the minimum number of samples in newly created leaves) and max-features (the number of features to consider when looking for the best split), which both help control overfitting. The optimal hyperparameters we found were min-samples-leaf = 9 and max-features = 0.6 (60% of features used in each node split).
Variable Importance in random forests
We assume the reader is familiar with the basic construction of random forests which are averages of large numbers of individually grown regression/classification trees. The random nature stems from both "row and column subsampling": each tree is based on a random subset of the observations, and each split is based on a random subset of mtry candidate variables. The tuning parameter mtry -which for popular software implementations has the default p/3 for regression and √ p for classification trees -can have profound effects on prediction quality as well as the to be introduced variable importance measures.
Our main focus in this paper is the CART algorithm (11, 12) which chooses the split for each node such that maximum reduction in overall node impurity is achieved. Alternatively, multiplicity-adjusted conditional tests could be used in the splitting process which avoid the known bias of the CART algorithm towards categorical variables with different numbers of categories, or differing numbers of missing values (13, 14) . These so called conditional inference (CI) trees replace the CART bootstrap row sampling by sampling without-replacement of size 0.632 · n. In either case, 36.8% of the observations are (on average) not used for an individual tree; those out of bag (OOB) samples can serve as a validation set to estimate the test error, e.g.:
whereŷ i,OOB is the average prediction for the ith observation from those trees for which this observation was OOB.
The splitting bias that was mentioned above also affects the originally proposed so-called Gini importance for classification and its analogue, average impurity reduction, for regression forests (15) . We will adopt the widely used alternative reduction in MSE when permuting a variable as a measure of variable importance defined as follows:
An attempt at a theoretical foundation of variable importance for binary regression trees and forests is given in (16) . In related work (17) , the authors point out that VI measures do not attempt to directly estimate the change in prediction error for a forest grown with and without the variable in question. We further note that the variable importance measure as defined above, has been shown to be closer to a measure of marginal importance rather than conveying the conditional effect of each variable (18, 19) . It can be shown that the permutation importance tests a joint hypothesis of independence between X j and both Y and the remaining predictors
Hence a nonzero importance measure can be caused by a violation of either part: the independence of X j and Y , or the independence of X j and Z. The distinction between conditional and marginal influence is highly relevant for disentangling causal effects of (groups of) variables. For example, in our case we would like to make sure that the high variable imortances for weather and sports features are not simply due to geographic or temporal confounding. An alternative conditional permutation scheme is proposed in (19) which appears to mitigate the overestimation of the importance of correlated variables.
We refer the reader to the supplement for the potential shortcomings of variable importance measures in random forests as well as a proposed solution to mitigate the confounding effect of correlated variables. 
Important Features Location
The most important features found to predict the percentile within the range of sentence guideline are location specific, namely district, location of probation office and state.
Court Case Information
The most important features related to the defendant were the number of previous criminal charges. The sentence length and number of counts are positively correlated, as we would expect. This indicates that the judge is taking in particular information about the crime into consideration when determining the sentence length. Number of prior convictions could suggest the likelihood for the defendant to be a repeat offender, and therefore, the presumption would be that society would benefit from that defendant being imprisoned longer. Additional predictive features were crime type, e.g. whether the crime involved firearms, arson, or drugs as well as Again, this is a reassuring sign that the judge is using case specific information in their decision.
Unrelated Defendant Information
We find characteristics of the defendant that should not be important to be among the top 10% determined that only prior convictions, facts admitted by the defendant, and facts proved to the jury beyond reasonable doubt could be used to extend the criminal sentence longer than the mandatory maximum. In other words, it introduced situations in which a judge could prescribe a sentence outside the sentencing range. We believe that this formal decision on opportunities to vary sentence length encouraged judges to change the way they made this determination. Interesting, while the U.S v. Booker case questioned the judges right to increase the sentence length past the maximum guideline sentence, we saw an overall decrease in the length of sentence term relative to guideline range. Additionally, the range of minimum and maximum sentences becomes more extreme.
Weather and Sports as an Important Feature
We found many weather features appear in our top 10% most predictive features. Temperature minimum and maximum were our 2nd and 3rd most predictive features, and were positively correlated with sentence length.
We further found that several sports features, mostly related the final scores of NHL, MLB and NBA games the day before a trial, do in fact predict criminal sentence length. If these sports features are truly predictive of the judges sentencing decisions, its worth noting that they are due to games that happened the prior day, not games that are going to happen.
Conclusions
We present methods to interpret and evaluate the causal importance of features in random forest.
We begin with non-parametric partial correlation between extraneous factors like temperature and precipitation with judicial decisions. We then residualize to account for geographic and temporal factors, a linear residualizing approach and a random-forest residualizing approach.
We always find extraneous factors like weather and sports to predict judicial decisions. A justice system reasonably aspires to be consistent in the application of law across cases and to account for the particulars of a case. Our goal was to create a prediction model of criminal sentence lengths that accounts for non-judicial factors such as weather and sports events among the feature set. The feature weights offer a natural metric to evaluate the importance of these features unrelated to crime relative to case-specific factors. Using a Random Forest, we found several expected crime related features appearing within the top 10% most important features. However, we also found defendant characteristics (unrelated to the crime), sport game outcomes, weather, and location features all predictive of sentence length as well, and these features were, surprisingly, more predictive than the defendants race. Future work should investigate whether the behavioral influence on judicial decision-making is a way to detect judicial indifference and whether personalized nudges of judges can improve the production of justice.
Materials and Methods

Figure 4: Federal Sentencing Lookup Table
Background Information We first introduce variable importance in the context of linear regression with p variables and n observations.
The concept of variable importance Variable importance is not very well defined as a concept. Even for the case of a linear model with n observations, p variables and the standard n >> p situation, there is no theoretically defined variable importance metric in the sense of a parametric quantity that a variable importance estimator should try to estimate (21) . In the absence of a clearly agreed true value, ad hoc proposals for empirical assessment of variable importance have been made, and desirability criteria for these have been formulated, for example, "decomposition of R 2 into "nonnegative contributions attributable to each regressor has been postulated (22) . An important distinction must be drawn between the two extremes of marginal importance, such as squared correlations versus conditional measures, e.g. squared standardized coefficients or sequential increase in R 2 , as critically discussed, for example, by
Darlington (23).
A recurring theme in the literature is that relative importance should balance out conditional and marginal considerations, a requirement brought forward by Budescu (24) and later also by
Johnson and Lebreton (25) .
Simulating data For the sake of illustrating these concepts we generate a simple "linear" data set (no interactions, no nonlinearities)
The predictor variables are sampled from a multivariate normal distribution X 1 , . . . , We further observe that the correlation structure of x 1:4 dampens their individual VI scores: variables x 5:6 are consistently assigned a variable importance which is almost 4 times as high as the one for x 1:2 .
Residualizing The distinction between marginal and conditional variable importance in multiple linear regression is at the heart of the ceteris paribus interpretation of the estimated coefficients and covered in all introductory econometrics textbooks. The key insight we borrow is that the coefficientβ j does not change when we residualize, i.e. regress x j on the remaining variables x i =j . The effects of this type of residualizing in linear models are well understood though (26) highlights some undesirable effects. We extend the idea of residualizing in order to uncover the conditional effects of covariates to nonlinear models in analogy to the recently proposed concept of "Double Machine Learning" (27) . In particular, for each of the "seemingly unrelated" weather/sports variables x i,SU we train a random forest model using only the "appropriate features" as explanatory variables. We then replace the original x i,SU feature with the residuals rf Res − x i,SU from the respective auxiliary RF model. The main idea of this procedure is to remove existing correlations/dependencies between the two sets of variables and allow an interpretation of variable importance in the traditional sense of "controlling for XYZ". The results are promising for the simulated data. Fig. 7 demonstrates that residualization appears to report conditional variable importances instead of marginal ones. We now apply the same idea to the court data in order to test whether the observed importance scores for seemingly unrelated variables in Fig. 2 are robust under this "conditioning procedure". Fig.   8 shows the normalized permutation importance after each "unrelated" variable is replaced by the corresponding residuals from a random forest regression and confirms the robustness of the weather/sports feature influence. We also note that the relative importance of the unrelated features overall has decreased somewhat when comparing it to Fig. 2 . To guard against criticism that the random forest residualization method (i) depends on various tuning parameters and (ii)
could potentially overfit the relationship between the features, we also provide results from the better understood linear residualization. Fig. 9 gives further support to the persistent influence of the sports and weather variables, albeit in a somewhat different order. with their respective residuals from random forest models using x 1:3,5:7 as features. The color coding is as before.
Data Processing
There were several challenges when pre-processing the sports data so that they could be organized into these dataframes. For example, for the score margin was not included in all data, and was calculated in these cases. The CFB data was organized differently from the professional sports data, so each instance of a game had to be split between the results per game per team.
A lookup Figure 8 : Normalized permutation importance after each "unrelated" variable is replaced by the corresponding residuals from a random forest regression with the "appropriate" features as independent variables.The color coding is as in Fig. 2 Court. In the majority of cases, New York City teams were represented by both districts, unless Figure 9 : Normalized permutation importance after each "unrelated" variable is replaced by the corresponding residuals from a linear model with the "appropriate" features as independent variables.The color coding is as in Fig. 2 desired. We choose not to use the betting over/under information included in the professional sports data, though that would be an interesting area of research worth pursuing. In the college football data, we choose not to include team ranking or whether the game was a special
championship. An interesting future research aim would be to give a heavier weight to championship games and bowls, presuming that the lead up and results of the games would be more impactful on the community of fans invested in the game. Similarly, this information could be incorporated into the professional sports data.
5 Data Merge
Weather
To combine the weather data with district courts data, we merge on date and location. First, we create a datetime feature from the "year, "month, and "day features in the weather data. Second, we alter the location features of both datasets to prepare for the merge. The features "city and "courthouse correspond to the location in the weather and district courts datasets, respectively.
However, we found that the city names differ between the USDC and weather datasets. In other words, we found many courthouses for which there was no corresponding weather data. To avoid dropping criminal cases that do not have corresponding weather data, we created our own metadata to link courthouses in the district data to the nearest city in the weather data. Through this, we were able to precisely merge the two datasets without loss of information. The schema of this merge includes all district court features, along with weather features 0-4 in the weather table above.
Sports
To merge the sports data with the previously merged district court and weather data, we first dropped team name; we were interested to see if hometeam games affected the judges sentence, rather than particular teams. For each of the sports dataframes described above, we merge over date and district. Each sport is represented separately. If no sports data was available for any day-district combination, the sports data fields were filled with zeros.
