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We report dierential cross sections (DCSs) and integral cross sections (ICSs) for electron-
impact vibrational-excitation of pyrimidine, at incident electron energies in the range 15–
50 eV. The scattered electron angular range for the DCS measurements was 10–90. The
measurements at the DCS-level are the first to be reported for vibrational-excitation in
pyrimidine via electron impact, while for the ICS we extend the results from the only pre-
vious condensed-phase study [J. Chem. Phys. 122, 094701 (2005)], for electron energies
6 12 eV, to higher energies. Interestingly, the trend in the magnitude of the lower energy
condensed-phase ICSs is much smaller when compared to the corresponding gas phase
results. As there is no evidence for the existence of any shape-resonances, in the avail-
able pyrimidine total cross sections [Phys. Rev. A 88, 032702 (2013) and Phys. Rev. A
88, 042702 (2013)], between 10–20 eV, this mismatch in absolute magnitude between the
condensed-phase and gas-phase ICSs might be indicative for collective-behaviour eects
in the condensed-phase results.
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I. INTRODUCTION
There has been significant recent interest from the electron scattering community, in respect
to experimental and theoretical studies with pyrimidine. Much of this interest can be traced
to pyrimidine (C4H4N2) being a prototypical structure for the RNA/DNA bases thymine, cyto-
sine and uracil,1 and thus its relevance to the development of Monte Carlo simulations2–5 that
attempt to describe charged-particle interactions within living tissue. In particular we note re-
sults at the total cross section level,6–8 elastic scattering cross sections,9–12 some condensed-phase
vibrational-excitation integral cross sections (ICSs),13 electronic-state spectra, dierential cross
sections (DCSs) and ICSs,11,13–17 ionization18–21 and an unpublished dissociative electron attach-
ment cross section from Field.1,22 We note that on the basis of these data, Garcı´a and colleagues
recently assembled a recommended cross section data base for electron-pyrimidine scattering.1
When Mas˘ı´n et al.11 compared their gas-phase pyrimidine electronic-state ICSs to the corre-
sponding condensed-phase results from Levesque et al.,13 they found that while the sums over the
electronic-state ICSs from both systems were in pretty good quantitative accord (see their Fig. 411),
the individual electronic-band ICSs were, in some cases, quite dierent. We were therefore inter-
ested to see here if such a trend was also prevalent in the pyrimidine vibrational-excitation cross
sections. In addition, in our recent study of vibrational excitation in gas-phase tetrahydrofuran
(THF)23,24 we found that the magnitude of the ICSs of the various quanta remained relatively large
out to at least 50 eV and that the eect of this was to significantly aect the transport properties
of electrons travelling through THF under an applied electric field.24 This is no moot point, as if a
similar behaviour were found to exist in pyrimidine then it could impact upon the charged-particle
track simulation results in Fuss et al.1 who truncated the vibrational ICS they employed to be
eectively zero at 20 eV. This observation provides another rationale for the present investigation.
At Flinders University we have recently been interested in studying biomolecules such as
THF,23–25 -tetrahydrofurfuryl alcohol26–28 and pyrimidine,11,15,16 and other molecules such as
phenol29–32 which is an important byproduct when atmospheric-pressure plasmas treat biomass.
All these species are polar polyatomics with appreciable permanent dipole moments () and
dipole polarisabilities (). Specifically, for THF we have   1:63 D 33 and   47:08 a.u.,34
for -tetrahydrofurfuryl alcohol we have   2 D 26,35 and   70:18 a.u.,26,36 for pyrimi-
dine we have   2:28   2:39 D 37–39 and   59:3 a.u.40,41 and finally for phenol we find
  1:33 D 42 and   71:13 a.u.43 In our previous investigations of vibrational excitation of
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THF,23,24 -tetrahydrofurfuryl alcohol27 and phenol,31,32 we found that for many of the quanta
studied the angular distributions of the DCSs at 15 eV were largely quasi-isotropic with the ex-
pected forward peaking of the cross section at smaller scattered electron angles,10,44–47 due to the
molecular dipole properties, only becoming apparent at incident electron energies of 30 eV and
above. While no explanation, in the absence of any theoretical input, has yet been advanced to
explain this observation, we are very interested to see if it also occurs in pyrimidine.
The structure of the rest of this paper is as follows. Details of our experimental methods and
analysis procedures are given in Sec. II, with the current results and a discussion of those results
being provided in Sec. III. Finally, in Sec. IV, some conclusions from this investigation will be
given.
II. EXPERIMENTAL DETAILS AND ANALYSIS PROCEDURES
Typical examples of the electron energy loss spectra (EELS), measured in this study, are given
in Fig. 1. Those spectra were obtained using an apparatus based at Flinders University, with an
extensive description of its functionality being found in Brunger and Teubner.48 Briefly, however,
a well-collimated and mono-energetic electron beam is crossed with an orthogonal beam of pyrim-
idine. Typical electron fluxes were in the range 2–5 nA, as measured by a Faraday cup located
after the collision. In this investigation the pyrimidine sample (Sigma-Aldrich/Austin Chemical
Company, >98.9% assay) underwent repeated freeze-pump-thaw cycles to remove any dissolved
gases. The pyrimidine eused out of a 0.7 mm inner diameter molybdenum capillary with the
flow rate being controlled by a variable leak valve. In this study the chamber pressure during the
experiments was typically in the order of 5  10 6 Torr, to ensure that there were no multiple
scattering eects.
The intersection of the electron and pyrimidine beams defines a collision volume, and those
electrons that collided with the pyrimidine and scatter at some angle , known as the electron
scattering angle, are energy analysed using a hemispherical deflector before being detected with
a channel electron multiplier. Note that the angular range of the current EELS is 10–90. Fur-
ther note that the overall instrumental energy resolution employed in this study was 60 meV
(full-width-at-half-maximum: FWHM), which was insucient to resolve many of the vibrational
modes from one another (see Table I). As a consequence, composite vibrational mode cross sec-







































FIG. 1. Typical electron energy loss spectra of pyrimidine at (a) E0 = 15 eV,  = 60 and (b) E0 = 30 eV,
 = 90 over the range  0:2 to 1.0 eV. The overall spectral deconvolution fit is denoted by the solid red line,
while the fits to the various composite vibrational features are also shown by the dashed green or blue lines.
The features are identified according to their Band numbers (see also Table I).
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ing angle and incident energy (E0 = 15, 20, 30, and 50 eV) by recording the number of scattered
electrons detected at each energy loss value. The true electron count rate at each given energy
loss was recorded using a multichannel scaler (MCS) synchronised to a linear voltage ramp that
varied the detected energy loss between  0:2 eV and 1.0 eV. In this way the EELS are built up by
continually scanning over the range of energy loss values, so that the possible eect of any minor
variations in target beam flux or incident electron current on an EELS is minimised. Electron en-
ergy loss spectra at each E0 and  were repeatedly measured (2–4 times) to ensure reproducibility
of the inelastic to elastic peak ratios (see later), to within the experimental uncertainty.
TABLE I. Summary of the features we assign to our electron energy loss spectra. This includes the elastic
peak and the four additional vibrational composite bands we observe. Also shown are the energy loss values
for each observed peak maximum, and the width of each Gaussian employed in our spectral deconvolution.
Note that the vibrational excitation assignments follow Levesque et al.13
Gaussian Number Peak Position (eV)b Peak Width (eV) Composite vibrational
mode Band number
Assignments









6b; 6a; 4; 11; 1;
17a; 5; 10b; 19a;
19b; 12; 15; 14; 3;
18b; 9a; 8a; 8b modes
4 0.38 0.09 2
CH stretch modes
(7b; 13; 20a; 2 13)
5 0.50 0.16 3
Various Combination
Modes 13
6 0.73 0.15 4 2  CH stretch modes
aincludes two unresolved out-of-plane ring deformations (16a, 16b).13
buncertainty in peak position is 0:02 eV.
Our assignment of the various vibrational modes to the features we observe in our EELS (see
Fig. 1) follows that of Levesque et al.,13 with a summary of those spectral assignments being given
in Table I. The respective EELS are now deconvoluted49 into contributions arising from each
individual or unresolved combination of excited vibrational states. In each case one Gaussian
function was employed to describe the spectral profile of each resolvable inelastic feature and
the elastic scattering peak, with typical examples of the results from those fits (in which the peak
energies and peak widths are fixed in each case - see Table I) being given in Fig. 1. The amplitudes
of the Gaussian functions were then varied in a least-squares fitting procedure49 to provide the
optimum fit to the meausured spectra. The ratio (R) of the area under the fitting function for each
ith vibrational feature to that under the elastic peak, at each E0 and , is simply related to the ratio
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Note that Eq. (1) is only valid if the transmission eciency of the analyzer remains constant over
the energy loss and angular range studied, or is at least well characterised. Following a procedure
similar to that of Allan,50 an additional focusing lens (synchronised to the aforementioned linear
voltage ramp) was also employed to minimise variations in the analyser transmission eciency
for electrons detected with dierent energy loss. Of course in this investigation the scattered
electron energies are all very similar to that for the E0 in question, so that a significant transmission
eect would not be anticipated. Nonetheless, we place a conservative uncertainty of 20% on our
response eciency being unity. It follows from Eq. (1) that the product Ri  0 then gives the
required composite vibrational mode DCS provided the elastic DCS (0) is known. Those results,
for the modes in question, can be found in Tables II–V. In the present study we have set the
absolute inelastic scale by using the measured elastic DCSs from Palihawadana et al.10 Note that
the absolute scale and angular distributions of the measured elastic DCSs10 were found to be in
very good agreement with theoretical calculations from both Schwinger Multichannel10 and R-
matrix11 computations. They are also in good accord with the independent experimental data from
Baek et al.12
TABLE II. Dierential Cross Sections (10 19 cm2/sr) for electron impact excitation of vibrational Band I
(EL  0:12   0:27 eV) for pyrimidine. The integral cross sections (ICS, 10 19 cm2) are also contained at
the foot of the table. See text for further details. Errors are expressed in absolute units.
Angle E0=15 eV E0=20 eV E0=30 eV E0=50 eV
(deg.)  Err  Err  Err  Err
15 59.3 49.1
20 144.8 85 96.3 51.1 55.3 42.4 25.4 18.5
30 182.5 106.1 97.1 71.1 76.1 53.2 27.9 19.8
40 193.9 113.2 125 32.2 44.6 31.9 18.6 11.2
50 137.6 81.5 60.3 13 29.5 21.8 13.2 9.6
60 83.3 48.9 44.5 16.4 24.6 17.9 11.6 8.4
70 94.4 56.5 54.8 26.1 32.9 23.5 12 8.8
80 78.8 57 43.7 31.1 31.2 22.6 9.9 7.1
90 86.9 61.9 47.8 34 30.6 22.3 9.3 6.6
ICS 1638 1213 915 618 550 438 192 149
Error estimates on our inelastic composite mode vibrational DCSs are also given in Tables II–
V. In this case the statistical errors associated with the scattering intensity measurements are
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reasonably small (6 2%). An additional error due to our analyser transmission calibration (20%)
must also be factored in, while the errors on the elastic DCSs used in our normalisation are taken
directly from Palihawadana et al.10 Another important source of possible uncertainty is that asso-
ciated with the numerical deconvolution of the energy loss spectra, so that an allowance for this is
also made in the overall inelastic DCS errors. When all these factors are combined in quadrature,
the errors on our DCSs (see Tables II–V) are usually found to be in the range 22%–90%, with the
largest errors only being for the first overtone of the CH-stretching modes for which the statistics
were poorer due to its somewhat smaller excitation probability (see Fig. 1). Our excitation DCSs,
for each of the composite modes at each incident electron energy, are also plotted in Fig. 2.





i(E0; ) sin d: (2)
In order to convert experimental DCS data, measured at discrete angles that span a finite angular
range determined by the physical constraints of the apparatus, to an ICS, one must first interpo-
late/extapolate the measured data so that it covers the full angular range from 0 to 180. Our
approach to accomplish this, built around a generalised oscillator strength formalism51 for opti-
cally allowed states (we are dealing with many infrared active modes here), has been discussed
in great detail previously11 and so we do not repeat that detail again. Rather, we simply note that
the present ICSs, and the uncertainty on those data, are summarised at the foot of the respective
Tables II–V and plotted in Fig. 3. Note that the errors on our ICS, as well as incorporating those
from the DCS (with allowance for the sin  weighting factor in Eq. (2)), also include an uncertainty
in determining the extrapolation of our DCS to 0 and 180. When those factors are accounted for,
the ICS errors are found to be in the range 44–80% with the precise error depending on the energy
and vibrational mode in question.
III. RESULTS AND DISCUSSION
In Tables II–V and Fig. 2 we present the current dierential cross section results, for electron
impact excitation of the four composite vibrational bands in pyrimidine, from our experimental
investigations. The incident electron energies of this work are 15, 20, 30 and 50 eV. In addition,
our derived integral cross section results for each of those bands are also given at the foot of the


































 Band I (EL~ 0.12-0.27 eV)
 Band II (EL~ 0.38 eV)
 Band III (EL~ 0.50 eV)
 Band IV (EL~ 0.73 eV)
(a) E0=15eV (b) E0=20eV
(c) E0=30eV (d) E0=50eV
Scattering Angle (degrees)
FIG. 2. Dierential cross sections (10 16 cm2/sr) for vibrational excitation of pyrimidine at various in-
cident electron energies: (a) 15 eV, (b) 20 eV, (c) 30 eV and (d) 50 eV. Shown are the DCSs for the four
vibrational bands (see also Table I) of this study: () Band I, () Band II, (N) Band III and (_) Band IV.
relevant condensed-phase data.13 All the errors listed in Tables II–V and plotted in Figs. 2 and 3
are at the one standard deviation level.
Let us now consider Fig. 2 in more detail. On doing so we immediately see that, at each en-
ergy studied, the magnitude of the DCSsBand I >> DCSsBand II > DCSsBand III > DCSsBand IV. In
addition, we find that the shape of the DCS, or angular distribution, for all four bands of compos-
ite vibrational-excitation modes is essentially quasi-isotropic at 15 eV. This behaviour, at lower
energies, was also observed by us previously in our vibrational-excitation studies in THF,23,24
-tetrahydrofurfuryl alcohol27 and phenol31,32 and so is not unique to pyrimidine. What is unique
to pyrimidine, compared to those other species, is that the angular distributions for the Band I
vibrational modes remain quasi-isotropic at each energy (15, 20, 30, 50 eV) of this investigation.
On the other hand, and consistent with the earlier THF, -tetrahydrofurfuryl alcohol and phenol
results, the vibrational angular distributions for Bands II–IV become progressively more forward
peaked in magnitude (note the y-axis log-scale) as the incident electron energy is increased. This is
similar to what we have observed in the past for elastic electron scattering9–12 and electronic-state
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TABLE III. Dierential Cross Sections (10 19 cm2/sr) for electron impact excitation of vibrational Band
II (EL  0:38 eV) for pyrimidine. The integral cross sections (ICS, 10 19 cm2) are also contained at the
foot of the table. See text for further details. Errors are expressed in absolute units.
Angle E0=15 eV E0=20 eV E0=30 eV E0=50 eV
(deg.)  Err  Err  Err  Err
15 3.8 1.87
20 15.02 3.86 8.01 1.86 4.73 2.28 2.49 0.79
30 18.16 4.08 8.67 1.96 3.73 1.09 1.89 0.58
40 22.14 5.58 9.15 2.04 2.69 0.73 1.39 0.35
50 11.33 2.54 4.37 0.98 1.38 0.43 1.08 0.25
60 7.61 1.65 3.55 0.78 1.01 0.26 0.84 0.19
70 7.05 1.53 2.78 0.6 1.08 0.27 0.81 0.22
80 6.05 1.29 2.62 0.59 1.07 0.28 0.67 0.16
90 6.99 1.54 2.57 0.56 0.92 0.22 0.61 0.14
ICS 141 65 57 25 21 10 13.7 6.5
TABLE IV. Dierential Cross Sections (10 19 cm2/sr) for electron impact excitation of vibrational Band
III (EL  0:50 eV) for pyrimidine. The integral cross sections (ICS, 10 19 cm2) are also contained at the
foot of the table. See text for further details. Errors are expressed in absolute units.
Angle E0=15 eV E0=20 eV E0=30 eV E0=50 eV
(deg.)  Err  Err  Err  Err
15 2.85 2.01
20 5.49 1.62 2.2 0.97 1.4 1.04 0.75 0.58
30 6.52 1.47 1.59 1 1.34 0.9 0.44 0.37
40 11.02 2.41 3.75 0.98 0.81 0.59 0.26 0.18
50 6.54 1.45 1.36 0.32 0.32 0.24 0.24 0.15
60 1.9 0.42 0.83 0.27 0.29 0.19 0.2 0.09
70 2.2 0.77 0.8 0.21 0.39 0.18 0.2 0.12
80 2.4 0.53 0.7 0.24 0.27 0.2 0.15 0.09
90 2.45 0.53 0.73 0.21 0.21 0.13 0.18 0.07
ICS 54 24 16.4 8.3 6.3 4.7 3.7 2.6
excitation in pyrimidine,11,15,16 and in other species,44–47 a behaviour which has been previously
explained by a consideration of the target molecular dipole properties (polarisability and/or dipole
moment) of the species in question. However, the degree of forward peaking in the DCS magni-
tude, in the elastic and discrete electronic-state excitation channels, is much more significant in
those channels than what we find for the case of vibrational-excitation. While a definitive expla-
nation for these observations awaits results from a high-level theoretical computation, we believe
it must be related to the fact that for vibrational-excitation the incident electron must stimulate the
nuclear degrees of freedom of the target while for elastic scattering and discrete electronic-state
excitation the main interaction is between the incoming electron and the electron cloud of the tar-
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TABLE V. Dierential Cross Sections (10 19 cm2/sr) for electron impact excitation of vibrational Band
IV (EL  0:73 eV) for pyrimidine. The integral cross sections (ICS, 10 19 cm2) are also contained at the
foot of the table. See text for further details. Errors are expressed in absolute units.
Angle E0=15 eV E0=20 eV E0=30 eV E0=50 eV
(deg.)  Err  Err  Err  Err
15 1.46 1.11
20 2.34 1.06 0.8 0.58 0.78 0.62 0.5 0.44
30 2.61 0.66 0.91 0.66 0.64 0.48 0.43 0.32
40 4.49 1.04 1.55 0.58 0.43 0.32 0.17 0.13
50 2.59 0.58 0.57 0.19 0.28 0.22 0.2 0.12
60 0.73 0.17 0.49 0.21 0.17 0.13 0.081 0.063
70 0.72 0.18 0.38 0.14 0.22 0.16 0.049 0.044
80 0.69 0.2 0.38 0.15 0.17 0.12 0.045 0.038
90 0.79 0.2 0.34 0.15 0.16 0.11 0.075 0.045
ICS 19.1 8.6 7.5 4.5 3.9 3.1 1.9 1.5
get molecule in question. In other words, while for elastic scattering and discrete electronic-state
excitation the target dipole properties have a major eect on the reaction dynamics, for vibrational-
excitation their role appears to be much more limited.
If we were to measure the infrared (IR) absorption spectrum of pyrimidine with a spectropho-
tometer,42 then because the relevant potential surfaces are not particularly anharmonic, we would
find that the intensity of the fundamental modes is significantly greater than their overtones. The
results plotted in Fig. 2 for Band II, corresponding to the fundamental CH-stretch modes, and
Band IV, corresponding to the overtones of those same stretch modes (see also Fig. 1), are found
to be largely consistent with what one would expect on the basis of the IR-photon absorption data;
namely that at each energy studied the angular distributions of the fundamental CH stretch modes
and overtone 2  CH stretch modes are almost identical and that, again at each E0, the magnitudes
of the DCSs for the fundamental stretch modes are significantly larger, across all measured , than
those of the first overtone modes.
In Fig. 3 we now plot the present integral cross sections for the composite vibrational-mode
Bands I, II, III and IV and the ICS for the sum of all those bands. Consistent with our earlier ob-
servation at the DCS level, here we note that the ICSBand I >> ICSBand II > ICSBand III > ICSBand IV.
Indeed, at each E0, the ICS for Band I contributes 90% to the sum of the ICS for the bands in
question. Additionally, we also observe that the energy dependence of the ICSs for each band are,
to within the stated uncertainties, very similar. The condensed-phase vibrational excitation ICS
























 Band I (EL ~ 0.12-0.27 eV)
 Band II (EL ~ 0.38 eV)
 Band III (EL ~ 0.50 eV)
 Band IV (EL ~ 0.73 eV)
 Sum (Bands I-IV)
 Levesque - Band I (Condensed)
 Levesque - Band II (Condensed)
FIG. 3. Integral cross sections (10 16 cm2) as a function of the incident electron energy for vibrational
excitation of the four vibrationl bands (see also Table I) of this study: () Band I, () Band II, (N) Band III
and (_) Band IV. Also shown is the sum of the ICSs of Bands I–IV (_). The corresponding condensed-phase
data from Levesque et al.13 for Band I () and Band II () are plotted.
the corresponding present results. While the trends (i.e. energy dependencies) in the ICS for the
condensed-phase and free-molecule gas phase results are largely consistent, for both sets of data,
we note the significant mismatch in their absolute magnitudes. Indeed for both Bands I and II the
trend in the condensed-phase ICSs is about a factor of 10 lower in value than what we find in the
current study. This result has immediate ramifications for the work of Fuss et al.,1 who in their
charged-particle track simulation studies with pyrimidine used the cross sections from Levesque
et al.13 to form their vibrational-excitation data base. The present results will also be of direct
relevance to any investigations seeking to model, using Monte Carlo and/or Boltzmann equation
procedures,52–54 the transport properties of electrons in a pyrimidine medium under the influence
of an applied electric field. We have recently seen, for the particular species THF,24 that the mag-
nitude and energy extent of the ICS can play an important role in the transport behaviour of the
electrons, in certain regions of E/N (E = applied electric field; N = number density), and we
expect this would again be the case here.
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IV. CONCLUSIONS
We have reported results from measurements of dierential and integral cross sections for exci-
tation of four composite vibrational-excitation bands in pyrimidine. The DCS results are original,
there being no other experiment or theory available in the literature against which we can compare
them. In terms of their angular behaviour, as we also saw previously for vibrational excitation in
THF,23,24 -tetrahydrofurfuryl alcohol27 and phenol,31,32 the lowest energy (15 eV) result for each
of the four bands was largely quasi-isotropic. Indeed for Band I the angular distributions were
quasi-isotropic at each energy studied. However, for Bands II, III and IV the shapes of their DCSs
did become more forward peaked in magnitude as you went to the higher incident electron ener-
gies. It was previously found in pyrimidine for elastic scattering9–12 and electronic-excitation11,15,16
that the target molecular dipole properties (polarisability and dipole moment) played a key role in
their scattering dynamics, consistent with results from other scattering systems.44–47 However for
vibrational-excitation, which intrinsically involves the excitation of the nuclear degrees of free-
dom, it appears that the target dipole properties do not play such an important role in the collision
process with ab initio quality scattering computations being needed to quantify the reaction mech-
anisms here.
In terms of the integral cross sections, for Bands I and II we can directly compare the present
results with those from the condensed-phase measurements of Levesque et al.13. Here we found
that while for each of the bands there was a good qualitative correspondence (i.e. in terms of the
energy dependence of the ICS) between the condensed-phase and gas-phase ICS results, the gas
phase results were about an order of 10 greater in magnitude. This possibly suggests some sort of
collective behaviour phenomenon in the condensed phase, which has the eect of ‘damping’ the
strength of the vibrational excitation processes relative to what we find for free-molecules in the
gas phase. Certainly this is an important results in terms of the charged-particle track simulation
work of Fuss et al.,1 whose data base utilised vibrational ICSs in pyrimidine that were based on
the work of Levesque et al.13 which are apparently too small in magnitude and do not extend over
a wide enough energy range.
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