It has been recently established that the accuracy of structural parameters from X-ray refinement of crystal structures can be improved by using a bank of aspherical pseudoatoms instead of the classical spherical model of atomic form factors. This comes, however, at the cost of increased complexity of the underlying calculations. In order to facilitate the adoption of this more advanced electron density model by the broader community of crystallographers, a new software implementation called DiSCaMB, 'densities in structural chemistry and molecular biology', has been developed. It addresses the challenge of providing for high performance on modern computing architectures. With parallelization options for both multi-core processors and graphics processing units (using CUDA), the library features calculation of X-ray scattering factors and their derivatives with respect to structural parameters, gives access to intermediate steps of the scattering factor calculations (thus allowing for experimentation with modifications of the underlying electron density model), and provides tools for basic structural crystallographic operations. Permissively (MIT) licensed, DiSCaMB is an open-source C++ library that can be embedded in both academic and commercial tools for X-ray structure refinement.
Introduction
The model of atomic electron density most widely applied in crystal structure refinement (the independent atom model, IAM) assumes spherical symmetry of the atomic density. It therefore cannot account for many effects resulting from the influence of the chemical environment on atomic density -e.g. chemical bonds, charge transfer, lone pairs, intermolecular interactions etc. -and the parameters obtained in the corresponding refinement are therefore subject to some systematic errors. Advances in measurements and computational techniques of X-ray diffraction have made most routine diffraction measurements on single crystals of small molecules (i.e. measurements of the resolution d min 5/6 Å as recommended by the International Union of Crystallography; IUCr, 2012) sufficient to display the deficiencies of the IAM model.
More realistic models of the electron density have been proposed with refinable parameterization of the electron density (Hirshfeld, 1971; Stewart et al., 1975; Hansen & Coppens, 1978) . Owing to the large number of refined parameters (compared to IAM) such models usually require X-ray However, even if no high-resolution data are available, the multipole model can still be applied using a so-called transferable aspherical atom model (TAAM) . In this case parameters of atomic electron density are not refined but instead they are constrained to values typical for the corresponding atom type. Such parameters of atomic electron densities and algorithms for atom type assignment have been incorporated into databanks of pseudoatom parameters such as ELMAM (Pichon-Pesme et al., 1995; Zarychta et al., 2007; Domagała et al., 2012) , Invariom (Dittrich et al., 2004 Dittrich, Hü bschle et al., 2006) and UBDB (Volkov et al., 2004 (Volkov et al., , 2007 Jarzembska & Dominiak, 2012) . There exist a wealth of publications indicating that TAAM refinement gives superior results over IAM in terms of figures of merit, atomic positions and atomic displacement parameters (e.g. Jelsch et al., 1998; Dittrich, Hü bschle et al., 2006; Dittrich, Munshi & Spackman, 2006; Volkov et al., 2007; Dittrich et al., 2008; Bąk et al., 2011; Sanjuan-Szklarz et al., 2016) . In addition, TAAM provides access to quantitative estimation of the electron density and properties derived from it (dipole moments, electrostatic potentials etc.) for molecules and crystals.
In a similar way to the case of TAAM, the idea of transferability was applied also to constructing a databank of extremely localized molecular orbitals (ELMO; Meyer, Guillot, RuizLopez, Jelsch & Genoni, 2016) . Application in crystallographic refinement is one of the intended uses of the databank, but no practical application for this purpose has been reported yet.
Recently, the Hirshfeld atom refinement procedure has been introduced. In this approach aspherical atom density is obtained by partitioning quantum mechanical electron density into atomic contributions (Jayatilaka & Dittrich, 2008) . This method allows for very accurate determination of the hydrogen atom positions and atomic displacement parameters (Capelli et al., 2014; Woiń ska et al., 2016 ), yet it is computationally more demanding than the other methods.
The direct approach to structure factor calculation involves summation of contributions from each scattering center (an atom) at each reciprocal lattice point within a desired resolution limit. It has an approximately quadratic computational complexity with respect to the size of the system studied, resulting from the fact that both the number of atoms and the number of reciprocal lattice points within a fixed resolution limit scale approximately linearly with the unit-cell volume. With the major advantage of simplicity, direct summation is the method of choice in small-molecule crystallography, that is when computational cost is not a primary factor.
In the case of macromolecules, though, structure factor calculations using direct summation can be very time consuming. Fast Fourier transform based approaches with N log (N) scaling can remedy that problem. Unfortunately, these cannot be applied in a straightforward manner to the case of the Hansen-Coppens model as its implementation would require (not presently available) efficient implementation of a 'dynamical' atomic electron density calculation for the model. These are convolutions of the usual atomic density functions and atomic thermal displacement functions, which in the case of the Hansen-Coppens model involve, respectively, Slater and Gaussian radial functions. Alternative methodologies for dealing with aspherical atomic densities at scale have been introduced: polarizable Cartesian Gaussian multipoles (Schnieders et al., 2009 ) and spherical interatomic scatterers (Afonine et al., 2007) . Nevertheless, it is still the HansenCoppens model that has been most extensively studied, in particular in macromolecular refinement, either with optimization of the multipolar parameters for ultra-high-resolution data (e.g. Jelsch et al., 2000; Guillot et al., 2008; Hirano et al., 2016) or more commonly via TAAM refinement (e.g. Malinska & Dauter, 2016; Muzet et al., 2003; Prö pper et al., 2013; Schmidt et al., 2003; Held & van Smaalen, 2014; Howard et al., 2016) . As TAAM seems to be a good candidate for replacing the IAM model in routine refinement for molecular crystals (Sanjuan-Szklarz et al., 2016; Dittrich et al., 2013) , availability of software implementations becomes a prominent issue.
There are a few packages that provide multipolar/TAAM refinement, including MoPro (Jelsch et al., 2005) , MOLLY (Hansen & Coppens, 1978) , Jana2006 (Petrícek et al., 2014) and XD2016 (Volkov et al., 2016) . However, each of them is a highly specialized entity, requires very distinct data formats and, apart from MoPro, is hardly applicable to larger (macromolecular) cases. We therefore decided to build a new toolbox of software libraries, intended to facilitate integration of the aspherical atom model into a wide range of refinement programs commonly used in X-ray crystallography. To achieve this goal the software toolbox must provide easily embeddable components under a permissive license, and so we have used the MIT open-source license for the new DiSCaMB library described here. It is designed for use in structure refinement with X-ray diffraction data in both small-molecule and macromolecular crystallography. In the latter case, as Nlog (N) methods are currently not feasible for the Hansen-Coppens model, the implementation heavily exploits parallelization for both CPUs (central processing units -computer processors) and GPUs (graphics processing units -electronic circuits originally designed for graphics-related computations) to speed up calculations.
General considerations
One of the main goals of the development of the DiSCaMB library is to use it in software for X-ray structure refinement. Commonly, this kind of software needs to calculate both structure factors and related derivatives, and this is the task the library was intended for. To ensure general applicability of the library (reusability in multiple programs) it is crucial to define where and how it will fit into the structure common for X-ray refinement programs. The general structure of such a program and the way the library can be incorporated into it is illustrated in Fig. 1 . The part specific to aspherical models of atomic electron density is shown as a separate component of the refinement program (ASPHERICAL ATOM CODE). Tasks related to this component involve assignment of the computer programs parameters of the aspherical atom model and calculation of structure factors and related derivatives. In the case of TAAM refinement the assignment of parameters corresponds to assignment of atom types and connecting the types with parameters stored in an aspherical atom bank. Atom type assignment is specific to a particular pseudoatom databank. In contrast, the structure factor calculation implemented in the library is universal and can be shared by all banks using the Hansen-Coppens model of electron density. The code responsible for communication between the aspherical atom code and refinement code is denoted in the diagram as INTERFACE. Ideally, it will be possible to replace code on one side of the interface without the need to change the code on the other side, e.g. easily exchange the 'aspherical atom code' with another code providing similar functionality. It is assumed that there are three main tasks in the refinement code related to multipolar model scattering factor calculations:
(1) Assignment of the multipolar model parameters to atoms.
(2) Transferring the parameters to the DiSCaMB library code -at this point some data which could be subsequently used in multiple structure factor calculations are precalculated and stored.
(3) Transferring current structural parameters to the DiSCaMB library code for calculation of structure factors and their derivatives.
The DiSCaMB library alone does not have the functionality required to perform the first task, since it is expected that the code specific to the pseudoatom databank can perform this task. It is, however, able to read multipolar model parameters from files in the XD format generated by LSDB (Volkov et al., 2004; Jarzembska & Dominiak, 2012 ). The DiSCaMB library can be involved in the next two tasks, being responsible for storing multipolar model parameters, calculation and storage of additional data, and using the data in (multiple) structure factor calculations. In the case of gradient calculations in the third task, two groups of algorithms are provided. One of them typically would be used by small-molecule refinement programs which usually apply nonlinear least-squares procedures. The construction of the matrices used in the procedure can be realized using various strategies and can optionally involve direct inclusion of constraints (Bourhis et al., 2015) . All of the strategies require access to derivatives of structure factors with respect to structural parameters at a given scattering vector (h) -this functionality is provided by the library. Such derivatives are then processed in different ways depending on the particular implementation. In the case of macromolecules, structural parameters are usually optimized using gradient methods. Here, derivatives of the target function with respect to the real and imaginary components of the structure factor are expected to be provided by the refinement code. These are subsequently used for calculation of the derivatives of the target function with respect to structural parameters using the chain rule. This macromolecular version of the structure factor and gradient calculation was parallelized since computational performance can be very important in this case.
Multipolar model structure factors -theory and implementation
The expression for the aspherical atom model structure factor calculation is similar to that for the IAM model with the difference that the asphericity of atomic form factors has to be taken into account (see Appendix B). The general strategy of calculation is also analogous [see e.g. Bourhis et al. (2015) for details of the IAM model]. Here we briefly describe the atomic form factor calculations. Atomic electron density in the Hansen-Coppens multipolar model (Hansen & Coppens, 1978; Coppens, 1997) can be expressed as a linear combination of terms [ t ðrÞ] of the following type:
Here, d lm ð; 'Þ is a density normalized spherical harmonic function (see Appendix B), a vector with a circumflex ('hat') represents a versor (i.e.r r ¼ r=jrj) and RðrÞ is a Slater-type radial function:
The corresponding scattering factor for the term Rðr; n; Þd lm ðr rÞ is given as f t ðh; n; ; l; mÞ ¼ 4i l gðh; n; ; lÞ d lm ðĥ hÞ:
The function g is the three-dimensional Fourier-Bessel transform of the radial function:
gðh; n; ; lÞ ¼ R 1 0 r n expðÀrÞ j l ð2hrÞ r 2 dr;
where j l is the lth-order spherical Bessel function. Analytical formulas for the g functions for given l and n have been tabularized (Avery & Watson, 1977; Su & Coppens, 1990) . They can also be obtained recursively (Avery & Watson, 1977; Deutsch, 1993) or evaluated from general analytical expressions (Restori, 1990) . DiSCaMB provides functionality for calculation of both functions, g and spherical harmonics (for Structure of an X-ray refinement program using a separate module for the aspherical atom model calculation with pseudoatom databank parameterization.
l 4), using tabularized formulas. This is sufficient for straightforward calculation of the terms [equation (3) 
where core and val are the spherically averaged free-atom core and valence, respectively, theoretically derived electron densities, normalized to one electron. These two terms evaluate to a linear combination of Slater s-type functions:
(analogously for val ), where o c;i are occupation factors for the core orbitals, fp ;i g are parameters of orbitals f i g of the isolated reference atom, N is a normalization factor andŜ S symbolizes spherical symmetrization (see Appendix B). The occupancy factors can be either user defined or set to default values corresponding to filling the lowest-energy orbitals. The parameters c c;k , n c;k and c;k depend on the parameters fp ;i g of the orbitals f i g and their occupancies o c (for the sake of clarity this dependence is not explicitly shown in the text).
There are several sets of Slater-type atomic wavefunctions (Clementi & Roetti, 1974; Bunge et al., 1993; Su & Coppens, 1998; Macchi & Coppens, 2001; Volkov & Macchi, unpublished work) in use for core and val parameterization. Any of them can, in principle, be used with the DiSCaMB library, and Clementi & Roetti wavefunctions data are provided (in the case of a hydrogen atom an analytical wavefunction is used). The last term in equation (5) represents the deformation valence electron density {Nðn l ; Þ being normalization factors given by ½ R 1 0 R l ðr; n l ; l Þr 2 dr À1 }. The values of the parameters and n l are predefined; their default values for a specific chemical element in a given electronic configuration may vary from program to program. The DiSCaMB code accepts either user-provided parameters or those used in UBDB (Jarzembska & Dominiak, 2012) . Parameter can, in principle, be l dependent, but the Hansen-Coppens model is mostly used in an l-independent fashion, as also coded in DiSCaMB. The matrix M transforms the position vector into the local coordinate system associated with the atom, and r is the distance from the nucleus. DiSCaMB provides tools for defining local coordinate systems in a similar manner to the one implemented in the XD package (Volkov et al., 2016) . The populations P val and P lm , and the dimensionless expansioncontraction parameters and 0 , can be, in the HansenCoppens model, refined against experimental data. However, they are kept fixed during TAAM refinement, and for that reason DiSCaMB does not currently provide functionality for the calculation of derivatives with respect to these parameters. Therefore, it cannot currently be directly used for all-parameter multipolar refinement. A naïve TAAM refinement implementation is included in the DiSCaMB distribution as an example.
The atomic form factor corresponding to the pseudoatom electron density [equation (5)] is given as f at h; fp ;i g; o c ; o v ; ; 0 ; P val ; fn l g; ; fP lmp g; M À Á
where f core and f val are terms corresponding to the scattering from the core and the spherically averaged valence electron densities of the following type:
The deformation valence electron density contribution to scattering is given by 
Speeding up calculations with parallel computing on CPUs and GPUs
In recent years computers capable of performing parallel calculations have become very common because of the widespread use of multi-core processors in new computers and application of GPUs in general purpose programming (GPGPU). The DiSCaMB library provides an implementation of parallel code for calculation of the structure factors and related derivatives with both CPUs and GPUs. In terms of parallel computing the structure factor calculation may be classified as an embarrassingly parallel problem, which means that it is separable into a number of mostly independent tasks. Parallelization is performed by splitting the input set of h vectors into subsets and performing calculations for each subset as separate parallel tasks. The results from each task computer programs are then collected (in the case of the structure factors) and summed (in the case of the derivatives). The strategy for parallelization is more involved in the case of the code for GPUs, as described in Appendix C. The parallelization was performed for shared memory systems (e.g. single computer node) using OpenMP (http://www.openMP.org) for CPUs and CUDA (created by Nvidia, for Nvidia GPUs, http:// nvidia.com/cuda) for GPUs. The computational efficiency of the code was tested on structures ranging from a ten-residue peptide to a relatively large protein ($380 amino acids) (see Table 1 ). The time necessary for a single calculation of the structure factors and their derivatives at the 5/6 Å resolution limit with a single CPU core varied from 0.5 s to about 2 h. Fortunately, it can be efficiently reduced by running the calculations in parallel. The test shows a good scaling efficiency (E) of the code: E ¼ T 1 =ðNT N Þ, where T k is execution time using k cores and N is the total number of cores. E exceeds 0.97 for all the cases in the table, which translates to a reduction of the execution time nearly by the number of processor cores used. This also suggests that the problem is well suited for further parallelization for distributed memory systems (e.g. multi-node machines like computational clusters). The use of a GPU allowed for a further reduction of the computational time compared to a 14 core processor by a factor of about 2-3 in the case of the largest systems studied.
Summary and outlook
We have presented the open-source C++ library DiSCaMB for the calculation of X-ray scattering factors from the HansenCoppens multipolar model of crystal electron density. The library is intended to be used in structure refinement with fixed multipolar parameters -e.g. refinement using a pseudoatom databank parameterization. It also provides access to intermediate steps in the calculations, allowing for modifications of the underlying electron density model. The library is designed for both small and large molecules. In the latter case the code is parallelized for both CPUs and GPUs. Performance tests show good scalability.
Future development plans include completing the aspherical atom code part in Fig. 1 by providing functionality that performs assignment of atom types and the corresponding atomic form factor parameters. Other planned developments include writing code for structure factor calculation with arbitrary externally provided aspherical atomic form factors (this would facilitate, for example, the inclusion of Hirshfeld atom partition based form factors in the refinement code). We also plan to speed up the calculations by further parallelization (targeting distributed memory systems and the utilization of the vector processing capabilities of modern CPUs) and development of algorithms for optimized calculations of the structure factors.
APPENDIX A Summary of features
Main features. Calculation of multipolar structure factors and their derivatives with respect to structural parameters (position, occupancy and atomic displacement parameters) -various versions suitable for large and small molecules. Parallelized for use with multi-core processors and graphics processing units. Easy access to computational steps required to calculate the structure factors. Algorithms aware of pseudoatom types.
Structure factor calculations. Access to atomic wavefunction data. Conversion of the atomic wavefunction into corresponding spherically averaged density (linear combination of Slaters) for a given electronic configuration. Calculation of the multipolar model form factor with possibility for separate calculation of its individual components. Calculation of IAM form factors and corresponding structure factors [with Waasmaier and Kirfel parameterization (Waasmaier & Kirfel, 1995) and H-atom parameters taken from cctbx (Grosse- Kunstleve et al., 2002) ]. Local coordinate system calculation.
Structural data handling. Symmetry operations -multiplication, application to vectors, string and matrix notation. Conversions between fractional and Cartesian coordinate systems in direct and reciprocal space, conversions of atomic displacement parameters and positional parameter derivatives.
Utilities. Mathematical utilities -basic three-dimensional algebra and calculations involving spherical harmonics. Utilities for string operations, error handling, performance measurement. Reading Hansen-Coppens model parameters from XD input files generated by LSDB ( (Aravinda et al., 2004) ; 3p4j -Z-DNA hexamer duplex d(CGCGCG) (2) (Brzezinski et al., 2011) ; 1ejg -crambin (Jelsch et al., 2000) ; 4q4g -peptidoglycan endopeptidase RipA (Squeglia et al., 2014) ; 1f8b -complex of native influenza virus neuraminidase (carbohydrate chains and solvent water molecules removed; Smith et al., 2001) . ‡ Structures were parametrized with the use of the UBDB bank (Jarzembska & Dominiak, 2012) and the LSDB program (Volkov et al., 2004) supported by manual interventions in the case of disordered parts. § The lists of reflection indices were generated with the help of cctbx (Grosse-Kunstleve et al., Project organization. Build process managed with CMake (Martin & Hoffman, 2015) for enabling compilation environment of user choice. Code documentation includes Doxygengenerated (van Heesch, 2016) documentation. Extensive test set [testing against data generated with XD (Volkov et al., 2016) and cctbx (Grosse- Kunstleve et al., 2002; Gildea et al., 2011) ]. Examples illustrating usage including very basic implementation of refinement with BFGS method optimizer as implemented in ALGLIB (Bochkanov, 2017) .
Availability. DiSCaMB is released under the MIT. The source code is freely available at the project web site, http:// crystal.chem.uw.edu.pl.
APPENDIX B Additional information on multipolar structure factor calculation
The expression for the aspherical atom model structure factor can be written in the following way:
The first summation runs over atoms in the asymmetric unit, occ a is the atomic occupancy and m a is the multiplicity. The second summation runs over the symmetry operations (fR k jt k g) which would generate all symmetry-equivalent atoms in the unit cell for an atom in a general position. TðhÞ stands for the temperature factor and f a ðhÞ for the aspherical form factor. It is a commonly applied convention in the HansenCoppens model to use density-normalized real spherical harmonics indexed with three indices [ R jd lmp ð; 'Þj dS ¼ ð2 À 0l )], with the p index being either + or À for m > 0 and no p index for m = 0. Then the sum over m in the deformation valence part is usually written as P l m¼0 P lmAE d lmAE ð; 'Þ. We have used the equivalent two-index notation [d lm ð; 'Þ] with the sign index (p) being directly incorporated into the m index, which now takes also negative values. Formulas for d lm ð; 'Þ have been calculated and tabularized (Hansen & Coppens, 1978; Paturle & Coppens, 1988; Coppens, 1997; Michael & Volkov, 2015) .
Free-atom core and valence electron densities are combinations of orbital-related electron densities. Such orbitals in a basis of Slater-type functions take the following form: APPENDIX C Details of the implementation for GPU
The GPU implementation is parallelized over reflections (h vectors). Each CUDA thread gets one reflection and computes the inner loops over atoms and symmetry operations. At the end of computation each thread stores its own structure factor F into global memory. Computation of derivatives (occupancy derivative, three positional derivatives and six atomic displacement parameter derivatives) requires a reduction over all GPU threads to sum the contributions from all reflections (threads). This reduction could be handled in many different ways; for example, we could store all partial results from each thread into global memory and perform the reduction in a separate kernel. This solution requires a lot of global memory and a lot of global memory bandwidth.
A second straightforward approach is to divide this reduction into two steps: first perform partial reduction in each GPU block using shared memory and after that produce the final result for each atom in a separate kernel, adding up all the partial contributions from the blocks. This solution forces us to use synchronization [__syncthreads() function] inside the loop that performs the main computation, which significantly slows the execution. In our implementation we have chosen a different solution which is in between the two approaches described above. We perform a partial reduction for each warp (currently one warp is 32 consecutive threads). This reduction is done in registers using the warp shuffle instructions available in the NVIDIA Kepler architecture. After the reduction only one thread from each warp stores the partial result in global memory. This significantly reduces (32 times) the quantity of data that need to be transferred to global memory and we are not required to synchronize threads within blocks. The final reduction (adding up the contributions from each warp) is performed in a separate kernel and takes approximately 0.5% of the total execution time.
Coefficients P lm for each atom type are stored in the constant memory of a GPU to improve the performance and reduce the required global memory bandwidth. The limited capacity of constant memory (64 kB) allows us to store the required coefficients for 250 atom types.
computing resources at the PL-Grid Infrastructure and at the University of Białystok in Poland.
