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Résumé
Les systèmes hybrides sont des systèmes dynamiques, caractérisés par un compor-
tement dual, une interaction entre une partie discrète et une partie continue de fonc-
tionnement. Dans le centre de notre travail se trouve une classe particulière de systèmes
hybrides, plus spéciﬁquement les systèmes stochastiques à commutation que nous modé-
lisons à l’aide des Chaînes de Markov en temps continu et des équations diﬀérentielles.
Le comportement aléatoire de ce type de système nécessite une commande spéciale
qui s’adapte aux événements arbitraires qui peuvent changer complètement l’évolution
du système. Nous avons choisi une politique de contrôle basée sur les événements qui
est déclenchée seulement quand il est nécessaire (sur un événement incontrôlable - par
exemple un seuil qui est atteint), et jusqu’à ce que certaines conditions de fonctionnement
sont remplies (le système revient dans l’état normal).
Notre approche vise le développement d’un modèle probabiliste qui permet de cal-
culer un critère de performance (en occurrence l’énergie du système) pour la politique
de contrôle choisie. Nous proposons d’abord une méthode de simulation à événements
discrets pour le système stochastique à commutation commandé, qui nous donne la pos-
sibilité de réaliser une optimisation directe de la commande appliquée sur le système et
aussi de valider les modèles analytiques que nous avons construit pour l’application du
contrôle.
Un modèle analytique pour déterminer l’énergie consommée par le système a été
conçu en utilisant les probabilités de sortie de la région de contrôle, respectivement les
temps de séjour dans la chaîne de Markov avant et après avoir atteint les limites de
contrôle. La dernière partie du travail présente la comparaison des résultats obtenus
entre la méthode analytique et la simulation.
Mots-clés : systèmes stochastiques à commutation, contrôle basé sur les événements,
temps de sortie
Abstract
Hybrid systems are dynamical systems, characterized by a dual behaviour, a conti-
nuous interaction between a discrete and a continuous functioning part. The center of
our work is represented by a particular class of hybrid systems, more speciﬁc by the
stochastic switching systems which we model using continuous time Markov chains and
diﬀerential equations.
The random behaviour of such systems requires a special command which adapts to
the arbitrary events that can completely change the evolution of the system. We chose an
event-based control policy which is triggered only when it’s necessary (on an unforeseen
event - for example when a threshold that is reached), and until certain functioning
conditions are met (the system returns in the normal state).
Our approach aims to develop a probabilistic model that calculates a performance
criterion (in this case the energy of the system) for the proposed control policy. We start
by proposing a discrete event simulation for the controlled stochastic switching system,
which gives us the opportunity of applying a direct optimisation of the control command.
It also allows us to compare the results with the ones obtained by the analytical models
we have built when the event-based control is applied.
An analytical model for computing the energy consumed by the system to apply the
control is designed by using the exit probabilities of the control region, respectively, the
sojourn times of the Markov chain before and after reaching the control limits. The last
part of this work presents the results we have obtained when comparing the analytical
and the simulation method.
Emph Keywords : stochastic switching systems, event-based control, exit time
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Introduction
La prise en compte de la complexité des systèmes, comme les commutations entre di-
vers modes de fonctionnement, ou la présence d’évènements aléatoires, nécessite l’étude
de modèles plus complexes que les systèmes dynamiques décrits par des équations dif-
férentielles. La modélisation stochastique joue un rôle très important dans beaucoup de
domaines où les systèmes présentent des discontinuités de fonctionnement, provoquées
par des événements aléatoires. Les systèmes caractérisés par une interaction de comporte-
ments continus et discrets portent le nom de systèmes hybrides et sont largement utilisés
dans les réseaux de communication, dans les chaînes de fabrication, dans la robotique,
etc.
Une grande partie des études de la littérature a été réalisée sur des systèmes hybrides
déterministes qui, souvent, ne sont pas adaptées aux incertitudes de fonctionnement inhé-
rentes (aux événements externes aléatoires). Le besoin de réaliser une analyse probabiliste
plus ﬁne sur les systèmes comprenant des incertitudes, a mené les études à une classe de
systèmes qui prend en compte les transitions aléatoires d’un état à l’autre. Nous parlons
des systèmes stochastiques hybrides, avec des temps de séjour aléatoires pour chaque
état. Cette classe de systèmes trouve des champs d’applications dans l’industrie énergé-
tique, dans l’évaluation des assurances, dans les processus ﬂexibles de fabrication, dans
l’implémentation de la commande tolérante aux défauts, etc.
Notre attention se concentre sur une classe particulière de systèmes hybrides à temps
continu, présentant des changements aléatoires entre diﬀérents états de fonctionnement
(déterminés par des événements externes), que nous appelons les systèmes stochastiques
à commutation (SSC).
Si on considère que les occurrences des événements aléatoires futurs ne dépendent
que de l’état actuel du système, il est alors possible de modéliser la commutation à l’aide
de chaînes de Markov en temps continu qui vont nous permettre d’établir plus facilement
les propriétés du système.
Malgré une grande ﬂexibilité de modélisation, les problèmes qui apparaissent dans
les systèmes stochastiques à commutation sont en général très ardus : les solutions ana-
lytiques sont diﬃciles à obtenir et assez peu d’algorithmes existent pour réaliser leur
xix
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simulation en temps continu. Par ailleurs l’analyse de ces systèmes de nature hybride et
stochastique, avec des événements externes modiﬁant leur dynamique, devient plus dif-
ﬁcile si nous y ajoutons le problème de synthèse de la commande. Appliquer le contrôle
pour des systèmes ayant une dynamique avec des ruptures aléatoires est une tâche diﬃcile
à réaliser, même pour des systèmes très simples. L’approche classique de la commande
d’un système stochastique hybride est basée soit sur une commande continue détermi-
niste (un contrôleur suﬃsamment robuste aﬁn de compenser les eﬀets aléatoires), soit
sur une approche discrète probabiliste (les actions ponctuelles sont alors exécutées, selon
l’état du système et un coût à minimiser).
Notre approche consiste à utiliser une technique de commande hybride appelée
contrôle basé sur les événements. Dans plusieurs systèmes industriels, réseaux de com-
munication, systèmes biologiques, ce type de contrôle permet d’appliquer la commande
seulement quand il est nécessaire (à la suite d’événements incontrôlables - par exemple
l’atteinte d’un seuil), jusqu’à ce que certaines conditions de fonctionnement soient à
nouveau remplies (le système revient dans l’état normal de fonctionnement).
Dans ce mémoire qui s’organise en cinq chapitres, nous développons une approche
qui vise à construire un modèle probabiliste et qui permet de calculer un critère de per-
formance (en l’occurrence, l’énergie du système) pour la politique de contrôle proposée.
Les cinq chapitres de ce mémoire sont les suivants :
Le premier chapitre, “État de l’art” , présente les notions théoriques et les for-
malismes de modélisation que nous utilisons. Nous introduisons d’un premier temps la
notion de système dynamique ayant un comportement aléatoire, suivi par la présentation
des notions de probabilité et de processus stochastiques que nous allons utiliser. Nous
introduisons également le type de chaînes de Markov que nous utilisons pour la modé-
lisation, et leurs propriétés. Aﬁn de déﬁnir les systèmes stochastiques à commutations,
nous utilisons les automates stochastiques hybrides et des exemples aﬀérents. Dans la
dernière partie de ce chapitre nous présentons les notions de base concernant le contrôle
basé sur les événements, suivies par un exemple de système stochastique à commutation
avec contrôle.
Dans le deuxième chapitre, “Intégrateur stochastique à commutation à états
multiples” , nous présentons le modèle au centre de nos études ainsi que ses caractéris-
tiques de fonctionnement. Dans ce chapitre nous présentons également les hypothèses de
travail et les conditions initiales sur les variables aléatoires et les contraintes. De plus,
nous déﬁnissons la manière dont le contrôle basé sur les événements est appliqué au
système étudié.
Le troisième chapitre, “Simulation événementielle en temps continu pour
les SSC” , présente la méthode de simulation à événements discrets en temps continu
que nous proposons pour les systèmes stochastiques à commutation considérés. Nous
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présentons aussi les résultats numériques que nous avons obtenus en appliquant la mé-
thode pour diﬀérentes variations de paramètres de contrôle. Cette méthode nous permet
aussi de déterminer l’énergie minimale consommée pour appliquer le contrôle basé sur les
événements, sur un grand nombre de simulations avec une durée de simulation variable.
La méthode de simulation nous aidera à valider notre contribution probabiliste qui sera
présentée dans le chapitre suivant.
Dans le quatrième chapitre, “Modèle analytique” , nous présentons le modèle pro-
babiliste d’énergie stationnaire que nous avons construit pour le système de base étudié.
La formule de l’énergie totale est construite à partir de certaines caractéristiques du
système qui sont calculées indépendamment : les moments de performabilité d’ordre 1
et 2 de la variable d’état, les probabilités de sortie de la région de contrôle, les temps
moyens de sortie de cette région et les temps moyens d’application du contrôle.
Dans le dernier chapitre de ce mémoire, “Comparaison des résultats analy-
tiques et de la simulation” , nous comparons les résultats issus des méthodes analy-
tiques que nous avons proposées, avec les résultats de simulations. On étudie successive-
ment plusieurs cas concrets à partir de systèmes simples (avec deux états) jusqu’à des
systèmes plus complexes. Nous présentons les résultats obtenus permettant de valider les
moments de performabilité, les probabilités et les temps de sortie de la région de contrôle,
suivis par les résultats numériques des temps de contrôle. La validation numérique de
ces paramètres permet également de valider les énergies de contrôle, et par conséquent
la validation globale du critère de performance considéré.
A la suite de ces cinq chapitres, on conclura de manière générale sur le travail eﬀectué,
en rappelant les apports principaux, les limitations, et on présentera les perspectives de
recherche dans ce domaine.
Ce travail a été eﬀectué au sein du laboratoire Gipsa-lab de Grenoble, dans le Dé-
partement Automatique - Productique.
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Chapitre 1
État de l’art
1.1 Introduction
Notre travail se concentre sur une classe spéciale de systèmes hybrides, plus spéciﬁ-
quement sur les systèmes stochastiques à commutation. Avant d’entrer dans les détails
de ce type de système particulier, nous allons présenter dans la Section 1.2 les notions de
base des systèmes dynamiques qui vont nous permettre d’analyser son fonctionnement et
la manière dont nous allons les utiliser. Dans la Section 1.3 nous présentons des notions
de probabilité qui vont nous aider à déﬁnir dans la Section 1.4 les Chaînes de Markov,
utilisées pour la modélisation des systèmes stochastiques à commutation (SSC). C’est
dans la Section 1.5 que nous allons déﬁnir les systèmes stochastiques à commutation,
suivi par la présentation du contrôle basé sur les événements (CBE) dans la Section 1.6.
Un exemple de système stochastique à commutation pour lequel le contrôle basé sur les
événements sera appliqué est présenté à la ﬁn de ce chapitre.
1.2 Systèmes dynamiques
Historiquement, les ingénieurs et les scientiﬁques ont mené leurs recherches sur l’étude
des phénomènes naturels qui peuvent être modélisés, par exemple, par les lois de gra-
vité, par les lois de mécanique classique, les lois chimiques, etc., et qui comprennent
des variables continues telles que : la vitesse, l’accélération, la pression, la température
ou le débit des ﬂuides. Fondée sur ces caractéristiques, une large gamme d’outils tech-
niques et mathématiques a été développée pour la modélisation, l’analyse et le contrôle
de ces systèmes. Parfois dans certains systèmes réels (systèmes manufacturiers, réseaux
de communication, etc.) on constate que le comportement dépend de certains événe-
ments instantanés : appuyer sur un bouton, freiner à cause d’un obstacle sur la route,
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le changement du feu de circulation, etc. Dans cette section nous allons introduire la
notion de système dynamique dont le comportement est sous l’inﬂuence des événements
externes aléatoires.
1.2.1 Modélisation de l’espace d’états
En général, un système dynamique sur un espace d’états ﬁni est déﬁni par l’ensemble
des équations suivantes [Cassandras & Lafortune, 1999] :
~˙x(t) = ~f(~x(t), ~u(t), t), ~x(t0) = ~x0 (1.2.1)
~y(t) = ~g(~x(t), ~u(t), t) (1.2.2)
où ~u(t) est le vecteur des variables d’entrée, ~y(t) le vecteur des variables de sortie,
~x(t) le vecteur des variables d’état {x1(t), x2(t)...}, ~f(·) et ~g(·) sont des fonctions qui
donnent aux systèmes la caractéristique d’être linéaires ou non linéaires. Si nous écrivons
l’équation (1.2.1) dans le cas scalaire :
x˙(t) = f(x(t), u(t), t) x(t0) = x0
et supposant que nous choisissons une fonction d’entrée spéciﬁque u(t) = u1(t), et les
conditions initiales au moment t = 0, x(0) = x0, alors la solution de l’équation diﬀéren-
tielle est une fonction particulière x1(t). Si nous avons une famille de fonctions d’entrée
{u1(t), u2(t), ...}, nous allons obtenir une famille de solutions {x1(t), x2(t)...}, comme
représenté dans la Figure 1.1 :
Figure 1.1 – Réalisations de x˙(t) = f(x(t), u(t), t)
La description la plus simple d’un système dynamique se fait à travers des exemples
pratiques. Nous allons donner un exemple classique de système dynamique aﬁn d’illustrer
ses caractéristiques.
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Exemple 1.2.1
[Cassandras & Lafortune, 1999] Prenons le système représenté dans la
Figure 1.2. Au moment t = 0 nous déplaçons la masse de la position de repos
avec une quantité u(0) = u0 > 0 et nous la libérons. Soit y(t) le déplacement
à tout moment t > 0. Selon les lois de la mécanique pure, le mouvement de
masse est décrit par :
my¨ = −ky (1.2.3)
avec les conditions initiales y(0) = u0, y˙(0) = 0 et k,m constantes. Si nous
voulons contrôler le mouvement initial u0 et observer la position de la masse
comme fonction de temps, alors un modèle comme celui de la Figure 1.2 est
approprié ; la sortie est la solution de l’équation (1.2.3) et l’entrée du système
est déﬁnie comme :
u(t) =


u0 ,si t = 0
0 ,sinon
(1.2.4)
Figure 1.2 – Système mécanique et son modèle pour l’Exemple 1.2.1
Nous appelons ce type de systèmes les systèmes dynamiques et souvent la relation
entrée-sortie est exprimée avec l’aide des équations diﬀérentielles. Supposons que la masse
attachée au ressort est un conteneur avec du liquide qui a une faible fuite après t = 0,
alors nous observons l’évolution du système dans l’intervalle [0, t1]. Au moment t = t1
nous déplaçons la masse dans la position de repos et nous appliquons de nouveau la
déformation u0 dans l’intervalle [t1, 2t1]. Comme la masse du conteneur a changé, la
sortie du système est maintenant diﬀérente, de ce fait g(·) dépend de t dans l’équation
(1.2.2).
Les systèmes dynamiques représentent le point de départ pour les notions que nous
allons introduire dans les sections suivantes.
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1.2.2 La notion d’événement
La déﬁnition d’état du système est basée sur la capacité de prévoir au moment t = t0
le comportement d’un système à partir des entrées u(t). Mais cette caractéristique ne
prend pas en compte la nature imprévisible de l’entrée du modèle. L’état des certains
systèmes est aﬀecté en continu par des événements externes et aléatoires comme par
exemple : les conditions météorologique défavorables ou le traﬁc intense dans les réseaux
de transport, les défaillances des machines de production ou le manque de matières dans
les systèmes de production, etc.
On déﬁnit un système comme stochastique si au moins une des variables de sortie
est aléatoire, sinon le système est dit déterministe. En général, l’état d’un système
dynamique stochastique est déﬁni par un processus aléatoire. Le comportement d’un tel
système est couramment décrit d’une manière probabiliste par sa fonction de distribution
de probabilité.
Quand nous parlons d’un événement qui a changé le comportement du système,
nous parlons d’une transition instantanée d’un état du système à un autre. Un événement
peut s’identiﬁer par une action spéciﬁque (provoquée par une personne), avec l’apparition
de phénomènes incontrôlables (un ordinateur qui s’est arrêté) ou tout simplement avec
une condition de fonctionnement qui est atteinte (un réservoir d’eau qui arrive à sa limite
maximale).
Nous allons utiliser la notation e pour un événement, et E pour l’ensemble discret
des divers événements.
Exemple 1.2.2
Considérons un entrepôt contenant des produits ﬁnis d’une usine. Quand
un produit est ﬁni dans l’usine, il “arrive” à l’entrepôt et il est stocké. Pé-
riodiquement, un camion arrive pour charger les produits. Le besoin est de
connaître à chaque instant de temps combien de produits sont dans l’entrepôt.
En analysant le système nous pouvons déterminer les événements principaux
qui aﬀectent l’état du système : l’arrivée d’un produit (P ) et l’arrivée d’un
camion (C). Dans ce cas, l’ensemble d’événements E est :
E = {P,C}
A` partir des notions que nous avons données dans cette section, nous pouvons mainte-
nant déﬁnir les principales caractéristiques des systèmes qui font l’objet de nos études : les
systèmes dynamiques stochastiques. Dans les sections suivantes nous allons déﬁnir
et introduire d’un point de vue scientiﬁque ce type de systèmes et leur aspect proba-
biliste. Avant d’entrer dans les détails de modélisation, quelques notions de probabilité
sont présentées dans la Section 1.3.
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1.3 Notions de probabilité
1.3.1 Variables aléatoires
Les notions suivantes vont établir les caractéristiques stochastiques de notre système ;
elles sont présentées dans plusieurs ouvrages dédiés au calcul des probabilités, comme
par exemple dans [Foata & Fuchs, 2003], [Trivedi, 2001], [Gupta & Murray, 2010], etc.
Plusieurs applications nécessitent l’utilisation des variables qui sont continues plutôt que
discrètes. Dans cette section nous allons seulement déﬁnir la notion de variable aléatoire
continue et les mesures de probabilités associées.
Considérons S l’ensemble des sorties (potentiellement inﬁni) d’un système. Un sous-
ensemble A ⊂ S représente un événement. Deux événements A1 et A2 sont disjoints
si A1
⋂
A2 = {∅}. Le complément d’un élément A est déﬁni comme A¯ = S \ A. Une
mesure de probabilité P (·) est déﬁnie sur S avec des valeurs dans l’intervalle [0, 1] par
les axiomes de probabilité suivantes :
1. P (A) ≥ 0, pour tout A ⊂ S.
2. P (S) = 1.
3. Si {Ai, i = 1, 2, ...} est une collection d’événements disjoints deux à deux de type
Ai
⋂
Aj = {∅} pour tous i, j, alors P (∪Ai) =
∑
i P (Ai).
Quand S est non dénombrable, nous ne pouvons pas attribuer des mesures de proba-
bilité à tous les sous-ensembles de S. Soit F la classe de sous-ensembles mesurables de S.
Alors nous pouvons déﬁnir une variable aléatoire X sur l’espace de probabilité (S,F, P )
tel que {s|X(s) ≤ x} soit un événement. Nous utilisons les déﬁnitions de [Trivedi, 2001]
dans la suite :
Définition 1.3.1. Une variable aléatoire X sur l’espace de probabilité (S,F, P ) est
une fonction X : S → R qui attribue une valeur réelle X(s) à chaque point s ∈ S, tel
que pour chaque nombre réel x, l’ensemble de points {s|X(s) ≤ x} soit un événement,
c’est-à-dire un membre de F.
Définition 1.3.2. La fonction de distribution cumulative (ou FDC) FX d’une
variable aléatoire X est définie comme :
FX(x) = P (X ≤ x), −∞ < x <∞.
Une variable aléatoire continue X est complètement caractérisée par sa fonction de
distribution de probabilité qui est une fonction continue en x pour tout −∞ < x < +∞.
Le plus souvent nous utilisons la notion F (x) à la place de FX(x). La plupart des variables
continues que nous utilisons ont une fonction de distribution continue, F (x), pour laquelle
la dérivée dF (x)/dx existe.
La FDC (F (x)) respecte les propriétés suivantes :
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(F1) 0 ≤ F (x) ≤ 1 pour tout −∞ < x <∞.
(F2) F (x) est une fonction croissante et monotone.
(F3) lim
x→−∞
F (x) = 0 et lim
x→+∞
F (x) = 1.
Définition 1.3.3. Pour une variable aléatoire continue, X, f(x) = dF (x)/dx est nom-
mée la fonction de densité de probabilité (ou FDP) de X.
La fonction densité de probabilité nous permet d’obtenir la fonction de distribution
cumulative par intégration :
FX(x) = P (X ≤ x) =
∫ x
−∞
fX(t)dt, −∞ < x <∞.
Nous pouvons aussi obtenir d’autres mesures utiles dans l’étude probabiliste, comme :
P (X ∈ (a, b]) = P (a < X < b)
= P (X ≤ b)− P (X ≤ a)
=
∫ b
−∞
fX(t)dt−
∫ a
−∞
fX(t)dt
=
∫ b
a
fX(t)dt
La fonction de densité de probabilité (f(x)) satisfait les propriétés suivantes :
(f1) f(x) ≥ 0 pour tout x.
(f2)
∫∞
−∞ f(x)dx = 1.
La relation entre les fonctions f(x) et F (x) est représentée dans la Figure 1.3. Les
probabilités sont représentées par les surfaces sous la courbe. La surface totale sous la
courbe est l’unité.
Les fonctions f(x) et F (x) caractérisent complètement le comportement d’une va-
riable aléatoire continue. Mais parfois nous avons besoin d’une description plus simple
de X comme, par exemple, une variable exacte plutôt que toute la fonction. Un exemple
est l’espérance (ou la moyenne) notée E[X] qui déﬁnie dans la suite :
Définition 1.3.4. [Trivedi, 2001] L’espérance E[X] d’une variable aléatoire continue
est définie comme :
E[X] =
∫ ∞
−∞
xf(x)dx, (1.3.1)
si l’intégrale est absolument convergente :
∫∞
−∞ xf(x)dx < ∞ ; sinon E[X] n’existe
pas.
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Figure 1.3 – Relation entre FDC et FDP.
D’autres mesures qui sont utilisées pour analyser le comportement de X sont les
moments des diﬀérents ordres de X. Soit Y une fonction de X (Y = φ(X)). En utilisant
la Déﬁnition 1.3.4, nous pouvons écrire l’espérance de Y comme :
E[Y ] = E[φ(X)] =
∫ ∞
−∞
φ(X)f(x)dx.
si l’intégrale est convergente. Un cas particulier d’intérêt est la fonction φ(X) = Xk,
k = {1, 2, ...}. Dans ce cas, E[Xk] est connu comme lemoment d’ordre k de la variable
X. A noter que le premier moment E[X] est l’espérance que nous avons déﬁnie en (1.3.1).
Si X et Y sont deux variables aléatoires avec les mêmes moments (E[Xk] = E[Y k]) alors
elles ont la même distribution.
Nous pouvons aussi déﬁnir le moment centré d’ordre k (mk) de la variable X comme :
mk = E[(X −E[X])k] (1.3.2)
Si k = 2 alors nous obtenons la variance de X, V ar(X), souvent noté σ2 :
V ar(X) = σ2x = E[(X − E[X])
2] =
∫ ∞
−∞
(x−E[X])2f(x)dx
où σx est l’écart type de X. Comme E(·) est un opérateur linéaire, la variance σ2X
peut se calculer aussi comme :
σ2X = E[X
2]− (E[X])2
La variance et l’écart type sont des mesures qui dépendent de la “dispersion” de la
distribution. Si X a une distribution “concentrée” (X prend des valeurs près de E[X]
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Figure 1.4 – a) FDP pour une distribution “concentrée” b) FDP pour une distribution
“diﬀuse”.
avec une grande probabilité) alors la variance est petite (Figure 1.4 a)). Si la distribution
est “diﬀuse” alors la variance est grande (Figure 1.4 b)).
Nous allons utiliser les propriétés des variables aléatoires à travers nos études, spé-
cialement dans la section d’évaluation de la performance du système. Étant donné les
informations de base sur les variables aléatoires que nous avons présentées dans cette
section, nous allons introduire dans la section suivante, la notion d’un processus stochas-
tique.
1.3.2 Processus stochastique
Définition 1.3.5. [Trivedi, 2001] Un processus stochastique (ou un processus aléatoire)
est une famille des variables aléatoires {X(t)|t ∈ T} définie sur un espace de probabilité
donné, indexé par le paramètre t (le temps) qui varie dans un ensemble des indices T .
Les valeurs de la variable continue X(t) s’appellent les états et l’ensemble de toutes
les valeurs possibles représente l’espace d’état d’un processus, noté I. Comme la variable
aléatoire est déﬁnie sur l’ensemble des sorties d’un système (S), la famille des variables
aléatoires est une famille de fonctions de type {X(t, s)|t ∈ T, s ∈ S} que nous appelons
l’état global du système. Quand nous utilisons donc la notion d’état global du système,
nous allons faire référence à la paire : variable continue et l’état caractérisé par cette
variable. Pour un temps ﬁxé t = t1, nous obtenons la variable aléatoire Xt1(s) = X(t1, s)
(ou tout simplement X(t1)), avec une variation de s dans l’ensemble S. Pour s ﬁxé, nous
obtenons Xs1(t) = X(t, s1) qui est appelé la réalisation du processus.
Si l’ensemble des indices T est discret alors nous parlons d’un processus en temps
discret ; sinon le processus est dit en temps continu. Un processus en temps discret porte
aussi le nom de séquence stochastique et est noté : {Xn|n ∈ T} [Trivedi, 2001].
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Si nous ﬁxons une valeur x1, alors nous pouvons écrire la fonction de densité de
probabilité X(t1) comme :
F (x1; t1) = FX(t1)(x1) = P [X(t1) ≤ x1].
où F (x1; t1) est la distribution du premier ordre du processus {X(t)|t ≥ 0}. Pour
deux instants de temps, t1 et t2, X(t1) et X(t2) sont deux variables aléatoires sur le
même espace de probabilité. Leur distribution jointe est connue comme la distribution
de deuxième ordre du processus [Trivedi, 2001] :
F (x1, x2; t1, t2) = P [X(t1) ≤ x1, X(t2) ≤ x2].
En général nous déﬁnissons la distribution d’ordre n d’un processus stochastique
{X(t), t ∈ T} comme :
F (~x;~t) = P [X(t1) ≤ x1, ..., X(tn) ≤ xn]. (1.3.3)
pour tout ~x = (x1, ..., xn) ∈ Rn et ~t = (t1, ..., tn) ∈ T n, de sorte que t1 < t2 < ... < tn. La
déﬁnition que nous avons donné est complexe, donc pour pouvoir utiliser la distribution
de x(t1), x(t2), ..., x(tk) plus d’informations sont nécessaires. Le processus stochastique
qui nous intéresse est le Processus de Markov.
1.3.3 Processus de Markov
Définition 1.3.6. [Trivedi, 2001] Un processus stochastique {X(t)|t ∈ T} est un pro-
cessus de Markov si pour tout t0 < t1 < ... < tn < t la distribution conditionnelle de
X(t) pour certaines valeurs de X(t0), X(t1), ..., X(tn) dépend seulement de X(tn) :
P [X(t) ≤ x|X(tn) = xn, X(tn−1) = xn−1, ..., X(t0) = x0] = P [X(t) ≤ x|X(tn) = xn]
(1.3.4)
Dans la plupart des cas cette fonction de distribution a la propriété d’invariance par
rapport à tn :
P [X(t) ≤ x|X(tn) = xn] = P [X(t− tn) ≤ x|X(0) = xn].
Dans ce cas, le processus de Markov est dit homogène et il est caractérisé par le fait
que l’histoire du processus est comprise dans l’état courant (la propriété sans mémoire).
Dans la section suivante nous allons spéciﬁer les chaînes des Markov que nous allons
utiliser dans notre travail.
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1.4 Chaînes de Markov
Dans les systèmes dynamiques réels nous ne pouvons pas prédire les événements qui
vont se produire, donc l’état actuel du système va déterminer son évolution ultérieure.
Les chaînes de Markov en temps continu ont été utilisées depuis longtemps dans la mo-
délisation des systèmes dynamiques avec des espaces d’état discrets (les mathématiques
ﬁnancières, la gestion de stock, la conception des systèmes informatiques, les réseaux
de communication, etc.). Récemment, un grand intérêt est accordé aux systèmes ayant
une partie continue et une partie discrète qui peuvent interagir et s’inﬂuencer mutuel-
lement comme par exemple : les processus de diﬀusion avec des paramètres de commu-
tation Markoviens [Mariton, 1990], les processus de Markov déterministes par morceaux
([Davis, 1985], [Davis, 1993], [Jacod & Skorokhod, 1996]), les diﬀusions de commutation
contrôlées [Bensoussan & Menaldi, 2000], [Ghosh et al., 1997].
Dans cette section nous allons présenter les chaînes de Markov en temps continu et
les chaînes de Markov avec des taux de variation que nous utilisons dans notre travail.
1.4.1 Chaînes de Markov en Temps Continu (CMTC)
En général, un processus de Markov à temps discret est une séquence Xt0 , Xt1 , ...,
Xtn des variables aléatoires à valeurs dans un espace d’états discret et dénombrable S.
La valeur de Xtn est l’état du processus à l’instant tn. Par contre, dans le cadre de nos
études nous utilisons les chaînes de Markov en temps continu, qui sont caractérisées par
des transitions qui peuvent se produire à des instants de temps arbitraires et réels, et non
entiers comme c’est le cas des chaînes à temps discret. En conséquence, nous utilisons
un sous-ensemble des réels non-négatifs R+0 pour l’ensemble des indices T d’une chaîne
de Markov en temps continu.
Pour déﬁnir les chaînes de Markov en temps continu, nous retournons à la déﬁnition
générale d’un processus de Markov (1.3.4) qui résume l’histoire de la chaîne : à partir de
l’état actuel, le futur est indépendant du passé (propriété Markov sans mémoire).
Définition 1.4.1. [Bolch, 2006] Un processus stochastique {Xt|t ∈ T} est une chaîne
de Markov en temps continu si pour un ti ∈ R+0 avec 0 = t0 < t1 < ... < tn < tn+1,
∀n ∈ N et ∀si ∈ S = N0 :
P (Xtn+1 = sn+1|Xtn = sn, Xtn−1 = sn−1, ..., Xt0 = s0) = P (Xtn+1 = sn+1|Xtn = sn)
(1.4.1)
Nous allons dénommer la partie droite de l’équation (1.4.1) la probabilité de transition
pij(u, v) des CMTC entre l’état i et l’état j dans l’intervalle de temps [u, v) avec u, v ∈ T
et u ≤ v :
pij(u, v) = P (Xv = j|Xu = i) (1.4.2)
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Pour u = v nous déﬁnissons :
pij(u, u) =

 1, si i = j0, sinon. (1.4.3)
La chaîne de Markov en temps continu {Xt : t ∈ T} est homogène (ou ayant des
probabilités de transition stationnaires) si les probabilités de transition pij(u, v)
dépendent seulement de la diﬀérence de temps t = v − u, et non des valeurs exactes de
u et v :
pij(t) = pij(0, t) = P (Xu+t = j|Xu = i) = P (Xt = j|X0 = i), ∀y ∈ T. (1.4.4)
Si la chaîne est homogène, alors les temps de séjour dans une chaîne de Markov sont
distribués exponentiellement, car la distribution exponentielle est la seule distribution
en temps continu qui assure la propriété de Markov sans mémoire.
Nous allons noter P(u, v) = [pij(u, v)] la matrice de probabilités de transition pour
toute pair i, j ∈ S et tout intervalle [u, v), u, v ∈ T ; le vecteur des probabilités d’état à
l’instant u est : ~π(u) = [π0(u), π1(u), π2(u)...] et respecte la relation suivante :
~π(v) = ~π(u)P(u, v), ∀u, v ∈ T (u ≤ v). (1.4.5)
Pour tout u ∈ T , P(u, u) = I. Dans le cas homogène la relation (1.4.5) devient :
~π(t) = ~π(0)P(0, t). (1.4.6)
Aﬁn de pouvoir résoudre les équations de type (1.4.6), nous allons déﬁnir les taux de
transition qij(t)(i 6= j) pour la chaîne de Markov en temps continu de l’état i vers l’état
j. Si nous considérons l’intervalle [t, t+∆t) alors nous déﬁnissons :
qij(t) = lim
∆t→ 0
pij(t, t+∆t)
∆t
, i 6= j (1.4.7)
qii(t) = lim
∆t→ 0
pii(t, t+∆t)− 1
∆t
(1.4.8)
Si les limites existent, alors, à partir des équations (1.4.7) et (1.4.8) et du fait que∑
j∈S
pij(t, t+∆t) = 1 à tout moment t, nous obtenons :
∑
j ∈ S
qij(t) = 0, ∀i ∈ S. (1.4.9)
Le terme −qii(t) représente le taux total pour sortir de l’état i et partir vers tout
autre état, tandis que −qij(t) est le taux pour sortir de l’état i et aller vers un état
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précis j au moment t. Avec ces paramètres, nous allons déﬁnir la matrice générateur
infinitésimal Q :
Q(t) = [qij(t)], i, j ∈ S (1.4.10)
où les éléments de la diagonale sont déﬁnis comme : qii = −
∑
j 6=i qij . Avec la matrice des
probabilités sur l’intervalle [v, t] : P(v, t) elle vériﬁe des équations Chapman-Kolmogorov
en avant, respectivement en arrière :
∂P(v, t)
∂t
= P(v, t)Q(t) (1.4.11)
∂P(v, t)
∂v
= Q(v)P(v, t) (1.4.12)
De plus, dans le cas homogène, la matrice Q(t) et le vecteur des probabilités ~π(t)
vériﬁent l’équation suivante :
~˙π(t) =
d~π(t)
dt
= ~π(t)Q(t), ~π(0) = ~π0. (1.4.13)
Un intérêt particulier dans les chaînes de Markov en temps continu est le calcul du
vecteur de probabilité en régime stationnaire qui a les propriétés suivantes pour tout
i ∈ S :
1. Il est indépendant du temps t et donc lim
t→∞
d~π(t)
dt
= 0.
2. Il est indépendant de la valeur initiale ~π(0).
3. Chaque composante πi ≥ 0.
4. πi dépend des probabilités d’état πi(t) ou des probabilités de transition pji(t) :
πi = limt→∞pji(t) = limt→∞πi(t).
En utilisant la propriété 1, l’équation (1.4.13) prend une forme plus simple :
~πQ = 0 (1.4.14)
avec la condition suivante :
∑
i∈S
πi = 1. (1.4.15)
Dans cette sous-section nous avons rappelé les propriétés fondamentales des chaînes
de Markov en temps continu qui vont nous aider à déﬁnir la classe des chaînes de Markov
que nous avons utilisée.
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1.4.2 Chaînes de Markov avec des Taux de Variation (CMTV)
Dans la plupart des environnements, les systèmes doivent continuer à fonctionner,
même si certaines composantes sont défaillantes, et assurer certains niveaux de perfor-
mance, de ﬁabilité et la réparation en ligne des sous-systèmes défaillants. Deux aspects
importants des systèmes modélisés par les chaînes de Markov nous intéressent : le chan-
gement d’état dans un intervalle (0, t) et le niveau de performance. Nous allons donc
associer à chaque état de la chaîne de Markov un taux de variation qui va représenter
le niveau de performance du système dans cet état spéciﬁque.
Diverses applications donnent naissance à plusieurs interprétations des CMTC et des
taux de variation associées aux états. Si nous allons interpréter le taux de variation
comme la vitesse de traitement et les transitions des CMTC comme les pannes des com-
posants, alors la durée d’accumulation d’un taux de variation sera le temps d’exécution
d’une tâche, dans un environnement soumis aux défaillances. Avec la distribution du
temps d’exécution, nous pouvons dériver la probabilité de réaliser une tâche avant un
certain délai.
L’utilité générale des chaînes de Markov avec des taux de variation vient de leur
capacité à modéliser une large gamme de systèmes. Aussi, des mesures de performance
peuvent s’obtenir facilement de manière cumulative (le montant total du travail eﬀectué
par le système dans une période de temps) ou à un certain instant de temps. En plus des
équations de probabilité stationnaires (1.4.13) - (1.4.15), nous allons déﬁnir des mesures
cumulatives, comme l’espérance du temps total que le système passe dans un état i dans
l’intervalle [0, t) [Bolch, 2006] :
~L(t) =
∫ t
0
~π(u)du, (1.4.16)
Une méthode plus eﬃcace numériquement pour calculer les probabilités cumulatives
est de résoudre, par exemple, les équations diﬀérentielles suivantes :
d~L(t)
dt
= ~L(t)Q+ ~π(0), ~L(0) = ~0. (1.4.17)
Les taux de variation sont déﬁnis selon les exigences du système, la disponibilité ou
la ﬁabilité du système, etc. Soit ri le taux de variation associé à l’état i ∈ S. Alors un
taux riτi est accumulé pendant un temps de séjour τi dans un état i. Soit {Z(t), t ≥ 0}
une chaîne de Markov en temps continu avec un espace d’état S de cardinalité N , alors
la variable aléatoire :
X(t) = rZ(t) = ri si Z(t) = i. (1.4.18)
dénote le taux instantané de variation de la chaîne de Markov au moment t. Cette
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variable nous permet de déﬁnir le taux de variation accumulé Y (t) sur l’intervalle
[0, t) comme :
Y (t) =
∫ t
0
X(τ)dτ =
∫ t
0
rZ(τ)dτ. (1.4.19)
Nous allons considérer par exemple une chaîne de Markov à trois états (Figure 1.5),
caractérisée par la matrice de transitionQ et le vecteur des taux de variation ~r = (3, 1, 0)
associés à chaque état 0, 1 et 2. Si nous considérons le vecteur de probabilité initiale
~π0 = (1, 0, 0) (donc le processus démarre dans l’état 0 : Z(0) = 0) alors nous obtenons
les réalisations pour Z(t), X(t) et Y (t) représentées dans la Figure 1.5.
Comme le temps de séjour dans l’état 1 est donné par t1, le taux de variation accumulé
dans cette période est y1 = 3t1. Après la transition vers l’état 1, un taux de variation
additionnel y2 − y1 = 1(t2 − t1) est accumulé, etc. Si nous allons suivre la Figure 1.5,
nous allons observer que X(t) et Y (t) suivent l’évolution de Z(t) à travers le vecteur
~r. Si X(t) et Z(t) prennent des valeurs discrètes, nous observons en revanche que Y (t)
est une fonction continue, monotone et non décroissante. Des mesures supplémentaires
peuvent se calculer pour Y (t) comme par exemple la performabilité :
ψ(y, t) = P [Y (t) ≤ y] (1.4.20)
où ψ(y, t) est la distribution du taux de variation accumulé dans l’intervalle [0, t). Malheu-
reusement cette mesure de performance est diﬃcile à calculer pour des modèles généraux ;
cette diﬃculté apparaît aussi pour le taux de variation accumulé dans le temps :
Φ(y, t) = P
[1
t
Y (t) ≤ y
]
(1.4.21)
Le problème pourrait être simpliﬁé si les exigences du système étaient limitées à
des espérances ou à des moments de variables aléatoires, plutôt qu’à des fonctions de
distribution des taux de variation accumulées. Nous allons donc introduire la notion
d’espérance stationnaire du taux instantané de variation, à partir de la solution
de l’équation (1.4.13) :
E[X(t)] =
∑
i ∈ S
riπi(t). (1.4.22)
De la même façon, pour calculer l’espérance du taux de variation accumulé à
partir de l’équation (1.4.17), nous obtenons :
E[Y (t)] =
∑
i ∈ S
riLi(t). (1.4.23)
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Figure 1.5 – Modèle de CMTV à trois états avec les réalisations de Z(t), X(t) et Y (t)
Avec ces formules, nous pouvons obtenir des moments de performance d’ordre plus
grand, comme par exemple la variance du taux de variation :
var[Z(t)] =
∑
i ∈ S
r2i πi(t)−
(∑
i ∈ S
riπi(t)
)2
. (1.4.24)
Les chaînes de Markov avec des taux de variation associés aux états nous donnent la
possibilité de réaliser une analyse de performance sur les mesures du système. Plusieurs
études ont été réalisées en commençant avec l’introduction de la notion de performabilité
par [Meyer, 1989], en continuant avec l’analyse transitoire des CMTV ([Reibman &
Trivedi, 1989], [Iyer et al., 1986], [Trivedi et al., 1994]), et les études sur les moments de
performabilité [Rácz & Telek, 1999], etc.
Nous allons faire référence aux études de performabilité réalisées par [Viswanadham
et al., 1995] que nous avons utilisés dans une partie de nos travaux. En [Viswanadham
et al., 1995] les chaînes de Markov récompensées ont été utilisées pour l’analyse transitoire
des systèmes de production soumises aux pannes, qui produisent plusieurs types de
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pièces. Leur contribution concerne aussi les méthodes numériques pour le calcul des
moments de performance pour chaque type de pièce, que nous allons présenter dans la
suite.
Soit {Z(u), u ≥ 0} la chaîne de Markov, S l’espace d’état et ri le taux de variation
d’un état i ∈ S. Alors le processus de Markov complet est déﬁni par :
Définition 1.4.2. Le processus composite {Z(u), Y (u), u ≥ 0} est un processus Markov
si :
Pr{Y (t) ≤ Yt|Z(s) = i, Y (s) = ys, [Z(u), Y (u), u ∈ [0, s)]}
= Pr{Y (t) ≤ yt|Z(s) = i, Y (s) = ys}
= Pr{Y (t)− Y (s) ≤ yt − ys|Z(s) = i} (1.4.25)
En plus, le processus Markov {Z(u), Y (u), u ≥ 0} est homogène si {Z(u), u ≥ 0} est
homogène et les taux rZ(u) sont invariants dans le temps. L’évolution de ce processus est
complètement décrite par le vecteur colonne ~F (y, t) de dimension N × 1 :
Fi(y, t) = Pr{Y (t) ≤ y|Z(0) = i}. (1.4.26)
appelée la fonction de distribution cumulative de {Y (t) ≤ Y }, en sachant que le
système démarre dans un état i. Cette fonction de distribution qui a un nombre ﬁni des
discontinuités et qui est diﬀérentiable, vériﬁe les équations hyperboliques aux dérivées
partielles suivantes :
Théorème 1.4.1. Le vecteur de distribution ~F (y, t) [Viswanadham et al., 1995] satisfait
le système d’équations linéaires aux dérivées partielles hyperboliques :
∂ ~F T (y, t)
∂t
= −
∂ ~F T (y, t)
∂y
R + ~F T (y, t)Q (1.4.27)
~F (0, t) = ~0, t ≥ 0
~F (y, 0) = ~U(y)
où R est une matrice diagonale avec les éléments {r1, r2, ..., rN} et ~U(x) = 1 si x ≥ 0
et 0 autrement.
Théorème 1.4.2. Le vecteur de distribution ~F (y, t) satisfait le système d’équations li-
néaires aux dérivées partielles adjoint :
∂ ~F (y, t)
∂t
= R
∂ ~F (y, t)
∂y
+QT ~F (y, t) (1.4.28)
~F (0, t) = ~0, t ≥ 0
~F (y, 0) = ~U(y)
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L’objectif est de calculer les moments de performabilité qui sont importants pour
les études de performance du système. Soit mn(t) le vecteur colonne d’ordre n déﬁni
comme :
mn,i(t) = E[Y n(t)|Z(0) = i]; i = {1, ..., N} (1.4.29)
~mn(t) = [mn,1, ..., mn,N ] (1.4.30)
avec ~m0(t) = ~e, ~mn(0) = ~0. Ensuite l’espérance du moment d’ordre n devient :
E[(Y (t))n] = ~p(0)~mn(t) (1.4.31)
où ~p(0) est le vecteur de probabilité initiale. De leur coté, les moments de performabilité
vériﬁent l’équation suivante :
Théorème 1.4.3. Le vecteur des moments ~mn(t), n ≥ 1, évolue suivant les équations :
d~mn(t)
dt
= Q~mn(t) + nR~mn−1(t); ~m0(t) = ~e (1.4.32)
Toutes ces méthodes et mesures de distribution de probabilité vont nous aider à
compléter l’analyse probabiliste que nous avons menée sur notre système et aussi à valider
notre méthode par une simulation à temps continu pour les systèmes stochastiques à
commutations que nous allons présenter dans le Chapitre 3.
1.5 Systèmes stochastiques à commutation (SSC)
Cette section est dédiée à l’introduction des systèmes stochastiques à commutation
(SSC). Une première partie sera dédiée à la présentation des systèmes hybrides, suivie
par les caractéristiques et les propriétés des SSC.
1.5.1 Systèmes hybrides
Introduction
Généralement les études des systèmes dynamiques comme la modélisation, la com-
mande et l’analyse, se concentrent sur des processus dynamiques continus associés nor-
malement à des équations diﬀérentielles. L’analyse de performance pour ces systèmes est
réalisée par exemple pour les systèmes de communication, les systèmes manufacturiers
ou les systèmes qui eﬀectuent des transitions d’un état discret à un autre.
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Beaucoup de systèmes réels allant des machines à laver aux installations des procédés
chimiques sont composés de sous-processus continus qui sont gérés par une commande
discrète qui redémarre ou arrête les systèmes, en suivant une horloge ou des signaux de
capteurs installés sur les processus continus.
D’un point de vue général, un système hybride est vu comme un système dont
la dynamique continue et discrète interagissent et leur interaction détermine le com-
portement qualitatif et quantitatif du système. En conséquence, des modèles spéciﬁques
doivent être développés prenant en compte cet aspect hybride. Une représentation gra-
phique de l’interaction entre les deux parties (continue et discrète) est montrée dans la
Figure 1.6.
Figure 1.6 – Systèmes hybrides. L’interaction de la dynamique discrète et continue à
travers des événements et des commutations entre divers états de fonctionnement.
Les méthodes et les outils développés pour les systèmes hybrides se sont révélés utiles
dans les protocoles de communication [Hespanha, 2005], le contrôle du traﬁque aérien
[Pola et al., 2003]-[Tomlin et al., 1998], le contrôle d’automobiles [Balluchi et al., 2000],
la bio ingénierie [Amonlirdviman et al., 2005], les systèmes d’autoroute [Varaiya, 1993],
etc. Nous allons donner un exemple de système hybride aﬁn de comprendre l’interaction
de la dynamique continue et discrète.
Exemple 1.5.1
[Cassandras & Lafortune, 1999] Un exemple concret de système hybride
est représenté dans la Figure 1.7 où des conteneurs vides sont remplis au-
tomatiquement jusqu’à un niveau maximal avec une matière ﬂuide fournie
par le point d’entrée du ﬂux. Les conteneurs attendent dans un stock que la
station de remplissage soit libre. Quand c’est le cas, le commutateur v1 est
activé et un conteneur est ramené dans la position de remplissage. La durée
de cette opération est mémorisée par le “processus d’installation” avant le
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remplissage. Si un nouveau conteneur est prêt à être rempli, un signal est en-
voyé vers le commutateur v2 pour initier l’écoulement du ﬂuide. Le processus
de remplissage des conteneurs se fait en suivant une dynamique continue.
Le commutateur de la commande d’écoulement v3 est chargé de la sélec-
tion entre : a) un “taux de remplissage” souhaité tant que le conteneur n’est
pas plein et le niveau de la matière ﬂuide dans le réservoir est positif, b) un
“taux d’entrée” qui correspond à l’entrée du ﬂux si le réservoir est vide, et
c) zéro quand le conteneur est plein ou quand il n’y a pas de conteneurs à
remplir. Le système a aussi deux capteurs pour détecter (a) quand un conte-
neur est arrivé au niveau de remplissage souhaité, et (b) quand le réservoir
qui assure l’alimentation du système avec la matière ﬂuide est vide.
Dans cet exemple nous pouvons observer la nature hybride du système
ayant une interaction soutenue et répétée entre la dynamique discrète (le
remplissage des conteneurs) et la dynamique continue (la commande du ﬂux).
Figure 1.7 – Processus simple de modélisation
Définition des systèmes hybrides
D’un point de vue conceptuel, la déﬁnition de base d’un système hybride est basée sur
toutes les interactions possibles entre ses variables continues et discrètes. Nous pouvons
classer les approches de modélisation des systèmes hybrides selon trois classes [Chen &
Provan, 1997] :
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– l’approche continue : cette approche consiste à déﬁnir une approximation des dyna-
miques discrètes du système hybride par des équations diﬀérentielles pour modéliser
l’occurrence des événements discrets ;
– l’approche événementielle : consiste à supprimer les dynamiques continues ou à faire
une approximation de l’évolution continue de façon à ce que le système hybride
soit représenté uniquement par les événements qui le caractérisent ;
– l’approche mixte : dans une approche mixte, chacune des deux composantes (dis-
crète et continue) est représentée de façon rigoureuse et explicite et leur collabo-
ration est prise en compte dans l’interface qui les relie. La résolution du modèle
continu déclenche l’évolution des variables au cours du temps et valide certaines
transitions. L’évolution du modèle discret va déterminer alors la mise en place d’un
nouvel état discret qui se traduit par l’élaboration d’un nouveau système d’équa-
tions.
Nous allons déﬁnir dans la suite une approche mixte que nous utilisons qui est
l’automate hybride. La déﬁnition de l’automate hybride va nous fournir le cadre et
la terminologie nécessaires pour présenter les caractéristiques typiques aux systèmes hy-
brides.
Pour déﬁnir un automate hybride nous allons d’abord introduire pour un sys-
tème donné la notion de représentation d’état en temps continu et la notion
d’automate à états finis.
Définition 1.5.1. [Shaft & Schumacher, 2000] La représentation d’état en
temps continu est décrite par le vecteur de variables d’état ~x ∈ Rn et le vecteur des
variables externes ~w ∈ Rq, liées par un ensemble mixte des équations différentielles et
algébriques de la forme suivante :
F (~x, ~˙x, ~w) = 0 (1.5.1)
où ~˙x représente la dérivée de ~x par rapport au temps.
Les solutions de (1.5.1) sont des fonctions de temps ~x(t), ~w(t) qui respectent la
relation :
F (~x(t), ~˙x(t), ~w(t)) = 0 ∀t ∈ R.
Cette déﬁnition inclut une forme plus connue d’équations qui décrivent un système
entrée-sortie continu dans le temps :
~˙x = f(~x, ~u) (1.5.2)
~y = h(~x, ~u) (1.5.3)
où le vecteur des variables externes ~w a été séparé en deux : le vecteur des variables
d’entrée ~u ∈ Rm et le vecteur des variables de sortie ~y ∈ Rp (avec m+ p = q). La seule
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équation algébrique est celle qui relie les variables de sortie ~y de ~x et ~u (1.5.3). Dans
certains cas le système admet des discontinuités dans les variables d’entrée ou ~x(t) est
diﬀérentiable par morceaux. Nous pouvons caractériser ces discontinuités, par exemple,
à l’aide des automates ﬁnis.
Définition 1.5.2. [Shaft & Schumacher, 2000] Un automate à états finis est
un triplet (V, U,A), où V est ensemble fini d’états, U est l’alphabet fini des symboles,
A est la fonction de transition définie sur V × U × V et ses éléments sont des
transitions. Une séquence {v0, u0, v1, u1, ..., vn−1, un−1, vn} avec (vi, ui, vi+1) ∈ A
pour i = 1, 2, ..., n− 1, représente une trajectoire.
Une manière de représenter un automate ﬁni est à travers un graphe dont les sommets
correspondent aux éléments de V et les arcs aux éléments de A comme représenté dans
la Figure 1.8. Les étiquettes de chaque arc sont les éléments de l’ensemble U . Souvent
la déﬁnition d’un automate à états ﬁnis contient aussi une indication explicite d’un
ensemble d’états initiaux I ⊂ V et un ensemble d’états ﬁnaux F ⊂ V . Une chemin
(v0, u0, v1, u1, ..., vn−1, un−1, vn) est alors valide si v0 ∈ I et vn ∈ F .
Figure 1.8 – Automate à états ﬁnis
Par rapport aux systèmes continus déﬁnis par l’équation (1.5.2), les automates à
états ﬁnis sont déﬁnis par tous les chemins valides de l’automate. Nous pouvons faire un
parallèle avec la Déﬁnition (1.5.1) en considérant l’espace d’état V analogue à l’espace X,
l’alphabet des symboles U analogue àW et la règle de transition A analogue à l’ensemble
des équations diﬀérentielles - algébriques.
Automates hybrides
Les automates hybrides [Alur et al., 1995] sont une extension des automates à états
ﬁnis. Ils représentent des systèmes qui intègrent deux composantes : celle ayant un com-
portement discret, modélisée naturellement par un automate à états ﬁnis et celle dont
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le comportement varie de manière continue dans le temps, modélisée par un système
algébro-diﬀérentiel. Un automate hybride évolue par une alternance de pas continus (où
les variables d’état et le temps évoluent de façon continue) et de pas discrets où des
transitions discrètes et instantanées sont franchies.
D’un point de vue informel et général, un automate hybride apparaît ainsi comme
un automate à états ﬁnis pilotant un ensemble d’équations diﬀérentielles modélisant la
dynamique continue du système. L’état de l’automate change instantanément lors de
l’occurrence d’un événement discret ou par l’écoulement du temps lors de la validation
d’une condition logique spéciﬁée sur la valeur de la variable continue [Henzinger, 1996].
Si nous combinons les deux déﬁnitions 1.5.1 et 1.5.2 alors nous obtenons la déﬁnition
d’un automate hybride qui est parfois indispensable pour la modélisation des systèmes
hybrides.
Définition 1.5.3. [Alur et al., 1995] Un automate hybride est un 7-uplet :
AH = 〈X,S, ψ, Inv, A, C,Af〉
tel que :
– X est un ensemble fini de variables xi. On note x le vecteur composé des valeurs
de variables à un instant donné, appelé état des variables. L’ensemble d’états des
variables est noté V .
– S est un ensemble fini de sommets.
– ψ est une fonction qui associe à chaque sommet s ∈ S une fonction ψs décri-
vant l’évolution des variables en fonction de temps. En général ψ peut être définie
comme :
ψs : x˙(t) = f(x, t)
où f est une fonction quelconque.
– Inv est une fonction qui associe à chaque sommet s ∈ S un prédicat sur les va-
riables, appelé l’invariant du sommet s.
– A est un ensemble fini de transitions. Chaque transition a = (s, s′) identifie un
sommet de départ s ∈ S et un sommet d’arrivée s′ ∈ S.
– C est une fonction qui associe à chaque transition a = (s, s′) un prédicat Ca appelé
condition. Une transition a = (s, s′) ne peut être exécutée que si la condition Ca
est vérifiée.
– Af est une fonction qui associe à chaque transition a = (s, s′) une relation Afa
appelée affectation. Elle est utilisée pour la mise à jour des états des variables après
l’exécution de la transition a. Elle est généralement exprimée comme :
Afa : x := g(x)
Avant de donner un exemple d’automate hybride nous expliquons de manière infor-
melle son comportement :
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– Si g est un prédicat alors nous notons par ‖g‖ l’ensemble des états des variables
qui satisfont le prédicat g, c’est-à-dire ‖g‖ = {x/g(x) est vrai}.
– Un état global du système est déterminé par un sommet s ∈ S et par un état
des variables x ∈ V . Nous notons un état global comme une paire (s, x). Nous ne
considérons que les états (s,x) tels que x ∈ ‖Invs‖.
– La transition a = (s, s′) ∈ A peut être exécutée à partir de l’état (s, x), si la
condition Ca est vériﬁée, c’est-à-dire x ∈ ‖Ca‖. L’état résultant (s, x′) correspond
à x′ = Afa(x).
– Les transitions entre les états sont instantanées.
– Les valeurs des variables dans les sommets changent avec le passage du temps et
en respectant la fonction d’évolution.
– Tant que l’invariant du sommet est satisfait, le système va séjourner dans ce som-
met.
Exemple 1.5.2
[Henzinger, 1996] Soit l’automate hybride représenté dans la Figure 1.9 qui
est un thermostat. La variable x représente la température. Dans ce modèle,
l’évolution continue est représentée par des équations diﬀérentielles associées
aux sommets du graphe et l’évolution événementielle est modélisée par les
arcs étiquetés du graphe. Les sommets Éteint et Allumé représentent les
états discrets du système où l’évolution continue se produit. Les prédicats
x > 21 et x < 19 sur les arcs traduisent les conditions, dites aussi les gardes,
pour l’occurrence des événements allumer et éteindre, respectivement. Les
prédicats x ≥ 18 et x ≤ 22 dans les sommets représentent les invariants de
l’automate, c’est-à-dire, des conditions imposées aux variables continues du
système pour rester dans un état discret. L’état initial du système est re-
présenté par un arc d’entrée dans le sommet d’origine avec une température
initiale de x = 20 degrés. La variable x évolue dans les sommets Éteint, res-
pectivement Allumé conformément aux équations diﬀérentielles x˙ = −0.1x,
respectivement x˙ = 5− 0.1x, appelées les conditions de ﬂux 1.
Figure 1.9 – Automate hybride
1. Nous désignons par x˙ la dérivée du premier ordre par rapport au temps de la variable x.
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1.5.2 Systèmes hybrides stochastiques
La plupart des études dans le domaine des systèmes hybrides sont faites sur les mo-
dèles déterministes qui prévoient le comportement du système dans le futur sans consi-
dérer les incertitudes. Dans la pratique, beaucoup de systèmes dynamiques fonctionnent
sous l’inﬂuence des événements aléatoires qui peuvent changer complètement le fonction-
nement du système. L’idée d’introduire l’aspect stochastique dans les systèmes hybrides
n’est pas nouvelle, des nouveaux modèles et approches sont fournis en [Lygeros, 1999],
[Altman & Gaitsgory, 1997], [Basak et al., 1996]. La diﬀérence entre les approches est
dans quelle partie du modèle l’aspect stochastique intervient.
Une première possibilité est de remplacer les sauts déterministes entre les états dis-
crets du système par des sauts aléatoires qui respectent une loi probabiliste. Donc l’évo-
lution de l’état discret sera en eﬀet une chaîne de Markov à temps continu homogène. Il
reste alors à savoir à quel moment un saut se produit ? En [Altman & Gaitsgory, 1997]
les sauts se produisent à chaque instant de temps ε ; par contre en [Tsai, 1998] les tran-
sitions suivent une chaîne de Markov en temps continu. Dans les deux cas les transitions
aléatoires sont supposées indépendantes de la dynamique continue, par conséquent les
modèles sont plutôt vus comme une extension d’un processus de Markov avec des états
continus attachés qui suivent des équations diﬀérentielles déterministes.
Une deuxième possibilité est de remplacer la dynamique déterministe de l’ensemble
d’états par des équations diﬀérentielles stochastiques. Ainsi, même si les transitions res-
tent discrètes et déterministes, à partir d’un état initial ﬁxé, diﬀérentes gardes peuvent
s’activer en fonction de la solution du processus stochastique, donc des diﬀérentes tran-
sitions discrètes se produisent aléatoirement. Nous allons déﬁnir de manière générale les
systèmes hybrides stochastiques dans la suite.
Définition 1.5.4. Un automate stochastique hybride [Perez-Castaneda et al., 2009]
est un 11-tuple dans lequel :
ASH = 〈X,S,E, ψ, Inv, A, C,R,Af, p, x0, p0, Ts〉
tel que :
– X est un ensemble fini des variables xi (V est l’ensemble des états des variables),
– S est un ensemble fini de sommets,
– E est un ensemble fini d’événements,
– ψ est une fonction qui associe à chaque sommet s ∈ S une fonction ψs décri-
vant l’évolution des variables en fonction de temps. En général ψ peut être définie
comme :
ψs : x˙(t) = f(x, t)
où f est une fonction quelconque,
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– Inv est une fonction qui associe à chaque sommet s ∈ S un prédicat sur les va-
riables, appelé l’invariant du sommet s,
– A est un ensemble fini de transitions. Chaque transition a = (s, s′) identifie un
sommet de départ s ∈ S et un sommet d’arrivée s′ ∈ S, avec un événement e
associé à l’arc,
– C est une fonction qui associe à chaque transition a = (s, s′) un prédicat Ca appelé
condition. Une transition a = (s, s′) ne peut être exécutée que si la condition Ca
est vérifiée.
– R est une fonction de réinitialisation. Si la transition de l’état s à l’état s′ se réalise
alors R définit les valeurs initiales des variables continues du système,
– Af est l’affectation qui associe à chaque transition a = (s, s′) une relation Afa ;
elle est généralement exprimée comme :
Afa : x := g(x)
– p est une distribution de probabilités de transition d’état p(s′|s, e). Par exemple si
on a le même événement e définissant les transitions du sommet s vers s′ et s”,
on peut définir la probabilité q de passer de s à s′ et la probabilité (1− q) de passer
de s à s”.
– x0 et p0 correspondent à la valeur initiale du vecteur d’état continu, respectivement
à la distribution initiale des probabilités de transition.
– Ts, s ∈ S correspond au temps de séjour aléatoire caractéristique à chaque état.
Les éléments S et E de l’automate stochastique hybride correspondent à l’automate à
états ﬁnis déﬁnissant sa partie événementielle. En revanche, X et Af déﬁnissent sa partie
continue. Finalement p exprime son aspect stochastique. Une représentation graphique
générale d’un automate stochastique hybride est donnée dans la Figure 1.10 ou les tran-
sitions de probabilités entre les états sont notées pj avec j ∈ {1, 2, 3} et les fonctions de
réinitialisation par x(t)→ Rj(x, t).
Le caractère aléatoire peut intervenir dans une ou dans plusieurs composantes conti-
nues du système donc des équations stochastiques diﬀérentielles sont nécessaires pour
modéliser le comportement du système. Dans ce cas, si une commutation entre les états
de fonctionnement du système est causée par une variable continue qui arrive à une cer-
taine limite alors la manière aléatoire dont cette variable évolue dans le temps va aﬀecter
les événements de commutation associés.
1.5.3 Systèmes stochastiques à commutation
Les systèmes stochastiques à commutation représentent une classe de systèmes hy-
brides qui changent entre plusieurs états globaux de fonctionnement à cause de divers
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Figure 1.10 – Automate stochastique hybride
facteurs. En général, un système qui commute est composé d’une famille de sous-systèmes
et d’une règle (une fonction) qui gère la commutation entre ces sous-systèmes. Le do-
maine d’applicabilité est grand, souvent sont des systèmes aﬀectés par des multiples
changements aléatoires et des défaillances des composantes : les systèmes économiques,
les systèmes de fabrication, les systèmes mécaniques, l’industrie automobile, le contrôle
du traﬁc aérien, etc. Comme la dynamique est régie par des équations diﬀérentielles entre
deux instants de temps successifs, ce type de systèmes est souvent considéré comme des
systèmes stochastiques déterministes par morceaux [Davis, 1993].
Pour déﬁnir plus précisément les systèmes stochastiques à commutation, nous allons
considérer une famille {fp : p ∈ P} de fonctions déﬁnies sur Rn avec des valeurs en
R
n, paramétrées par un ensemble d’indices P. Soit σ : [0,∞) → P une fonction du
temps, constante par morceaux, appelée signal de commutation. Nous pouvons donc
déﬁnir un système stochastique à commutations par des équations diﬀérentielles de type
[Liberzon, 2003] :
x˙ = fσ(x) (1.5.4)
Un signal de commutation σ a un nombre ﬁni de discontinuités - que nous appe-
lons instants de commutation sur chaque intervalle borné ; ce signal prend des valeurs
constantes entre deux instants de commutation consécutifs. Le rôle de σ est de spéciﬁer
à chaque instant t l’indice σ(t) ∈ P du système actif, qui est un système de type (1.5.4).
Une illustration d’un tel signal σ pour le cas P = {0, 1, 2} est représenté dans la Figure
1.11.
Un modèle complet du type (1.5.4) impliquerait la spéciﬁcation d’une dynamique
contenant l’évolution de x et de σ, car ils représentent la partie continue, respectivement
discrète du système. Si nous ignorons les détails du comportement discret et nous consi-
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Figure 1.11 – Signal de commutation
dérons tous les signaux σ qui appartiennent à une certaine classe, alors nous pouvons
voir les systèmes stochastiques à commutation comme des abstractions des systèmes hy-
brides. Une discussion plus détaillée sur la relation entre les systèmes hybrides et les
systèmes stochastiques à commutation a été réalisée par [Hespanha, 2004].
Considérons l’exemple d’un système stochastique à commutation simple utilisé par
[Boukas, 2004] avec la dynamique suivante :
x˙(t) = a(t)x(t) + bu(t), x(0) = x0 (1.5.5)
où x(t) ∈ R est la variable d’état, u(t) ∈ R la commande, b est une constante et a(t) la
chaîne de Markov à temps continu avec des commutations aléatoires entre ses deux états
a1 et a2, et avec la matrice de transition suivante :
Λ =

 −λ λ
µ −µ


avec p et q scalaires positives.
Le système considéré aura donc deux états globaux de fonctionnement avec des chan-
gements aléatoires entre ses états. En utilisant la théorie probabiliste nous pouvons dé-
terminer les probabilités stationnaires (la proportion de temps que la chaîne de Markov
va passer dans chaque état) par les relations suivantes :
[
π1 π2
] −λ λ
µ −µ

 = 0
π1 + π2 = 1
La solution de ces équations est :
π1 =
µ
λ+ µ
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π2 =
λ
λ+ µ
Quand le temps t évolue, l’équation du système va changer aléatoirement entre les deux
dynamiques :
x˙(t) = a1x(t) + bu(t),
x˙(t) = a2x(t) + bu(t)
Ce type de système simple fait partie des systèmes stochastiques à commutation qui
peuvent être utilisés pour modéliser plusieurs systèmes ayant des pannes ou des change-
ments brusques de comportement. Le problème principal traité par [Boukas, 2004] est
la stabilité de tels SSC en utilisant une généralisation de l’approche Lyapunov présentée
par [Kushner, 1967], mais aussi des méthodes diverses pour la conception d’un contrôleur
qui stabilise le système.
La partie continue du système qui prend des valeurs en Rn porte le nom de variable
d’état. La partie discrète prend des valeurs dans un ensemble ﬁni et change aléatoirement
entre les états. Cette partie discrète est représentée par un processus Markov en temps
continu. En général, l’état du système est noté (x(t), Z(t)) et l’évolution du système suit
les relations suivantes :
– Commutation Soit S = {1, 2, ..., N} un ensemble indexé et {Z(t), t ≥ 0} une
chaîne de Markov en temps continu prenant des valeurs en S avec les probabilités
stationnaires de transition suivantes :
P [Z(t+ h) = j|Z(t) = i] =


λijh+ o(h), i 6= j
1 + λiih + o(h), sinon
(1.5.6)
où h > 0 ; limh→0
o(h)
h
= 0 ; et λij ≥ 0 est le taux de probabilité de transition de
l’état i à l’état j au moment t et λii = −
N∑
j=1,jj 6=i
λij .
– L’équation d’état continu est du type :
d~x(t) = A(Z(t), t)x(t)dt+B(Z(t), t)u(t)dt
où ~x(t) ∈ Rn est le vecteur d’état au moment t, ~u(t) ∈ Rp le vecteur de commande
au moment t et A(Z(t), t), B(Z(t), t) sont les matrices d’état, respectivement du
contrôle.
Exemple 1.5.3
[Boukas, 2004] Un exemple pratique qui correspond au modèle présenté ci-
dessus est un système de production avec des machines soumises aux pannes.
Pour simpliﬁer le problème, considérons que le système contient une seule
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machine qui produit un seul type de pièce. Nous allons supposer que l’état
de la machine est caractérisé par une chaîne de Markov {Z(t), t ≥ 0} à deux
états S = {0, 1}. Z(t) = 0 signiﬁe que la machine est en panne et aucune
pièce se produit. Z(t) = 1 signiﬁe que la machine est opérationnelle. Le
changement entre les deux états est décrit par des probabilités de transitions
de type (1.5.6) :
Soit x(t) le niveau de stock de production au moment t. x(t) ≥ 0 repré-
sente un surplus et x(t) < 0 un déﬁcit. Nous allons considérer que les pièces se
détériorent dans le temps avec un taux constant ρ ; u(t) et d(t) représentent
le taux de production et le taux de demande constante au moment t. La
dynamique associée au niveau de stock est la suivante :

 x˙(t) = −ρx(t) + b(Z(t))u(t)− d(t), si x(t) > 0x˙(t) = b(Z(t))u(t)− d(t), sinon
avec :
b(Z(t)) =

 1, si Z(t) = 10, sinon.
Si un surplus est enregistré, le système changera entre les états de fonc-
tionnement et des mesures de contrôle seront appliquées. Le taux de produc-
tion u(t) satisfait les contraintes suivantes :
0 ≤ u(t) ≤ u¯
avec u¯ constante positive. Si le taux d est connu, alors nous pouvons choisir
le taux de production u(·) de sorte que nous n’aurions pas de surplus.
Un exemple de système stochastique à commutation qui sera étudié tout au long de
la thèse sera présenté à la ﬁn de ce chapitre avec une mesure de contrôle adaptée à son
comportement que nous allons présenter dans la section suivante.
1.6 Contrôle basé sur les événements (CBE)
La théorie des chaînes de Markov contrôlées peut devenir sophistiquée et élaborée
amenant à formuler des problèmes complexes. Par contre, elle nous donne la possibilité
de formuler le problème de contrôle et d’obtenir des solutions au moins pour des cas
simples. Quand nous parlons d’un processus de Markov, nous parlons des actions de
contrôle quand une transition s’eﬀectue et d’un coût associé à chaque action.
En retournant sur la déﬁnition de base que nous avons donné pour les systèmes
dynamiques en (1.2.1)-(1.2.2), le problème de contrôle devient : comment choisir l’entrée
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du système aﬁn d’obtenir un certain comportement désiré ? Ainsi l’entrée du système est
souvent vue comme un signal de contrôle ~u(t) appliqué pour obtenir le comportement
désiré (noté par un signal de référence ~r(t)) qui prendra en compte aussi les événements
aléatoires :
~u(t) = γ(~r(t), ~x(t), t) (1.6.1)
où γ(·) est la fonction système de type : γ1(r1(t), x1(t), t), etc.
Comme déjà présenté dans les sections précédentes, l’objectif de nos études sont les
systèmes dynamiques avec une évolution aléatoire en fonction des événements externes.
Appliquer le contrôle pour les systèmes stochastiques à commutation nécessite une mé-
thode spéciale, adaptée au caractère aléatoire du système.
Nous considérons le contrôle basé sur les événements (CBE) comme une mé-
thode de contrôle appropriée pour les systèmes que nous utilisons. Appliquer la com-
mande seulement quand il est nécessaire (quand certains événements interviennent) et
jusqu’à ce que certaines conditions sont remplies, permet de simpliﬁer grandement le
système de capteurs qui équipent le procédé (seulement une détection de seuil est né-
cessaire à la place d’un échantillonnage continu). Le contrôle basé sur les événements a
donc plusieurs avantages :
– Il n’est pas appliqué si ce n’est pas nécessaire.
– Il est eﬃcace quand les mesures de contrôle coûtent très cher, ou quand l’acquisition
des données est chère.
– Il est souvent utilisé comme solution pour maintenir le niveau de performance des
systèmes qui ont des limitations sur les taux d’échantillonnage, sur la consomma-
tion d’énergie [Åström & Bernahardsson, 2002], [Arzen, 1999], [Cogill et al., 2007],
ou pour les systèmes biologiques [Yamamoto, 1996].
Le principal inconvénient est le manque de théorie sur le contrôle basé sur les évé-
nements. Une référence analytique souvent utilisée est représentée par les études de
[Åström, 2008].
De point de vue de l’applicabilité, le contrôle basé sur les événements devient de plus
en plus utilisé pour beaucoup des systèmes pratiques. Dans l’industrie manufacturière
les unités sont séparées par des stocks tampon pour alléger les variations de production
et pour maintenir un certain taux de production. Mais il y a toujours des perturbations
ou des changements du taux de production si les niveaux des stocks arrivent aux limites
maximales ou minimales. Dans ce cas, le contrôle basé sur les événements sera appliqué
seulement lorsque les limites sont atteintes ou des défaillances critiques interviennent.
Une première tentative a été réalisée par [Petterson, 1969] suivie plus récemment d’une
mise à jour dans un nouveau projet [Petterson et al., 2006].
Dans la littérature la terminologie de contrôle basé sur les événements n’est pas
la même selon les auteurs. Même si parfois il porte le nom d’échantillonnage orienté
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événement [Åström, 2008] - [Heemels et al., 2007], échantillonnage Lebesgue [Otanez
et al., 2002], ou commande asynchrone [Heemels et al., 1999], en général le CBE désigne
une action de contrôle qui ne s’applique pas à des instants précis, mais “sur demande” à
cause de certaines erreurs ou à cause de certains événements qui se produisent. Si dans les
premières études [Arzen, 1999] - [Kwon et al., 1999] le contrôle basé sur les événements
a été étudié à travers des expériences et des simulations, dans les études plus récentes,
[Åström & Bernahardsson, 2002] a obtenu des résultats analytiques pour un système
du premier ordre en faisant des comparaisons sur la performance des systèmes avec un
contrôle basé sur les événements et des systèmes commandés avec un échantillonnage
continu. Les derniers ont montré que dans certaines conditions, la commande basée sur
les événements peut fournir une meilleure performance car la communication peut être
réduite sur des intervalles de temps avec des faibles perturbations et augmentée sur
des intervalles avec des fortes perturbations aléatoires. Récemment, en [Henningsson
et al., 2008] cet aspect stochastique de l’analyse du contrôle basé sur les événements a
été étendu.
En général pour le type de système que nous avons considéré, une zone de fonctionne-
ment sera déﬁnie dans laquelle aucune décision de contrôle ne sera eﬀectuée. Le contrôle
sera appliqué seulement quand les limites seront atteintes pour redresser le système et
le ramener dans une zone normale de fonctionnement. Une vériﬁcation sur les sorties
va permettre de décider si nous allons intervenir ou pas sur l’entrée du système. La
structure générale en boucle fermée pour un système stochastique à commutation va se
transformer selon la Figure 1.12.
Figure 1.12 – Systèmes en boucle fermée avec contrôle basé sur les événements.
Le module des événements ajouté au diagramme en boucle fermée va générer un signal
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lorsqu’un événement va se produire (par exemple si la limite de la zone de contrôle est
atteinte : x(t) = A). Ce signal sera transmis à l’entrée du système pour modiﬁer les
paramètres d’entrée et déclencher le contrôle. L’absence d’un événement est considérée
aussi comme une information valide car aucune mesure ne sera prise.
Dans la suite nous allons présenter un exemple de système stochastique à commuta-
tion pour lequel nous pouvons appliquer le contrôle basé sur les événements.
1.7 Modèle de base de système stochastique à com-
mutation avec CBE
Pour expliquer et motiver la théorie que nous avons présentée dans ce chapitre nous
allons partir d’un exemple de système simple, qui serait le leitmotiv de nos études. Il sera
résolu de manière théorique puis simulé avec une méthode adaptée à son comportement
hybride. Soit un système stochastique à dynamique continue (un réservoir d’eau par
exemple, [Cassandras & Lygeros, 2006]), avec une variable d’état continue dans le temps
(x(t)) déﬁni par l’équation suivante :
x˙(t) = Qi(t)−Qo(t) (1.7.1)
où x(t) est la variable d’état, Qi(t) le débit d’entrée, Qo(t) le débit de sortie. Prin-
cipalement x(t) représente le contenu d’un réservoir d’eau qui change à travers les mo-
diﬁcations sur les débits d’entrée et de sortie. Cet aspect va déﬁnir les états globaux de
fonctionnement du réservoir : a) une forte consommation d’eau (donc Qi(t)−Qo(t) < 0)
et b) une faible consommation d’eau (Qi(t)−Qo(t) > 0). De tels systèmes sont très inté-
ressants quand ils deviennent des composantes interconnectées dans un réseau de débit
plus grand. La sortie d’un tel nœud peut devenir l’entrée d’un ou de plusieurs nœuds.
De plus, des mesures de contrôle peuvent être imposées sur les nœuds aﬁn de pouvoir
obtenir certaines performances. La Figure 1.13 donne une représentation graphique de
ce système avec une zone de contrôle [Xmin, Xmax] imposée sur l’évolution de la variable
continue x(t).
La nature hybride du système est caractérisée par la dynamique continue de la va-
riable d’état x(t) et par les commutations aléatoires entre ses deux états de fonction-
nement, qui se produisent à cause des événements incontrôlables (la variation du débit
d’entrée et de sortie (Qi(t), Qo(t)), les défaillances de fonctionnement) ; en conséquence
l’évolution du niveau d’eau x(t) à l’intérieur du réservoir est complètement aléatoire.
De plus, le comportement du système est aussi inﬂuencé par les événements d’arrivée
aux limites de la zone de contrôle, comme par exemple quand x(t) = Xmin où quand
x(t) = Xmax.
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Figure 1.13 – Réservoir d’eau avec débit d’entrée et de sortie
Appliquer le contrôle pour ce système, quand la zone de contrôle est atteinte, se fait
donc en rajoutant d’autres sources de débit ou de consommation jusqu’à ce que le niveau
revienne dans une zone de fonctionnement normal [XL;XH ]. Le système devient :
x˙(t) = Qi(t)−Qo(t) + u(x(t))
où
u(x(t)) =

 −Qc(t) ,si x(t) = Xmax+Qc(t) ,si x(t) = Xmin (1.7.2)
avec des mesures Qu(t) choisies tel que :

 Qi(t)−Qo(t) + u(x(t)) < 0 ,si x(t) ∈ [Xmax, XH ]Qi(t)−Qo(t) + u(x(t)) > 0 ,si x(t) ∈ [Xmin, XL] (1.7.3)
Une représentation graphique du contrôle appliqué sur le réservoir est donnée dans
la Figure 1.14. Nous parlons donc d’un contrôle basé sur les événements que nous avons
déﬁni dans la section précédente. Dans la Figure 1.14 a) on peut observer que lorsque le
niveau d’eau est arrivé à la capacité maximale du réservoir (x(t) = Xmax) le contrôle sera
appliqué (en ouvrant par exemple une pompe d’évacuation) jusqu’à une limite supérieure
(XH) où on considère que le système aura un niveau d’eau raisonnable pour fonctionner ;
de la même façon, quand le niveau d’eau est très bas (x(t) = Xmin), une source externe
d’approvisionnement sera ajoutée au système pour assurer une quantité raisonnable d’eau
et faire monter le niveau jusqu’à (x(t) = XL).
Les modèles de ce type sont régulièrement utilisés dans la gestion des ressources d’eau
ou dans des processus chimiques. Ils ont une applicabilité large pour des systèmes plus
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Figure 1.14 – a)Contrôle appliqué quand x(t) = Xmax, b)Contrôle appliqué quand
xu(t) = Xmin
complexes où le mouvement des parties discrètes se résume à un ﬂux (les pièces dans des
systèmes de production [Suri & Fu, 1991] - [Yu & Cassandras, 2004], les paquets dans
les réseaux de communication ou les voitures dans un système de transport).
Un autre exemple de SSC est l’Internet où le cadre de modélisation est représenté
par des ﬁles d’attente de paquets d’information. Compte tenu du traﬁc très intense, une
modélisation paquet par paquet est impossible et les concepts de la théorie analytique
pour les systèmes de fabrication ne sont pas eﬃcaces. En revanche la modélisation en
utilisant les SSC donne la possibilité d’agréger plusieurs événements associés au mou-
vement de plusieurs entités dans un seul événement de commutation à taux constant.
La modélisation des réseaux de communication avec des systèmes stochastiques ﬂuides
a été introduite par [Anick et al., 1982] et utilisée plus tard pour la simulation des ﬂux
des données, et pour l’évaluation des réseaux de grande vitesse [Kobyashi & Ren, 1992]
- [Bohacek & Hespanha, 2003].
Notre objectif principal est le contrôle des SSC en passant par une méthode probabi-
liste qui sera construite tout au long de nos études. En retournant sur l’exemple présenté
dans cette section, appliquer le CBE quand la zone de contrôle est atteinte ou quand
des ﬂuctuations aléatoires se produisent sur les débits entrée-sortie, devient un problème
très complexe. L’objectif principal est de maintenir la variable d’état du système dans
la zone de contrôle [Xmin, Xmax] en utilisant une énergie minimale. On cherche donc a
déterminer le contrôle qui minimise un coût quadratique de performance de type :
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J = E
[∫ T
0
q · x2(t) + r · u2(t)
]
dt]
où u2(t) représente l’énergie consommée par le système pour appliquer le contrôle,
E[x2(t)] est le moment d’ordre 2 que nous avons introduit dans la Section 1.4.2, et q, r
sont des constantes tels que q ≥ 0 et r > 0. Ce critère quadratique répond aux besoins
du système qui a un comportement spéciﬁque chaque fois qu’il retourne dans la zone de
fonctionnement sans contrôle [XL;XH ]. A partir de ces deux points d’arrêt du contrôle
(XH , XL), le système va redémarrer dans un état sans contrôle pour une période indé-
terminée et aléatoire. Ce comportement nous donne la possibilité de minimiser l’énergie
globale que le système consomme à partir des énergies minimales consommées sur chaque
période de fonctionnement de ce type. Une discussion plus détaillée sera donnée dans les
chapitres suivants.
Supposons que dans l’exemple du réservoir que nous avons donné comme exemple,
l’entrée est la chute de pluie ; il est diﬃcile de construire un modèle qui prévoit la chute
et la quantité de pluie. Cependant il est possible de construire un modèle probabiliste
pour la chute de pluie et de l’intégrer dans le modèle de base du système.
Pour appliquer le contrôle basé sur les événements en respectant un critère quadra-
tique de performance, nous avons construit un modèle d’énergie stationnaire. Dans le
Chapitre 2 nous allons introduire le système stochastique à commutation à états mul-
tiples qui nous intéresse ; pour ce système nous allons construire dans le Chapitre 4
un modèle d’énergie probabiliste qui prendra en compte les probabilités d’atteindre les
limites de la zone de contrôle dans un certain temps moyen.
1.8 Conclusions
Dans ce Chapitre nous avons déﬁni le principal type de système qui nous intéresse :
les systèmes stochastiques à commutation et leurs caractéristiques hybrides. Nous avons
introduit l’aspect stochastique du système qui nous a permis de choisir la méthode de
modélisation par les chaînes de Markov avec de taux de variation associés aux états. Une
discussion sur les événements externes aléatoires et leur inﬂuence sur le comportement
du système a été présentée à travers des exemples. Nous avons aussi présenté les carac-
téristiques générales du contrôle basé sur les événements et les diﬃcultés d’appliquer un
tel contrôle sur des systèmes à commutations. Un exemple de systèmes stochastique à
commutation a été aussi fourni à la ﬁn de ce chapitre.
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Chapitre 2
Intégrateur stochastique à
commutation à états multiples
Dans ce chapitre nous introduisons le modèle que nous utilisons et qui est la base de
nos études. Nous allons déﬁnir ses conditions de fonctionnement et ses propriétés, avec
et sans le contrôle basé sur les événements.
2.1 Modèle non contrôlé
Dans le Chapitre 1 nous avons établi le type de systèmes qui nous intéressent : les
systèmes stochastiques à commutation, qui seront modélisés en utilisant des chaînes
de Markov en temps continu, avec des taux de variation (des récompenses) attachés à
chaque état. Nous allons appeler notre système stochastique : un intégrateur commuté
(non contrôlé) avec une seule variable d’état par sommet, qui se décrit par les équations
suivantes :


x˙(t) = rZ(t)
x(0) = x0
(2.1.1)
avec x(t) la variable d’état, x0 ∈ R l’état initial du système, Z(t) la chaîne de Markov
avec des taux de variation, qui est associée au système et qui prend des valeurs dans
l’espace d’état ﬁni S = {1, 2, .., N} ; rZ(t) sont les taux constants de variation de la
variable continue x(t) de telle sorte que :

 ri > 0, ∀i ∈ {1, ..,M}rj < 0, ∀j ∈ {M + 1, .., N} (2.1.2)
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La chaîne de Markov est représentée par la matrice de taux de transition suivante :
Q =


−
∑
j 6=1
λ1,j λ1,2 .. λ1,N
λ21 −
∑
j 6=2
λ2,j .. λ2,N
.. .. .. ..
λN,1 λN,2 .. −
∑
j 6=N
λN,j


avec λi,j le taux de transition entre l’état i et l’état j. La probabilité de transition entre
i et j est donc :
pi,j =
λi,j∑
j 6=i
λi,j
(2.1.3)
Prenons comme exemple un intégrateur stochastique à commutation, représenté par
la Figure 2.1 et ayant seulement deux états globaux, avec des taux de variation de signe
diﬀérent, associés aux états : r1 = 2 > 0 , r2 = −1 < 0. En utilisant les notations de
[Cassandras, 2008], nous notons :
– σ1 l’événement de transition entre l’état 1 et l’état 2 après une période de transition
aléatoire qui dépend du taux de transition λ, et
– σ2 l’événement de transition entre l’état 2 et l’état 1 après une période de transition
aléatoire qui dépend du taux de transition µ.
Figure 2.1 – Représentation stochastique hybride pour l’intégrateur à commutation non
contrôlé à deux états.
Si nous utilisons la représentation graphique de la Figure 1.5 pour notre exemple
de système à deux états, alors on peut représenter la variable d’état, x(t), les taux de
variation caractéristiques à la chaîne de Markov, Z(t), et le taux de variation accumulé,
Y (t), dans la Figure 2.2. Dans cette ﬁgure, le système démarre dans l’état 1 et seuls les
quatre premiers instants de commutation sont représentés.
En suivant son évolution, nous observons que ce type de système est caractérisé par
une interaction entre la partie continue (la variable d’état continue, x(t)) et la partie
discrète (la chaîne de Markov, Z(t)) avec des transitions arbitraires entre ses états glo-
baux. Quand nous parlons donc d’un état global du système, nous parlons en eﬀet de la
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paire (x(t), Z(t)) qui caractérise complètement l’évolution du système au moment t d’un
point de vue continu et discret. Dans la suite et dans le reste de ce mémoire, nous allons
utiliser la notation d’état à la place d’état global du système stochastique stochastique à
commutations, aﬁn de simpliﬁer les notations utilisées.
Figure 2.2 – Réalisation de X(t), Z(t), Y (t) pour l’intégrateur commuté à deux états
sans contrôle.
2.2 Modèle avec contrôle
Dans la section précédente nous avons déﬁni le modèle de système stochastique à
commutation sans contrôle, dont le comportement est régi par les transitions aléatoires
entre les états du système. Si dans la Figure 2.2 nous avons représenté seulement quelques
commutations entré les états, dans la Figure 2.3 nous représentons une évolution plus
longue du comportement de cet intégrateur commuté à deux états. Nous observons alors
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que le système aura un comportement arbitraire et que x(t) pourra prendre des valeurs
soit trop grandes, soit très petites. Dans le cas d’applications pratiques, la plage de
fonctionnement du système doit être limitée, plus spéciﬁque, des valeurs limites doivent
être imposées à la variable d’état x(t).
Figure 2.3 – Exemple de trajectoire aléatoire d’un intégrateur à commutation non
contrôlé.
Notre objectif principal est donc de maintenir la variable d’état du système dans
un intervalle de fonctionnement normal : x(t) ∈ [Xmin, Xmax] et ce, en utilisant une
énergie minimale. Les limites de contrôle, imposées pour le fonctionnement du système,
représentent des événements qui changent le comportement du système. Le contrôle sera
appliqué aﬁn de forcer le système à retourner dans sa zone normale de fonctionnement.
Nous appelons ce contrôle adapté aux événements, le contrôle basé sur les événements.
Comme nous l’avons présenté dans la Section 1.6, le contrôle basé sur les événements
est souvent considéré comme une approche naturelle pour certains systèmes à commu-
tation parce qu’il réagit rapidement aux perturbations et avec de bonnes performances.
Dans [Åström, 2008] il a été montré, pour quelques exemples, que ce type de contrôle peut
être appliqué à des systèmes ayant plusieurs périodes d’échantillonnage, à des systèmes
distribués et à retards (qui rendent les systèmes classiques de données échantillonnées
diﬃciles à étudier). Nous avons adopté un contrôleur basé sur les événements car nous
le considérons adapté pour exploiter les divers événements déﬁnis par les objectifs de la
commande.
Chaque fois qu’une des limites a été atteinte, le contrôle est appliqué, jusqu’à ce que
x(t) atteigne une des limites permettant l’arrêt du contrôle : {XH , XL}. Nous utilisons la
notion de contrôle supérieur pour le contrôle appliqué dans la zone supérieure (XH , Xmax]
et contrôle inférieur pour le contrôle appliqué dans la zone inférieure [Xmin, XL). La
Figure 2.4 représente des exemples de trajectoires de l’intégrateur à commutation, avec
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ou sans le contrôle basé sur les événements, qui correspondent à la description suivante
de l’évolution du système :
– aucun contrôle n’est appliqué si :
– la variable d’état x(t) est dans la zone sans contrôle : [XL, XH], ou
– la variable d’état est dans l’intervalle supérieur de contrôle (XH , Xmax) et aucun
contrôle n’a pas été nécessaire avant l’instant t, ou
– la variable d’état est dans l’intervalle inférieur de contrôle (Xmin, XL) et aucun
contrôle n’a pas été nécessaire avant l’instant t ;
– le contrôle supérieur est appliqué si la limite maximale a été atteinte (x(t) = Xmax)
ou si le vecteur d’état est toujours dans l’intervalle supérieur de contrôle alors que
le contrôle a été appliqué avant l’instant t ; ce que signiﬁe que le contrôle sera
appliqué jusqu’à x(t) = XH ;
– le contrôle inférieur est appliqué si la limite minimale a été atteinte (x(t) = Xmin)
ou si le vecteur d’état est toujours dans l’intervalle inférieur de contrôle alors que
le contrôle a été appliqué avant l’instant t ; ce que signiﬁe que le contrôle sera
appliqué jusqu’à x(t) = XL.
Tenant compte des spéciﬁcations mentionnées, l’équation diﬀérentielle pour le sys-
tème avec contrôle (2.1.1) devient :


x˙(t) = rZ(t) + uZ(t)(x(t))
x(0) = x0
(2.2.1)
avec
uZ(t)(x(t)) =


0 ,si C1
−QHl ,si C2, ∀l ∈ {1, 2..N ]
+QLm ,si C3, ∀m ∈ {1, 2..N ]

C1 : (x(t) ∈ [XL, XH ])∨
(x(t) ∈ (XH , Xmax) ∧ u(Z(t−∆t)) = 0)∨
(x(t) ∈ (Xmin, XL) ∧ u(Z(t−∆t)) = 0)
C2 : (état=l) ∧ [(x(t) = Xmax)∨
(x(t) ∈ (XH , Xmax) ∧ u(Z(t−∆t)) 6= 0)]
C3 : (état=m) ∧ [(x(t) = Xmin)∨
(x(t) ∈ (Xmin, XL) ∧ u(Z(t−∆t)) 6= 0)]
(2.2.2)
Nous utilisons la notation QHl pour le contrôle supérieur appliqué quand la chaîne
de Markov est dans l’état l, et QLm pour le contrôle inférieur appliqué en état m, quant
à ∆t, il représente un intervalle de temps inﬁnitésimal.
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Figure 2.4 – Diverses trajectoires possibles de l’intégrateur à commutation avec
contrôle.
Il est important de spéciﬁer que pour appliquer le contrôle basé sur les événements,
QHl et QLm seront choisis de tel sorte que :


rl −QHl < 0 , ∀QHl > 0, l ∈ {1, ..N}
rm +QLm > 0 , ∀QLm > 0, m ∈ {1, ..N}
Si nous représentons l’intégrateur à commutation (2.2.1) avec le contrôle basé sur les
événements, l’automate stochastique hybride à deux états de la Figure 2.1 se transforme
en l’automate stochastique hybride à six états représenté par la Figure 2.5. L’ensemble
d’états devient alors : {1NC, 2NC, 1HC, 2HC, 1LC, 2LC} où {1NC, 2NC} sont les deux
états du système sans contrôle, {1HC, 2HC} sont les états avec contrôle supérieur (dans
la zone (XH , Xmax]) et {1LC, 2LC} sont les états avec le contrôle inférieur (dans la zone
[Xmin, XL]). Ainsi l’état 1NC signiﬁe que la chaîne de Markov est dans l’état 1 sans
contrôle, c’est à dire que la variable continue : {x˙(t) = r1}. Contrairement à 1HC qui
signiﬁe que la chaîne de Markov est dans l’état 1 et que le contrôle supérieur est appliqué,
c’est à dire que {x˙(t) = r1 −QH1}, etc.
Aﬁn de spéciﬁer les conditions de transition d’un état à un autre, nous devons déﬁnir
les événements qui peuvent intervenir. Nous allons dénommer :
– événements incontrôlables de la chaîne de Markov : les événements qui
sont indépendants des frontières extrêmes (et des limites pour arrêter le contrôle)
et qui font commuter le système entre les états ayant le même type de contrôle
(aucun, supérieur ou inférieur) ; ces événements sont représentés par {σ1, σ2}.
– événements de contrôle : les événements qui peuvent changer le type de contrôle
appliqué au système. Nous utilisons la notation x ↑ Xmax et x ↓ Xmin pour les
événements engendrant l’atteinte de la limite maximale respectivement minimale,
et x ↓ XH respectivement x ↑ XL pour les événements engendrant l’arrêt du
contrôle supérieur ou inférieur. Ces transitions sont également représentées par
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Figure 2.5 – Représentation stochastique hybride pour un intégrateur à commutation
à deux états ave le contrôle basé sur les événements.
des ﬂèches en pointillées dans la Figure 2.5. Les notations pour le passage d’un
état sans contrôle vers un état contrôlé représentent eﬀectivement les gardes des
automates hybrides que nous avons déﬁni dans la Section 1.5.2.
Il est évident que le système peut atteindre la limite maximaleXmax seulement si il est
dans un état i avec ri > 0, etXmin dans un état j avec rj < 0. Si {x(t) = Xmax} le contrôle
supérieur sera appliqué et la dynamique du système devient {x˙(t) = rZ(t)−QHl < 0} ce
qui va forcer la variable d’état à diminuer jusqu’à {x(t) = XH}, point à partir duquel le
contrôle sera désactivé. De la même manière, quand {x(t) = Xmin} le contrôle inférieur
sera appliqué tel que {x˙(t) = rZ(t) +QLm > 0} et jusqu’à {x(t) = XL}.
2.3 Critère quadratique de performance
Puisque les transitions entre les états sont aléatoires, l’arrivée aux limites de l’in-
tervalle de contrôle sera aussi aléatoire et sera suivie par l’application du contrôle. En
regardant la Figure 2.4, nous pouvons décrire le comportement du système comme une
alternance de “redémarrage” entre deux points XH et XL (périodiquement le système
va “redémarrer” soit à partir du point XH soit à partir du point XL). La période dans
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laquelle le système va redémarrer est aléatoire et peut être déﬁnie, par exemple, par l’évo-
lution libre du système entre XH et Xmax suivie par l’évolution contrôlée entre Xmax et
XH . ll faut donc prendre en considération toutes les combinaisons possibles (quatre pour
le système considéré). Comme cette période de redémarrage est inconnue, un traitement
analytique complexe est nécessaire. Dans le Chapitre 4 nous allons construire un modèle
probabiliste de l’énergie consommée par le système quand le contrôle basé sur les événe-
ments est appliqué. Également nous proposons une méthode de calcul pour ces périodes
de redémarrage.
Le traitement analytique d’un tel système est diﬃcile mais ses caractéristiques de
redémarrage nous permettent de déﬁnir le critère quadratique de performance suivant :
J = E
[∫ T
0
[q · x2(t) + r · u2(t)]dt
]
, q, r > 0. (2.3.1)
où u2(t) représente l’énergie consommée par le système pour appliquer le contrôle,
E[x2(t)] est le moment d’ordre 2 que nous avons introduit dans la Section 1.4.2, et
T est la période moyenne de redémarrage. Nous reviendrons sur ce critère et sur les
méthodes d’approximation permettant de calculer l’énergie consommée quand le contrôlé
basé sur les événements est appliqué, dans le 4ème chapitre. Par ailleurs nous montrerons
dans le Chapitre 3 qu’il est possible de calculer directement cette énergie au cours des
simulations.
Figure 2.6 – Automate stochastique hybride pour un intégrateur à commutation aux
états multiples sans contrôle.
2.4 Intégrateurs interconnectés
Dans la Figure 2.5 nous avons donné la représentation hybride stochastique pour un
intégrateur contrôlé à deux états. Mais pour un intégrateur à plusieurs états, l’automate
va prendre une forme plus complexe, qui nous permet d’avoir une vision globale des
transitions du système (Figure 2.6). Appliquer le contrôle basé sur les événements devient
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une méthode laborieuse qui nécessite une analyse détaillée de l’aspect probabiliste de
transition entre les diﬀérents états (Figure 2.7).
Figure 2.7 – Automate stochastique hybride pour un intégrateur à commutation
contrôlé aux états multiples.
Le système que nous avons déﬁni dans ce chapitre peut modéliser le réservoir d’eau
que nous avons présenté comme exemple dans la section 1.7 ; les états ayant un taux de
variation négatif représentent, par exemple, une forte consommation d’eau (rZ(t) < 0),
et celles avec un taux de variation positif (rZ(t) > 0), une faible consommation d’eau. Le
contrôle sera appliqué si le niveau d’eau est arrivé à la limite maximale ou minimale du
réservoir pour maintenir toujours un niveau d’eau raisonnable.
Un aspect intéressant de ce type de systèmes est la possibilité d’interconnexion dans
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un réseau plus grand où la sortie d’un nœud peut devenir l’entrée d’un autre, comme
représenté dans la Figure 2.8. Dans cette exemple, le système complet contient plusieurs
réservoirs (N), chacun ayant une entrée Qji (t) (j ∈ S) mais une sortie commune Qo(t).
Dans ce cas la dynamique du système pourra être exprimée comme un ensemble d’équa-
tions diﬀérentielles caractéristiques à chaque réservoir :


x˙1(t) = Qi1(t)−Qo(t)
x˙2(t) = Q2i (t)−Qo(t)
x˙3(t) = Q3i (t)−Qo(t)
...
x1(0) = x1
...
(2.4.1)
Les commutations entre les états vont dépendre du niveau d’eau dans chaque réser-
voir, par exemple une transition sera valide si :
{x1(t) ∈ [Xmin, Xmax] & x2(t) ∈ [Xmin, Xmax] & ...]} ou
{x1(t) = Xmin & x2(t) ∈ [Xmin, Xmax] & ...}
Cette structure complexe deN réservoirs interconnectés nécessite une analyse spéciale
qui entre dans nos perspectives de travail.
Figure 2.8 – Multiples réservoirs interconnectés
Un autre exemple de système avec plusieurs connexions de systèmes stochastiques à
commutation, est un logiciel sur une machine de calcul à plusieurs cœurs, qui doit assurer
la continuité d’une application où les tâches arrivent de façon aléatoire. Le logiciel fait la
distribution des taches de la manière suivante : il utilise des mémoires tampon (buﬀers)
pour stocker les taches de chaque cœur ; si un buﬀer est plein alors les nouvelles taches
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qui arrivent seront attribuées à un autre buﬀer jusqu’a ce que le premier soit de nouveau
disponible, etc.
Le travail que nous présentons dans ce manuscrit se concentre sur les systèmes sto-
chastiques à commutation de type (2.2.1) à états multiples, comme représenté dans la
Figure 2.7.
2.5 Conclusions
Dans ce Chapitre nous avons déﬁni le système de base utilisé pour nos études, qui
est un intégrateur stochastique à commutation à états multiples. Nous avons également
déﬁni comment appliquer le contrôle basé sur les événements et les conditions de bon
fonctionnement.
La résolution analytique du problème de commande optimale est très diﬃcile même
pour un système simple. En raison du caractère stochastique du problème, de l’hori-
zon inﬁni et du fait que les taux de transition (ri) n’ont pas le même signe, une ap-
proche directe par la programmation dynamique permettant de résoudre une équation
Hamilton-Jacobi-Bellman n’est pas simple. Dans le chapitre suivant nous allons proposer
une méthode de simulation pour ce type de système en expliquant les étapes principales.
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Chapitre 3
Simulation événementielle en temps
continu pour les SSC
Dans ce chapitre nous allons présenter une méthode de simulation en temps continu
pour des systèmes stochastiques à commutation avec un contrôle basé sur les événements.
Le modèle utilisé est un intégrateur commuté à états multiples, caractérisé par une chaîne
de Markov en temps continu. L’objectif principal est de maintenir la variable d’état du
système dans les limites imposées. Ainsi, des limites permettant d’arrêter le contrôle ont
été considérées durant les simulations. Finalement nous présentons les résultats obtenus
pour minimiser un critère quadratique de performance en appliquant le contrôle basé sur
les événements.
3.1 Introduction
La simulation numérique est une technique d’analyse puissante mais les méthodes de
simulation doivent être soigneusement choisies pour obtenir des résultats précis. Pour les
systèmes stochastiques à commutation les méthodes de simulation doivent prendre en
compte l’aspect hybride du système : l’évolution continue avec des transitions discrètes
et aléatoires. Diﬀérentes techniques de simulation ont été développées pour les systèmes
industriels [Wei et al., 1989], les systèmes chimiques [Gibson & Bruck, 2000], les réseaux
génétiques [Hu et al., 2004], les systèmes biochimiques [Salis & Kaznessis, 2005]. Des
algorithmes numériques pour l’analyse d’accessibilité des systèmes stochastiques hybrides
sont également fournis dans [Cassandras & Lygeros, 2007].
Simuler le comportement d’un système dynamique avec une évolution aléatoire a une
importance majeure pour la compréhension du comportement du système. Par exemple,
pour la prévention de pannes de fonctionnement ou pour le traitement de situations
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urgentes comme le dysfonctionnement d’un composant, etc. Par conséquent, la simulation
doit prendre en compte les événements aléatoires qui peuvent se produire. Dans ce type
de simulation orientée événement plus connue sous le nome de simulation à événements
discrets, le comportement d’un système est représenté par une séquence chronologique
d’événements qui changent l’état du système. Les principaux aspects que la simulation
orientée événement doit prendre en considération sont les suivants :
– La simulation doit stocker les instants auxquels les événements aléatoires se pro-
duisent.
– La simulation doit maintenir une liste des événements qui sont susceptibles de se
produire ; chaque événement futur est caractérisé par un temps possible de réali-
sation. Le choix du prochain événement va se réaliser en comparant les temps de
réalisation.
– Un générateur de nombres aléatoires est également nécessaire dans la simulation.
– Des statistiques doivent être appliquées sur les données et des mesures spéciﬁques
calculées (des moyennes, des variances, etc.).
– La simulation aura besoin d’une condition logique pour s’arrêter (ou un temps
maximal de fonctionnement) car un processus aléatoire peut fonctionner indéﬁni-
ment.
Parmi les logiciels utilisés pour réaliser des simulations à événements discrets nous
pouvons citer : AnyLogic, ExtendSim, Arena (logiciel d’automatisation à base de modules
diﬀérents de simulation interconnectés), WITNESS (logiciel de simulation à événements
discrets avec interfaces graphiques 2D et 3D), ProModel (utilisé aussi pour des processus
à temps continu), etc. En dehors des logiciels commerciaux, d’autres outils open-source
peuvent être utilisés : Tortuga, Python, Galatea, etc. Nos premiers travaux sur la si-
mulation à événements discrets ont été réalisés en SimEvents Matlab, qui permet l’in-
terconnexion des divers blocs assurant les fonctionnalités correspondantes aux aspects
de simulation décrits ci-dessus. Une structure standard de simulation avec SimEvents
est montrée dans la Figure 3.1, dans laquelle certains modules génèrent les événements
(Event-based Entity Generator), attribuent des caractéristiques aux événements (Set
Attribute) et d’autres produisent les instants aléatoires auxquels les événements se pro-
duisent (Event-based Random Number). Malgré une bonne organisation structurelle du
logiciel, nous avons rencontré des problèmes de synchronisation entre les événements, qui
ont produit des sorties inappropriées au comportement attendu du système. Cette étape
nous à mené à construire un algorithme de simulation en temps continu qui répond aux
besoins du système que nous utilisons et que nous allons présenter dans ce chapitre.
Notre objectif est donc de proposer un algorithme de simulation pour une classe de
systèmes stochastiques à commutation, qui prend en considération aussi bien les événe-
ments aléatoires qui peuvent changer l’évolution du système, que les transitions entre les
états du système à des instants de temps arbitraires. L’algorithme doit donc respecter
les commutations aléatoires entre les divers états globaux du système (x(t);Z(t)). Cet
50
Chapitre 3. Simulation événementielle en temps continu pour les SSC
Figure 3.1 – Simulation en SimEvents
algorithme sera utilisé aﬁn de minimiser l’énergie consommée pour appliquer le contrôle
et d’assurer certaines mesures de performabilité.
Le point de départ de notre travail s’appuie sur un algorithme de simulation permet-
tant d’évaluer le niveau d’exécution des lignes de production [Suri & Fu, 1991] ; cette
méthode a été également appliqué par [Royer, 2006] pour la simulation en temps continu
du traﬁc de paquets dans les réseaux de communication. A partir de cet algorithme,
nous avons développé un algorithme de simulation en temps continu adapté au système
stochastique à commutations que nous avons déﬁni dans le Chapitre 2, et pour lequel
nous appliquons le contrôle basé sur des événements.
Dans les sections suivantes nous allons présenter l’algorithme et les étapes principales
de l’implémentation.
3.2 Simulation à temps continu
Dans le Chapitre 1 nous avons déﬁni l’objectif du contrôle basé sur les événements
que nous appliquons : maintenir la variable x(t) dans une zone de fonctionnement
[Xmin, Xmax]. Comme indiqué dans l’introduction, nous avons adapté l’algorithme de
simulation pour des lignes de production en tandem fournis par [Suri & Fu, 1991] aux
conditions de contrôle.
Ensuite nous présentons l’algorithme de contrôle adapté pour le système intégrateur
à états multiples (2.2.1). En raison de l’occurrence aléatoire des transitions entre les états
du système, des statistiques sont également calculées à des instants de temps réguliers.
Une période statistique (dst) sera choisie pour le calcul de statistiques sur la variable
d’état. Nous allons déﬁnir les paramètres que nous allons utiliser pour la simulation.
Nous déﬁnissons d’abord les états discrets d’un SSC avec le contrôle basé sur les
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événements. Soit Z(t) l’état du système à l’instant t avec :
Z(t) =


iNC, pour x(t) ∈ [Xmin, Xmax] et uZ(t) = 0, i ∈ {1, .., N}
iHC, pour x(t) ∈ (XH , Xmax] et uZ(t) = −QHi
iLC, pour x(t) ∈ [Xmin, XL) et uZ(t) = +QLi
(3.2.1)
Soit N le nombre d’états du système, X l’historique de l’évolution de la variable
d’état x aux instants d’événements aléatoires, Xst l’historique de x aux instants d’échan-
tillonnage et {ri > 0, rj < 0} les taux de variation respectivement positifs et négatifs
associés aux états i ∈ {1, ..,M}, j ∈ {M + 1, .., N}. Par simplicité nous appelons Xst
la statistique sur la variable d’état. Quand les limites seront atteintes, les paramètres de
contrôle seront appliqués de sorte que :

 rl −QHl < 0 si X(t) = Xmax, l ∈ {1, ..N}rm +QLm > 0 si X(t) = Xmin, m ∈ {1, ..N}
Nous déﬁnissons également l’ensemble d’événements possibles quand l’état courant
est s ∈ Z(t) :
E = {{σs}, {NHss}, {HNss}, {NLss}, {LNss}} (3.2.2)
où chacun de ces événements est déﬁni dans le Tableau 3.1.
Symbole Évènements représentés
{σs} Sortir de l’état s vers un autre état ayant le même type de contrôle
{NHss} Passage de l’état s sans contrôle vers l’état s avec contrôle supérieur
{HNss} Passage de l’état s avec contrôle supérieur vers l’état s sans contrôle
{NLss} Passage de l’état s sans contrôle vers l’état s avec contrôle inférieur
{LNss} Passage de l’état s avec contrôle inférieur vers l’état s sans contrôle
Table 3.1 – Liste de tous les événements possibles
Nous considérons λs le taux de transition de l’état de départ s vers l’état suivant
qui est déterminé par le prochain événement choisi, Tf la longueur de la simulation et
State l’historique des états durant la simulation, qui prend des valeurs dans l’ensemble
{iNC, iHC, iLC}, i ∈ {1, ..N}. Le comportement aléatoire du système donne des résul-
tats diﬀérents à chaque simulation. Par conséquent plusieurs simulations sont nécessaires
en utilisant le même ensemble de données ; On note Nr le nombre de simulations appli-
quées.
Il faut également préciser que les événements {σs} sont caractéristiques à la chaîne
de Markov qui à des transitions aléatoires entre les états, alors que {NHss}, {HNss},
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{NLss}, {LNss} sont déclenchés uniquement par les changements de la variable d’état
x(t) (lorsque les limites extrêmes ou les limites d’arrêt du contrôle sont atteintes).
Nous avons également pris en compte le fait que chaque événement est lié à une hor-
loge représentant le temps de la prochaine occurrence de cet événement. Quand l’horloge
arrive à zéro, l’événement se déclenche apportant des changements dans l’état du sys-
tème, selon la description ci-dessus. Nous allons noter T , l’ensemble des instants des
prochaines occurrences d’événements :
T = {Tσs , TNHss , THNss, TNLss , TLNss} (3.2.3)
Chaque période d’occurrence a la signiﬁcation suivante :
Tσs est spéciﬁque à la chaîne de Markov et représente le temps de sortie de l’état
s ; il représente un échantillon aléatoire de la distribution exponentielle de taux de
transition λs. Chaque fois que le système change de type de contrôle, Tσs est
mis à jour de la façon suivante : Tσs = Tσs − Tsw, où Tsw fait partie de
l’ensemble {TNHss, THNss , TNLss , TLNss}.
TNHss représente la durée avant le prochain changement de type de contrôle pour l’état
actuel s : de sans contrôle vers le contrôle supérieur. C’est donc le temps pour
atteindre la limite maximale Xmax dans l’état s ; nous l’exprimons comme
(Xmax −X(t))/|ri| ;
THNss est le temps nécessaire pour arrêter le contrôle supérieur dans l’état s et
atteindre XH ; nous pouvons l’écrire (X(t)−XH)/|rs −QHs|.
TNLss est le temps nécessaire pour passer de sans contrôle au contrôle inférieur et
on l’écrit (X(t)−Xmin)/|rs| ; il représente en fait le temps mis pour atteindre
la limite minimale Xmin.
TLNss représente le temps nécessaire pour atteindre XL et arrêter le contrôle inférieur ;
nous pouvons l’écrire comme (XL −X(t))/|rs +QLs|.
Nous allons utiliser aussi la notation Tsim pour représenter le vecteur des instants
d’occurrence d’événements et Tst pour le vecteur des instants d’échantillonnage, avec
son index Lst. La période statistique choisie (dst) sera plus petite que les temps moyens
de séjour dans les états de la chaîne de Markov. Elle joue un rôle important car en
fonction de cette période nous allons obtenir une mauvaise ou une bonne résolution des
statistiques.
Les étapes principales de la simulation sont présentées dans la suite :
1 INITIALISATION DES PARAMÈTRES DU SYSTÈME
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N le nombre d’états du système ;
Tf la longueur de la simulation ;
Nr le nombre de simulations eﬀectuées ;
X(1) = x0 la valeur initiale de X ;
Xst(1) = x0 la valeur initiale de la statistique ;
ri > 0, rj < 0 les taux de variation attachés à chaque état ;
(i ∈ {1, ..M}, j ∈ {M + 1, ..N}) ;
dst la période statistique ;
QHl > 0, QLm > 0 les paramètres de contrôle l,m ∈ {1, ..N} ;
Z(1) l’état initial ;
Tsim(1) = 0 l’instant initial d’occurrence des événements ;
Tst(1) = 0 l’instant initial des statistiques ;
Lst = 1 l’index initial du Tst ;
EnQH = 0 l’énergie consommée pour appliquer le contrôle supérieur ;
EnQL = 0 l’énergie consommée pour appliquer le contrôle inférieur ;
T les instants initiaux des prochaines occurrences à partir de l’état s = Z(1)
(T = {Tσs, TNHss , THNss , TNLss, TLNss}).
2 CHOISIR L’ÉVÉNEMENT SUIVANT
Une fois que les paramètres du système ont été initialisés, nous analysons les prochains
événements possibles pour l’état actuel s = Z(j) : le prochain événement à choisir est
celui qui correspond au plus court temps d’occurrence :
tant que Tsim(j) ≤ Tf // choisir le prochain événement possible
∆t = min{Tσs , TNHss, THNss , TNLss, TLNss}
nextev = prochain événement possible correspondant à ∆t
nextev ∈ {{σs}, {NHss}, {HNss}, {NLss}, {LNss}}
(3.2.4)
3 ANALYSER L’ÉVÉNEMENT SUIVANT
A partir de l’état actuel du système, nous analysons le prochain événement qui a
été choisi. Quand nextev = {σs} le système commute de l’état actuel s vers un autre
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état destination d, ayant le même type de contrôle. L’état d sera aléatoirement choisi en
comparant les probabilités de transition entre s et les autres états de la chaîne (ps,i, {s, i ∈
Z(t)}) ayant le même type de contrôle (pi,i = 0). Le prochain temps d’occurrence Tσs
deviendra un échantillon de la distribution exponentielle du temps de séjour dans le
prochain état d. D’autre part, quand on change le type de contrôle pour l’état s, alors
Tσs = Tσs −∆t.
cas nextev = {σs}
X(j) ∈ [XL, XH ]
Z(j) = mNC,m ∈ {1, .., N} //aucun contrôle
Z(j + 1) = dNC // choix aléatoire selon pmNC,nNC , n ∈ {1, ..N}
Calculer Tσd , TNHdd, TNLdd
X(j) ∈ (XH , Xmax)
Z(j) = mNC,m ∈ {1, .., N} //aucun contrôle
Z(j + 1) = dNC // choix aléatoire selon pmNC,nNC , n ∈ {1, ..N}
Calculer Tσd , TNHdd, TNLdd
Z(j) = mHC,m ∈ {1, .., N} //continuer le contrôle supérieur
Z(j + 1) = dHC // choix aléatoire selon pmNC,nNC , n ∈ {1, ..N}
Calculer Tσd , THNdd
X(j) = Xmax // appliquer le contrôle supérieur
Z(j) = mHC,m ∈ {1, .., N}
Z(j + 1) = dHC // choix aléatoire selon pmNC,nNC , n ∈ {1, ..N}
Calculer Tσd , THNdd
X(j) ∈ (Xmin, XL)
Z(j) = mNC,m ∈ {1, .., N} //aucun contrôle
Z(j + 1) = dNC // choix aléatoire selon pmNC,nNC , n ∈ {1, ..N}
Calculer Tσd , TNHdd, TNLdd
Z(j) = mLC,m ∈ {1, .., N} // continuer le contrôle inférieur
Z(j + 1) = dLC // choix aléatoire selon pmNC,nNC , n ∈ {1, ..N}
Calculer Tσd , TLNdd
X(j) = Xmin // appliquer le contrôle inférieur
Z(j) = mLC,m ∈ {1, .., N}
Z(j + 1) = dLC // choix aléatoire selon pmNC,nNC , n ∈ {1, ..N}
Calculer Tσd , TLNdd
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cas nextev = {NHss} // commuter vers le contrôle supérieur
X(j) ∈ (Xmin, Xmax)
Z(j) = mNC,m ∈ {1, .., N}
Z(j + 1) = mHC
Mettre à jour Tσs = Tσs −∆t, Calculer TNHss
cas nextev = {NLss} //commuter vers le contrôle inférieur
X(j) ∈ (Xmin, Xmax)
Z(j) = mNC,m ∈ {1, .., N}
Z(j + 1) = mLC
Mettre à jour Tσs = Tσs −∆t, Calculer TNLss
cas nextev = {HNss} // arrêter le contrôle supérieur
X(j) ∈ (XH , Xmax]
Z(j) = mHC,m ∈ {1, .., N}
Z(j + 1) = mNC
Mettre à jour Tσs = Tσs −∆t, Calculer THNss
cas nextev = {LNss} // arrêter le contrôle inférieur
X(j) ∈ [Xmin, XL)
Z(j) = mLC,m ∈ {1, .., N}
Z(j + 1) = mNC
Mettre à jour Tσs = Tσs −∆t, Calculer TLNss
Tous les cas d’évolution doivent être traités en fonction de la zone de contrôle que
nous avons choisie. Ce qu’il faut retenir c’est que dans les zones [Xmin, XL] et [XH , Xmax],
si aucun contrôle n’était pas appliqué jusqu’à l’instant t, alors le système est laissé libre
jusqu’à ce que une des limites (Xmin ou Xmax) soit atteinte. Et dans le cas ou le contrôle
était appliqué avant t, celui ci sera maintenu jusqu’à atteindre les limites XH ou XL.
4 . MISE À JOUR DU SYSTÈME
Une fois que le prochain événement a été choisi et analysé, une mise à jour est né-
cessaire sur la variable d’état et sur le temps d’occurrence des événements. rs est le
taux de variation associé à l’état actuel s qui peut prendre des valeurs diﬀérentes :
rs ∈ {rm, (rm − QHm), (rm + QLm)}, m ∈ {1, .., N} ; (par exemple si le contrôle supé-
rieur est appliqué dans l’état s alors le taux de variation devient rs−QHs). Les énergies
consommées seront également calculées lorsqu’on applique le contrôle supérieur ou infé-
rieur dans l’état s. Ces énergies vont intervenir dans le calcul du coût quadratique du
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contrôle qui sera déﬁni dans la section suivante.
Tsim(j + 1) = Tsim(j) + ∆t; //avancer le temps de simulation
X(j + 1) = X(j) + rs ·∆t; //mise à jour de la variable d’état
EnQH = EnQH +QH2s ·∆t; //calcul des énergies consommées
EnQL = EnQL +QL2s ·∆t;
5 . STATISTIQUES
Les commutations aléatoires dans le comportement du système déterminent une évo-
lution aléatoire de la variable d’état continu. Nous allons donc calculer des statistiques
sur X de façon régulière, selon une période d’échantillonnage choisie dst. Un exemple de
l’application des statistiques avec dst = 1 est illustré dans la Figure 3.2.
d = floor[(Tsim(j + 1)− Tst(Lst))/dst];
si d = 0 //aucune mesure ne sera effectuée;
si d ≥ 1 //calcul des statistiques successives
k = 1
tant que k ≤ d
Tst(Lst + k) = Tst(Lst) + k · dst;
Xst(Lst + k) = X(j) + rs ∗ (Tst(Lst + k)− Tsim(j));
k = k + 1;
fin tant que
Lst = Lst + k − 1;
fin si;
j = j + 1; //avancer la simulation
fin tant que //à voir [3.2.4]
6 . FIN SIMULATION
A la ﬁn de la simulation nous calculons les statistiques suivantes : la moyenne de la
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Figure 3.2 – a) Historique de la variable d’état X(t) et des b) statistiques Xst(t).
variable d’état (Xm), la variance de la variable d’état (VXst), l’énergie totale consommée
pour appliquer le contrôle basé sur les événements durant la simulation (Entot).
Xm = moyenne(X);
VXst =
∑Tf
i=1Xst(i)
2/Tf ;
Entot = (EnQH + EnQL)/Tf .
Nous pouvons suivre l’algorithme de simulation présenté ci-dessus pour le cas d’un
intégrateur à commutation à deux états contrôlé, en regardant la Figure 2.5 que nous
avons donnée dans le Chapitre 2. Dans la section suivante nous allons présenter quelques
résultats et exemple de l’application de l’algorithme sur l’intégrateur à commutation que
nous avons déﬁni dans le chapitre précèdent.
3.3 Application numérique
3.3.1 Intégrateur contrôlé versus non contrôlé
La Figure 3.3 montre la diﬀérence entre le comportement aléatoire d’un intégrateur à
deux états, avec et sans le contrôle basé sur les événements, avec les paramètres suivants :
– Nr = 1 simulations sur une durée : Tf = 300,
– les taux de variation : r1 = 1, r2 = −2,
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– les taux de transition entre les états : λ12 = 0.4, λ21 = 0.6,
– les paramètres de contrôle : QH1 = QH2 = 1.5, QL1 = QL2 = 2.5,
– la zone de contrôle : [Xmin, Xmax] = [10,−10] avec
– les points d’arrêt du contrôle : [XL, XH ] = [5,−5].
0 50 100 150 200 250 300
−80
−70
−60
−50
−40
−30
−20
−10
0
10
20
Temps
X
(t
) 
s
a
n
s
 c
o
n
tr
ô
le
a)
0 50 100 150 200 250 300
−80
−70
−60
−50
−40
−30
−20
−10
0
10
20
Temps
X
(t
) 
a
v
e
c
 l
e
 c
o
n
tr
ô
le
 b
a
s
é
 s
u
r 
é
v
é
n
e
m
e
n
ts
b)
Figure 3.3 – Dynamique continue pour : (a) L’intégrateur à commutation non
contrôlé (b) L’intégrateur à commutation avec le contrôle basé sur les événements sur
[Xmin, Xmax] = [10,−10] et [XL, XH ] = [5,−5]
.
La Figure 3.4 représente un zoom de la partie b) de la Figure 3.3. Nous pouvons
observer alors la façon dont agit le contrôle supérieur et inférieur dans leur zone respective
de contrôle.
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Figure 3.4 – Application du contrôle basé sur les événements pour l’intégrateur com-
muté
.
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3.3.2 Le nombre de simulations
Dans l’exemple précédent nous avons présenté l’évolution de l’intégrateur à commu-
tation lors d’une seule simulation. Pourtant, le caractère aléatoire du système nous mène
à considérer un nombre plus grand de simulations pour lequel nous calculons les para-
mètres de sortie dont nous avons besoin. Cette caractéristique est représentée dans la
Figure 3.5, où nous pouvons observer l’évolution du deuxième moment de performabilité
(1.3.2) pour Nr = 10 simulations, et pour Nr = 1000 simulations. C’est un exemple
démonstratif qui justiﬁe le choix d’un grand nombre de simulations, Nr, que nous allons
considérer pour les résultats suivants.
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Figure 3.5 – Comparaison entre la simulation et la méthode analytique, pour le premier
moment de performabilité : a) Nr = 10 b) Nr = 1000.
3.3.3 Critère quadratique de performance dans la simulation
Nous pouvons aussi, par la simulation, chercher les paramètres optimaux de com-
mande, qui minimisent l’énergie consommée pour appliquer le contrôle basé sur les évé-
nements, en utilisant un coût quadratique adapté à notre système, du type :
J(x) = lim
Tf→∞
(
1
Tf
E
[∫ Tf
0
[q · x2(t) + r · u2(t)]dt
])
, q, r > 0. (3.3.1)
où Tf est la durée de la simulation, u2(t) représente l’énergie consommée pour appli-
quer le contrôle, tandis que E[x2(t)] est le moment d’ordre 2, de la variable continue X.
Nous allons construire un cas d’étude pour la méthode de simulation présentée ci-dessus,
pour minimiser le coût quadratique que nous venons de déﬁnir (3.3.1).
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Considérons un intégrateur à commutation à deux états ayant comme paramètres
initiaux :
– les taux de variation associés aux états : r1 = 5, r2 = −5,
– les taux de transition entre les états : λ12 = 0.4, λ21 = 0.6, avec
– une zone de contrôle déﬁnie par : Xmin = −100, Xmax = 100.
Les Nr = 50.000 simulations, avec une longueur de Tf = 5000 (unités de temps)
chacune, sont réalisées en Matlab 7.9.0.529, sur une machine de calcul à quatre cœurs,
avec une vitesse de 3GHz et 4GB de RAM. On fait varier les paramètres de contrôle
{QH1, QH2, QL1, QL2} de sorte qu’ils respectent les conditions du contrôle basé sur les
événements. En tenant compte du fait que le système contient beaucoup de paramètres
qui peuvent varier, nous considérons dans un souci de simplicité que :
QH1 = QH2 ∈ {5.1, 5.2, ..30} QL1 = QL2 ∈ {5.1, 5.2, ..30}
Nous considérons aussi diﬀérentes variations pour les limites d’arrêt du contrôle :
XH ∈ {0, 10, 20, 30} XL ∈ {0,−10,−20,−30}
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Figure 3.6 – Variation d’énergie pour l’intégrateur à commutation considéré.
La Figure 3.6 est une représentation graphique du coût énergétique total (3.3.1),
obtenu en appliquant le contrôle basé sur les événements pour l’intégrateur à deux états
(déﬁni par les paramètres de fonctionnement déﬁnis ci-dessus). Une valeur minimale de
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l’énergie est obtenue, pour le paramètre du contrôle QH1 = 14.9 et la limite d’arrêt du
contrôle XH = 0. Une évolution similaire de l’énergie est obtenue pour les intégrateurs à
commutation ayant diﬀérents taux de variation et diﬀérentes limites d’arrêt du contrôle.
Un deuxième cas d’étude a été réalisé sur un intégrateur à états multiples, cette fois-
ci ayant quatre états avec des taux de variation diﬀérents associés à chaque état. Notre
objectif a été donc de valider cette méthode de simulation, qui peut minimiser l’énergie
consommée dans un système plus complexe (même si ce système possède seulement
quatre états, la complexité de calcul et les temps de calcul grandissent nettement. Nous
avons prix en considération diﬀérentes variations sur les mesures de contrôle et diﬀérentes
limites d’arrêt du contrôle, aﬁn de pouvoir analyser toutes les variations possibles du
système.
Nous déﬁnissons les paramètres initiaux de ce système :
– les taux de variation : r1 = 7, r2 = −4, r3 = 5, r4 = −2,
– sur l’intervalle de contrôle [Xmin, Xmax] = [0, 1] et
– avec des limites d’arrêt du contrôle qui varient dans les ensembles suivants :
QH1 ∈ {7.1, 7, 2...., 8} , QH2 = QH3 = QH4,
QL1 ∈ {4.1, 4.2, .., 5} , QL2 = QL3 = QL4,
XH ∈ {0.9, 0.8, 0.7, .., 0.3} , XL in{0.1, 0.2, ...0.7}
Une représentation graphique des résultats des simulations comprenant toutes les
variations des paramètres est donnée dans la Figure 3.7. Le nombre des variations sur
(XH , XL) a la signiﬁcation suivante : la variation 1 sur (XH , XL) est représentée par la
paire : XH = 0.9, XL = 0.1, la variation 2 est : XH = 0.9, XL = 0.2, etc. De la même
manière le nombre de variations sur (QH , QL) est représenté par les paires : la variation
1 par QH = 7.1, QL = 4.1, la variation 2 par QH = 7.1, QL = 4.2, jusqu’à la variation
100 qui est QH = 8, QL = 5. Même si à un premier coup d’œil ne sont pas repérées sur la
ﬁgure, les valeurs optimales qui minimise le coût quadratique (3.3.1) sont les suivantes :
XH = 0.8, XL = 0.4, QH = 7.2, QL = 4.8.
3.3.4 Temps de calcul
Il est important de noter que le temps de calcul augmente d’autant plus que le système
est grand, plus explicitement il augment avec le nombre d’états. Le nombre de variations
sur les paramètres de contrôle ou sur les limites XH , XL, inﬂuence également de manière
signiﬁcative la durée des simulations.
En conséquence, nous évaluons également l’adaptabilité de l’algorithme de contrôle
basé sur les événements, en termes de temps de calcul, qui est déterminée par trois
paramètres fondamentaux :
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Figure 3.7 – Variation d’énergie pour un intégrateur commuté à quatre états.
– la longueur de la simulation (Tf)
– le nombre de simulations (Nr) et
– le nombre d’états du système (N).
Plus explicitement, nous ﬁxons deux des paramètres ci-dessus et nous évaluons com-
ment le temps de calcul évolue selon le troisième paramètre. Pour ce faire, les paramètres
de contrôle et les frontières de contrôle ont été considérés ﬁxes. Le Tableau 3.2 montre
la durée de calcul (Tc) pour un intégrateur à commutation à deux états sur Nr = 100
simulations ; la période statistique est dst = 1. Dans ce cas, le temps de calcul est pro-
portionnel à la longueur de la simulation, comme représenté dans la Figure 3.8 (dû à des
échelles diﬀérentes, les graphiques sont normalisés).
Pour le même intégrateur à deux états et une longueur ﬁxe de la simulation (Tf =
1000), le temps de calcul évolue de façon considerable plus le nombre de simulations
augmente (voir Tableau 3.3). Quand le nombre d’états de la chaîne de Markov augmente,
nous sommes dans un cas particulier qui est représenté dans le Tableau 3.4 ; ici la longueur
de la simulation et le nombre de simulations sont ﬁxes (Tf = 1000, Nr = 1000). Dans
ce cas, bien que la durée de calcul dépende largement du nombre d’états de la chaîne de
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Tf 10 50 100 1000 5000
Tc 0.45[sec] 0.54[sec] 0.63[sec] 2.57[sec] 15.22[sec]
Table 3.2 – Temps de calcul Tc en fonction de la longueur de la simulation Tf .
Nr 100 1000 5000 10000 50000
Tc 2.57[sec] 22.18[sec] 1.82[min] 3.61[min] 19.4[min]
Table 3.3 – Temps de calcul Tc en fonction du nombre de simulations Nr.
N 2 5 10 15 20 30
Tc 22.18[sec] 1.61[min] 2.7[min] 3.66[min] 4.66[min] 6.68[min]
Table 3.4 – Temps de calcul Tc en fonction du nombre d’états N .
Markov, il n’y a pas d’augmentation exponentielle. On peut observer l’évolution quasi-
linéaire dans la Figure 3.8, qui conﬁrme la complexité réduite de l’algorithme proposé et
la possibilité de l’utiliser pour des chaînes de Markov de grande taille.
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Figure 3.8 – Tc par rapport à Tf , Nr et N
3.4 Conclusions
Dans ce chapitre nous avons présenté une méthode de simulation en temps continu
pour les systèmes stochastiques à commutation. En prenant en compte les événements
aléatoires qui changent le comportement du système, nous appliquons le contrôle seule-
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ment quand il est nécessaire. L’algorithme peut être facilement utilisé pour les intégra-
teurs stochastiques à commutation à états multiples ; il peut servir comme un procédé
perfectionné (comme benchmark) pour réduire au minimum l’énergie consommée par
ces systèmes en appliquant le contrôle. Enﬁn, il peut être également utilisé comme une
méthode de validation des résultats analytiques concernant les systèmes stochastiques
à commutation avec le contrôle basé sur les événements. Dans le chapitre suivant nous
allons présenter le modèle probabiliste que nous avons construit pour notre système dé-
ﬁni dans le Chapitre 2. Il sera suivi dans le Chapitre 4 par des résultats numériques
et des validations en utilisant la méthode de simulation que nous avons décrite dans ce
chapitre.
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Chapitre 4
Modèle analytique
Dans ce chapitre nous présentons le modèle probabiliste d’énergie stationnaire que
nous avons construit pour le système introduit dans le Chapitre 2, sur lequel nous ap-
pliquons le contrôle basé sur les événements. Dans la Section 4.1 nous allons étudier le
comportement du système dans la région de contrôle, et identiﬁer les mesures d’énergie
dont nous avons besoin. Pour calculer l’énergie consommée quand le contrôle est appli-
qué, nous avons besoin de déterminer : les probabilités de sortie de la région de contrôle
(Section 4.2), les temps moyens de sortie de cette région (Section 4.3), les temps de sor-
tie caractéristiques à chaque état (Section 4.4) qui vont nous aider à déﬁnir les temps
de contrôle dans la Section 4.5. En sachant les probabilités et les temps de sortie, nous
serons capables de formuler les expressions des énergies consommées dans la Section 4.6.
4.1 Introduction
Dans le Chapitre 2 nous avons introduit le système stochastique à commutation qui
est au centre de nos études (2.2.1) avec l’objectif principal de maintenir la variable
d’état dans une zone de contrôle. Aﬁn de réaliser cet objectif par le contrôle basé sur les
événements, nous avons déﬁni un critère quadratique de performance :
J = E
[∫ T
0
[q · x2(t) + r · u2(t)]dt
]
, q, r > 0. (4.1.1)
où u2(t) est l’énergie consommée par le système pour appliquer le contrôle, E[x2(t)]
est le moment d’ordre 2 de la variable d’état et T est la période moyenne de redémarrage.
Aﬁn de pouvoir appliquer ce critère, nous avons donc besoin de déterminer ces mesures
que nous ne connaissons pas pour l’instant : u2(t), E[x2(t)] et T .
Commençons par la période de redémarrage T . Nous considérons que le système
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peut passer de la zone sans contrôle [XL, XH ] vers une zone avec contrôle et vice-versa,
mais jamais commuter directement entre la zone de contrôle supérieur et inférieur. Par
exemple, si le système arrive à la limite maximale où le contrôle supérieur sera appliqué, il
ne pourra pas commuter directement vers une zone avec le contrôle inférieur car il s’arrê-
tera en XH d’abord. Cet exemple peut être aussi suivi sur la représentation stochastique
hybride présentée dans la Figure 2.5 (le passage d’un état avec contrôle supérieur vers
un état avec contrôle inférieur va d’abord passer par les états sans contrôle).
Périodiquement le contrôle amène le système en XH ou XL, d’où il reprend son
évolution libre. Quatre possibilités d’évolution apparaissent, elles sont représentées dans
la Figure 4.1 et correspondent aux cas suivants :
1. à partir de XH , le système peut atteindre Xmax dans un temps que nous notons T1,
suivi par l’application du contrôle supérieur jusqu’à x(t) = XH pendant un temps
T2 (le premier scénario possible : PR1 avec ∆1 = Xmax −XH) ;
2. à partir de XH le système peut atteindre Xmin dans un temps que nous notons T3,
suivi par l’application du contrôle inférieur jusqu’à x(t) = XL pendant un temps
T4 (le deuxième scénario possible : PR2 avec ∆2 = XH −Xmin) ;
3. à partir de XL le système peut atteindre Xmin dans un temps que nous notons T5,
suivi par l’application du contrôle inférieur jusqu’à x(t) = XL pendant un temps
T6 (le troisième scénario possible : PR3 avec ∆3 = XL −Xmin) ;
4. à partir de XL le système peut atteindre Xmax dans un temps que nous notons T7,
suivi par l’application du contrôle supérieur jusqu’à x(t) = XH pendant un temps
T8 (le quatrième scénario possible : PR4 avec ∆4 = Xmax −XL) ;
Figure 4.1 – Scénarios d’évolution du système à partir de XH et XL.
Nous avons noté par T1, T3, T5, T7 les temps de sortie vers les limites de la zone de
contrôle et par T2, T4, T6, T8 les temps d’application du contrôle. En connaissant ces
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temps nous pouvons ensuite déterminer la période de redémarrage T comme la somme
entre le temps nécessaire pour arriver à une limite de contrôle et le temps nécessaire pour
appliquer le contrôle spéciﬁque à cette limite. En tenant compte des scénarios expliqués
ci-dessus, nous avons quatre possibilités pour calculer T :
1. démarrage en XH et arrivée à Xmax : T = T1 + T2.
2. démarrage en XH et arrivée à Xmin : T = T3 + T4.
3. démarrage en XL et arrivée à Xmin : T = T5 + T6.
4. démarrage en XL et arrivée à Xmax : T = T7 + T8.
Dans ce chapitre nous allons proposer une méthode analytique pour le calcul du
temps de sortie dans les Sections 4.3 - 4.4, puis pour le calcul du temps de contrôle dans
la Section 4.5.
Un deuxième terme important dans le critère quadratique est le moment d’ordre 2
de la variable d’état E[x2(t)] que nous pouvons calculer à l’aide des formules déﬁnies
dans le premier chapitre (Section 1.3). Soit XT ∈ [XH , XL] le niveau cible de la variable
d’état. XT a été choisi dans la zone sans contrôle aﬁn de réduire la complexité du calcul
mais nous n’excluons pas la possibilité que XT soit dans tout l’intervalle de contrôle
[Xmin, Xmax]. Nous pouvons alors déﬁnir la variable d’état par rapport à XT comme :
K(t) = x(t)−XT
En utilisant cette transformation, les espérances d’ordre 1 et 2 de K(t), centrées en XT ,
devient :
E[K(t)] = E[x(t)−XT ] = E[x(t)]−XT
E[K(t)2] = E[(x(t)−XT )2] = E[x(t)2]− 2XTE[x(t)] +X2T
Nous avons donc besoin de déterminer les moments de performabilité d’ordre 1 et 2 de
x(t) qui sont déﬁnis à l’aide des formules suivantes. Le moment d’ordre n pour un état
i devient :
mn,i(t) = E[(x(t))n|Z(0) = i], i ∈ {1, 2, .., N} (4.1.2)
et ~mn(t) = [mn,1, ..., mn,N ] le vecteur des moments de performabilité d’ordre n avec
~m0(t) = ~e et ~mn(0) = ~0. En appliquant le Théorème 1.4.3 pour le moment d’ordre
1 [Viswanadham et al., 1995] (qui correspond à la variable d’état moyenne de notre
système) nous obtenons :
d ~m1(t)
dt
= Q ~m1(t) +R ~m0(t) ~m0(t) = ~e (4.1.3)
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Nous rappelons queQ est le générateur de la chaîne de Markov et queR est la matrice
diagonale des taux de variation. La solution de cette équation est exprimée comme :
~m1(t) = eQ(t−tinit) · ~m1(tinit) +
∫ t
tinit
eQ(t−τ)R~m0(τ)dτ. (4.1.4)
et si nous calculons le moment sur la période de redémarrage T , alors tinit = 0, Tf = T ,
et la solution (4.1.4) devient :
~m1(T ) = eQT · ~m1(0) +
∫ T
0
eQ(T−τ)R~edτ. (4.1.5)
puis injectée dans le calcul de l’espérance du premier moment de performabilité :
E[(x(t))] = ~p(0)T ~m1(T ) (4.1.6)
De la même façon, nous écrivons le Théorème 1.4.3 pour le moment de performabilité
d’ordre 2 (qui correspond à la variance de X) :
d~m2(t)
dt
= Q~m2(t) + 2R~m1(t) (4.1.7)
où ~m1(t) est la solution de (4.1.3). Si nous résolvons (4.1.3) dans même manière que pour
m1(t), nous obtenons la solution sur [0, T ] :
~m2(T ) = eQT · ~m2(0) + 2
∫ T
0
eQ(T−τ)R~m1(τ)dτ. (4.1.8)
L’espérance du deuxième moment de performabilité de l’équation (4.1.1) s’écrit alors :
E[(x(t))2] = ~p(0)T · ~m2(T ). (4.1.9)
Le dernier paramètre très important que nous cherchons est u2(t), l’énergie consom-
mée par le système pour appliquer le contrôle. Les quatre scénarios représentés dans la
Figure 4.1 nous permettent d’écrire l’expression de l’énergie consommée dans un état j
comme :
Enjtot = p
j
1E
j
1 + p
j
2E
j
2 + p
j
3E
j
3 + p
j
4E
j
4. (4.1.10)
où Eji , i = 1..4, j = 1..N est l’énergie consommée en partant d’un état j quand il passe
par un des scénarios PRi décrits ci-dessus. Aﬁn de pouvoir calculer cette énergie nous
avons besoin de calculer les probabilités (pj1, p
j
2, p
j
3, p
j
4) en suivant la méthode que nous
allons proposer dans la section suivante.
Avant d’entrer dans les détails analytiques, nous déﬁnissons de manière générale ce
type de probabilités qui portent souvent dans la littérature le nom de probabilités de
sortie :
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Définition 4.1.1. Si {Zn} est une chaîne de Markov en temps continu et B un sous-
ensemble de l’espace d’états, alors la probabilité de sortie πjsortie(x) est la probabilité que
le système arrive en B en partant d’un état j :
πjsortie(x) = Prob{x ∈ B|x(0) = x, Z(0) = j}. (4.1.11)
Dans notre cas, B est exprimé comme : B = (−∞, Xmin]
⋃
[Xmax,∞). Dans la sec-
tion suivante nous allons étudier ce type de probabilité pour lequel nous proposons une
méthode analytique de calcul.
4.2 Probabilités de sortie
Cette section est réservée au calcul des probabilités (pj1, p
j
2, p
j
3, p
j
4) que nous utilisons
pour calculer l’énergie totale consommée par le système (4.1.10). En regardant la Figure
4.1 nous pouvons remarquer que le système peut démarrer soit en XH , soit en XL et
connaître une évolution complètement arbitraire à partir de ces points. Nous utilisons
les notations :
– pjXHXmax pour la probabilité d’arriver à Xmax sachant que le niveau initial est XH
et l’état de départ j.
– pjXHXmin pour la probabilité d’arriver à Xmin sachant que le niveau initial est XH
et l’état de départ j.
– pjXLXmin pour la probabilité d’arriver à Xmin sachant que le niveau initial est XL
et l’état de départ j.
– pjXLXmax pour la probabilité d’arriver à Xmax sachant que le niveau initial est XL
et l’état de départ j.
Soient P jH et P
j
L = 1 − P
j
H les probabilités que le système démarre en XH , respec-
tivement en XL, avec la possibilité d’atteindre n’importe quelles limites, et qui sont
représentées de manière symbolique dans la Figure 4.2. Nous pouvons donc exprimer :
pj1 = p
j
Hp
j
XHXmax
(4.2.1)
pj2 = p
j
Hp
j
XHXmin
(4.2.2)
pj3 = p
j
Lp
j
XLXmin
(4.2.3)
pj4 = p
j
Lp
j
XLXmax
(4.2.4)
Dans ce cas, la probabilité pj1 correspond par exemple à l’événement “le système
démarre en XH dans un état j, avec la probabilité P
j
H , et arrive à Xmax, p
j
2 à l’événement
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Figure 4.2 – Probabilités de sortie à partir de XH et XL.
“le système démarre en XH , dans un état j, avec la probabilité P
j
H , et arrive à Xmin”,
etc.
Prenons la probabilité pj1. Remarquons qu’à chaque redémarrage, l’événement “le sys-
tème démarre en XH avec la probabilité p
j
H”, est équivalent à l’événement “la dernière
fois le système a démarré soit en XH soit en XL, et est arrivé à Xmax” qui a la proba-
bilité : pjHp
j
XHXmax
+ pjLp
j
XLXmax
. Avec la condition pjH + p
j
L = 1 nous obtenons les deux
probabilités pjH et p
j
L :
pjH =
pjXLXmax
pjXLXmax + p
j
XHXmin
(4.2.5)
pjL =
pjXHXmin
pjXLXmax + p
j
XHXmin
(4.2.6)
Dans ce cas, les probabilités pj1, p
j
2, p
j
3, p
j
4 (4.2.1) - (4.2.4) deviennent :
pj1 =
pjXLXmaxp
j
XHXmax
pjXLXmax + p
j
XHXmin
(4.2.7)
pj2 =
pjXLXmaxp
j
XHXmin
pjXLXmax + p
j
XHXmin
(4.2.8)
pj3 =
pjXHXminp
j
XLXmin
pjXLXmax + p
j
XHXmin
(4.2.9)
pj4 =
pjXHXminp
j
XLXmax
pjXLXmax + p
j
XHXmin
. (4.2.10)
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Donc, aﬁn de déterminer les probabilités (4.2.7) - (4.2.10), nous avons d’abord besoin
de déterminer les probabilités pjXHXmax , p
j
XHXmin
, pjXLXmin et p
j
XLXmax
. Dans cette section,
nous utilisons les notations suivantes, en partant de XH :
πjup(XH) = P
j
XHXmax
(4.2.11)
πjdw(XH) = P
j
XHXmin
(4.2.12)
ou en partant de XL :
πjup(XL) = P
j
XLXmax
(4.2.13)
πjdw(XL) = P
j
XLXmin
(4.2.14)
La méthode analytique que nous avons développée est basée sur une méthode de
calcul des temps de sortie dont une particule a besoin pour sortir d’une zone de contrôle
avec deux limites absorbantes, présentée en [Gardiner, 2004]. La première étape consiste
à calculer les probabilités de sortie vers une limite. En [Gardiner, 2004] il est montré que
la probabilité de sortie vers une limite imposée vériﬁe une équation Kolmogorov-arrière
avec des conditions sur les frontières. Étant donné que notre intégrateur commuté est
un système stochastique aux états multiples, caractérisé par une chaîne de Markov avec
des taux diﬀérents associés à chaque état, des systèmes d’équations Kolmogorov-arrière
équivalentes doivent être utilisés que nous allons construire dans la suite.
Considérons l’équation (1.4.28) que nous adaptons pour le système stochastique à
commutation que nous avons considéré, plus spéciﬁque pour le calcul des probabilités
d’atteindre la limite maximale :
R ·
d~πup(x)
dx
+QT · ~πup(x) = 0 (4.2.15)
où R est la matrice diagonale des taux de variation associés à chaque état :
R =

 r1 .. 0
0 .. rN

 ,
Q est la matrice de taux de transitions déﬁnie en (1.4.10), et ~πup(x), le vecteur colonne
de probabilités déﬁni par :
~πup(x) =
[
π1up(x) π
2
up(x) ... π
N
up(x)
]T
où πjup(x) est la probabilité d’arriver à la limite maximale en partant d’un état j et de x,
déﬁnie comme :
πjup(x) = Prob{x ≥ Xmax|x(0) = x0, Z(0) = j} (4.2.16)
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Cette manière de déﬁnir les probabilités de sortie vers la limite maximale peut éga-
lement être appliquée pour les probabilités de sortie vers la limite minimale :
R ·
d~πdw(x)
dx
+QT · ~πdw(x) = 0 (4.2.17)
où ~πdw(x) est le vecteur colonne de probabilités de sortie (π
j
dw(x)) vers la limite minimale
en partant d’un état j et de x :
~πdw(x) =
[
π1dw(x) π
2
dw(x) ... π
N
dw(x)
]T
πjdw(x) = Prob{x ≤ Xmin|x(0) = x0, Z(0) = j}
Les conditions sur les frontières seront donc analysées à partir des déﬁnitions des
probabilités présentées ci-dessus :
πjup(Xmin) = Prob{x(t) ≥ Xmax|x(0) = Xmin, Z(0) = j}
πjdw(Xmax) = Prob{x(t) ≤ Xmin|x(0) = Xmax, Z(0) = j}
qui dépendent des taux (rj) associés à chaque état j ∈ {1..N} :
a) πjup(Xmin) = 0 si rj < 0 (4.2.18)
b) πjup(Xmax) = 1 si rj > 0 (4.2.19)
c) πjdw(Xmin) = 1 si rj < 0 (4.2.20)
d) πjdw(Xmax) = 0 si rj > 0 (4.2.21)
Ces dernières équations représentent les conditions aux limites pour les probabilités
de sortie qui peuvent être suivies sur la Figure 4.3 où chaque cas correspond à une
condition (5.2.3) - (5.2.6).
Si par exemple le point de départ du système est en Xmin avec un taux de variation
négatif, alors il est clair que la probabilité pour arriver à Xmax est zéro. Si le système
démarre en Xmax avec un taux de variation positif, alors la probabilité d’arriver à Xmax
est 1 car le système est déjà à la limite maximale. De la même manière il est aisé
d’expliquer les conditions sur les probabilités d’arriver à la limite minimale quand on
démarre directement en Xmin, ou en Xmax.
Les solutions des équations (4.2.15) et (4.2.17), en considérant les conditions aux
limites (5.2.3) - (5.2.6), sont :
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Figure 4.3 – Conditions aux limites pour les probabilités de sortie πjup(x) et π
j
dw(x).
~πup(x) = e−R
−1·QT ·(x−Xmin) · ~πup(Xmin) (4.2.22)
~πdw(x) = e−R
−1·QT ·(x−Xmin) · ~πdw(Xmin) (4.2.23)
En conclusion, ces solutions nous permettent de calculer :
– les probabilités d’atteindre Xmin ou Xmax que nous avons déﬁni en début de cette
section (4.2.11) - (4.2.14),
– les probabilités pjH et P
j
L (4.2.5)-(4.2.6), et ﬁnalement
– les probabilités (pj1, p
j
2, p
j
3, p
j
4) dont nous avons besoin pour l’énergies (4.2.1) -
(4.2.4).
Une fois ces probabilités connues, nous pouvons déterminer ensuite les temps de
séjour (temps moyens de sortie) nécessaires pour atteindre les limites.
4.3 Temps moyens de sortie
Dans beaucoup d’applications stochastiques, prédire l’instant où le système arrive à
une certaine limite de performance ou encore, l’instant où certaines parties du processus
doivent arrêter de fonctionner, devient une procédure complexe qui doit prendre en consi-
dération l’aspect aléatoire du système et les caractéristiques de commutation. Dans la
littérature la notion de temps de sortie est souvent utilisée dans la ﬁnance (par exemple
déterminer l’instant où il faut vendre ou acheter des actions) ([Masoliver et al., 2005],
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[Montero et al., 2005]), dans l’industrie manufacturière (savoir quand arrêter la pro-
duction si le niveau de performabilité est atteint [Rao & Swift, 2006]), et aussi dans des
processus de diﬀusion ou pour des processus avec un mouvement brownien (savoir quand
une particule doit quitter un intervalle [Lefebvre, 2011]). Les méthodes numériques pour
des équations stochastiques diﬀérentielles sont relativement compliquées et parfois inef-
ﬁcaces quand il s’agit de réaliser l’approximation des temps moyens de sortie [Higham
et al., 2011], mais des progrès dans ce sens ont été réalisés dans le travail de [Brandejsky
et al., 2012], qui utilise une méthode numérique pour calculer les temps moyens de sortie
pour un processus de Markov déterministe par morceaux. Leur approche est basée sur
une quantiﬁcation de la chaîne de Markov discrète caractéristique au processus et qui
est complétée par un exemple académique qui exempliﬁe la méthode.
Nous pouvons déﬁnir le temps de sortie d’une manière générale comme :
Définition 4.3.1. Si {Zn} est une chaîne de Markov en temps continu et B un sous-
ensemble de l’espace d’état, alors le temps de sortie vers B, en partant d’un état j est :
T jsortie(x) = inf{t > 0|x(t) ∈ B, x(0) = x, Z(0) = j} (4.3.1)
Dans notre cas, B = (−∞, Xmin]
⋃
[Xmax,∞). En retournant à notre modèle d’inté-
grateur stochastique à commutation à états multiples, nous pouvons à présent continuer
le raisonnement des probabilités de sortie aﬁn de déterminer les temps moyens de sor-
tie de la région de contrôle du système [Gardiner, 2004]. Si nous adaptons l’équation
Kolmogorov-arrière pour calculer les temps de sortie de la zone de contrôle vers Xmax
nous avons :
R ·
d~γup(x)
dx
+QT · ~γup(x) + ~πup(x) = 0 (4.3.2)
où ~πup(x) est le vecteur colonne de probabilités de sortie que nous avons obtenu dans la
section précédente (4.2.22),R etQ sont les matrices de taux de variation, respectivement
de taux de transition, et ~γup(x) le vecteur colonne de fonctions suivantes :
~γup(x) =
[
γ1up(x) γ
2
up(x) .. γ
N
up(x)
]T
où γjup(x) est une fonction qui caractérise le couple “temps de sortie - probabilité de
sortie” vers Xmax en fonction du point de départ x et de l’état initial j. γjup(x) s’exprime
en utilisant les probabilités de sortie (4.2.22) :
γjup(x) = π
j
up(x) · T
j
up(x) (4.3.3)
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Le même raisonnement peut être appliqué pour les fonctions qui caractérisent le
couple “temps de sortie - probabilité de sortie” vers Xmin en fonction du point de départ
x et de l’état initial j :
R ·
d~γdw(x)
dx
+QT · ~γdw(x) + ~πdw(x) = 0 (4.3.4)
où ~πdw(x) est le vecteur colonne de probabilités de sortie que nous avons obtenu dans la
section précédente (4.2.23) et ~γdw(x) le vecteur colonne de fonctions suivant :
~γdw(x) =
[
γ1dw(x) γ
2
dw(x) .. γ
N
dw(x)
]T
où γjdw(x) est exprimé comme :
γjup(x) = π
j
up(x) · T
j
up(x) (4.3.5)
Compte tenu des relations (4.3.3) et (4.3.5), les solutions de (4.3.2 ) et (4.3.4) satisfont
les conditions aux limites suivantes :
γjup(Xmin) = γ
j
dw(Xmin) = 0, si rj < 0 (4.3.6)
γjup(Xmax) = γ
j
dw(Xmax) = 0, si rj > 0 (4.3.7)
car, par exemple, la probabilité de sortie vers Xmax en partant de Xmin dans un état
ayant un taux de variation négatif est zéro. Aussi, la probabilité de sortie vers Xmin en
partant de Xmax dans un état avec un taux de variation positif est zéro.
Si nous multiplions, par exemple à gauche, l’équation (4.3.2) avec e
∫ x
Xmin
(R−1QT )dx
R−1
alors l’équation devient :
e
∫ x
Xmin
(R−1QT )dx
(
d~γup(x)
dx
)
+e
∫ x
Xmin
(R−1QT )dx
R−1QT~γup(x)+e
∫ x
Xmin
(R−1QT )dx
R−1~πup(x) = 0.
Mais sachant que :
e
∫ x
Xmin
(R−1QT )dx
R−1QT = R−1QT e
∫ x
Xmin
(R−1QT )dx
nous obtenons :
d
dx
[
e
∫ x
Xmin
(R−1QT )dx
~γup(x)
]
= −e
∫ x
Xmin
(R−1QT )dx
R−1~πup(x) (4.3.8)
Soit W = −R−1QT . La solution de l’équation (4.3.8) avec les conditions aux limites
(4.3.6)-(4.3.7) est :
~γup(x) = eW(x−Xmin)~γup(Xmin)−
∫ x
Xmin
eW(x−τ)R−1 · ~πup(τ)dτ (4.3.9)
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De la même façon, la solution de l’équation (4.3.4) est :
~γdw(x) = eW(x−Xmin)~γdw(Xmin)−
∫ x
Xmin
eW(x−τ)R−1 · ~πdw(τ)dτ (4.3.10)
Une fois que nous avons obtenu ~γup(x) et ~γdw(x), nous pouvons calculer les temps
moyens de sortie vers la limite maximale ou minimale en partant de l’état j :
T jup(x) =
γjup(x)
πjup(x)
(4.3.11)
T jdw(x) =
γjdw(x)
πjdw(x)
(4.3.12)
Pour comprendre la signiﬁcation exacte de ces temps, nous retournons à l’exemple
d’automate stochastique hybride que nous avons fourni pour l’intégrateur commuté avec
deux états et le contrôle basé sur les événements (Figure 2.5). En suivant l’évolution de
l’automate nous allons observer les temps suivants (deux exemples sont représentés dans
la Figure 4.4) :
T 1up(x) le temps moyen de sortie vers Xmax en partant de l’état 1 (plus spéciﬁquement
c’est le temps moyen passé dans la chaîne de Markov à deux états avant d’arriver
à la limite maximale avec l’état initial 1 ; cf. Figure 4.4 a) ).
T 2up(x) le temps moyen de sortie vers Xmax en partant de l’état 2 (temps moyen passé
dans la chaîne de Markov avant d’arriver à la limite maximale avec l’état initial 2).
T 1dw(x) le temps moyen de sortie vers Xmin en partant de l’état 1 (temps moyen passé
dans la chaîne de Markov avant d’arriver à la limite minimale avec l’état initial 1).
T 2dw(x) le temps moyen de sortie vers Xmin en partant de l’état 2 (temps moyen passé
dans la chaîne de Markov avant d’arriver à la limite minimale avec l’état initial 2 ;
cf. Figure 4.4 b)).
De retour sur les quatre scénarios considérés dans la Figure 4.1, nous savons à présent
calculer :
– le temps de sortie de la zone de contrôle en partant de XH (Figure 4.5 a)) :
T j1 = T
j
up(XH) (4.3.13)
T j3 = T
j
dw(XH) (4.3.14)
– le temps de sortie de la zone de contrôle en partant de XL (Figure 4.5 b)) :
T j5 = T
j
dw(XL) (4.3.15)
T j7 = T
j
up(XL) (4.3.16)
Ces temps seront utilisés pour calculer les énergies de contrôle que nous allons intro-
duire dans la Section 4.6.
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Figure 4.4 – a) Le temps moyen de sortie vers Xmax en partant de l’état 1 : T1up(x), b)
Le temps moyen de sortie vers Xmin en partant de l’état 2 : T2dw(x)
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Figure 4.5 – a) Temps moyens de sortie T1, T3 b)Temps moyen de sortie T5, T7
4.4 Temps moyens de sortie caractéristiques à
chaque état
Dans la section précédente nous avons déterminé les temps moyens passés dans la
chaîne de Markov avant d’arriver soit à Xmax soit Xmin. Parfois il est aussi nécessaire de
savoir calculer le temps moyen que la chaîne de Markov passe dans un certain état avant
d’arriver aux limites. Pour cet aspect nous avons réalisé une méthode de calcul qui suit
[Gardiner, 2004].
Soit Gj(x, t) (la fonction de distribution cumulative) pour un état j qui correspond
à la probabilité que le système sortira de la zone de contrôle en un temps T :
Gj(x, t) = Probj(T ≥ t) (4.4.1)
Alors le vecteur colonne de probabilités de sortie ~G(x, t) = [Gj(x, t)]j=N,1 respecte les
conditions suivantes sur les frontières :
~G(x, t) =

 ~p0, Xmin ≤ x ≤ Xmax~0, autrement. (4.4.2)
où ~p0 est le vecteur colonne de probabilités stationnaires (1.4.14). L’équation (4.4.1) nous
permet de déﬁnir le temps moyen de sortie de la zone de contrôle Tj(x) (ou le temps de
séjour dans un état j) qui est donné par la relation :
Tj(x) =
∫ ∞
0
Gj(x, t)dt. (4.4.3)
Si nous écrivons les équations (1.4.28) pour G(x, t) :
∂ ~G(x, t)
∂t
= R
∂ ~G(x, t)
∂x
+QT ~G(x, t) (4.4.4)
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~G(0, t) = ~0, t ≥ 0 (4.4.5)
et ~G(x, 0) respecte la relation (4.4.2), alors nous pouvons intégrer (4.4.4) sur (0,∞) et
nous obtenons :
∫ ∞
0
∂ ~G(x, t)
∂t
dt =
∫ ∞
0
R
∂ ~G(x, t)
∂x
dt+
∫ ∞
0
QT ~G(x, t)dt⇔
~G(x,∞)− ~G(x, 0) = R
∂ ~T (x)
∂x
+QT ~T (x)⇔
qui est équivalent à l’équation suivante que nous allons utiliser pour le calcul des temps
de sortie :
R
d~T (x)
dx
+QT ~T (x) + ~p0 = 0. (4.4.6)
où ~T (x) est le vecteur colonne :
~T (x) = [T1(x) T2(x) ... TN(x)]T .
et Tj(x) représente le temps moyen que la chaîne de Markov passe dans
un état j avant de quitter la zone de contrôle (soit par Xmin soit par Xmax)
indépendamment de l’état de départ. Il respecte aussi les conditions aux limites
suivantes :
Tj(Xmax) = 0 si rj > 0
Tj(Xmin) = 0 si rj < 0
Ces conditions aux limites sont faciles à comprendre en suivant la Figure 4.6 où, par
exemple, le temps de sortie soit vers Xmin, soit vers Xmax quand le système démarre déjà
en Xmax dans un état avec rj > 0 est zéro car le système est déjà en Xmax.
La somme des Tj(x) va nous donner le temps moyen total que le système a passé
dans la chaîne de Markov avant d’arriver soit à Xmax soit Xmin, indépendamment de
l’état de départ :
Ttot(x) =
∑
j
Tj(x). (4.4.7)
Pour avoir la solution analytique de l’équation (4.4.6) nous pouvons appliquer une
méthode similaire à celle employée pour les équations (4.3.2) - (4.3.4). En multipliant
(4.4.6) avec e
∫ x
Xmin
R−1QT dx
R−1, nous obtenons :
~T (x) = eW(x−Xmin) ~T (Xmin)−
∫ x
Xmin
eW(x−τ)R−1~p0dτ (4.4.8)
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Figure 4.6 – a) Le temps moyen de sortie Tj(Xmax) b) Le temps moyen de sortie
Tj(Xmin)
avec W = −R−1QT . Une représentation graphique symbolique de ce temps moyen
total de sortie (4.4.7) pour l’intégrateur commuté à deux états est donnée dans la Figure
4.7.
Figure 4.7 – Le temps moyen total passé dans la chaîne de Markov avant d’arriver aux
limites.
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4.5 Temps de contrôle
Une fois la méthode de calcul des temps de sortie mise en place, nous pouvons à
présent calculer les temps pendant lesquels le contrôle est appliqué. Si nous regardons la
Figure 4.1, nous observons que :
– T2 = T8 sont les temps durant lesquels le contrôle supérieur est appliqué (entre
Xmax et XH).
– T4 = T6 sont les temps durant lesquels le contrôle supérieur est appliqué (entre
Xmin et XL).
De la même manière que dans la section précédente, les temps de contrôle peuvent
être vus comme des temps de sortie mais d’une autre région, par exemple T2 le temps de
sortie de la zone de contrôle supérieur [XH , Xmax] et T4 le temps de sortie de la zone de
contrôle inférieur [Xmin, XL]. Nous pouvons adapter la méthode de calcul de la Section
4.4 mais avec quelques observations supplémentaires :
1. Cette fois la matrice R n’est plus la matrice des taux de variation simples, mais la
matrice diagonale des taux de variation avec contrôle appliqué, tel que rj−QHj < 0
(contrôle supérieur) et rj+QLj > 0 (contrôle inférieur). En conséquence nous allons
utiliser les matrices diagonales suivantes :
– Dans la zone de contrôle supérieur [XH , Xmax] la matrice Rs est :
Rs =


r1 −QH1 0 ... 0
0 r2 −QH2 0 0
... ... ... ...
0 0 ... rN −QHN


(4.5.1)
– Dans la zone de contrôle inférieur [Xmin, XL] la matrice Ri est :
Ri =


r1 +QL1 0 ... 0
0 r2 +QL2 0 0
... ... ... ...
0 0 ... rN +QLN


(4.5.2)
2. Les conditions aux limites seront donc concentrées sur les nouvelles régions de
contrôle :
Tj(XH) = 0, si x(t) ∈ [XH , Xmax] (4.5.3)
Tj(XL) = 0, si x(t) ∈ [Xmin, XL] (4.5.4)
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3. Compte tenu des hypothèses initiales que nous avons établi pour l’intégrateur com-
muté, le système ne peut pas arriver à la limite maximale que dans un état j ayant
un taux de variation positif (rj > 0) et à la limite minimale dans un état ayant
un taux de variation négatif (rj < 0). Compte tenu aussi du caractère aléatoire, le
système peut arriver par exemple à Xmax dans n’importe quel état j avec (rj > 0),
et à Xmin dans n’importe quel état j avec (rj < 0). La méthode de calcul des temps
de contrôle dans ce cas devra prendre en considération cet aspect très important
de fonctionnement que nous allons expliquer dans la suite.
Prenons par exemple le cas du temps de contrôle supérieur. Dans l’équation diﬀéren-
tielle (4.4.6) le vecteur des temps moyens de sortie était le vecteur des temps passés par
la chaîne de Markov dans chaque état j avant d’atteindre soit Xmax, soit Xmin. Cette
fois nous considérons :
~Ts(x) = [T 1s (x) T
2
s (x) ... T
N
s (x)]
T
le vecteur de temps de sortie vers XH quand la chaîne de Markov est dans les états
avec contrôle supérieur, dans la région [XH, Xmax].
Dans ce cas, le vecteur initial de probabilité, ~p0, devra se modiﬁer en considérant
l’aspect aléatoire décrit ci-dessus. La solution de l’équation (1.4.13) (~˙π(t) = ~π(t)Q),
dans le cas décrit ci-dessus deviendra donc :
~πs = ~π(T jup(XH)) (4.5.5)
que nous notons - vecteur de probabilités de sortie vers XH . T jup(XH) est la solution
(4.3.11) que nous l’avons obtenue dans la Section 4.3. Nous normalisons ce vecteur en
fonction des états dans lesquels le système peut atteindre Xmax. En conséquence nous
pouvons déﬁnir ~πOs, le vecteur initial de probabilités :
~πOs = [πOs(1) πOs(2) ... πOs(N)]
T
avec
~πOs(j) =


~πs(j)∑
k∈Ss
~πs(k)
, si rj > 0 et Ss = {k|rk > 0}
0, autrement.
(4.5.6)
Plus explicitement, ~πOs est la restriction normalisée de ~πs au sous-ensemble d’états avec
des taux de variation positives (Ss). Nous pouvons utiliser ce résultat dans l’équation
diﬀérentielle spéciﬁque aux temps de contrôle supérieur :
Rs
d ~Ts(x)
dx
+QT ~Ts(x) + ~πOs = 0. (4.5.7)
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avec les conditions spéciﬁques aux limites (4.5.3). Si nous appliquons la même mé-
thode de calcul utilisée pour (4.3.2) - (4.3.4), nous allons obtenir une solution du type
(4.4.8) :
~Ts(x) = eW(x−XH) ~Ts(XH)−
∫ x
XH
eW(x−τ)R−1s ~πOsdτ (4.5.8)
Pour illustrer la signiﬁcation de ces temps de contrôle et la manière selon laquelle
nous les calculons, prenons l’exemple d’un intégrateur commuté à quatre états ayant des
taux de variation diﬀérentes associés à chaque état : r1 et r3 négatifs et r2 et r4 positifs.
La matrice des taux de variation Rs prendra donc la forme suivante :
Rs =


r1 −QH1 0 ... 0
0 r2 −QH2 0 0
0 0 r3 −QH3 0
0 0 0 r4 −QH4


(4.5.9)
et le vecteur initial de probabilités deviendra :
~πOs(j) =
[
~πs(1)
~πs(1) + ~πs(3)
0
~πs(3)
~πs(1) + ~πs(3)
0
]T
(4.5.10)
Les temps de contrôle obtenus seront donc les temps que la chaîne de Markov passe
dans les états ayant le contrôle supérieur {1HC, 2HC, 3HC, 4HC}. Leur somme sera
le temps total pour appliquer le contrôle qui correspond à T2 (autrement dit, le temps
total passé dans la chaîne de Markov avec le contrôle supérieur), et qui est représenté
par l’automate hybride à quatre états dans la Figure 4.8 :
T2(x) = T8(x) =
∑
k=1,N
T ks (x) (4.5.11)
Une manière similaire de calculer le temps pour appliquer le contrôle inférieur est
réalisée à partir de l’équation :
Ri
d~Ti(x)
dx
+QT ~Ti(x) + ~πOi = 0. (4.5.12)
où Ri est la matrice de taux de variation avec le contrôle inférieur (4.5.2), ~πOi est le
vecteur initial de probabilité :
~πOi = [πOi(1) πOi(2) ... πOi(N)]
T
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Figure 4.8 – Le temps de contrôle supérieur T2.
avec
~πOi(j) =


~πi(j)∑
k∈Si
~πi(k)
, si rj < 0 et Si = {k|rk < 0}
0, autrement.
(4.5.13)
et ~πi le vecteur de probabilités de sortie vers XL :
~πi = ~π(T
j
dw(XL)) (4.5.14)
~πOi est la restriction normalisée de ~πi au sous-ensemble d’états avec des taux de
variation négatifs (Si) et T
j
dw(XL) est le temps de sortie de la région [Xmin, XL] (4.3.10).
La solution de (4.5.12) représente le vecteur colonne de temps de contrôle inférieur :
~Ti(x) = [T 1i (x) ... T
N
i (x)]
T
qui prendra la forme suivante (avec W = −R−1QT ) :
~Ti(x) = eW(x−Xmin)~Ti(Xmin)−
∫ x
Xmin
eW(x−τ)R−1i ~πOidτ (4.5.15)
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dont la somme des éléments correspond au temps de contrôle inférieur T4 = T6 de la
Figure 4.1 (autrement dit au temps total passé dans la chaîne de Markov pour appliquer
le contrôle inférieur) :
T4(x) = T6(x) =
∑
k=1,N
T ki (x) (4.5.16)
Des exemples numériques sur toutes ces méthodes de calcul de temps de sortie et de
contrôle seront donnés dans le Chapitre 5.
4.6 Energies
Une fois que les temps de sortie de la région de contrôle, les temps pour appliquer
le contrôle et les probabilités de sortie vers Xmax et Xmin sont connus, nous pouvons
ensuite retourner à l’équation (4.1.10) et écrire les énergies consommées dans chaque
scénario, comme :
– les énergies consommées pour appliquer le contrôle supérieur dans un état j :
ej1 = e
j
4 =
∫ T js
0
QH2j dt = QH
2
j · T
j
s (4.6.1)
– les énergies consommées pour appliquer le contrôle inférieur dans un état j :
ej2 = e
j
3 =
∫ T j
i
0
QL2jdt = QL
2
j · T
j
i (4.6.2)
Si nous considérons le caractère aléatoire du système (les quatre scénarios de la
Figure 4.1 sont possibles) et du fait que les temps de sortie vont inﬂuencer l’application
du contrôle (par exemple si le temps de sortie vers Xmax : T
j
7 est souvent très long, alors
le contrôlé supérieur sera appliqué moins fréquemment que le contrôle inférieur) nous
pouvons exprimer :
– l’énergie totale pour appliquer le contrôle supérieur dans un état j :
EHjtot = p
j
1
ej1
T j1 + T
j
s
+ pj4
ej4
T j7 + T
j
s
. (4.6.3)
– l’énergie totale pour appliquer le contrôle inférieur dans un état j :
ELjtot = p
j
2
ej2
T j3 + T
j
i
+ pj3
ej3
T j5 + T
j
i
. (4.6.4)
– l’énergie totale pour appliquer tout contrôle dans un état j (l’équivalent de l’équa-
tion (4.1.10)) :
Enjtot = EH
j
tot + EL
j
tot. (4.6.5)
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Avec ces énergies déﬁnies, nous pouvons écrire maintenant l’énergie totale consommée
par le système dans tous les états, comme :
Entot =
N∑
j=1
πjEn
j
tot. (4.6.6)
où ~π = [π1 π2 ... πN ] est le vecteur de probabilités stationnaires qui respecte la
relation ~πQ = 0.
A ce point, nous savons calculer tous les éléments du modèle probabiliste d’énergie
dont nous avons besoin pour utiliser le critère quadratique de minimisation d’énergie. Le
modèle que nous avons construit sera validé avec les résultats de la simulation en temps
continu dans le chapitre suivant.
4.7 Conclusions
Dans ce chapitre nous avons construit le modèle probabiliste d’énergie stationnaire
pour le système stochastique à commutation que nous avons déﬁni dans le Chapitre 2
avec le contrôle basé sur les événements. Dans une première partie, nous avons établi
l’objectif de notre travail et nous avons déterminé les éléments à calculer (Section 4.1)
dans le but d’appliquer le critère quadratique de minimisation. La méthode analytique
que nous proposons a permis de déterminer : les probabilités de sortie de la zone de
contrôle caractéristiques à chaque état (Section 4.2), les temps de sortie vers une limite
spéciﬁque en utilisant ces probabilités de sortie (Section 4.3), les temps de sortie soit
vers Xmin, soit vers Xmax dans un état j (Section 4.4) et les temps pour appliquer le
contrôle (Section 4.5). Ces mesures calculées nous ont aidé à formuler les expressions des
énergies consommées quand le CBE est appliqué dans la Section 4.6.
88
Chapitre 5
Comparaison des résultats
analytiques et de la simulation
Dans ce chapitre nous allons comparer les résultats du modèle probabiliste proposé
dans le Chapitre 4 et les résultats obtenus par la simulation à événements discrets que
nous avons présentée dans le Chapitre 3. L’approche consiste à vériﬁer les énergies par
scénarios (Figure 4.1), et les probabilités caractéristiques à chaque scénario (4.2.7) -
(4.2.7), en suivant les méthodes analytiques que nous avons introduites dans le Chapitre
4. Dans la Section 5.1 nous allons présenter les résultats numériques obtenus pour les
moments de performabilité d’ordre 1 et 2 qui nous aident à calculer le critère quadra-
tique utilisé dans le chapitre précèdent (4.1.1). La Section 5.2 est réservée au calcul des
probabilités et des temps de sortie de la région de contrôle, suivie par la Section 5.3,
dans laquelle nous présentons les résultats pour déterminer les temps de sortie caracté-
ristiques à chaque état du système. Ce dernier résultat motive nos études pour valider
les temps nécessaires pour appliquer le contrôle dans la Section 5.4. Une fois que nous
avons calculé les probabilités, les temps de sortie et les temps de contrôle, nous pouvons
calculer les énergies consommées pour appliquer le contrôle basé sur les événements dans
la Section 5.5. Dans la dernière Section 5.7 nous traitons les problèmes numériques que
nous avons rencontrés dans notre travail.
5.1 Moments de performabilité sans contrôle
Dans cette section nous allons présenter les résultats numériques obtenus dans l’étape
dé vériﬁcation et de validation des moments de performabilité que nous avons introduits
dans la Section 4.1 du chapitre précèdent. Nous allons utiliser les deux premiers moments
de performabilité (4.1.5) - (4.1.8) pour réaliser la comparaison avec la moyenne de X,
respectivement avec le deuxième moment de X sur les Nr simulations lancées.
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Un des paramètres que nous avons besoin de calculer pour appliquer le critère qua-
dratique de performance (4.1.1) est le moment d’ordre 2 que nous avons noté E[x2(t)].
Nous allons d’abord présenter des résultats obtenus pour l’intégrateur commuté sans
restrictions de contrôle, suivi par les résultats obtenus pour l’intégrateur contrôlé.
Prenons un premier exemple d’intégrateur n’ayant que des états qui sont caractérisés
par des taux de variation positives. Cette première expérience de simulation permet de
montrer la diﬀérence avec le cas d’un comportement aléatoire du système. Les exemples
suivants seront réalisés avec des taux de variation de signe diﬀérent comme déﬁni dans
le Chapitre 2.
Soit l’intégrateur commuté à deux états avec les paramètres suivants :
– les taux de variation des états : r1 = 3, r2 = 4,
– les taux de transition entre les états : λ12 = 3, λ21 = 2,
– sur une durée de simulation de Tf = 1000 unités de temps,
– et un nombre de réplications Nr = 2000.
Les erreurs que nous avons obtenues entre les résultats de la simulation et les résultats
de la méthode analytique, pour chaque momentmk, k ∈ {1, 2}, sont calculées en utilisant
la formule :
Erreurmk =
|mksim −mkanalytique|
mksim
× 100 (5.1.1)
Dans la Figure 5.1 nous représentons les erreurs entre la simulation et la méthode
analytique, que nous avons obtenu pour l’intégrale du premier moment de performabilité
(4.1.6), respectivement pour l’intégrale du deuxième moment de performabilité (4.1.9).
Nous observons que les deux erreurs obtenues ont des valeurs faibles, limitées à 0.18%
pour m1(t) et 0.38% pour m2(t). En moyenne, sur les Nr simulations, nous avons obtenu
une erreur de 0.009% pour m1(t), et 0.01% pour m2(t).
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Figure 5.1 – Erreurs méthode analytique - simulation pour a) m1(t) et b) m2(t).
Prenons maintenant l’évolution du système ayant des taux de variation de signes
diﬀérents (r1 > 0, r2 < 0). Soit l’intégrateur commuté à deux états avec les paramètres
suivants :
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– les taux de variation : r1 = 3, r2 = −2,
– les taux de transition entre les états λ12 = 0.4, λ21 = 0.6,
– la période statistique dsampl = 0.01.
Les Nr = 10.000 simulations ont été réalisées sur une durée de simulation de
Tf = 2000 unités de temps. Comme les taux de variation ont des signes diﬀérents,
le comportement aléatoire du système va introduire une diﬃculté de calcul supplémen-
taire. Dans la Figure 5.2 nous pouvons observer la diﬀérence de comportement entre un
intégrateur ayant uniquement des taux de variation positives, et un intégrateur ayant
des taux de variation de signe diﬀérent. Cet aspect du comportement du système va
inﬂuencer le choix du nombre de simulations eﬀectuées (Nr), la durée du calcul (Tf), etc.
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Figure 5.2 – La variable d’état x(t) pour un intégrateur avec des taux de variation a)
positifs b) de signe diﬀérent.
Si nous comparons les espérances des deux moments de performabilité de la même
manière que pour l’intégrateur précédent (Nr = 10.000, Tf = 2000), nous obtenons les
erreurs présentées dans la Figure 5.3. Encore une fois, nous observons que même pour
un intégrateur ayant des taux de variation de signe diﬀérent, les erreurs obtenues sont
faibles. Nous obtenons une erreur inférieure à 0.76% pour m1(t) et inférieure à 0.85%
pour m2(t). En moyenne, sur les Nr simulations, une erreur de 0.12% a été obtenue pour
m1(t), et 0.25% pour m2(t).
Prenons l’intégrateur précèdent avec des taux de variation de signes diﬀérents, sur
lequel nous appliquons le contrôle basé sur les événements dans la zone de contrôle :
[Xmin, Xmax] = [−10, 10] avec les points d’arrêt du contrôle suivants : XH = 5, XL = −5.
Nr = 50.000 simulations ont été eﬀectuées sur des durées de simulation variables. La zone
de contrôle limite l’évolution de la variable d’état, donc à chaque simulation, la durée
ﬁnale de simulation (Tf) sera variable, car nous arrêtons la simulation quand une limite
(soit Xmin, soit Xmax) est atteinte. Du point de vue analytique, la durée de simulation
représente le temps de sortie de la zone de contrôle que nous allons présenter dans la
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Figure 5.3 – Erreurs m1(t), m2(t) pour un intégrateur avec des taux de variation
diﬀérents.
Section 5.2.
Si nous comparons les erreurs des intégrales des moments de performabilité que nous
calculons pour l’intégrateur contrôlé, nous obtenons des erreurs inférieures à 0.22% pour
m1(t), et 0.56% pour m2(t), comme représenté dans la Figure 5.4.
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Figure 5.4 – Erreurs de m1(t), m2(t) pour un intégrateur contrôlé avec des taux de
variation diﬀérents.
Ces derniers résultats nous conﬁrment que le moment d’ordre 2 de la variable d’état,
pourra être utilisé dans le critère quadratique de performance (4.1.1). Aﬁn de pouvoir
calculer l’énergie consommée pour appliquer le contrôle, u2(t), nous avons besoin de
valider plusieurs paramètres que nous présentons dans les sections suivantes.
5.2 Probabilités et temps de sortie
Les résultats que nous allons présenter dans cette section correspondent aux mé-
thodes analytiques présentées dans les Sections 4.2 et 4.3. Dans une première étape nous
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présentons les probabilités de sortie de la région de contrôle, suivi par les résultats des
temps de sortie de cette région.
Commençons par un intégrateur à commutation à deux états, avec des taux de va-
riation diﬀérents associés à chaque état : r1 > 0 et r2 < 0. L’ensemble de données que
nous considérons pour la validation contient les paramètres suivants :
– les taux de variation : r1 = 7, r2 = −4, avec
– les variables de contrôle : QH1 = 8, QH2 = 0.5, QL1 = 0.5, QL2 = 5 qui respectent
les règles du contrôle : 

r1 −QH1 < 0 r2 −QH2 < 0
r1 +QL1 > 0 r2 +QL2 > 0
– les taux de transition entre les états : λ12 = 9, λ21 = 5,
– la zone de contrôle : Xmax = 1, Xmin = 0, avec
– les points d’arrêt du contrôle : XH = 0.8, XL = 0.4, et
– la période statistique dsampl = 0.01.
Nr = 500.000 simulations sont eﬀectuées en suivant les scénarios que nous avons
représentés dans la Figure 4.1. Plus spéciﬁque, nous avons démarré les simulations dans
l’état 1 ou 2, et dans un point précis (XH ou XL). Quand le système arrive à Xmin ou à
Xmax nous appliquons le contrôle supérieur ou inférieur jusqu’au moment où le système
arrive en XH ou XL. Les probabilités et les temps moyens de sortie seront calculés sur
les Nr simulations.
Pour appliquer la méthode analytique, nous utilisons l’équation (4.2.15). Nous écri-
vons cette équation pour l’intégrateur à commutation à deux états, dans le cas où Xmax
est atteint :

 r1 0
0 r2

 ·


dπ1up(x)
dx
dπ2up(x)
dx

+

 −λ12 λ12
λ21 −λ21


T
·

 π
1
up(x)
π2up(x)

 = 0 (5.2.1)
où π1up(x) et π
2
up(x) sont les probabilités de sortie vers Xmax en partant de l’état 1,
respectivement en partant de l’état 2. De la même manière nous utilisons l’équation
(4.2.17) pour l’intégrateur à deux états, où π1dw(x) et π
2
dw(x) sont les probabilités d’arriver
à la limite minimale en partant de l’état 1, respectivement en partant de l’état 2 :

 r1 0
0 r2

 ·


dπ1
dw
(x)
dx
dπ2
dw
(x)
dx

+

 −λ12 λ12
λ21 −λ21


T
·

 π
1
dw(x)
π2dw(x)

 = 0 (5.2.2)
Toutes ces probabilités de sortie (π1up(x), π
2
up(x), π
1
dw(x), π
2
dw(x)) vériﬁent les condi-
tions aux limites suivantes :
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a) π1up(Xmax) = 1 (5.2.3)
b) π2up(Xmin) = 0 (5.2.4)
c) π1dw(Xmax) = 0 (5.2.5)
d) π2dw(Xmin) = 1 (5.2.6)
qui s’expliquent facilement à l’aide des taux de variation associés à chaque état. Par
exemple si le système démarre dans l’état 1 (avec r1 > 0), en Xmax, alors la probabilité
d’arriver à Xmax est 1 (5.2.3), car le système est déjà dans la limite maximale. Si le
système démarre en Xmin, dans un état 2 (avec r2 < 0), alors il n’arrivera pas à Xmax,
donc la probabilité de sortie vers la limite maximale est zéro (5.2.4).
Probabilités Méthode analytique Simulation Erreurs[%]
π1up(XH) 0.8856 0.8850 0.0678
π1dw(XH) 0.1144 0.1150 0.5217
π1up(XL) 0.6585 0.6574 0.1670
π1dw(XL) 0.3414 0.3426 0.3503
π2up(XH) 0.4405 0.4393 0.2724
π2dw(XH) 0.5595 0.5607 0.2140
π2up(XL) 0.2170 0.2181 0.5044
π2dw(XL) 0.7830 0.7819 0.1405
Table 5.1 – Les probabilités de sortie vers Xmax, Xmin pour un intégrateur commuté à
deux états.
Dans la Figure 5.5 nous représentons les probabilités de sortie vers Xmax ou Xmin,
qui sont les solutions des équations (5.2.1) - (5.2.7) pour l’intégrateur à commutation à
deux états que nous utilisons dans cette section. Dans cette ﬁgure nous observons que les
probabilités obtenues respectent les conditions aux limites (5.2.3) - (5.2.6). Nous présen-
tons aussi les résultats numériques dans le Tableau 5.1. Entre les résultats analytiques
et les résultats de la simulation nous obtenons une erreur inférieure à 0.52%. Les erreurs
faibles pour les probabilités nous indiquent que la méthode que nous avons réalisée dans
la Section (4.2) fonctionne.
En continuant le raisonnement de la Section 4.3 pour déterminer les temps de sortie
vers la limite maximale Xmax, nous utilisons les probabilités de sortie obtenues ci-dessus.
L’équation (4.3.2) pour l’intégrateur à commutation à deux états que nous avons consi-
déré, devient :

 r1 0
0 r2

 ·


dγ1
dw
(x)
dx
dγ2
dw
(x)
dx

+

 −λ12 λ12
λ21 −λ21


T
·

 γ
1
dw(x)
γ2dw(x)

+

 π
1
up(x)
π2up(x)

 = 0 (5.2.7)
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Figure 5.5 – Probabilités de sortie vers Xmin et Xmax pour un intégrateur commuté à
deux états.
où ~γup(x) est le vecteur des fonctions qui caractérisent les couples “temps de sortie -
probabilité de sortie” vers Xmax :
~γup(x) =
[
γ1up(x) γ
2
up(x)
]T
Une équation similaire de type (4.3.4) peut être utilisée pour le vecteur des fonctions
caractéristiques aux couples “temps de sortie - probabilité de sortie vers Xmin” (~γdw(x)) :
~γdw(x) =
[
γ1dw(x) γ
2
dw(x)
]T
Les deux vecteurs utilisés dans les équations précédentes (~γup(x), ~γdw(x)), respectent
les conditions aux limites suivantes :
γ1up(Xmax) = γ
1
dw(Xmax) = 0 (5.2.8)
γ2up(Xmin) = γ
2
dw(Xmin) = 0 (5.2.9)
Si nous représentons ces fonctions “temps de sortie - probabilités de sortie”, nous
observons dans la Figure 5.6 que les conditions aux limites (5.2.8) - (5.2.9) se respectent.
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Figure 5.6 – Fonctions γup(x) et γdw(x) (probabilités de sortie vers Xmin et Xmax
multipliées par le temps Tup(x), respectivement par Tdw(x)).
Une fois ces fonctions calculées, nous pouvons déterminer les temps de sortie de la
zone de contrôle en utilisant les équations (4.3.11) - (4.3.12) :
T 1up(x) =
γ1up(x)
π1up(x)
T 2up(x) =
γ2up(x)
π2up(x)
(5.2.10)
T 1dw(x) =
γ1dw(x)
π1dw(x)
T 2dw(x) =
γ2dw(x)
π2dw(x)
(5.2.11)
qui sont représentés dans la Figure 5.7, et qui vériﬁent aussi les conditions aux limites :
T 1up(Xmax) = T
2
dw(Xmin) = 0
T 2up(Xmin) = T
1
dw(Xmax) = 0
La comparaison entre les résultats analytiques et les résultats de la simulation est
donnée dans le Tableau 5.2. Les erreurs faibles (inférieures à 0.82%) entre la simulation
et la méthode analytique, nous indiquent que la méthode de calcul proposée pour les
temps de sortie de la région de contrôle est valide.
Nous appliquons maintenant la méthode analytique pour un intégrateur commuté à
plusieurs états, plus spéciﬁque pour un intégrateur commuté à quatre états, avec diﬀé-
rents taux de variation associés à chaque état, et les variables d’entrée suivantes :
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Temps de sortie Simulation Analytique Erreurs[%]
T 1up(XL) 0.1278 0.1276 0.1565
T 2up(XL) 0.1973 0.1974 0.0507
T 1up(XH) 0.0486 0.0482 0.8299
T 2up(XH) 0.1792 0.179 0.1116
T 1dw(XL) 0.2337 0.2344 0.2986
T 2dw(XL) 0.1335 0.1335 0
T 1dw(XH) 0.2829 0.2824 0.1771
T 2dw(XH) 0.2463 0.2457 0.2436
Table 5.2 – Les temps de sortie vers Xmax, Xmin pour un intégrateur commuté à deux
états.
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Figure 5.7 – Temps de sortie vers Xmin et Xmax pour un intégrateur commuté à deux
états.
– les taux de variation : r1 = 9, r2 = −4, r3 = 6, r4 = −8,
– la zone de contrôle : Xmax = 1, Xmin = 0,
– les points d’arrêt du contrôle : XH = 0.8, XL = 0.4,
– la période statistique dsampl = 0.01,
– les variables de contrôle : QH1 = 10, QH2 = 0.5, QH3 = 7, QH4 = 0.5, QL1 = 0.5,
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QL2 = 5, QL3 = 0.5, QL4 = 9 qui respectent les règles du contrôle :


rj −QHj < 0 si x(t) = Xmin
rj +QLj > 0 si x(t) = Xmax
– le générateur du système :
Q =


−45 16 12 17
9 −20 5 6
10 12 −30 8
12 13 15 −40


(5.2.12)
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Figure 5.8 – Probabilités et temps de sortie vers Xmin et Xmax pour un intégrateur à
quatre états.
De la même façon, Nr = 100.000 simulations ont été réalisées en suivant les quatre
scénarios d’évolution (Figure 4.1) (départ dans un certain état en XH ou XL, arrivée
aux limites, et application du contrôle) sur un grand nombre de réplications.
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En passant par les mêmes étapes que pour l’intégrateur à deux états, nous allons
obtenir les probabilités de sortie et les temps de sortie de la région de contrôle, comme
représentées dans la Figure 5.8. Par contre, dans le Tableau 5.3, nous présentons seule-
ment les valeurs numériques des temps de sortie obtenus par la méthode numérique
et par la simulation, car les erreurs dans ce cas sont plus importantes (les erreurs des
probabilités de sortie restent toujours inférieures à 0.5%).
Temps de sortie Simulation Analytique Erreurs[%]
T 1up(XL) 0.2082 0.2085 0.14
T 2up(XL) 0.2683 0.2697 0.51
T 3up(XL) 0.2156 0.2159 0.13
T 4up(XL) 0.2595 0.2592 0.11
T 1up(XH) 0.0840 0.0844 0.47
T 2up(XH) 0.1893 0.1905 0.62
T 3up(XH) 0.0879 0.0874 0.56
T 4up(XH) 0.1767 0.1772 0.28
T 1dw(XL) 0.2482 0.248 0.08
T 2dw(XL) 0.1863 0.1867 0.21
T 3dw(XL) 0.2602 0.2588 0.53
T 4dw(XL) 0.1661 0.166 0.06
T 1dw(XH) 0.3211 0.321 0.03
T 2dw(XH) 0.3083 0.3075 0.25
T 3dw(XH) 0.3278 0.3276 0.06
T 4dw(XH) 0.2833 0.2826 0.24
Table 5.3 – Les temps de sortie vers Xmax, Xmin pour un intégrateur à quatre états.
Les faibles erreurs obtenues pour les temps de sortie (inférieures à 0.62%), conﬁrment
encore une fois que la méthode pour calculer les temps de sortie d’une région de contrôle
fonctionne aussi pour des systèmes à plusieurs états.
Une fois que nous avons la certitude que les probabilités de sortie de la zone de
contrôle sont correctes :
P jXHXmax = π
j
up(XH)
P jXHXmin = π
j
dw(XH)
P jXLXmax = π
j
up(XL)
P jXLXmin = π
j
dw(XL)
nous pouvons calculer les probabilités des scénarios dont nous avons besoin, en utilisant
les équations (4.2.5) - (4.2.6) pour les probabilités P jH et P
j
L, et les équations (4.2.7) -
(4.2.10) pour {pj1, p
j
2, p
j
3, p
j
4}, j ∈ {1, 2, 3, 4}.
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Dans le Tableau 5.4 nous observons que la méthode de calcul des probabilités de
départ en XH ou en XL nous donne des erreurs inférieurs à 0.98%, ce qui conﬁrme sa
validité même pour des intégrateurs aux états multiples. En ce qui concerne les proba-
bilités de chaque scénario (pj1, p
j
2, p
j
3, p
j
4), le Tableau 5.5 contient les erreurs simulation
- analytique correspondant aux quatre états du système. Les erreurs faibles (maximum
0.95%) vériﬁent encore une fois les deux méthodes (pour les probabilités et pour les
temps de sortie), et nous aident à continuer le travail de calcul des énergies consommées
pour appliquer le contrôle (4.1.10).
Probabilité Analytique Simulation Erreurs[%]
P 1H 0.7575 0.7606 0.40
P 2H 0.4373 0.4394 0.47
P 3H 0.7712 0.7693 0.24
P 4H 0.4330 0.4332 0.04
P 1L 0.2425 0.2398 0.98
P 2L 0.5627 0.5606 0.37
P 3L 0.2288 0.2307 0.82
P 4L 0.5670 0.5668 0.03
Table 5.4 – Probabilité de départ, en XH et XL, dans diﬀérents états.
Probabilités Méthode analytique Simulation Erreurs[%]
p11 0.6321 0.6374 0.83
p21 0.1254 0.1242 0.95
p31 0.1171 0.1177 0.50
p41 0.1254 0.1248 0.48
p12 0.2675 0.2689 0.52
p22 0.1699 0.1705 0.35
p32 0.1693 0.1688 0.29
p42 0.0732 0.0738 0.81
p13 0.6503 0.6476 0.41
p23 0.1209 0.1218 0.73
p33 0.1143 0.1145 0.17
p43 0.1282 0.1280 0.15
p14 0.2635 0.263 0.19
p24 0.1696 0.1702 0.35
p34 0.1700 0.1697 0.17
p44 0.0725 0.0728 0.41
Table 5.5 – Les probabilités des scénarios pour chaque états du système.
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5.3 Résultats des temps de sortie caractéristiques à
chaque état
Dans cette section nous présentons les résultats numériques que nous avons obtenus
pour calculer les temps de sortie de la zone de contrôle caractéristiques à chaque état
(Section 4.4). Comme déjà remarqué dans la Section 4.4, dans cette étape nous calculons
les temps de séjour passés dans un état j avant d’atteindre soit Xmin, soit
Xmax, en partant en mode aléatoire de l’état 1 ou de 2, en fonction des
probabilités stationnaires de la chaîne de Markov (p10, p
2
0). C’est une méthode
importante car elle nous a permis de construire et de vériﬁer les temps nécessaires pour
appliquer le contrôle.
Les exemples suivants sont construits pour des intégrateurs à deux états. Utilisons
l’équation (4.4.6) pour un intégrateur commuté à deux états :

 r1 0
0 r2

 ·


dT1(x)
dx
dT2(x)
dx

+

 −λ12 λ12
λ21 −λ21


T
·

 T1(x)
T2(x)

+

 p
1
0
p20

 = 0 (5.3.1)
où p10 et p
2
0 sont les probabilités stationnaires de la chaîne de Markov, et T1(x), T2(x) les
temps de sortie de la région de contrôle qui ont la signiﬁcation suivante :
– T1(x) est le temps moyen de séjour dans l’état 1, avant que le système arrive aux
limites de contrôle, et avec un état initial de départ choisi aléatoirement.
– T2(x) est le temps moyen de séjour dans l’état 2 avant que le système arrive aux
limites de contrôle, et avec un état initial de départ choisi aléatoirement.
Ces deux temps respectent les conditions aux limites :
T1(Xmax) = 0, T2(Xmin) = 0
Une fois ces temps déterminés, nous pouvons calculer le temps moyen total passé
dans la chaîne de Markov avant d’arriver soit à Xmin soit à Xmax :
Ttot(x) = T1(x) + T2(x) (5.3.2)
Prenons par exemple l’intégrateur commuté à deux états caractérisé par les para-
mètres suivants :
r1 = 2, r2 = −7 , λ12 = 0.2, λ21 = 0.7,
Xmax = 200, Xmin = −200 , XH = 50, XL = −50, dsampl = 1.
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Si nous appliquons la méthode analytique pour sortir de la zone de contrôle, nous
allons obtenir les temps de sortie T1(x), T2(x) et Ttot(x) comme représentés dans la Figure
5.9.
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Figure 5.9 – Temps moyens de sortie vers Xmin et Xmax caractéristiques à chaque état.
Concernant la simulation, nous avons démarré en mode aléatoire :
– soit de XH , soit de XL en fonction des probabilités pour appliquer le contrôle
inférieur ou supérieur. Dans la simulation, ces probabilités ont été obtenues sur Nr
simulations, qui ont démarré dans un point de départXm = (Xmax−Xmin)/2. Nous
comptons le nombre de fois quand le système s’arrête en XH (nH), respectivement
en XL (nL) après avoir appliqué le contrôle. En fonction de nH et nL nous calculons
les probabilités pour démarrer la simulation en XH ou en XL.
– soit dans l’état 1, soit dans l’état 2, en fonction des probabilités stationnaires (p10,
p20).
Dans l’étape de validation nous faisons les comparaisons suivantes :
– Ttot(XH) analytique correspond à un temps de simulation que nous notons :
TXHsim = pXHXmax · T1 + pXHXmin · T3,
car Ttot(XH) signiﬁe le temps total passé dans la chaîne de Markov en partant de
XH , soit de l’état 1 soit de 2 avec une arrivée aussi aléatoire soit vers Xmax, soit
vers Xmin.
– Ttot(XL) analytique correspond à un temps de simulation que nous notons :
TXLsim = pXLXmax · T7 + pXLXmin · T5,
car Ttot(XL) est le temps total passé dans la chaîne de Markov en partant de XL,
soit de l’état 1 soit de 2 avec une arrivée aussi aléatoire soit vers Xmax, soit vers
Xmin.
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Les résultats numériques de ces temps sont donnés dans le Tableau 5.6. Nous pouvons
observer les erreurs faibles entre l’approche analytique proposée dans la Section 4.4 et la
simulation.
Ttot(XH) Ttot(XL)
Simulation 1253 1277.9
Analytique 1261 1279
Erreurs[%] 0.63 0.08
Table 5.6 – Les temps de sortie de [Xmin, Xmax] en partant de XH , XL pour un inté-
grateur commuté à deux états.
Nous faisons la remarque que le choix des paramètres d’entrée du système (les taux de
variation, la dimension de la zone de contrôle, les paramètres de contrôle, etc.) inﬂuence
les temps de sortie que nous calculons. En conséquence, nous appliquons la méthode
analytique sur plusieurs ensembles de paramètres d’entrée, pour un intégrateur à deux
états (Tableau 5.7). Nr = 100.000 réplications ont été eﬀectuées, pour lesquelles nous
avons calculé les temps moyens de sortie.
Nr. r1 r2 λ12 λ21 Xmax Xmin XH XL
1 8 -5 0.7 0.4 60 -60 25 -25
2 10 -15 0.4 0.8 100 -100 50 -50
3 5 -6 0.6 0.7 200 0 150 50
4 20 -20 0.5 0.5 500 -500 200 -200
5 100 -150 1.7 3 300 -300 100 -100
Table 5.7 – Ensembles de paramètres pour les simulations.
Nr. Analytique Simulation Erreur [%] Erreur [%]
Ttot(XH) Ttot(XL) Ttot(XH) Ttot(XL) Ttot(XH) Ttot(XL)
1 53.97 45.57 53.83 45.35 0.26 0.48
2 188.6 170.3 188.20 170.11 0.21 0.11
3 25.69 41.64 25.65 41.85 0.15 0.50
4 287.50 287.50 290.89 284.31 1.16 1.10
5 12.43 15.55 12.57 15.34 1.11 1.35
Table 5.8 – Comparaisons simulation - analytique pour les temps de sortie des ensembles
de paramètres du Tableau 5.7.
Les erreurs entre les temps de sortie obtenus par la simulation et par la méthode
analytique (Section 4.4) sont données dans le Tableau 5.8. Nous observons que, malgré
une grande zone de contrôle (ensemble 4), ou des valeurs grands des taux de variation
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(ensemble 5), nous obtenons des erreurs faibles, inférieures à 1.35%. Ces résultats nous
aident dans le calcul des temps de contrôle que nous présentons dans la section suivante.
5.4 Résultats des temps de contrôle
Après la validation de la méthode de calcul des temps de séjour caractéristiques à
chaque état, nous pouvons calculer maintenant les temps de contrôle, car la méthode
présentée dans la Section 4.4 s’applique aussi dans les zones avec contrôle supérieur ou
inférieur. Dans la Figure 5.10 sont représentés les temps de contrôle dans les quatre scé-
narios d’évolution. Cette représentation nous permet de considérer les temps de contrôle
comme des temps de sortie d’une région de contrôle spéciﬁque (soit [XH , Xmax], soit
[Xmin, XL]).
Figure 5.10 – Les temps de contrôle supérieur T2 = T8 et T4 = T6.
Prenons par exemple un intégrateur à deux états caractérisé par (r1 > 0) et (r2 < 0)
sur lequel nous appliquons le contrôle basé sur les événements ; nous voulons calculer les
temps T2 et T4 nécessaires pour appliquer le contrôle supérieur, respectivement inférieur.
Dans le cas de contrôle supérieur, l’équation (4.5.7) devient :

 r1 −QH1 0
0 r2 −QH2

 ·


dT 1s (x)
dx
dT 2s (x)
dx

+

 −λ12 λ12
λ21 −λ21


T
·

 T
1
s (x)
T 2s (x)

+

 p
1
0
p20

 = 0
(5.4.1)
où la matrice R est la matrice des taux de variation avec contrôle tel que :

r1 −QH1 < 0
r2 −QH2 < 0,
T 1s (x) est le temps de séjour dans l’état 1 et T
2
s (x) est le temps de séjour dans l’état
2 quand x(t) ∈ [XH , Xmax] ; ces temps respectent les conditions aux limites suivantes :
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T 1s (XH) = 0, T
2
s (XH) = 0
En regardant l’automate stochastique hybride que nous l’avons construit pour l’in-
tégrateur à deux états (Figure 2.5) et tenant compte des hypothèses établies dans le
Chapitre 2, nous observons que le système peut arriver en Xmax seulement dans un
état ayant un taux de variation positif (r1 > 0). Donc les probabilités p10 et p
2
0 pour
l’intégrateur à deux états sont :
p10 = 1
p20 = 0
Une fois T 1s (x) et T
2
s (x) calculés, nous pouvons déterminer le temps de contrôle total
(le temps que le système passe dans les états avec contrôle supérieur avant d’arriver à
XH) :
T2(x) = T 1s (x) + T
2
s (x) (5.4.2)
La méthode reste valable aussi dans le cas d’application du contrôle inférieure, quand
le temps total pour appliquer le contrôle T4 est calculé comme :
T4(x) = T 1i (x) + T
2
i (x) (5.4.3)
où T 1i (x) et T
2
i (x) sont les solutions du type (4.5.15) de l’équation (4.5.12) pour l’inté-
grateur considéré :

 r1 +QL1 0
0 r2 +QL2

·


dT 1
i
(x)
dx
dT 2
i
(x)
dx

+

 −λ12 λ12
λ21 −λ21


T
·

 T
1
i (x)
T 2i (x)

+

 p
1
0
p20

 = 0 (5.4.4)
Dans le cas de contrôle inférieur, puisque le système ne peut pas arriver à Xmin que dans
un état ayant un taux de variation négatif (r2 < 0), les probabilités p10 et p
2
0 sont :
p10 = 0
p20 = 1
En ce qui concerne la simulation de ce système, aﬁn de déterminer les temps de
contrôle, nous démarrons les simulations directement soit en Xmax soit en Xmin et nous
calculons les temps nécessaires pour appliquer le contrôle jusqu’à {x(t) = XH}, respec-
tivement {x(t) = XH}, en moyenne sur les Nr réplications.
Prenons l’ensemble des données que nous avons utilisé pour calculer les temps de
sortie de la zone de contrôle (Section 5.2) de ce chapitre :
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r1 = 7, r2 = −4 , λ12 = 9, λ21 = 5,
Xmax = 1, Xmin = 0 , XH = 0.8, XL = 0.4, dsampl = 0.01,
sur un nombre de Nr = 500.000 simulations. Dans la simulation, nous avons appliqué
des diﬀérentes variables de contrôle, comme représenté dans le Tableau 5.9. Dans ce ta-
bleau nous donnons les valeurs des temps de contrôle supérieur et inférieur, obtenus par
la méthode analytique, et par la simulation à événements discrets, avec les erreurs cor-
respondantes à la méthode analytique exposée dans cette section. Les erreurs inférieurs
à 0.16% (0% dans plusieurs cas), nous indiquent que la méthode analytique de calcul
pour les temps de contrôle fonctionne pour l’intégrateur à deux états que nous avons
considéré.
QH1 QH2 QL1 QL2 Simulation Analytique Erreur Erreur
T2 T4 T2 T4 T2[%] T4[%]
12 1 1 12 0.04 0.05 0.04 0.05 0 0
15 2 4 6 0.0258 0.1511 0.0258 0.1512 0 0.06
8 0.5 0.5 5 0.1207 0.2238 0.1209 0.2237 0.16 0.04
10 0.1 0.2 12 0.0625 0.0505 0.0625 0.0505 0 0
Table 5.9 – Les temps de contrôle supérieur (T2 = T8) et inférieur (T4 = T6) pour
diverses paramètres de contrôle.
Si nous considérons un système plus complexe à quatre états, avec {r1 > 0, r3 > 0} et
{r2 < 0, r4 < 0}, qui est caractérisé par un automate stochastique hybride comme celui
représenté dans la Figure 4.8, alors nous pouvons appliquer le même raisonnement que
dans l’exemple précèdent. Rappelons que dans les équations (4.5.7) - (4.5.12), les vecteurs
de probabilité ~πOs, ~πOi suivent les déﬁnitions que nous avons fourni en (4.5.6) - (4.5.13).
Par exemple, pour cet intégrateur commuté à quatre états, le vecteur de probabilité ~πOs
prend la forme (4.5.10).
Les paramètres utilisés pour ce système à quatre états sont les suivantes :
– les taux de variation caractéristiques à chaque état r1 = 9, r2 = −4, r3 = 6,
r4 = −8,
– les variables de contrôle : QH1 = 9.5, QH2 = 0.5, QH3 = 7, QH4 = 0.3, QL1 = 0.5,
QL2 = 5, QL3 = 0.2, QL4 = 9,
– l’intervalle de contrôle : Xmax = 1, Xmin = 0, XH = 0.8, XL = 0.4 ;
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– le générateur de la chaîne de Markov :
Q =


−45 16 12 17
9 −20 5 6
10 12 −30 8
12 13 15 −40


Les simulations ont été réalisées en partant en mode aléatoire selon les vecteurs de
probabilité ~πOs, respectivement ~πOi. Les points de départ XH et XL ont été choisis de
manière aléatoire aussi, selon les probabilités de départ de ces deux points (calculées
a priori sur une durée de simulation, Tf , ﬁxe). Nous avons simulé en total un nombre
de Nr = 50.000 simulations, pour lesquels nous avons calculé les temps de contrôle
comme représenté dans le Tableau 5.10. En regardant les erreurs entre la simulation
et la méthode analytique pour ces temps de contrôle, nous observons l’eﬃcacité de la
méthode. Les erreurs sont plus grandes que pour l’intégrateur commuté à deux états,
mais restent toujours assez faibles (inférieures à 1.12%). Nous pouvons donc conﬁrmer
la validité de notre approche analytique.
Temps de contrôlé Simulation Analytique Erreurs[%]
T2 = T8 0.0819 0.0828 1.08
T4 = T6 0.1409 0.1425 1.12
Table 5.10 – Les temps de contrôle supérieur (T2 = T8) et inférieur (T4 = T6) pour un
intégrateur à quatre états.
Les résultats que nous avons présentés dans cette section nous montrent que modèle
analytique pour calculer les temps de contrôle, que nous avons construit dans le Cha-
pitre 4, correspond bien à la simulation. Nous allons utiliser les paramètres de ces deux
exemples dans la section suivante, aﬁn de valider les énergies consommées par le système
pour appliquer le contrôle basé sur le événements.
5.5 Energies de contrôle
Une fois que nous avons calculé les temps de sortie de la région de contrôle, respec-
tivement les temps de contrôle, nous pouvons déterminer les énergies de contrôle que
nous avons présentées dans la Section 4.6. Nous calculons les énergies consommées pour
appliquer le contrôlé supérieur ou inférieur dans chaque état (4.6.1) - (4.6.2), respec-
tivement les énergies totales (4.6.3) - (4.6.5). Nous allons donner les résultats pour les
deux systèmes que nous avons utilisés dans la Section 5.2 : l’intégrateur à deux états,
respectivement à quatre états.
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Commençons par l’intégrateur commuté à deux états pour lequel les temps de contrôle
respectent les équations (5.4.1) - (5.4.4), les temps de sortie vériﬁent les équations (5.2.10)
- (5.2.11), et les probabilités de scénarios les équations (4.2.7) - (4.2.10). Nous rappelons
que ces paramètres ont été déjà validés dans les sections précédentes (sections 5.2, 5.3 et
5.4).
Energies de contrôlé Simulation Analytique Erreurs [%]
e11 voir (4.6.1) 5.1278 5.1280 0.005
e21 0.0001 0.0001 0
e12 voir (4.6.2) 0.0002 0.0002 0
e22 6.4911 6.4873 0.058
Entot voir (4.6.6) 11.6192 11.6158 0.02
Table 5.11 – Les énergies de contrôle pour un intégrateur à deux états.
Energies de contrôle Simulation Analytique Erreurs [%]
e11 voir (4.6.1) 2.1607 2.1552 4.77
e21 0.0047 0.0046 0.4
e31 1.5068 1.603 6.00
e41 0.0008 0.00079 1.25
e12 voir (4.6.2) 0.0043 0.0043 0
e22 1.7243 1.8667 7.62
e32 0.0009 0.00087 3.33
e42 2.6413 2.3785 9.94
Entot voir (4.6.6) 8.0282 7.9117 1.45
Table 5.12 – Les énergies de contrôle pour un intégrateur à quatre états.
Dans le Tableau 5.11 nous présentons les résultats numériques de la simulation (Nr =
50.000 simulations) et de la méthode analytique proposée dans la Section 4.6. Les erreurs
numériques faibles (moins de 0.06%) nous conﬁrment que la méthode pour l’intégrateur
commuté à deux états fonctionne.
Nous continuons les vériﬁcations aussi pour des systèmes aux états multiples, plus
spéciﬁquement pour l’intégrateur commuté à quatre états que nous avons étudié dans la
Section 5.2. Nous avons constaté que si le nombre d’états augmente, des erreurs plus éle-
vées peuvent apparaître dans le calcul des énergies consommées pour appliquer le contrôle
en chaque état. Par contre, au niveau de l’énergie totale consommée pour appliquer le
contrôle, les erreurs restent inférieures à 1.45%.
En eﬀet, dans la méthode analytique, les probabilités de sortie caractéristiques à
chaque état prend des valeurs très petites et doivent être vériﬁées avec un nombre des
simulations considérablement plus grand (on n’a pas la garantie dans ces cas que les
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résultats de la simulation sont précis).
Dans cette section nous avons fermé la boucle des résultats numériques qui font la
comparaison entre l’approche analytique et la simulation des intégrateurs stochastiques à
commutation. Ces derniers résultats des énergies consommées pour appliquer le contrôle,
nous permet de déterminer le dernier paramètre (u2(t)) du coût quadratique de perfor-
mance, déﬁni dans la Section 4.1.
5.6 Coût quadratique total
Une fois que toutes les paramètres des sections précédentes ont été calculées (l’énergie
consommée pour appliquer le contrôle, et le moment d’ordre 2 de la variable d’état),
nous pouvons calculer le coût quadratique total (4.1.1) que nous avons déﬁni dans le
Chapitre 4. Aﬁn de comparer les coûts obtenus par la simulation, respectivement par la
méthode analytique, nous considérons deux intégrateurs stochastiques à commutation à
deux états, avec les paramètres qui sont donnés dans le Tableau 5.13.
Nr r1 r2 λ12 λ21 [Xmin, Xmax] [XL, XH ] QH1 QH2 QL1 QL2
1 3 −2 0.4 0.6 [−10, 10] [−5, 5] 4 1 1 3
2 5 −6 0.6 0.7 [−20, 20] [−10, 10] 6 1 1 7
Table 5.13 – Les paramètres des deux intégrateurs à deux états considérés.
Si nous calculons le coût quadratique total en utilisant les méthodes analytiques que
nous avons présentées dans le Chapitre 4, et le coût de performance en appliquant la
méthode de simulation présentée dans le Chapitre 3 (Nr = 50.000 simulations, avec
ds = 0.01), nous obtenons les résultats numériques du Tableau 5.14, avec les constantes
q = 1, r = 2.
Nr Simulation Analytique Erreurs [%]
1 107.5904 107.7127 0.11
2 239.6229 240.5909 0.40
Table 5.14 – Coût quadratique pour les intégrateurs à deux états.
Les faibles erreurs constatées pour ces deux exemples de systèmes (inférieures à 0.4%),
représentent une validation des résultats obtenus pour les intégrateurs stochastiques
à deux états. Par contre, comme déjà remarqué dans la section précédente, pour les
intégrateurs à plusieurs états, des erreurs plus grandes peuvent apparaître dans le calcul
des énergies de contrôle, qui vont inﬂuencer aussi les coûts quadratiques totaux. Cet
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aspect intervient dans les perspectives de notre travail car nous envisageons l’application
d’une commande optimale pour minimiser l’énergie consommée quand le contrôle basé
sur les événements est appliqué.
5.7 Problèmes numériques
A travers nos études, plus spéciﬁquement dans l’étape de validation des résultats
analytiques, nous avons rencontré, pour certains choix de paramètres du système, des
problèmes d’ordre numérique. Ces problèmes apparaissent en général dans le calcul des
temps de sortie d’une région de contrôle (4.3.9)-(4.3.10), qui dépendent de la matrice
W = −R−1QT . Comme la matrice Q est singulière, W est aussi singulière, donc mal
conditionnée, ce qui va inﬂuencer les termes exponentiels des solutions obtenues. En
revanche, ces erreurs apparaissent seulement dans le calcul des temps de contrôle, quand
des zones de contrôle trop grandes sont appliquées.
Dans cette section nous donnons un exemple de système pour lequel la zone de
contrôle appliquée est signiﬁcativement plus grande que dans le cas précédent. Soit l’in-
tégrateur à commutation à deux états, caractérisé par les paramètres suivants :
r1 = 5, r2 = −8 , λ12 = 0.4, λ21 = 0.7,
QH1 = 6, QH2 = 0.5 , QL1 = 0.5, QL2 = 9
Xmax = 1000, Xmin = −1000 , XH = 200, XL = −200, dsampl = 1.
La comparaison des résultats avec la simulation nous a montré qu’au niveau des
probabilités de sortie, des temps de sortie de la zone de contrôle ou des temps de sortie
caractéristiques à chaque état j, nous avons obtenu de bons résultats. Dans le Tableau
5.15 nous observons que les temps totaux passés dans la chaîne de Markov avant d’arriver
aux limites, correspondent aux temps de sortie dans la simulation, avec une erreur faible,
inférieure à 0.55%.
Analytique Simulation Erreurs[%]
Ttot(XH) = 2948 T
XH
sim = 2931.77 0.55
Ttot(XL) = 4398 T
XL
sim = 4392.37 0.12
Table 5.15 – Les temps totaux de sortie vers Xmax, Xmin pour un intégrateur exception.
Par contre, au niveau des temps de contrôle, nous avons obtenus des erreurs numé-
riques plus grandes, comme présenté dans le Tableau 5.16. Ces erreurs sur les temps de
contrôle vont aussi inﬂuencer les énergies calculées pour appliquer le contrôle.
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Analytique Simulation Erreurs[%]
T2 139.7 216.0 35.34
T4 304.62 202.87 33.40
Table 5.16 – Temps de contrôle les zones [Xmin, XL] = [−1000,−200], [XH , Xmax] =
[200, 1000].
Cet aspect nous mène à approfondir les études sur le comportement des systèmes
stochastiques à commutation quand le contrôle basé sur les événements est appliqué.
Nous aurons besoin d’étudier et approfondir les méthodes numériques de calcul de l’ex-
ponentielle, et trouver une solution de calcul appropriée aux besoins du système. Les
dernières études nous donnent la possibilité d’envisager des nouvelles perspectives aussi
au niveau de l’application du contrôle et de l’optimisation des méthodes proposées.
5.8 Conclusions
Dans ce chapitre nous avons présenté une comparaison des résultats numériques que
nous avons obtenus dans le modèle probabiliste (construit dans le Chapitre 4), et dans
la simulation à événements discrets proposée dans le Chapitre 3. Une première partie
était dédiée à la vériﬁcation des moments de performabilité d’ordre 1 et 2 (Section 5.1),
suivie par les résultats numériques des probabilités et des temps de sortie de la région
de contrôle (Section 5.2). Les temps de séjour dans la chaîne de Markov avant d’arriver
aux limites ont été vériﬁés dans la Section 5.3, qui nous a permis aussi de valider les
temps nécessaires pour appliquer le contrôle dans la Section 5.4. La dernière partie de ce
chapitre a été réservée au calcul des énergies consommées pour appliquer le contrôle basé
sur les événements (Section 5.5) et aux problèmes numériques que nous avons rencontrés
dans notre travail (Section 5.7).
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Conclusions générales
Le travail présenté dans ce mémoire de thèse entre dans le cadre général de la modéli-
sation et de la simulation des systèmes stochastiques à commutation avec un contrôle basé
sur les événements. Le comportement aléatoire des systèmes stochastiques à commuta-
tion est inﬂuencé par des événements incontrôlables, des défaillances de fonctionnement
ou des commutations brusques entre divers états de fonctionnement. Cet aspect rend
l’analyse analytique diﬃcile. Également, la simulation d’un tel comportement aléatoire
nécessite un traitement statistique des résultats, sur un grand nombre de simulations,
aﬁn de calculer les valeurs moyennes des paramètres de performance. La synthèse de la
commande de tels systèmes reste une tâche ardue qui peut être réalisée seulement sous
certaines hypothèses.
Dans le premier chapitre nous avons déﬁni les notions générales des systèmes sto-
chastiques à commutation et leurs caractéristiques hybrides. Les commutations aléatoires
entre les états du système nous ont permis d’introduire les déﬁnitions de chaînes de Mar-
kov avec des taux de variation, utilisées pour la modélisation. L’utilisation des automates
stochastiques hybrides nous permet d’avoir une représentation graphique de ce type de
systèmes. Dans ce chapitre nous avons également présenté les notions générales sur le
contrôle basé sur les événements que nous avons appliqué au système. Un exemple de
modèle de système stochastique à commutation à été fourni à la ﬁn de ce chapitre.
Le modèle principal que nous avons utilisé dans nos études est un intégrateur sto-
chastique à commutation, à plusieurs états. Nous avons présenté ce système dans le
deuxième chapitre de ce mémoire, avec les hypothèses de travail et la manière d’appli-
quer le contrôle basé sur les événements. Le modèle fourni est caractérisé à l’aide de
chaînes de Markov avec des taux de variation de signes diﬀérents associées à chaque
état.
Les contributions originales de notre travail sont présentées dans les chapitres 3 et 4.
Nous avons d’abord proposé une méthode de simulation dans le troisième chapitre qui
peut servir comme un benchmark pour les modèles analytiques. Le simulateur peut-être
utilisé pour calculer le paramétrage optimal de la commande permettant de minimiser
l’énergie consommée quand le contrôle basé sur les événements est appliqué. L’algorithme
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de simulation contient plusieurs étapes qui correspondent aux étapes de la simulation à
événements discrets classique :
– l’initialisation des paramètres du système,
– le choix aléatoire de l’événement suivant à partir d’une liste des événements pos-
sibles,
– la mise à jour des changements dans le système (provoqués par l’événement choisi),
– le calcul des statistiques et
– le calcul des paramètres de sortie dont nous avons besoin (énergies, variables d’état
moyenne, etc.).
La principale contribution de notre travail est présentée dans le quatrième chapitre.
Elle est représentée par la construction du modèle probabiliste d’énergie stationnaire, qui
contient plusieurs méthodes analytiques. Ces méthodes sont utilisées pour déterminer les
paramètres dont nous avons besoin pour calculer le critère quadratique de performance
du système. En utilisant quatre scénarios possibles d’évolution, ces méthodes ont été
réalisées aﬁn de calculer :
– les probabilités de sortie de la zone de contrôle spéciﬁques à chaque état,
– les temps de sortie vers une limite spéciﬁque de la zone de contrôle,
– les temps d’atteindre soit la limite maximale soit la limite minimale, caractéris-
tiques à chaque état,
– les temps pour appliquer le contrôle, et ﬁnalement
– les énergies consommées pour appliquer le contrôle.
Dans le dernier chapitre, nous avons réalisé la comparaison de ces méthodes analy-
tiques et de la simulation, proposée dans le troisième chapitre. Les résultats numériques
sont obtenus pour un intégrateur stochastique à commutation à deux états, respective-
ment à quatre états, avec des taux de variation de signes diﬀérents, sur un grand nombre
de simulations. Les faibles erreurs obtenues entre les résultats, nous permettent de valider
les approches analytiques et le raisonnement que nous avons eﬀectués.
Malgré une bonne précision de calcul constatée globalement dans toutes les méthodes
proposées, nous avons rencontré des problèmes numériques pour certains jeux des para-
mètres, notamment au niveau du calcul des temps nécessaires pour appliquer le contrôle
(dans des zones de contrôle très grandes par rapport à l’évolution du système). Ces
constats motivent nos démarches de recherche visant à améliorer la méthode numérique
du calcul de ces paramètres. Quand la zone de contrôle est très grande, les solutions
analytiques des temps de contrôle, qui dépendent des matrices singulières (donc mal
conditionnées) vont générer des termes exponentiels grands, mal approximés par les ou-
tils de calcul (Matlab, Maple, etc).
Cet aspect représente une perspective à court terme de notre travail, pour laquelle
nous construisons une méthode d’approximation qui évitera le calcul des exponentielles
de matrices. Les approximations sur lesquelles nous travaillons demandent une division
de l’espace d’état du système, en fonction des signes des taux de variation caractéristiques
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aux états : positifs et négatifs. Une première démarche a été déjà faite aﬁn de calculer
les probabilités de sortie ainsi que les temps de sortie de la zone de contrôle.
Sur le long terme notre objectif est la synthèse de la commande optimale pour le
système que nous avons considéré, qui sera vériﬁée par la méthode de simulation à évé-
nements discrets que nous avons proposée. Un troisième centre d’intérêt se concentre sur
une généralisation de l’approche pour une classe plus complexe de systèmes stochastiques
à commutation, sur laquelle nous appliquons le contrôle basé sur les événements d’une
manière optimale.
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