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TOWARDS A THEORY OF MULTI-PARAMETER GEOMETRICAL
VARIATIONAL PROBLEMS: FIBRE BUNDLES, DIFFERENTIAL FORMS
AND RIEMANNIAN QUASICONVEXITY
SIRAN LI
Abstract. We are concerned with the relaxation and existence theories of a general class
of geometrical minimisation problems, with action integrals defined via differential forms over
fibre bundles. We find natural algebraic and analytic conditions which give rise to a relaxation
theory. Moreover, we propose the notion of “Riemannian quasiconvexity” for cost functions
whose variables are differential forms on Riemannian manifolds, which extends the classical
quasiconvexity condition in the Euclidean settings. The existence of minimisers under the
Riemannian quasiconvexity condition has been established. This work may serve as a tentative
generalisation of the framework developed in the recent paper [7] by Dacorogna–Gangbo.
1. Introduction
In an interesting recent paper [7], Dacorogna and Gangbo study the relaxation theory of a
family of dynamic variational problems with action integrals defined on paths of differential forms
over contractible domains in Euclidean spaces. Such paths are parametrised by a time variable
t ∈ [0, 1], thus rendering the dynamic features of the problem in consideration. The existence
theory for minimisers has also been established, under a variant of the classical quasiconvexity
condition à la Morrey [11, 12].
The study in [7] has been motivated by problems in physics and engineering related to
the transport phenomena. Primary examples include the Maxwell equations subject to the ideal
Ohm’s law (cf. “Model Example” in §1, [7]) and the continuity equation with a generalised kinetic
energy (cf. §3.6 op. cit.). The work [7] completes the programme on relaxation theory in a series
of papers; including [2, 4, 6] and many references cited therein. We also refer to the fundamental
work [1] by Ball for more about the physical and engineering applications.
The aim of our paper is to discuss, in tentative manners, possible directions in which the
relaxation theory programme of Dacorogna–Gangbo may be further extended. Our attempts
embrace of two main features:
(1) Nontrivial geometry of the spatial domain;
(2) Multi-parameter setting for the variational problem.
(1) means that we consider action integrals over domains on general Riemannian manifolds, not
just on Euclidean spaces. The meaning of (2) is that, loosely speaking, we allow the relevant
variational problems to have several “time” variables (t1, . . . , tk) instead of one single t.
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Motivated by the above considerations, we propose a model of multi-parameter variational
problems over fibre bundles. A fibre bundle is a geometric object that splits into two directions:
we view the horizontal direction — which is a Riemannian manifold termed as the base manifold,
thus of nontrivial, curved geometry — as the spatial direction, and the vertical direction as
a k-dimensional parameter space. For the simplest yet fundamental example, the space–time
R
1 × R3 is a fibre bundle of spatial domain R3 and fibre R1 (k = 1). In general, the fibres are
glued together in a consistent geometrical manner to form the bundle. Therefore, the point (1)
in the previous paragraph is modelled by the Riemannian geometry of the base manifolds, and
(2) is manifested by the multi-dimensionality of the fibres.
Our investigations in this paper focus on geometrical variational problems in the absence
of topological obstructions. In particular, in the main existence Theorem 4.4, we consider the
variational problems over contractible subdomains of fibre bundles. The triviality of topology
is, in fact, the working assumption in [7] and preceding works [2, 5, 6] etc.. Let us also bring to
attention the work [14] by Wang, which is an earlier study of a minimisation problem over fibre
bundles, aiming at generalising the analytic theories of harmonic maps to bundles.
Throughout this paper, M is an n-dimensional Riemannian manifold, π : E → M is a
fibre bundle with typical fibre F being an k-dimensional manifold. (The relevant geometrical
backgrounds will be discussed in §2.) For given integers ℓ ∈ {1, 2, . . . , n} and I ∈ N, we shall
consider a cost function:
c : Ωℓ(M)× Ωa1(M)× . . .× ΩaI (M) −→]−∞,∞],
with integers ai < ℓ for each i ∈ {1, 2, . . . , I}; Ω
•(M) denotes the space of differential forms of
degree • over M. The goal of our variational problem is to minimise the total cost (known as the
action integral in the calculus of variations):
A(f ; g1, . . . , gI) :=
∫
O
c(f, g1, . . . , gI) dµ
E, (1.1)
where f : O ⊂ E → Ωℓ(M) and gi : O → Ω
ai(M) for each i. Here we integrate with respect to
dµE, the volume measure on E. Also, as explained in the preceding paragraph, O is taken to be
a contractible subdomain of the bundle E, i.e., it is topologically equivalent to a single point.
For example, each convex domain (and more generally, each star-shaped domain) is contractible.
We emphasise that the variables {f ; g1, . . . , gI} are taken to be functions over the bundle E, not
just on the base manifold M; in other words, they depend on the k parameters over the fibre F.
The main result of this paper, Theorem 4.4, is to specify a natural sufficient condition for
the existence of minimisers of the action in (1.1). This will be done subject to suitable analytic
conditions concerning the regularity of the variables f ; g1, . . . , gI and their boundary conditions
on ∂O. Our condition, termed as “Riemannian quasiconvexity” in Definition 4.3, is a generalised
version of quasiconvexity in Morrey’s classical theory ([12, 11]). The only difference is that, in
order to account for the nontrivial geometry of the fibre bundle, we introduce a volume growth
factor (cf. Definition 4.2). This factor reduces to unity in the case of Euclidean geometry, hence
thereof the notions of Riemannian quasiconvexity and quasiconvexity coincide.
However, Morrey’s theory of quasiconvexity is specifically designed for variational problems
of the following form (for simplicity, let us now focus on the Euclidean case):
A′(u) :=
∫
U
c
′(∇u) dx, (1.2)
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where U ⊂ RN is a Euclidean domain and u : U → RM . The salient feature is that the cost
function c′ is a function of a gradient map. Thus, we need to recast the variational problem in
(1.1) into the form of (1.2).
Such a “translation” (1.1) (1.2) is known as relaxation. Dacorogna–Gangbo developed in
[7] a relaxation theory for actions defined on trivial bundles over Euclidean domains with typical
fibre R. In our case, roughly speaking, a relaxation theory amounts to finding a differential form
on the bundle which encompasses all the information of the differential forms {f ; g1, . . . , gI} on
the base manifold M, as well as a suitable “gauged cost function” c′ ≡ cgauge obtained from c.
In this paper, we single out an algebraic condition in terms of {f ; g1, . . . , gI} that ensures
the existence of a relaxation theory. Heuristically, our condition says that {f ; g1, . . . , gI} arise
from the horizontal projection (i.e., the morphism between differential forms naturally induced
by the bundle map π : E → M) of one single exact differential ℓ-form on E. In other words,
all the information of the data {f ; g1, . . . , gI} for our variational problem (1.1) can be packaged
into a nice object “upstairs” on E. In Definition 3.2, we give this condition a suggestive name:
{f ; g1, . . . , gI} a said to be a “horizontal shadow” of the exact form on E. Under such condi-
tion a relaxation theory can be established for the minimisation problem of the action (1.1),
which, together with the earlier discussions, admits a minimiser provided that the Riemannian
quasiconvexity condition is also satisfied.
Organisation for the remaining sections: In §2 we present some background materials on
differential geometry. In §3 we establish the relaxation theory, with focuses on the algebraic
aspects. The existence theory under the Riemannian quasiconvexity condition is established in
§4. In particular, the main result of the paper is Theorem 4.4. Finally, in §5 we conclude with
some questions for further studies.
Remark on notations: Our notations in this paper are mostly consistent with those in [7]. In
particular, the variables f, g1, . . . , gI denote differential forms. The only major difference is that
we use the geometric notation Ω•(M) to denote the space of differential forms — i.e., the space
of sections of alternating algebras over the cotangent bundle T ∗M — instead of the geometric
measure theoretic notation Λ•(Rn) (for the special case M = Rn) in [7]. Moreover, in this paper
g always denotes a differential-form-valued function, while g, gE denote Riemannian metrics on
M and E, respectively.
2. Preliminaries
In this section we collect some background materials on differential geometry, with em-
phases on vector bundles and differential forms. We refer to Part 1 of the classical text [3]
by Bott–Tu for preliminaries on topology and geometry, and to [10] by Hebey for materials on
analysis. A comprehensive treatment of multilinear algebra can also be found in Chapter 1 of
Federer [9].
Throughout this paper, M is an n-dimensional Riemannian manifold without boundary. A
fibre bundle π : E→M consists of the total space E, the base manifold M and the typical fibre F.
Here, E is an (n+k)-dimensional manifold with Riemannian metric gE, and F is a k-dimensional
manifold. The bundle projection is a submersion satisfying the local trivialisation requirement:
given any point z ∈ M, there exists an open chart Vα ⊂ M in the atlas of M which contains z,
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such that there is a diffeomorphism Φ : π−1(Vα)→ Vα×F . We call TM the horizontal direction
and TF the vertical direction of the bundle.
The simplest example of a fibre bundle is the trivial bundle E = M × F. In this case the
bundle is globally trivialised, i.e., in the above one may choose the chart Vα to be M for any
z ∈M. When F = Rk, π : E→M is known as a vector bundle. By an abuse of notations, we also
refer to the total space E as the bundle. A section of E is a smooth map β : M → E satisfying
π ◦ β = IdM. The space of sections of E is denoted as Γ(E).
For simplicity, we assume in this paper that all the Riemannian metrics are at least bounded
in C2, and that all the diffeomorphisms are C∞.
Given a Riemannian manifold M, we can define on it the space of differential forms. In
brief, let
∧ℓ T ∗M be the ℓth-grading of the exterior algebra over M, i.e., the vector space of
alternating ℓ-forms over the cotangent bundle T ∗M. This is a vector bundle over M. We define
Ωℓ(M) := Γ
( ℓ∧
T ∗M
)
,
and an element of it is known as a differential ℓ-form. It is clear that Ω0(M) = C∞(M;R) and
that Ωℓ(M) = {0} for ℓ > n = dimM. Using the canonical duality between T ∗M and TM, we
see that a 1-form is canonically due to a vectorfield, i.e., an element of Γ(TM). Similarly, we
can define differential forms on E and F.
In a locally trivialised chart of E, there is a coordinate system {dx1, . . . , dxn; dxn+1, . . . , dxn+k}
such that {dx1, . . . , dxn} spans Γ(T ∗M) and that {dxn+1, . . . , dxn+k} spans Γ(T ∗F). Thus, any
differential ℓ-form ξ on E locally takes the form
ξ =
∑
1≤i1<...<iℓ≤n+k
ξi1...iℓdx
1 ∧ . . . ∧ dxn+k,
where ξi1...iℓ ∈ R is a smooth function on the chart. Each ordered ℓ-tuple of indices (i1, . . . , iℓ)
in the summation is called a multi-index of valency ℓ. By the definition of differential forms, the
coefficient ξi1...iℓ changes its sign each time a pair of indices gets interchanged; thus we agreed
on labelling the indices in the ascending order.
On each differential manifold M, there is a map on the graded algebra of differential forms,
known as the differential: For each ℓ ∈ N, we have d : Ωℓ(M) → Ωℓ+1(M) which is multi-linear,
satisfies the Leibniz rule, and verifies d ◦ d = 0. For ϕ ∈ Ω0(M) = C∞(M;R), the 1-form dϕ is
dual to the vectorfield ∇ϕ, which is the gradient of ϕ. Throughout this paper, the differential
on E is denoted by d.
Let M and M′ be two differential manifolds. A diffeomorphism Φ : M → M′ is a smooth
map with smooth inverse. Given a differential ℓ-form γ on M′, we can pullback the form to get
Φ#γ ∈ Ωℓ(M). Similarly, we can pushforward form M to M′ by setting Φ# := (Φ
−1)#.
Over a Riemannian manifold we may define the Sobolev spaces W 1,s of differential forms.
This can be done intrinsically, i.e., only using the Riemannian structure of the manifold. In what
follows we shall focus on the range 1 < s <∞. For V ⊂M and E′ a fibre bundle over M, we use
the notation W 1,s(V,E′) to denote the space of W 1,s-sections of E′ defined over V .
One can integrate differential 0-forms or n-forms on n-dimensional manifolds over the
Riemannian volume measure induced from the metric. In this paper, dµE denotes the volume
measure on E, and dLN denotes the N -dimensional Lebesgue measure on Euclidean spaces.
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Finally, let us introduce the comass norm on differential forms onM. Let g the Riemannian
metric on M. A section v ∈ Γ(
∧ℓ TM) is said to be simple if it equals a field of alternating
products of ℓ elements in TM. Naturally one may extend the metric g to a field of inner
products between
∧ℓ TM and ∧ℓ T ∗M, and hence to their sections. Then, the comass norm of
ψ ∈ Ωℓ(M) is defined by
‖ψ‖ := sup
{
g(ψ,χ) : χ ∈ Γ
( ℓ∧
TM
)
, χ is simple, and g(χ, χ) ≤ 1
}
;
see Federer [9], 1.8.1. The term g(χ, χ) is understood with the obvious duality.
3. Relaxation
In this section, we develop the relaxation theory for the minimisation problem of the action
integral (1.1) in the Introduction.
3.1. Algebraic Condition. In this first step, we exhibit an algebraic condition that ensures
the reduction of (1.1) to (1.2) (Theorem 3.3). At this moment we do not impose any further
regularity requirement; everything is assumed to be smooth. Nevertheless, the constructions
in this subsection can be easily generalised to the case {f ; g1, . . . , gI} ∈ L
s for s ∈]1,∞[, via
standard approximation techniques.
Definition 3.1. Let ℓ ∈ N and let g ∈ Ωj(M), 0 ≤ j ≤ ℓ, be a differential j-form on M. Any
differential (ℓ− j)-form defined on the fibre F is said to be ℓ-complementary to g.
The above definition is motivated by a naïve observation: if ϑ is ℓ-complementary to g,
then g ∧ ϑ is an ℓ-form on the total space E, whose horizontal part is precisely g. In local
coordinates, if {dη1, . . . , dηk} is a coframe for T ∗F, then we may express ϑ = dηi1 ∧ . . . ∧ dηiℓ−j
with 1 ≤ i1 ≤ . . . ≤ iℓ−j ≤ k. In what follows we are only interested in the case when ϑ is closed.
Definition 3.2. Let G := {g1, . . . , gI} be a finite collection of differential forms of degree ≤ ℓ
on M and let ̟ ∈ Ωℓ(E). We say that G consists of horizontal shadows of ̟ if and only if the
following holds: Suppose that in a local coordinate system {dx1, . . . dxn+k} for E one has
̟ =
∑
1≤i1<...<iℓ≤n+k
̟i1...iℓdx
i1 ∧ . . . ∧ dxiℓ .
Then, for each gj ∈ G, there are a multi-index i
(ℓ) = (i1, . . . , iℓ) and an index ⋆ ∈ {1, 2, . . . , ℓ}
depending on j such that
gj = ̟i1...iℓdx
i1 ∧ . . . ∧ dxi⋆ .
In other words, by a “horizontal shadow” we mean the horizontal projection of some com-
ponent of ̟. We emphasise that the members of G may have values depending on the fibre F,
though they are genuine differential forms over the base manifold M.
Our major concern is to seek criteria for {g1, . . . , gI} ⊂
⋃
j≤ℓΩ
j(M) to be simultaneous
horizontal shadows of one exact differential ℓ-form on E. For this purpose, we analyse the linear
combinations of gj ∧ ϑ
j, where ϑj are ℓ-complementary to gj as in Definition 3.1.
Theorem 3.3. Let π : En+k → Mn be a fibre bundle with F denoting the typical fibre. Let d be
the exterior differential on E. Consider the following data:
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• A differential form f ∈ Ωℓ(M);
• A collection of differential forms {g1, . . . , gI} on M, each of degree no more than (ℓ− 1).
(1) Suppose that for some closed forms ϑ1, . . . , ϑI which are ℓ-complementary to g1, . . . , gI ,
respectively, there holds
d
(
f +
I∑
i=1
gi ∧ ϑ
i
)
= 0. (3.1)
Then one can find a differential form ξ ∈ Ωℓ−1(E) on the total space and a closed form
h0 ∈ Ω
ℓ(E), such that the data {f ; g1, . . . , gI} are horizontal shadows of dξ + h0.
(2) Conversely, for each ξ ∈ Ωℓ−1(E) we can find f ∈ Ωℓ(M) and a collection of forms
{g1, . . . , gI} on M, each gi of degree no more than (ℓ− 1), such that (3.1) holds for some
ϑ1, . . . , ϑI that are ℓ-complementary to g1, . . . , gI , respectively, and that {f ; g1, . . . , gI}
are horizontal shadows of dξ.
Remark 3.4. In the setting of (1) above, let us write
pr
H
Ä
dξ + h0
ä
= (f ; g1, . . . , gI). (3.2)
Notice that pr
H
is a well-defined map from Ωℓ(E) to
⋃ℓ
j=1Ω
j(M), up to the permutations of gi’s;
it is naturally induced by the bundle projection π : E→M.
Proof. The first statement is simple: thanks to the condition (3.1), f+
∑
i gi∧ϑ
i is a representative
of Hℓ(E;R) = the ℓth-de Rham cohomology group of E. Thus, there exists a closed ℓ-form h0
such that
f +
∑
i
gi ∧ ϑ
i − h0 = dξ
for some ξ ∈ Ωℓ−1(E). The statement then follows from Definition 3.2 of the horizontal shadows.
To prove the second statement, it suffices to assume that ξ is not purely vertical, i.e.,
ξ ∈ Ωℓ−1(E)\ [Ω0(M)⊗Ωℓ−1(F)], since in this case one may take f ≡ gi ≡ 1. Next, let us express
ξ in the local coordinates {dx1, . . . , dxn+k}, whereof the first n-coordinates form a coframe for
T ∗M, and the last k-coordinates form a coframe for T ∗F. That is,
ξ =
∑
1≤i1<...<iℓ−1≤n+k
ξi1...iℓ−1dx
i1 ∧ . . . ∧ dxiℓ−1
hence
dξ =
n+k∑
j=1
∑
1≤i1<...<iℓ−1≤n+k
∂ξi1...iℓ−1
∂xj
dxj ∧ dxi1 ∧ . . . ∧ dxiℓ−1 .
Let us denote by ⋆ ∈ {1, 2, . . . , ℓ− 1} the largest integer such that i⋆ ≤ n. One may express
dξ =
Ç n∑
j=1
+
n+k∑
j=n+1
å{ ℓ−1∑
⋆=1
Ç ∑
1≤i1<...<i⋆≤n
+
∑
n+1≤i⋆+1<...<iℓ−1≤n+k
å
∂ξi1...iℓ−1
∂xj
dxj ∧ dxi1 ∧ . . . ∧ dxiℓ−1
}
.
Here and throughout, the convention is that
∑
n+1≤i⋆+1≤...≤iℓ−1≤n+k{•} ≡ 0 for ⋆ = ℓ − 1. We
start the summation from ⋆ = 1 since ξ is not purely vertical.
Now, define the horizontal form f ∈ Ωℓ(M) by
f :=
n∑
j=1
∑
1≤i1<...<iℓ−1≤n
∂ξi1...iℓ−1
∂xj
dxj ∧ dxi1 ∧ . . . ∧ dxiℓ−1 .
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Moreover, for each fixed multi-index i(ℓ−1) = (i1, . . . , iℓ−1) (hence with ⋆ ∈ {1, 2, . . . , ℓ− 2} fixed
too), define
g{i(ℓ−1),j} :=

∂ξi1...iℓ−1
∂xj
dxj ∧ dxi1 ∧ . . . ∧ dxi⋆ if 1 ≤ j ≤ n,
∂ξi1...iℓ−1
∂xj
dxi1 ∧ . . . ∧ dxi⋆ if n+ 1 ≤ j ≤ n+ k.
These are differential forms on M of degree no more than (ℓ− 1). Let us also put
ϑ{i
(ℓ−1),j} :=
dx
i⋆+1 ∧ . . . ∧ dxiℓ−1 if 1 ≤ j ≤ n,
(−1)⋆dxj ∧ dxi⋆+1 ∧ . . . ∧ dxiℓ−1 if n+ 1 ≤ j ≤ n+ k
By a standard glueing argument in differential geometry, all the differential forms f , g{i(ℓ−1),j}
and ϑ{i
(ℓ−1),j} introduced above can be defined globally on M or F. In addition, they can be
viewed as differential forms on the total space E via the natural inclusion maps.
By our definition of the index ⋆, the closed form ϑ{i
(ℓ−1),j} is ℓ-complimentary to g{i(ℓ−1),j}.
It follows that
dξ = f +
n+k∑
j=1
ℓ−2∑
⋆=1
Ç ∑
1≤i1<...<i⋆≤n
+
∑
n+1≤i⋆+1<...<iℓ−1≤n+k
å
g{i(ℓ−1),j} ∧ ϑ
{i(ℓ−1),j}. (3.3)
We can now relabel gi ≡ g{i(ℓ−1),j} and ϑ
i ≡ ϑ{i
(ℓ−1),j} with the new indices
i ∈ I :=
{Ä
j, ⋆, i(ℓ−1)
ä
: 1 ≤ j ≤ n+ k,
1 ≤ ⋆ ≤ ℓ− 2, 1 ≤ i1 < . . . < i⋆ ≤ n and n+ 1 ≤ i⋆+1 < . . . < iℓ−1 ≤ n+ k
}
.
The indexing set I is finite; in fact,
card(I) ≤ (n+ k)
ℓ−2∑
⋆=1
Ç
n
⋆
å
·
Ç
k
ℓ− ⋆
å
≤ C(n, k) <∞.
In summary, Eq. (3.3) can be recast into a finite sum:
dξ = f +
∑
i∈I
gi ∧ ϑ
i.
It is automatically closed on E. The proof is now complete. 
Remark 3.5. If Hℓ(E;R) = {0}, i.e., the ℓth-de Rham cohomology group of E is trivial, then h0
in Theorem 3.3(1) can be taken as zero. This is clear from the proof.
3.2. Analytic Conditions. The statement and proof of Theorem 3.3 above are purely based on
multilinear algebraic computations. In the actual problems arising from physical and engineering
applications, one often encounters further regularity and boundary conditions, which are analytic
in nature. These shall be taken into considerations in this subsection.
From now on, let O be a smooth, bounded subdomain of E and let I be a finite positive
integer. Without loss of generality, it will be assumed that π|O still surjects onto M. We consider
cost functions of the form
c : Ωℓ(M)×
[ ℓ⋃
j=1
Ωj(M)
]I
−→]−∞,∞], (3.4)
7
as well as the corresponding action integral:
A
Ä
f ; g1, . . . , gI
ä
:=
∫
O
c
Ä
f ; g1, . . . , gI
ä
dµE. (3.5)
The argument f is parametrised by the fibre F, namely f = f(σ, x) ∈ Ωℓ(M) with x ∈ M and
σ ∈ F; similarly for g1, . . . , gI . That is, for suitable • ∈ {0, 1, . . . , ℓ}, we have
f ; g1, . . . , gl : O ⊂ E −→ Ω
•(M)
as functions.
Fix 1 < s <∞. By a gauge form (“gauge” in brief) we mean
ξ˜ ∈W 1,s
(
O;
ℓ∧
T ∗E
)
,
i.e., a differential ℓ-form on O with designated Sobolev regularity. As shall be clear below, gauges
are instrumental to the specification of boundary conditions.
In the caseM = R3,F = R1 and E = M×F = R4, a canonical choice for the electro-magnto-
dynamical problems is ξ˜ := (∂tϕ,∇x ∧A), where ϕ,A are the scalar and vector electromagnetic
potentials, respectively. This is known as the Lorenz gauge.
Definition 3.6. The admissible class of Ls-regularity subject to the gauge ξ˜ is
℘s(ξ˜) :=
{
(f ; g1, . . . , gI) ∈ L
s
Ç
O;
ℓ∧
T ∗M×
[ ℓ⋃
j=1
j∧
T ∗M
]Iå
:
There are ℓ-complementary forms ϑ1, . . . , ϑI such that f +
I∑
i=1
gi ∧ ϑ
i is closed,
and that
(
f +
I∑
i=1
gi ∧ ϑ
i + dξ˜
)∣∣∣∂O ∈ ΓÄT (∂O)ä}. (3.6)
The last condition means that
g
E
Ç
ν,
(
f +
I∑
i=1
gi ∧ ϑ
i + dξ˜
)å
= 0 on ∂O,
where ν is the outward unit normal vectorfield along ∂O and gE is the bundle metric on E. By
our assumptions in §2, ν is a smooth vectorfield. Here and hereafter, we shall always identify
ν with the 1-form obtained via the canonical duality TE ∼= T ∗E. Although the trace may fail
to be well-defined for differential forms merely of Ls-regularity, the above tangency condition
nevertheless makes sense. The closedness of differential forms in the other condition will also be
understood in the weak (i.e., distributional) sense.
Taking into account the relevant regularity and boundary conditions in Theorem 3.3, we
can easily obtain the following relaxation theorem. It extends Proposition 2.7 in [7] to the setting
of general fibre bundles:
Theorem 3.7 ((℘) = (℘gauge)). Let π : E
n+k → Mn be the fibre bundle with F denoting the
typical fibre. Let d be the exterior differential on E. Assume that O ⋐ E is a smooth, contractible,
bounded open subdomain. The following variational problems are equivalent:
inf
{∫
O
c
(
f(x, σ); g1(x, σ), . . . , gI(x, σ)
)
dµE(x, σ) : (f ; g1, . . . , gI) ∈ ℘
s(ξ˜)
}
(℘)
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and
inf
{∫
O
c ◦ pr
H
Ä
dξ(z)
ä
dµE(z) : ξ − ξ˜ ∈W 1,s0
Ä
O;
ℓ∧
T ∗E
ä}
. (℘gauge)
Here and throughout, W 1,s0 denotes the Sobolev space of W
1,s-regularity with trace zero.
Employing the notations in [7], let us also writecgauge := c ◦ prH,℘sgauge(ξ˜) := ξ˜ +W 1,s0 ÄO;∧ℓ T ∗Eä,
which shall be understood as the “gauged” versions of the cost function and the admissible class.
Therefore, we have succeeded in developing a relaxation theory, i.e., translating the original
problem (℘) to the gauged problem (℘gauge). The form of the latter problem is classical to the
study of calculus of variations; see [12] by Morrey:
Proof. It essentially follows from Theorem 3.3; we only need to check the relevant boundary and
regularity conditions.
First let us take (f ; g1, . . . , gI) ∈ ℘
s(ξ˜). By Theorem 3.3 (1) and the ensuing remark, there
is ξ ∈ Ωℓ−1(E) such that pr
H
(dξ) = (f ; g1, . . . , gI) and that dξ = f +
∑I
i=1 gi ∧ ϑ
i. We want to
further impose d(ξ+ ξ˜)|∂O ∈ Γ(T (∂O)). This can be achieved by solving the following boundary
value problem with an application of the Stokes’ theorem; see, e.g., [13] by Schwarz:−dξ = f +
∑I
i=1 gi ∧ ϑ
i in O,
ξ = −ξ˜ on ∂O.
Conversely, with ξ ∈ Ωℓ−1(E) given, from Theorem 3.3 (2) one may find a collection of
horizontal shadows {f ; g1, . . . , gI}. In particular, f +
∑I
i=1 gi ∧ ϑ
i =: h is closed. We can thus
solve (see [13]) for ξ ∈W 1,s(O; Ωℓ−1(E)) from the system:dξ = −h in O,ξ = −ξ˜ on ∂O.
Again, by virtue of the Stokes’ theorem, it implies that (f ; g1, . . . , gI) ∈ ℘
s(ξ˜). The proof is now
complete. 
4. Existence
We are now concerned with the existence of the minimisers for the variational problem (℘).
By Morrey’s classical theory [11], for a variational problem of the form
A′(u) :=
∫
U
F
Ä
x,∇u(x)
ä
dx (4.1)
where U ⊂ RN is a bounded open set, u : U → RM and F ∈ C0(U × (RM ⊗ RN )), the lower
semicontinuity of A′ (e.g., with respect to the weak W 1,s-topology for s ∈]1,∞[) is, in the most
general case, equivalent to the quasiconvexity of F . Let us also remark that the continuity
condition on F can be relaxed to Borel measurability plus local boundedness. We recall:
9
Definition 4.1. In the setting of (4.1), (x, p) 7→ F (x, p) is a quasiconvex function if and only if
1
LN (D)
∫
D
F
Ä
x, p +∇ζ(y)
ä
dy ≥ F (x, p)
for each fixed x ∈ U , each fixed p ∈ RM ⊗RN , each domain D ⊂ U and each ζ ∈W 1,∞0 (D;R
M ).
One runs into difficulties when trying to generalise this definition to Riemannian manifolds.
Roughly speaking, the condition in Definition 4.1 has been found using Euclidean congruences
(translations and dilations; see §2 of [11]), which cannot be directly extended to manifolds by
simply changing the Lebesgue measure to the Riemannian volume measure. To bypass this ob-
stacle, we introduce a geometrical factor to account for the nonlinearities caused by the manifold
geometry:
Definition 4.2. Let π : En+k →Mn be a fibre bundle with F denoting the typical fibre. Assume
that O ⋐ E is a smooth, contractible, bounded open subdomain. Denote by gE and dµE the
Riemannian metric and the volume form on E, respectively. Let D ⊂ O be a subdomain and let
x0 ∈ D. The volume growth factor for D at x0 is
V(x0,D) :=
∫
D
»
det gE(x0)»
det gE(x)
dµE(x).
For our purpose, let us consider the following variant of Definition 4.1:
Definition 4.3. Let π,E,M,F and O be as in Definition 4.2. Let d be the exterior differential
on E. Denote by gE and dµE the Riemannian metric and the volume form on E, respectively. A
continuous function F : O ×Ω1(O)→ R is said to be Riemannian quasiconvex if and only if
1
V(x0,D)
∫
D
F
Ä
x, p+ dζ
ä
dµE ≥ F
Ä
x0, p
ä
(4.2)
for each fixed x0 ∈ D, each fixed p ∈ Ω
1(O), each subdomain D ⊂ O and each test function
ζ ∈W 1,∞0 (D).
As suggested by its name, the notion of Riemannian quasiconvexity on E depends only
on the Riemannian structure of E, not on the fibre bundle structure. Thus, this definition well
applies to any Riemannian manifold.
In Definition 4.3, if E is the Euclidean space RN , then V(x0,D) ≡ L
N (D). Thus, “Riemann-
ian quasiconvexity” generalises the classical concept of quasiconvexity over Euclidean spaces, i.e.,
Definition 4.1.
In passing, we also comment that the definition of quasiconvexity has been extended to the
setting of differential forms over Euclidean spaces (cf. [2, 4, 7] and the references cited therein),
as well as the related notions of convexity, polyconvexity and rank-one convexity.
Now we can readily present the following existence theorem. Our proof follows from an
adaptation of the direct method for calculus of variations (cf. e.g., Theorem 5.1 in [2]). The
norm ‖ • ‖ for (a finite collection of) differential forms is the comass norm; see §2 above.
Theorem 4.4. Let π : En+k → Mn be a fibre bundle with F denoting the typical fibre. Assume
that O ⋐ E is a smooth, contractible, bounded open subdomain. Take any s ∈]1,∞[ and let c be
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a cost function as in (3.4):
c : Ωℓ(M)×
[ ℓ⋃
j=1
Ωj(M)
]I
−→]−∞,∞].
Assume that c◦pr
H
is Riemannian quasiconvex (see Definition 4.3), and that there are constants
a1 ∈ R and a2, b1, b2 ∈]0,∞[ satisfying
a1 + b1‖(f ; g1, . . . , gI)‖
s ≤ c(f ; g1, . . . , gI) ≤ a2 + b2‖(f ; g1, . . . , gI)‖
s (4.3)
for each f : O → Ωℓ(M) and g1, . . . , gI : O →
⋃ℓ
j=1Ω
j(M). Then the variational problem (℘)
has its minimum attained in the affine Sobolev space [ξ˜ +W 1,s0 (O;
∧ℓ T ∗E)].
Recall from (3.4) that cgauge := c ◦ prH is the gauged cost function. Also, (4.3) is known
as a coercive condition.
Proof. In view of Theorem 3.7, namely that (℘) = (℘gauge) on O, it suffices to work with the
gauged problem (℘gauge). Let {ωj} be a minimising sequence for (℘gauge), i.e.,∫
O
c ◦ pr
H
(dωj) dµ
E −→ inf
{∫
O
c ◦ pr
H
(dξ) dµE : ξ − ξ˜ ∈W 1,s0
Ä
O;
ℓ∧
T ∗E
ä}
. (4.4)
Let us define {ξj} via the following boundary value problem:
dξj = dωj in O,
d
∗
ξj = 0 in O,
g
E(ν, ξj) = g
E(ν, ωj) ≡ −g
E(ν, ξ˜) on ∂O.
(4.5)
Recall that the gauge form ξ˜ ∈W 1,s(O;
∧ℓ T ∗E), and that the boundary condition is ensured by
the construction of (℘gauge). From the classical div-curl estimate (see [4, 13]) one may infer:
‖ξj‖W 1,s ≤ C1
(
‖dωj‖Ls + ‖ξ˜‖W 1,s
)
≤ C2.
In the above estimate, C2 is a uniform constant, thanks to the coercivity assumption (4.3) on c.
For this purpose, it is crucial to notice that the definition of pr
H
ensures the equivalence between
(4.3) and the corresponding coercive condition on c ◦ pr
H
.
After passing to a subsequence (not relabelled), {ξj} converges weakly in W
1,s(O;
∧ℓ T ∗E)
to some ξ. We modify such ξ ∈W 1,s(O;
∧ℓ T ∗E) by solving (again, see [4]) for ξ̂ viadξ̂ = dξ in O,ξ̂ = ξ˜ on ∂O. (4.6)
In particular, ∫
O
c ◦ pr
H
(dξ̂) dµE ≡
∫
O
c ◦ pr
H
(dξ) dµE.
Now, let us claim the following lower semicontinuity property:∫
O
c ◦ pr
H
(dξ) dµE ≤ lim inf
j→∞
∫
O
c ◦ pr
H
(dξj) dµ
E. (4.7)
Assuming it for the moment, we notice that the right-hand side of (4.7) equals
inf
{∫
O
c ◦ pr
H
(dξ) dµE : ξ − ξ˜ ∈W 1,s0
Ä
O;
ℓ∧
T ∗E
ä}
,
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by virtue of (4.4) and (4.5). Thus, in view of (4.6), ξ̂ attains the minimum of the gauged problem
(℘gauge). This shall complete the proof.
It thus remains to establish the claim (4.7). Here we make crucial use of the Riemannian
quasiconvexity condition. Indeed, by the assumption for O, there is a diffeomorphism
Φ : (U ⊂ RN≡n+k) −→ (O ⊂ E).
Let us fix D ⊂ O, x0 ∈ D, p ∈ Ω
1(D) and ζ ∈W 1,∞0 (D). Then, by a change of variables, we can
express the Riemannian quasiconvexity of c ◦ pr
H
as
1
V(x0,D)
∫
Φ−1(D)
®
Φ#[c ◦ pr
H
]
(
Φ(x0),Φ
#p+Φ#dζ(y)
)»
det gE(y)
´
dLN (y)
≥ c ◦ pr
H
(p).
In addition, note that
V(x0,D) =
»
det gE(x0)
∫
Φ−1(D)
1 dLN ,
so the above condition is equivalent to
1
LN
Ä
Φ−1(D)
ä ∫
Φ−1(D)
®
Φ#[c ◦ pr
H
]
(
Φ(x0),Φ
#p+Φ#dζ(y)
)»
det gE(y)
´
dLN (y)
≥
»
det gE(x0) c ◦ prH(p)
≡
»
det gE(x0) Φ
#[c ◦ pr
H
](Φ#p). (4.8)
To proceed, let us note that p̂ := Φ#p is an arbitrary 1-form on Φ−1(D), as p ∈ Ω1(D) is
arbitrary and Φ is a diffeomorphism. In addition, denoting by dE the exterior differential on the
Euclidean space RN , we have
Φ# ◦ d = d ◦Φ#.
Since diffeomorphisms between manifolds preserve the Lipschitz regularity and the vanishing
trace condition, Φ#dζ ≡ d(Φ#ζ) is the Euclidean differential of an arbitrary test function in
W
1,∞
0 (Φ
−1(D)). So, in view of Definition 4.1 and (4.8), the Riemannian quasiconvexity of c◦pr
H
on O is equivalent to the quasiconvexity of
F (x̂, p̂) :=
»
det gE ◦Φ(x̂) Φ#[c ◦ pr
H
](p̂),
which is defined on Φ−1(O) ⊂ RN .
Therefore, by Morrey’s theory (cf. [11]), for p̂ taking the form of a gradient function
(identified as the differential via metric duality), namely
p̂(ŷ) = dEζ̂(ŷ),
the action integral
∫
Φ−1(O) F (x̂, p̂(x̂)) dL
N (x̂) is lower semicontinuous with respect to the weak
W 1,s-topology of the variable ζ̂. A final change of variables x ≡ Φ(x̂) yields that∫
Φ−1(O)
F
Ä
x̂, p̂(x̂)
ä
dLN(x̂) =
∫
O
c ◦ pr
H
(
d
Ä
Φ#ζ̂(x)
ä)
dµE(x),
for which Φ#ζ̂ is again an arbitrary element of W
1,∞
0 (O). Since the pushforwards and pullbacks
under the diffeomorphism Φ preserve the weak W 1,s-topology, we can now conclude the claim
(4.7), and hence the theorem follows. 
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5. Discussions
In this work we have proposed, in a primitive fashion, a framework for studying the multi-
parameter geometrical variational problems involving differential forms over general fibre bundles.
It serves as a first attempt for generalising the programme carried out by Dacorogna–Gangbo
in [7]. Under suitable algebraic and analytic conditions (i.e., Definitions 3.2 and 4.3), we have
established the relaxation and existence theory (cf. Theorems 3.7 and 4.4) for minimisers of
these variational problems.
Of course, there are many other important aspects of the variational problems lying beyond
the scope of this short paper, which shall be left for future investigations. Let us briefly mention
three interesting issues here:
(1) There are other widely studied notions of convexity, other than quasiconvexity, in the
calculus of variations over Euclidean domains. These include rank-one convexity and
polyconvexity. Do they admit natural analogues on Riemannian manifolds, which suit-
ably accounts for the nonlinearity arising from the Riemannian geometry? Also, can
we define (Riemannian) quasiconvexity, rank-one convexity and polyconvexity directly
for the non-gauged problem (℘) (see the notations of “ext-quasiconvexity”, “ext-rank-one
convexity” and “ext-polyconvexity” in [2])?
(2) Given the existence theory established in this work, the next natural question is concerned
with the regularity of minimisers. The regularity theory over Euclidean domains has
been developed; see e.g. Evans [8]. Can we develop a (partial) regularity theory over
Riemannian manifolds, possibly under the Riemannian quasiconvexity condition?
(3) Can we find physical and engineering models for the application of the relaxation theory
developed in this work, for fibres of dimension greater than 1?
Acknowledgement. This work has been done during Siran Li’s stay as a CRM–ISM postdoc-
toral fellow at Centre de Recherches Mathématiques, Université de Montréal and Institut des
Sciences Mathématiques. We would like to thank these institutions for their hospitality. The
author is also grateful to Professors Bob Hardt and Dima Jakobson for stimulating discussions
on variational problems over fibre bundles.
References
[1] J. M. Ball, Convexity conditions and existence theorems in nonlinear elasticity, Arch. Ration. Mech. Anal.
64 (1977), 337–403.
[2] S. Bandyopadhyay, B. Dacorogna and S. Sil, Calculus of variations with differential forms, J. Eur. Math.
Soc. 17 (2015), 1009–1039.
[3] R. Bott and L. W. Tu, Differential Forms in Algebraic Topology, Graduate Texts in Mathematics, vol. 82.
Springer-Verlag, New York-Berlin, 1982.
[4] G. Csató, B. Dacorogna and O. Kneuss, The pullback equation for differential forms, Birkhäuser-Springer,
New York, 2012.
[5] B. Dacorogna, Quasiconvexity and relaxation of nonconvex variational problems, J. Funct. Anal. 46 (1982),
102–118.
[6] B. Dacorogna and W. Gangbo, Transportation of closed differential forms with non-homogeneous convex
costs, Calc. Var. Partial Differ. Equ. 57 (2018), no. 4, Art. 108, 44 pp.
[7] B. Dacorogna and W. Gangbo, Quasiconvexity and relaxation in optimal transportation of closed differential
forms, Arch. Ration. Mech. Anal. (2019), to appear. DOI: https://doi.org/10.1007/s00205-019-01390-9.
13
[8] L. C. Evans, Quasiconvexity and partial regularity in the calculus of variations, Arch. Ration. Mech. Anal.
95 (1986), 227–252.
[9] H. Federer, Geometric Measure Theory, Die Grundlehren der mathematischen Wissenschaften, vol. 153,
Berlin-Heidelberg-New York: Springer-Verlag, 1969.
[10] E. Hebey, Nonlinear Analysis on Manifolds: Sobolev Spaces and Inequalities, Courant Lecture Notes in
Mathematics, vol. 5. New York University, Courant Institute of Mathematical Sciences, New York; American
Mathematical Society, Providence, RI, 1999.
[11] C. B. Morrey, Jr., Quasi-convexity and the lower semicontinuity of multiply integrals, Pacific J. Math. 2
(1952), 25–53.
[12] C. B. Morrey, Jr., Multiple Integrals in the Calculus of Variations, Springer, Berlin, 1966.
[13] G. Schwarz, Hoedge Decomposition — A Method for Solving Boundary Value Problems, Lecture Notes in
Math., vol. 1607. Springer, Berlin, 1995.
[14] S.-S. Wang, Energy minimizing sections of a fiber bundle, Illinois J. Math. 40 (1996), 281–292.
Siran Li: Department of Mathematics, Rice University, MS 136 P.O. Box 1892, Houston,
Texas, 77251-1892, USA • Department of Mathematics, McGill University, Burnside Hall, 805
Sherbrooke Street West, Montreal, Quebec, H3A 0B9, Canada.
E-mail address: Siran.Li@rice.edu
14
