In theoretical quantum computer science, understanding where and how computational speed-ups occur while applying quantum properties is a primary goal. In this paper, we study such problem under the framework of Quantum Query Model and prove the significance of L1-norm in the simulation of a given quantum algorithm. This result is presented by upper-bounds for the quotient between optimal classical complexity and the complexity of the given quantum algorithm.
Introduction
A primary motivation in quantum computing is obtaining algorithms that solve problems much faster than the best classical counterparts. In computational complexity, the quantum and classical decision tree models allow us to prove the existence of quantum speed-up in several query problems [13, 21, 5] . Query problems can be formulated as computing Boolean functions from inputs in {0, 1} n , with complexity being defined as the number of queries to the input, ignoring other computations [8] . This implies an important simplification of the analysis in comparison to problems formulated by Turing machines, where separations between complexity classes are usually much harder to prove [1] . Several quantum algorithms can be formulated within query models [16] , thus this formalism is powerful enough for analyzing important algorithms, such as search algorithms [2] or even non-query algorithms as Shor's algorithm [3] .
A complete understanding of quantum speed-up implies determining where and how it occurs. Thus, we can study such question from two distinct approaches: determining which functions or which algorithms allow a gap between quantum and classical computing. The first approach is intensively used in quantum query complexity, where effort is mainly invested in obtaining bounds for complexity measures and checking their tightness [2, 8] . The second approach is commonly implemented by identifying which quantum features are hard to simulate within classical sources [4] . One of the earliest attempts to explain quantum advantage is the discussion of quantum parallelism in quantum algorithms [12] . A well studied quantum feature is quantum entanglement [17] , which has been identified as a necessary condition for quantum speed-up in pure-state algorithms [18] . At the same time, the study of quantum entanglement depends on whether pure or mixed quantum states are allowed [10] and the measure defined for such entanglement [18, 22] . As an example of a widely applied entanglement measure, we can consider the size of partitions that describe product states in the quantum algorithm. If the size of the subsets in those partitions are upper-bounded by a constant through all the steps of the quantum algorithm, then it has an efficient classical simulation [18] .
In addition, we can analyze the entanglement in a quantum state by measuring the Schmidt rank, where a polynomial upper-bound for this measure implies a polynomial classical simulation [22] . Using a model previously defined by Knill and Laflamme [19] , different conditions for quantum speed-up were also identified with quantum correlations that are analyzed by a measure known as quantum discord [9] . A recent proposal comes from no-go theorems, identifying contextuality [7, 20] as a necessary condition for quantum speed-up-this condition presents an inequality violation in contrast to the other conditions based in measures [15] . The identification of necessary conditions for quantum advantages is an important issue not only for theoretical purposes, but also for the design of better quantum algorithms, specially if such conditions are easy to control in our design. Summarizing, a general goal in this line of research is to obtain sufficient and necessary conditions for quantum speed-up. The present work aims at understanding how quantum speed-up occurs in quantum algorithms considering the Quantum Query Model (QQM), which is the quantum generalization for tree models. First, we consider that the probability of obtaining a given output can be represented as a linear space of orthogonal functions. Using such decomposition of the output probability, we define a classical simulation of the quantum algorithm. Similarly to related works in the context of quantum entanglement or quantum discord, in this paper we follow a procedure known as dequantization [4] , which consists in analyzing how difficult it is to simulate some algorithm in relation to a given measure. The measure used here is the L 1 -norm from the linear space that contains our output probability function. Particularly, using our simulation we analyze how much the L 1 -norm affects the error of the dequantized algorithm. Thereby, a necessary property for a quantum function being hard to classically simulate is having a large L 1 -norm for its output probability function. This necessary condition is formalized, using an upper bound for the quotient between the complexity for an optimal classical algorithm and the complexity of the quantum algorithm.
Notice that a well designed algorithm in the QQM setting would maximize such quotient.
In a previous work, we have proved that the evolution step of any algorithm in the QQM can be described as a sum of vectors, called Block Set, whose phase changes depend on the input [14] . From this formulation we define measures that are upper bounds for the L 1 -norm, which allows alternative necessary conditions for quantum speed-up. In this alternative formulation, each vector in the sum is similar to a parallel computation in the algorithm, thereby this result bounds computing power that can be enhanced when the quantum algorithm balances its "parallelism". Simulating such balance can be expensive by classical means, so our results give more formality to the notion of quantum parallelism.
This work is structured as follows. In Sec. 2, we introduce preliminary formulations and theorems. In Sec. 3, we describe a classical simulation of quantum algorithms. In Sec. 4, we present the upper bounds that we obtain from our simulation. In Sec. 5, we present our conclusion.
Preliminaries
The Quantum Query Model (QQM) describes an algorithm that computes a function whose domain is {0, 1} n . We describe the states and operations over a
Hilbert space H with basis states |i |j , where i ∈ {0, 1, .., n} and j ∈ {1, .., m}, for an arbitrary m. The query operator is defined as O |i |j = (−1) xi |i |j , where x ≡ x 1 x 2 · · · x n is the input and x 0 ≡ 0. The final state of the algorithm over input x is defined as Ψ 
taking I H as the identity operator for H.
Given a CSOP defined for the algorithm, the probability of obtaining the
We say that an algorithm computes a
Similarly to our previous work [14] , we need to define a product of unitary operators U n = U n U n−1 . . . U 0 . Then, consider the set P k : 0 ≤ k ≤ n as a CSOP, where the range of eachP i are vectors of the form |i |ψ , where i ∈ {0, 1, .., n} and |ψ is an arbitrary state. We also define the notation
is associated with a quantum query algorithm if we have that
for all a ∈ Z t+1 n+1 .
Finally, the following results show that vectors associated with some algorithm represent the final state as phase flips. In Sec. 4, we analyze the relation between minimum norm or the number of such vectors and the computational gap between classical an quantum query.
Theorem 1. If the indexed set of vectors
n+1 is associated with a quantum algorithm then
Proof. See Ref. [14] .
n+1 be an indexed set of vectors associated to a given quantum query algorithm, where {P z : z ∈ T } is the CSOP that defines its final measurement. Then, the probability of obtaining z given input
where
Simulation
In this section, we introduce our simulation of quantum query algorithms by classical algorithms. This simulation is defined over the output probability π x (z) of the quantum algorithm.
We consider a basis for the Boolean cube [11] given by a family of functions
We denote Q n as the quotient set from our relation and [k] ∈ Q n as the equivalence class of element k. We also denote a set F n , whose elements are functions indexed by Q n such that
. Now consider the linear space spanned by F n . The L 1 -norm for a linear combination
. Applying Corollary 1, our linear space allows us to represent π x (z) as a vector, because Ψ (k)| P z |Ψ (h) is a function of F n .
Lemma 1. Let A be a quantum algorithm that applies t queries. The output probability of A can be represented as
contains an element k with 2t + 1 non-zero distinct terms k i .
Proof. Follows from from Corollary 1.
Theorem 2. Let A be a quantum algorithm that computes
n , within error ε and t queries. Then, there is a classical algorithm which computes f within errorε
and 2t queries.
Proof. From Lemma 1, we have that the output probability of A can be represented as π x (1) =
be the deterministic algorithm which outputs 1 with probability given by
for [k] ∈ Q n and uses n queries. We consider a randomized algorithm R which simply selects either:
, with probability (1)) , or (ii) an algorithm that outputs 0 for any x, with probability 1 1+2L(πx (1)) . Since we denote by π x (1) the probability of obtaining output 1 given x with R, we have
The algorithm R has complexity no bigger than 2t because for each k such that
≤ε.
and this implies that
We described a classical simulation that imitates the output probability of a given quantum algorithm, but within a big error. Thus, next theorem just gives a reduction of such error using probabilistic amplification. and using 2kt steps.
Proof. We use a corollary of Chernoff bound [6] . For k, p, β such that 0
where m = ⌊(1 − β) kp⌋.
We define an algorithm R using the classical algorithm R within errorε from Theorem 2. Algorithm R consists in applying probability amplification on R, that is executing algorithm R k times and then selecting the most frequent result. Define X as the random variable that represents the number of correct answers. Taking β = 1 − 1 2(1−ε) and p = (1 −ε) in Eq. (12) , then the error in R is upper-bounded by
4 Upper bounds for quantum speed-up
In this section, we describe conditions which can difficult the efficiency of our simulation. Quantum speed-up only occurs when no classical simulation is effi-cient enough, thus any condition that makes difficult any classical simulation is a necessary condition for this computational gain.
The following theorem, which upper-bounds quantum speed-up using L 1 -norm, is the core of our results. It basically shows how high values for L 1 -norm affects the simulation introduced before. In the appendix, we give an example of this theorem using Deutsch-Jozsa Algorithm.
Theorem 4. Let f : {0, 1} n → {0, 1} be a function that is computed within error ε > 0 and t queries, by a quantum query algorithm. If we define
then
where R ε (f ) denotes the minimum number of queries that are necessary for computing f within error ε by classical means.
Proof. Suppose that we simulate the quantum algorithm using the randomized algorithm of Theorem 3 and promising an error that do not exceed ε for f . Thereby, from Eq. (13), we have
As Rε(f ) t ≤ ⌈2k⌉, if we obtain k from Eq. (16) we have Eq. (15) .
We can see that L 1 -norm always depends on the algorithm itself and not necessarily on the function. Then, an explicit expression for L 1 -norm as a function of the algorithm itself may be useful. Let h 1 , h 2 be vectors in Z t n+1
. Thus, for a t−query algorithm we have the expression
We can obtain the next upper bound for L (π x (1)).
These expressions are based on the state decomposition that we saw in Definition 2. Theorem 1 implies that each quantum algorithm has its own state decomposition, thus next theorem relates metrics on such set of vectors with the gap between quantum and classical query. 
and
Proof. As F ε is an increasing function, Eq. (19) follows directly from Eq. (18) . Eq. (20) is also derived from Eq. (18) by observing that
which gives
Applying Theorem 1, we obtain
using it with
Eq. (22) follows from d min
Conclusion
In the present work we identified a necessary property for a hard classical simulation of quantum query algorithms, that is a high L 1 -norm defined over the output probability. An interesting feature about L 1 -norm is that it depends on both evolution and measurement steps. Properties like quantum entanglement are defined just on the quantum states, which implies that a poor measurement step can cancel advantages obtained in the evolution stage, where we assume that such evolution stage was hard to simulate. Nevertheless, the accuracy of Finally, this work leaves some open problems:
• Finding the asymptotic relation between Rε(f ) t , L 1 -norm and the other measures, where t is the number of steps of a quantum algorithm that computes f within error ε.
• Finding the relation between L 1 -norm and other measures like entanglement, which can be defined in the quantum query model.
• Algorithms such as quantum-walk-based searches on graphs can be formulated within the quantum query model, thus they are affected by L 1 -norm.
Nevertheless, such algorithms are developed in other ad hoc models and L 1 -norm condition would require a translation to such settings.
