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Transport properties of high transition temperature (high-Tc) superconductors have been shown to
have two distinct relaxation rates. We argue that this apparent inconsistence can be resolved with an
effective carrier density n linear in temperature T . Experimental evidences both for and against this
explanation are analyzed and we conclude that this offers a simple yet promising scenario. Above
the pseudogap temperature T ∗ the normal state of high-Tc cuprates is close to a Fermi liquid. It
however assumes non-Fermi-liquid behaviors below T ∗.
PACS numbers: 74.25.Fy, 74.25.Gz, 72.10.-d, 74.25.Jb
The peculiar normal-state transport properties of high-
Tc superconductors are rather controversial and not well
understood. The most striking of these is the observation
of two relaxation rates [1]. The resistivity ρ is linear in
temperature T , which implies a transport (longitudinal
[2]) relaxation rate 1/τtr ∝ T from ρ = mc/ne
2
cτtr as-
suming that ec, mc, n, respectively the charge, mass and
density of carriers are T -independent. In contrast, the
Hall (transverse) relaxation rate 1/τH from the cotan-
gent of Hall angle cot θH = mcc/ecHτH is quadratic in
T . These two distinct T dependences have various expla-
nations. Probably the best known is due to Anderson,
based on the spin-charge separation of a Luttinger liquid
[1]. Other interesting scenarios include but are not lim-
ited to the near-antiferromagnetic Fermi liquid (NAFL)
theory of D. Pines et al. [3] and marginal Fermi liquid
(MFL) theory by Varma et al. [4].
We are here to point out that the two distinct rates
might be superficial if the effective carrier density (con-
centration) n actually depends on T , or n = n(T ). Es-
pecially if the n(T ) ∝ T , then we are left with perhaps
only one rate, for both longitudinal and transverse pro-
cesses. This is easy to see because 1/τtr = n(T )e
2
cρ/mc
(in Gaussian units) and as long as n(T ) ∝ T and ρ ∝ T
we then get 1/τtr ∝ T
2. It has therefore the same T
dependence as 1/τH from the Hall effect.
Similar explanations have been proposed before [5–7].
Alexandrov and Mott also suggest n(T ) ∝ T although
their carriers are bosons (bipolarons) [8,9]. This scheme
of variable n however does not come without difficul-
ties. Optical conductivity [11–13] seems to suggest that
spectral weight of the Drude part is independent of
T ,implying a constant n. Nevertheless, we will show later
that such an evidence is oversimplified.
Although the discrepancy between ρ ∝ T and cot θH ∝
T 2 is widely treated as abnormal, similar behaviors
happen elsewhere, typically in some semimetals. Bis-
muth displays a similar discrepancy from 77 K to 300
K as shown in Figs. 1(a) and 1(b), although with a
cot(θH) ∝ T
2.5 instead [14]. This behavior has long been
understood from a single rate 1/τ ∝ T 2.5 and a variable
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FIG. 1. (a) Resistivity ρ(ρ33) and Hall coefficient RH(R231)
versus T in Bi after Ref. [14]. (b) cot θH versus T
2.5 calcu-
lated from ρ33 and RH(R231). (c) Concentration for both
electron and hole versus T . (d) Magnetoresistance ∆ρ(A33)
versus T .
n(T ) ∝ T 1.5 [see Fig. 1(c)], which in combination give a
ρ ∝ T . It is very unlikely that a Luttinger liquid theory
is relevant to a three-dimensional conductor, to which Bi
belongs. Then taking such discrepancy as the evidence
for spin-charge separation is not persuasive.
With a much lower n (∼ 1017 cm−3), the semimetal Bi
still has a lower resistivity than most cuprates in their
normal states, which are often treated as metals. This
raises the question of whether doped cuprate is a metal,
a semimetal, or even a semiconductor as suggested by
Alexandrov and Mott [9,10]. We believe that it has the
characters of all the three. It is like metal or semimetal as
required by a non-zero n when approaching 0K. On the
other hand, significant electrostatic field effects [15] on
the transport, the divergent 0K resistance under a strong
magnetic field [16] and the likely variable n from the Hall
1
effect [17] put it near semiconductors and semimetals,
quite far from a simple metal [18] where n is taken as
fixed.
Let us go back to other evidences supporting the
n(T ) ∝ T argument. The first and foremost is actually
the Hall coefficient RH itself. Within the temperature
range where cot θH ∝ T
2, RH can be nicely fitted by
1/(a0 + a1T ) in optimally doped (OD) p-type cuprates
[17]. Note that RH = 1/necc or equivalently 1/eccRH
measures n in a simple parabolic band. However a naive
explanation of n = 1/eccRH seems not prudent because
RH may reach 0 in some cuprates. This is perhaps why
the T -dependent RH is not widely accepted as the ev-
idence for n(T ) ∝ T . However RH = 0 can be under-
stood with a two-carrier model as a result of compensa-
tion [19–22]. And as long as one carrier dominates the
transport, RH is still ∝ 1/n although eccRH = 1/n no
longer holds. To see this, suppose that the densities of
two carriers are given respectively by ne = ne0 + ne1T
and nh = nh0 + nh1T , giving rise to a Hall coefficient
RH =
nh − neb
2
ecc(nh + neb)2
=
(nh0 − ne0b
2) + (nh1 − ne1b
2)T
ecc [(nh0 + ne0b) + (nh1 + ne1b)T ]
2 ,
where b = µe/µh is the mobility ratio. If ne1T ≫ ne0,
nh1T ≫ nh0, and nh1−ne1b
2 6= 0, RH is roughly ∝ 1/T .
Thus the Hall effect strongly suggests n(T ) ∝ T [24] in
the normal state of OD p-type cuprates.
RH is arguably the most widely used and quite accu-
rate method to determine n in metals and semiconduc-
tors when compensation is not severe. It is not persua-
sive to treat one half of the Hall effect, say cot θH ∝ T
2
as exact, while disregarding the physical meaning of the
other half, namely RH ∝ 1/T , for cot θH = mcc/ecHτH
itself holds strictly only for a simple parabolic band,
just as RH = 1/necc. Actually putting these two facts
at equal footing makes the physics compact and con-
cise: there roughly exists a relaxation rate 1/τ ∝ T 2,
governing both longitudinal and transverse processes.
ρ = mc/n(T )e
2
cτtr ∝ T is the result of 1/τtr ≈ 1/τ ∝ T
2,
and n(T ) ∝ T , while cot θH = mcc/ecHτH has no n(T )
in it thus cot θH ∝ 1/τH ≈ 1/τ ∝ T
2. (We assume that
mc is relatively T -independent and this issue will be ad-
dressed later). With a non-fixed n, we can proceed on to
the apparent violation of Kohler’s rule [23].
The Kohler’s rule in its ordinary form states that the
relative magnetoresistance ∆ρ/ρ0 in a magnetic field H ,
can be represented in the form [25]
∆ρ/ρ0 = F (H/ρ0), (1)
where ρ0 is the resistivity at H = 0 and F is a function
given by the metal and its sample geometry only.
In cuprates, approximately ∆ρ/ρ0 ∝ H
2T−4 [23] but
H/ρ0 ∝ HT
−1. Because ∆ρ/ρ0 (or H
2T−4) is not a
function of H/ρ0 (or HT
−1) only, Kohler’s rule seems to
be violated.
The argument above is however not valid if carrier den-
sity n is not fixed. A scrutiny on its derivation [25] shows
that a more general form of Kohler’s rule is
∆ρ/ρ0 = F (Hτ), (2)
where τ is the single relaxation time assumed for that
conductor. For simple metals, n is roughly a constant, so
that τ has the same T dependence as ρ0 and thus there
is no problem if one writes ∆ρ/ρ0 = F (H/ρ0) instead
of F (Hτ). However for cuprates, n likely depends on T ,
so we should use Eq. (2) instead of Eq. (1) in order
to see if Kohler’s rule survives. Because Hτ ∝ HT−2
where 1/τ is the single rate assumed, we have ∆ρ/ρ0 ∝
H2T−4 = (HT−2)2 and thus ∆ρ/ρ0 ∝ (Hτ)
2 = F (Hτ)
so that Kohler’s rule still holds. [Similarly in Bi, ∆ρ/ρ0 ∝
H2T−5 = (HT−2.5)2 inferred from Fig. 1(d) and so we
get ∆ρ/ρ0 ∝ (Hτ)
2 = F (Hτ) because 1/τ ∝ T 2.5 here
in Bi. Kohler’s rule is not violated either.]
The perseverance of Kohler’s rule barely strength-
ens the idea of a single rate 1/τ ∝ T 2. Thus our
previous explanation of the Hall effect seems to be in
the right direction. Angle-resolved photoemission spec-
troscopy (ARPES) studies also suggest the applicability
of semimetal band structure to cuprates. Fig. 2 shows
some likely scenarios how this might be materialized in
Bi-2212 with the Fermi surface (FS) mapping following
Ref. [26]. The discussion can be generalized to other p-
type superconductors.
Having seen some evidences for this explanation, we
now discuss experiments at odds with it. The most seri-
ous one, in our opinion, is from the optical conductivity
σ(ω). To account for the non-Drude behavior of σ(ω) in
cuprates, a classical two-component model [27] is used in
quite some studies,
σ(ω, T ) = σD(ω, T ) + σMIR(ω, T ), (3)
where σD(ω, T ) = [n(T )e
2
c/mc]{(1/τ)/[ω
2 + (1/τ)2]} is
the T -dependent Drude part while σMIR(ω, T ) is the
nearly T -independent midinfrared (MIR) part. The spec-
tral weight of Drude part
∫
∞
0 σD(ω, T )dω, is found to be
independent of T [the shape of σD(ω, T ) is T -dependent
though], suggesting a constant n if mc is taken indepen-
dent of T . Nonetheless the typical use of such a model
is oversimplified. The problem is: the MIR is treated as
T -independent and modeled as classical Lorentz oscilla-
tors.
The T -dependence of MIR is tied to its nature. MIR
is often understood as an interband electronic transi-
tion [28,29]. This interband transition, especially at
its low ω part, is however not from excitation over
the charge-transfer (CT) gap. Rather it perhaps comes
from doping-related states and spectral weight trans-
fers inside the CT gap as suggested by various doping-
dependent photoemission, inverse photoemission, X-ray
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FIG. 2. Fermi surface and band structure scenarios of
Bi-2212 from ARPES. (a) FS due to split from two CuO2
planes. (b) Holelike FS shared by all cuprates. (c) Holelike
FS with electronlike states shown as the shaded area. (d) (e)
(f) Band structures near FS along Y -M¯-Γ for cases shown
in (a), (b) and (c) after Ref. [26] Dotted lines along M¯ -Γ
in (d) and (e) indicate hypothesized band dispersion which
stabilizes local minimum at M¯ . (g) The lower band of (d)
unfolded along Y -M¯ -X on the left panel. The band is elec-
tronlike near M¯ along Y -M¯ -X. (h) Band of (e) unfolded along
Y -M¯-X on the left panel, electronlike. (i) Electronlike states
near M¯ on the left panel. The right panels of (g), (h) and (i)
show holelike band dispersion near (pi/2, pi/2) along Cut A,
indicated by dash-dotted lines in (a), (b) and (c). The pos-
sible complication in holelike bands from the bilayer splitting
near (pi/2, pi/2) as in (a) is neglected. EF is the Fermi level
in all cases.
absorption, electron-energy-loss spectroscopy and IR re-
flectance studies [30,29]. Without lingering over the ex-
act origin of these MIR-related states, we have two ob-
servations from experiments. First, MIR states are very
close to the Fermi level, manifested by low energy MIR
tail approaching ω = 0 [31]. Such states might relate
to the flat band, van Hove singularity and electronlike
states [see Figs. 2(c) and 2(f)] revealed in ARPES. Sec-
ond, MIR states are localized at low T as seen in σ(ω)
at 20 K or lower [11,12] as shown in Figs. 3(b), because
otherwise it would behave Drudelike and there would not
be an MIR at all. Then the interband transitions of MIR
are likely from shallow localized states to extented ones.
With these two properties of MIR states, σMIR should
be T -dependent in its low ω part (actually in far infrared,
FIR), because higher T should progressively set more car-
riers free, which corresponds to a spectral weight trans-
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FIG. 3. Spectral weight transfer between the Drude and
MIR part of optical conductivity σ(ω,T ) in cuprates. (a) The-
oretical variation of σMIR(ω, T ) with T in quantum model.
(b) The σ(ω) as found at 20K. (c) σ(ω) at ∼ 100K.
The dashed line is the σMIR(ω,T ) assumed in the typical
two-component analysis, which is the same as σMIR(ω) at
20K. The dotted line is the calculated σD(ω) by using
σ(ω, 100K)− σMIR(ω, 20K). (a), (b) and (c) share the same
horizontal axis. (d) σ(ω) at ∼ 100K. The thick dashed line
is the actual σMIR(ω) at 100K as shown in (a) as the long
dashed line. The dash-dotted line is the actual σD(ω) at 100K
by using σ(ω, 100K)− σMIR(ω, 100K). The thin dashed and
dotted lines are the same as those in (c) for comparison. Ob-
viously the Drude weight obtained in (d) is larger than that in
(c), which means an higher carrier density at 100K compared
with 20K. The shaded area is the spectral weight transfered
away from MIR as indicated by the arrow when T reaches
100K from 20K. (e) σ(ω) at ∼ 300K. The spectral weight
of MIR is further transfered to the Drude part.
fer from MIR (or FIR) to the Drude part as indicated
by the arrow in Fig. 3(d). In other words, the clas-
sical model of Lorentz oscillator with a T -independent
MIR is not correct considering the quantum nature of
interband excitations. With increasing T , there should
be a reduction in the spectral weight of MIR as shown
in Fig. 3(a), and this reduction in MIR should then be
made up by an increase in the Drude part [Fig. 3(d)] ac-
cording to the sum rule (i.e., a spectral weight transfer).
Such weight reduction [32] and weight transfer [33] have
been understood in optical studies of narrow-gap semi-
conductors like HgTe, Hg1−xCdxTe, and semimetals such
as Bi. Unlike valence-to-conduction-band type of transi-
tion there (Γ8 → Γ8 in HgTe, Hg1−xCdxTe and possibly
crossing the L-point gap in Bi), the MIR in cuprates are
likely from localized to extended bands, but a similar T -
dependence should still hold. However being overlapped
3
σD and σMIR in cuprates have no clear-cut method to
separate. (Overlap of the two parts in Hg1−xCdxTe and
Bi is not as severe.) So what is often used in analysis, is
assuming that the σMIR at 20 K or lower, written indis-
criminately as σMIR(ω, 20K) for simplicity, be the same
for all other T [11,12]. Such a procedure without little
doubt would make a constant Drude weight simply be-
cause of the conductivity sum rule.
Rewrite Eq. (3) as
σD(ω, T ) = σ(ω, T )− σMIR(ω, T ). (4)
Integrate both sides over ω from 0 to ∞, and by using
sum rule for σD(ω, T ), we get
pin(T )e2c
2mc
=
∫
∞
0
σ(ω, T )dω −
∫
∞
0
σMIR(ω, T )dω, (5)
where the total weight
∫
∞
0
σ(ω, T )dω of the two parts
basically measures the number of states available within
the CT gap [34]. It is directly integrated from exper-
imental σ(ω, T ) and is found independent of T . If a
σMIR(ω, T ) = σMIR(ω, 20K) is assumed for all T , as is
done in a typical T -dependent two-component analysis
[11,12], we are left with
n(T ) =
2mc
pie2c
[∫
∞
0
σ(ω, T )dω −
∫
∞
0
σMIR(ω, 20K)dω
]
.
(6)
Because
∫
∞
0
σMIR(ω, 20K)dω is a constant, the right
hand side of Eq. (6) is T -invariant, and we are left
with an effective carrier density n ∝
∫
∞
0
σ(ω, T )dω −∫
∞
0 σMIR(ω, 20K)dω which is independent of T even if
n changes with the temperature in reality. Introduc-
tion of self-consistent iteration [12] marginally improves
the result but qualitatively it would not cure the prob-
lem. There are different approaches using straightfor-
ward least-squares fit [12,13]. However, with a clas-
sical and oversimplified Drude-Lorentz model to start
from, such fits are not likely to uncover the sizable T -
dependence of the Drude weight.
Meanwhile the high ω part of MIR is less affected by
T , as easily understood from quantum statistics and be-
cause the MIR is several times larger than Drude part, a
spectral transfer on the order of one Drude weight does
not contradict to the convention of nearly T -independent
MIR. The transfer only occurs at low ω where the overlap
with Drude peak makes its detection hard.
The analysis above explains the origin of variable n as
well: as T increases, previously localized carriers are now
set free and we are likely left with an n ∝ T . Actually
this variable n finds common point in the one-component
model of σ(ω, T ) [35], where renormalized relaxation rate
1/τ∗ and renormalized mass m∗c both depend on T and
ω. In other words,
σ(ω, T ) =
ne2c
m∗c(ω, T )
1/τ∗(ω, T )
ω2 + [1/τ∗(ω, T )]2
, (7)
where n is however taken as fixed. In a typical re-
sult of this model [36], the renormalized mass m∗c(ω, T )
at low ω say 200 cm−1 decreases with increasing T as
m∗c(ω, T ) = mc0a0/(a0 + a1T ) with mc0 the m
∗
c at
low T while the renormalized rate 1/τ∗(ω, T ) at low
ω roughly increases as T 2. This behavior is perhaps
equivalent to an alternative combination of low frequency
n(ω, T ) ∝ (a0+a1T )/a0 and 1/τ
∗(ω, T ) ∝ T 2 if the mass
mc is taken as fixed instead. Mathematically, by insert-
ing m∗c(ω, T ) = mc0a0/(a0 + a1T ) in Eq. (7), we have
σ(ω, T ) =
ne2c
mc0a0/(a0 + a1T )
1/τ∗(ω, T )
ω2 + [1/τ∗(ω, T )]2
(8)
=
n[(a0 + a1T )/a0]e
2
c
mc0
1/τ∗(ω, T )
ω2 + [1/τ∗(ω, T )]2
. (9)
If we treat mass mc0 as fixed, then n(a0 + a1T )/a0
can be taken an effective carrier density which is linear
in T , and we arrive at the same conclusion as we made
earlier. There must exist renormalization effects to some
extent, but meanwhile we cannot rule out the variation
of n with T . The problem is however that the current
optical technique is not able to differentiate one effect
from the other because mc and n are entangled together
in the expression of optical conductivity.
Electronic specific heat Cel seems to suggest a fixed n
because γ = Cel/T is a constant above Tc [37]. Localized
states, as long as not far from the Fermi surface (∼ kT ),
nevertheless contribute to γ because these carriers may
increase their energy and jump to extended states sim-
ply by thermal excitation. Classically this is interpreted
as while being localized and deprived of translational de-
grees of freedom (DOF), they nevertheless have oscilla-
tory DOF. Thus these states still contribute a term ∝ T
to Cel, such that significant variation in γ/T is not seen.
There are recent reports claiming a scattering rate lin-
ear in T shown by ARPES [38,39]. However we need to
caution on the meaning of such a rate and its relation to
the actual transport relaxation rate. Averaging to more
than 0.2 eV at 300 K [39], such rate is far from 1/τtr
of 300-500 cm−1 given by current IR transport studies.
On the other hand recent dynamic conductivity experi-
ment clearly show a transport rate 1/τtr ∝ T
2 by THz
technique [40], which in principle is a much finer probe
than ARPES in energy resolution, and more important,
directly measures transport rates. The T 2-rate revealed
in THz experiments could well be the single rate we pro-
posed in this paper.
All these experimental evidences suggest a promising
combination of 1/τ ∝ T 2 and n(T ) ∝ T in explaining the
peculiar transport in cuprates. Then what is the scatter-
ing mechanism behind the T 2 rate? It is perhaps mainly
caused by electron-electron and electron-hole scatterings.
4
A fermion-fermion scattering results in a T 2 rate basically
because of the phase space restraints from the Pauli prin-
ciple. In two-dimension (2D), some nesting effect might
be prominent but it has been shown that e-e scattering
still basically follows a T 2 law [41].
Here we have however a variable n(T ) which might
make us suspect a rate 1/τ increasing faster than T 2. In-
tuitively the electrons (holes) are getting more crowded
with increasing T . So we want to use a very simple ar-
gument based on power analysis to show that this worry
is not needed.
Treating the scattering process using Fermi Golden
rule, the probability per unit time that an electron in
k will be scattered into another k′ is given by
w(k′,k) =
2pi
h¯
〈k′|H ′|k〉2δ(εk − εk′), (10)
where |k〉 = eikr up to a normalization constant and
H ′ = e−αr/r, the screened coulomb potential. In two-
dimension (2D),
〈k′|H ′|k〉 =
∫
ei(k−k
′)re−αr
r
d2r (11)
=
∫
eiqre−αr
r
rdrdθ, (12)
where q = k − k′ and thus q = 2k sin(θ/2) with θ the
angle between k and k′.
Notice that in 2D, eiqr can be expanded by Bessel func-
tions of the first kind. Then
eiqr = eiqr cos θ (13)
=
∞∑
m=−∞
Jm(qr)i
meimθ. (14)
Integrate the above first over θ and eimθ averages to 0
except when m = 0. Thus
〈k′|H ′|k〉 = 2pi
∫
∞
0
J0(qr)e
−αrdr =
2pi
(q2 + α2)
1
2
. (15)
When the screening is not strong which should be the
case for cuprates [42] we see that 〈k′|H ′|k〉2 ≈ 4pi2/q2 =
pi2/sin2(θ/2)k2, where k will be taken as kF because ef-
fective scatterings only occur near the FS. To be illus-
trative, we only consider an isotropic case (i.e., the FS is
a circle), then the Fermi wave-vector kF = [2pin(T )]
1/2
in 2D where n(T ) is taken as the area density of car-
riers. Without considering the complication from umk-
lapp scattering, we conclude that the transition rate from
k to k′, w(k′,k) is ∝ 1/T because k2 = k2F ∝ n(T )
and n(T ) ∝ T . Now let us look at the phase space
available for scattering. The perimeter of the FS is
2pikF ∝ [n(T )]
1/2 ∝ T 1/2 and thus the number of states
available for scattering to and from is proportional to the
product of the perimeter 2pikF and the thermal excita-
tion width ∼ kBT with kB the Boltzmann’s constant,
in other words proportional T 3/2. Applied to both initial
and final states this gives us a factor of T 3 from the phase
space restriction. Combined with a transition probability
w(k′,k) ∝ T−1 as already seen, it results in a relaxation
rate 1/τ ∝ T 2, which is exactly what we find in exper-
iments. Complication from screening, umklapp process
and so on will be shown in a separate publication but the
result is essentially the same.
Similar argument applies to e-h process where the
Fermion nature of e and h on their own part gives the
same phase restriction we mentioned before and thus the
same T dependence for charge transports.
This e-h liquid is perhaps near a Fermi liquid (FL)
above the pseudogap temperature T ∗. Nonetheless it
is not so under T ∗ because the presence of excitonic
states formed by e and h is significant at low T . These
excitons are stable against recombination because of
the semimetallic band structure, unlike those of fast-
recombining type found in semiconductors. These bound
states, as a discontinuous change from the free particle
motions, manifest the loss of one-to-one correspondence
from the states of free Fermi gas. This offers an explana-
tion for various non-Fermi-liquid phenomena of cuprates.
The importance of discontinuities and non-perturbative
approaches in high-Tc superconductivity were very well
summarized by Anderson [43] although we do not think
that spin-charge separation is the necessary step in un-
derstanding the normal state. Some 30 years ago, Mott
emphasized the interacting nature of such excitonic states
[44]. Kohn [45], Halperin and Rice [46], pointed out the
possible anomalies, like excitonic insulator, CDW, SDW,
antiferromagnetic correlation, and phase separation in
such a strongly interacted e-h system, which reminds us
of many of the correlation phenomena and possibly the
stripe phase found in high-Tc materials.
Although Je´rome, Rice and Kohn [47], Halperin and
Rice [46] also argued that the ground state of the ex-
citonic state is an insulator, not to mention supercon-
ductivity, their conclusion is only true for a system with
equal numbers of electrons and holes. If the densities of e
and h are not equal, the ground state should be a conduc-
tor at least. The possibility of high-Tc superconductivity
in systems similar to this was studied by Allender, Bray
and Bardeen [48], and Ginzburg [49]. All these suggest a
possible connection of high-Tc superconductivity to the
excitonic states of electron-hole liquid.
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