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Abstract—Linear discrimination analysis (LDA) technique is an
important and well-developed area of image recognition and to
date many linear discrimination methods have been put forward.
Despite these efforts, there persist in LDA at least three areas of
weakness. The first weakness is that not all the discrimination vec-
tors that are obtained are useful in pattern classification. Second,
it remains computationally expensive to make the discrimination
vectors completely satisfy statistical uncorrelation. The third
weakness is that it is necessary to select the appropriate principal
components. In this paper, we propose to improve discrimination
technique in these three areas and to that end present an improved
LDA (ILDA) approach which synthesizes these improvements.
Experimental results on different image databases demonstrate
that our improvements on LDA are efficient, and that ILDA
outperforms other state-of-the-art linear discrimination methods.
Index Terms—Discrimination vectors selection, Fisherface
method, image recognition, improved linear discrimination
analysis (ILDA) approach, statistical uncorrelation, principal
components selection.
I. INTRODUCTION
I N THIS section, we first analyze the advantages and dis-advantages of the major linear discrimination methods and
then suggest some ways they might be improved.
A. Major Linear Discrimination Methods
In the field of pattern recognition, and especially in image
recognition, image data are always high-dimensional and re-
quire considerable computing time for classification. Linear dis-
crimination analysis (LDA) technique is thus important in ex-
tracting effective discriminative features and reducing dimen-
sionality, and costing little computing time. It has been shown
in many applications of image recognition, that LDA technique
can satisfy these requirements [1]–[4]. So far many linear dis-
crimination methods have been proposed for use in image recog-
nition. Two of the most well-known are the Eigenface and Fish-
erface methods.
Based on principal component analysis (PCA) [5], the Eigen-
face method [6] uses the total covariance (or scatter) matrix ,
as the production matrix to perform the Karhunen–Loeve (KL)
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transform. It cannot, however, make full use of pattern separa-
bility information like the Fisher criterion, and its recognition
effect is not ideal when the size of the sample set is large [7].
The Fisherface method [8] combines PCA and the Fisher cri-
terion [9] to extract the information that discriminates between
the classes of a sample set. It is a most representative method
of LDA. Nevertheless, Martinez et al. demonstrated that when
the training data set is small, the Eigenface method outperforms
the Fisherface method [7]. Should the latter be outperformed
by the former? This provoked a variety of explanations. Liu
et al. thought that it might have been because the Fisherface
method uses all the principal components, but the components
with the small eigenvalues correspond to high-frequency com-
ponents and usually encode noise [10], leading to recognition
results that are less than ideal. In line with this theory, they pre-
sented two enhanced Fisher linear discrimination (FLD) models
(EFMs) [10] and an enhanced Fisher classifier [11] for face
recognition. Their experiential explanation lacks sufficient the-
oretical demonstration, however, and EFM does not provide an
automatic strategy for selecting the components.
Chen et al. proved that the null space of the within-class
scatter matrix contains the most discriminative information
when a small sample size problem takes place [12]. Their
method is also inadequate, however, as it does not use any of
the information outside the null space. In [13], Yu et al. propose
a direct LDA (DLDA) approach to solve this problem. It simul-
taneously diagonalizes both the between-class scatter matrix
(or ) and . Let , and let
or . According to the theory, DLDA should
discard some of the eigenvectors of that correspond to
the higher eigenvalues, and keep the remainders, especially
those eigenvectors that correspond to the zero eigenvalues.
This approach, however, has a number of limitations. First, it
does not demonstrate how to select its eigenvectors. Second,
the related demonstration is rather difficult. Third, in the appli-
cation of DLDA, there is a contradiction between the theory
and the experiment. The theory requires that the eigenvectors
of corresponding to the higher eigenvalues be discarded,
but the experiment obtains the improved recognition results by
employing all of the eigenvectors of .
Optimal discrimination vectors (ODV) is a special kind of
LDA method, which has been applied to a wide range of appli-
cations in pattern classification [16]–[18]. It requires that every
discrimination vector satisfy the Fisher criterion and the ob-
tained Fisher discrimination vectors are necessary to satisfy the
orthogonality constraint [14], but as a result its solution is more
complicated than other LDA methods. Jin et al. proposed an un-
correlated optimal discrimination vectors (UODV) method that
used the constraint of statistical uncorrelation [19]. UODV pro-
duces better results than ODV on the same handwritten data,
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where the only difference lies in their respective constraints
[20]. Jing et al. subsequently presented a more rational UODV
method and a generalized theorem for UODV [21], [22].
Many others methods have been proposed. Zhang et al. pre-
sented a face recognition system based on hybrid neural and
dual eigenfaces methods [23]. Jing et al. put forward a classi-
fier combination method for face recognition [24]. In [25], [26],
several new discrimination principles based on the Fisher cri-
terion were proposed. Yang used Kernel PCA for facial feature
extraction and recognition [27], while Bartlett et al. applied in-
dependent component analysis (ICA) in face recognition [28].
However, M. H. Yang showed that both ICA and Kernel PCA
need much more computing time than PCA. In addition, when
the Euclidean distance is used, there is no significant difference
in the classification performance of PCA and ICA [28]. Yang
et al. presented an IMGPCA method for face recognition [29],
which is a variant form of PCA. In this paper, we do not analyze
and compare these extended discrimination methods [23]–[29],
because they do not use the original Fisher criterion or the basic
form of the PCA transform. And we confine ourselves to a com-
parison of major linear discrimination methods including the
Eigenface method, the Fisherface method, DLDA, and UODV.
B. Necessary Improvements in LDA
The linear discrimination technique should be improved in
three ways.
1) Discrimination vectors should be selected. Not all dis-
crimination vectors are useful in pattern classification. Thus,
vectors with the larger Fisher discrimination values should be
chosen, since they possess more between-class than within-
class scatter information.
2) Discrimination vectors should be made to satisfy the sta-
tistical uncorrelation, a favorable classification property. Al-
though UODV satisfies this requirement, it also uses more
computing time than the Fisherface method, since it respec-
tively calculates every discrimination vector satisfying the
constraint of uncorrelation. Our improvement should provide
a measure that satisfies the requirement while saving a max-
imum of computing time. Therefore, this improvement will
take advantages of both the Fisherface method and UODV. In
other words, it is theoretically superior to UODV presented
in [21], [22].
3) An automatic strategy for selecting principal components
should be established. This would effectively improve classi-
fication performance and further reduce feature dimension.
In [30], Jing et al. presented an elementary method for se-
lecting the components. In this paper, we will perform a deep
theoretical analysis and then provide a more logical selecting
strategy.
We will now propose an improved LDA (ILDA) approach that
synthesizes the foregoing suggestions. The rest of this paper is
organized as follows. In Section II, we present three improve-
ments to LDA and the related theoretical analysis. In Section III,
we describe the ILDA approach, and in Section IV, we provide
the experimental results on face and palmprint databases. Fi-
nally, we offer our conclusions in Section V.
II. DESCRIPTION OF LDA IMPROVEMENTS
In this section, we first briefly describe two representative
forms of the Fisherface method. Then, we present three im-
provements in LDA: improvements in the selection of discrim-
ination vectors, in their statistical uncorrelation, and in the se-
lection of principal components.
A. Two Representative Forms of the Fisherface Method
Generally, the image data is a two-dimensional (2-D) matrix
, which can be transformed into a vector with dimen-
sion, where . Thus, we can obtain a -dimensional
sample set from the image database. Assuming there are
known pattern classes and training samples in . The orig-
inal form of the Fisherface method is to maximize the following
function [8]:
(1)
In order to avoid the complication of a singular , the Fisher-
face method discards the smallest principal components. This
is because the rank of is at most [8]. Nevertheless,
when the rank of is less than , this method is inca-
pable of completely ensuring that is nonsingular in theory
[16]. In other words, it cannot completely overcome the small
sample size problem [12]. Here, an equivalent form of the Fish-
erface method is used
(2)
In [15] and [17], the equivalence of (1) and (2) has been proven.
When is nonsingular, the same linear discrimination trans-
form can be obtained from these two equations. However, when
is singular (the small sample size problem arises), (2) can
perform the linear discrimination transform, whereas (1) cannot
do so. Consequently, (2) is also a complete solution of the small
sample size problem. Note that the following proposed improve-
ments and ILDA approach are based on (2), and that when we
compare the classification performance of different methods, we
still use (1) to represent the original Fisherface method.
B. Improving the Selection of Discrimination Vectors
In (2), to simplify the expression, we use to represent
and to represent . Suppose that
, where is the number of discrimina-
tion vectors. For , we have
(3)
If , then
(4)
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In this situation, according to the Fisher criterion, there is more
between-class separable information than within-class scatter
information. So, we choose those discrimination vectors whose
Fisher discrimination values are more than 0.5, and discard
the others. This improvement allows efficient linear discrim-
ination information to be kept and nonuseful information to
be discarded. Such a selection of the effective discrimination
vectors is important to the recognition effect, especially where
the number of vectors is larger, which often happens when
the number of pattern classes is large. The experiment will
demonstrate the importance of this.
C. Improving the Statistical Uncorrelation of
Discrimination Vectors
In Section I, we observed that the statistical uncorrelation
of discrimination vectors is a favorable property, useful in pat-
tern classification [19]–[22]. The unique difference between the
Fisherface method and Jing’s UODV method [22] is that the dis-
crimination vectors obtained from UODV satisfy the constraint
of statistical uncorrelation. It is a simple matter to prove that
the Eigenface method [6] satisfies the statistical uncorrelation.
This characteristic of the Eigenface method provides an expla-
nation for its relatively insensitivity to different training data
sets, compared with the Fisherface method [7]. Now, we intro-
duce a corollary provided in [22].
Lemma 1 [22]: Suppose that the discrimination vec-
tors obtained from UODV (refer to Jing’s method) are
, where is the rank of , and the
nonzero eigenvalues of are represented in descending
order as , and the th eigenvector
of correspond to . If are
mutually unequal, that is
(5)
then can be represented by .
Lemma 1 shows that when the nonzero Fisher discrimination
values are mutually unequal, the discrimination vectors gener-
ated from the Fisherface method can satisfy the statistical un-
correlation. That is, in this situation, the Fisherface method and
UODV obtain identical discrimination vectors with nonzero dis-
crimination values. Therefore, Lemma 1 reveals the essential re-
lationship between these two methods.
Although UODV satisfies the statistical uncorrelation com-
pletely, it requires more computational time than the Fisherface
method. Furthermore, it is not necessary to use UODV if the
nonzero Fisher discrimination values are mutually unequal, be-
cause the Fisherface method can take the place of UODV. In
the application of the Fisherface method, we find that only a
small number of the Fisher values are equal respectively, and
the others are unequal mutually. How, then, can computational
time be reduced, while simultaneously guaranteeing the statis-
tical uncorrelation for the discrimination approach? Here, we
propose an improvement on the Fisherface method. Using the
assumption in Lemma 1, our measure is as follows.
Step 1) Use the Fisherface method to obtain the discrimi-
nation vectors . If the corresponding Fisher
Fig. 1. Fisher discriminative values of the principal components obtained
from: (a) ORL face database and (b) palmprint database.
values are unequal mutually, over; else go
to the next step.
Step 2) For , if , then keep , else
replace by from UODV.
Obviously, the proposal not only satisfies the statistical un-
correlation, it reduces the computing time. This will be further
demonstrated by our experiments.
D. Improving the Selection of Principal Components
Assume that in (1) and (2) is represented by eigen-
vectors (principal components) of with nonzero eigenvalues,
i.e., . The Fisher discriminability of a
principal component is evaluated as follows:
(6)
Obviously, this quantitative evaluation is rational because it is in
accordance with the Fisher criterion. Fig. 1 shows the Fisher dis-
criminative values of the principal components obtained from:
1) the ORL face database and 2) the palmprint database, where
and , respectively. From Fig. 1, two experi-
mental rules can be obtained.
Rule 1: There is no completely direct proportional relation-
ship between the discriminability value of a compo-
nent and its eigenvalue;
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TABLE I
A COMPARISON OF RECOGNITION RATES OF THE FISHERFACE METHOD A CHANGED FISHERFACE METHOD USING ALL THE COMPONENTS
Rule 2: Components with smaller eigenvalues generally have
weaker discriminability values.
Rule 1 indicates that the selection method in EFM [10], which
uses the components with the larger eigenvalues, is not com-
pletely reasonable, while Rule 2 provides a quantitative expla-
nation for why we can select the components with the larger
eigenvalues for EFM. This is significant in Fig. 1(b), where the
number of components (the training sample set) is large. We will
give an automatic and more reasonable strategy for selecting the
components than using EFM. The following theorem demon-
strates that the total discriminability of LDA equals the sum of
the discriminability of each component:
Theorem 1: Let tr represent the trace of the matrix. We have
(7)
The proof is in the Appendix. Theorem 1 implies that in order
to obtain the maximal total Fisher discriminability, we should
use all the components. Nevertheless, some experiments in pre-
vious works [10], [11] have shown that the ideal recognition
results may be obtainable by discarding those components with
the smaller values.
Here, we also provide some experimental results. We use
the Fisherface method but do a little change on it, that is not
discarding the smallest principal components and using all
the components. Table I indicates a comparison of recognition
rates of the Fisherface method and a changed Fisherface method
using all the components on the ORL face database and the
palmprint database, where the first two, three, and four sam-
ples per class are respectively taken as the training ones. We
observe that the results of the changed Fisherface method are
quite badly. However, the total Fisher discriminability obtained
from this changed method is maximal according to Theorem 1.
Thus, we have to face a contradiction between satisfying the
maximal total discriminability and choosing as the discrimina-
tion vectors those with favorable characteristics. To solve this
contradiction, it may be possible to make a tradeoff, i.e., the
fundamental Fisher discriminability should be kept and some of
components with the smaller Fisher values should be discarded.
The following is our strategy.
Step 1) In accordance with Rule 2, discard the smallest
components, as in the Fisherface method. This helps
to reduce the computing time.
Step 2) Compute the Fisher discrimination values of the
remainder components according to (6), then rank
them in descending order and calculate the sum of
their Fisher discriminability values .
Step 3) Select the components with the first largest
values until a threshold is satisfied, where is
the ratio of the sum of their values to .
Fig. 2(a) shows a flowchart of this strategy. In accordance with
our tradeoff strategy, we think that the value of should not be
too small or too large. We theoretically estimate that the value
range of might be around 0.5. The following experimental
results on face and palmprint databases will show that the value
range [0.4, 0.8] is appropriate for , where the variance of the
recognition rates is rather small. And in our experiments, will
be set as 0.6.
III. ILDA APPROACH
The ILDA approach, which synthesizes our three suggested
improvements on LDA, can be described in the following four
steps.
Step 1) Select the appropriate principal components ac-
cording to the strategy defined in Section II-D and
perform the Fisherface method using its equivalent
form expressed by (2).
Step 2) From the discrimination vectors that are obtained,
select those whose Fisher discrimination values are
more than 0.5.
Step 3) Use the measure defined in Section II-C to make the
selected vectors satisfy the statistical uncorrelation.
Thus, the generated vectors construct the final linear
discrimination transform .
Step 4) For each sample in , extract the linear discrim-
ination feature
(8)
This obtains a new sample set with the linear
transformed features corresponding to . Use the
nearest neighbor classifier to classify . Here, the
distance between two arbitrary samples, and ,
is defined by
(9)
where denotes the Euclidean distance.
Fig. 2(b) shows a flowchart of ILDA.
IV. EXPERIMENTAL RESULTS
In this section, we first conduct the experiments on the three
improvements to LDA. We then compare the experimental
results of ILDA and other four linear discrimination methods:
Eigenface, Fisherface, DLDA, and UODV, using different
image data including a face database and a palmprint database.
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Fig. 2. Flowcharts of: (a) selecting the principal components and (b) ILDA.
The experiments are implemented on a Pentium 1.4-G com-
puter and programmed using MATLAB language. Besides, we
do not compare the test time for every method, because it is
quite little (less than one second) when we test an image sample
using any method in the experiments.
A. Introduction of Databases
The ORL facial image database 1 contains images with vari-
ations in facial expressions (open or closed eyes, smiling or not
smiling), facial details (glasses or no glasses), facial poses (face
tilted and rotated up to about 20 degrees), and in the scale of up
to approximately 10%. The database contains 400 facial images
made up of ten images of 40 individuals. Each image is 92 112
with 256 gray levels per pixel. Fig. 3 displays an example of ten
images from one person.
For reasons such as its accommodation of low-resolution
imaging, its ability to operate on low-cost capture devices, and
the ease with which the palm can be segmented, palmprint
recognition has become an important complement to personal
identification. In [31], a Gabor-based method is applied to the
online palmprint identification. In this paper, we use the LDA
1Available [Online] at: http://www.cam-orl.co.uk)
technique to perform offline palmprint recognition. Other two
palmprint recognition methods that are Eigenpalm and Fish-
erpalm are presented in [32] and [33], respectively. These two
methods are very similar to the Eigenface [6] and the Fisherface
[8] methods, so we do not specially compare the Eigenpalm
and the Fisherpalm methods in the following experiments of
palmprint images. We collected palmprint images from 190
individuals using our self-designed capture device. The subjects
mainly consisted of student and staff volunteers from the Hong
Kong Polytechnic University. Of the subjects in this database,
130 persons are male, approximately 87% of the subjects are
younger than 30 years old, about 10% are aged between 30 and
50, and about 3% are older than 50. The palmprint images were
collected on two separate occasions, at an interval of around
two months. After finishing the first collection, we slightly
changed the light source and adjusted the focus of the CCD
camera so that the images collected on the first and second
occasions might be regarded as being captured by two different
palmprint devices. On each occasion, the subjects were asked
to each provide eight palmprint images for the right hand. Thus,
each person provides 16 images and our database contains a
total of 3 040 images from 190 different palms. The size of
all the original palmprint images is 384 284 pixels with 75
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Fig. 3. Ten image samples from one person in the ORL database.
Fig. 4. Palmprint image data: (a) demo of a subimage acquired from a palm
and (b) ten image samples from one person in the palmprint database.
dpi resolution. Using the preprocessing approach in [27], the
subimages with a fixed size (128 128) are extracted from the
original images. In order to reduce the computational cost, each
subimage is compressed to 64 64. We use these subimages
to represent the original palmprint images and to conduct our
experiments. Fig. 4(a) displays the demo of a subimage ac-
quired from a palm. Fig. 4(b) shows ten image samples of one
person captured at different time. The first five were collected
first collections and second five on the next occasion, the major
changes being in illumination and position, including shift and
rotation. Similar to the kinds of changes encountered in facial
expressions, the image may also be slightly affected by the way
the hand is posed, shrunk, or stretched.
In the following experiments, the first two samples of every
person in each database are used as training samples and the
remainder as test samples. Thus, the ORL database provides
80 training samples for and 320 test samples. The palmprint
database provides 380 training samples and 2 660 test samples.
Generally, it is more difficult to classify patterns when there
are fewer training samples. This is also illustrated in Table I,
where the recognition rates of the Fisherface methods are worst
when the training sample number per class is 2. The experiments
Fig. 5. The recognition rates of the third improvement with different image
data: (a) ORL face database and (b) palmprint database, while the value of T is
varied.
take up that challenge and seek to verify the effectiveness of the
proposed approach using fewer training samples.
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TABLE II
AN ILLUSTRATION OF FISHER DISCRIMINATIVE VALUES OBTAINED USING THE FISHERFACE METHOD
B. Experiments on the Improvement of Discrimination
Vectors Selection
We test the proposed improvement of discrimination vectors
selection on the Fisherface method. Table II shows the Fisher
discriminative values that are obtained, ranging from 0 to 1.
Table III shows a comparison of the classification performance
of the proposed improvement and the Fisherface method. The
ORL database recognition rate improves 1.25% while that of
the palmprint database improves 4.97%. This improvement can
further reduce the dimension of discriminative features. There
is little difference in the training time of the Fisherface method
and the proposed improvement.
C. Experiments on the Improvement of Statistical
Uncorrelation of Discrimination Vectors
We also test the proposed improvement to the statistical un-
correlation of discrimination vectors on the Fisherface method.
Table III also provides a comparison of the classification perfor-
mance of this improvement, the Fisherface method and UODV.
The recognition rates of UODV and the improvement are the
same, but on the ORL database this improvement is 53.45%
faster than UODV, and on the palmprint database it is 43.47%
faster. The reason for this, as can be seen in Table II, is that
only a small number of Fisher discriminative values are equal
respectively. In other words, most discrimination vectors ob-
tained from the Fisherface method are statistically uncorrelated,
so there is no need to calculate each discrimination vector using
UODV. On the other hand, it is necessary to require the vectors
to satisfy this favorable property, since, compared with the Fish-
erface method, our proposed approach can improve recognition
rates by 0.31% on the ORL database, and by 7.03% on the palm-
print database.
D. Experiments on the Improvement of Principal
Components Selection
We test the proposed improvement to principal components
selection on the Fisherface method. Table III also provides a
comparison of the classification performance of this improve-
ment and the Fisherface method. On the ORL database the im-
provement increases training time by 7%, and on the palmprint
database by 11.32%, but improves recognition rates by 5.31%
and 9.55%, respectively. The proposed improvement can also
greatly reduce the dimension of discriminative features.
Fig. 5(a) and (b) illustrates the recognition rates of this im-
provement with different image data: the ORL face database
[Fig. 5(a)] and the palmprint database [Fig. 5(b)] while the value
of is varied, where (assuming that is the
number of training samples per class). We find that the effec-
tive value ranges of the rates for ORL and palmprint databases
are [0.4, 0.9] and [0.3, 0.8], respectively. Hence, an appropriate
range for both data is [0.4, 0.8]. Table IV shows an analysis
of the mean values and the variances of the recognition rates
where the value range of is [0.4, 0.8]. The variances are much
smaller than the mean values. In other words, in this range, the
recognition effect of our approach is rather robust. Fig. 5 and
Table IV also demonstrate the former theoretical estimation in
Section II-D, that is, the value range of might be around 0.5.
In the experiments, is set as 0.6.
E. Experiments on All of the Improvements
ILDA synthesizes all the above improvements on LDA.
Fig. 6 displays the demo images of discrimination vectors
obtained from different methods on the ORL database. Table V
shows a comparison of the classification performance of ILDA
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TABLE III
A COMPARISON OF CLASSIFICATION PERFORMANCE OF THREE IMPROVEMENTS ON LDA, THE FISHERFACE METHOD, AND UODV
TABLE IV
AN ANALYSIS OF THE MEAN VALUES AND THE VARIANCES OF THE RECOGNITION RATES IN THE THIRD IMPROVEMENT WHEN THE VALUE RANGE OF T IS [0.4, 0.8]
Fig. 6. Demo images of the discrimination vectors obtained from different methods on the ORL database: (a) ILDA; (b) Eigenface (c) Fisherface; (d) DLDA and
(e) UODV.
and other methods. Using the ORL face database, the improve-
ments in ILDA’s recognition rates over Eigenface, Fisherface,
DLDA, and UODV are 5.31%, 6.25%, 4.69%, and 5.94%,
respectively. Using the palmprint database, the improvements
in ILDA’s recognition rates over Eigenface, Fisherface, DLDA
and UODV are, again respectively, 18.3%, 12.18%, 19.43%,
and 5.15%. In addition, compared with Fisherface, DLDA,
and UODV (which uses the second least number of features),
ILDA remarkably reduces the feature dimension by 51.28%
and 50.26%, respectively for the ORL database and palmprint
database. ILDA is much faster than UODV and its training time
is rather close to those of Eigenface, Fisherface and DLDA.
On the ORL database it is 50.29% faster than UODV, and on
the palmprint database it is 39.28% faster. Compared to the
Fisherface method, it only adds training time of 9.94% and
16.46%, respectively, for the ORL and palmprint databases.
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TABLE V
A COMPARISON OF CLASSIFICATION PERFORMANCE OF ILDA AND OTHER LINEAR DISCRIMINATION METHODS
V. CONCLUSION
This paper presents an ILDA linear discrimination approach
for image recognition. ILDA effectively synthesizes three useful
improvements on the current linear discrimination technique: it
improves the selection of discrimination vectors, adds a measure
so that the discrimination vectors satisfy the statistical uncor-
relation using less computing time, and provides a strategy to
select the principal components. We verify ILDA on different
image databases. The experimental results demonstrate that it
classifies better than major linear discrimination methods. Com-
pared with the most representative LDA method, the Fisherface
method, ILDA improves the recognition rates up to 12.18% and
reduces the feature dimension by up to 51.28% while adding
only up to 16.46% to training time of the Fisherface method.
Consequently, we conclude that ILDA is an effective linear dis-
crimination approach.
APPENDIX
Proof of Theorem 1:
Proof: is a diagonalized matrix, that is
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So, we have
.
.
.
.
.
.
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.
.
(A3)
Due to both (6) and (A3), we obtain (7).
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