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Abstract
Residual Networks (ResNets) have become state-
of-the-art models in deep learning and several
theoretical studies have been devoted to under-
standing why ResNet works so well. One attrac-
tive viewpoint on ResNet is that it is optimizing
the risk in a functional space by combining an
ensemble of effective features. In this paper, we
adopt this viewpoint to construct a new gradient
boosting method, which is known to be very pow-
erful in data analysis. To do so, we formalize the
gradient boosting perspective of ResNet mathe-
matically using the notion of functional gradients
and propose a new method called ResFGB for
classification tasks by leveraging ResNet percep-
tion. Two types of generalization guarantees are
provided from the optimization perspective: one
is the margin bound and the other is the expected
risk bound by the sample-splitting technique. Ex-
perimental results show superior performance of
the proposed method over state-of-the-art meth-
ods such as LightGBM.
1. Introduction
Deep neural networks have achieved great success in clas-
sification tasks; in particular, residual network (ResNet)
(He et al., 2016) and its variants such as wide-ResNet
(Zagoruyko & Komodakis, 2016), ResNeXt (Xie et al.,
2017), and DenseNet (Huang et al., 2017b) have become the
most prominent architectures in computer vision. Thus, to
reveal a factor in their success, several studies have explored
the behavior of ResNets and some promising perceptions
have been advocated. Concerning the behavior of ResNets,
there are mainly two types of thoughts. One is the ensemble
views, which were pointed out in Veit et al. (2016); Littwin
& Wolf (2016). They presented that ResNets are ensemble
of shallower models using an unraveled view of ResNets.
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Moreover, Veit et al. (2016) enhanced their claim by show-
ing that dropping or shuffling residual blocks does not affect
the performance of ResNets experimentally. The other is
the optimization or ordinary differential equation views. In
Jastrzebski et al. (2017), it was observed experimentally that
ResNet layers iteratively move data representations along
the negative gradient of the loss function with respect to
hidden representations. Moreover, several studies (Weinan,
2017; Haber et al., 2017; Chang et al., 2017a;b; Lu et al.,
2017) have pointed out that ResNet layers can be regarded
as discretization steps of ordinary differential equations.
Since optimization methods are constructed based on the
discretization of gradient flows, these studies are closely
related to each other.
On the other hand, gradient boosting (Mason et al., 1999;
Friedman, 2001) is known to be a state-of-the-art method
in data analysis; in particular, XGBoost (Chen & Guestrin,
2016) and LightGBM (Ke et al., 2017) are notable because
of their superior performance. Although ResNets and gra-
dient boosting are prominent methods in different domains,
we notice an interesting similarity by recalling that gra-
dient boosting is an ensemble method based on iterative
refinement by functional gradients for optimizing predic-
tors. However, there is a key difference between ResNets
and gradient boosting methods. While gradient boosting
directly updates the predictor, ResNets iteratively optimize
the feature extraction by stacking ResNet layers rather than
the predictor, according to the existing work.
In this paper, leveraging this observation, we propose a new
gradient boosting method called ResFGB for classification
tasks based on ResNet perception, that is, the feature ex-
traction gradually grows by functional gradient methods in
the space of feature extractions and the resulting predictor
naturally forms a ResNet-type architecture. The expected
benefit of the proposed method over usual gradient boosting
methods is that functional gradients with respect to feature
extraction can learn a deep model rather than a shallow
model like usual gradient boosting. As a result, more effi-
cient optimization is expected.
In the theoretical analysis of the proposed method, we first
formalize the gradient boosting perspective of ResNet math-
ematically using the notion of functional gradients in the
space of feature extractions. That is, we explain that opti-
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mization in that space is achieved by stacking ResNet layers.
We next show a good consistency property of the functional
gradient, which motivates us to find feature extraction with
small functional gradient norms for estimating the correct
label of data. This fact is very helpful from the optimiza-
tion perspective because minimizing the gradient norm is
much easier than minimizing the objective function without
strong convexity. Moreover, we show the margin maximiza-
tion property of the proposed method and derive the mar-
gin bound by utilizing this formalization and the standard
complexity analysis techniques developed in Koltchinskii
& Panchenko (2002); Bartlett & Mendelson (2002), which
guarantee the generalization ability of the method. This
bound gives theoretical justification for minimizing func-
tional gradient norms in terms of both optimization and bet-
ter generalization. Namely, we show that faster convergence
of functional gradient norms leads to smaller classification
errors. As for another generalization guarantee, we also
provide convergence analysis of the sample-splitting variant
of the method for the expected risk minimization. We finally
show superior performance, empirically, of the proposed
method over state-of-the-art methods including LightGBM.
Related work. Several studies have attempted to grow
neural networks sequentially based on the boosting theory.
Bengio et al. (2006) introduced convex neural networks
consisting of a single hidden layer, and proposed a gradi-
ent boosting-based method in which linear classifiers are
incrementally added with their weights. However, the ex-
pressive power of the convex neural network is somewhat
limited because the method cannot learn deep architectures.
Moghimi et al. (2016) proposed boosted convolutional neu-
ral networks and showed superior empirical performance
on fine-grained classification tasks, where convolutional
neural networks are iteratively added, while our method
constructs a deeper network by iteratively adding layers.
Cortes et al. (2017) proposed AdaNet to adaptively learn
both the structure of the network and its weight, and pro-
vided data-dependent generalization guarantees for an adap-
tively learned network; however, the learning strategy quite
differs from our method and the convergence rate is unclear.
The most related work is BoostResNet (Huang et al., 2017a),
which constructs ResNet iteratively like our method; how-
ever, this method is based on an different theory rather
than functional gradient boosting with a constant learn-
ing rate. This distinction makes the different optimization-
generalization tradeoff. Indeed, our method exhibits a trade-
off with respect to the learning rate, which recalls perception
of usual functional gradient boosting methods, namely a
smaller learning rate leads to a good generalization perfor-
mance.
2. Preliminary
In this section, we provide several notations and describe a
problem setting of the classification. An important notion in
this paper is the functional gradient, which is also introduced
in this section.
Problem setting. Let X = Rd and Y be a feature space
and a finite label set of cardinal c, respectively. We de-
note by ν a true Borel probability measure on X × Y
and by νn an empirical probability measure of samples
(xi, yi)
n
i=1 independently drawn from ν, i.e., dνn(X,Y ) =∑n
i=1 δ(xi,yi)(X,Y )dXdY/n, where δ denotes the Dirac
delta function. We denote by νX the marginal distribu-
tion on X and by ν(·|X) the conditional distribution on
Y . We also denote empirical variants of these distributions
by νn,X and νn(·|X). In general, for a probability mea-
sure µ, we denote by Eµ the expectation with respect to
a random variable according to µ, by L2(µ) the space of
square-integrable functions with respect to µ, and by Lq2(µ)
the product space of L2(µ) equipped with 〈·, ·〉Lq2(µ)-inner
product: for ∀ξ,∀ζ ∈ Lq2(µ),
〈ξ, ζ〉Lq2(µ)
def
= Eµ[ξ(X)>ζ(X)] = Eµ
 q∑
j=1
ξj(X)ζj(X)
 .
We also use the following norm: for ∀p ∈ (0, 2]
and ∀ξ ∈ Lq2(µ), ‖ξ‖pLqp(µ)
def
= Eµ[‖ξ(X)‖p2] =
Eµ
[
(
∑q
j=1 ξ
2
j (X))
p/2
]
.
The ultimate goal in classification problems is to find a
predictor f ∈ Lc2(νX) such that arg maxy∈Y fy(x) cor-
rectly classifies its label. The quality of the predictor
is measured by a loss function l(ζ, y) ≥ 0. A typi-
cal choice of l in multiclass classification problems is
l(ζ, y) = − log(exp(ζy)/
∑
y∈Y exp(ζy)), which is used
for the multiclass logistic regression. The goal of classifica-
tion is achieved by solving the expected risk minimization
problem:
min
f∈Lc2(νX)
{
L(f) def= Eν [l(f(X), Y )]
}
. (1)
However, the true probability measure ν is unknown, so we
approximate L using the observed data probability measure
νn and solve the empirical risk minimization problems:
min
f∈Lc2(νX)
{
Ln(f) def= Eνn [l(f(X), Y )]
}
. (2)
In general, some regularization is needed for the problem
(2) to guarantee generalization. In this paper, we rely on
early stopping (Zhang et al., 2005) and some restriction on
optimization methods for solving the problem.
Similar to neural networks, we split the predictor f into
the feature extraction and linear predictor, that is, f(x) =
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w>φ(x), where w ∈ Rd×c is a weight for the last layer
and φ ∈ Ld2(νX) is a feature extraction from X to X . For
simplicity, we also denote l(z, y, w) = l(w>z, y). Usually,
φ is parameterized by a neural network and optimized using
the stochastic gradient method. In this paper, we propose a
way to optimize φ in Ld2(νX) via the following problem:
min
w∈Rd×c
φ∈Ld2(νX)
{
R(φ,w) def= Eν [l(φ(X), Y, w)] + λ
2
‖w‖22
}
(3)
where λ > 0 is a regularization parameter to stabilize the
optimization procedure and ‖ · ‖2 for w is a Euclidean norm.
When we focus on the problem with respect to φ, we use the
notation R(φ) def= minw∈Rd×c R(φ,w). We also denote
byRn(φ,w) andRn(φ) empirical variants ofR(φ,w) and
R(φ), respectively, which are defined by replacing Eν by
Eνn . In this paper, we denote by ∂ the partial derivative and
its subscript indicates the direction.
Functional gradient. The key notion used for solving the
problem is the functional gradient in function spaces. Since
they are taken in some function spaces, we first introduce
Fre´chet differential in general Hilbert spaces.
Definition 1. LetH be a Hilbert space and h be a function
onH. For ξ ∈ H, we call that h is Fre´chet differentiable at
ξ inH when there exists an element ∇ξh(ξ) ∈ H such that
h(ζ) = h(ξ) + 〈∇ξh(ξ), ζ − ξ〉H + o(‖ξ − ζ‖H).
Moreover, for simplicity, we call∇ξh(ξ) Fre´chet differential
or functional gradient.
We here make an assumption to guarantee Fre´chet differ-
entiability of R,Rn, which is valid for multiclass logistic
loss: l(z, y, w) = − log(exp(w>y z)/
∑
y∈Y exp(w
>
y z)).
Assumption 1. The loss function l(ζ, y) : Rc × Y → R
is a non-negative C2-convex function with respect to ζ and
satisfies the following smoothness: There exists a positive
real number A such that ‖∂2ζ l(ζ, y)‖ ≤ A (∀(ζ, y) ∈ Rc ×
Y), where ‖ · ‖ is the spectral norm.
Note that under this assumption, the following bound holds:
‖∂2z l(z, y, w)‖ ≤ Ar2 for z ∈ X , y ∈ Y, w ∈ Br(0),
where Br(0) ⊂ Rd×c is a closed ball of center 0 and radius
r. After this, we set Ar
def
= Ar2 for simplicity.
For φ ∈ Ld2(νX), we set wφ def= arg minw∈Rd×c R(φ,w)
and wn,φ
def
= arg minw∈Rd×c Rn(φ,w). Moreover, we de-
fine the following notations:
∇φR(φ)(x) def= Eν(Y |x)[∂zl(φ(x), Y, wφ)],
∇φRn(φ)(x) def=
{
∂zl(φ(xi), yi, wn,φ) (x = xi),
0 (otherwise).
We also similarly define functional gradients ∂φR(φ,w)
and ∂φRn(φ,w) for fixed w by replacing wφ, wn,φ by w. It
follows that
∇φR(φ) = ∂φR(φ,wφ),∇φRn(φ) = ∂φRn(φ,wn,φ).
The next proposition means that the above maps are func-
tional gradients in Ld2(νX) and L
d
2(νn,X). We set l0 =
maxy∈Y l(0, y).
Proposition 1. Let Assumption 1 hold. Then, for ∀φ, ψ ∈
Ld2(νX), it follows that
R(ψ) = R(φ) + 〈∇φR(φ), ψ − φ〉Ld2(νX) +Hφ(ψ), (4)
where Hφ(ψ) ≤ Acλ2 ‖φ− ψ‖2Ld2(νX) (cλ =
√
2l0/λ). Fur-
thermore, the corresponding statements hold for R(·, w)
(∀w ∈ Rd) by replacingR(·) byR(·, w) and for empirical
variants by replacing νX by νn,X .
We can also show differentiability of L(f) and Ln(f).
Their functional gradients have the form ∇fL(f)(x) =
Eν(Y |x)[∂ζ l(f(x), Y )] and∇fLn(f)(xi) = ∂ζ l(f(xi), yi).
In this paper, we derive functional gradient methods using
∇φRn(φ) rather than ∇fLn(f) like usual gradient boost-
ing (Mason et al., 1999; Friedman, 2001), and provide con-
vergence analyses for problems (1) and (2). However, we
cannot apply ∇φRn(φ) or ∂φRn(φ,w) directly to the ex-
pected risk minimization problem because these functional
gradients are zero outside the training data. Thus, we need
a smoothing technique to propagate these to unseen data.
The expected benefit of functional gradient methods using
∇φRn(φ) over usual gradient boosting is that the former
can learn a deep model that is known to have high repre-
sentational power. Before providing a concrete algorithm
description, we first explain the basic property of functional
gradients and functional gradient methods.
3. Basic Property of Functional Gradient
In this section, we explain the motivation for using func-
tional gradients for solving classification problems. We first
show the consistency of functional gradient norms, namely
predicted probabilities by predictors with small norms con-
verge to empirical/expected conditional probabilities. We
next explain the superior performance of functional gradient
methods intuitively, which motivate us to use it for finding
predictors with small norms. Moreover, we explain that the
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optimization procedure of functional gradient methods can
be realized by stacking ResNet layers iteratively on the top
of feature extractions.
Consistency of functional gradient norm. We here pro-
vide upper bounds on the gaps between true empiri-
cal/expected conditional probabilities and predicted proba-
bilities.
Proposition 2. Let l(ζ, y) be the loss function for the mul-
ticlass logistic regression. Then,
‖∇fL(f)‖Lc1(νX) ≥
1√
c
∑
y∈Y
‖ν(y|·)− pf (y|·)‖L1(νX),
‖∇fLn(f)‖Lc1(νn,X) ≥
1√
c
∑
y∈Y
‖νn(y|·)− pf (y|·)‖L1(νn,X),
where we denote by pf (y|x) the softmax function defined by
the predictor f , i.e., exp(fy(·))/
∑
y∈Y exp(fy(·)).
Many studies (Zhang, 2004; Steinwart, 2005; Bartlett et al.,
2006) have exploited the consistency of convex loss func-
tions for classification problems in terms of the classification
error or conditional probability. Basically, these studies used
the excess empirical/expected risk to estimate the excess
classification error or the gap between the true conditional
probability and the predicted probability. On the other hand,
Proposition 2 argues that functional gradient norms give
sufficient bounds on such gaps. This fact is very helpful
from the optimization perspective for non-strongly convex
smooth problems since the excess risk always bounds the
functional gradient norm by the reasonable order, but the
inverse relationship does not always hold. This means that
finding a predictor with a small functional gradient is much
easier than finding a small excess risk.
Note that the latter inequality in Proposition 2 provides the
lower bound on empirical classification accuracy, which is
confirmed by Markov inequality as follows.
Pνn [1− pf (Y |X) ≥ 1/2] ≤ 2Eνn [1− pf (Y |X)]
≤ 2√c‖∇fLn(f)‖Lc1(νn,X).
Generally, we can derive a bound on the empirical margin
distribution (Koltchinskii & Panchenko, 2002) by using the
functional gradient norm in a similar way, and can obtain a
generalization bound using it, as shown later.
Powerful optimization ability and connection to resid-
ual networks. In the above discussion, we have seen that
the classification problem can be reinterpreted as finding a
predictor with small functional gradient norms, which may
lead to reasonable convergence compared to minimizing
the excess risk. However, finding such a good predictor is
still difficult because a function space is quite comprehen-
sive, and thus, a superior optimization method is required to
achieve this goal. We explain that functional gradient meth-
ods exhibit an excellent performance by using the simplified
problem. Namely, we apply the functional gradient method
to the following problem:
min
φ∈Ld2(νX)
{
R′(φ) def= EνX [r(φ(X))]
}
, (5)
where r is a sufficiently smooth function. Note that the
main problem (3) is not interpreted as this simplified prob-
lem correctly, but is useful in explaining a property and an
advantage of the method and leads to a deeper understand-
ing.
If R′ is Fre´chet differentiable, the functional gradient is
represented as∇φR′(φ)(·) = ∇zr(φ(·)), where z indicates
the input to r. Therefore, the negative functional gradient
indicates the direction of decreasing the objective r at each
point φ(x). An iteration of the functional gradient method
with a learning rate η is described as
φt+1 ← φt − η∇zr ◦ φt = (id− η∇zr) ◦ φt.
We can immediately notice that this iterate makes φt one
level deeper by stacking a residual network-type layer
id − η∇zr (He et al., 2016), and data representation is
refined through this layer. Starting from a simple feature
extraction φ0 and running the functional gradient method
for T -iterations, we finally obtain a residual network:
φT = (id− η∇zr) ◦ · · · ◦ (id− η∇zr) ◦ φ0.
Therefore, feature extraction φ gradually grows by using the
functional gradient method to optimizeR′. Indeed, we can
show the convergence of φT to a stationary point of R′ in
Ld2(νX) under smoothness and boundedness assumptions
by analogy with a finite-dimensional optimization method.
This is a huge advantage of the functional gradient method
because stationary points in Ld2(νX) are potentially signifi-
cant better than those of finite-dimensional spaces. Note that
this formulation explains the optimization view (Jastrzebski
et al., 2017) of ResNet mathematically.
We now briefly explain how powerful the functional gradi-
ent method is compared to the gradient method in a finite-
dimensional space, for optimizingR′. Let us consider any
parameterization of φt ∈ Ld2(νX). That is, we assume that
φt is contained in a family of parameterized feature extrac-
tionsM = {gθ : X → X | θ ∈ Θ ⊂ Rm} ⊂ Ld2(νX), i.e.,
∃θ′ ∈ Θ s.t. φt = gθ′ . Typically, the familyM is given
by neural networks. IfR′(gθ) is differentiable at θ′, we get
∇θR′(gθ)|θ=θ′ = 〈∇φR′(φt),∇θg|θ=θ′〉Ld2(νX) according
to the chain rule of derivatives. Note that ∇φR′(φt) dom-
inates the norm of gradients. Namely, if φt is a stationary
point inLd2(νX), φt is also a stationary point inM and there
is no room for improvement using gradient-based methods.
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This result holds for any familyM, but the inverse relation
does not always hold. This means that gradient-based meth-
ods may fail to optimizeR′ in the function space, while the
functional gradient method exceeds such a limit by making
a feature extraction φt deeper. For detailed descriptions and
related work in this line, we refer to Ambrosio et al. (2008);
Daneri & Savare´ (2010); Sonoda & Murata (2017); Nitanda
& Suzuki (2017; 2018).
4. Algorithm Description
In this section, we provide concrete description of the pro-
posed method. Let φt ∈ Ld2(νX) and wt denote t-th iterates
of φ and w. As mentioned above, since functional gradi-
ents ∂φRn(φt, wt+1) for the empirical risk vanish outside
the training data, we need a smoothing technique to prop-
agate these to unseen data. Hence, we use the convolution
Tkt,n∂φRn(φt, wt+1) of the functional gradient by using an
adaptively chosen kernel function kt on X . The convolution
is applied element-wise as follows.
Tkt,n∂φRn(φt, wt+1) def= Eνn,X [∂φRn(φt, wt+1)(X)kt(X, ·)]
=
1
n
n∑
i=1
∂zl(φt(xi), yi, wt+1)kt(xi, ·).
Namely, this quantity is a weighted sum of
∂φRn(φt, wt+1)(xi) by kt(xi, ·), which we also call
a functional gradient. In particular, we restrict the form
of a kernel kt to the inner-product of a non-linear feature
embedding to a finite-dimensional space by ιt : Rd → RD,
that is, kt(x, x′) = ιt(φt(x))>ιt(φt(x)). The requirements
on the choice of ιt to guarantee the convergence are
the uniform boundedness and sufficiently preserving the
magnitude of the functional gradient ∂φRn(φt, wt+1). Let
F be a given restricted class of bounded embeddings. We
pick up ιt from this class F by approximately solving the
following problem to acquire magnitude preservation:
max
ιt∈F
‖Tkt,n∂φRn(φt, wt+1)‖2kt . (6)
where we define ‖Tkt,nξ‖2kt = 〈ξ, Tkt,nξ〉Ld2(νn,X) for a
vector function ξ. Detailed conditions on ιt and an alterna-
tive problem to guarantee the convergence will be discussed
later. Note that due to the restriction on the form of kt, the
computation of the functional gradient is compressed to the
matrix-vector product. Namely,
At
def
=
1
n
n∑
i=1
∂φRn(φt, wt+1)(xi)ιt(φt(xi))>,
Tkt,n∂φRn(φt, wt+1) = Atιt(φt(·)).
Therefore, the functional gradient method φt+1 ← φt −
ηtTkt,n∂φRn(φt, wt+1) can be recognized as the proce-
dure of successively stacking layers id − ηtAtιt(φt(·))
(t ∈ {0, . . . , T − 1}) and obtaining a residual network.
The entire algorithm is described in Algorithm 1. Note that
because a loss function l is chosen typically to be convex
with respect to w, a procedure in Algorithm 1 to obtain
wn,φt is easily achieved by running an efficient method for
convex minimization problems. The notation T0 is the stop-
ping time of iterates with respect to w. That is, functional
gradients ∂φRn(φt, wt+1) are computed at wt+1 = wn,φt
and correspond to ∇φRn(φt) when t < T0 and computed
at an older point of w when t ≥ T0, rather than∇φRn(φt).
Algorithm 1 ResFGB
Input: S = (xi, yi)ni=1, initial points φ0, w0, the number
of iterations T of φ, the number of iterations T0 of w,
embedding class F , and learning rates ηt
for t = 0 to T − 1 do
if t < T0 then
wt+1 ← wn,φt = arg minw∈Rd×c Rn(φt, w)
else
wt+1 ← wt
end if
Get ιt by approximately solving (6) on S
At ← 1n
∑n
i=1 ∂zl(φt(xi), yi, wt+1)ιt(φt(xi))
>
φt+1 ← φt − ηtAtιt(φt(·))
end for
Return φT−1 and wT
Choice of embedding. We here provide policies for the
choice of ιt. A sufficient condition for ιt to achieve good
convergence is to maintain the functional gradient norm,
which is summarized below.
Assumption 2. For positive values γ, , p ≤ 2, q, and
K, a function kt(x, x′) = ιt(φt(x))>ιt(φt(x)) satisfies
‖ιt(x)‖2 ≤
√
K onX , and γ‖∂φRn(φt, wt+1)‖qLdp(νn,X)−
γ ≤ ‖Tkt,n∂φRn(φt, wt+1)‖2kt .
This assumption is a counterpart of that imposed in Mason
et al. (1999). The existence of ιt, not necessarily included
in F , satisfying this assumption is confirmed as follows.
We here assume that φt is a bijection that is a realistic as-
sumption when learning rates are sufficiently small because
of the inverse mapping theorem. Then, since νn(·|X) =
νn(·|φt(X)), functional gradients ∂φRn(φt, wt+1)(x) be-
come the map of φt(x), so we can choose ιt such that
ιt(φt(·)) = ∂φRn(φt, wt+1)(·)/‖∂φRn(φt, wt+1)(·)‖2.
By simple computation, we find that kt(x, x′) ≤
1 and ‖Tkt,n∂φRn(φt, wt+1)‖2kt are lower-bounded by
1
d‖∂φRn(φt, wt+1)‖2Ld1(νn,X). A detailed derivation is
provided in Appendix. Thus, Assumption 2 may
be satisfied if an embedding class F is sufficiently
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large, but we note that too large F leads to overfit-
ting. Therefore, one way of choosing ιt is to approx-
imate ∂φRn(φt, wt+1)(·)/‖∂φRn(φt, wt+1)(·)‖2 rather
than maximizing (6) directly, and indeed, this procedure
has been adopted in experiments.
5. Convergence Analysis
In this section, we provide a convergence analysis for the
proposed method. All proofs are included in Appendix. For
the empirical risk minimization problem, we first show the
global convergence rate, which also provides the generaliza-
tion bound by combining the standard complexity analyses.
Next, for the expected risk minimization problem, we de-
scribe how the size of F and the learning rate control the
tradeoff between optimization speed and generalization by
using the sample-splitting variant of Algorithm 1, whose
detailed description will be provided later.
Empirical risk minimization. Using Proposition 1, As-
sumption 2, and an additional assumption on wt, we can
show the global convergence of Algorithm 1. The follow-
ing inequality shows how functional gradients decrease the
objective function, which is a direct consequence of Propo-
sition 1. When η ≤ 1AcλK , we have
Rn(φt+1, wt+2) ≤ Rn(φt, wt+1)
− η
2
‖Tkt,n∂φRn(φt, wt+1)‖2kt .
Therefore, Algorithm 1 provides a certain decrease in the
objective function; moreover, we can conclude a stronger
result.
Theorem 1. Let Assumptions 1 and 2 hold. Consider
running Algorithm 1 with a constant learning rate ηt =
η ≤ 1AcλK . If p ≥ 1 and the minimum eigenvalues of
(wt
>wt)T0t=0 have a uniform lower bound σ
2 > 0, then
1
T
T−1∑
t=0
‖∇fLn(ft)‖qLc1(νn,X) ≤
2Rn(φ0, w1)
ηγσqT
+

σq
(7)
where we denote ft = w>t+1φt.
Remark. (i) This theorem states the convergence of the
average of functional gradient norms obtained by running
Algorithm 1, but we note that it also leads to the conver-
gence of the minimum functional gradient norms. (ii) Al-
though a larger value of T0 may affect the bound in Theo-
rem 1 because of dependency on the minimum eigenvalue
of (w>t wt)
T0
t=0, optimizing w at each iteration facilitates the
convergence speed empirically.
Theorem 1 means that the convergence becomes faster when
an input distribution has the high degree of linear separa-
bility. However, even when it is somewhat large, a much
faster convergence rate in the second half of the algorithm
is achieved by making an additional assumption where loss
function values attained by the algorithm are uniformly
bounded.
Theorem 2. Let Assumptions 1 and 2 with (, p, q) =
(0, 1, 2) hold. We assume T/2 ∈ N for simplicity. Con-
sider running Algorithm 1 with learning rates η0 and η1
in the first half and the second half of Algorithm, respec-
tively. We assume η0, η1 ≤ γAc2λK2 . We set ft = w
>
t+1φt.
Moreover, assume that there exists ∃M > 0 such that
l(ft(X), Y ) ≤ M for (X,Y ) ∼ νn,X and the minimum
eigenvalues of (wt>wt)T0t=0 have a uniform lower bound
σ2 > 0. Then we get
1
T
T
2 −1∑
t=0
‖∇fLn(ft)‖2Lc1(νn,X) ≤
2Ln(f0)
η0γσ2T
,
1
T
T−1∑
t=T2
‖∇fLn(ft)‖2Lc1(νn,X) ≤
4Ln(f0)
η1γσ2(2 + η0αLn(f0)T )T .
Generalization bound. Here, we derive a generalization
bound using the margin bound developed by Koltchinskii
& Panchenko (2002), which is composed of the sum of the
empirical margin distribution and Rademacher complexity
of predictors. The margin and the empirical margin distribu-
tion for multiclass classification are defined as mf (x, y)
def
=
fy(x) − maxy′ 6=y fy′(x) and Pνn [mf (x, y) ≤ δ] (δ > 0),
respectively. When l is the multiclass logistic loss, using
Markov inequality and Proposition 2, we can obtain an up-
per bound on the margin distribution:
Pνn [mf (x, y) ≤ δ] ≤
(
1 +
1
exp(−δ)
)√
c‖∇fLn(f)‖Lc1(νn,X).
Since the convergence of functional gradient norms has been
shown in Theorem 1 and 2, the resulting problem to derive a
generalization bound is to estimate Rademacher complexity,
which can be achieved using standard techniques developed
by Bartlett & Mendelson (2002); Koltchinskii & Panchenko
(2002). Thus, we specify here the architecture of predictors.
In the theoretical analysis, we suppose F is the set of shal-
low neural networks Bσ(Cx) for simplicity, where B,C
are weight matrices and σ is an element-wise activation
function. Then, the t-th layer is represented as
φt+1(x) = φt(x)−Dtσ(Ctφt(x)),
where Dt = ηtAtBt, and a predictor is fT−1(x) =
w>T φT−1(x). Bounding norms of these weights by con-
trolling the size of F and λ, we can restrict the Rademacher
complexity of a set of predictors and obtain a generalization
bound. We denote by GT−1 the set of predictors under con-
straints on weight matrices where L1-norms of each row of
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w>T , Ct, and Dt are bounded by Λw,Λ, and Λ
′
t.
GT−1 def= {‖(wT )∗,y‖1 ≤ Λw, ‖(Ct)i,∗‖1 ≤ Λ,
‖(Dt)j,∗‖1 ≤ Λ′t, t ∈ {0, . . . , T − 1}, ∀y,∀i,∀j}.
Theorem 3. Let l be the multiclass logistic regression loss.
Fix δ > 0. Suppose σ is Lσ-Lipschitz continuous and
‖x‖2 ≤ Λ∞ on X . Then, for ∀ρ > 0, with probability
at least 1−ρ over the random choice of S from νn, we have
∀f ∈ GT−1,
Pν [mf (X,Y ) ≤ 0] ≤ 2c
3Λ∞Λw
δ
√
n
T−2∏
t=0
(1 + ΛΛ′tLσ)
+
√
log(1/ρ)
2n
+
(
1 +
1
exp(−δ)
)√
c‖∇fLn(f)‖Lc1(νn,X).
Combining Theorems 1, 2 and 3, we observe that the learn-
ing rates ηt, the number of iterations T , and the size of F
have an impact on the optimization-generalization tradeoff,
that is, larger values of these quantities facilitate the con-
vergence on training data while the generalization bound
becomes gradually loose. Especially, this bound has an ex-
ponential dependence on depth T , which is known to be
unavoidable (Neyshabur et al., 2015) in the worst case for
some networks with L1 or the group norm constraints, but
this bound is useful when an initial objective is small and
required T is also small sufficiently.
We next derive an interesting bound for explaining the ef-
fectiveness of the proposed method. This bound can be
obtained by instantiating bounds in Theorem 3 for various
T, Λ′t and making an union bound. Since norms of rows
of At are uniformly bounded by their construction, norm
constraints on Dt = ηtAtBt is reduced to bounding a norm
of Bt. Thus, we further assume
∑
l ‖(Bt)∗,l‖2 ≤ Λ′′.
Corollary 1. Let l be the multiclass logistic regression
loss. Fix δ > 0. Suppose σ is Lσ-Lipschitz continuous
and ‖x‖2 ≤ Λ∞ on X . Then, for ∀ρ > 0, with prob-
ability at least 1 − ρ over the random choice of S from
νn, the following bound is valid for any function fT−1 ob-
tained by Algorithm 1 under constraints ‖(wT )∗,y‖1 ≤ Λw,∑
l ‖(Bt)∗,l‖2 ≤ Λ′′, and ‖ιt(x)‖2 ≤
√
K.
Pν [mfT−1(X,Y ) ≤ 0] ≤
2c3ΛLσΛ∞Λw
δ
√
n
+
c3Λ∞Λw
δ
√
n
(
1 +
C
T − 1
T−2∑
t=0
ηt‖∇fLn(ft)‖Lc1(νn,X)
)T−1
+
√
1
2n
(
log
(
1
ρ
)
+O(T log T )
)
+
(
1 +
1
exp(−δ)
)√
c‖∇fLn(fT−1)‖Lc1(νn,X),
where ft = w>t+1φt and C = 2ΛLσ
√
KdΛ′′cλ.
This corollary shows an interesting and useful property of
our method in terms of generalization, that is, fast conver-
gence of functional gradient norms leads to small complex-
ity of an obtained network, surprisingly. As a result, our
method is expected to get a network with good general-
ization because it directly minimizes functional gradient
norms.
By plugging in convergence rates of functional gradient
norms in Theorem 1 and 2 for the generalization bound in
Corollary 1, we can obtain explicit convergence rates of
classification errors. For instance, under the assumption
in Theorem 1 with q = 2,  = 0, and a learning rate
η = O(1/Tα) 0 ≤ α < 1, then the generalization bound
becomes
O
(
1√
n
(
exp(T
1−α
2 ) +
√
log
1
ρ
)
+
Rn(φ0)
T
1−α
2
)
.
Moreover, under the assumption in Theorem 2 with learning
rates η0 = O(1/Tα) and η1 = O(1/T 2α−1) 12 ≤ α < 1, a
faster convergence rate is achieved.
O
(
1√
n
(
exp(T
1−α
2 ) +
√
log
1
ρ
)
+
1
T
3(1−α)
2
)
.
Note that by utilizing the corollary, the optimization and gen-
eralization tradeoff depending on the number of iterations
and learning rates is confirmed more clearly.
We note another type of bound can be derived by utiliz-
ing VC-dimension or pseudo-dimension (Vapnik & Chervo-
nenkis, 1971). When the activation function is piece-wise
linear, such as Relu function σ(x) = max{0, x}, reasonable
bounds on these quantities are given by Bartlett et al. (1998;
2017). Thus, for that case, we can obtain better bounds with
respect to T by combining our analysis and the VC bound,
but we omit the precise description for simplicity. We next
show the other generalization guarantee from the optimiza-
tion perspective by using the modified algorithm, which
may slow down the optimization speed but alleviates the
exponential dependence on T in the generalization bound.
Sample-splitting technique. To remedy the exponential
dependence on T of the generalization bound, we introduce
the sample-splitting technique which has been used recently
to provide statistical guarantee of expectation-maximization
algorithms (Balakrishnan et al., 2017; Wang et al., 2015).
That is, instead of Algorithm 1, we analyze its sample-
splitting variant. Although Algorithm 1 exhibits good em-
pirical performance, the sample-splitting variant is useful
for analyzing the behavior of the expected risk. In this vari-
ant, the entire dataset is split into T pieces, where T is the
number of iterations, and each iteration uses a fresh batch
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of samples. The key benefit of the sample-splitting method
is that it allows us to use concentration inequalities indepen-
dently at each iterate φt rather than using the complexity
measure of the entire model. As a result, sample-splitting
alleviates the exponential dependence on T presented in
Theorem 3. We now present the details in Algorithm 2. For
simplicity, we assume T0 = 0, namely the weight vector wt
is fixed to the initial weight w0.
Algorithm 2 Sample-splitting ResFGB
Input: S = (xi, yi)ni=1, initial points φ0, w0, the number
of iterations T , embedding class F , and learning rates η
Split S into T disjoint subsets S1, . . . , ST of size bn/T c
for t = 0 to T − 1 do
DefineRbn/Tc(φt, w) using St
Get ιt by approximately solving (6) on St
At ←
⌊
T
n
⌋∑bn/Tc
i=1 ∂zl(φt(xi), yi, w0)ιt(φt(xi))
>
φt+1 ← φt − ηAtιt(φt(·))
end for
Return φT−1 and w0
Our proof mainly relies on bounding a statistical error of the
functional gradient at each iteration in Algorithm 2. Because
the population version of Algorithm 1 strictly decreases
the value of R due to its smoothness, we can show that
Algorithm 2 also decreases it with high probability when
the norm of a functional gradient is larger than a statistical
error bound. Thus, we make here an additional assumption
on the loss function to bound the statistical error, which is
satisfied for a multiclass logistic loss function.
Assumption 3. For the differentiable loss function
l(z, y, w) with respect to z, w, there exists a positive real
number βr depending on r > 0 such that ‖∂zl(z, y, w)‖2 ≤
βr for z ∈ X , y ∈ Y, w ∈ Br(0).
We here introduce the notation required to describe the
statement. We let F j be a collection of j-th elements of
functions in F . For a positive value M , we set
(m, ρ)
def
= β‖w0‖2
√
KdD
m
(
2M +
√
2K log
2dD
ρ
)
.
The following proposition is a key result to bound a statisti-
cal error as mentioned above.
Proposition 3. Let Assumption 3 hold and each F j be the
VC-class (for the definition see van der Vaart & Wellner
(1996)). For ι ∈ F , we assume ‖ι(x)‖2 ≤
√
K on X . We
set µ to be νX or νm,X and k(x, x′) to be ι(φ(x))>ι(φ(x′)).
Then, there exists a positive value M depending on F and it
follows that with probability at least 1−ρ over the choice of
the sample of size m, (m, ρ) upper-bounds the following.
sup
ι∈F
‖Tk∂φR(φ,w0)− Tk,m∂φRm(φ,w0)‖Ld2(µ) .
Since each iterate in Algorithm 2 is computed on a fresh
batch not depending on previous batches, Proposition 3 can
be applied to all iterates with m ← bn/T c and ρ ← δ/T
for δ ∈ (0, 1). Thus, when bn/T c is large and η is small
sufficiently, functional gradients used in Algorithm 2 be-
come good approximation to the population variant, and
we find that the expected risk function is likely to decrease
from Proposition 1. Moreover, we note that statistical er-
rors are accumulated additively rather than the exponential
growth. Concretely, we obtain the following generalization
guarantee.
Theorem 4. Let Assumptions 1, 2, and 3 and the same
assumption in Proposition 3 hold. Consider running Algo-
rithm 2. If p ≥ 1, ‖∂ζ l(ζ, y)‖2 ≤ B, and the minimum
eigenvalue of w0>w0 is lower-bounded by σ2 > 0, then we
get with probability at least 1− ρ,
‖∇fL(w>0 φt∗)‖Lc1(νX) ≤ B
(
2T
n
log
T
ρ
) 1
4
+
√
B
γ
1
q σ
·
{R0
ηT
+ β‖w0‖2
( n
T
,
ρ
T
)
+
η
2
A‖w0‖2K
2β2‖w0‖2 + γ
} 1
2q
whereR0 = R(w0, φ0) and t∗ is the index giving the mini-
mum value of ‖∇fLbn/Tc(w>0 φt)‖Lcp(νbnT c,X).
6. Experiments
In this section, we present experimental results of the binary
and multiclass classification tasks. We run Algorithm 1 and
compare it with support vector machine, random forest, mul-
tilayer perceptron, and gradient boosting methods. We here
introduce settings used for Algorithm 1. As for the loss func-
tion, we test both multiclass logistic loss and smooth hinge
loss, and as for the embedding class F , we use two or three
hidden-layer neural networks. The number of hidden units
in each layer is set to 100 or 1000. Linear classifiers and em-
beddings are trained by Nesterov’s momentum method. The
learning rate is chosen from {10−3, 10−2, 10−1, 1}. These
parameters and the number of iterations T are tuned based
on the performance on the validation set.
We use the following benchmark datasets: letter, usps,
ijcnn1, mnist, covtype, and susy. We now explain the ex-
perimental procedure. For datasets not providing a fixed
test set, we first divide each dataset randomly into two parts:
80% for training and the rest for test. We next divide each
training set randomly and use 80% for training and the rest
for validation. We perform each method on the training
dataset with several hyperparameter settings and choose the
best setting on the validation dataset. Finally, we train each
model on the entire training dataset using this setting and
evaluate it on the test dataset. This procedure is run 5 times.
The mean classification accuracy and the standard deviation
are listed in Table 1. The support vector machine is per-
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Table 1. Test classification accuracy on binary and multiclass classification.
METHOD LETTER USPS IJCNN1 MNIST COVTYPE SUSY
RESFGB (LOGISTIC) 0.976 0.953 0.989 0.986 0.966 0.804
(0.0019) (0.0007) (0.0004) (0.0007) (0.0004) (0.0000)
RESFGB (SMOOTH HINGE) 0.975 0.952 0.989 0.987 0.965 0.804
(0.0014) (0.0023) (0.0005) (0.0010) (0.0005) (0.0004)
MULTILAYER PERCEPTRON 0.971 0.948 0.988 0.986 0.965 0.804
(0.0059) (0.0045) (0.0010) (0.0010) (0.0015) (0.0004)
SUPPORT VECTOR MACHINE 0.959 0.948 0.977 0.969 0.824 0.754
(0.0062) (0.0023) (0.0015) (0.0041) (0.0059) (0.0534)
RANDOM FOREST 0.964 0.939 0.980 0.972 0.948 0.802
(0.0012) (0.0018) (0.0005) (0.0005) (0.0005) (0.0004)
GRADIENT BOOSTING 0.964 0.938 0.982 0.981 0.972 0.804
(0.0011) (0.0039) (0.0010) (0.0004) (0.0005) (0.0005)
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Figure 1. Learning curves for Algorithm 1 with multiclass logistic
loss on libsvm datasets showing classification accuracy on training
and test sets versus the number of iterations.
formed using a random Fourier feature (Rahimi & Recht,
2007) with an embedding dimension of 103 or 104. For
multilayer perceptron, we use three, four, or five hidden
layers and rectified linear unit as the activation function.
The number of hidden units in each layer is set to 100 or
1000. As for random forest, the number of trees is set to 100,
500, or 1000 and the maximum depth is set to 10, 20, or
30. Gradient boosting in Table 1 indicates LightGBM (Ke
et al., 2017) with the hyperparameter settings: the maximum
number of estimators is 1000, the learning rate is chosen
from {10−3, 10−2, 10−1, 1}, and number of leaves in one
tree is chosen from {16, 32, . . . , 1024}.
As seen in Table 1, our method shows superior performance
over the competitors except for covtype. However, the
method that achieves higher accuracy than our method is
only LightGBM on covtype. We plot learning curves for
one run of Algorithm 1 with logistic loss, which depicts
classification accuracies on training and test sets. Note that
the number of iterations are determined by classification
results on validation sets. This figure shows the efficiency
of the proposed method.
7. Conclusion
We have formalized the gradient boosting perspective of
ResNet and have proposed new gradient boosting method
by leveraging this viewpoint. We have shown two types of
generalization bounds: one is by the margin bound and the
other is by the sample-splitting technique. These bounds
clarify the optimization-generalization tradeoff of the pro-
posed method. Impressive empirical performance of the
method has been confirmed on several benchmark datasets.
We note that our method can take in convolutional neural
networks as feature extractions, but additional efforts will
be required to achieve high performance on image datasets.
This is one of important topics left for future work.
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Appendix
A. Auxiliary Lemmas
In this section, we introduce auxiliary lemmas used in our analysis. The first one is Hoeffding’s inequality.
Lemma A (Hoeffding’s inequality). Let Z1, . . . , Zs be i.i.d. random variables to [−a, a] for a > 0. Denote by As the
sample average
∑s
i=1 Zi/s. Then, for any  > 0, we get
P[As +  ≤ E[As]] ≤ exp
(
− 
2s
2a2
)
.
Note that this statement can be reinterpreted as follows: it follows that for δ ∈ (0, 1) with probability at least 1− δ
As + a
√
2
s
log
1
δ
≥ E[As].
We next introduce the uniform bound by Rademacher complexity. For a set G of functions from Z to [−a, a] and a dataset
S = {zi}si=1 ⊂ Z , we denote empirical Rademacher complexity by <ˆS(G) and denote Rademacher complexity by <s(G);
let σ = (σi)si=1 be i.i.d random variables taking −1 or 1 with equal probability and let S be distributed according to a
distribution µs,
<ˆS(G) = Eσ
[
sup
f∈G
1
s
s∑
i=1
σif(xi)
]
, <s(G) = Eµs [<ˆS(G)].
Lemma B. Let Z1, . . . , Zs be i.i.d random variables to Z . Denote by As(f) the sample average
∑s
i=1 f(Zi)/s. Then, for
any δ ∈ (0, 1), we get with probability at least 1− δ over the choice of S,
sup
f∈G
|As(f)− E[As(f)]| ≤ 2<s(G) + a
√
2
s
log
2
δ
.
When a function class is VC-class (for the definite see (van der Vaart & Wellner, 1996)), its Rademacher complexity is
uniformly bounded as in the following lemma which can be easily shown by Dudley’s integral bound (Dudley, 1999) and
the bound on the covering number by VC-dimension (pseudo-dimension) (van der Vaart & Wellner, 1996).
Lemma C. Let G be VC-class. Then, there exists positive value M depending on G such that <s(G) ≤M/
√
m.
The following lemma is useful in estimating Rademacher complexity.
Lemma D. (i) Let hi : R→ R (i ∈ {1, . . . , s}) be L-Lipschitz functions. Then it follows that
Eσ
[
sup
f∈G
s∑
i=1
σihi ◦ f(xi)
]
≤ LEσ
[
sup
f∈G
s∑
i=1
σi ◦ f(xi)
]
.
(ii) We denote by conv(G) the convex hull of G. Then, we have <ˆS(conv(G)) = <ˆS(G).
The following lemma gives the generalization bound by the margin distribution, which is originally derived by (Koltchinskii
& Panchenko, 2002). Let G be the set of predictors; G ⊂ {f : X → Rc} and denote ΠG = {fy(·) : X →| f ∈ G, y ∈ Y},
then the following holds.
Lemma E. Fix δ > 0. Then, for ∀ρ > 0, with probability at least 1 − ρ over the random choice of S from νn, we have
∀f ∈ G,
Pν [mf (X,Y ) ≤ 0] ≤ Pνn [mf (X,Y ) ≤ δ] +
2c2
δ
<n(ΠG) +
√
1
2n
log
1
ρ
.
B. Proofs
In this section, we provide missing proofs in the paper.
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B. 1. Proofs of Section 3 and 4
We first prove Proposition 1 that states Lipschitz smoothness of the risk function.
Proof of Proposition 1 . Because l(z, y, w) is C2-function with respect to z, w, there exist semi-positive definite matrices
Aφ,ψx,y , B
φ,ψ
x,y such that
l(ψ(x), y, wφ) = l(φ(x), y, wφ) + ∂zl(φ(x), y, wφ)
>(ψ(x)− φ(x))
+
1
2
(ψ(x)− φ(x))>Aφ,ψx,y (ψ(x)− φ(x)), (8)
l(ψ(x), y, wφ) +
λ
2
‖wφ‖22 = l(ψ(x), y, wψ) +
λ
2
‖wψ‖22
+ (∂wl(ψ(x), y, wψ) + λwψ)
>(wφ − wψ)
+
1
2
(wφ − wψ)>Bφ,ψx,y (wφ − wψ). (9)
Note that we regard wφ and wψ are flattened into column vectors if necessary. By Assumption 1, we find spectral norms of
Aφ,ψx,y is uniformly bounded with respect to x, y, φ, ψ, hence eigen-values are also uniformly bounded. In particular, since
λ
2 ‖wφ‖22 ≤ R(φ,wφ) ≤ R(φ, 0) ≤ l0 , we see −AcλI  Aφ,ψx,y  AcλI .
By taking the expectation Eν of the equality (8), we get
R(ψ,wφ) = R(φ,wφ) + 〈∇φR(φ), ψ − φ〉Ld2(νX) +
1
2
Eν [(ψ(x)− φ(x))>Aφ,ψx,y (ψ(x)− φ(x))] (10)
and by taking the expectation Eν of the equality (9), we get
R(ψ,wφ) = R(ψ,wψ) + 1
2
(wφ − wψ)>Eν [Bφ,ψx,y ](wφ − wψ), (11)
where we used ∂wR(ψ,wψ) = 0. By combining equalities (10) and (11), we have
R(ψ) = R(φ) + 〈∇φR(φ), ψ − φ〉Ld2(νX) +Hφ(ψ),
where
Hφ(ψ) =
1
2
Eν [(ψ(x)− φ(x))>Aφ,ψx,y (ψ(x)− φ(x))]−
1
2
(wφ − wψ)>Eν [Bφ,ψx,y ](wφ − wψ).
By the uniformly boundedness of Aφ,ψx,y and the semi-positivity of B
φ,ψ
x,y , we find Hφ(ψ) ≤ Acλ2 ‖φ− ψ‖2Ld2(νX).
The other cases can be shown in the same manner, thus, we finish the proof.
We next show the consistency of functional gradient norms.
Proof of Proposition 2. We now prove the first inequality. Note that the integrand of y′-th element of ∇fL(f)(x) for
multiclass logistic loss can be written as
∂ζy′ l(f(x), y) = −1[y = y′] +
exp(fy′(x))∑
y∈Y exp(fy(x))
.
Therefore, we get
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‖∇fL(f)‖Lc1(νX) = EνX‖∇fL(f)(X)‖2
= EνX‖Eν(Y |X)[∂ζ(f(X), Y )]‖2
= EνX
√∑
y′∈Y
(Eν(Y |X)[∂ζy′ (f(X), Y )])2

≥ 1√
c
∑
y′∈Y
EνX
[∣∣∣Eν(Y |X)[∂ζy′ (f(X), Y )]∣∣∣]
=
1√
c
∑
y′∈Y
EνX
∣∣∣∣∣∣ν(y′|X)
(
−1 + exp(fy′(X))∑
y∈Y exp(fy(X))
)
+
∑
y 6=y′
ν(y|X) exp(fy′(X))∑
y∈Y exp(fy(X))
∣∣∣∣∣∣

=
1√
c
∑
y′∈Y
EνX
[∣∣∣∣∣ν(y′|X)
(
−1 + exp(fy′(X))∑
y∈Y exp(fy(X))
)
+ (1− ν(y′|X)) exp(fy′(X))∑
y∈Y exp(fy(X))
∣∣∣∣∣
]
=
1√
c
∑
y′∈Y
EνX
[∣∣∣∣∣−ν(y′|X) + exp(fy′(X))∑y∈Y exp(fy(X))
∣∣∣∣∣
]
=
1√
c
∑
y′∈Y
‖ − ν(y′|·) + pf (y′|·)‖L1(νX),
where for the first inequality we used (
∑c
i=1 ai)
2 ≤ c∑ci=1 a2i . Noting that the second inequality in Proposition 2 can be
shown in the same way by replacing ν by νn, we finish the proof.
We here give the proof of the following inequality concerning choice of embedding introduced in section 4.
‖Tkt,n∂φRn(φt, wt+1)‖2kt ≥
1
d
‖∂φRn(φt, wt+1)‖2Ld1(νn,X) (12)
Proof of (12) . For notational simplicity, we denote by Gt = ∂φRn(φt, wt+1)(·) and by Git the i-the element of Gt. Then,
we get
‖Tkt,n(Gt)‖2)‖2kt = 〈Gt, Tkt,nGt〉Ld2(νn,X)
= E(X,X′)∼ν2n,X [Gt(X)
>Gt(X ′)Gt(X ′)>Gt(X)/(‖Gt(X)‖2‖Gt(X ′)‖2)]
=
d∑
i,j=1
(Eνn,X [Git(X)G
j
t (X)/‖Gt(X)‖2])2
≥
d∑
i=1
(Eνn,X [Git(X)2/‖Gt(X)‖2])2
≥ 1
d
Eνn,X [‖Gt(X))‖2]2 =
1
d
‖Gt‖2Ld1(νn,X),
where we used (
∑c
i=1 ai)
2 ≤ c∑ci=1 a2i .
B. 2. Empirical risk minimization and generalization bound
In this section, we give the proof of convergence of Algorithm 1 for the empirical risk minimization. We here briefly
introduce the kernel function that provides useful bound in our analysis. A kernel function k is a symmetric function
X × X → R such that for arbitrary s ∈ N and points ∀(xi)si=1, a matrix (k(xi, xj))si,j=1 is positive semi-definite. This
kernel defines a reproducing kernel Hilbert space Hk of functions on X , which has two characteristic properties: (i) for
∀x ∈ X , a function k(x, ·) : X → R is an element of Hk, (ii) for ∀f ∈ Hk and ∀x ∈ X , f(x) = 〈f, k(x, ·)〉Hk , where
Functional Gradient Boosting based on Residual Network Perception
〈, 〉Hk is the inner-product inHk. These properties are very important and the latter one is called reproducing property. We
extend the inner-product into the product spaceHdk in a straightforward way, i.e., 〈f, g〉Hdk =
∑d
i=1
〈
f i, gi
〉
Hk .
The following proposition is useful in our analysis. The first property mean that the notation ‖Tkt,n∇Rn(φt)‖kt provided
in the paper is nothing but the norm of Tkt,n∇Rn(φt) by the inner-product 〈, 〉Hdkt .
Proposition A. For a kernel function k, the following hold.
• 〈f, g〉L2(νX) = 〈Tkf, g〉Hdk for f ∈ L
d
2(νX), g ∈ Hdk where Tkf = EνX [f(X)k(X, ·)],
〈f, g〉L2(νn,X) = 〈Tk,nf, g〉Hdk for f ∈ L
d
2(νn,X), g ∈ Hdk where Tk,nf = Eνn,X [f(X)k(X, ·)],
• ‖f‖2L2(νX) ≤ EνX [k(X,X)]‖f‖2Hdk for f ∈ H
d
k,
‖f‖2L2(νn,X) ≤ Eνn,X [k(X,X)]‖f‖2Hdk for f ∈ H
d
k.
Proof. We show only the case of νX because we can prove the other case in the same manner. For f ∈ L2(νX), g ∈ Hdk,
we get the first property by using reproducing property,
〈f, g〉L2(νX) = EνX [f(X)>〈g, k(X, ·)〉Hdk ] = 〈g, Tkf〉Hdk .
We next show the second property as follows. For ∀f ∈ Hdk, we get
‖f‖2L2(νX) = EνX‖f(X)‖22
= EνX‖ 〈f(·), k(X, ·)〉Hdk ‖
2
2
≤ EνX‖k(X, ·)‖2Hk‖f‖2Hdk
= EνX [k(X,X)]‖f‖2Hdk .
We give the proof of Theorem 1 concerning the convergence of functional gradient norms.
Proof of Theorem 1 . When η ≤ 1AcλK , we have from Proposition 1 and Proposition A,
Rn(φt+1, wt+2) ≤ Rn(φt, wt+1)− η
2
‖Tkt,n∂φRn(φt, wt+1)‖2kt .
By Summing this inequality over t ∈ {0, . . . , T − 1} and dividing by T , we get
1
T
T−1∑
t=0
‖Tkt,n∂φRn(φt, wt+1)‖2kt ≤
2
ηT
Rn(φ0, w1), (13)
where we usedRn ≥ 0.
On the other hand, since ∂zl(z, y, w) = ∂zl(w>z, y) = w∂ζ l(w>z, y), it follows that
∂φRn(φ,w)(x) = Eνn(Y |x)[∂zl(φ(x), y, w)]
= Eνn(Y |x)[w∂ζ l(w
>φ(x), y)]
= w∇fLn(w>φ)(x).
Thus, by the assumption on (wt>wt)T0t=0, we get for t ∈ {0, . . . , T − 1}
‖∂φRn(φt, wt+1)‖Ldp(νn,X) = Eνn,X [‖wt+1∇fLn(w>t+1φt)(X)‖
p
2]
1/p
≥ σEνn,X [‖∇fLn(w>t+1φt)(X)‖p2]1/p
= σ‖∇fLn(w>t+1φt)‖Lcp(νn,X). (14)
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Combining inequalities (13) (14) and Assumption 2, we get
1
T
T−1∑
t=0
‖∇fLn(w>t+1φt)‖qLcp(νn,X) ≤
2
ηγσqT
Rn(φ0, w1) + 
σq
.
Since p ≥ 1, we observe ‖∇fLn(w>t+1φt)‖Lc1(νn,X) ≤ ‖∇fLn(w>t+1φt)‖Lcp(νn,X) and we finish the proof.
To provide the proof of Theorem 2, we here give an useful proposition to show fast convergence rate for the multiclass
logistic regression.
Proposition B. Let l(ζ, y) be the loss function for the multiclass logistic regression. Let M > 0 be arbitrary constant. For
a predictor f , we assume l(f(X), Y ) ≤M for (X,Y ) ∼ νn. Then, we have
‖∇fLn(f)‖Lc1(νn,X) ≥
1− exp(−M)√
cM
Ln(f).
Proof. Since exp(−t) ≤ 1− 1−exp(−M)M t for ∀t ∈ [−M, 0), we get
Eνn [exp(−l(f(X), Y ))] ≤ 1−
1− exp(−M)
M
Ln(f).
Using l(f(X), Y ) = − log pf (Y |X) and the above inequality with Proposition 2, we obtain
‖∇fLn(f)‖Lc1(νn,X) ≥
1√
c
∑
y∈Y
‖νn(y|·)− pf (y|·)‖L1(νn,X)
=
1√
c
∑
y∈Y
Eνn,X |νn(y|X)− pf (y|X)|
≥ 1√
c
Eνn [1− pf (Y |X)]
=
1√
c
Eνn [1− exp(−l(f(X), Y ))]
≥ 1− exp(−M)√
cM
Ln(f).
The following is the proof for Theorem 2.
Proof of Theorem 2 . Noting that ft+1 ← ft − ηw>t+1Tkt,n∂φRn(φt, wt+1), we get the following bound by a similar way
in the proof for Theorem 1.
Ln(ft+1) ≤ L(ft)− η
〈∇Ln(ft), w>t+1Tkt,n∂φRn(φt, wt+1)〉Lc2(νn,X) + Aη22 ‖w>t+1Tkt,n∂φRn(φt, wt+1)‖2Lc2(νn,X).
We here bound the right hand side of this inequality as follows.〈∇Ln(ft), w>t+1Tkt,n∂φRn(φt, wt+1)〉Lc2(νn,X) = 〈wt+1∇Ln(ft), Tkt,n∂φRn(φt, wt+1)〉Ld2(νn,X)
= 〈∂φRn(φt, wt+1), Tkt,n∂φRn(φt, wt+1)〉Ld2(νn,X)
≥ γ‖∂φRn(φt, wt+1)‖2Ld1(νn,X),
where we used Proposition A for the second equality and Assumption 2 for the last inequality. Recalling ‖wt+1‖2 ≤ cλ, we
have
‖w>t+1Tkt,n∂φRn(φt, wt+1)‖2Lc2(νn,X) = EX∼νn,X‖w
>
t+1Tkt,n∂φRn(φt, wt+1)‖22
≤ c2λEνn,X‖Tkt,n∂φRn(φt, wt+1)(X)‖22
≤ c2λK2‖∂φRn(φt, wt+1)(X)‖2Ld1(νn,X).
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where for the second inequality, we used ‖Tkt,n∂φRn(φt, wt+1)(X)‖2 ≤ K‖∂φRn(φt, wt+1)‖Ld1(νn,X) which is a conse-
quence of the triangle inequality. Combining the above three inequalities, we have
Ln(ft+1) ≤ Ln(ft)− η
(
γ − 1
2
Aηc2λK
2
)
‖∂φRn(φt, wt+1)‖2Ld1(νn,X)
≤ Ln(ft)− ηγ
2
‖∂φRn(φt, wt+1)‖2Ld1(νn,X)
≤ Ln(ft)− ηγσ
2
2
‖∇fLn(ft)‖2Lc1(νn,X), (15)
where we used Aηc2λK
2 ≤ γ for the second inequality and we used (14) for the last inequality. Thus, we obtain from (15)
and Proposition B that
Ln(ft+1) ≤ Ln(ft)− ηαL2n(ft),
where α = γσ
2(1−exp(−M))2
2cM2 .
From this inequality, we get
1
Ln(ft) ≥
1
Ln(ft+1) − ηα
Ln(ft)
Ln(ft+1) ≥
1
Ln(ft+1) − ηα,
where for the last inequality we used the fact that Ln(ft) is monotone decreasing which is confirmed from the inequality
(15). Therefore, by applying this bound recursively for t ∈ {0, . . . , T/2− 1} with η = η0, we conclude
Ln(fT/2) ≤ 2Ln(f0)
2 + η0αLn(f0)T . (16)
On the other hand, by summing up the inequality (15) over t ∈ {T/2, . . . , T − 1} with η1 and dividing by T/2, we get
η1γσ
2
T
T−1∑
t=T/2
‖∇fLn(ft)‖2Lc1(νn,X) ≤
2
T
Ln(fT/2). (17)
From inequalities (16) and (17), we conclude
η1γσ
2
T
T−1∑
t=T/2
‖∇fLn(ft)‖2Lc1(νn,X) ≤
4Ln(f0)
(2 + η0αLn(f0)T )T .
We next show Theorem 3 that gives the generalization bound by the margin distribution. To do that, we give an upper-bound
on the margin distribution by the functional gradient norm.
Proposition C. For ∀δ > 0, the following bound holds.
Pνn [mf (X,Y ) ≤ δ] ≤
(
1 +
1
exp(−δ)
)√
c‖∇fLn(f)‖Lc1(νn,X).
Proof. If mf (x, y) ≤ δ, then, we see∑
y′ 6=y
exp(fy′(x)− fy(x)) ≥ exp
(
max
y′ 6=y
fy′(x)− fy(x)
)
= exp(−mf (x, y)) ≥ exp(−δ).
This implies,
pf (y|x) = 1
1 +
∑
y′ 6=y exp(fy′(x)− fy(x))
≤ 1
1 + exp(−δ) .
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Thus, we get by Markov inequality and Proposition 2,
Pνn [mf (X,Y ) ≤ δ] ≤ Pνn
[
pf (Y |X) ≤ 1
1 + exp(−δ)
]
= Pνn
[
1− pf (Y |X) ≥ exp(−δ)
1 + exp(−δ)
]
≤
(
1 +
1
exp(−δ)
)
Eνn [1− pf (Y |X)]
=
(
1 +
1
exp(−δ)
)
Eνn [νn(Y |X)− pf (Y |X)]
≤
(
1 +
1
exp(−δ)
)∑
y∈Y
‖νn(y|·)− pf (y|·)]‖L1(νn,X)
≤
(
1 +
1
exp(−δ)
)√
c‖∇fLn(f)‖Lc1(νn,X).
We prove here Theorem 3.
Proof of Theorem 3 . To proof the theorem, we give the network structure. Note that the connection at the t-th layer is as
follows.
φt+1(x) = φt(x)−Dtσ(Ctφt(x)).
We define recursively the family of functionsHt and Hˆt where each neuron belong: We denote by Pj ∈ Rd the projection
vector to j-th coordinate.
H0 def= {Pj : X → R | j ∈ {1, . . . , d}},
Hˆt def= {σ(c>t φt) : X → R | φt ∈ Hdt , ct−1 ∈ Rd, ‖ct−1‖1 ≤ Λ},
Ht+1 def= {φjt − d>t ψt : X → R | φjt ∈ Ht, ψt ∈ Hˆdt , dt ∈ Rd, ‖dt‖1 ≤ Λ′t}.
Then, the family of predictors of y ∈ Y can be written as
GT−1,y def= {w>y φT−1 : X → R | φ ∈ HdT−1, wy ∈ Rd, ‖wy‖1 ≤ Λw}.
Note that GT−1 = {(fy)y∈Y | fy ∈ GT−1,y, y ∈ Y}.
From these relationships and Lemma D, we get
<ˆS(Ht) ≤ <ˆS(Ht−1) + Λ′t−1<ˆS(Hˆt−1)
≤ (1 + Λ′t−1ΛLσ)<ˆS(Ht−1),
<ˆS(GT−1,y) ≤ Λw<ˆS(HT−1).
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The Rademacher complexity ofH0 is obtained as follows. Since ‖Pj‖2 = 1, we have
<ˆS(H0) = 1
n
E(σi)ni=1
[
sup
j∈{1,...,d}
n∑
i=1
σiPjxi
]
≤ 1
n
E(σi)ni=1
[
sup
j∈{1,...,d}
‖Pj‖2
∥∥∥∥∥
n∑
i=1
σixi
∥∥∥∥∥
2
]
=
1
n
E(σi)ni=1
[∥∥∥∥∥
n∑
i=1
σixi
∥∥∥∥∥
2
]
≤ 1
n
E(σi)ni=1
∥∥∥∥∥
n∑
i=1
σixi
∥∥∥∥∥
2
2
 12
=
1
n
(
n∑
i=1
‖xi‖22
) 1
2
≤ Λ∞√
n
,
where we used the independence of σi when taking the expectation.
We set ΠGT−1 = {fy(·) : X →| f ∈ GT−1, y ∈ Y}. Noting that <ˆS(ΠGT−1) ≤
∑
y∈Y <ˆS(GT−1,y), we get
<ˆS(ΠGT−1) ≤ cΛwΛ∞
T−2∏
t=0
(1 + ΛΛ′tLσ)/
√
n.
Thus, we can finish the proof by applying Proposition C and Lemma E.
Corollary 1 can be derived by instantiating Theorem 3 for various choices of T, Λ′t.
Proof of Corollary 1 . For simplicity, we set vt,j the L1-norm of j-th row of Dt, namely, vt,j
def
= ‖(Dt)j,∗‖1. For arbitrary
positive integers (T, kT−2) = (T, k0, . . . , kT−2), we set B(T, kT−2) to networks defined by parameters included in{
max
j
vt,j ≤ kt
T
, max
c
‖(wT )∗,c‖1 ≤ Λw, max
i
‖(Ct)i,∗‖1 ≤ Λ, ∀t ∈ {0, . . . , T − 2}
}
and set
ρ(T, kT−2)
def
=
ρ
T (T + 1)k0(k0 + 1) · · · kT−2(kT−2 + 1) .
Moreover, we set B
def
= ∪T,kT−2B(T, kT−2). Clearly, we see
∑
T,kT−2 ρ(T, kT−2) = ρ. Therefore, by instantiating
Theorem 3 for all (T, kT−2) with probability at least 1 − ρ(T, kT−2) and taking an union bound, we have that with
probability at least 1− ρ for ∀f ∈ B,
Pν [mf (X,Y ) ≤ 0] ≤ 2c
3Λ∞Λw
δ
√
n
T−2∏
t=0
(
1 + ΛLσ
kt
T
)
+
√√√√ 1
2n
log
(
1
ρ
)
+ 2 log(T + 1) +
T−2∑
t=0
2 log(kt + 1)
+
(
1 +
1
exp(−δ)
)√
c‖∇fLn(f)‖Lc1(νn,X).
Let f ∈ B be a function obtained by Algorithm 1 and (ft) = (w>t+1φt) be a sequence to obtain f in the algorithm. We
choose the minimum integers (T, kT−2) such that f ∈ B(T, kT−2), then
max
j
vt,j ≤ kt
T
≤ max
j
vt,j +
1
T
.
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Thus, it follows that
Pν [mf (X,Y ) ≤ 0] ≤
(
1 +
1
exp(−δ)
)√
c‖∇fLn(f)‖Lc1(νn,X) +
2c3Λ∞Λw
δ
√
n
T−2∏
t=0
(
1 + ΛLσ
(
max
j
vt,j +
1
T
))
+
√√√√ 1
2n
(
log
(
1
ρ
)
+ 2 log(T + 1) +
T−2∑
t=0
2 log(T max
j
vt,j + 2)
)
.
We next estimate an upper bound on maxj vt,j . Note that ‖(AtBt)i,∗‖1 ≤ ‖(At)i,∗‖2
∑
l ‖(Bt)∗,l‖2 ≤ ‖(At)i,∗‖2Λ′′ and∑
i ‖(At)i,∗‖2 ≤
√
Kd‖∂φRn(φt, wt+1)‖Ld1(νn,X) by its construction. Thus, we get
max
j
vt,j ≤
∑
j
vt,j ≤ ηt
√
KdΛ′′‖∂φRn(φt, wt+1)‖Ld1(νn,X) ≤ ηt
√
KdΛ′′cλ‖∇fLn(ft)‖Lc1(νn,X),
where we used ‖wt‖2 ≤ cλ for the last inequality.
Using the inequality
∏T−2
t=0 (1 + pt) ≤
(
1 + 1T−1
∑T−2
t=0 pt
)T−1
for positive integers (pt) and Jensen’s inequality, we have
Pν [mf (X,Y ) ≤ 0] ≤
(
1 +
1
exp(−δ)
)√
c‖∇fLn(f)‖Lc1(νn,X) +
c3Λ∞Λw
δ
√
n
(
1 +
2ΛLσ
T
)T−1
+
c3Λ∞Λw
δ
√
n
(
1 +
2ΛLσ
√
KdΛ′′cλ
T − 1
T−2∑
t=0
ηt‖∇fLn(ft)‖Lc1(νn,X)
)T−1
+
√
1
2n
(
log
(
1
ρ
)
+O(T log T )
)
.
Since
(
1 + 2ΛLσT
)T−1
is an increasing with respect to T and converges to 2ΛLσ , we finish the proof.
B. 3. Sample-splitting technique
In this subsection, we provide proofs for the convergence analysis of the sample-splitting variant of the method for the
expected risk minimization. We first give the statistical error bound on the gap between the empirical and expected functional
gradients.
Proof of Proposition 3 . For the probability measure ν, we denote by φ]ν the push-forward measure (φ, id)]ν, namely,
(φ, id)]ν is the measure that the random variable (φ(X), Y ) follows. We also define φ]νm in the same manner. Then, we get
‖Tk∂φR(φ,w0)− Tk,m∂φRm(φ,w0)‖Ld2(µ)
=
√
EX′∼µ‖Eν [∂zl(φ(X), Y, w0)k(X,X ′)]− Eνm [∂zl(φ(X), Y, w0)k(X,X ′)]‖22.
=
√√√√ d∑
j=1
EX′∼µ|(Eν [∂zj l(φ(X), Y, w0)ι(φ(X)))]− Eνm [∂zj l(φ(X), Y, w0)ι(φ(X))])>ι(φ(X ′))|2.
≤
√√√√K d∑
j=1
‖Eν [∂zj l(φ(X), Y, w0)ι(φ(X)))]− Eνm [∂zj l(φ(X), Y, w0)ι(φ(X))]‖22
≤
√√√√K d∑
j=1
D∑
i=1
∣∣Eφ]ν [∂zj l(X,Y,w0)ιi(X))]− Eφ]νm [∂zj l(X,Y,w0)ιi(X)]∣∣2. (18)
To derive an uniform bound on (18), we estimate Rademacher complexity of
Gij def= {∂zj l(x, y, w0)ιi(x) : X × Y → R | ιi ∈ F i}.
Functional Gradient Boosting based on Residual Network Perception
For (xl, yl)ml=1 ⊂ X×Y , we set hl(r) = r∂zj l(xl, yl, w0). Since, |∂zj l(xl, yl, w0)| ≤ β‖w0‖2 by Assumption 3, hl is β‖w0‖2 -
Lipschitz continuous. Thus, from Lemma C and Lemma D, there exists M such that for all i ∈ {1, . . . , D}, j ∈ {1, . . . , d},
<ˆm(Gij) = Eσ
[
sup
ιi∈Fi
m∑
l=1
σlhl(ι
i(xl))
]
≤ β‖w0‖2Eσ
[
sup
ιi∈Fi
m∑
l=1
σlι
i(xl)
]
≤ β‖w0‖2
M√
m
.
Therefore, by applying Lemma B with δ = ρdD for ∀i, j simultaneously, it follows that with probability at least 1− ρ for∀i, j
sup
ιi∈Fi
∣∣Eφ]ν [∂zj l(X,Y,w0)ιi(X))]− Eφ]νm [∂zj l(X,Y,w0)ιi(X)]∣∣ ≤ β‖w0‖2√m
(
2M +
√
2K log
2dD
ρ
)
. (19)
Putting (19) int (18), we get with probability at least 1− ρ
sup
ι∈F
‖Tk∂φR(φ,w0)− Tk,m∂φRm(φ,w0)‖Ld2(µ) ≤ β‖w0‖2
√
KdD
m
(
2M +
√
2K log
2dD
ρ
)
.
We here prove Theorem 4 by using statistical guarantees of empirical functional gradients.
Proof of Theorem 4 . For notational simplicity, we set m← bn/T c and δ ← ρ/T . We first note that
〈∂φR(φt, w0), Tkt,m∂φRm(φt, w0)〉Ld2(νX) =
1
m
m∑
j=1
EνX [∂φR(φt, w0)(X)>∂φRm(φt, w0)(xj)kt(X,xj)]
=
1
m
m∑
j=1
Tkt∂φR(φt, w0)(xj)>∂φRm(φt, w0)(xj)
= 〈Tkt∂φR(φt, w0), ∂φRm(φt, w0)〉Ld2(νm,X) .
Noting that ‖∂zl(φt(xj), yj , w0)‖2 ≤ β‖w0‖2 by Assumption 1, and applying Proposition 3 for all t ∈ {0, . . . , T − 1}
independently, it follows that with probability at least 1− Tδ (i.e., 1− ρ) for ∀t ∈ {0, . . . , T − 1}∣∣∣〈∂φR(φt, w0), Tkt,m∂φRm(φt, w0)〉Ld2(νX) − 〈Tkt,m∂φRm(φt, w0), ∂φRm(φt, w0)〉Ld2(νm,X)∣∣∣
≤ ‖Tkt∂φR(φt, w0)− Tkt,m∂φRm(φt, w0)‖Ld2(νm,X)‖∂φRm(φt, w0)‖Ld2(νm,X)
≤ β‖w0‖2(m, δ). (20)
We next give the following bound.
‖Tkt∂φRm(φt, w0)‖2Ld2(νX) = EνX
∥∥∥∥∥∥ 1m
m∑
j=1
∂zl(φt(xi), yi, w0)kt(xi, X)
∥∥∥∥∥∥
2
2
≤ β2‖w0‖2K2. (21)
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On the other hand, we get by Proposition 1
R(φt+1, w0) ≤ R(φt+1, w0)− η 〈∂φR(φt, w0), Tkt,m∂φRm(φt, w0)〉Ld2(νX) +
η2A‖w0‖2
2
‖Tkt∂φRm(φt, w0)‖2Ld2(νX).
(22)
Combining inequalities (20), (21), and (22), we have with probability at least 1− Tδ for t ∈ {0, . . . , T − 1},
R(φt+1, w0) ≤ R(φt+1, w0)− η‖Tkt,m∂φRm(φt, w0)‖2kt + ηβ‖w0‖2(m, δ) +
η2β2‖w0‖2K
2A‖w0‖2
2
.
By Summing this inequality over t ∈ {0, . . . , T − 1} and dividing by T , we get with probability 1− Tδ
1
T
T−1∑
t=0
‖Tkt,m∂φRm(φt, w0)‖2kt ≤
R(φ0, w0)
ηT
+ β‖w0‖2(m, δ) +
ηβ2‖w0‖2K
2A‖w0‖2
2
.
Thus by Assumption 2 and the assumption on w>0 w0, we get
1
T
T−1∑
t=0
‖∇fLm(w>0 φt)‖qLdp(νm,X) ≤
1
γσq
{
R(φ0, w0)
ηT
+ β‖w0‖2(m, δ) +
ηβ2‖w0‖2K
2A‖w0‖2
2
+ γ
}
. (23)
To clarify the relationship between ‖∇fLm(f)‖Lc1(νm,X) and ‖∇fL(f)‖Lc1(νX), we take an expectation of the former term
with respect to samples (Xj , Yj)mj=1 ∼ νm. Since ‖∂ζ l(ζ, y)‖2 ≤ B, we obtain
E(Xj ,Yj)mj=1∼νm‖∇fLm(f)‖Lc1(νm,X) = E(X,Y )∼νm‖∂ζ l(f(X), Y )‖2
≥ 1
B
E(X,Y )∼νm‖∂ζ l(f(X), Y )‖22
≥ 1
B
Eνm,X‖Eν(Y |X)[∂ζ l(f(X), Y )]‖22
=
1
B
Eνm,X‖∇fL(f)(X)‖22
=
1
B
‖∇fL(f)‖2Lc2(νX).
Hence, applying Hoeffding’s inequality with δ ← ρ/T to E(Xj ,Yj)mj=1∼νm‖∇fLm(w>0 φt)‖Lc1(νm,X) for all t ∈ {0, . . . , T −
1} independently, we find that with probability 1− Tδ for ∀t ∈ {0, . . . , T − 1},
‖∇fLm(w>0 φt)‖Lc1(νm,X) +B
√
2
m
log
1
δ
≥ E∼νm‖∇fLm(w>0 φt)‖Lc1(νm,X) ≥
1
B
‖∇fL(w>0 φt)‖2Lc1(νX), (24)
where we used for the last inequality ‖ · ‖2Lc2(νX) ≥ ‖ · ‖
2
Lc1(νX)
.
We set t∗ = arg mint∈{0,...,T−1} ‖∇fLm(w>0 φt)‖Ldp(νm,X). Combining inequalities (23) and (24) and noting p ≥ 1, we
get with probability at least 1− 2Tδ,
1
B
‖∇fL(w>0 φt∗)‖2Lc1(νX) ≤ B
√
2
m
log
1
δ
+
1
γ1/qσ
{
R(φ0, w0)
ηT
+ β‖w0‖2(m, δ) +
ηβ2‖w0‖2K
2A‖w0‖2
2
+ γ
} 1
q
.
Noting that
√
a+ b ≤ √a+√b for a, b > 0, we finally obtain
‖∇fL(w>0 φt∗)‖Lc1(νX) ≤ B
(
2
m
log
1
δ
) 1
4
+
√
B
γ1/qσ
{
R(φ0, w0)
ηT
+ β‖w0‖2(m, δ) +
ηβ2‖w0‖2K
2A‖w0‖2
2
+ γ
} 1
2q
.
Recalling that m← bn/T c and δ ← ρ/T , the proof is finished.
