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Abstract
In this paper we consider new error estimates under the weighted Chebyshev norm for Galerkin method to an airfoil equation.
Galerkin discretisation is discussed. The smoothness conditions of the input functions are improved, i.e., they need to be Hölder
continuous with 12 < < 1.
© 2006 Elsevier B.V. All rights reserved.
MSC: 45E05; 45E10; 65R20
Keywords: Galerkin method; Airfoil equation; Chebyshev polynomials; The weighted Chebyshev norm
1. Introduction
In this paper we will discuss Galerkin solution of the following equation:
1

∫ 1
−1
(t)
t − x dt + 
∫ 1
−1
k(t, x)(t) dt = f (x) (−1<x < 1), (1.1)
where f (x) ∈ H[−1, 1] is a real Hölder function on [−1, 1], k(t, x) ∈ H,[−1, 1] × [−1, 1] is Hölder continuous
on [−1, 1] × [−1, 1],  is a suitable constant which is not the eigenvalue of (1.1). The singular integral in (1.1) is
deﬁned by
∫ 1
−1
(t)
t − x dt = lim→0
(∫ x−
−1
+
∫ 1
x+
)
(t)
t − x dt (−1<x < 1). (1.2)
The solution (x) belongs to one of the following function classes (see [15]):
h0 = {(x) : (x) is continuous in (−1, 1)
and may have weak singularities both at x = −1 and x = 1},
h(1) = {(x) : (x) is continuous in (−1, 1),
bounded at x = 1 and may have weak singularity at x = −1},
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h(−1) = {(x) : (x) is continuous in (−1, 1),
bounded at x = −1 and may have weak singularity at x = 1},
h(−1, 1) = {(x) : (x) is continuous in (−1, 1)
and bounded both at the points x = ±1}.
These four function classes have the following relations:
h(−1, 1) ⊂ h(c) ⊂ h0, c = −1 or 1. (1.3)
According to the basic theory of singular integral equations [15], one of the function classesh0, h(−1), h(1), h(−1, 1)
should be chosen as the solution class of (x) when solving (1.1). The index and the canonical function can then be
calculated with respect to this solution class. For example, consider the case where (x) belongs to h0. By the standard
normalisation process for the singular integral equation (1.1), see [2,3,15], the index is = 1 and (1.1) is equal to the
equations:
⎧⎪⎨
⎪⎩
1

∫ 1
−1
u(t)√
1 − t2(t − x) dt + 
∫ 1
−1(1 − t2)−1/2k(t, x)u(t) dt = f (x),
1

∫ 1
−1
u(t)√
1 − t2 dt = C,
(1.4)
with u(x) the Hölder continuous solution on [−1, 1], and C an arbitrary constant. The relation between the solution
(x) ∈ h0 and u(x), i.e., (x) = (1 − x2)−1/2u(x), is a key point to discuss. Usually, it is difﬁcult to approximate an
unbounded function in h0 directly, but it is much easier to discuss its equivalent equations (1.4) with Hölder continuous
solution u(x). Moreover, it connects the weight function (1−x2)−1/2 with Chebyshev polynomials of the ﬁrst kind. For
the various numerical methods of (1.4), the best results on error estimates under the weighted L2 norm and Chebyshev
norm have already be obtained by Linz, Golberg, Ioakimidis and others ([14,4,12], etc.), so Galerkin solution of
Eqs. (1.4) has been solved completely.
In this paper we consider (1.1) with (x) ∈ h(−1). Note that the results will be analogous for (x) ∈ h(1). Let
w(t) =
√
1 + t
1 − t , w
−1(t) =
√
1 − t
1 + t , (1.5)
the solution (x) can be decomposed to (x)=w(x)u(x). By the normalisation process of (1.1), the index = 0, and
(1.1) is equivalent to
(Au)(x) + (Ku)(x) = f (x) (−1<x < 1), (1.6)
where
(A)(x) = 1

∫ 1
−1
√
1 + t
1 − t
(t)
t − x dt ,
(B)(x) = 1

∫ 1
−1
√
1 − t
1 + t
(t)
t − x dt ,
(K)(x) =
∫ 1
−1
√
1 + t
1 − t k(t, x)(t) dt . (1.7)
Eq. (1.6) is called the airfoil equation. Determining whether the solution u(x) is continuous on [−1, 1], depends on
the smoothness properties of f (x) and k(t, x). Many papers have already discussed Collocation and Galerkin method
for Eq. (1.6). The error estimate under the weighted L2 norm has already been obtained by Ioakimidis, Golberg [5]
and others under the conditions f (x) ∈ H[−1, 1] and k(t, x) ∈ H,[−1, 1] × [−1, 1], 0< < 1, which could
not be improved any more. But the error estimate under Chebyshev norm required more restricting conditions, i.e.,
d2f/dx2 ∈ H[−1, 1] and 2k/x2(t, x) ∈ H,[−1, 1] × [−1, 1] ([6,4,7,8,13], etc.). Obviously, these conditions
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exceed considerably the requirements in the basic theory on (1.1) or (1.6) [15]. In order to improve these conditions,
some papers introduced a generalised Sobolev space (for example [1]).
The main purpose of this paper is to give out the error estimate of Galerkin approximate solution by a weighted
Chebyshev norm under the conditions f (x) ∈ H[−1, 1] and k(t, x) ∈ H,[−1, 1]×[−1, 1], 12 < < 1. In Section 2,
some properties about singular integral operators A,B and integral operator K are discussed, and their connections
with Chebyshev polynomials and the Lebesgue functions with respect to w(t) and w−1(t) are stated out. In Section 3,
the discrete Galerkin system is obtained. In Section 4, the error estimate under the weighted Chebyshev norm is
discussed.
2. Some properties on the singular integral operators
First, we discuss (1.1) in the case k(t, x) ≡ 0. By the Poincaré–Bertrand formula in [15], we have BA = −I, then
the solution  of (1.1) in h(−1) is
(x) = −
√
1 + x
1 − x
1

∫ 1
−1
√
1 − t
1 + t
f (t)
t − x dt, x ∈ (−1, 1), (2.1)
i.e., (x) = −w(x)(Bf )(x), then the corresponding solution of (1.6) is u(x) = −(Bf )(x).
Theorem 2.1. If (x) ∈ H[−1, 1], 0< < 1, then limx→−1+0
√
1 + x(B)(x) and limx→1−0
√
1 − x(A)(x)
exist, i.e., w(x)(B)(x) ∈ h(−1), w−1(x)(A)(x) ∈ h(1).
Proof. See the properties of singular integral at the endpoints in [15, Chapter IV]. 
We know from the above theorem that condition (x) ∈ h(−1) cannot ensure u(x) = −(Bf )(x) to be continuous
on [−1, 1], even if u(±1) is deﬁned as limx→±1∓0 u(x). It can be only continuous on [−1, 1] if f is smooth enough.
For more details, we use the following theorem on singular integral operators A, B and Chebyshev polynomials.
Theorem 2.2 (see Szegö [16]). For any x ∈ (−1, 1), there exist equalities
AUn = Vn, BVn = −Un, (2.2)
n = 0, 1, . . . , where
Un(x) = 1√

cos((2n + 1)/2)	
cos(	/2)
and Vn(x) = 1√

sin((2n + 1)/2)	
sin(	/2)
are the normalised Chebyshev polynomials with respect to w(x) and w−1(x), respectively with x = cos 	.
The above results hold only for x ∈ (−1, 1), but they are not always correct at the endpoints x = −1 and 1. For
example, apply operator A on
√
U0(x) = 1, then by Theorem 2.2, we have (A1)(x) = 1 for x ∈ (−1, 1), and
(A1)(−1) = 1

∫ 1
−1
√
1 + t√
1 − t(t + 1) dt = 1,
(A1)(1) = 1

∫ 1
−1
√
1 + t√
1 − t(t − 1) dt .
It follows that (A1)(−1)= limx→−1+0 (A1)(x), but (A1)(1) does not exist under the usual meaning of principal value
integral. In the sequel (A)(x) and (B)(x) are considered to be continuous on thewhole [−1, 1] if limx→±1∓0 (A)(x)
and limx→±1∓0 (B)(x) exist, respectively. It is proved in [9] that some singular integral operators with Chebyshev
weights, Jacobi weights and the generalised Jacobi weight functions can be Hölder continuous on [−1, 1] for a suitable
< 1. Therefore, (A)(x), (B)(x) ∈ H 2
[−1, 1] if  ∈ H[−1, 1], 34 < < 1, 0< 
< 1 − 3/4. Next theorem
gives out the stronger results by the use of Privalov theorem under the condition  ∈ H[−1, 1], > 12 .
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Theorem 2.3. Let  ∈ H[−1, 1] with > 12 , then both (A)(x) and (B)(x) belong to H−1/2−[−1, 1], where
0< < − 12 is an arbitraryconstant. Moreover,
‖A‖H−1/2−[−1,1]C1‖‖H[−1,1], ‖B‖H−1/2−[−1,1]C2‖‖H[−1,1], (2.3)
where C1, C2 are two constants independent of , ‖ · ‖∞ is the Chebyshev norm on [−1, 1], and the Hölder norm
‖ · ‖H[−1,1] of  is
‖‖H[−1,1] = ‖‖∞ + A(), A() = max−1x1,x21
|(x1) − (x2)|
|x1 − x2| . (2.4)
Proof. By the deﬁnition in (1.7) and (A1)(x) = 1,
(A)(x) = 1

∫ 1
−1
√
1 + t
1 − t
(t) − (1)
t − x dt +
(1)

∫ 1
−1
√
1 + t
1 − t
1
t − x dt
= 1

∫ 1
−1
g(t)
t − x dt + (1)
√
, (2.5)
where we have denoted
g(t) =
√
1 + t
1 − t ((t) − (1)).
Since  is a Hölder function with order > 12 , it is easy to see that limt→−1+0 g(t) = limt→1−0 g(t) = 0, i.e., by
extending [−1, 1] to a closed contour and by deﬁning g(t)= 0 on it [15, Chapter IV]. The function g(t) is also Hölder
continuous with order − 12 (by the examples in [15, Chapter I]). Therefore, by the Privalov theorem [15, Chapter I],
the integral
∫ 1
−1 g(t)/(t − x) dt is Hölder continuous on [−1, 1] with order − 12 − , i.e.,
|(A)(x1) − (A)(x2)|C′|x1 − x2|−1/2−, (2.6)
where C′ is a constant independent of .
Again by (1.7) and (A1)(x) = 1,
(A)(x) = 1

∫ 1
−1
√
1 + t
1 − t
(t) − (x)
t − x dt +
(x)

∫ 1
−1
√
1 + t
1 − t
1
t − x dt
= 1

∫ 1
−1
√
1 + t
1 − t
(t) − (x)
t − x dt +
√
(x), (2.7)
then
|(A)(x)| 1

∫ 1
−1
√
1 + t
1 − t
1
|t − x|1− dtA() +
√
|(x)|
C1‖‖H[−1,1], (2.8)
where we have used the fact that the weakly singular integral
∫ 1
−1
√
((1 + t)/(1 − t))(1/|t − x|1−) dt is continuous
on [−1, 1] if > 12 . With C1 = max{max−1x1
∫ 1
−1
√
((1 + t)/(1 − t))(1/|t − x|1−) dt + C′,√}, the result for
A can be derived from (2.6) and (2.8).
The result for (B)(x) can be proved similarly. 
Obviously, the conditions d2f/dx2 ∈ H[−1, 1] and 2k/x2(t, x) ∈ H,[−1, 1] × [−1, 1] are sufﬁcient enough
to ensure that the solution u(x) of (1.6) is Hölder continuous on [−1, 1]. So, the original equation (1.1) with solution
 ∈ h(−1) can be converted to Eq. (1.6) with Hölder continuous solution u.
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Let L2w[−1, 1] be the function space of Lebesgue measurable function  with the norm:
‖‖L2w =
(∫ 1
−1
w(t)2(t) dt
)1/2
< + ∞, (2.9)
and L2
w−1 [−1, 1] be deﬁned analogously.
Theorem 2.2 is the key result for numerical methods to Eq. (1.1) with  ∈ h(−1). It can be used to generalise the
singular integral operators A, B from Hölder space to the corresponding weighted L2[−1, 1], which is crucial to prove
the solvability of the discrete Galerkin system of (1.6).
Theorem 2.4 (see Fromme and Golberg [5] and Gong and Du [10]). A is an isometrically isomorphic operator from
L2w[−1, 1] to L2w−1 [−1, 1] and B is such an operator from L2w−1 [−1, 1] to L2w[−1, 1].
Next, some deﬁnitions and results on orthogonal polynomials [11,16] are introduced. Let Pn()(x), Qn()(x) be
the nth partial sum of the orthogonal Fourier series of suitable with respect to the normalised orthogonal polynomials
Un(x) and Vn(x), respectively, i.e.,
Pn()(x) =
∫ 1
−1
w(t)(t)Kn(w, t, x) dt ,
Qn()(x) =
∫ 1
−1
w−1(t)(t)Kn(w−1, t, x) dt , (2.10)
where
Kn(w, t, x) =
n∑
k=0
Uk(t)Uk(x),
Kn(w
−1, t, x) =
n∑
k=0
Vk(t)Vk(x). (2.11)
Then
|(x) − Pn()(x)|En()(1 + Ln(w, x)),
|(x) − Qn()(x)|En()(1 + Ln(w−1, x)), (2.12)
where
Ln(w, x) =
∫ 1
−1
w(t)|Kn(w, t, x)| dt ,
Ln(w
−1, x) =
∫ 1
−1
w−1(t)|Kn(w−1, t, x)| dt , (2.13)
are called the Lebesgue functions with respect to the weights w(t) and w−1(t), respectively. Let En() =
max−1x1 |(x) − qn(x)| be the best uniform error estimate of  approximated by the polynomial qn(x) of de-
gree n. Using the Jackson theorem, if  ∈ H[−1, 1], then
En()O(1)
(
,
1
n
)
O(1)A()n−O(1)‖‖H[−1,1]n−, (2.14)
where (, 1/n) = max|x1−x2|1/n |(x1) − (x2)| is the modulus of continuity of . Obviously, (, 1/n)
A()max|x1−x2|1/n|x1 − x2|‖‖H[−1,1]n−. For simplicity, we use O(1) to represent a constant independent
of  in the sequel.
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Theorem 2.5 (see Natanson [11]).
max−1x1
√
1 + xLn(w, x)O(1)(1 + ln n), (2.15)
max−1x1
√
1 − xLn(w−1, x)O(1)(1 + ln n). (2.16)
Deﬁnition 2.6. The weighted Chebyshev norms ‖ · ‖∗∞ and ‖ · ‖∗∗∞ are deﬁned as follows:
‖‖∗∞ = max−1x1
√
1 + x|(x)|,
‖‖∗∗∞ = max−1x1
√
1 − x|(x)|. (2.17)
Thus, by (2.10), (2.12) and Theorem 2.5, if  ∈ H[−1, 1], for any −1x1, we have
‖− Pn()‖∗∞O(1)‖‖H[−1,1]n−(1 + ln n), (2.18)
‖− Qn()‖∗∗∞O(1)‖‖H[−1,1]n−(1 + ln n). (2.19)
Theorem 2.7 (see Natanson [11]). Let  ∈ H[−1, 1], then
‖Pn− ‖L2w[−1,1]O(1)‖‖H[−1,1]n−,
‖Qn− ‖L2
w−1 [−1,1]
O(1)‖‖H[−1,1]n−. (2.20)
Theorem 2.8. APn = QnA, BQn = PnB.
Proof. These are direct results of Theorem 2.2, that also can be found in Elliott’s and Golberg’s papers. 
Theorem 2.9. Let  ∈ L2w[−1, 1], k(t, x) ∈ H,[−1, 1] × [−1, 1], then K is not only a bounded linear operator
from L2w[−1, 1] to L2w−1 [−1, 1], but also a bounded linear operator from L2w[−1, 1] to H[−1, 1]. Moreover,
‖QnK− K‖L2
w−1 [−1,1]
O(1)n−‖‖L2w[−1,1]. (2.21)
Proof. Since k(t, x) ∈ H,[−1, 1]× [−1, 1], it is easy to know that, for any  ∈ L2w[−1, 1], (K)(x) ∈ H[−1, 1],
obviously, (K)(x) ∈ L2
w−1 [−1, 1]. Denote
(QnK)(x) =
n∑
j=0
djVj (x), (2.22)
where
dj =
∫ 1
−1
w−1(x)
(∫ 1
−1
w(t)k(t, x)(t) dt
)
Vj (x) dx

∫ 1
−1
w−1(x)‖‖L2w[−1,1]
(∫ 1
−1
w(t)k2(t, x) dt
)1/2
Vj (x) dx
= ‖‖L2w[−1,1]
∫ 1
−1
w−1(x)g(x)Vj (x) dx
= ‖‖L2w[−1,1]gj .
In the above, the Cauchy–Schwartz inequality has been used, and we have denoted
g(x) =
(∫ 1
−1
w(t)k2(t, x) dt
)1/2
, gj =
∫ 1
−1
w−1(x)g(x)Vj (x) dx.
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Since k(t, x) ∈ H,[−1, 1] × [−1, 1], obviously g(x) ∈ H[−1, 1]. Then by (2.14), we have En(g)O(1)n−, and
‖Qng − g‖L2
w−1 [−1,1]
=
⎛
⎝ ∞∑
j=n
g2j
⎞
⎠
1/2
‖Qng − qn‖L2
w−1 [−1,1]
+ ‖g − qn‖L2
w−1 [−1,1]
= ‖Qn(g − qn)‖L2
w−1 [−1,1]
+ ‖g − qn‖L2
w−1 [−1,1]
2‖g − qn‖L2
w−1 [−1,1]
= 2
(∫ 1
−1
w−1(x)(g(x) − qn(x))2 dx
)1/2
2En(g)
(∫ 1
−1
w−1(x) dx
)1/2
O(1)n−,
where qn(x) is the best approximation polynomial of g(x) under the Chebyshev norm. Then
‖QnK− K‖L2
w−1 [−1,1]
=
⎛
⎝ ∞∑
j=n
d2j
⎞
⎠
1/2
‖‖L2w[−1,1]
⎛
⎝ ∞∑
j=n
g2j
⎞
⎠
1/2
= ‖‖L2w[−1,1]‖Qng − g‖L2
w−1 [−1,1]
O(1)‖‖L2w[−1,1]n−. 
Theorem 2.10. Let  ∈ L2w[−1, 1], k(t, x) ∈ H,[−1, 1] × [−1, 1], > 12 , Pn, B, K are deﬁned as above, then BK
is a linear bounded operator from L2w[−1, 1] to H−1/2−[−1, 1], and
‖BK− PnBK‖∗∞O(1)‖‖L2w[−1,1]n−+1/2+(1 + ln n). (2.23)
Proof. By Theorem 2.3, if  ∈ H[−1, 1], then (BK)(x) is Hölder continuous on [−1, 1] with order − 12 − . So
by (2.18), Theorems 2.3 and 2.9,
‖BK− PnBK‖∗∞O(1)‖BK‖H−1/2−[−1,1]n−+1/2+(1 + ln n)
O(1)‖‖L2w[−1,1]n−+1/2+(1 + ln n). 
3. Galerkin discretisation
Since BA = −I, Eq. (1.6) is equivalent to the following integral equation of the second kind with weak singularity:
u(x) − (BKu)(x) = −(Bf )(x), (3.1)
where  is not an eigenvalue of this integral equation. There are two approaches to construct the discrete Galerkin
system of (1.6): one is to construct it from singular integral equation (1.6) directly, which is called the direct method;
the other is to construct it from integral equation (3.1), which is called the indirect method. Correspondingly there
are two kinds of error analysis, but the results in both approaches coincide through Theorems 2.8 and 2.2. These are
considered by Ioakimidis in [12] and his other papers. For simplicity, we choose (3.1) to continue our discussions.
Let un(x) =∑nj=0 cjUj (x), where cj , j = 0, 1, . . . , n, are undetermined constants. Replacing u(x) by un(x) in
Eq. (3.1), one determines the unknown cj by the equations Pn((I − BK)un + (Bf ))(x) = 0, i.e.,
un − PnBKun = −PnBf . (3.2)
This is called the Galerkin discretisation of (3.1). By Theorem 2.8, (3.2) can also be written as
un − BQnKun = −BQnf . (3.3)
According to (2.10), denote
(Qnf )(x) =
n∑
j=0
fjVj (x), (QnKun)(x) =
n∑
j=0
cj
n∑
i=0
kj,iVi(x), (3.4)
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where
fj =
∫ 1
−1
w−1(t)f (t)Vj (t) dt ,
kj,i =
∫ 1
−1
∫ 1
−1
w(t)w−1(x)k(t, x)Uj (t)Vi(x) dt dx. (3.5)
Substituting (3.4) into (3.3), and using Theorem 2.2, we have
n∑
j=0
cjUj (x) + 
n∑
j=0
n∑
i=0
cj kj,iUi(x) =
n∑
j=0
fjUj (x). (3.6)
Comparing the coefﬁcients of Uj , j = 0, 1, . . . , n on both sides of (3.6), we obtain a system of algebraic equations:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
c0 + ∑nj=0 kj,0cj = f0,
...
...
...,
ci + ∑nj=0 kj,icj = fi,
...
...
...,
cn + ∑nj=0 kj,ncj = fn.
(3.7)
4. Uniqueness and error analysis
Theorem 4.1. Let (X, ‖ · ‖) be a Banach space, I : X → X be the identity operator, L : X → X be a linear bounded
operator. If equation (I + L)= f has a unique solution  for any input function f ∈ X, then I + L has a bounded
inverse operator (I + L)−1.
Theorem 4.2. Assume the conditions in the above Theorem hold, L0 : X → X is a linear bounded operator, and there
exists a constant  ∈ (0, 1) such that
‖L − L0‖‖(I + L)−1‖, (4.1)
then the inverse operator (I + L0)−1 exists and
‖(I + L0)−1 − (I + L)−1‖‖L − L0‖‖(I + L)−1‖2/(1 − ). (4.2)
The above well-known theorems can be found in many books on linear bound operators or integral equations of
the second kind. They are used to derive the existence, uniqueness and error estimate of the solution of the Galerkin
discretisation (3.2).
Theorem 4.3. Let f ∈ H[−1, 1], k(t, x) ∈ H,[−1, 1] × [−1, 1]. If n is large enough, then (3.2) has a unique
solution un(x), and
‖u − un‖L2w[−1,1]O(1)n−. (4.3)
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Proof. Since the index of (1.6)  = 1, Eq. (1.6) has only one solution u(x). By Theorems 2.4, 2.7 and 2.9, the
requirements in Theorems 4.1 and 4.2 are satisﬁed, so the proof can be completed. 
Theorem 4.3 has already been obtained by many authors, which is the best error estimate of Eq. (1.6) under the
weighted L2 norm. It means that not only (4.3) exists but also its converse is correct too, i.e.,
‖u − un‖L2w[−1,1] = O(1)n−. (4.4)
From the simple relationship between L2w[−1, 1] norm and Chebyshev norm, we have
‖u − un‖∞O(1)‖u − un‖L2w = O(1)n−, (4.5)
which means that the error estimate ‖u − un‖∞ is at least O(n−).
Theorem 4.3 can be used to prove the uniqueness of solution of (3.2), i.e., the system of algebraic equations (3.7)
has a unique solution vector.
Theorem 4.2 can be modiﬁed to obtain error estimate under the weighted Chebyshev norm ‖ · ‖∗∞ (see [13,
Theorem 1]).
Theorem 4.4. Let f ∈ H[−1, 1], k(t, x) ∈ H,[−1, 1] × [−1, 1], > 12 . If n is large enough, then
‖u − un‖∗∞O(1)n−+1/2+(1 + ln n), (4.6)
where 0< < − 12 is an arbitrary constant.
Proof. Let n be large enough, then by (3.1),
‖u − un‖∗∞O(1)‖(BK − PnBK)Bf ‖∗∞ + ‖Bf − PnBf ‖∗∞), (4.7)
By Theorem 2.10, BK is a linear bounded operator from L2w[−1, 1] to H−1/2−[−1, 1], and by Theorem 2.3, B is a
linear operator from H[−1, 1] to H−1/2−[−1, 1]. By the use of Theorem 2.10 and (2.18), we have
‖u − un‖∗∞O(1)n−+1/2+(1 + ln n)(‖Bf ‖L2w[−1,1] + ‖Bf ‖H−+1/2+[−1,1])
O(1)n−+1/2+(1 + ln n). 
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