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Partial differential equations (PDE) have been widely used to reproduce patterns in nature and
to give insight into the mechanism underlying pattern formation. Although many PDE models
have been proposed, they rely on the pre-request knowledge of physical laws and symmetries, and
developing a model to reproduce a given desired pattern remains difficult. We propose a novel
method, referred to as Bayesian modelling of PDE (BM-PDE), to estimate the best PDE for one
snapshot of a target pattern under the stationary state. We show the order parameters extracting
symmetries of a pattern together with Bayesian modelling successfully estimate parameters as well as
the best model to make the target pattern. We apply BM-PDE to nontrivial patterns, such as quasi-
crystals, a double gyroid and Frank Kasper structures. Our method works for noisy patterns and
the pattern synthesised without the ground truth parameters, which are required for the application
toward experimental data.
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2The design of structures of materials is one of the most important issues in various fields of physical science,
as their structures are related to their physical properties. The structures are often characterised by periodic or
quasi-periodic order. These ordered structures, which we call pattern, are ubiquitous in nature ranging from fluid
convection[1] to microphase separation of block copolymers[2, 3] and atomic and molecular crystals[4, 5]. Surprisingly,
the same pattern appears in different systems with completely different length scales[6]. Complex patterns such as
quasi-crystal (QC), double gyroid (DG) and Frank Kasper (FK) phases appear not only in metallic alloy[7, 8] but
also in soft materials such as block copolymers[2, 9], biomaterials[10], surfactants[11], liquid crystals[12] and colloidal
assemblies[13]. Recent developments of imaging techniques give us various structural information, and thus it is
desired to understand pattern formation and the design principle of a desired structure [14].
A continuum approach, such as the phase-field crystal (PFC) model based on the Landau theory on the phase
transition, is particularly useful to give insight into a generic mechanism of symmetry selection in ordered structures[5,
6]. Using nonlinear partial differential equations (PDEs), the origins of pattern formation for various patterns have
been investigated[5]. These studies have clarified generic pictures on a specific pattern under a specific model with
parameters. Still, when encountering a new pattern, we need to choose a governing equation and tuning parameters.
They require a sophisticated guess and trial-and-error. The typical situation is that we do not know a model to
reproduce the pattern even though we know its properties such as the symmetry. Therefore, it is necessary to develop
a method to estimate the best model for the target pattern independent from the model, rather than for data with
ground truth.
Automatic discovery of a model equation is a recent key topic in data-driven science[15–17], and several methods
have been proposed for PDEs of time-series data [18, 19]. Two major approaches are the regression and trajectory
matching[20, 21]. Regression minimises the residue of a dynamical equation. This approach optimises parameters
under the state noise added to the equation, but is weak under the measurement noise. Trajectory matching minimises
the difference between measurement times series and solution of the candidate equation. It is robust under the
measurement noise, but requires optimisation of its initial condition. These approaches cannot be applied to estimation
for a stationary pattern, because it does not have information about the initial condition. We have to develop a method
which is independent from the degeneracy of a pattern due to different initial conditions.
In this study, an inverse problem is formulated to reproduce a given snapshot of a pattern, after which we propose a
method, referred to as Bayesian modelling of partial differential equations (BM-PDE), to identify the best PDE model
and its parameters. We prepare the target pattern according to crystallographic symmetry, which is independent from
any candidate models, and then perform estimation of the best model. We demonstrate it for complex patterns such
as quasi-crystal, double gyroid and Frank Kasper A15 patterns.
BAYESIAN MODELLING
We consider a pattern (or crystalline structures) expressed by the scalar density field ψ(x). An example of a
dodecagonal quasi-crystal is shown in Fig. 1(a,b). Higher density spots may be considered as a position of particles.
We quantify the similarity between two patterns ψ1 and ψ2 by the distance between them defined as
E[ψ1, ψ2] = |Ψ[ψ1]−Ψ[ψ2]|2 . (1)
Our target pattern is ordered and has many invariants; the pattern must be identified under change by translation and
rotation, and also the pattern does not change by the action of symmetry group that the pattern has (see Fig. 1(a,b)
and Supplementary Fig. S1 [22]). Here we introduce order parameter Ψ[ψ(x)], which maps the pattern onto the
feature space and eliminates the redundant information of the ordered pattern ψ(x) due to symmetry (see Fig. 1(c)
and Methods).
We explorer a model to reproduce a target pattern ψ∗(x) at the steady state ψs(x) of a model described by nonlinear
partial differential equations ∂tψ(x) = f [ψ(x)]. If the model and its parameters are ground truth, the target pattern
satisfies, ∂tψ
∗(x) = f [ψ∗(x)] = 0. The basic structure of our estimation is schematically shown in Fig. 1(d). For a
given model mi and parameters µ in a PDE, the stationary pattern is uniquely determined under each initial condition,
ψ0(x) (Fig. 1(c)). We treat an initial pattern as a latent variable that is marginalised using a random variable for the
initial condition. This is because the obtained pattern may be translationally shifted or rotated by changing an initial
pattern (see Fig 1(c)). The distance defined by equation (1) identify the patterns up to symmetry transformation
thanks to the order parameter.
Our target pattern is one snapshot and has information only about the stationary state. This implies that when
f [ψ∗(x)] = 0 is a true model, we may have a series of equally true models such as f [ψ∗(x)]2 = 0, (f [ψ∗(x)] + 1) f [ψ∗(x)] =
0 and so on. We therefore need to regularise the problem. This is realised by considering a family of PDE models
based on physical properties. By selecting one model from the family, one can identify a relevant feature to reproduce
the target pattern, and thus, can ensure interpretability. In the spirit of nonlinear dynamics of pattern formation,
3the canonical form of the model should be described by the minimal number of terms and less spatial gradients.
Hereafter, we construct a family of models based on this idea of parsimony.
We consider a model, called m ∈M , expressed by a nonlinear partial differential equation (PDE) of the form
∂tψ(x) = L(m)µ ψ(x) +N [ψ(x)] (2)
with a set of parameters µ. The PDE is decomposed into two parts. The linear term is expressed by the linear
operator, L(m)µ , acting on ψ(x) under a periodic domain. A possible extension of this approach will be discussed later.
We make a family of models, M = {mi}i∈[1,imax], by modifying the linear operator to have mi peaks in its spectrum
(see Methods and Fig. 1(e)). Our family of the models is designed to have a physical interpretation that the system
has mi length scales because peaks in the spectrum correspond to the number of length scales. Each length scale is
characterised by its wavelength qi and the value of its spectrum at the wavelength ai (see Fig. 1(e)).
Our goal is to find the most probable model mˆ and parameters µˆ within the family for a given target pattern ψ∗(x).
To achieve this, we use the cost function E[ψs, ψ
∗], or called the energy, expressed by the order parameter Ψ, and
compute the distance from the target pattern, Ψ∗ = Ψ[ψ∗(x)], to the numerically generated stationary pattern for
each model and parameter set, Ψ[ψs(x)]. This form of energy resolves uncertainty originating from the measurement
noise added in the target pattern. We carry out the Bayesian model selection using the log marginal likelihood, and
the parameter estimation using the posterior distribution p(µ|Ψ,mi), that is the probability of finding the parameters
µ under a given pattern and a model (see Fig. 1(d) and Methods).
TWO-DIMENSIONAL QUASI-CRYSTAL WITH GROUND TRUTH
To give better insight into the BM-PDE, we first focus on an example of a two-dimensional quasi-crystal with
12-fold symmetry (dodecagonal quasi-crystal) shown in Fig. 1(a). This pattern has been studied using a model with
two length scales[23]. The target pattern in this section is numerically produced with a set of parameters µ∗. The
two-length-scale model is used, that is, m∗ = m2.
For m = m2, the energy E[ψs, ψ
∗] decreases as the number of Monte Carlo steps increase, and the generated
stationary patterns from equation (2) converge to quasi-crystals which are similar to the target pattern (Fig.2(b), see
also Supplementary Fig.S2 [22]). The estimated parameters well agree to the parameters that we used to generate
the target pattern (see Fig.2(d) and Supplementary Table.S1 [22]). The estimate length scale is q1 = 0.52 with the
second length scale q0 = 1. The ratio between them agrees to q0/q1 = 2 cos(pi/12) ≈ 1.9319, which is the known
value to generate this pattern[23]. The BM-PDE automatically estimates this ratio starting from prior distribution of
the wavelength. The estimation also works for other parameters (Supplementary Table.S1 and Supplementary Fig.S2
[22]).
Using the estimated parameters, we may generate a pattern similar to the target pattern from uniform random
initial density (see the inset of Fig.2(b)). To see the quality of the estimation, we measure the steady distribution
of the energy. Figure 2(b) shows that there are two distinct states: one has higher energy E & 102 and the other
has lower energy E . 102. The latter corresponds to quasi-crystal, whereas hexagonal patterns mainly dominate the
former. The gap between the two states indicates that the quasi-crystal pattern requires a high resolution in the
parameter search. The large step in the parameter space cannot find the optimal parameters because their range is
narrow in the prior range of the parameters as in the inset of Fig.2(d). Therefore, the conventional gradient method
with a fixed step size either cannot find the quasi-crystal when the step size is large, or impractical when it is small.
The BM-PDE use hierarchical sampling, such as replica exchange Monte Carlo (REMC) [24, 25]. In this method, the
knowledge of the step size corresponding to the inverse temperature β is not prerequisite for the parameter search.
The same algorithm is performed for the models with one length scale m = m1 and three length scale m = m3.
It is not surprising that the cost function E of the one-length-scale model is much higher than that of m2 because
it cannot reproduce a quasi-crystal pattern (Fig. 2(a)). In fact, the model m = m1 with the estimated parameters
produces hexagonal patterns rather than quasi-crystal ones. The three-length-scale model does reproduce a quasi-
crystal pattern, which is comparable to the target pattern (Fig. 2(c)). However, our Bayesian estimation selects the
two-length-scale model. Figure 2(e) demonstrates that the minimum free energy, that is, the marginal likelihood at
the lowest temperature is lower for the two-length-scale model. Therefore, we estimate that this quasi-crystal pattern
is described by the interaction of two modes with different length scale.
TARGET PATTERNS WITHOUT GROUND TRUTH
The BM-PDE is not restricted to the estimation of the parameters that are used to generate the target pattern. We
may synthesise a target pattern expressed analytically by properly superposing plane waves of the density field (see
4Methods). This target pattern is independent of the models of equation (2), and is not necessarily a steady solution
of one of them.
Using a two-dimensional dodecagonal quasi-crystal, we demonstrate that the BM-PDE successfully estimates the
best model and approximated parameters for the target pattern without ground truth. The dodecagonal quasi-crystal
is synthesised by the superposition of 12 plane waves (see Methods). The pattern is similar to numerically produced
quasi-crystals used in the previous section (see Fig. 1(b) and Table 3(c)), but in the current case, there are no ground
truth parameters and a true model. The target pattern can only approximately be accessed by one of the models
in equation (2). In contrast with the numerically produced pattern, estimated parameters do not reproduce exactly
the same pattern as the target pattern, and therefore the energy is relatively high (Supplementary Fig. S3 [22]).
Nevertheless, both two-length-scale and three-length-scale models reproduce dodecagonal quasi-crystal patterns. The
estimated parameters reproduce the inherent ratio of the length scales q0/q1 = 1.948 ≈ 2 cos(pi/12). The free energy
indicates that the two length scale is favourable (Table. 3(c)).
We summarise the results of a variety of patterns in Table 3. For each target pattern, we can reproduce visually
similar patterns, and the most probable number of length scales. In two-dimensional systems, stripe and hexagonal
are the two most popular patterns under one length scale, that is, they are obtained from the conventional phase-field
crystal model [26]. The free energy calculated in the BM-PDE indeed estimates that one length scale is favourable
(Table 3(a,b)). The difference between stripe and hexagonal patterns appears in the mean density ψ¯. A quadratic
nonlinear term is necessary to reproduce hexagonal patterns, and this implies that it appears at |ψ¯|  0[26]. When
ψ¯ ' 0, stripe patterns appear. The estimated values of the mean density are consistent with the results from forward-
type studies[26]; we obtain ˆ¯ψ ' −0.23 and ˆ¯ψ = −0.05 for the hexagonal and stripe target patterns, respectively (see
also Supplementary Fig. S6 [22]). The BM-PDE automatically estimates appropriate parameters from an artificially
synthesised snapshot of the target pattern.
DOUBLE GYROID AND FRANK KASPER PATTERNS
We discuss an application of the BM-PDE to non-trivial three-dimensional patterns. The target patterns are
double gyroid (DG), shown in Fig. 3(d) and Frank Kasper (FK) A15, shown in Fig. 3(e). The DG structure has two
separate domains each of which has degree-three vertices[10]. The DG structure was predicted theoretically[27, 28]
and numerically [29], but mainly discussed in similar but different class of models of block copolymers[30]. FK A15
has been studied in metallic alloy and soft materials[9]. The self-consistent field theory, for example, designed to
describe block copolymers, is capable of reproducing this pattern, but to our knowledge, this structure has not been
reported within the framework of PFC.
Similar to the two-dimensional cases, we perform REMC to sample the best parameters and select the best model.
In three dimensions, the order parameter may be defined similarly to that in two dimensions (see Methods). Structural
candidates in three dimensions are far richer than two-dimensional patterns. In fact, during the sampling, cylindrical
patterns with a hexagonal lattice, BCC, and other patterns appear. These patterns can be stable under a certain
region of parameter space[31]. Despite these patterns being different from the target pattern, the BM-PDE can
reproduce both the DG and FK A15 patterns both in the one-(m = m1) and two-length-scale (m = m2) models.
The generated structure is the same as the target pattern, which is evident from the peaks in the Fourier space
(Table 3(d,e) and Supplementary Sec. SV D [22]). The real space structures of the two patterns are overlapped by
translation. The free energy in Fig. 3(d,e) shows that the target patterns of DG and FK A15 are expressed by the
two length scale and one length scale, respectively.
The DG structure has two length scales with their ratio 1.15 (see Supplementary Sec. SV D [22]). In the one-length-
scale model, by taking a0  0, several modes with slightly different length scales may become unstable so that the
double gyroid pattern is realised. In fact, it was discussed that DG appears not at a0 =  ≈ 0 with the small number
, but at a0 & O(1)[27, 28]. In addition, this pattern appears between the stripe patterns and cylindrical (hexagonal)
patterns in the phase diagram, namely 1  |ψ¯| & 0. On the other hand, in the model of block copolymers, the FK
A15 phase appears near BCC patterns in the phase diagram [9]. This suggests that |ψ¯|  0 to obtain FK A15. The
estimated mean density ψ¯ well agrees with this tendency. (Supplementary Figs. S12 and S13 [22]). The two models
m1 and m2 have comparable probability for both patterns. The DG pattern chooses m2 possibly because m2 has a
wider range of the spectrum amplitude in the phase diagram.
ROBUSTNESS AGAINST NOISE
We hypothesise that the robust estimation of the model and parameters for the target pattern without ground truth
originates from robustness against noise. To see this, we add Gaussian white noise in the target pattern and study
5its effect on the estimation of the parameters. The dodecagonal quasi-crystal obtained from the numerical result of
the two-length-scale model is used to produce the target pattern. Figure 4(a) shows that even when the amplitude
of the noise is about 20% of the target pattern, the estimation of the parameter successfully works. Beyond the
noise amplitude, the error of the estimated wavenumber becomes large, and the fraction of the patterns different from
the target pattern increases. For the dodecagonal quasi-crystal, the wavenumber is required to be close to 0.51, and
otherwise, the pattern cannot be generated because the mode coupling between two length scales does not occur.
We compare the BM-PDE with the standard regression methods in which parameters µ are estimated by minimising
the cost function ‖∂tψ − f(ψ;µ)‖ under an appropriate norm (see Supplementary Sec. SVI [22]). This method relies
on the state noise added in the dynamical equation, and thus, does not give a good estimate for the measurement
noise[20] (see Supplementary Sec.SVI [22]). In fact, Fig. 4(a) shows that the estimated wavenumber deviates from
ground truth even under 0.1% noise amplitude.
In contrast with the noiseless target pattern, which has its free energy monotonically decreasing as the temperature
decreases in Fig. 2(e), the free energy for the target pattern with noise has a minimum at the finite temperature as
in Fig. 4(b). The minimum demonstrates the optimal temperature corresponding to the estimated noise amplitude
to the target pattern[32]. The temperature at the free energy minimum increases as the amplitude of noise increases.
At the large noise amplitude & 30%, the minimum temperature reaches a comparable value with the energy at the
gap between two structures in Fig. 2(b): quasi-crystal and hexagonal patterns. Thus, dodecagonal quasi-crystals can
no longer be reproduced. Interestingly, the free energy minimum is also observed for the target pattern synthesised
by the function. In this case, there is no ground truth parameter that reproduces exactly the same pattern as the
target pattern. The optimal temperature at the free energy minimum describes the deviation of the target pattern
from the patterns that the models can reach. Without the Bayesian inference, we cannot successfully estimate the
uncertainty, which plays a similar role to noise.
DISCUSSIONS AND CONCLUSION
In summary, we propose the inverse problem of equation discovery for a stationary pattern. We demonstrate that
the BM-PDE can estimate not only the model that reproduces a target pattern, but also estimates the best model
for the pattern. The success of our approach relies on the order parameters, the Bayesian inference, and a family of
models. The order parameters can extract symmetries of the pattern, and identify the two patterns that are generated
with the same parameters but the different initial conditions. In order to perform statistical inference, we use REMC,
which efficiently compute a posterior probability distribution. This enables us to evaluate the marginal likelihood of
the model, and to select the best model among the different number of length scales.
The BM-PDE not only works for a numerically produced pattern, which has ground truth of parameters, but
also for an analytically synthesised pattern. In the latter case, our family of models does not include ground truth.
Nevertheless, the BM-PDE successfully estimate the best model and parameters among the family. Because the
BM-PDE estimates the optimal noise amplitude, the method is robust against noise and also quantify the uncertainty
of the estimation. We expect this method can also be applied to images of experimental results.
The BM-PDE may be extended to other families of models. In order to make quasi-crystals, at least two methods are
known other than the multiple length scales: the multiple species of density field[33] and anisotropic interactions[34, 35]
(see Supplementary Sec.SI A [22]). Our approach may be applied to those families of models.
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Bayesian modelling of partial differential equations (BM-PDE)
The main framework of BM-PDE consists of three parts: a family of models, order parameter, and statistical
inference. Here, we summarise their basic steps. The detailed formula is given in Supplementary Information[22].
Family of models
We consider a family of models based on the phase-field crystal model of equation (2). In this work, the nonlinear
term is fixed by N [ψ] = ∆ψ3, for simplicity. Each model in the family has a different functional form of the linear
operator Lk in the Fourier space. In the model with m length scales, it is expressed as
Lk = a0S0(k) + a1S1(k) + · · ·+ am−1Sm−1(k) + s0k2
(
q20 − k2
)2 (
q21 − k2
)2 · · · (q2m−1 − k2)2 . (3)
The function Si(k) for i ∈ [0,m − 1] is chosen so that the coefficient ai corresponds to the peak as a function of k
of Lk at k = 1i (see Fig. 1(e)). This implies that we impose the length scale 2pi/qi. The detailed form of Si(k) is
shown in Supplementary Information[22]. The parameter s0 describes sharpness of the peaks. To make the spectrum
sharp enough, we chose the parameter to be s0 = 100 for the one-length and two-length models, and s0 = 2000 for
the three-length model. Both ai and qi are chosen as parameters to be optimised. We have other parameters such as
the system size L in each direction and the mean density of a pattern ψ¯. In this study, we use the periodic boundary
condition. A set of parameters is thus µ = {Lα, ψ¯, a0, q0, . . . , al−1, ql−1} with α ∈ [1, . . . , d] in space dimension d.
In order to make a pattern, higher-order spatial derivatives are necessary. Polynomial expansion in terms of the
wavenumber k instead of equation (3) may be available to make several length scales (see Fig. 1(e)). Nevertheless, it
suffers from the large value of the coefficient of each order in the polynomials because we may not use prior distribution
to confine the parameter space (see Supplementary Sec. SII B [22]).
Order parameter
To assure translational invariance, we use a spectrum of the Fourier transform of the pattern, and expand it by
the basis functions, each of which express certain point group symmetries. In two dimensions, the basis functions
reflect n-fold rotational symmetry, as shown in Fig. 1(b), whereas in three dimensions, spherical harmonics expansion
is used. Projection of the Fourier spectrum of the pattern onto the basis function is given by Al,± in two dimensions,
and Alm in three dimensions.
The order parameter is a rotational invariant form of the quantity Alm with l ∈ [0, l0] and m ∈ {±1} in two
dimensions and m ∈ [−l, l] in three dimensions. In two dimensions, Al,±1 is described by
Al,±1 [ψ] =
∫
|ψ(k)|
(
cos lθk
sin lθk
)
dk2 (4)
where +1 (−1) corresponds to cos lθk (sin lθk), respectively, and θk is a polar angle in the Fourier space. We denote
Al,± in the vector form as Al = (Al,+, Al,−). The maximum mode is denoted by l0. In three dimensions, Alm is given
by
Alm [ψ] =
∫
|ψ(k)|Y ml (θk, ϕk)dk3 (5)
with spherical harmonics Y ml (θk, ϕk) in the spherical coordinates of the Fourier space (k, θk, ϕk). Note that m in the
superscript of Y ml (θk, ϕk) and subscript of Alm should not be confused by m describing a model in M . We define the
order parameter Ψ[ψ(x)] by a rotationally invariant form of the coefficients, Al,± or Alm (see Supplementary Sec. SIII
[22]).
Ψl = ‖Al‖ ≡
√
A2l,+1 +A
2
l,−1 (6)
in two dimensions, and
Ψl = ‖Alm‖ ≡
√
4pi
2l + 1
√√√√ l∑
m=−l
(−1)mAl,mAl,−m (7)
7in three dimensions.
Statistical inference
To estimate the best parameter set µ and the best model m, as well as their uncertainty, we consider statistical
inference. Our purpose is not to estimate specific initial states ψ0 for the target pattern ψ
∗, but to estimate the best
model that could generate patterns similar to ψ∗ independent of the initial state. Therefore, our best parameter set
µˆ is defined by the mean of the marginal probability distribution (see also Supplementary Sec. SIV [22])
p(µ | Ψ∗, β,m) =
∫
p(ψ0)p(µ | Ψ∗, ψ0, β,m)dψ0. (8)
Following Bayes’ theorem, the posterior distribution is given by
p(µ | Ψ∗, ψ0, β,m) = p(Ψ
∗ | ψ0, µ, β,m)p(µ | m)
p(Ψ∗ | m,β) . (9)
The likelihood is represented by p(Ψ∗ | µ,m, β) ∝ e−βE[ψ,ψ∗], where the inverse temperature β is associated with
variance of the observation noise. This likelihood implies that the error in the measurement is given by Ψ∗ = Ψ + ξ
with the Gaussian noise ξ with zero mean and its variance β−1. The prior distributions p(ψ0) and p(µ | m) are
defined by the uniform distribution. The normalisation factor p(Ψ∗ | β,m), or the log marginal likelihood (free
energy) F (β,m) ≡ − log p(Ψ∗ | β,m), is one of the criteria of model selection and hyperparameter estimation [36, 37].
Our best model m and inverse temperature β are both determined by maximising p(Ψ∗ | β,m), or equivalently,
minimising F (β,m) [32] (see also Supplementary Sec. SIV [22]).
The realisation of p(µ | Ψ∗, ψ0,m, β) is carried out by Monte Carlo (MC) sampling in the parameter space. For each
point in the parameter space, we compute a stationary pattern ψs in the model of equation (2) under the randomly
obtained ψ0, and then move in the parameter space stochastically according to the Metropolis criterion defined by
the cost function (energy) E[ψ,ψ∗] and inverse temperature β. We use the REMC method [24, 25] with different
inverse temperatures β in parallel. The REMC is an efficient method for the estimation of the optimal variance βˆ−1
of the observation noise because the method enables us to sample parameters simultaneously under various β. The
method also makes an efficient sampling to avoid a local trap in the parameter space. Bridge sampling [38, 39] is used
to calculate F (m,β) for each m. The error bars of F (m,β) are calculated by the bootstrap resampling [40].
Target Pattern
A target pattern ψ∗(x) is prepared in two ways. One is a numerical solution of equation (2) for given parameters
under a given model. The resulting pattern is numerically transformed into the Fourier space, and then the order
parameter Ψ∗l is calculated.
The second way is completely independent of the models. The target pattern is expressed as a density field ψ∗(x)
that is a superposition of the cosine function. The simplest case is a stripe pattern, which is described only by one
wave in one direction in a two-dimensional space. Similarly, a hexagonal pattern is expressed by two-dimensional
waves in three directions. The target pattern is expressed as
ψ∗(x) =
∑
i
bi cos(q
∗
i · x) (10)
where the wave vectors q∗i are chosen at the position appropriate to express symmetries of the target pattern. The
amplitude of each mode bi is also chosen properly. We numerically make the Fourier transform of equation (10) to
obtain ψˆ∗(k) = F [ψ∗(x)] and calculate the Fourier spectrum |ψˆ∗(k)| from which we obtain the order parameter. The
Fourier transform of equation (10) defined in the infinite domain is expressed by superposition of the delta function
at the position of q∗i . Nevertheless, the numerical Fourier transform in the bounded domain results in peaks smeared
around q∗i . To remove the artefact, we set |ψ∗(k)| = 0 except for the region |ψ∗(k)| > αmax|ψ∗(k)|. Here, the value
of α is chosen so that the peaks of the minimal height are left. We choose α = 0.6 for the two-dimensional target
patterns, whereas α = 0.01 for the three-dimensional target patterns.
The dodecagonal quasi-crystal pattern is synthesised by ψ =
∑12
i=1 cos(q
∗
i · x) in which the wave vectors q∗i are
chosen at the position of the vertices of the hexagon with a radius |q∗1| = 2pi/
√
2 +
√
3 and the hexagon with a radius
|q∗2| = 2pi rotated by pi/12. The DG pattern is expressed by 24 wave vectors of q∗ = (±2,±1,±1) and 12 wave
8vectors of q∗ = (±2,±2, 0) with their permutation along the x, y, z directions[41, 42]. The amplitude of the latter
wave vector is
√
8/6 ' 1.15 times longer than the former waves. The FKA15 pattern is expressed by 24 wave vectors
q∗ = (±2,±1, 0), 24 wave vectors q∗ = (±2,±1,±1), 6 wave vectors of q∗ = (±2, 0, 0) with their permutation along
the x, y, z directions[43].
Numerical simulations
Numerical simulations of the PDEs are performed using the pseudo-spectral method in which the linear terms
are computed in the Fourier space, and the nonlinear terms are computed in real space. Since our PDEs contain
higher-order derivatives, we use the operator-splitting method[44, 45]. Both real and Fourier spaces are discretised
into Nd meshes in d-dimensional space. Instead of changing the system size Li in each dimension i ∈ [1, d] under the
periodic domain, we change the mesh size dxi so that the system size becomes Li = (N − 1)dxi.
The number of mesh points is fixed to be N = 128 in two dimensions and N = 32 in three dimensions. The larger N
is better in terms of accuracy, but computational time is scaled roughly as O(Nd). In REMC, we need to simulate it
in Nrep replicas, and therefore, the choice of N is made by the balance between accuracy and realistic computational
time. In addition, the larger system size suffers from longer relaxation time and a higher probability that topological
defects such that dislocations and disclinations appear. We set the total number of steps to be 105 with a time step
dt = 0.01. We conformed this is enough to obtain the stationary patterns studied in this work, but may be changed
depending on the pattern of interest. Note that statistical inference in this study is completely independent from the
algorithm of numerical simulations solving a PDE. Efficient algorithm would improve the performance of estimation,
and one may replace the numerical scheme suit for one’s purpose.
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FIGURES AND TABLES
FIG. 1. Schematic illustration of Bayesian modelling of partial differential equations (BM-PDE). (a,b) The example of the
target pattern of a dodecagonal quasi-crystal produced from a numerical result (a), and its Fourier transform (b). The colour
bar indicates [−1.5, 3.5] in (a) and [0, 3000] in (b). (c) The space of patterns ψ(x) and order parameters Ψ[ψ(x)]. The PDE is
solved with the initial condition ψ0 taken from random variables. For each trajectory, the translational position and orientation
of the pattern ψs would change even under exactly the same parameters and the same model. The order parameter identifies
the two patterns by extracting symmetries of the pattern. The distance between two patterns is quantified by E. (d) For each
model and each set of parameters, there is a stationary pattern ψs. The cost function E[ψ
∗, ψs] (energy) is calculated from the
order parameters of the target and generated patterns. From the posterior distribution, the best parameters and their errors
are estimated. The distribution of the cost function gives the log marginal likelihood of the model from which the selection of
models can be made. (e) Linear stability of multi-length-scale phase field crystal equations. The plots show eigenvalues as a
function of the wavenumber. Positive eigenvalues imply the uniform state is unstable.
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FIG. 2. Model selection and parameter estimation for the target pattern of two-dimensional quasi-crystal pattern with 12-fold
(dodecagonal) symmetry. (a-c) The histograms of the cost function, E[ψ∗, ψs], during the sampling. The horizontal axis is
shown in the logarithmic scale. The generated pattern from the estimated PDE is shown in the insets. Typical patterns at
each energy range are also shown in the insets with arrows. (d) The estimated parameters in the space spanned by q1 and
ψ¯. The colour indicates histogram where darker red corresponds to higher probability. The mean and standard deviation of
the estimated parameters are shown in the black point and the black line, respectively. The ground truth parameter values
are shown in dashed lines and the blue point. The inset shows the same plot under various β in REMC in the range of
parameters used for the prior distribution. The same colour code as (a-c) is used. (e) Model selection is made by the log
marginal likelihood (free energy) calculated from the steady state energy distribution for m1 (a), m2 (b), and m3 (c). The
inset shows the probability of each model marginalised for all β. The minimal free energy of each model is also shown with
error bars, which overlap with the points.
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FIG. 3. Summary of target and estimated patterns for stripe (a), hexagonal (b), 12-fold symmetric quasi-crystal (c), double
gyroid (d), and Frank Kasper A15 (e). For each pattern, the free energy is evaluated for a model with one-, two-, and three-
length scales. The best model is selected from minimum free energy. The model uncertainty is quantified by the marginal
probability of each model obtained from the free energy marginalised for all temperatures.
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FIG. 4. (a) Estimated wavenumbers for numerically generated quasi-crystal by BM-PDE equation (1) (red points) and
conventional regression method (black points) under Gaussian white noise added on the target pattern (see equation (S60) in
Supplementary Information). Noise amplitude with respect to the variance of the noiseless pattern is defined as σ2/Var[ψ∗]
where σ2 is the variance of added noise. The horizontal dashed line indicates the ground truth of the wavenumber q1 = 0.51764.
The target patterns under the different noise amplitude is shown in the insets. (b) The free energy at each inverse temperature
β for the target pattern generated by the numerical simulation with noise corresponding to (a). The minimums of the free
energy are shown by arrows. (c) The free energy at each inverse temperature β in REMC under the models m1, m2, and m3
for the target pattern synthesised by the function.
