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HARNACK INEQUALITY AND REGULARITY FOR
DEGENERATE QUASILINEAR ELLIPTIC EQUATIONS
G. DI FAZIO, M. S. FANCIULLO, AND P. ZAMBONI
ABSTRACT. We prove Harnack inequality and local regularity results
for weak solutions of a quasilinear degenerate equation in divergence
form under natural growth conditions. The degeneracy is given by a
suitable power of a strong A∞ weight. Regularity results are achieved
under minimal assumptions on the coefficients and, as an application, we
prove C1,α local estimates for solutions of a degenerate equation in non
divergence form.
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1. INTRODUCTION
This paper contains a contribution towards a complete theory concern-
ing regularity and smoothness for solutions of degenerate elliptic equations
under minimal assumptions on the coefficients. Here we consider quasilin-
ear elliptic equations whose ellipticity degenerates as a suitable power of
a strong A∞ weight. The class of strong A∞ weights has been introduced
by David and Semmes in [2] and it is useful in several problems related
to geometric measure theory and quasiconformal mappings. Indeed, as it
is well known, the Jacobian of a quasiconformal mapping is a strong A∞
weight. Weights of this kind enjoy some metric properties and important
inequalities like Poincare` and Sobolev’s. Moreover any strong A∞ weight
is a Muckenhoupt weight, and there exist A2 weights which are not strong
A∞ weights. The only Muckenhoupt weights whose degeneration gives
Date: October 29, 2018.
Key words and phrases. Harnack inequality, Strong A∞ weights, degenerate elliptic
equations, Stummel class, Morrey spaces.
1
2 G. DI FAZIO, M. S. FANCIULLO, AND P. ZAMBONI
regularity for elliptic equations are those in the class A2 (see e.g. [6], [12],
[19], [20], [4]).
Let us consider quasilinear elliptic equations in divergence form
(1) divA(x, u,∇u) +B(x, u,∇u) = 0 ,
where A and B are measurable functions satisfying suitable structure con-
ditions
(2)


|A(x, u, ξ)| ≤ aω(x)|ξ|p−1 + b(x)|u|p−1 + e(x)
|B(x, u, ξ)| ≤ b0ω(x)|ξ|
p + b1(x)|ξ|
p−1 + d(x)|u|p−1 + f(x)
ξ · A(x, u, ξ) ≥ ω|ξ|p − d(x)|u|p − g(x) .
Here 1 < p < n, ω = v1−
p
n , v is a strong A∞ weight and the coefficients of
the lower order terms belong to suitable Stummel - Kato or Morrey classes.
The function B is required to have natural growth in the variable ξ.
Equation (1) with v ≡ 1 has extensively been investigated. Here we quote
some contributions - among others - by Trudinger and Lieberman. In [18]
(see also [11]) Trudinger considers the same equation with no degeneracy
and coefficients in suitable Lp classes. There, Harnack inequality and regu-
larity properties of bounded weak solutions are proved. In [14] Lieberman
considers equation
(3) divA(x, u,∇u) +B(x, u,∇u) = µ
assuming µ to be a given signed Radon measure satisfying a Morrey type
condition. There, Harnack inequality and regularity for bounded weak so-
lutions are proved under the structure conditions (2) with lower order terms
in suitable Morrey classes.
Our results are parallel to those in [18] and [14]. We follow the pattern
drawn in [18].
The novelty here is the special kind of degeneracy. We assume the coef-
ficients in suitable Stummel-Kato and Morrey classes and - as a technique
- use a Fefferman type inequality proved in [5] to control the integrals aris-
ing from the lower order terms. The inequality is based on a representation
formula proved in [7] (see also [8]).
In Section 4, as an application of the previous results, we prove C1,α
estimates for a non variational elliptic equation related to equation (1).
2. STRONG A∞ WEIGHTS AND FUNCTION SPACES
Let v be an A∞ weight in Rn. This means that, for any ε > 0 there
exists δ > 0, such that if Q is a cube in Rn and E is a measurable subset
of Q for which |E| ≤ δ|Q| holds, then v(E) ≤ εv(Q), i.e.
∫
E
v(x) dx ≤
ε
∫
Q
v(x) dx. If v ∈ A∞ and Bx,y is the euclidean ball containing x and y
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with diameter |x− y |, we can define a quasi distance δ in Rn by setting
δ(x, y) =
(∫
Bx,y
v(t) dt
)1/n
.
We remark that δ(x, y) = |x − y | when v(t) ≡ 1. By using the function
δ(x, y) we may define the δ-length of a curve as the limsup of the δ-lengths
of the approximating polygonals.
On the other side we can actually define a distance related to the weight
v. We take, as the distance between two points x and y, the infimum of the
δ-length of the curves connecting x and y. Namely we set,
dv(x, y) = inf{δ-length of the curves connecting x and y} .
In general, the function δ is not comparable to a distance.
Definition 2.1. If v is an A∞ weight there exists a positive constant c such
that δ(x, y) ≤ c dv(x, y), for any x, y ∈ Rn (see [2]). If, in addition,
(4) δ(x, y) ∼ dv(x, y) ∀x, y ∈ Rn
we say that v is a strong A∞ weight.
The measure v dx is Ahlfors regular and, as a consequence, is a doubling
measure (see e.g. [16]).
In this section we denote by B ≡ B(x,R) and Be ≡ B(x,R) respec-
tively the metric and euclidean balls centered at x with radius R .
Theorem 2.1. Let v be a strong A∞ weight. Then, there exist two positive
constants a and A, depending only on n and the comparability constants in
(4), such that for any x ∈ Rn and any r > 0, we have
a rn ≤ v(B(x, r)) ≤ Arn .
Moreover, there exists c > 0 such that for any r > 0 there exists R = R(r)
such that
Be(x, cR) ⊆ B(x, r) ⊆ Be(x,R) ∀x ∈ R
n .
It is possible to compare the Ap classes of Muckenhoupt weights and
strong A∞.
Remark 2.1. Any strong A∞ weight is a A∞ weight. For any 1 < p < ∞
there exists an Ap weight which is not a strong A∞ weight.
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In [2] David and Semmes show that Poincare´ and Sobolev inequalities
hold true for strong A∞ weights. Unfortunately, they prove inequalities
with different weights on both sides and, in order to run Moser iteration,
we need Poincare´ and Sobolev inequalities with the same weight on both
sides. However, in [13] Sobolev and Poincare´ inequalities are proved as
a consequence of the results in [2] and [7], and in [9] it is shown how to
pass from a Poincare´ inequality with two different weights to a Poincare´
inequality with the same weight on both sides.
We quote only the results in the form we need. Our statement can be
easily derived from the above cited papers.
Theorem 2.2 ([13]). Let v be a strong A∞ weight and 1 < p < n. Let q be
such that v ∈ Aq. The following Sobolev inequality and Poincare´ inequality
hold true
(5)(∫
−−
B
|u(x)|kp ω dx
) 1
kp
≤ c diam(B)
(∫
−−
B
|∇u(x)|p ω dx
) 1
p
∀u ∈ C∞0 (B)
(6)
∫
−−
B
|u− uB|
p ω dx ≤ c(diamB)p
∫
−−
B
|∇u|p ω dx ∀u ∈ C∞(B)
where ω(x ) = v(x )1− pn , and
∫
−− denotes the average with respect to the
measure ω(x ) dx, k =
p+ q(n− p)
q(n− p)
and B denotes a metric ball.
Using strong A∞ weights we define Lebesgue and Sobolev classes.
Definition 2.2. Let v be a strong A∞ weight and ω = v1−p/n, Ω ⊂ Rn. For
any u ∈ C∞0 (Ω) we set
(7) ‖u‖p,v =
(∫
Ω
|u(x)|p ω(x) dx
)1/p
1 ≤ p <∞ .
We define Lpv(Ω) to be the completion of C∞0 (Ω) with respect to the above
norm. In a similar way we define Sobolev classes. Let 1 < p < n. For any
u ∈ C∞(Ω) we set
(8) ‖u‖1,p,v =
(∫
Ω
|u(x)|p ω(x) dx
)1/p
+
(∫
Ω
|∇u(x)|p ω(x) dx
)1/p
.
We define H1,p0,v (Ω) to be the completion of C∞0 (Ω) with respect to the above
norm and H1,pv (Ω) to be the completion of C∞(Ω) with respect to the same
norm.
HARNACK INEQUALITY AND .... 5
Remark 2.2. In the above definitions we put v in the symbol of the norm
and ω into the integrals. This is because we want to stress the dependence
on the strong A∞ weight v.
Remark 2.3. In general, i.e. if ω 6∈ A2, the classes H and W are different.
Here we are going to study regularity of weak solutions taking H as a class
of test functions (see [10] and [17]).
In order to formulate the assumptions on the lower order terms we need
to define some other function spaces.
Definition 2.3. Let f be a locally integrable function in Ω ⊂ Rn and let v
be a strong A∞ weight. We set
(9)
φ(f ;R) = sup
x∈Ω
(∫
B(x,R )
k(x, y)
(∫
B(x,R )
|f(z)|k(z, y) v(z)1−
p
n dz
) 1
p−1
v(y) dy
)p−1
where
k(x, y) =
1
v(B(x, dv(x, y)))
1− 1
n
.
We shall say that f belongs to the class S˜v(Ω) if φ(f ;R) is bounded in a
neighborhood of the origin. Moreover, if lim
R→0
φ(f ;R) = 0 then we say that
f belongs to the Stummel-Kato class Sv(Ω). If there exists ρ > 0 such that
(10)
∫ ρ
0
φ(f ; t)1/p
t
dt < +∞ ,
then we say that the function f belongs to the class S ′v(Ω).
Definition 2.4 (Morrey spaces). Let p ∈ [1,+∞[ and v be a strong A∞
weight. We say that f belongs to Lp,λv (Ω), for some λ > 0, if
‖f‖Lp,λv (Ω) =
= sup
x∈Ω,0<r<d0

 rλ
|B(x, r) ∩ Ω|
∫
B(x,r)∩Ω
|f(y)|pv(y)1−
p
n dy


1
p
< +∞,
where d0 = diam(Ω).
Remark 2.4. It is an easy task to check that the above definitions give back
their classical counterparts when v ≡ 1.
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It is easy to compare the function classes previously defined.
Proposition 2.1. Let p and ε be numbers such that 1 < p < n and 0 < ε <
p. The class L1,p−εv (Ω) is embedded in S
′
v(Ω). Namely, if V ∈ L1,p−εv (Ω)
then
φ (V ; r) ≤ C‖V ‖L1,p−εv r
ε
p−1
for any 0 < r < diamΩ.
Proof. The proof is standard and can be easily adapted from the case ω = 1
(see [3]). 
The following two lemmas will be useful in the iteration process.
Lemma 2.1 ([15]). Let µ(r) a continuous positive increasing function de-
fined in ]0,+∞[ such that lim
r→0
µ(r) = 0, 0 < θ < 1. The series
+∞∑
j=0
θj log µ−1
(
θ2j
)
is convergent if and only if there exists ρ > 0 such that condition (10) is
satisfied.
Lemma 2.2 ([15]). Let 0 < γ < 1, h : ]0,+∞[ → ]0,+∞[ a non decreas-
ing function with lim
t→0
h(t) = 0, such that
h(t) ≤ Ch(t/2) (C > 1)
and ω : ]0,+∞[→ ]0,+∞[ a non decreasing function.
If
ω(ρ) ≤ γω(4ρ) + h(ρ) ∀ρ < ρ0 < 1
then there exist ρ ≤ ρ0, 0 < σ ≤ 1 and a positive constant K such that
ω(ρ) ≤ Khσ(ρ) ∀ρ < ρ.
The following result will be useful in the proof of the weak Harnack
inequality.
Theorem 2.3 ([5]). Let Ω be a bounded domain in Rn and let V belong to
the class S˜v(Ω). If v is a strong A∞ weight and 1 < p < n, then there exists
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a constant c such that for any u ∈ C∞0 (Ω) we have
(11)(∫
B
|V (x)||u(x)|p ω dx
)1/p
≤ c φ1/p (V ; 2R)
(∫
B
|∇u(x)|pω dx
)1/p
where ω(x ) ≡ v1− pn (x ) and R is the radius of a metric ball B ≡ BR,
containing the support of u.
As a direct consequence we have
Corollary 2.1. Let 1 < p < n and v be a strong A∞ weight. Let V belongs
to the class Sv(Ω). Then, for any ε > 0, there exists K(ε) such that
(12)
∫
Ω
|V (x)||u(x)|pω(x) dx ≤ ε
∫
Ω
|∇u(x)|pω(x) dx+
+K(ε)
∫
Ω
|u(x)|pω(x) dx ∀u ∈ C∞0 (Ω)
where ω(x ) = v(x )1− pn , K(ε) ∼ σ
[φ−1 (V ; ε)]n+p
and φ−1 denotes the
inverse function of φ.
3. HARNACK INEQUALITY
In this section we shall prove a weak Harnack inequality for non negative
weak solutions of the equation
(13) divA(x, u,∇u) +B(x, u,∇u) = 0 .
We recall what we mean by weak solution of (13).
Definition 3.1. A function u ∈ H1,pv (Ω) is a local weak subsolution (super-
solution) of equation (13) in Ω if
(14)∫
Ω
A(x, u(x),∇u(x)) · ∇ϕdx−
∫
Ω
B(x, u(x),∇u(x))ϕdx ≤ 0 (≥ 0)
for every ϕ ∈ H1,p0,v (Ω). A function u is a weak solution if it is both super
and sub solution.
We require the functionsA(x, u, p) andB(x, u, p) to be measurable func-
tions satisfying the following structure conditions
(15)


|A(x, u, ξ)| ≤ aω(x)|ξ|p−1 + b(x)|u|p−1 + e(x)
|B(x, u, ξ)| ≤ b0ω(x)|ξ|
p + b1(x)|ξ|
p−1 + d(x)|u|p−1 + f(x)
ξ ·A(x, u, ξ) ≥ ω|ξ|p − d(x)|u|p − g(x)
where 1 < p < n, ω = v1− pn and v is a strong A∞ weight.
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We shall show that locally bounded weak solutions verify a Harnack in-
equality and, as a consequence, some regularity properties. We shall make
the following assumptions on the lower order terms to ensure the continuity
of local weak solutions
(16) a, b0 ∈ R,
(
b
ω
) p
p−1
,
(
b1
ω
)p
,
d
ω
,
( e
ω
) p
p−1
,
f
ω
,
g
ω
∈ S ′v(Ω) .
¿From now on we denote by Br = Br(x) the euclidean ball centered at
x with radius r.
Theorem 3.1. Let u be a non negative weak supersolution of equation (13)
in Ω satisfying (15) and (16). Let Br be a ball such that B3r ⋐ Ω and let
M be a constant such that u ≤M in B3r. Then there exists c depending on
n, M , a0, b0, p and the weight v such that
ω−1(B2r)
∫
B2r
u ωdx ≤ c {minBru+ h(r)}
where h(r) =
[
φ
(( e
ω
) p
p−1
; 3r
)
+ φ
( g
ω
; 3r
)] 1p
+
[
φ
(
f
ω
; 3r
)] 1
p−1
.
Proof. We simplify the structure assumptions by setting w = u+ h(r). We
get
(17)


|A(x, u, ξ)| ≤ aω(x)|ξ|p−1 + b2(x)|w|
p−1
|B(x, u, ξ)| ≤ b0ω(x)|ξ|
p + b1(x)|ξ|
p−1 + d1(x)|w|
p−1
ξ ·A(x, u, ξ) ≥ ω(x)|ξ|p − d1(x)|w|
p
where b2 = b+ h1−pe and d1 = d+ h1−pf + h−pg. Is is easy to check that
b2 and d1 verify the same assumptions of b and d.
We take ϕ = ηpwβe−b0w, β < 0 as test function in (14) so we obtain
∫
B3r
ηpe−b0w(b0w
β + |β|wβ−1)∇w ·A−
p
∫
B3r
wβηp−1e−b0w∇η · A+
∫
B3r
ηpwβe−b0wB ≤ 0 .
The previous inequality and the structure assumptions (17) yield
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∫
B3r
e−b0wηp(b0w
β + |β|wβ−1)|∇w|pωdx ≤∫
B3r
e−b0wηp(b0w
β + |β|wβ−1)(∇w · A+ d1|w|
p)dx ≤
p
∫
B3r
wβηp−1e−b0w∇η · Adx−
∫
B3r
ηpwβe−b0wB dx+∫
B3r
e−b0wηp(b0w
β + |β|wβ−1)d1|w|
p dx ≤
p
∫
B3r
wβηp−1e−b0w∇η · Adx+∫
B3r
ηpwβe−b0w(b0|∇w|
pω + b1|∇w|
p−1 + d1|w|
p−1)dx+∫
B3r
e−βb0wηp(b0w
β + |β|wβ−1)d1|w|
p dx .
By Young inequality and boundedness of w in B3r we obtain
|β|
∫
B3r
ηpwβ−1|∇w|pωdx ≤ cp
∫
B3r
wβηp−1∇η · Adx+
c
∫
B3r
ηpwβ(b1|∇w|
p−1 + d1|w|
p−1)dx+
c
∫
B3r
ηp(b0w
β + |β|wβ−1)d1|w|
p dx ≤
c
∫
B3r
{
pwβηp−1|∇η|(aω|∇w|p−1 + b2|w|
p−1)+
ηpwβb1|∇w|
p−1 + ηpwβ+p−1d1+
+ ηpb0w
β+pd1 + |β|η
pwβ+p−1d1
}
dx ≤
c
∫
B3r
{
pwβηp−1|∇η|aω|∇w|p−1 + pwβ+p−1ηp−1|∇η|b2+
ηpwβb1|∇w|
p−1 + (1 + |β|)ηpwβ+p−1d1 + η
pb0w
β+pd1
}
dx .
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Then,
|β|
∫
B3r
ηpwβ−1|∇w|pωdx ≤
≤ c(b0,M, p)
∫
B3r
{
wβηp−1|∇η|a|∇w|p−1ω dx+
+ ǫηpwβ−1|∇w|pω + c(ǫ)ηp
bp1
ωp−1
wβ+p−1+
+ ηp−1|∇η|wβ+p−1b2 + (1 + |β|)η
pwβ+p−1d1
}
dx ≤
≤ c(b0,M, a, p)
∫
B3r
{
wβηp−1|∇η||∇w|p−1ωdx+
+ ǫηpwβ−1|∇w|pω + c(ǫ)ηp
bp1
ωp−1
wβ+p−1+
+ wβ+p−1|∇η|pω + ηpwβ+p−1
b
p
p−1
2
ω
1
p−1
+
+ (1 + |β|)ηpwβ+p−1d1
}
dx .
We set V = b
p
p−1
2
ω
1
p−1
+
bp
1
ωp−1
+ d1 in order to get short the previous inequality.
We obtain
(18)
∫
B3r
ηpwβ−1|∇w|pωdx ≤
≤ c(1 + |β|−1)p
∫
B3r
{
|∇η|pwβ+p−1ω + V ηpwβ+p−1
}
dx .
Now the proof follows the lines of Theorem 4.3 in [5]. We set
U(x) =

w
q(x) where pq = p+ β − 1 if β 6= 1− p
logw(x) if β = 1− p
by (18) we have
(19)
∫
B3r
ηp|∇U|pω(x) dx ≤ c|q|p(1 + |β|−1)p
{∫
B3r
|∇η|pUpω(x) dx+
+
∫
B3r
V ηpUp dx
}
, β 6= 1− p
while
(20)
∫
B3r
ηp|∇U|pω(x) dx ≤ c
{∫
B3r
|∇η|pω(x) dx+
∫
B3r
V ηp dx
}
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if β = 1− p. Let us start with the case β = 1− p. By Theorem 2.3 we have
∫
B3r
V ηp dx ≤ cφ
(
V
ω
; diamΩ
)∫
B3r
|∇η|pω(x) dx ,
and from (20) ∫
B3r
ηp|∇U|pω(x) dx ≤ c
∫
B3r
|∇η|pω(x) dx .
Let Bh be a ball contained in B2r. Choosing η(x) so that η(x) = 1 in Bh,
0 ≤ η ≤ 1 in B3r \Bh and |∇η| ≤
3
h
, we get
‖∇U‖Lpv(Bh) ≤ c
ω(Bh)
1
p
h
.
By Poincare´ inequality (6) and John–Nirenberg lemma (see [1]) we have
U(x) = logw(x) ∈ BMOv. Then there exist two positive constants p0 and
c, such that
(21)
(∫
−−
B2r
ep0Uω(x) dx
) 1
p0
(∫
−−
B2r
e−p0Uω(x) dx
) 1
p0
≤ c .
Let us consider the following family of seminorms
Φ(p, h) =
(∫
Bh
|w|pω(x) dx
)1/p
, p 6= 0 .
By (21) we have
1
ω(B2r)1/p0
Φ(p0, 2r) ≤ cω(B2r)
1/p0Φ(−p0, 2r) .
In the case (19) by Corollary 2.1 we obtain
(22)∫
B3r
|∇U|pηpω(x) dx ≤ c
{
(|q|p + 1)
(
1 +
1
|β|
)p∫
B3r
|∇η|pUpω(x) dx+
+

 1
φ−1
(
V
ω
; |q|−p
(
1 + 1
|β|
)−p)


n+p ∫
B3r
ηpUpω(x) dx

 .
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By Sobolev inequality we have
(23)
(∫
B3r
|ηU|kpω(x) dx
) 1
k
≤ cω(B)
1
k
−1
{
(|q|p + 2)
(
1 +
1
|β|
)p
·∫
B3r
|∇η|pUpω(x) dx+
+

 1
φ−1
(
V
ω
; |q|−p
(
1 + 1
|β|
)−p)


n+p ∫
B3r
ηpUpω(x) dx
}
where c is a positive constant independent of ω.
Now we choose the function η. Let r1 and r2 be real numbers such that
r ≤ r1 < r2 ≤ 2r and let the function η be chosen so that η(x) = 1 in Br1 ,
0 ≤ η(x) ≤ 1 in Br2 , η(x) = 0 outside Br2 , |∇η| ≤ cr2−r1 for some fixed
constant c. We have(∫
Br1
Ukpω(x) dx
) 1
k
≤ cω(B)
1
k
−1 1
(r2 − r1)p
(|q|p + 2) ·
·
(
1 +
1
|β|
)p  1
φ−1
(
V
ω
; |q|−p
(
1 + 1
|β|
)−p)


n+p ∫
Br2
Upω(x) dx .
Setting γ = pq = p + β − 1 and recalling that U(x) = wq(x), we get
(24) Φ(kγ, r1) ≥ c
1
γω(B)
1
γ
( 1
k
−1)(|q|p + 2)
1
γ ·
·
[
1
φ−1
(
V
ω
; |q|−p
)
]n+p
γ
1
(r2 − r1)
1
p
Φ(γ, r2) ,
for negative γ. This is the inequality we are going to iterate. If γi = kip0
and ri = r + r2i , i = 1, 2, . . . iteration of (24) and use of Lemma 2.1 yield
Φ(−∞, r) ≥ c(p, a, φV
ω
, diamΩ)ω(Br)
1
p0 Φ(−p0, 2r) .
Therefore by Ho¨lder inequality,
Φ(p′0, 2r) ≤ Φ(p0, 2r)ω(Br)
1
p′
0
− 1
p0 , p′0 ≤ p0 .
So we obtain
ω−1(B2r)Φ(1, 2r) ≤ cΦ(−∞, r)
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where c ≡ c(p, a, φV
ω
, diamΩ) and the result follows. 
The next result is a weak Harnack inequality for weak subsolutions. The
proof is essentially the same of the proof of the previous one.
Theorem 3.2. Let u be a non negative weak subsolution of equation (13) in
Ω satisfying (15) and (16). Let Br be a ball such that B3r ⋐ Ω and let M
be a constant such that u ≤M in B3r.
max
Br
u ≤ c
{
ω−1(B2r)
∫
B2r
u ωdx+ h(r)
}
where h(r) =
[
φ
(( e
ω
) p
p−1
; 3r
)
+ φ
( g
ω
; 3r
)] 1p
+
[
φ
(
f
ω
; 3r
)] 1
p−1
.
If we take a non negative weak solution, we can put together the two
previous results.
Theorem 3.3. Let u be a non negative weak solution of equation (13) in Ω
satisfying (15) and (16). Let Br be a ball such that B3r ⋐ Ω and let M be
a constant such that u ≤M in B3r. Then there exists c depending on n, M ,
a0, b0, p and the weight v such that
max
Br
u ≤ c
{
min
Br
u+ h(r)
}
where h(r) =
[
φ
(( e
ω
) p
p−1
; 3r
)
+ φ
( g
ω
; 3r
)] 1p
+
[
φ
(
f
ω
; 3r
)] 1
p−1
.
Now, as a simple consequence of Harnack inequality, we get some regu-
larity results for weak solutions of (13). The proof is an immediate conse-
quence of Harnack inequality so we omit it.
Theorem 3.4. Let u be a weak solution of equation (13) in Ω satisfying (15)
and (16). Let Br be a ball such that B3r ⋐ Ω and let M be a constant such
that u ≤M in B3r. Then u is continuous in Ω.
If we assume more restrictive assumptions on the lower order terms we
obtain the following refinement of the previous one.
Theorem 3.5. Let u be a weak solution of equation (13) in Ω satisfying (15)
and
a, b0 ∈ R,
(
b
ω
) p
p−1
,
(
b1
ω
)p
,
d
ω
,
( e
ω
) p
p−1
,
f
ω
,
g
ω
∈ L1,p−εv (Ω) , ε > 0 .
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Let Br be a ball such that B3r ⋐ Ω and let M be a constant such that
u ≤M in B3r. Then u is locally Ho¨lder continuous in Ω.
4. APPLICATION TO NON VARIATIONAL DEGENERATE EQUATIONS
As an application of the results in the previous section, we prove conti-
nuity and Ho¨lder continuity estimates for the gradient of solutions of some
quasilinear non variational elliptic equations. The equations we are going
to consider are degenerate elliptic with respect to a power of a strong A∞
weight.
Let Ω be a bounded domain in Rn (n ≥ 3) and v a strong A∞ weight in
R
n
. We consider the equation
(25) Qu = aij(x, u,∇u)uxixj + b(x, u,∇u) = 0 , in Ω .
We assume the functions aij(x, u, p), b(x, u, p) to be differentiable in Ω ×
R× Rn and the following degenerate ellipticity condition
(26) ∃λ > 0 : λ−1ω(x) |ξ|2 ≤ aij(x, u, p) ξiξj ≤ λω(x) |ξ|2
for a.e. x in Ω, ∀u ∈ R, p ∈ Rn and ∀ξ ∈ Rn where ω = v1− 2n .
Definition 4.1. Let u be a H2,2v,loc(Ω) function. We say that u is a H2,2v,loc(Ω)
solution if there exists a ball B in Ω such that u satisfies (25) almost every-
where in B.
Now we prove the following
Theorem 4.1. Let Ω be a bounded domain in Rn and let u be a H2,2v,loc(Ω)
solution of equation (25) satisfying (26). We set
f(x) = sup{|aiju (x, u,∇u)|, |a
ij
x (x, u,∇u)|, |b(x, u,∇u)|}
and assume that
(
f
ω
)2
∈ S ′v(Ω) and for any ball Br in Ω there exist posi-
tive constants M and K such that |∇u| ≤ M and
|aijp (x, u(x),∇u(x))|
ω(x)
≤
K in Br.
Then there exists 0 < σ ≤ 1 depending on λ, n, M , K and the weight v
such that for any 0 < ρ < r
osc
Bρ
uxl ≤ c
[
φ
(
f 2
ω2
, 3ρ
)]σ/2
, l = 1, 2, ..., n
where φ is the function in the Definition 2.3.
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Proof. For k = 1, 2, ..., n we have
(27)
∫
Br
(aij(x, u,∇u)uxixj + b(x, u,∇u))ϕxk = 0 ∀ϕ ∈ H
1,2
0,v (Br) .
There is no loss of generality in assuming u ∈ C3(Ω). This assumption can
be removed later via a density argument. Since
(28)
∫
Br
aij(x, u,∇u)uxixjϕxkdx =
∫
Br
(−aijxkuxixjϕ− a
ij
u uxkuxixjϕ
− aimpj uxjxkuxixmϕ− a
ijuxixjxkϕ)dx
and
(29) −
∫
Br
aijuxixjxkϕdx =
∫
Br
(aijuxjxkϕxi + a
ij
xi
uxjxkϕ
+ aiju uxiuxjxkϕ+ a
ij
pmuxmxiuxjxkϕ)dx
then (27) reads
(30)∫
Br
{aijuxkxjϕxi + (a
ij
muxmxiuxjxk + a
juxkxj + b
ij
k uxixj)ϕ+ bϕxk}dx = 0
where
aijm = a
ij
pm(x, u,∇u)− a
im
pj
(x, u,∇u)
aj = aiju (x, u,∇u)uxi + a
ij
xi
(x, u,∇u)
bijk = −a
ij
u (x, u,∇u)uxk − a
ij
xk
(x, u,∇u) .
We choose ϕ = uxkη(x) as test function in (30), where η ≥ 0, η ∈
C10(Br) so we get
(31)
∫
Br
{aijuxkxiuxkxjη +
1
2
aijvxjηxi +
1
2
aijmuxmxivxjη
+
1
2
ajvxjη + b
ij
k uxixjuxkη + b∆uη + buxkηxk}dx = 0
where we set v = |∇u|2.
Let γ > 0 and set w = w+l = γuxl + v, l = 1, ..., n. ¿From (31) and (30)
we obtain∫
Br
{aijuxixkuxkxjη + (
1
2
aijwxj + buxi +
1
2
γbδli)ηxi}dx =
−
∫
Br
{
1
2
aijmuxmxiwxj +
1
2
ajwxj + (
1
2
γbijl + b
ij
k uxk + bδ
j
i )uxixj}ηdx
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and then
(32)
∫
Br
(aijwxj + 2buxi + γbδ
l
i)ηxidx ≤
≤
∫
Br
{
− 2λ−1ω(x)|D2u|2 − aijmuxmxiwxj − a
jwxj−
− (γblij + 2b
k
ijuxk + 2bδ
j
i )uxixj
}
ηdx ≤
≤
∫
Br
{
− 2λ−1ω(x)|D2u|2 + (
∑
m,i
(aijmwxj)
2)
1
2 |D2u|+
+ |∇w|f(x) + |D2u|f(x)
}
ηdx ≤
≤
∫
Br
{
− 2λ−1ω(x)|D2u|2 + λ−1ω(x)|D2u|2 +
λ
ω(x)
∑
m,i
(aijmwxj)
2+
+ λ−1ω(x)|∇w|2 +
2λf 2
ω(x)
+ λ−1ω(x)|D2u|2
}
ηdx ≤
≤ c(K, λ)
∫
Br
{
ω(x)|∇w|2 +
f 2
ω(x)
}
ηdx .
The previous inequality shows that w(x) = w+l (x) is a local weak sub-
solution of the equation
(33) − (a˜ijwxi)xj − c(K, λ)ω|∇w|2 =
f 2
ω
− (Fi(x))xi
where a˜ij(x) = aij(x, u(x),∇u(x)) and
Fi(x) = −2b(x, u(x),∇u(x))uxi(x)− γb(x, u(x),∇u(x))δ
l
i .
We note that |Fi | ≤ c(M)f , i = 1, 2, ..., n. This implies
(
Fi
ω
)2
∈
S ′v(Br) and ∥∥∥∥∥
(
Fi
ω
)2∥∥∥∥∥
S′v(Br)
≤
∥∥∥∥∥
(
f
ω
)2∥∥∥∥∥
S′v(Br)
.
Now fix 0 < ρ < min{1, 1
3
r} and choose 1 ≤ h ≤ n such that
osc
B3ρ
uxh ≥ osc
B3ρ
uxl ∀l = 1, 2, ..., n .
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Now we fix γ a sufficiently large positive number. It turns out that a
convenient choice is γ = 10nM . Then we have
osc
B3ρ
w+h ≤ osc
B3ρ
(10nMuxh) + osc
B3ρ
|∇u|2 ≤
≤ 10nM osc
B3ρ
uxh + osc
B3ρ
(
n∑
i=1
u2xi) ≤
≤ 10nM osc
B3ρ
uxh + 2M osc
B3ρ
(
n∑
i=1
uxi) ≤ 12nM osc
B3ρ
uxh
and
osc
B3ρ
w+h ≥ 10nM osc
B3ρ
uxh − osc
B3ρ
(
n∑
i=1
u2xi) ≥ 8nM oscB3ρ
uxh .
Putting together the previous inequalities we obtain
(34) 8nM osc
B3ρ
uxh ≤ osc
B3ρ
w+h ≤ 12nM osc
B3ρ
uxh .
The same argument applies to the function w−h = −γuxh + v. Arguing in
the same way we get
(35) 8nM osc
B3ρ
uxh ≤ osc
B3ρ
w−h ≤ 12nM osc
B3ρ
uxh .
The functions supB3ρ w
+
h − w
+
h and supB3ρ w
−
h − w
−
h are supersolutions
of (33) which is non linear because of the quadratic term in the gradient.
However, we may apply the results in the previous section taking p = 2.
Then, from Theorem 3.1 we get
(36) ω−1(B2ρ)
∫
B2ρ
(sup
B3ρ
w+h − w
+
h )ωdx ≤ c(sup
B3ρ
w+h − sup
Bρ
w+h + h(ρ))
and
(37) ω−1(B2ρ)
∫
B2ρ
(sup
B3ρ
w−h − w
−
h )ωdx ≤ c(sup
B3ρ
w−h − sup
Bρ
w−h + h(ρ))
where h(ρ) =
[
φ
(
f2
ω2
, 3ρ
)]1/2
.
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As a conseguence of (34) we have
(38) sup
B3ρ
w+h − w
+
h + sup
B3ρ
w−h − w
−
h = sup
B3ρ
w+h + sup
B3ρ
w−h − 2v ≥
≥ sup
B3ρ
w+h + sup
B3ρ
w−h − 2 sup
B3ρ
v ≥
≥ sup
B3ρ
(10nMuxh)− inf
B3ρ
(10nMuxh) + 2 inf
B3ρ
v − 2 sup
B3ρ
v ≥
≥ 10nM osc
B3ρ
uxh − 4nM osc
B3ρ
uxh ≥
1
2
osc
B3ρ
w+h ∀x ∈ B3ρ
and in the same way we see that
(39) sup
B3ρ
w+h − w
+
h + sup
B3ρ
w−h − w
−
h ≥
1
2
osc
B3ρ
w−h ∀x ∈ B3ρ .
By (38) and (39), the following inequalities

1
4
oscB3ρ w
+
h > ω
−1(B2ρ)
∫
B2ρ
(supB3ρ w
+
h − w
+
h )ω(x) dx
1
4
oscB3ρ w
−
h > ω
−1(B2ρ)
∫
B2ρ
(supB3ρ w
−
h − w
−
h )ω(x) dx
cannot be both true at the same time. Let us suppose that
1
4
osc
B3ρ
w+h ≤ ω
−1(B2ρ)
∫
B2ρ
(sup
B3ρ
w+h − w
+
h )ω(x) dx .
By (36) we are able to give an estimate for the oscillation of w+h , i.e.
osc
B3ρ
w+h ≤ c(sup
B3ρ
w+h − sup
Bρ
w+h + h(ρ)) ≤
≤ c(osc
B3ρ
w+h − osc
Bρ
w+h + h(ρ))
from which
osc
Bρ
w+h ≤ (1− 1/c) osc
B3ρ
w+h + h(ρ) .
Now we can apply Lemma 2.2. There exist postive constants σ ≤ 1, ρ and
k such that
osc
Bρ
w+h ≤ kh
σ(ρ) ∀ρ < ρ .
Then we get
osc
Bρ
uxl ≤ ckh
σ(ρ) ∀ρ < ρ ∀l = 1, ...n
and the proof is complete. 
Refining our assumptions - as a consequence of Proposition 2.
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Theorem 4.2. Let Ω be a bounded domain in Rn and u be a H2,2v,loc(Ω)
solution of equation (25) satisfying (26). We set
f(x) = sup{|aiju (x, u,∇u)|, |a
ij
x (x, u,∇u)|, |b(x, u,∇u)|} .
Assume that
(
f
ω
)2
∈ L1,p−εv (Ω), for 0 < ε < p, and for any ball Br
in Ω there exist positive constants M and K such that |∇u| ≤ M and
|aijp (x, u(x),∇u(x))|
ω(x)
≤ K in Br.
Then there exists 0 < α < 1 depending on λ, n, M , K and the weight v
such that for any 0 < ρ < r
osc
Bρ
uxl ≤ cρ
α, l = 1, 2, ..., n .
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