The non-destructive X-ray diffraction method is usually employed to evaluate stress states at the near surface of materials. In speci®c zones with high-stress gradients parallel to the surface, like welding joins, areas affected by lasers, or ball-bearing raceways, the classical measurement method is not particularly well suited, as the irradiation spot covers regions of varying stress according to its size. This leads to inaccurate stress evaluations. A new X-ray diffraction measurement and data treatment method is therefore proposed. It is based on longitudinal step-by-step scanning in a ®xed direction of the surface. As the acquired data results from the convolution of local diffraction peaks with the incident-beam intensity, an accurate model of the true two-dimensional intensity distribution inside the spot has been developed. Firstly, the true shape and size of the irradiation area is de®ned. The distribution of the intensity received by the sample surface is then computed. The true local strains and stresses along the scanning direction are ®nally determined from the acquired peaks using an optimization through a least-squares ®tting by a nonlinear function.
Introduction
To estimate fatigue life of mechanical parts, or simply to characterize the mechanical behaviour of the material, the non-destructive X-ray diffraction method is usually employed. Indeed, this technique is particularly well suited to study the stress state at the near surface of a material. This is useful to characterize wear mechanisms. The residual stresses are evaluated by determining the local lattice strains inside the material (Taira, 1974; Noyan & Cohen, 1987; Lu, 1996; Sprauel & Castex, 1991 , 1996 . However, in particular cases, like welding joins or addendum¯anks, many measurements carried out by this technique reveal high stress gradients in the direction perpendicular to the join or the shear and parallel to the surface. Such measurements are not accurate because X-ray diffraction only yields the mean lattice strains over the whole irradiated area. Reducing the irradiation spot size to a very small diameter would allow one to assume that the stress state is homogeneous (Sprauel & Castex, 1991; Kahloun et al., 1994) . However, the cross section of the incident beam cannot be reduced too much for two reasons. First, small spot sizes lead to a great increase of the acquisition time and therefore of the cost of the measurement. Moreover, the most powerful laboratory instruments do not permit analysis of the large industrial parts that are of most interest to engineers. Second, decreasing the size of the irradiated area will greatly reduce the number of diffracting crystallites. The diffracting volume has to contain, however, a suf®cient number of crystallites to be statistically representative of the studied body. This is particularly true in the case of multiphase materials. Therefore, a new acquisition and treatment method has been developed to improve the stress evaluation in specimens with high-stress-gradient zones.
The ®rst part of this paper will describe this new strategy (x2). It will show that the improvement of the data treatment requires one to characterize precisely the distribution of intensity in a cross section of the incident beam. This led us to develop diffractometer modelling software that de®nes this distribution accurately (x3). Some results obtained by this numerical tool will be presented (x4). Finally, the deconvolution analysis method will be applied to experimental results (x5).
Presentation of the method 2.1. Measurement method
The reader is referred to work by Taira (1974) , Noyan & Cohen (1987) , Lu (1996) and Sprauel & Castex (1991 , 1996 for background information. The lattice spacing d hkl of the diffracting planes {hkl} depends on the stress state. d hkl can therefore be used as a strain gauge. The strain 4 in the direction normal to the diffracting planes can be de®ned in different ways, but the most general formula is the true strain de®nition given by equation (1) below. For small strain values, this formula leads to the same results as the conventional engineering de®nition and also remains valid even in the case of large deformation. The lattice spacing is also linked directly to the diffraction angle hkl by Bragg's law [equation (2) below]. A relation [equation (3) below] between the strain 4 and the Bragg angle hkl is thus easily derived.
where d 0 is the lattice spacing of the unstressed material.
where ! is the wavelength of the X-rays.
where 0 is the Bragg angle of the unstressed material. This strain 4 is linked to the components ' ij of the stress tensor by a linear relationship
which is derived from a micro-mechanical approach to the material (Sprauel & Castex, 1991; Lu, 1996) . This equation is, however, based on some concepts of continuous medium mechanics. For that reason it requires the diffracting volume to contain a suf®cient number of crystallites to be statistically representative of the studied material. The six distinct components of the stress tensor are derived from the measured strain values by a multi-linear least-squares optimization. Diffraction peaks have therefore to be acquired in at least six independent directions. However, because of the heterogeneity of the material, the diffracting volumes corresponding to these six directions may not be representative enough of the studied material. For that reason, a greater number of independent measurement directions (9, 2) are generally considered for each X-ray diffraction experiment (Fig. 1) . The six coef®cients F 92 ij [equation (4)], called local X-ray elastic constants, depend on the elastic compliance of the different phases of the material and on the measurement angles (9, 2, ). In the case of an isotropic sample it simpli®es to the well known sin 2 (2) law (Taira, 1974; Noyan & Cohen, 1987; Lu, 1996) . It assumes, however, that the stresses are homogeneous over the irradiated area. For that reason, it cannot apply directly to zones with high stress gradients in the directions parallel to the surface. A new approach has to be used in such cases therefore. The method proposed in this paper is based on longitudinal step-by-step scanning along a ®xed direction of the surface. This direction is selected in relation to the geometry of the zone in which stress evaluation is required, to its manufacturing process and to the direction of the applied loads. In the case of gearbox teeth, for example, the direction normal to the wear track generated by the rolling contact is generally chosen. The step size is logically selected in connection with the amplitude of the studied stress gradients.
Data treatment method
As has already been pointed out, a measured diffraction peak results from the average of all the elementary peaks belonging to the irradiated area. A given measured peak parameter f m (peak position, integrated intensity or peak width) can therefore be written as a convolution product between the true local values and the normalized distribution of the incident beam intensity g along the scanning direction (Kahloun et al., 1994) :
In this relationship, x m and x M are the boundaries of the irradiated area. It will be shown in the next part of this paper how to de®ne the normalized intensity distribution g. The other function of the convolution product, f r (x), is the unknown, which has to be determined. An inverse method has to be used to derive it from the measured results f m (x). Different procedures based either on a differential algorithm (Kahloun et al., 1994) or on a local smoothing of the function f m (x) (Hennion et al., 1997) have already been proposed for that purpose. These methods, however, lead to great oscillations of the corrected data f r (x) and do not yield error bars for the stress evaluations. A global method based on a least-squares optimization has therefore been developed. For that purpose, the solution f r (x) of the inverse problem is described by a nonlinear mathematical function. No particular assumption is made about this function, but its expression has to be selected according to the studied case. As has already been pointed out, X-ray stress evaluations are based on the precise determination of the positions 2 92 (x) of the diffraction peaks. In most cases (welding join, laser treatment or wear track), this parameter tends towards a constant value outside the zone affected by the stress gradients. Due to the effects of the manufacturing process, the limit obtained on both sides of the studied region may, however, be different. Such an evolution can be described accurately by the sum of two functions:
The function y 1 (x) sets the values obtained outside the zone affected by the stress gradients. The function y 2 (x) is the product of a polynomial of degree n and a Gaussian. High stress gradients generally require the degree n of the polynomial to be increased. However, n has to be also adjusted to prevent excessive and unrealistic¯uctuations, and to preserve acceptable error bars on the optimized stresses. The coef®-cients b 0 , b 1 and a k of the function f r (x) are determined by a nonlinear least-squares optimization. This optimization is based on the minimization of the least-squares residue by a Gauss±Newton algorithm (Dennis & Schnabel, 1983) .
3. Intensity distribution calculation
Presentation of the model
The normalized intensity distribution g(x) is required ®rst to solve the inverse problem. This function has been de®ned by a numerical simulation. As has already been pointed out in x1, small irradiation spots are required for measurements. In this experimental con®guration, the divergence of the X-ray beam generates a great penumbra, which leads to a nonuniform intensity distribution inside the irradiation spot. This distribution depends on the following measurement conditions: (i) shape and size of the X-ray tube focus; (ii) diameter of the incident-beam collimator; (iii) diffraction angle; (iv) (9, 2) measurement direction. Diffractometer modelling software has therefore been developed to evaluate the true twodimensional distribution of the incident intensity inside the irradiated area of the sample (Fig. 2) . It has been designed as a post-processor of the goniometer automation software and can be used for many different kinds of instruments. The employed diffractometer setup is completely de®ned by the dimensions Á 1 and Á 2 of the rectangular tube focus, the collimator radius R, the focus±sample distance D and the collimator±sample distance d.
It has been demonstrated (Franc Ëois et al., 1995) that the effect of the specimen geometry can be neglected when the radius of curvature of the surface is greater than at least four times the diameter of the X-ray spot. According to this, it is assumed that the irradiated surface of the sample is a plane in relation to the spot size.
A ®xed coordinate system (e 1 , e 2 , e 3 ) is linked to the sample. A moving coordinates system (m 1 , m 2 , m 3 ) is also linked to the incident-beam direction. Its position is de®ned by the angles (9, 2, ), where 9 and 2 are the acquisition angles, and = (% À 2)/2 is the half-angle between the incident and diffracted beams (Fig. 1) . The tube focus is assumed to be rectangular, while the collimator is circular. The program accounts as well for É mountings as for mountings. The rectangular tube focus, the ending edge of the circular collimator and the irradiated area are ®nally meshed. The number of nodes of this meshing is selected in relation to the computing time and to the desired precision of the calculated intensity distribution. These parameters also in¯uence the resolution with which the contour of the irradiated area is de®ned.
Modelling methodology
The intensity at each point of the irradiation spot is computed in two steps. (i) The bounding rectangle of the irradiation spot is de®ned ®rst. For that purpose all the boundary paths of the incident beam are scanned to compute the maximum and minimum (x 1 , x 2 ) coordinates of this rectangle. Such a path joins every point of the X-ray source boundary (the rectangular tube focus) to a given point belonging to the collimator edge. (ii) The intensity received by the sample is ®nally computed. For that purpose, both the source focus and the spot bounding rectangle are meshed. All the elementary paths, which link a node of the X-ray source to a ®xed node of the irradiated area, are then built. The intensity received at this given point of the irradiated surface is then calculated. It is directly proportional to the number of elementary paths which cross the collimator circle. Table 1 contains the numerical parameters that have been used to compute the intensity distributions presented in Figs. 3 and 4. The apparatus-speci®c parameters correspond to those of a SET-X goniometer (É-mounting diffractometer manufactured by Elphyse under Ensam license).
We will call`perpendicular irradiation' the goniometer orientation corresponding to the tilt [9 = 0 ,
]. To illustrate the in¯uence of the collimator diameter, Fig. 3 presents two examples of two-dimensional incident intensity distributions obtained in perpendicular irradiation with a collimator diameters of 0.5 and 3 mm. In each plot, the intensity received at a given point of the irradiated area is represented by the number of elementary paths which cross the collimator and is expressed in an arbitrary unit called num'. The penumbra phenomenon is revealed by the distances which separate the contours plotted on the base of each graph.
To illustrate the in¯uence of the collimator inclination, Fig.  4 presents the contours of the two-dimensional incident intensity distributions obtained for two different 2 angles, with one ®xed collimator. It is clearly shown that the shape of the spot depends on this goniometer position. To increase the precision of the measurement, the diffraction peaks are usually selected to obtain a Bragg angle 2 greater than 140 .
Figure 2
Description of the diffractometer.
Under such conditions, the angle remains low. For this reason, in the case of perpendicular irradiation, the boundary of the spot has the same shape as the collimator (a circle in our example). However, when the goniometer moves to high negative or positive 2 angles, the circular spot signi®cantly stretches in the direction of the inclination and thus becomes elliptic. In the case of a 2 mounting, the main axis of this ellipse is rotated from angle . It can also be noticed that at the centre of the spot the contours are not perfectly circular (or elliptic) because of the rectangular shape of the tube focus. This phenomenon is only detected with small collimators and results from the optical superposition of the rectangular tube focus and the circular collimator. As has already been pointed out (x2.2), the intensity distribution g(x) required in our inverse method is a function of just one dimension. This one-dimensional distribution g(x) is easily deduced from the two-dimensional distribution de®ned previously, through a numerical integration of all the intensities obtained for the ®xed coordinate x 1 = x. These results have to be normalized. The intensity distribution g(x) has to be calculated for all the (9, 2) directions used for the stress evaluation. This is very time consuming. A database has therefore been created to avoid the recalculation of such values for each new experiment. However, in order to reduce the storage size, the function g(x) has been approximated by a polynomial of degree eight (nine coef®cients), the coef®cients of which are deduced from the ®rst six centred moments of the computed normalized one-dimensional intensity distribution. For each (9, 2) position, the database thus contains just eight values, coded as double-precision¯oating numbers: the six moments of the intensity distribution and the two boundaries x m and x M of the irradiated area. A system of nine linear equations is then built to compute the coef®cients of the approximation polynomial. The mathematical expression of the centred moments constitutes the ®rst six equations of this system. Two more equations are deduced from the boundary conditions obtained for x = x m and x = x M (null intensity). The normalization condition of g(x) gives the last equation of the system. Fig. 5 presents the one-dimensional intensity distribution g(x) corresponding to the con®gurations already plotted in Fig. 4 . The distributions obtained for the two distinct measurement directions are plotted on the same graph. This shows clearly the increase of the spot size due to the inclination of the incident beam. Indeed, for 2 = 40 , the irradiated surface has increased by more than 20%. To validate the polynomial approximation of g(x), the distribution obtained for the highest inclination of our goniometer (2 = 45 ) has been plotted in Fig. 6 . This shows the excellent correlation between the eight-value approximated results and the calculated distribution.
Validation of the model
In order to validate the theoretical model, highly sensitive ®lms were set in place of the sample to be analysed and were exposed to the incident beam of the SET-X diffractometer (equipped with a chromium anode). The resulting spot images were then digitized by a high-resolution scanner. Different collimator diameters (3, 2, 1 and 0.5 mm) were used for this type of experiment. This modi®es the divergence of the incident beam, which controls the penumbra phenomenon. For each collimator, three measurement directions were also used (2 = 0, 20 and 40
). This allows the effect of the incident-beam inclination on the shape and size of the irradiated area to be analysed. An example of the two-dimensional intensity Table 1 Parameters used for the calculation of the intensity distributions. Figure 3 Two-dimensional intensity distribution at 2 = 0 .
distributions obtained for 2 = 0 is presented in Fig. 7 . The general aspect of these plots is very similar to the theoretical results.
The size of the spot obtained for the different collimators in the case of perpendicular irradiation is shown in Table 2 . The calculated results are compared to the experimental ones.
These two values are very close. As has already been demonstrated (x2.2), the one-dimensional normalized intensity functions g(x) required for the inverse method are easily deduced from the measured two-dimensional distributions. These curves have been compared to the theoretical data. As an example, some results obtained for 2 = 20 are presented in Fig. 8 . The experimental and theoretical values are in very good agreement.
Application of the method to simulated data
In order to test the ef®ciency of the new inverse method, the procedure has been applied to simulated data. A very sharp stress pro®le was considered for that purpose (`true stress pro®le' curve in Fig. 9 ). In this pro®le, the width affected by the stress gradients is about 0.2 mm. These gradients exceed 10 000 MPa mm À1 . The specimen is assumed to be a classical ferritic steel, analysed with a collimator diameter of 0.5 mm. An experiment corresponding to the selected stress pro®le was simulated, considering the conditions given in Table 3 . This operation was achieved in two stages. For each step of the simulated scan, the peak positions of 45 independent (9, 2) directions were ®rst built, solving equations (3), (4) and (5). Statistical¯uctuations corresponding to a normal law (with a standard deviation of 0.015 ) were then added to this data, using a Monte Carlo method.
The simulated experiment was ®rst proceeded by the classical treatment method, thus leading to a curve called`simulated measurement' (Fig. 9) . In this curve, the stress gradients are underestimated by more than 500%. The width affected by these gradients would be evaluated to about 1.2 mm.
The simulated data were ®nally analysed through our new inverse least-squares optimization method, thus leading to a curve called`corrected data'. This curve ®ts perfectly to thè true stress pro®le'. The ef®ciency of the new data treatment procedure is thus clearly demonstrated. In our example, the stress pro®le was evaluated accurately with a resolution of 0.1 mm, which is ®ve times smaller than the diameter of the collimator. Contours of the two-dimensional intensity distribution obtained with a collimator diameter 2R = 0.5 mm.
Figure 5
Normalized intensity distribution with a collimator diameter 2R = 0.5 mm.
Figure 6
Polynomial approximation validation for a collimator diameter 2R = 3 mm (2 = 45 ).
Application of the method to experimental results
The procedure has been applied to a true experimental case. To obtain high stress gradients, the surface of a ground carbon-steel sample (0.55% C steel grade) was locally melted by a laser beam of 2 mm width. The geometry of this sample is described in Fig. 10 . X-ray residual-stress scans were carried out in the direction (Ox 1 ) normal to the laser track. In a ®rst experiment, the diffraction conditions were selected to analyse the gradient zone precisely. For that purpose, a collimator that Intensity (num)
x 2 (mm)
Figure 7
Experimental two-dimensional intensity distributions obtained at 2 = 0 . 
Figure 8
Normalized intensity distributions obtained at 2 = 20 .
Figure 9
Application of the method to simulated results.
Table 3
Conditions used to build the simulated data. generates an irradiation spot smaller than the width of the strip treated by the laser was chosen, to de®ne the local mechanical state of the material. A great acquisition time was thus required. A second stress scanning has been performed on the same sample to test the method under unfavourable conditions. For this experiment, the collimator was selected to obtain an irradiation spot larger than the laser track. Under such conditions, the acquisition time could be reduced. The experimental conditions for these two experiments are described in Table 4 . The residual stresses in the direction normal to the track are shown in Figs. 11 (experiment 1) and 12 (experiment 2). Three curves have been plotted. One shows the values obtained by the classical treatment method, called`as measured data'. These data correspond to the integration of the local stresses over the irradiated area. Another shows the local stresses derived from our inverse method, named`corrected data'. The remaining curve shows the convolution between thè corrected data' and the mean intensity distribution, called smoothed data'. This curve allows one to validate the method. Indeed, if the`corrected data' are assumed to represent the true local values, then the`smoothed data' will integrate the local stresses over the irradiation spot. It should thus smooth the`as measured data' obtained directly from the experimental acquisitions.
In the ®rst experiment, the error bars on the stress evaluations remain generally less than 40 MPa. At the centre of the laser track, the stress component is tensile. The corrected values and the`as measured' ones are close, except for a few measurement points located at the centre of the melted zone where great error bars are obtained (over 100 MPa). We can deduce that the results obtained under these ®rst experimental conditions are representative of the true local mechanical state induced by the laser treatment. At the very middle of the melted zone, a strong drop of the stress level is observed. This is due to the high cooling rate of the metal, which leads to the transformation of the austenite into martensite. This quenching effect is clearly demonstrated by the diffraction diagrams (Fig. 13) . In fact, while only one peak of ferrite is observed in the base metal and in the heat-affected zone, the diffraction diagram obtained at the centre of the laser track shows the overlapping of a ®ne peak corresponding 
Figure 11
Stresses evaluated by the new data treatment method using a polynomial of degree seven: experiment 1.
Figure 12
Stresses evaluated by the new data treatment method using a polynomial of degree ®ve: experiment 2.
Figure 10
Description of the experiment.
to the re¯ection of ferrite and a very broadened one due to martensite. For this reason, the peak treatment had to be adapted. Two distinct functions (one for each phase) were thus used to ®t the diffraction diagrams. However, even with such a precaution, the error bars on the stresses remain large because of the strong heterogeneity of the material. In the second experiment, the error bars on the evaluated stresses do not exceed 50 MPa. At the middle of the laser track, the raw values obtained by the classical calculation method are underestimated by about 30%. Zones in which the evolution of the stresses remain linear are not affected by the correction. This property can be demonstrated mathematically through a power series expansion of the true local stress curve ' = f r (x):
where f r (x) = f 0 (x) is obtained for t = 0. The`as measured' values f m (x) are then easily deduced from equation (5):
where
are the centred moments of the intensity distribution g(x). In linear zones, the condition f m (x) = f 0 (x) = f r (x) will thus be veri®ed and the`as measured' values will ®t to the true local stresses, whatever the irradiated area. On the other hand, the correction mainly affects the domains where the stress gradients are changing.
The`smoothed data' curves are in good agreement with thè as measured data' curves. This con®rms the validity of the least-squares optimization. The results of the two experiments have been plotted on the same scale to facilitate comparison. The`corrected values' obtained by the two tests are of the same order of magnitude, which con®rms the ef®ciency of the inverse method. However, such an experiment shows that the new procedure only allows one to make a precise evaluation of the stresses in the zones where the gradients are detected and localized by the measurement. In fact, the correction was not able to reproduce the drop of the stresses observed at the centre of the melted zone.
Conclusions
In this paper, a new X-ray diffraction measurement (based on step-by-step scanning of the surface) and data treatment method is proposed. It accounts for the distribution of the incident intensity across the irradiated area, which has been computed for each acquisition direction. A new inverse method, based on a least-squares optimization, has been developed which allows one to calculate the local parameters of a diffraction peak from the values de®ned experimentally for the whole irradiation spot. The space resolution of different diffraction methods, like phase analysis, stress evaluation and peak-broadening analysis, is improved thus by a factor of 5. This procedure is particularly well adapted to determine stresses in zones with high stress gradients, where the classical data treatment methods are not accurate. It has been validated through experimental applications for which signi®cant corrections of the stress gradients were obtained. Thus, the new strategy allows one to analyse the mechanical behaviour and the eventual evolutions of the microstructure, in order to estimate the fatigue life of solicited parts. The knowledge of the intensity distribution, computed by the diffractometer modelling software, may also lead to improvements of the X-ray measurements carried out on curved surfaces. The least-squares optimization method does not require the surface to be scanned with a constant step. This allows the user to adapt the step size to the analysed zone, in relation with the observed stress gradients. The time of the experiment will thus be greatly reduced.
