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Magnetic properties and Mott transition are studied in the Hubbard model on the anisotropic
triangular lattice described by two hopping parameters t and t′ in different spatial directions using
the variational cluster approximation. Taking into account Ne´el (AF), 120◦ Ne´el (spiral), and
collinear (AFC) orderings, the magnetic phase diagram is analyzed at zero temperature and half-
filling. We found six phases, AF-metal, AF-insulator, spiral, AFC, paramagnetic metal, and non-
magnetic insulator, which is the candidate of spin liquid. Direct transitions from paramagnetic metal
to AF insulator take place for 0.6 . t′/t . 0.8, and non-magnetic insulator is realized between the
paramagnetic metal and magnetic states for 0.8 . t′/t . 1.2. Around t′/t ' 1.2, magnetic state
(AFC or spiral) is realized above the paramagnetic metal, and as the on-site Coulomb repulsion U
increases, it changes to non-magnetic insulator. Implications for the κ-(BEDT-TTF)2Cu2(CN)3 are
discussed. As for the Mott transition, the structure of the self-energy in the spectral representation
is studied in detail. As U increases around the Mott transition point, single dispersion evolves in
the spectral weights of the self-energy, which yields the Mott gap.
PACS numbers: 71.30.+h, 71.10.Fd, 71.27.+a
I. INTRODUCTION
When kinetic and Coulomb repulsion energies are com-
peting, low dimensional materials with geometric frustra-
tion exhibit rich phenomena like superconductivity with
various pairing symmetries and purely paramagnetic in-
sulator (spin liquid), which attract a lot of experimen-
tal and theoretical interests. The organic charge-transfer
salts κ-(BEDT-TTF)2X
1–4 are good examples of such
materials, where a transition from paramagnetic metal
to spin liquid (Mott transition) has been detected with
X=Cu2(CN)3.
3,4
One of the important theoretical issues motivated by
these experiments3,4 is the possibility of spin liquid phase
compatible with experiments in the Hubbard model on
the anisotropic triangular lattice described by the hop-
ping t, t′, and the on-site Coulomb repulsion U (see
Fig. 1(a)), which is a simple effective Hamiltonian of
these materials and has been studied by various non-
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FIG. 1: (Color online) (a) Anisotropic triangular lattice.
In our lattice geometry, the three sites 1, 2, and 3 form an
equilateral triangle of the unit length. The dash-dotted
hexagon is the 12-site cluster used in our analysis. (b) The
first Brillouin zone of the anisotropic triangular lattice.
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FIG. 2: (Color online) Three magnetic orderings (a) Ne´el
(AF), (b) 120◦ Ne´el (spiral), and (c) collinear (AFC) on the
triangular lattice in Fig. 1 (a).
perturbative methods.5–16
The earlier studies5–10 reported that non-magnetic in-
sulator, which is the candidate of spin liquid, is realized
near the isotropic point t′/t = 1, however 120◦Ne´el (see
Fig. 2 (b)), which is the most relevant magnetic order-
ing around t′/t = 1, was not considered in them. Taking
into account 120◦ Ne´el, the isotropic case t′/t = 1 is stud-
ied by the path integral renormalization group (PIRG),11
variational cluster approximation (VCA),12 and using ef-
fective models,13,14 where the PIRG study11 predicted
that non-magnetic insulator is realized for 7.4 . U/t .
9.2, and the other studies12–14 also suggested the exis-
tence of non-magnetic insulator phase. For example, the
VCA study12 argued that non-magnetic insulator is re-
alized at least at U/t = 8. More generic ranges of t′/t
are studied including 120◦ Ne´el by the variational Monte
Carlo (VMC),15,16 where non-magnetic insulator is not
found in the region 0 ≤ t′/t ≤ 1.2 and 0 ≤ U/t ≤ 25
in the older study15, while the later study16 showed that
non-magnetic insulator is not obtained at t′/t = 1, but it
is realized around t′/t ' 0.85 for 12 . U/t. Therefore the
conclusions about non-magnetic insulator in this model
are very different not only depending on the approaches
but also within the same approach.
In this paper, we investigate the magnetic proper-
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2ties and Mott transition in the Hubbard model on the
anisotropic triangular lattice using VCA,17–19 which is
formulated based on a rigorous variational principle and
exactly takes into account the short-range correlations.
The 12-site cluster in the dash-dotted hexagon in Fig. 1
(a) is used and the three magnetic orderings, Ne´el, 120◦
Ne´el, and collinear in Fig. 2, which are referred to as AF,
spiral, and AFC hereafter, are considered to analyze the
magnetic phase diagram at zero temperature and half-
filling.
We found six phases, AF-metal, AF-insulator, spiral,
AFC, paramagnetic metal, and non-magnetic insulator,
which is the candidate of spin liquid. AF-metal is realized
for t′/t . 0.6 and relatively small U . Direct transitions
from paramagnetic metal to AF-insulator take place for
0.6 . t′/t . 0.8 around U = 5 ∼ 6. For 0.8 . t′/t . 1.2
paramagnetic metal changes to non-magnetic insulator
at U/t ' 6, thus the (purely paramagnetic) Mott tran-
sition takes place there, and this non-magnetic insulator
become magnetic state at U/t ' 8. Around t′/t ' 1.2,
magnetic state (AFC or spiral) is realized above the para-
magnetic metal, and it changes to non-magnetic insulator
as U increases.
Implications of our analysis for experiments on the
organic charge-transfer salts κ-(BEDT-TTF)2X are dis-
cussed. As for the Mott transition, the structure of
the self-energy in the spectral representation is studied
in detail. As U increases around the Mott transition
point, single dispersion evolves in the spectral weights of
the self-energy, which gives rise to the splitting of the
non-interacting band into the upper and lower Hubbard
bands.
II. HUBBARD MODEL ON THE
ANISOTROPIC TRIANGULAR LATTICE
The Hamiltonian of the Hubbard model on the
anisotropic triangular lattice reads
H =−
∑
i,j,σ
tijc
†
iσcjσ + U
∑
i
ni↑ni↓ − µ
∑
i,σ
niσ, (1)
where tij = t for the solid lines and tij = t
′ for the dashed
lines in Fig. 1 (a), U is the on-site Coulomb repulsion, and
µ is the chemical potential. The annihilation (creation)
operator for an electron at site i with spin σ is denoted
as cjσ (c
†
iσ) and niσ = c
†
iσciσ. The energy unit is set as
t = 1 hereafter.
In our analysis we use VCA,17–19 which is an extension
of the cluster perturbation theory17 based on the self-
energy-functional approach.19 This approach uses the rig-
orous variational principle δΩt[Σ]/δΣ = 0 for the ther-
modynamic grand-potential Ωt written in the form of a
functional of the self-energy Σ as
Ωt[Σ] = F [Σ] + Tr ln(−(G−10 − Σ)−1). (2)
In Eq. (2), G0 is the non-interacting Green’s function of
H, F [Σ] is the Legendre transform of the Luttinger-Ward
functional,22 and the index t denotes the explicit depen-
dence of Ωt on all the one-body operators in H. The
variational principle δΩt[Σ]/δΣ = 0 leads to the Dyson’s
equation. Eq. (2) gives the exact grand potential for the
exact self-energy of H, which satisfies Dyson’s equation.
All Hamiltonians with the same interaction part share
the same functional form of F [Σ], and using that prop-
erty F [Σ] can be evaluated for the self-energy of a sim-
pler Hamiltonian H ′ by exactly solving it, though the
space of the self-energies where F [Σ] is evaluated is now
restricted to that of H ′. In VCA, one uses for H ′ a
Hamiltonian formed of clusters that are disconnected by
removing hopping terms between identical clusters that
tile the infinite lattice. For H ′, the grand potential is
expressed as a functional of Σ as
Ω′t′ [Σ] = F [Σ] + Tr ln(−(G′0−1 − Σ)−1), (3)
where G′0 is the non-interacting Green’s function of H
′
and t′ denotes all the one-body operators in H ′. In Eqs.
(2) and (3), F [Σ] is the same for a given Σ since the
interaction part is the same for H and H ′, therefore sub-
tracting Eq. (3) from Eq. (2), we obtain
Ωt[Σ] = Ω
′
t′ [Σ] + Tr ln(−(G−10 − Σ)−1)
− Tr ln(−(G′0−1 − Σ)−1), (4)
which is a functional relation between Ωt[Σ] and Ω
′
t′ [Σ].
In Eq. (4) Ω′t′ [Σ] and Σ are exactly computed for H
′ by
exactly solving it, thus Ωt[Σ] is evaluated for the exact
self-energy of H ′, and becomes a function of t′ expressed
as
Ωt(t
′) = Ω′t′−
∫
C
dω
2pi
eδω
∑
K
ln det
(
1 + (G−10 −G′0−1)G′
)
,
where Ω′t′ is the exact grand potential of H
′ and the
functional trace has become an integral over the diago-
nal variables (frequency and super-lattice wave vectors)
of the logarithm of the determinant over intra-cluster in-
dices. The frequency integral is carried along the imagi-
nary axis and δ → +0.
The variational principle δΩt[Σ]/δΣ = 0 is reduced to
the stationary condition δΩt(t
′)/δt′ = 0, and its solution
and the exact self-energy of H ′ at the stationary point,
denoted as Σ∗, are the approximate grand-potential and
self-energy of H in VCA. Physical quantities, such as
expectation values of one-body operators, are evaluated
using the Green’s function G0
−1 − Σ∗. In VCA, the re-
striction of the space of the self-energies Σ into that of H ′
is the only approximation involved and short-range corre-
lations within the cluster are exactly taken into account
since H ′ is solved exactly. A possible symmetry break-
ing is investigated by including in H ′ the corresponding
Weiss field that will be determined by minimizing the
grand-potential Ωt.
In our analysis, the 12-site cluster of the diamond
shape in the dash-dotted hexagon in Fig. 1(a), which is
referred to as 12D hereafter, is used to set up the cluster
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FIG. 3: (Color online) Phase diagram of the Hubbard model
on the anisotropic triangular lattice at zero temperature and
half-filling as a function of t′ and U obtained by VCA on
12D cluster. Lines are guides to the eye. The filled circles,
triangles, and squares correspond to AF, spiral, and AFC
transition points, and the two asterisks at t′ = 0.5 and 0.6
denote the transition points from AF insulator to AF metal.
Energetically disfavored magnetic solutions are obtained in-
side the non-magnetic phase between the unfilled and filled
circles. The crosses are the Mott transition points computed
assuming that no magnetic order is allowed. The line between
AF and spiral phases will actually not be a phase boundary
and AF will gradually change to spiral through complicated
(probably incommensurate) orderings. Energetically disfa-
vored magnetic solutions between the unfilled and filled cir-
cles may be ground states with these complicated magnetic
orderings.
Hamiltonian H ′. This cluster treats the three sub-sites
1,2, and 3 on the same footing, and has even number of
sites so that energy eigenstates with total Sz = 0, which
is satisfied for the non-magnetic ground states of the in-
finite system H, are included as candidates of the grand
states of H ′. To study the magnetic orderings AF, spiral,
and AFC, the Weiss field
HAF = hM
∑
i
eai · Si (5)
with the spin operator Si = c
†
iασαβciβ is included into
H ′, where the index a specifies the site in the unit cell
in the sub-lattice formalism, and a = 1, 2, 3 for spiral,
and a = 1, 2 for AF and AFC. The unit vectors e1,2,3 are
oriented at 120◦ of each other for spiral, and e1 = −e2
for AF and AFC according to these spin orderings (see
Fig. 2). In our analysis the pitch angle of spiral order is
fixed to be 120◦ even for t′ 6= t.
In the stationary point search of Ω(µ′, hM), which we
denote as the grand-potential per site, the Weiss field
parameter hM and the cluster chemical potential µ
′ in H ′
are treated as the variational parameters, where µ′ should
be included for the thermodynamic consistency.23 During
the search, the chemical potential of the system µ is also
adjusted so that the electron density n is equal to 1 within
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FIG. 4: (Color online) (a) The magnetic order parameters M
for AF (filled-circles) at t′ = 0.7 and spiral (filled-triangles)
at t′ = 1.0 as functions of U . The unfilled marks correspond
to the energetically disfavored solutions. (b) The Mott gaps
at t′ = 0.85 (squares) and t′ = 1.0 (triangles) computed
as functions of U assuming that no magnetic order is allowed.
0.1%. In general, a stationary solution with hM 6= 0
corresponding to the magnetically ordered state and that
with hM = 0 corresponding to the paramagnetic state
(PM) are obtained, and the energies per site E = Ω +µn
are compared for AF, spiral, AFC, and PM to determine
the ground state. The density of state per site
D(ω) = lim
η→0
∫
d2k
(2pi)2
1
nc
nc∑
σ,a=1
{− 1
pi
ImGaσ(k, ω + iη)} (6)
is also calculated to examine the gap, where nc is the
number of the sites in the unit cell in the sense of the
sub-lattice formalism (nc = 3 for spiral, nc = 2 for AF
and AFC, and nc = 1 for PM), and the k integration
is over the corresponding Brillouin zone. In Eq. (6),
η → 0 limit is evaluated using the standard extrapolation
method by calculating D(ω) for η = 0.1, 0.05, and 0.025.
The numerical error after this extrapolation is estimated
to be of order 10−3, so the gap is identified as the region of
ω around ω ' 0 where the extrapolated D(ω) is less than
10−2. We also compute the magnetic order parameter per
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FIG. 5: (Color online) The magnetic order parameters M
for AF (filled-circles) and spiral (filled-triangles) at U = 30
as functions of t′. Magnetic solutions including energetically
disfavored ones are not found in the region around t′ = 0.89
and 1.15 < t′.
site
M =
1
nc
nc∑
a=1
ea · 〈Sa〉
and the double occupancy per site
Docc =
1
nc
nc∑
a=1
〈na↑na↓〉 = dE
dU
,
where 〈Sa〉 and 〈na↑na↓〉 are the expectation values of Sa
and na↑na↓, respectively.
III. PHASE DIAGRAM
Fig. 3 shows the phase diagram at zero temperature
and half-filling obtained by VCA on 12D cluster, where
the filled circles, triangles, and squares correspond to the
AF, spiral, and AFC transition points and the two as-
terisks at t′ = 0.5 and 0.6 denote the transition points
from AF insulator to AF metal. Energetically disfavored
AF solutions are obtained between the unfilled and filled
circles, and except this region, energetically disfavored
magnetic solutions (AF, spiral, or AFC) are not obtained
inside the non-magnetic phases. The crosses are the Mott
transition points computed assuming that no magnetic
order is allowed (i.e. hM = 0). The magnetic order
parameters and Mott gaps are shown in Fig. 4. Near
t′ ' 0.5, the magnetic transition point is relatively low
and the similar phase diagram is obtained also in the
mean field study.24
Non-magnetic insulator is realized above the Mott
transition line for 0.8 . t′ . 1.2, and it changes into
magnetic states as U increases. Non-magnetic insulator
phase exists also for 1.15 . t′ and 8 . U above AFC.
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FIG. 6: (Color online) The 6-site clusters (shaded triangles)
used in VCA. Two or four 6-site clusters are combined as in
(a) t′ ≤ 1 and (b) 1 ≤ t′ to recover the lattice geometry in
the presence of the magnetic orderings.
These non-magnetic insulator phases are the candidates
of spin liquid. In Fig. 3 the line between AF and spiral
phases will actually not be a phase boundary and AF
will gradually change to spiral via complicated (proba-
bly incommensurate) magnetic orderings as t′ increases.
These more complicated states will give local minimums
(i.e. stationary solutions) with our choice of the Weiss
fields given by Eq. (5) since they will have orderings
similar to AF or spiral, but their actual energies might
be lower than the values computed with our Weiss fields.
So these states may appear, not only as ground states,
but also as energetically disfavored solutions, which may
turn out to be ground states by more appropriate choice
of Weiss fields. However, these energetically disfavored
solutions are obtained only in the restricted region be-
tween the filled and unfilled circles in Fig. 3, and most of
the non-magnetic insulator phase in that phase diagram
remains stable even if these energetically disfavored so-
lutions become ground states with complicated magnetic
orderings.
For 1.05 . t′ . 1.15 and U ' 8, AFC appears in addi-
tion to spiral so the magnetic orderings in this region will
have both spiral and AFC like features. Around t′ ' 1.2
spiral disappears and AFC remains, which suggests that
in the region 1.2 ≤ t′ the correlations along t′ direction
become important, probablly because the system begins
to evolve towards weakly coupled one-dimensional chains,
so this region is not investigated in this study.
In Fig. 3, the transition from the non-magnetic to mag-
netic states is of the second order except for 0.6 < t′ < 0.9
since there exists no energetically disfavored magnetic so-
lution outside the magnetic phase except this range. If
the energetically disfavored solutions in this range are
magnetic ground states as is discussed above, the mag-
netic transition is of the second order for all t′. The
Mott transition is of the second order since there is no
energetically disfavored paramagnetic solution near the
5(b)(a)
FIG. 7: (Color online) The tilings of the triangular 6-site
clusters used for (a) t′ ≤ 1 and (b) 1 ≤ t′. The tilings
(a) and (b) are equivalent at t′/t = 1. The dash-dotted
parallelograms in (b) are the 3×4 clusters and their tiling
used to study the region t′ = 1.2 in VCA.
transition line and the Mott gap closes continuously at
the transition point as is shown in Fig. 4 (b).
We have investigated the magnetic properties up to
U = 30. Fig. 5 shows the AF (filled-circles) and spi-
ral (filled-triangles) order parameters M at U = 30 as
functions of t′. The non-magnetic insulator phase above
AFC in Fig. 3 persists up to large U . The magnetic phase
(AF and spiral) covers whole the region t′ ≤ 1.15 up to
U . 15 ∼ 20. For 20 . U there appears a very narrow
slit of non-magnetic insulator phase around t′ = 0.89 (be-
tween the dotted and full lines) where no magnetic solu-
tion (including energetically disfavored one) is obtained.
Our Fig. 5 is qualitatively very similar to Fig. 4 in
Ref. 25 obtained by the spin wave theory taking into
account, not only AF, spiral, and AFC but also gen-
eral magnetic ordering vectors including incommensurate
ones. In that figure η is equal to 1/(1 + t′2/t2) in the
large U limit and their collinear corresponds to the or-
dering similar to our AF. The point where the magnetic
order parameter vanishes is obtained in the region t′ < 1
also in the spin wave theory considering general mag-
netic ordering vectors. A narrow non-magnetic phase is
found near t′/t ' 0.9 in the modified spin wave theory
complemented by exact diagonalizations.26
Here we remark that only the three magnetic order-
ings AF, spiral (of 120◦ pitch angle), and AFC (i.e., only
the three magnetic ordering vectors in the sense of the
spin wave) are considered in our analysis and our Weiss
fields will not be able to detect magnetic orderings very
different from the above three. For example, magnetic
orderings whose modulation period does not fit into the
cluster size are not investigated well in VCA and we can
not exclude the possibility that such magnetic orderings
are realized in the non-magnetic phase found in Figs. 3
and 5. Later we further compare quantitatively our re-
sults in Fig. 5 with recent non-perturbative analyses of
the Heisenberg model which studied the possibility of
general spiral order in addition to our 120◦ spiral.
Next we consider the cluster size dependence of our
phase diagram. In general, ordered phase shrinks as
the cluster size increases since spatial fluctuations, which
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FIG. 8: (Color online) Phase diagram of the Hubbard model
on the anisotropic triangular lattice at zero temperature and
half-filling as a function of t′ and U obtained by VCA on the
triangular 6-site cluster. Lines are guides to the eye. The
filled circles and triangles correspond to the AF and spiral
transition points and crosses are the Mott transition points
obtained assuming that no magnetic order is allowed. The
two asterisks at t′ = 0.5 and 0.6 denote the points where AF
gap closes for energetically disfavored solutions. Energetically
disfavored magnetic (AF and spiral) solutions are obtained
between the unfilled and filled marks.
destabilize ordered states, are better simulated on larger
clusters. However, when magnetic ordering is rather sup-
pressed, wave functions with small magnetic fluctuations
realized on larger clusters play an important role to ex-
amine near the true minimum of the effective potential,
thus ordered phase may become wider as the cluster size
increases. The critical interaction strength of the metal-
insulator transition UMI (denoted by the crosses in Fig. 3)
decreases as the cluster size increases, since the average
kinetic energies are lower on larger cluster and metal is
stabilized.
To see in detail the cluster size dependence, first we an-
alyze the phase diagram by VCA on the triangular 6-site
cluster. To study AF, spiral, and AFC, we combined two
and four 6-site clusters as depicted in Fig. 6 to recover
the lattice geometry in the presence of the magnetic or-
derings and then tiled the infinite lattice with them as
in Fig. 7. In these cases the Green’s function G′ of the
combined cluster is given by
G′−1 =
∑
i
G′−1i + t˜ (7)
where G′i is the exact Green’s function on each 6-site
cluster (the site and spin indices suppressed) and t˜ is the
hopping matrix linking these 6-site clusters. The Hamil-
tonian on the triangular 6-site cluster is exactly diago-
nalized in all cases therefore the correlations within the
6-site clusters (shaded triangle clusters in Figs. 6 and 7)
are exactly taken into account.
Fig. 8 shows the phase diagram at zero temperature
6TABLE I: The Mott transition points and regions of magnetic
phase at t′ = 1.2 obtained by VCA on 3×4 cluster in Fig. 7
(b) and 12D cluster.
UMI Magnetic phase
3×4 6.0 5.4 ≤ U ≤ 7.0
12D 6.7 7.1 ≤ U ≤ 8.0
and half-filling obtained by VCA on the 6-cluster, where
the filled circles and triangles correspond to the AF and
spiral transition points. AFC phase is not realized in this
parameter space. Energetically disfavored AF and spi-
ral solutions are obtained between the filled and unfilled
marks. The two asterisks at t′ = 0.5 and 0.6 denote the
points where AF gap closes for energetically disfavored
solutions. The crosses are the Mott transition points
computed assuming that no magnetic order is allowed.
Comparing Fig. 3 and Fig. 8, the magnetic transition
point Uc is larger on the 6-site cluster for t
′ . 1.1, con-
trary to the general arguments on the cluster size de-
pendence, and energetically disfavored solutions are ob-
tained in rather wide region of the parameter space, while
they are not obtained except the very restricted region on
12D cluster. Therefore the true minimum of the effective
potential would not be yet simulated well on the 6-site
cluster and the magnetic solutions turn out to be ener-
getically disfavored or even can not be found in Fig. 8.
Mott transition line shifts upwards as the cluster size in-
creases, which is consistent with the general argument
on the cluster size dependence. Taking into account the
energetically disfavored solutions, almost all the phases
found on 12D cluster are also observed on the 6-site clus-
ter and the shape of the non-magnetic insulator phase
between the dotted and dash-dotted lines in Fig. 8 is
more or less the same to 12D cluster for 0.7 . t′ . 1.1
except the upward shifts.
Next we consider the region t′ ' 1.2. In this region,
spiral phase disappears while AFC phase remains on 12D
cluster, which suggests that the correlations along t′ di-
rection become important probably because the system
begins to evolve towards weakly coupled one-dimensional
chains. Therefore we analyze the magnetic phase dia-
gram also using the 3×4 cluster in the dash-dotted paral-
lelogram in Fig. 7 (b), which contains three 4-site chains
in t′ direction. The infinite lattice is tiled as depicted
there, and only spiral (of 120◦ pitch angle) and AFC are
investigated. The correlations within the 3×4 cluster are
exactly taken into account in this study. The region of
magnetic phase and Mott transition point UMI are com-
puted at t′ = 1.2 in Table (I), comparing with the results
of 12D cluster. On 3×4 cluster, AFC solutions are also
obtained in addition to spiral in some region of the ma-
gentic phase and spiral has lower energy, while only AFC
solutions are obtained on 12D. These subtle differences
may arise due to the symmetry of the clusters used be-
cause the magnetic ordering in this region will have both
spiral and AFC features. Even though there remains
some cluster shape dependence, the general features are
the same for these two clusters. Magnetic phase is real-
ized between the paramagnetic metal and non-magnetic
insulator at t′ = 1.2, and non-magentic insulator above
the magnetic phase persists up to large U . As was re-
marked previously, we can not exclude the possibility
that magnetic orderings not approximated well by AFC
or spiral (of 120◦ pitch angle), e.g. incommensurate spi-
ral order suggested in the spin wave theory,25 are realized
at t′ = 1.2.
Next we examine the cluster size dependence by com-
paring our results with the previous VAC study12 on the
isotropic triangular lattice (t′/t = 1). The general con-
siderations on the cluster size dependence suggest that
the magnetic phase shrinks and Mott transition line will
shift upwards in the thermodynamic limit in Fig. 3. As
for the Mott transition, UMI ' 6.7 in the thermodynamic
limit,12 which is in fact slightly larger than our value
UMI = 6.3 on 12D cluster, and gives us an estimate of
the upper limit of the upward shift of our Mott transition
line in Fig. 3. As for spiral order, it is argued in Ref. 12
that spiral order is absent in the thermodynamic limit at
least at U = 8, which is equal to our critical interaction
strength Uc = 8.0. This implies that our magnetic tran-
sition line in Fig. 3 can not shift downwards and should
shift upwards. Therefore in the thermodynamic limit, the
Mott transition line does not shift upwards by more than
about 0.4 and the magnetic transition line shifts upwards
in Fig. 3, thus the main features of the phase diagram re-
main almost the same except the small upwards shift, in
particular non-magnetic insulator is realized above the
paramagnetic metal for 0.8 . t′/t . 1.2. (As was shown
in the above discussions, our VCA study is consistent
with the previous study.12)
Next we compare our results in Fig. 5 with the analyses
of the Heisenberg model on the triangular lattice.26–30
Our value of the order parameter, M = 0.528 at t′/t = 1
and U = 30, lies almost at the center of the range27
0.464 ≤ M ≤ 0.596 (computed from Mc), and is larger
than M ' 0.38 ∼ 0.40 in Refs. 28, which suggests that
our VCA analysis on 12D cluster still exaggerates the
tendency of system to order and our magnetic transition
line in Fig. 3 shifts upwards in the thermodynamic limit.
In the Heisenberg model, it is argued in Ref. 27 that
the incommensurate spiral order persists at least up
to t′/t = 1.2, which is slightly larger than our value
t′/t = 1.15 obtained taking into account only the 120◦
spiral. Non-magnetic insulator is predicted26,29 around
t′/t ∼ 1.2 though the ranges of t′/t vary depending on
the analyses. Our results in Fig. 5 are consistent with
these analyses.26–29 Contrary to these results,26–29 non-
magnetic insulator is not found for 1 ≤ t′/t in Refs. 30.
So conclusions on non-magnetic insulator state in the
Heisenberg model seem to be still controversial.
Next we compare our results with the PIRG11 and
VMC15,16 studies. In the PIRG study11 on the isotropic
triangular lattice (t′/t = 1), UMI ∼ 7.4 and Uc ∼ 9.2,
which are slightly larger than our values. In the older
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FIG. 9: (Color online) The double occupancies Docc at
t′ = 0.85 computed on 12D cluster (circles) and the triangular
6-site cluster (triangle) as functions of U assuming that no
magnetic order is allowed. The arrows indicate the Mott
transition points.
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FIG. 10: (Color online) The momentum distribution
function nk at t
′ = 0.85 along the dotted line in Fig. 1(b) for
U = 0 (crosses), U = 4 (circles), and U = 8 (triangles).
VMC analysis15 the region 0 ≤ t′ ≤ 1.2 and 0 ≤ U ≤ 25
was studied and non-magnetic insulator phase was not
found. The later VMC study16 reported that non-
magnetic insulator is not realized at the isotropic point
t′ = 1, but it emerges around t′ ' 0.85 for U ' 12 above
the magnetic phase and covers the region 0.74 . t′ . 0.98
at U ' 30. In these VMC analyses15,16 UMI is larger
than ours (e.g., 8 . UMI at t′ = 1 in them), and our
non-magnetic insulator phase below the magnetic states
in Fig. 3 is metal in their phase diagrams. Our results in
Fig. 5 are qualitatively consistent with the recent VMC
study16 in the sense that non-magnetic insulator emerges
above the magnetic states around t′ ' 0.9, but this non-
magnetic insulator phase in the VMC16 is significantly
wider than the modified spin wave theory26 and ours.
As for the disordered state of κ-(BEDT-
TTF)2Cu2(CN)3, an accurate estimation of t
′/t and
U/t seems to be very difficult. For example, t′/t ' 1.1
in Ref. 31 while t′/t ' 0.83 in Refs. 32 and 33, and
5 . U/t . 8 in Refs. 31 and 32 while 12 . U/t . 15
in Ref. 33. If U/t ' 15, the spin liquid state of this
material corresponds to the non-magnetic insulator
above the magnetic states in Fig. 3 or 5. Otherwise,
it corresponds to the non-magnetic insulator above the
metal in Fig. 3. These qualitatively different situations
can be distinguished in experiments to see if the spin
liquid state changes to the metal or magnetic state by
applying the pressure and moving the system downwards
in the phase diagram.
IV. MOTT TRANSITION
Here we study the Mott transition in detail. Fig. 9
shows the double occupancies Docc at t
′ = 0.85 computed
on 12D cluster (circles) and the triangular 6-site cluster
(triangle) as functions of U assuming that no magnetic
order is allowed (i.e. hM = 0). The arrows indicate the
Mott transition points. The double occupancy is smooth
at the transition point and the slope dDocc/dU around
the transition point stays almost the same as the clus-
ter size increases, thus tendency toward the first order
transition was not observed.
In general, Mott transitions are predicted to be of the
second order in VCA34,35 while they are predicted to be
of the first order in the variational cluster approach with
bath degrees of freedom. In the latter approaches, hy-
bridization between the bath sites and cluster sites is
treated as a variational parameter36,37 and the metal and
insulator solutions in the coexisting region of the first
order transition are different by the values of this hy-
bridization parameter. VCA analyses do not have bath
degrees of freedom and this technical difference may be
the origin of the discrepancy.
Next we analyze the spectral weight functions and re-
lated quantities. Fig. 10 shows the momentum distribu-
tion function nk at t
′ = 0.85 along the dotted line in
Fig. 1(b) for U = 0 (crosses), U = 4 (circles), and U = 8
(triangles), calculated imposing hM = 0. The clear steps
in nk in the metal (U = 0, 5) disappear in the Mott in-
sulator (U = 8).
We further study in detail the spectral density of
the self-energy, and demonstrate that single dispersion
evolves in the spectral representation of the self-energy
around the Mott transition point and this dispersion
gives rise to the Mott gap. Before showing the numerical
results, we briefly discuss the relation between the Mott
gap and dispersions in the self-energy using its spectral
representation.
The usual spectral density is defined by the Green’s
function G(kσ, z) as
A(kσ, ω) = − 1
pi
ImG(kσ, ω + iη), (8)
where G(kσ, z) is expressed as
G(kσ, z) =
1
z − (εk − µ)− Σ(kσ, z) (9)
in terms of the free band εk, µ, and the self-energy
Σ(kσ, z). The self-energy is expressed in the spectral
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FIG. 11: (Color online) The spectral functions A(k, ω) and AΣ(k, ω) calculated with η = 0.1 at t
′ = 0.85 for (a) (b) U = 8,
(c) (d) U = 6.5, and (e) (f) U = 5, assuming that no magnetic order is allowed. The full lines are the non-interacting (U = 0)
band structure.
representation20 as
Σ(kσ, z) = gkσ +
∫ ∞
−∞
σkσ(ξ)
z − ξ dξ, σkσ(ξ) ≥ 0. (10)
and its spectral density is defined by
AΣ(kσ, ω) = − 1
pi
ImΣ(kσ, ω + iη). (11)
For the Hamiltonian given by Eq. (1),
gkσ = U〈n−σ〉,
∫ ∞
−∞
σkσ(ξ)dξ = U〈n−σ〉(1− 〈n−σ〉),
where 〈nσ〉 is the average number per site of particles
with spin σ in the ground state.21 Here we consider the
paramagnetic state at half-filling 〈n±σ〉 = 1/2 and set
µ = U/2 assuming that U is large. When the spectral
weight σkσ(ξ) is dominated by single pole of dispersion
ξk, the Green’s function is given by
G(kσ, z) =
1
z − εk − U2/4z−ξk
, (12)
where gkσ in Σ(kσ, z) is canceled by µ. The poles of
this Green’s function are ω± = (εk + ξk ± U)/2 for
U  |ε˜k|, |ξk|, therefore the original band εk splits into
the upper and lower Hubbard bands (of almost equal
9weights) with a gap of width U .
Fig. 11 shows the spectral functions A(k, ω) and
AΣ(k, ω) calculated on 12D cluster with η = 0.1 at
t′ = 0.85 for (a) (b) U = 8, (c) (d) U = 6.5, and (e)
(f) U = 5, assuming that no magnetic order is allowed.
The non-interacting band is plotted with the full lines.
At U = 5, which is slightly below the Mott transition
point, small weights appear in AΣ(k, ω) whenever the
non-interacting band (full line) crosses the Fermi energy,
as is seen in (f). At U = 6.5, which is slightly above the
Mott transition point, these weights grows and begins
to form single dispersion in (d). Corresponding to this
growth of the weights in AΣ(k, ω) at the Fermi surface,
a small gap opens at the Fermi surface in A(k, ω) in (c).
In fact, as was calculated in Fig. 4 (b), a small insulating
gap opens simultaneously all over the whole Fermi sur-
face at U = 6.5. As U increases further, this dispersion
dominates in AΣ(k, ω) as is shown in (b), and yields the
splitting of the non-interacting band into the upper and
lower Hubbard band in (a).
V. SUMMARY AND CONCLUSIONS
In summary we have studied the magnetic proper-
ties and Mott transition in the Hubbard model on the
anisotropic triangular lattice by VCA and the phase di-
agram is analyzed at zero temperature and half-filling.
We found six phases, AF-metal, AF-insulator, spiral,
AFC, paramagnetic metal, and non-magnetic insulator,
which is the candidate of spin liquid. AF metal is real-
ized for t′/t . 0.6 and U/t . 4 and direct transitions
from paramagnetic metal to AF insulator take place for
0.6 . t′/t . 0.8. For 0.8 . t′/t . 1.2 paramagnetic metal
changes to non-magnetic insulator at U/t ' 6, thus the
(purely paramagnetic) Mott transition takes place there,
and this non-magnetic insulator become magnetic state
at U/t ' 8. Around t′/t ' 1.2, magnetic state (AFC or
spiral) is realized above the paramagnetic metal, and it
changes to non-magnetic states as U increases.
The detailed comparisons of our results with those of
the previous VCA study12 on the isotropic triangular lat-
tice (t′/t = 1) indicate that the main features of our
phase diagram Fig. 3 remain almost the same in the ther-
modynamic limit.
In our analysis, the three magnetic orderings AF, spi-
ral (of 120◦ pitch angle), and AFC are considered to in-
vestigate non-magnetic states, and we can not exclude
the possibility that magnetic orderings not approximated
well by these orderings, e.g., magnetic orderings whose
modulation period does not fit into the cluster size of
VCA, are realized in the non-magnetic phase found in
our study.
As for the Mott transition, the structure of the self-
energy in the spectral representation is studied in detail.
As U increases around the Mott transition point, sin-
gle dispersion evolves in the spectral weights of the self-
energy, which yields the splitting of the non-interacting
band into the upper and lower Hubbard bands near the
Fermi level.
Note added. After submitting the paper, a related
VCA study of the Hubbard model on the anisotropic
triangular lattice by M. Laubach et. al38 appeared on
the preprint server. In that paper, the phase diagram is
analyzed by VCA on the triangular 6-site cluster, which
correspond to our Fig. 8, and the energetically disfavored
solutions were not shown in that study. They also com-
puted the Mott transition point at t′/t = 1 also on 12D
cluster. Our numerical results agree with each other on
the above points. In our paper, the results of the 6-site
VCA (Fig. 8) was included during the revision for the
systematic study of the cluster size dependence of our
12D phase diagram.
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