In video compression, the information transmitted from the encoder to the decoder can be classified into two categories: side information, which carries action instructions to be performed, and data such as the residual error of the texture. As video compression technology has matured, better compression has been achieved by increasing the ratio of side information to data, while reducing the overall bit rate. However, there is a limit to this method because the side information becomes a significant fraction of the overall bit rate. In recent video compression technologies, the decoder tends to share the burden of the decision making in order to achieve a higher compression ratio. To further improve the coding efficiency, we tried to provide the decoder with a more active role in reducing the amount of data. According to this approach, by using reconstructed pixels that surround a target block to produce a better sample predictor of the target block, the amount of side information and the residual error of the texture are reduced. Furthermore, multiple candidates of the sample predictor are utilized to create a better sample predictor without increasing the amount of side information. In this paper, we employ a template matching method that makes the decoder more active. The template matching method is applied to the conventional video codec to improve the prediction performance of intra, inter, and bi-directional pictures in video. The results show that improvements in coding efficiency up to 5.8% are achieved.
Introduction
In the early days of video compression standards such as H.261 [1] , the decoder was completely dependent on the encoder to relay all instructions to reconstruct pixels in the target block. MPEG-1 [2] was standardized based on a concept similar to H.261. In MPEG-2 [3] and , the decoder has a simple decision making capability for intra DC/AC prediction, which utilizes the inverse quantized DC values of the previously decoded blocks to determine the direction of prediction. Subsequently, the decoder became more intelligent due to the entropy decoding specified in H.264/AVC [5] , which automatically chooses one codeword table from some candidates to reconstruct the next decoding element utilizing the previously decoded data.
Judging from the above, it can be said that the decoder in recent video standards tends to share the heavy burden of the decision making. However, the prediction of the texture is mainly determined by the encoder in these video standards tion method is that it is not able to represent sample prediction blocks with a complex texture. Furthermore, pixels that are far from the surrounding pixels are usually poorly predicted, as indicated by the average correlation factor between the sample predictor pixel and the target pixel. As shown in [16], the average H.264 sample predictor pixel at location (3, 3) has the lowest correlation factor with respect to the target pixel, because it is furthest away from any of the reconstructed pixels. Spatial domain intra prediction (SIP) was first proposed in [ 3. Active Decoder with Template Matching
Concept
As described in Sect. 1, the role given to the decoder is becoming increasingly important in recent video compression standards. However, even though the capability of the decoder has increased, many elements in the decoder are still dictated or driven by the encoder through the side information. Therefore, the main purpose of this paper is to show that by giving the decoder the means to make certain decisions by itself, the transmission of side information may be avoided. Furthermore, some of these decisions are applied to very small localized areas that are not cost effective to signal in the conventional way via side information. A decoder that shares the burden of the decision making is referred to as an active decoder.
A video compression method that is still very much dictated by the encoder is the sample predictor creation method. Even though standards such as H.264 have introduced many prediction modes, it is still the responsibility of the encoder to decide the best mode and signal the mode to the decoder via the side information. The decoder merely follows the side information and creates the sample predictor as instructed.
In studies such as [14]-[16], [21] , and [22], locally adaptive decisions in the creation method of the sample predictor are shifted to the decoder by using TMP. Figure 4 shows the outline of inter prediction with template matching. Using the target block on current frame Ft, indicated by B, and a template formed by a group of pixels straddling on top and to the left of the target block, indicated by TB, we search for the best-matched template, Tp, within reconstructed frame Ft-1 by minimizing the value of the match selection criteria for evaluating the correlation between TB and any template on Ft-1. Block P adjacent to Tp, hereafter referred to as the TMP block, is assigned as the predictor of target block B. If intra prediction is preformed, we search for the best-matched template within the region comprising reconstructed pixels on current frame Ft.
As mentioned above, TMP takes advantage of the correlation between a group of reconstructed pixels surrounding a target block and the pixels in the target block to produce the sample predictor block. Therefore, the appropriate predictor can be produced when that correlation is high and Fig of MCP. To yield a coding gain using TMP, an appropriate method of finding the best block size must be developed from the viewpoint of rate-distortion performance.
Further improvement
It must be noted that the best template shape as well as the best block size is variable according to the correlation between the target block and its template. Actually , in [16] , directional templates that take advantage of the directional similarity of the image signal were proposed for intra prediction and they were effective. We should not overlook that the match selection criteria for template matching is a key factor in improving the prediction performance. In our previous studies [15], [16], [20], [21], the sum of absolute difference (SAD) is utilized as the match selection criteria since it is simple. Therefore, if a more sophisticated algorithm is applied to create the match selection criteria, the TMP prediction error may be reduced.
Averaged Template Matching Predictors
The prediction algorithm shown in Fig. 4 selects the candidate with the lowest match selection criteria value. However, there may be more than one candidate block that is equally good. Cases where multiple candidates share comparable values with the lowest match selection criteria value have been observed. Hence, the algorithm is extended to include a step where the final candidate predictor is the weighted average of the N candidate predictors with a match selection criteria value that is similar to the lowest one. We expect that the averaging of multiple candidates will make the prediction signals of the target block smoother if these candidates are similar to each other assuming that the additive noise is white noise. For simplicity, this paper only deals with the special case where the weights are all equal. Figure 5 shows the inter prediction that utilizes only the single reference frame. In this figure, multiple candidate blocks P1-PN for creating the final predictor of target block B by averaging are detected within reconstructed frame Ft-1. Using template TB, we search for the first N of matched templates Tp1-TpN with the lowest match selection criteria value between TB and any template on reconstructed frame Ft-1 based on template matching. Blocks P1-PN adjacent to N of matched templates Tp1-TpN are assigned as multiple candidate predictors of target block B.
The final sample predictor, PB, is formed as follows.
reference frame F 1 current frame F, When multiple reference frames are utilized for inter TMA, we search through all the reference frames and find the first N of the matched templates with the lowest SAD value between the template and any template on the reference frames. To maintain the high correlation among multiple candidates as described in Sect. 3.3, a prediction block corresponding to a template with the SAD value greater than the threshold is removed from the candidates regardless of the number of selected candidates.
Encoding and Decoding Algorithms
To achieve improvement in the coding scheme with the existing prediction modes described in Sect. 2, we added two block prediction modes with TMA to the list of both intra and inter block prediction modes. As we mentioned in Sect. 3.1, the performance of intra/inter prediction with TMP is evaluated at the encoder using the original signal of a target block.
In the encoding process as shown in Fig. 7 , for every target block, forward or bi-prediction motion compensated prediction (MCP), spatial domain intra prediction (SIP), intra TMA, and inter TMA are performed. Subsequently, the best prediction mode is selected among these based on the criteria for the rate-distortion optimization [27], [28] . The selected block prediction mode and residual signals of the target block are compressed in the entropy encoding process. If the prediction mode is MCP, the motion vectors are additionally encoded. The block diagram of the proposed decoder is shown in Fig. 8 . The entropy decoding process produces block prediction modes, motion vectors, and residual signals of the target blocks. According to the decoded block prediction mode, the prediction signal is reproduced. Subsequently, the prediction signal is added to the reconstructed residual signal.
Computational Complexity
The computational complexity of the template matching operation in the encoder is similar to that for the motion estimation. The order of complexity depends on the size of the template and the search region. We can apply the fast algorithm for motion search to the template matching method.
Rate-distortion optimization is marginally more complex as it has more modes to consider.
In the decoder, the computational complexity is increased since the same template matching operation must be performed. This may represent a significant increase in complexity for some decoder architectures.
However, the increase in computational complexity varies, as it applies only to the blocks that use this mode. In sequences where the template matching mode really helps in the coding efficiency, the mode is selected in the order of 20 to 40% of the blocks. In sequences where the template matching mode is not selected, the additional computational complexity is negligible.
Simulation and Results
To confirm the improvement achieved using the proposed method, the intra/inter TMA defined in Sect. 4.1 is incorporated into an H.264-like arithmetic coding scheme with SIP and MCP (conventional) as described in Sect. 4.2. The simulation conditions are given in Table 1 . Using the assessment method for coding efficiency comparison [29], the averaged results over four quantizers of the proposed coding scheme is compared to that of the conventional coding scheme. Figure 9 shows the results of the bit rate saving attained by the proposed method (N=1; TMP or N=4, 16; TMA) as compared to the conventional method. A positive value means that there is a coding gain. The results show that the proposed method reduces the total coding bit rate compared to the conventional method by up to 5.8% for IPPP and 5.1% for IBBP, and TMA outperforms TMP by up to 5.6% (Hall qcif). Figure 10 shows the rate-distortion Table 1 Simulation conditions.
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Conclusions
We showed that the coding efficiency of video compression methods is improved by making the decoder more active and intelligent. This paper presented template matching prediction, which takes advantage of the correlation between a group of reconstructed pixels surrounding a target block and the pixels in the target block. This method achieves 1) a reduction in the amount of side information and 2) finer prediction at the decoder. The advantage of the template matching method is evaluated based on these effects and we find that the potential for template matching is increased. The noise signal in the predictor can be reduced by averaging multiple predictors that have i.i.d. statistics, which we search for using template matching on multiple reference frames.
The simulation results indicate that the proposed predictor improves the coding efficiency by up to 5.8% and reduces the amount of side information by up to 30%. We showed that by allowing the decoder to make decisions based on local information, the quality of the sample predictor is increased without incurring the burden of sending additional side information. By refining the template matching method and adding more sophisticated algorithms that take into account more surrounding data, further improvement in the coding efficiency is expected. This shows the potential of the concept of the active decoder. Work is underway to extend the concept to all areas of the decoder. 
