the evaluation approach followed here, the lack of robustness was the major source of 48 variability in streamflow projections in future climate conditions for the two models 49 tested. The hydrological projections generated by an ensemble of posterior parameter sets 50 are close to those associated with the optimal set. Therefore, it seems that greater effort 51 should be invested in improving the robustness of models for climate change impact 
Hydrological projections under climate change and their associated uncertainties 60
The impacts of climate change on catchment behaviour have been extensively investigated 61 over the last few decades (see e.g. for Europe Arnell, 1999a , Arnell, 1999b ; for Australia 62 . Quantitatively assessing the uncertainties 63 associated with hydrological projections is a difficult task, even if qualitatively it is now 64 recognised that these uncertainties are considerable. They stem from the methods used to 65 generate climate projections as well as from hydrological modelling. Moreover, the relative 66 importance of the various uncertainty sources is not easy to assess. Wilby and Harris (2006) 67 proposed a framework to assess the relative weights of the sources of uncertainty in future 68 low flows for the River Thames. They consider that uncertainty sources should be ranked in 69 decreasing order as follows: Global Circulation Models (GCMs) > (empirical) downscaling 70 method > hydrological model structure > hydrological model parameters > emission scenario. 71
However, this conclusion was obtained using only two rainfall-runoff models applied to a 72 single catchment. Wilby (2005) hydrological models, including distributed (predominantly) physically-based models, semi-114 distributed physically-based models and lumped conceptual models. Interestingly, the results 115
showed that the conceptualisation of the models was not the main source of variability in 116 hydrological projections among the model simulations since large differences were found 117 between models with similar conceptualisations. 118
Can model parameter instability be a major source of uncertainty? 119
Other studies have investigated the dependence of the model parameters on the characteristics 120 of the record period used for calibration. In climate change impact studies, the record period 121 used to calibrate the model differs from the projected period. Since rainfall-runoff model 122 parameters must be calibrated using the available data sets, they will partially account for the 123 errors contained in these data (see e.g. Yapo et al., 1996; Oudin et al., 2006a ) and/or their 124 specific climate characteristics (see e.g. Gan and Burges, 1990 ). This is a well-known issue 125 for conceptual rainfall-runoff models but physically-based models are also affected by this 126 problem (see e.g. Rosero et al., 2010) . Model parameters are the integrators of the data"s 127 information content. Different time periods used for calibration may provide quite different 128 optimum parameter sets, depending on whether the period is dry or wet, for example, thus 129 providing an estimation of parameter uncertainty with respect to their lack of robustness. Here 130 Beven (1993) states that "it is easy to show that if the same model is "optimised" on two 131 different periods of record, two different optimum parameter sets will be produced. Extension 132 to multiple calibration periods, if the data were available, would yield multiple optimumparameter sets. The resulting parameter distributions would reflect the uncertainty in the 134 parameter estimates and the interaction between the individual parameters." As stressed by 135 Gan and Burges (1990) , this obviously "should be heeded by modelers who use calibrated 136 conceptual models to explore hydrologic consequences of climate change." As a consequence, 137 and without clear guidelines on how the model should be calibrated for climate change impact 138 studies, most hydrologists calibrate their models with all the available data (e.g. Vaze and 139 Teng, 2011) or with the longest observed period they consider representative of the current 140 hydro-climatology conditions (e.g. Poulin et al., 2011) , generally considering a priori that "the 141 longer the calibration period, the more robust the parameter set." 142
One way to evaluate the capacity of models to represent the hydrological behaviour of a 143 catchment in a changing climate is to apply the differential split-sample test, introduced by 144 Klemeš (1986) . In this testing scheme, two contrasted periods are identified in the available 145 record and the split-sample test is performed using these two periods. If the model is intended 146 to simulate streamflow under wetter climate conditions, then it should be calibrated on a dry 147 period selected in the available record and validated on a wet period. Conversely, if it is 148 intended to simulate flows under drier climatic conditions, the reverse should be done. The 149 model should demonstrate its ability to perform well in these contrasted conditions. Despite 150 the simplicity of the test, relatively few authors have followed the differential split-sample test in the future are lacking. This makes it difficult to identify a set of parameters specific to such 174 future conditions. Note that in some regions, climate changes have occurred in the past and it 175 is therefore possible to objectively assess the potential of hydrological models to cope with 176 changing climate. This is the case for Central and Western Africa, affected by a marked 177 reduction in rainfall and runoff from the year 1970 onwards. Using different models on 178 different catchments in this region, Niel et al. (2003) and Le Lay et al. (2007) showed no 179 evidence that non-stationarity in climate would incur model parameter instability. 180
Scope of the paper 181
This paper intends to investigate the uncertainty of hydrological predictions for the future 182 climate. To this aim, we followed Klemeš"s differential split-sample test and assessed thecorresponding variability of the simulated hydrological impacts of projected climate when 184 considering alternatively (i) the dependence of the optimal parameter set on the calibration 185 period characteristics and (ii) an ensemble of posterior parameter sets obtained on a given 186 calibration period. Each source of uncertainty was already studied in the context of changing 187
climate, but their relative importance has not been assessed so far. Besides, most studies 188 focusing on the parameter"s dependency on climate conditions did not assess the 189 consequences of choosing various calibration strategies on future hydrological projections. 190
Here we will attempt to assess the long-term effects of these two sources of uncertainty in 191 future conditions. 192 grid). These data were aggregated for each catchment in order to estimate mean areal inputs. 216
Besides daily streamflow (Q), time series were used to calibrate the models and assess their 217 performance. 218
Since it is not within the scope of this paper to discuss the uncertainties related to climate 219 projections, the outputs of a single general circulation model (GFDL CM2.1) driven by the 220 A1B emissions scenario (IPCC, 2007) were chosen as climate projections. These outputs were 221 regionalised using a statistical downscaling method based on weather types (Boé et al., 2006) , 222 producing a database at the same spatial resolution as the SAFRAN database (8 × 8 km). 223
Three time slices with continuous daily series of PE and P were used in this study: 224 
General methodology 266
The building blocks of the method originate from the differential split-sample test 267 recommended by Klemeš (1986) and the methodology followed by Wilby (2005) . The 268 parameter uncertainty associated with the changing climate is characterised by the variability 269 of the parameters across calibration sub-periods with varying hydroclimatic characteristics. 270
The methodology is carried out in three steps (see The choice of the length of the record sub-period to consider is not straightforward since it is 299 based on a trade-off between two opposite expectations: (i) the longer the sub-periods, the 300 more robust the set of parameters should be and (ii) the shorter the sub-periods, the more 301 consensus on the minimum length of calibration period for rainfall-runoff models, which is 304 probably attributable to the specificity of the catchments and models used in those studies. 305
Specifically for the two parsimonious models used in this paper, Anctil et al. (2004) obtained 306 good GR4J performance with 3-to 5-year calibration periods and Perrin et al. (2007) showed 307 that the calibration of the GR4J and TOPMO models with the equivalent of only 1 year of 308 data can provide acceptable performance. Thus, it seems that 3-year periods can yield 309 acceptable parameter sets. Those relatively short sub-periods allow representing significantly 310 contrasted climatic conditions. Interestingly, Figure 3 shows that the contrast between the 311 aridity indexes of the different calibration sub-periods is similar to the contrast between the 312 aridity indexes of the observed record and future climate projection. However, it should be 313 noted here that the climate projection simulates systematically drier conditions than the dry 314 validation sub-periods. This means that whatever the selected calibration sub-period, the 315 model is applied in extrapolation in future climate conditions. Note that the aridity index does 316 not reflect seasonal variability of precipitation and potential evapotranspiration: two sub-317 periods with similar values of the aridity index may be quite different in terms of climate 318 seasonality. This means that seasonal indexes would be useful to consider as additional 319 criteria for period selection if seasonal contrasts were under study. 320
321

FIGURE 3: Comparison of Aridity Index (AI) values for the different calibration and 322 validation sub-periods considered and for the three time slices (PT, MC, EC) for the 89 323
catchments. 324 325
Step 2: Model calibrations on the specific periods 326
For each catchment, the two hydrological models were calibrated using the three climatically 327 contrasted sub-periods (i.e. the wet, mean and dry sub-periods) and the whole record period(except the dry validation sub-periods, which are used for model validation in step 3). A 1-329 year warm-up period was considered for each simulation. 330
The DREAM algorithm was used to infer the most likely parameter set and its underlying 331 posterior probability distribution. We selected for each calibration run (i) the optimal 332 parameter set defined as the parameter set maximising the GL objective function and (ii) an 333 ensemble of 2000 posterior parameter sets representing the posterior probability distribution 334 of parameter sets. For each catchment and each calibration period, we checked that the 335 DREAM algorithm converged to the stationary distribution representing the model"s posterior 336 distribution by analysing the Gelman-Rubin convergence statistics. 337
Note that additional model calibrations were also performed on the dry validation sub-periods. 338
The corresponding calibration performance was used as a reference to evaluate the 339 performance of models validated on these dry validation sub-periods after calibration on other 340 periods. For each catchment and each model, the four ensembles of parameter sets were tested first on 355 the dry validation sub-periods. We analysed the dependence of model performance on the 356 climatic specificity of the calibration period. Furthermore, the biases between the observed 357 and the simulated streamflow characteristics were assessed. Second, the variability of the 358 future streamflow simulations obtained using various calibration conditions was analysed for 359 each future time slice. To differentiate the impacts stemming from the specificity of the 360 calibration period from those associated with the "classical" parameter uncertainty approach 361 based on Bayesian inference on the whole record period, the results are presented step by step 362 hereafter. 363
RESULTS 364
Calibration performance results 365
In this section, the general calibration performance of the two models are analysed. The first main result is that the two rainfall-runoff models present similar overall efficiency in 453 simulating the flow characteristics on the dry validation sub-periods (graphs on the left). This 454 efficiency is rather limited since the median absolute bias is greater than 0.1 for both models. 455
Even for the estimation of mean annual flow (Q MA ), none of the four calibration strategies 456 yields a median absolute bias lower than 0.1. The second main result is that the impact of the 457 climatic specificity of the calibration sub-periods on the modelled flow characteristics is not 458 straightforward (graphs on the right). For GR4J, it seems that the 3-year dry calibration sub-459 periods provide the least biased estimations of the three streamflow characteristics of the dry 460 validation sub-periods. Using wet and mean 3-year calibration sub-periods tends to yield 461 overestimated flow simulations on the dry validation sub-periods. Conversely, TOPMO tends 462 to underestimate flows of the dry validation sub-periods. The mean 3-year calibration sub-463 periods seems to provide less biased estimation of the streamflow characteristics on the dry 464 validation sub-periods. Finally, using 3-year calibration sub-periods (dry ones for GR4J and 465 mean ones for TOPMO) yields less biased predictions than when considering the whole 466 available records for calibration for both hydrological models and for the three streamflow 467 characteristics studied here, which corroborates the validation performance illustrated in 468 parameter sets presented in Figure 5 , meaning that for the catchments studied, the DREAM 553 algorithm produces posterior parameter sets yielding efficiency close to the value obtained by 554 optimal parameter sets over the dry validation sub-periods. The NSEsq performance 555 distributions obtained with optimal and posterior parameter sets are not similar for TOPMO: 556 the optimal parameter sets appear to be less efficient than the posterior parameter sets in terms 557 of NSEsq validation performance. This means that rather different optima exist when using 558 the GL function and a likelihood function based on a standard least squares errors scheme 559 (NSEsq here). Nevertheless, differences between optimal parameter set performance and 560 posterior parameter set performance are less significant in the validation step than in the 561 calibration step, as shown in The two conceptual hydrological models tested here were sensitive to the use of climatically 642 contrasted calibration sub-periods. This sensitivity was highlighted by a wide range of 643 possible simulated streamflows for both the dry observed validation sub-periods and the 644 future climate time slices. Even if general future changes can be observed when considering 645 four optimal parameter sets (obtained with the calibration on three sub-periods and the whole 646 record periods except the dry validation sub-periods) for each catchment, the proportion of 647 catchments showing clear changes is much lower than when considering a unique parameter 648 set (obtained by calibration on the whole record periods except the dry validation sub-649 periods). However, the impact of the calibration period climate specificity on the simulatedstreamflows is not straightforward since for a majority of the catchments studied, using a wet 651 calibration sub-period for a dry validation sub-period does not systematically generate a larger 652 bias between observed and simulated flows than when using a dry calibration sub-period. 653
Moreover, considering long periods for model calibration does not generate more robust 654 simulation than using 3-year sub-periods, which is not consistent with the common belief that 655 "the longer the calibration period, the more robust the parameter set". Since the use of two 656 different hydrological models did not provide equivalent results, the relation between the 657 model considered and the impact of the climatic specificity of the calibration period on 658 calibration and validation performance should be further investigated. 659
Concerning the "classical" parameter uncertainty assessment followed in this study, it seems 660 that the prediction bounds obtained from the ensembles of posterior parameter sets are 661
considerably thinner than what would be expected, especially for the GR4J model. 662
Nevertheless, it is important to note that these results are dependent to some extent on the 663 method used (the DREAM algorithm (Vrugt et al., 2009 ) and the GL objective function 664 (Schoups and Vrugt, 2010) ), the catchments studied and the models considered. It appeared 665 that DREAM provided posterior parameter sets that were close to the optimal ones in terms of 666 Nash-Sutcliffe validation efficiency over the dry validation sub-periods. Other methods to 667 quantify parameter uncertainty could produce posterior parameter sets with greater 668 differences than the optimal ones and thus yield larger uncertainty bounds. Considering the 669 ensembles of 2000 posterior parameter sets yields a slight increase in the number of 670 catchments for which no clear trend is observed, especially for TOPMO. The results obtained 671 by the two conceptual models were found to be relatively consistent. The main differences 672 were the larger uncertainty bounds observed for TOPMO. This is probably attributable to the 673 larger number of degrees of freedom of TOPMO, which has six free parameters, compared to 674 the four free parameters of GR4J. TOPMO"s calibrated parameters are thus likely to dependmore on the choice of the calibration period and the objective function used during the 676 optimisation process. Still, further research is needed to confirm these hypotheses. 677
Our results show that, given the evaluation approach followed here, model robustness was the 678 major source of variability in streamflow projections in future climate conditions. They 679 validation periods are different. Note that for these three studies, long-term regional non-683 stationarities were observed on the catchments studied: southeastern Australian catchments 684 suffered from long drought periods while Austrian catchments experienced a significant 685 increase in temperature over the last few decades, generating a shift in the hydrological 686 regimes, particularly for snow-affected catchments. These situations allow testing the 687 hydrological models on long as well as significantly different sub-periods in terms of climatic 688 conditions. Even if these actual non-stationarities were not observed everywhere, it seems 689 possible to test the sensitivity of models" calibration on climatically contrasted sub-periods. 690
Thus, from these results, it seems difficult to provide general guidelines for calibrating 691 hydrological models for climate change studies. The robustness issue should be investigated 692 more thoroughly, by proposing and testing calibration procedures that increase this 693 robustness. For example, Coron et al. (2012) proposed the Generalized Split Sample Test 694 procedure, which aims at testing all possible combinations of calibration-validation periods 695 and thus studying the capability of the tested model to be used in different climatic contexts. 696
Other tests could be performed, inspired by the methodology defined in this work. 697
This study also stresses that hydrological models do not efficiently reproduce streamflow 698 characteristics, even if the NSEsq coefficient estimated after calibration is quite high. The 699 median bias obtained for mean annual flow was generally greater than 10%. This is aconsiderable limitation for the use of hydrological models to simulate extreme high or low 701 flows in a changing climate. To cope with this notable failure, one could suggest using multi-702 
