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ABSTRACT
Pan, Fengjian M.S., Purdue University, August 2018. Faster CNN-based Object
Detection with Adaptive Network Selection on Embedded System. Major Professor:
Yung-Hsiang Lu.
Due to the dramatic growth of the amount of video data on the Internet, a need
arises for processing the data at cameras and reducing network traﬃc. Cameras may
be deployed in many energy-constrained systems, such as drones, mobile phones,
surveillance cameras using renewable energy. These systems have limited computational capability for running state-of-the-art computer vision applications using the
convolutional neural network (CNN) for object detection. Such methods divide the
input images into equal-size cells and predict bounding boxes by regression on each
cell. They also provide the trade-oﬀ between accuracy and speed by varying the input
image sizes. When smaller images are used, object detection is faster but the methods
may fail to detect some objects. This thesis investigates the relationships between
the input image sizes to the neural networks and the accuracy of the detection and
proposes an adaptive method that can dynamically adjust the input sizes to CNN for
faster object detection with negligible degradation of accuracy. Experiments demonstrate up to 23.8% of runtime reduction with 0.2% average recall improvement and
no average precision loss compared with YOLO v2 with ﬁx input size.
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1. INTRODUCTION
1.1

Motivation
In recent years we have seen a signiﬁcant rise in the use of cameras for diﬀerent

purposes, such as house monitoring, traﬃc analysis, and emergency response [4] [5].
To perform these type of analysis, it is common that cameras record and send the
video streams to a server or cloud. However, sending the video streams to the server
(so called camera data traﬃc) occupies huge network bandwidth. According to [6],
the camera data traﬃc will produce about 1 ZB network loads and consume 95%
of Internet bandwidth in 2030. Thus, reducing the camera data traﬃc becomes an
important research topic.
One way to reduce the camera data traﬃc is to change the processing framework
of camera data. The current framework of such systems generally contains three
major steps [7]. First, the cameras record and send the video data to cloud servers
through networks. Then, servers run the computer vision programs to analyze the
video data. Finally, the servers organize and store the result data. Usually the
result of analysis occupies a small amount of space relative to the video data. Our
experiment shows that the size of a 10-minute video encoded in H.264 [8] (a video

Table 1.1.
Comparison between graphics card (Titan) and embedded system
(Jetson). The speed measurement of Jetson Tegar X2 was tested on
Jetson Tegar X2 development kit with input resolution of 608×608.
Model

CUDA cores Speed of YOLO v2 (FPS)

Titan X Pascal [1]

3584

40.0 [2]

Jetson Tegar X2 [3]

256

2.3

2
encoding standard) is 104.2 MB, while the size of the detection results in plain text
(bounding boxes, conﬁdence score, etc.) of such video is 816 KB, only 0.76% of the
size of the video. This thesis proposes a solution to reduce camera data traﬃc by
performing the computer vision analytics on the cameras, therefore, reducing traﬃc
by up to 99.24%. However, most cameras today do not have enough computational
power to process video streams by themselves.
Low power is an important concern since the cameras could be deployed in remote places, forests for example, with unreliable or limited power sources (e.g., solar
panels, batteries) [9] [10]. Considering the low-power constraint, embedded systems
would be the natural choice as the computing hardware. However, running the video
analysis programs on embedded systems has the following two problems. First, most
of the state-of-the-art computer vision programs (e.g., detection, recognition) are
Convolutional Neural Network (CNN) based [11] [12] [13] and such programs are
computationally expensive. You only look once (YOLO), a CNN-based object detector, needs 59.68 billion ﬂoating point operations to process one image [2]. Second,
the embedded systems have limited computing power. For example, the Nvidia Jetson Tegra X2 (TX2) can only perform about 150 billion ﬂoating point operations
per second [3]. Table 1.1 shows that the YOLO runs at the speed of 2.3 frame per
second (FPS) on TX2. Thus, the most signiﬁcant challenge here is how to improve
the speed of the CNN-based computer vision programs on embedded system.
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The CNN-based computer vision programs provide trade-oﬀ between the accuracy
and the execution time by varying the input resolutions [14] [2] [15]. This thesis
examines how to select the input resolution of CNN-based computer vision program
to:
1. Improve the overall processing speed
2. Maintain the accuracy of analysis
This thesis chooses to study CNN-based object detection methods because the
detection results (i.e., Bounding boxes) are the basis inputs of many video analysis
programs [16] [17]. YOLO v2 (denoted as YOLO) is chosen as the representative of
the CNN-based object detection methods since it is the fastest and most accurate in
2017 [2]. Also, YOLO provides the capability to resize the CNN during runtime to
trade-oﬀ between speed and detection accuracy. Average precision (AP) and average recall (AR) are selected as the performance metrics to evaluate object detection
accuracy.
This thesis presents an adaptive method that selects the input resolution of the
CNN based on the input images. This thesis is organized into 4 chapters. Chapter
1 (this chapter) presents the introduction. Chapter 2 describes the related work and
backgrounds. Chapter 3 examines the eﬀects of diﬀerent input images on YOLO
detection accuracy. Chapter 4 presents a system to adaptively select the input resolution for YOLO. The following subsections provide the overviews of Chapter 3 and
Chapter 4.
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1.2

Eﬀect of Object Density on YOLO Detection Accuracy

(a) YOLO 704×704

(b) YOLO 704×704

(c) YOLO 256×256

(d) YOLO 256×256

Fig. 1.1. Detection results produced by YOLO 256×256 and YOLO
704×704, blue and red bounding boxes represent successful and failed
detections, respectively.

YOLO shows degeneration of detection accuracy while decreasing the input resolution to the CNN (shown in Fig. 1.1(b) and Fig. 1.1(d)). However, with some
input contents, YOLO may produce identical detection results with decreased input
resolution (examples shown in Fig. 1.1(a) and Fig. 1.1(c)). We hypothesize that the
clustered objects (e.g., the crowed at the bottom right of Fig. 1.1(b)) are the cause
of the detection accuracy degeneration. In addition, we propose a object population
density to determine how crowded are the objects (i.e., human) in the images.
Chapter 3 presents a metric to determine the object population density, and
demonstrates that the input images with high object population densities will signiﬁcantly impact the detection accuracy of YOLO. Finally, this chapter examines the
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cause of the such accuracy degeneration on high object population density inputs.
Chapter 3 makes the following contributions:
1. Presenting an object population density metric.
2. Demonstrating that YOLO with small input resolutions tends to score lower
recalls on input contents with higher object population densities.
3. Examining the reason behind the above observation.

1.3

Adaptive Input Resolution Selection
Based on the observations in Chapter 3, Chapter 4 presents a system to adap-

tively select the most eﬃcient input resolution for YOLO (i.e., YOLO runs faster
without losing accuracy) depend on the input contents. This system contains (1)
an input resolution classiﬁer and (2) YOLOs with diﬀerent input resolutions. The
input resolution classiﬁer ﬁrst analyzes the input images; then, based on the analysis,
passes them to YOLOs with diﬀerent input resolutions to (1) speed up the detection
and (2) maintain the accuracy (i.e., average recall, average precision). This section
demonstrates two implementations of the input resolution classiﬁer: CNN-based implementation and detection-based implementation. However, both implementations
require signiﬁcant amount of computational resources according to our experiments.
Instead of classifying individual frame, a group classiﬁcation method is proposed to
reduce the cost of the input resolution classiﬁers. The method is developed based on
our study which shows that groups of neighboring frames in the video could share the
same classiﬁcation results, and such frame groups usually have varying sizes; therefore, a trade-oﬀ exists between speed and classiﬁcation accuracy by using the center
frame of a ﬁx sized frame group as the representative for the results. We evaluate
the whole system on a TX-2. The results show up to a 23.8% runtime reduction and
a 0.1% average recall compared with YOLO using ﬁx input resolutions. Chapter 4
makes the following contributions:
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1. Presenting a system to adaptively select the input resolution to YOLO’s CNN
to reduce the runtime and maintain the detection accuracy.
2. Proposing the group classiﬁcation method to reduce the input resolution classiﬁcation cost.
3. Evaluating the system and demonstrating a 23.8% runtime reduction while
maintaining the accuracy compared with YOLO using ﬁx input resolutions.

7

2. RELATED WORK
This chapter reviews the previously published literature and answers two questions:
(1) What are the diﬀerences between this thesis and the other studies, (2) what is
YOLO. Section 2.1 provides comparisons between this thesis and other studies. Section 2.2 presents background information of the CNN and CNN-based object detection
system YOLO.

2.1

Comparisons of Similar Work
Researchers have previously proposed methods to speed up computer vision pro-

grams in various systems. Table 2.1 provides an overview of the comparisons. A
criterion is marked as not applicable (N/A) when a study does not consider the
criterion.
Table 2.1.
Overview of comparison with other studies. Dynamic resizing denotes
dynamic input resolution resizing.
System

Dynamic Resizing

Embedded System

CNN

Korshunov et al. [7] No

N/A

No

Fu et al. [18]

N/A

Yes

No

Wang et al. [19]

No

Yes

Yes

This thesis

Yes

Yes

Yes

Korshunov et al. [7] proposed a method that degraded (i.e., JPEG compression,
downsizing spatial resolution) the video streams before sending them to the servers to
reduce network loads. The main contribution of their work was the method to ﬁnd the
lowest video qualities that would not signiﬁcantly impact the accuracy of the computer
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vision programs, such as face detection, face recognition, and face tracking programs.
However, their work did not study the CNN-based computer vision programs.
Fu et al. [18] introduced a framework to perform parallel object tracking on distributed embedded systems. Their work proposed a resource management method
to balance the CPU and GPU workloads on each node and a solution to the double
counting problem. Their work did not study the eﬀects of varying input content
qualities on accuracy.
Wang et al. [19] studied how diﬀerent parameters (e.g., hyperparameters of CNN,
regional proposal numbers) aﬀect the accuracy and speed of regional CNN (R-CNN)
based objection detectors on an Nvidia Jetson Tegra X-1 development board. They
explored the eﬀects of varying the number of region proposals, batch sizes, input
resolutions, and calculation precisions on the performances (i.e., accuracy, and speed)
of Fast R-CNN and Faster R-CNN object detection systems. They studied the tradeoﬀ between the input resolution of the CNN and the detection accuracy; but did not
provide a method to adjust the resolution adaptively.
As shown in Table 2.1, this thesis makes following unique contributions compared
with other studies:
1. Examining the reason of accuracy degeneration from reducing the input resolution of the CNN-based object detection system.
2. Building an adaptive input resolution selection system for the CNN-based object
detector built on embedded system.
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2.2

You Only Look Once v2
You only look once (YOLO) v2 is the state-of-the-art CNN-based object detection

system in 2017 [2] [20]. It is the fastest and most accurate object detection system in
comparing with others [12] [14] [15]. The experiments [2] show that YOLO with an
CNN input resolution of 544×544 runs at 40 FPS on a Titan X Pascal graphics card;
and achieves a 73.4% mean average precision (mAP) on the Pascal VOC datasets [21]
[22].
This section is organized as following. Section 2.2.1 describes the convolutional
neural network (CNN), the basis of YOLO. Section 2.2.2 introduces the high level
system architecture of YOLO.

Fig. 2.1. Example of convolution layer
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2.2.1

Convolutional Neural Network

To understand the convolutional neural network (CNN), one needs ﬁrst to understand the basis of CNN: the convolutional layers. The convolutional layers apply
covolution ﬁlters to the input matrix in a sliding window way, and results of such convolutional operations form the output: a feature map. Given an input matrix I (i.e.,
feature map, or image) with size of a × b, a convolution ﬁlter k with size of W × H,
and an activation function f , the output feature map r is calculated by Equation 2.1.

rij = f (

H X
W
X

ki+p,j+q Iij ), i ⊂ N : i ≤ a, j ⊂ N : j ≤ b

(2.1)

p=1 q=1

A CNN is constructed by connecting multiple convolutional layers sequentially
(shown in Fig. 2.2). After training, the diﬀerent levels of a CNN expose diﬀerent
features of an image [23]. The low-level convolution layers (e.g., the ﬁrst layer of
the CNN) can ﬁnd simple features, such as edges, and blobs. Based on the simple
features found in lower levels, the high-level convolutional layers (e.g., the last layer of
the CNN) recognize more complex features, such as people, cars, and trees. Based on
the information in the output feature maps of the CNN, it is able to perform various
computer vision applications, including image classiﬁcation and object detection.

Fig. 2.2. Example of CNN
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2.2.2

System Architecture of YOLO

Fig. 2.3. System diagram of YOLO

This section introduces the high-level work ﬂow of YOLO. As shown in Fig. 2.3,
YOLO takes an variable sized image as the input; and resizes the image to ﬁt the
CNN. Then, YOLO forward passes the resized image through the CNN and generates
the bounding box predictions. The bounding box predictions are ﬁrst scaled to the
resized image; then, YOLO resizes the bounding boxes back to the scale of the original
image.
YOLO could resize the CNN’s input resolution at any time. In the rest of the
thesis, YOLO with a CNN input resolution a × a is denoted as YOLO a × a (e.g.
YOLO 544×544). As the input resolution to the CNN increases, YOLO tends to
run slower, but score a higher detection accuracy [2]. Therefore, by varying the
input resolution to YOLO’s CNN, a trade-oﬀ exists between the detection speed and
accuracy.
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3. EFFECT OF OBJECT POPULATION DENSITY ON
YOLO DETECTION ACCURACY

(a) YOLO 704×704

(b) YOLO 256×256

(c) YOLO 704×704

(d) YOLO 256×256

Fig. 3.1. Detection results produced by YOLO 256×256 and YOLO 704×704.

YOLO produces diﬀerent detection results with diﬀerent input resolutions to the
CNN(shown in Fig. 3.1(a) and Fig. 3.1(b)). However, on some images, YOLO produces identical results with the same setup (shown in Fig. 3.1(c) and Fig. 3.1(d)).
This chapter examines the reason of such phenomenon.
Based on the observations, YOLO with small input resolutions to the CNN tends
to score lower detection accuracies (i.e., average recall, average precision). In addition, with smaller input resolutions (e.g., 256×256), YOLO is more likely to fail to
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detect objects that are located close to each other (e.g., people walking together).
Thus, we hypothesize that the objects within close proximity to each other are the
cause of the detection accuracy degeneration.In addition, we propose the term object
population density to determine how crowded are the objects (i.e., human) in the
images. Finally, this chapter studies the cause of the such accuracy degeneration on
high object population density inputs.
This chapter is organized as follows. Section 3.1 proposes a metric to measure
the object population density; and demonstrates that the high-object-populationdensity images will decrease the detection accuracies for YOLO along with small
input resolutions to the CNN. Section 3.2 shows that the prediction mechanism of
YOLO is the cause of the observed behavior in Section 3.1.

3.1

Object Population Density and Detection Accuracy
This section shows that a densely populated input image along with a small input

resolution to YOLO’s CNN are the main reason that accuracy degeneration occurs.
To verify such an idea, experiments were performed on videos with diﬀerent object
population densities.
This section is organized as follows. Section 3.1.1 introduces the metric to evaluate
the detection results, and proposes a metric to measure the object population density
in the image. Section 3.1.2 presents the experiments setup and the results.

3.1.1

Metrics

Detection Validation Metric
To evaluate the detection results, this thesis uses intersection over union (IoU)
as the detection validation metric since it is a popular choice for object detection
validation in many competitions [24] [25]. As shown in Equation 3.1, IoU is calculated
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by dividing the intersection area of bounding boxes b1 and b2 by the union area of
those two bounding boxes.

IoU =

b1 ∩ b2
b1 ∪ b2

(3.1)

In this thesis, we use an IoU threshold of 0.5 to evaluate the detection results
because it is the most commonly selected threshold [24] [9]. For example, if a bounding
box in the detection results has an IoU score equal to or higher than 0.5 with a
bounding box in the ground truth; it is considered as a correct detection.

(a) IoU = 0.3, failed

(b) IoU = 0.5, success

(c) IoU = 0.7, success

Fig. 3.2. Examples of validating detection result with IoU threshold
of 0.5. Black and blue boxes represent the ground truth and detection
results, respectively.

Object Population Density Metric
To study the relationship between the object population densities and detection
accuracies, an object population density metric is needed. This metric determines if
an image has a high object population density if it (1) contains many objects and (2)
those objects are located closely to each other. This metric uses bounding boxes to
represent the sizes and locations of objects.
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To determining the object population density for a given image, this metric measures two numbers: (1) the total number of ground truth bounding boxes and (2)
the overlap rate. To deﬁne the overlap rate, we need to ﬁrst deﬁne the overlap. This
metric considers that if two bounding boxes have an IoU greater than 0, there is a
overlap between them (examples shown in Fig. 3.3).

(a)

(b)

Fig. 3.3. Examples of overlap

As deﬁned in equation 3.2, the overlap rate c is deﬁned as the number of the
overlap n divided by the total number of bounding boxes b in the image.

c=

3.1.2

n
b

(3.2)

Experiments

To study the relationship between the object population densities and the YOLO
detection accuracies, we process the video frames with YOLO, and measure the average precision and average recall of the detection results. In this experiment, three
5-minute videos that were recorded at 30 FPS are used. Each video has a diﬀerent
object population densities. We repeat these experiments for YOLO with varying
levels of input resolutions to the CNN.
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For the experiments, a YOLO model is ﬁne-tuned based on our datasets. Our
datasets contain 3800 frames for training, 200 frames for validation and 12000 frames
for testing (examples shown in Fig. 3.4). We use the LabelImg v1.6.0 [26] as the tool
to create annotations.

(a)

(b)

Fig. 3.4. Example frames in dataset

As suggesting by the YOLO paper [2], we ﬁrst use a initial learning rate of 10−3
and divide it by 10 at 150 and 240 epochs. And the models is trained for total of
400 epochs. The validation results of the trained YOLO model with varying levels
of input resolutions to the CNN are shown in Fig. 3.5. The ﬁgure shows that as the
input resolution to the CNN decreases, YOLO scores lower on both detection average
precision and average recall.
To study the relationship between the object population densities and the YOLO
detection accuracies, three experiments are performed on videos with low, mid, and
high object population densities. The detailed information of each video is shown in
Table. 3.1. A higher overlap rate indicates that the video is more likely to contain
scenes with high object population densities.
Fig. 3.6 shows the detection accuracies versus the input resolutions to YOLO’s
CNN on three videos. It is observed that as the input resolution to the CNN decreases,
YOLO tends to score lower average precision and average recall on all three videos.
Fig. 3.6(a), Fig. 3.6(c), and Fig. 3.6(e) show that when the object population density
increases, YOLO with a small input resolution to the CNN tends to perform worse. As
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Fig. 3.5. Accuracy of ﬁne-tuned YOLO model. AP and AR stand for
average precision and average recall, respectively.

Table 3.1.
Videos and their object population densities
Video

Average Number of Bounding boxes/frame Overlap Rate

Video 1

0.64

0.228

Video 2

3.94

0.296

Video 3

7.93

0.503

shown in Fig.3.6(e), on video 3 which has a high object population density (compared
with the other two), YOLO demonstrates a signiﬁcant degeneration of average recall
while varying the input resolution to the CNN from 704×704 to 192×192. However,
the change of average precision is minor compared with the change of average recall.
In a nutshell, this section shows that (1) the high-object-population-density input contents lead to the detection accuracies degeneration of YOLO; and such eﬀect
become more signiﬁcant as the input resolution to YOLO’s CNN decreases; (2) The
decreasing of input resolution to CNN tends to have a larger impact on recall compared with precision. The reason that results in such phenomenon is examined in
Section 3.2.
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(a) Video 1

(b) Video 1

(c) Video 2

(d) Video 2

(e) Video 3

(f) Video 3

Fig. 3.6. Validation results and sample frames for three video. For
the results, AP and AR stand for average precision and average recall,
respectively. Video 1, video 2 and video 3 each contains an average of
0.64, 3.94, and 7.93 bounding boxes per frame with an overlap rate of
0.228, 0.296, and 0.503, respectively. The average recall and average
precision is normalized using YOLO 704×704’s result as reference.
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3.2

The Bounding Box Prediction Mechanism of YOLO
This section explains the cause of the phenomenon described in Section 3.1. To

understand the cause, we ﬁrst examine how YOLO predicts bounding boxes. YOLO
ﬁrst resizes the input image and forward passes the resized image through the CNN.
At the end of forward passing, YOLO generates the output feature map. Based on
the size of feature map, YOLO divides the original image into equally-sized prediction
cells. On each prediction cell, YOLO predicts one bounding box with a certain shape
(e.g., human shape) and the centroid of the bounding box is constrained within the
prediction cell. In the case that multiple objects have their bounding boxes centroids
inside the same prediction cell, YOLO can only give one of the objects a bounding
box. In such a case, a detection recall degeneration occurs (i.e., missing bounding
box predictions for the other objects).

3.2.1

Prediction Grid and Input Resolution

This section describes the prediction grid, the prediction cell, and their relationships with input resolution to the CNN.

Fig. 3.7. YOLO process a image.

As shown in Fig. 3.7, YOLO ﬁrst resizes and forward passes an input image
through the CNN with a size of n × n, and produces an m × m matrix: the feature
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map. According to the network structure of YOLO [2], the relationship between n
and m is shown in Equation 3.3.
n = 32 × m

(3.3)

YOLO then divides the original image by an m×m grid (examples shown in Fig. 3.8).
The cells in the grid are so-called prediction cells; and all the prediction cells are
equally-sized.

(a) YOLO 320×320, 10×10 grid

(b) YOLO 128×128, 4×4 grid

Fig. 3.8. Examples of prediction grids with diﬀerent input resolutions
to CNN. The original image has size of 400×400. The prediction cells
in Fig. 3.8(a) have size of 40×40. The prediction cells in Fig. 3.8(b)
have size of 100×100.

Equation 3.3 shows that when input resolution to the CNN increases, YOLO
generates a denser grid with smaller prediction cells.
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3.2.2

Bounding Box Prediction

Fig. 3.9. Bounding box prediction

After generating the grid and prediction cells, YOLO predicts one bounding box
with a certain shape (e.g., human shape, car shape) on each prediction cell (shown in
Fig. 3.9). As deﬁned in Equation 3.4, YOLO predicts ﬁve values for each bounding
box: th , tw , ty , tx , andtc . Based on those values, YOLO calculates ﬁve proprieties
for each bounding box: a height h, a width w, a horizontal displacement x and a
vertical displacement y of its centroid relative to the top left of the prediction cell,
and a conﬁdence score P r(object). Ah and Aw stand for the width and height of the
per-deﬁned reference shape. Ch and Cw stand for the width and height of prediction
cells.
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h = Ah × exp(th )
w = AW × exp(tw )
x = Ch × σ(ty )

(3.4)

y = Cw × σ(tx )
P r(object) = σ(tc )
The output of the logistic activation function (sigmoid function) σ with a real
number input t is deﬁned as:
1
(3.5)
1 + exp−t
According to Equation 3.5, both σ(ty ) and σ(tx ) have a range of [0, 1]; thus, x and y
σ(t) =

have ranges of [0, Cw ] and [0, Ch ]. Therefore, the centroid of the bounding boxes have
to stay inside the prediction cells.
To summarize the prediction mechanisms, there are several key points: (1) YOLO
divides the image into prediction cells and predicts one certain shape of bounding box
on each cell; (2) the number of prediction cells increases while input resolution to CNN
increases; (3) YOLO predicts one bounding box with a certain shape on each cell; (4)
the centroids of bounding boxes have to stay inside the prediction cells which predict
them.

3.2.3

The Cause of Accuracy Degeneration

This section explains the relationship between prediction mechanisms of YOLO
and the phenomenon that described in Section 3.1.
Fig. 3.10 shows examples of YOLO applying detection on the same image but
with diﬀerent input resolutions to the CNN. As shown in Fig. 3.10(a), with a small
input resolution (i.e., 128×128) to the CNN, YOLO produce a 4×4 grid with total
of 16 prediction cells.
Fig. 3.10(a) also shows that two persons have their bounding boxes centroids located inside the same prediction cell. However, YOLO only predicts one bounding box
in a given prediction cell; therefore, YOLO has to miss one bounding box prediction in
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(a) YOLO 128×128, 4×4 grid

(b) YOLO 320×320, 10×10 grid

Fig. 3.10. Examples of prediction grids with diﬀerent input resolutions to YOLO’s CNN. The cross represent the centroid of same-color
bounding boxes.

this case. Such unsuccessful detection will lead to detection recall degeneration (i.e.,
missing prediction for one object). On the other hand, with a large input resolution
(320×320) to the CNN, YOLO produces a denser grid (shown in Fig. 3.10(b)). With
a dense grid, the centroids of the two bounding boxes located in diﬀerent prediction
cells; therefore, YOLO is more likely to predict both bounding boxes correctly.
In a nutshell, This section shows that (1) YOLO tends to fail to detect the objects
that are located close to each other while coupled with a small input resolution to
the CNN; and (2) such unsuccessful detections will only lead to recall loss.

3.3

Summary
This chapter concludes that YOLO will perform with a decreasing recall as input

resolution to the CNN decreases. In addition, the input contents with high object
population densities will cause further recall degeneration. The ﬁndings in this chapter provide a design space to reduce the runtime of YOLO while maintaining the
accuracy: process the images that have low object population density by YOLO with
small input resolution to the CNN.
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4. ADAPTIVE INPUT RESOLUTION SELECTION
Compared with using ﬁxed CNN input resolutions, our observations in Chapter 3 show
that there exists a more eﬃcient way to varying the input resolution to the CNN based
on the input image. This chapter proposes a YOLO-based object detection system
that dynamically chooses the CNN with diﬀerent input resolutions. The system
overview is shown in Fig. 4.1.

Fig. 4.1. An overview of the system

Instead of being directly passed to YOLO, the input images are ﬁrst processed by
the input resolution classiﬁer. Based on the analysis of the image contents, the input
resolution classiﬁer then decides which CNN input resolution YOLO should use for
the images.
This chapter is organized as follows. Section 4.1 proposes the design of the input resolution classiﬁer and demonstrates two speciﬁc implementations. Section 4.2
studies the correlation between the similarity of classiﬁcation results and neighboring
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frames in video. Based on the studies, this section introduces a group classiﬁcation
method to reduce the cost of the input resolution classiﬁers. Section 4.3 evaluates the
entire system with diﬀerent input resolution classiﬁer implementations and varying
group classiﬁcation sizes.

4.1

Input Resolution Classiﬁer
In order to ﬁnd the most eﬃcient CNN input resolution for a given image, a input

resolution classiﬁcation method is needed. The input resolution classiﬁer selects an
optimal CNN input resolution for YOLO. An optimal CNN input resolution for YOLO
is the one which maintains maximum accuracy and minimizes runtime. The method
for selecting the CNN input resolution includes three parts: the inputs, the comparing
function, and the output.
As deﬁned in Equation 4.1, the inputs of this method include a image i and the
set S which contains the available CNN input resolutions of YOLO (e.g., r1 , r2 ).
Moreover, we assume that the YOLO with the largest input resolution to the CNN
(denoted as rref ) has the highest accuracy (i.e., highest average recall and average
precision).

S = {r1 , r2 , ..., rn }, rref = max(S)

(4.1)

As deﬁned in Equation 4.2, fi (ra , rb ) is the function used to compare the detection
results of two diﬀering input resolutions. di (r) stands for the detection results of
YOLO with a input resolution r to the CNN while taking image i as the input. The
output function fi (ra , rb ) outputs a 1 when di (ra ) and di (rb ) are identical, and outputs
a 0 otherwise.

fi (ra , rb ) =

⎧
⎪
⎨1

di (ra ) = di (rb )

⎪
⎩0

otherwise

(4.2)
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As deﬁned in Equation 4.3, ci (S) is the output of the input resolution classiﬁcation
method. With an image i and a candidate input resolutions set S, the function select
the optimal input resolution among S for the image i.

ci (S) = min({rx : rx ∈ S, fi (rx , rref ) = 1})

(4.3)

The rest of this section is organized as follows. Section 4.1.1 introduces a CNNbased implementation of the input resolution classiﬁer. Section 4.1.2 presents a
detection-based implementation. Section 4.1.3 evaluates the performances of the two
implementations.

4.1.1

CNN-based Classiﬁer

Since the input resolution classiﬁcation problem is a multiple choice problem, we
consider a solution using image classiﬁcation. A general image classiﬁer takes images
as inputs and outputs the categories (e.g., human, car) contained in the images. For
the input resolution classiﬁer. we modify the design so it can predict input resolutions
instead of object categories.
The CNN-based implementation contains two parts: (1) the feature extractor
network and (2) the classiﬁcation network.
The ﬁrst 23 layers of the CNN are the feature extractor. The extractor extracts
the features from the image and outputs such features to the classiﬁcation network.
The feature extractor follows the design of Darknet-19 [2]. Darknet-19 is an image
classiﬁer which is fast and accurate. With an input resolution of 224×224, Darknet19 requires only 5 billion ﬂoating point operation to process each image and scores a
72.9% top-1 classiﬁcation score on ImageNet [2] [25].
The rest of the layers are the classiﬁcation network. The classiﬁcation network
takes the output from the feature extractor as input and produces the classiﬁcation
result. The design of the CNN-based implementation is shown in Table 4.1.
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Table 4.1.
Input resolution classiﬁcation network. The network contain total of
21 convolution layers, 5 max pooling layers, a average pooling layer,
a fully connection layer, and a soft max layer. First 23 layers follow
the design pattern of Darknet-19 [2] to extract the feature maps from
input image.
#
1
2
3
...
21
22
23
24
25
26
27
28
29
30

(a) 256×256

Type
Convolutional
Maxpool
Convolutional

Filters/Nodes Size/Stride
32 3 x 3
2 x 2/2
64 3 x 3

Convolutional
Convolutional
Convolutional
Convolutional
Convolutional
Convolutional
Maxpool
Avgpool
Fully Connected
Softmax

(b) 704×704

1024
512
1024
1024
512
2

3
1
3
3
1
3
2

x
x
x
x
x
x
x

3
1
3
3
1
3
2/2

2
2

(c) 704×704

Fig. 4.2. Examples of image and input resolution pairs. Captions of
sub-ﬁgures indicate the ground-truth input resolution for each image.

To train the CNN-based input resolution classiﬁer, a total of 80000 images and
input resolution ground truth are collected (examples shown in Fig. 4.2). As sug-
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gested by [2], the CNN-based implementation is trained for 140 epochs with an initial
learning rate of 0.001, polynomial rate decay with a power of 4.

4.1.2

Detection-based Classiﬁer

Fig. 4.3. Detection-based Classiﬁer. YOLOa stands for YOLO with
larger input resolution to the CNN. YOLOb stands for the one with
smaller input resolution to the CNN.

The detection-based classiﬁer ﬁrst forward passed the input image through YOLO
with all candidate input resolution and uses Equation 4.3 to determine the output
(i.e., input resolution). The system diagram is shown in Fig. 4.3. Given candidate
CNN input resolutions {a, b} and a > b, the detection-based classiﬁer forward passes
the image through networks with all the candidate input resolutions. Then, the
classiﬁer compares all detection results, and ﬁnds the smallest input resolution that
produces the same results as the reference input resolution (i.e. the largest one in
candidate CNN input resolutions) does. The procedure of comparing detection results
is as follows:
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1 # threshold = the threshold of IoU
2 # result_a = list of bounding boxes produced by CNN input
resolution a
3 # result_b = list of bounding boxes produced by CNN input
resolution b, a > b
4 for ba in result_a:
5
matched = [] # empty list
6
max_iou = 0
7
box = None
8
for bb in result_b:
9
if bb in matched:
10
continue
11
iou = IoU(ba, bb)
12
if iou >= threshold and iou > max_iou:
13
max_iou = iou
14
box = bb
15
if box:
16
matched.append(bb)
17 return a if len(matched) != len(result_a) else b
Such a method guarantees that the detection results will always be as good as the
one produced by YOLO with the reference input resolution to the CNN; therefore,
the classiﬁcation results are guaranteed correct compared with ground truth.
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4.1.3

Evaluations

This section evaluates the processing speed and classiﬁcation accuracies of two
implementations of the input resolution classiﬁer. Three 1000-frame videos recorded
at 30 FPS are used for evaluations (snapshots shown in Fig. 4.4). All the evaluations
are performed on a TX-2. The classiﬁcation accuracy in this section is deﬁned as:

Classiﬁcation Accuracy =

(a) V1

Number of correctly classiﬁed frames
Total number of frames

(b) V2

(4.4)

(c) V3

Fig. 4.4. Snapshots of testing videos

Table 4.2.
Input resolution classiﬁer evaluations. V1, V2, and V3 stand for the
classiﬁcation accuracies on video 1, video 2, and video 3, respectively.
CNN-608×608 and CNN-448×448 stands for the CNN-based implementation with diﬀerent input resolutions. Detection-based stands
for the detection-based implementation
Input Resolution

V1

V2

V3

FPS

CNN-608×608

91%

64%

89%

CNN-448×448

89%

57%

86% 11.08

Detection-based 100%

100%

100%

6.34

1.56

Table. 4.2 shows the evaluation results. It shows that the detection-based implementation outperforms the CNN-based implementation in accuracy for all three
videos. However, the CNN-based implementations run at least 4.06 times faster compared with the detection-based implementation.
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We notice that the CNN-based implementation has a signiﬁcant accuracy degeneration on video 2. Based on the observations of the classiﬁcation results, it shows
that the CNN-based classiﬁer is very likely to fail to classify the scenes with very few
person walking together (example shown in Fig. 4.5(c)). Video 2 contains lots of such
scenes; therefore the CNN-based implementation showed a poor accuracy on video 2.

(a) Correct classiﬁcation

(b) Correct classiﬁcation

(c) Wrong classiﬁcation

Fig. 4.5. Snapshots of testing videos

32
4.2

Group Classiﬁcation
All the input resolution classiﬁer implementations proposed in Section 4.1 run

on graphics processing unit (GPU); also, YOLO runs on GPU. Therefore, the input
resolution classiﬁer is competing with YOLO for the GPU resource and slows down
the system. This section seeks a method to reduce the computational cost of input
resolution classiﬁer. Our observations shows that neighboring frames in a video are
similar to each other and such neighboring frames could shares the same classiﬁcation
results (such neighboring frames are called classiﬁcation groups). Based on such an
observation, a group classiﬁcation method is proposed to reduce the classiﬁcation
overhead.
Fig. 4.6 shows an example of video segment that contains 6 frames. We observe
that the neighboring frames in the video are very similar to each other. Therefore, we
hypothesize that neighboring frames are very likely to share the same classiﬁcation
results. We named such a group of frames a classiﬁcation group (examples shown in
Fig. 4.7).

4.2.1

Classiﬁcation Group in Video

This section demonstrates that classiﬁcation groups exist in videos.

We use

{256 × 256, 704 × 704} as the candidate input resolutions for the experiments. We
apply Equation 4.1, Equation 4.2, and Equation 4.3 to the each video frame to generate the classiﬁcation results; then, we count the numbers of frames that belongs
to classiﬁcation groups with varying sizes. This experiment is repeated twice on two
9000-frame videos recorded at 30 FPS.
Fig. 4.8 shows the cumulative probability distribution for a given frame belonging
to a certain size of classiﬁcation group. Fig. 4.8(a) shows that in the ﬁrst video, there
are 82% of the frames belonging to classiﬁcation groups with sizes larger than 10.
Fig. 4.8(c) shows that for the second video this number increases to 95%.
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(a) Frame 1

(b) Frame 2

(c) Frame 3

(d) Frame 4

(e) Frame 5

(f) Frame 6

Fig. 4.6. A 6-frame video segment recorded at 30 F P S
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Classiﬁcation group with a size of 6

Classiﬁcation group with a size of 3

Fig. 4.7. Examples of classiﬁcation group in a 10-frame video segment. Each square stands for the input resolution classiﬁcation result
of a frame. Diﬀerent colors (i.e., gray, white) stands for diﬀerent
classiﬁcation results.

This section shows that the classiﬁcation groups do exist in videos, and most of
them have large sizes (i.e., larger than 10).
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(a) Video 1

(b) Video 1

(c) Video 2

(d) Video 2

Fig. 4.8. Cumulative probability distribution for a give frame belongs
to a certain size of classiﬁcation group.
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4.2.2

Group Classiﬁcation Method

Based on the observation in Section 4.2.1, we introduce a method to reduce the
classiﬁcation cost in our system and the method is called group classiﬁcation method.
The method proposes that there is no need to classify every frame in a video to decide
what input resolution to use for each of them. Instead of classifying every frame, the
classiﬁer only classiﬁes the center frame in every groups of n continues frames, and
use the classiﬁcation result as the representative of the groups’ results. Example of
group classiﬁcation with a group size n = 5 is shown in Fig. 4.9. In this example,
we can see that there is 80% runtime reduction and 30% classiﬁcation error with the
usage of group classiﬁcation method.
In this section, we shows that with the group classiﬁcation method, a trade-oﬀ
exists between classiﬁcation speed and the accuracy.

Classify

Classify

(a) Classify every frames

(b) Group classiﬁcation method

Fig. 4.9. Examples of normal classiﬁcation results and the group classiﬁcation results with a group size of 5 on a 10-frame video. Diﬀerent
colors (i.e., gray, white) stands for diﬀerent classiﬁcation results. Red
crosses indicate miss-classiﬁcations.
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4.3

Evaluation
This section evaluates the entire system. Section 4.3.1 presents the videos, CNN

models, and hardwares used in this evaluation. Section 4.3.2 presents and discuss the
results.

4.3.1

Setups

The YOLO model trained in Section 3.1.2 and the CNN-based input resolution
classiﬁer model trained in Section 4.1.1 are used for evaluations. We use the videos
given in Table. 4.3 to evaluate our system. Both videos have lengths of 5 minutes.
All the videos are recorded by FOSCAM network camera model FI9821W [27] at 30
FPS with a spatial resolution of 1280×720.
Table 4.3.
Videos for evaluation. Bbox stands for bounding box in ground truth.
Video

Collision rate # of Bboxes Description

1

39.11%

21955 sidewalk, crowds show up periodically

2

44.05%

37908 bus stop, people standing together

The system is deployed on a TX2 which has 256 CUDA cores, two dual-core
CPUs, 8 GB LPDDR4 memory and 32 GB eMMC storage. For operating system
and software support, the TX2 is ﬂashed with JetPack 3.2 [28]
We use average precision and average recall to evaluate the detection accuracy
and use runtime to evaluate the speed.

4.3.2

Runtime and Detection Accuracy

The evaluation results are shown in Table 4.4. The table contains ﬁve best results
of our system for each video. It shows that our system with detection-based input
resolution classiﬁer outperforms the one with CNN-based input resolution classiﬁer.
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For the ﬁrst video, with detection-based input resolution classiﬁer and a classiﬁcation
group size of 10, our system reduces up to 23.8% of runtime; and scores a slightly
higher average recall (i.e., 0.2% higher) compared with YOLO 640×640. For the
second video, with detection-based input resolution classiﬁer and a classiﬁcation group
size of 30, our system reduces 1.6% of runtime; and scores a slightly higher average
recall (i.e., 0.1% higher) and a lower (i.e., 0.2% lower) average precision compared
with YOLO 640×640.
It is noticed that our system has better performances (i.e., shorter runtime) on
the ﬁrst video compared with the performances on second video . To explain this, we
examine the distribution of frames in classiﬁcation results. As shown in Table 4.5,
about 61% and 26% of frames in video 1 and video 2 were processed by YOLO with
small input size to the CNN (i.e., YOLO 256 × 256). It shows that our system tends
to perform better on the videos that have more frames with low object population
densities; therefore, our system could save more time by processing those frame with
low CNN input resolution.

4.4

Summary
This chapter proposes a system that adaptively selects the input resolution to

YOLO’s CNN to reduce the runtime and maintain the detection accuracy. The system ﬁrst processes the images with an input resolution classiﬁer; then, based on the
analysis of the image contents, the system decides the CNN input resolution to YOLO.
In addition, a group classiﬁcation method is introduced to reduce the classiﬁcation
cost. Experiments show our system achieves up to 23.8% runtime reduction with
0.2% average recall improvement. The results also show that our system performs
better on the videos that do not contain many scenes with high object population
densities.
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Table 4.4.
Evaluation results. AP and AR stand for average precision and average recall, respectively. YOLO n×n stands for the standard YOLO
object detection system with a input resolution n×n to the CNN.
’Adaptive-D-20’ stands for our system with detection based input resolution classiﬁer and a classiﬁcation group size of 20. ’Bboxes’ stands
for bounding boxes.
System

Video

AR

AP

Time

# of Bboxes

YOLO 704×704

1

91.2%

93.1%

3274.94 s

21576

YOLO 640×640

1

90.6%

92.7%

2641.29 s

21451

YOLO 448×448

1

85.7%

91.5%

1211.98 s

20552

YOLO 256×228

1

73.7%

88.8%

537.32 s

17510

Adaptive-2D-10

1

90.8%

92.7% 1989.39 s

21512

Adaptive-D-20

1

90.3%

92.6%

1835.36 s

21407

Adaptive-D-30

1

89.6%

92.4%

1823.05 s

21285

Adaptive-D-60

1

89.6%

92.5%

1631.53 s

21226

Adaptive-CNN-10

1

83.41% 88.91%

1601.33 s

20597

YOLO 704×704

2

93.7%

94.2%

3156.78 s

37706

YOLO 640×640

2

92.6%

93.9%

2610.39 s

37373

YOLO 448×448

2

86.1%

93.8%

1265.72 s

34814

YOLO 256×228

2

61.9%

82.9%

556.46 s

28294

Adaptive-D-10

2

93.2%

93.9%

2702.18 s

37635

Adaptive-D-20

2

93.0%

93.9%

2641.40 s

37558

Adaptive-2D-30

2

92.7%

93.7% 2569.11 s

37486

Adaptive-D-60

2

92.3%

93.8%

2463.86 s

37287

Adaptive-CNN-10

2

90.2%

94.0%

2680.12 s

37285
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Table 4.5.
Classiﬁcation time cost and accuracy. Columns ’YOLO 704’ and
’YOLO 256’ indicates the number of frames processed by YOLO with
input resolutions 704×704 and 256×256 to the CNN, respectively.
video

Methods

group size

YOLO 704

1

YOLO 256

Time Accuracy

2D

10

2360

3640 405.72s

89.0%

1

2D

20

2280

3720 203.59s

84.7%

1

2D

30

2190

3810 153.63s

83.9%

1

2D

60

2160

3840

63.1s

84.5%

1

CNN

10

2190

3810 129.29s

58.9%

2

2D

10

4360

1640 405.72s

96.6%

2

2D

20

4380

1620 209.87s

94.3%

2

2D

30

4410

1590 183.58s

93.3%

2

2D

60

4380

1620

80.4s

91.5%

2

CNN

10

4410

1590 118.40s

83.1%
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5. SUMMARY
This thesis presents that YOLO will perform with a decreasing average recall as
input resolution to the CNN decreases and object population density remains high.
In addition, this thesis introduces a metric to determine the object population density
in images. Based on this observation, this thesis proposes a system that can adaptively
select the input resolution to YOLO’s CNN to reduce the runtime and maintain the
detection accuracy. The system ﬁrst processes the image with an input resolution
classiﬁer, and then decides what input resolution to use. Two implementations of the
input resolution classiﬁer are introduced: CNN-based implementation and detectionbased implementation. To reduce the cost of classiﬁcation, a group classiﬁcation
method is presented. This method is developed based on the observation of that
neighboring frames in a video could share the same classiﬁcation results. The method
provides a trade-oﬀ between the classiﬁcation speed and accuracy. According to
experiments, our system achieves up to 23.8% of runtime reduction with 0.2% average
recall improvement compared with YOLO coupled with ﬁx CNN input resolutions.
The results also show that our system performs better on the videos that do not
contain many frames with high object population densities.
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