Abstract: Thanks to Next Generation Sequencing technologies, unlabelled data is now generated easily, while the annotation process remains expensive. Semi-supervised learning represents a cost-effective alternative to supervised learning, as it can improve supervised classifiers by making use of unlabelled data. However, semi-supervised learning has not been studied much for problems with highly skewed class distributions, which are prevalent in bioinformatics. To address this limitation, we carry out a study of a semi-supervised learning algorithm, specifically self-training based on Naïve Bayes, with focus on data-level approaches for handling imbalanced class distributions. Our study is conducted on the problem of predicting splice sites and it is based on datasets for which the ratio of positive to negative examples is 1-to-99. Our results show that under certain conditions semi-supervised learning algorithms are a better choice than purely supervised classification algorithms.
Aside from data-level techniques, solutions targeting the algorithm, or internal techniques, have also been developed, such as cost-sensitive learning (Ling and Sheng, 2008) and active learning (Le et al., 2012) . Furthermore, while the concept of classifier ensembles emerged as a way of improving the performance of a single classifier, ensembles have been found to be useful also for skewed distributions. Galar et al. (2012) discuss combining classifiers using bagging, boosting and hybrid-approaches in the supervised framework, to deal with imbalanced datasets.
Similar to other fields, the data imbalance problem has been addressed for many bioinformatics tasks (Wei and Dunbrack, 2013; Batuwita and Palade, 2010; Batuwita and Palade, 2012; Lusa and Blagus, 2010; Yu et al., 2011) in the supervised framework, under the assumption that a sufficiently large amount of labelled data is available. However, in bioinformatics, labelled examples are traditionally obtained via wet-lab experiments, which are expensive and time-consuming methods and necessitate biological know-how. In contrast, unlabelled examples are easily accessible, and on amuch larger scale. Such a scenario, in which limited amounts of labelled data and massive amounts of unlabelled data are available, is particularly favourable for automated semi-supervised learning (SSL) algorithms. Exploiting unlabelled data to improve a supervised classifier's performance is an attractive yet challenging task, and an active research topic (Wang and Chen, 2013; Sing et al., 2009 ). Semi-supervised learning approaches have been used to address bioinformatics problems, such as disease genes detection (Nguyen and Ho, 2012) , prediction of cancer recurrence based on gene expression (Shi and Zhang, 2011) , and protein classification (Wetson et al., 2005; Wetson et al., 2006; Kall et al., 2007; Craig and Liao, 2007) . Unfortunately, it is not unusual for the unlabelled data to deteriorate the performance of a classifier that would otherwise (i.e., in a purely supervised framework) yield a quality prediction model (Li and Diri, 2009) .
Imbalanced distributions further contribute to the difficulty of the problem, and for bioinformatics, there are many problems (e.g., splice site recognition, promoter prediction, protein classification) that suffer from insufficient labelled data as well as disproportionate class rates. This particular niche, semi-supervised learning from imbalanced bioinformatics distributions, has not been much studied, with the exception of a few notable works (Wetson et al., 2005; Kundu et al., 2013; Kondratovich et al., 2013 ) that focus on protein-related problems. For DNA classification, the class imbalance problem has been mostly explored in the supervised framework (García-Pedrajas et al., 2012) , rather than the semi-supervised learning framework.
Splice sites are conserved nucleotide dimers found at the interface between exons and introns. They can be donor splice sites, signalled by 'GT' and situated at the 5' end of the intron, or acceptor splice sites, indicated by 'AG' and situated at the 3' end of the intron. The correct identification of splice sites is an essential task in the genome annotation process. The major difficulty comes from the fact that such dimers occur very frequently throughout the entire genome and their simple presence is not enough to declare a splice site. However, these regulatory regions exhibit certain properties that are easily recognisable by the snRNA-proteins in the pre-mRNA splicing process, which makes them good candidates for classification algorithms that can capture these similarities. The prediction (identification) of splice sites is a problem for which the natural positive (true splice site) to negative (decoy site) ratio is very high, approximately 1% of the 'AG' dimers occurring in a genome correspond to splice sites.
The problem of predicting splice sites has been effectively addressed in a supervised framework, for example using Support Vector Machines (SVM) and biological string kernels (Sonnenburg et al., 2007) , and more recently SVM with sequence-based features Wei et al., 2014) . In contrast to Sonnenburg et al. (2007) , we study the splice site prediction problem in a semi-supervised framework (using self-training; Yarowsky, 1995) based on Naïve Bayes, as opposed to SVM, which is completely supervised) and we investigate the impact that imbalanced class distributions have on semi-supervised learning.
In this work, we extend our prior work in and further study the suitability of semi-supervised learning from skewed splice site datasets. More precisely, we are interested in investigating how the positive-to-negative ratio affects semi-supervised learning when external data-level re-balancing techniques are used. As opposed to , where we used a fixed amount of labelled data, in this work, we also vary the labelled-to-unlabelled data ratio to understand how the performance varies with amount of labelled data. Furthermore, as we vary the positiveto-negative and labelled-to-unlabelled ratios, we compare the semi-supervised classifiers with supervised classifiers learned only from the small amounts of labelled data available, to understand when semi-supervised learning is preferable to supervised learning. We use self-training (Yarowsky, 1995) based on Naïve Bayes, as the main SSL approach in our study. The splice site datasets that we use exhibit imbalance degrees of 1-to-99. To examine how the performance is influenced by different levels of class imbalance, we subsample the original datasets in order to obtain lower rates of imbalance, then gradually increase the imbalance level.
The rest of this paper is organised as follows: Section 2 describes the approaches studied. We explain how we designed our experiments in Section 3: the data used and the feature representation are described in Section 3.1, the research questions we are addressing are enumerated in Section 3.2, and the evaluation procedure is described in Section 3.3. Experimental results and discussions can be found in Section 4. In Section 5, we contrast our study with other related studies. We summarise our work, draw some conclusions and propose future research directions in Section 6.
Semi-supervised approaches for learning from imbalanced data
We use self-training based on Naïve Bayes and focus on balancing techniques at the data-level, namely under-and over-sampling, and dynamic-balancing. We chose Naïve Bayes due to its linear complexity and high scalability. Moreover, other algorithms depend on several parameters and their tuning is often critical for obtaining good generalisation capability. The results presented in this paper required the individual training of 2,730 models, and extra parameter tuning would have increased this number considerably. Naïve Bayes is purely a frequency estimator based on feature occurrence counts, a concept in harmony with the idea that the surrounding regions of the splice sites share a consensus in statistical patterns. Yarowsky (1995) introduced self-training in the mid-nineties for a text disambiguation problem. Since then, self-training has produced successful results for other problems in computational linguistics (Collins and Singer, 1999) , object detection (Rosenberg, 2005) , and bioinformatics (Kundu et al., 2013) .
Self-training from imbalanced data
As illustrated in Algorithm 1, in self-training, a base learner is first trained on just the labelled data. Next, a randomly chosen sample from the unlabelled pool is labelled using the classifier trained on just the labelled data. From these newly labelled instances, the most confidently classified instances are added to the original labelled set and the classifier is re-trained on the augmented labelled set. This process is iterative, and at each step, a new sample of unlabelled instances is classified with the current classifier, and then used in re-training. One important detail, relevant to the data imbalance problem studied in this work, is that in the classical self-training algorithm, the number of newly labelled instances that are added to the originally labelled training set is chosen such that the positive-to-negative ratio displayed by the labelled data is maintained (e.g., if the class ratio in the initial labelled set is 1-to-5, then 6 examples are extracted from the unlabelled pool and added to the labelled dataset: the topmost confident positive prediction along with the top 5 most confident negative predictions). The iterations continue until a criterion is met, for example until the unlabelled pool is exhausted, or the algorithm reaches a fixed number of iterations. In this study, we refer to this algorithm as self-training from imbalanced data (STI) because there is no modification made towards balancing. 
Self-training with data balancing
Given the highly skewed datasets of splice sites, where the true acceptors appear in approximately 1% of the total number of sequences, it is important to evaluate some popular re-sampling techniques on this DNA prediction problem in the semi-supervised context. In this paper, we use two external, or data-level balancing schemes: undersampling and over-sampling. Both techniques aim to obtain a uniform distribution of instances in each class. In under-sampling (of the majority class), we keep all positive instances and randomly pick an equal number of negative instances in order to create a balanced labelled training set for learning the self-training classifier. We call this variant Self-Training with Under-sampling (STU).
In over-sampling (of the minority class), we artificially create positive instances to compensate for the larger number of negative instances. Instead of randomly duplicating positive instances in order to achieve an equal number of examples in each class, we chose to utilise the Synthetic Minority Over-sampling Technique (SMOTE) (Chawla et al., 2002) , to generate extra instances of the positive class. More specifically, SMOTE exploits the feature space in order to generate synthetic samples, by interpolating instances along the segment lines connecting the considered minority instance and its nearest neighbours. These new instances are novel, to some extent, and the idea is to avoid overfitting, which can be caused by exact instance replication. We named this variant Self-Training with Over-sampling (STO). From the self-training perspective, since the labelled data that the learner is initially trained on is now balanced (via underor SMOTE over-sampling), only two instances are added into the labelled pool after each iteration for both STU and STO: the top most confident from each class, such that the uniform distribution that was obtained via re-sampling is maintained.
In addition to under-and over-sampling, we also study an alternative way of recalibrating the classes via the self-training algorithm, specifically we use a dynamic balancing technique. Starting with the original imbalanced labelled dataset, we train a classifier and use it to predict the unlabelled data, similar to the classical approach, STI. The difference is that only the instances that are predicted as positive by the base learner are added to the original labelled set, more precisely, the top-most confidently predicted positive instance is added at each iteration. This approach re-adjusts the original class distribution by utilising newly labelled instances, instead of artificially generating positive examples like the over-sampling techniques. We named this new variant SelfTraining with Positive (STP). We want to emphasise that unlike the classical self-training algorithm (Algorithm 1) that enforces the constraint on the class distribution to be maintained after each iteration, STP is only adding positive instances, thus compelling a dynamic re-calibrating of the prior.
Supervised baselines
To evaluate the performance of semi-supervised learning and to observe the effects of the labelled versus unlabelled data, we also train supervised classifiers. We compare each semi-supervised algorithm described in Section 2 against its corresponding supervised variant, built using the same re-sampling technique. The supervised counterparts can be seen as lower bounds, and will show how well we can learn with limited labelled data, while the semi-supervised results will give us an indication of how much improvement can be expected from using the unlabelled data in a particular case. Each supervised version of the algorithms is run on the exact same initial labelled set that is presented to the corresponding self-training algorithm.
As STI and STP both start with the originally imbalanced labelled data, we compare them with the supervised lower bound obtained from training the Naïve Bayes classifiers on that same imbalanced labelled data. We name this classifier Lower Bound from Imbalanced data (LBI). STU is compared to the supervised Naïve Bayes classifier trained with the under-sampled labelled data, denoted Lower Bound with Under-sampling (LBU). Similarity, STO is compared with the supervised Naïve Bayes classifier trained with the SMOTE over-sampled data, denoted Lower Bound with Over-sampling (LBO).
We start this section by describing the data used in our study and the feature representation. As mentioned above, we investigate the behaviour of self-training variants in the context of imbalanced data, with application to the binary classification problem of predicting acceptor splice sites in a DNA sequence.
Data and feature representation
We use five imbalanced and relatively large datasets of DNA sequences, from five organisms: C. elegans, C. remanei, P. pacifiais, D. melanogaster, and A. thaliana. On average, each data sets contains approximately 160K instances, except for C. elegans, which contains roughly 120K instances. Approximately 1 % of the instances in each dataset are true acceptor splice sites (our class of interest and the goal of our prediction models), and we denote this category as the positive class. The rest of the instances comprise the decoy sites, or regular 'AG' dimers that are not acceptor splice sites, and we denote this category as the negative class. All the instances share the same length (141 base pairs) and the 'AG' dimer is located at the 61 st position in the sequence, as illustrated in Figure 1 . The datasets have been made available by Schweikert et al. (2008) , who used them in a domain adaptation context (Schweikert et al., 2008) . We use a vectorial representation of the instances, where each sequence is represented as a vector with 141 features corresponding to positions in the sequence, and each feature can take one of the four values {A, C, G, T}. The value of a feature in a sequence indicates the nucleotide found at that position, corresponding to that feature.
Research questions
Our experimental design specifically addresses the following research questions:
1 When is semi-supervised learning a good choice on highly imbalanced splice site datasets, and what is the best balancing strategy?
2 How does the algorithms' performance vary with the class distribution?
3 How does the algorithms' performance vary with the labelled-to-unlabelled ratio?
According to the literature (Nigam et al., 2000; Le and Kim, 2014) , the performance of semi-supervised classifiers is known to vary with the labelled-to-unlabelled ratio. Moreover, unless the amount of unlabelled data is significantly larger than the amount of labelled data, learning in a semi-supervised framework is not particularly useful, and no major changes are observed between semi-supervised models and their supervised counterparts. To better understand this aspect in the context of imbalanced datasets, we vary the ratio of labelled-to-unlabelled data for all the imbalance degrees. The labelled and unlabelled instances are picked randomly, without replacement, from the original training datasets. As we have a fixed amount of training data for each organism, we refer to the amounts of labelled/unlabelled data in percentages. We vary the labelled data from a very small amount (1% of the training data) to larger amounts (5% and 10%). Consequently, the unlabelled data varies from 99% to 95% and 90%. This allows us to study the variation of the performance with different amounts of labelled data, and also the variation of the performance with the labelled-to-unlabelled ratio, while all available training data is used. It is also expected for the classification performance to fluctuate with the variation in the class distribution (Estabrooks et al., 2004) . To investigate this behaviour more closely, we vary the ratio of positive to negative examples from 1-to-5 to 1-to-99. We obtain different class distributions by randomly discarding the excess instances of the majority class. In order to conduct a fair comparative study, we build the imbalanced datasets incrementally, by starting with the dataset of 1-to-5 imbalance degree, then adding more negative instances to obtain the next dataset with the imbalance degree of 1-to-10, and so forth, until ultimately, the dataset becomes the original set (with imbalance degree of 1-to-99). The 1-to-5 dataset is thus a subset of the 1-to-10 dataset, and both are subsets of the 1-to-15 dataset, etc. The labelled instances are the exact same in all the generated subsets. We want to emphasise that although the actual splice site distribution for our datasets is known (approximately 1% of the 'AG' occurrences throughout a genome), we vary the class ratios to study the usefulness of semi-supervised approaches with data balancing techniques.
Evaluation metrics
To measure the predictive ability of our approaches, we compare their performance in terms of the area under the Precision-Recall Curve (auPRC). Since our case study is centred on highly imbalanced datasets, auPRC is a more fitted assessment measure as compared to the area under the Receiver-Operating Curve (auROC) (Davis and Goadrich, 2006) . For our problem, the task is to identify true acceptor splice sites, therefore we report the auPRC values for the minority (positive) class. The auPRC values for the negative class are negligibly similar, differing only in the 3 rd digit for a comparable group of experiments. For each of the five organisms, we use 10-fold cross validation and average the auPRC values across the ten folds. At each round of the cross validation procedure, 10% (or the equivalent of one fold) is set aside for testing, while the remaining 90% (9 remaining folds) of the data is used as training. To simulate semisupervised conditions, from the training data, we utilise 1%, 5%, and 10%, respectively as labelled data, and the rest, 99%, 95%, and 90% respectively, is treated as unlabelled data, by intentionally ignoring the labels. At last, the labelled data is balanced incrementally to obtain the imbalance ratios used in our study. In our graphs, we report the average over all five organisms of the auPRC values for the positive class (due to the fact that the results were generally consistent).
Results
We have organised our experiments and their discussion in three main sections, Sections 4.1, 4.3. Each of these result sections contains three graphs, one for each ratio of labelled-to-unlabelled data (for varying positive-to-negative ratios). In Section 4.1, we present the result from training purely supervised Naïve Bayes classifiers from the original and re-sampled labelled data. In Section 4.2, we present the semi-supervised variants. In Section we compare the best supervised baseline and the top semi-supervised variants in order to understand if the unlabelled data is indeed helping to improve classification. Finally, in Section 4.4, we will conclude our results by answering each of the research questions stated in Section 3.2.
Supervised baselines
We have summarised our results of the supervised experiments in Figure 2 for 1% labelled data, Figure 3 for 5% labelled data, and Figure 4 for 10% labelled data. Each graph represents averaged auPRC values over all five organisms, and each group of bars shows the performances of the supervised Naïve Bayes classifier when trained on the original imbalanced labelled data (LBI), on the under-sampled labelled data (LBU), and the oversampled labelled data (LBO) for one particular imbalance degree. One interesting aspect is that in Figure 4 , which shows experiments with classifiers trained on 10% labelled data, the differences between performances on different imbalanced distributions are not as big as in Figure 2 , which shows experiments with classifiers trained on 1% labelled data. This leads to the conclusion that eventually, a sufficient amount of labelled data could allow for the classifiers to converge, and ultimately perform similarly, regardless of the imbalance degree. Surprisingly, the classifiers trained on the original imbalanced labelled datasets (LBI) are outperforming the other classifiers trained on the re-sampled data. One possible explanation is that, in comparison with LBI, which uses the entire amount of training data available (10% for Figure 4) , LBU is discarding potentially useful data in attempt to reach a balanced class distribution. On the other hand, LBO is generating artificial data that not only does not help, but might also be noisy (given the relatively low amount of labelled data used with the SMOTE approach). However, for the extreme imbalance degrees, e.g., 1:99, the artificial data becomes useful. In the SSL framework, under/oversampling is applied to the training [labelled] data, but it is further enhanced with instances added in subsequent self-training iterations. Given that LBI outperforms LBU/LBO in the first place, is a possible explanation for the fact that the best results overall for SSL are obtained with STP, because STP starts with the original training set and subsequently works on improving the classification for the positive class by adding only positive data to the training set.
From the re-sampling perspective, under-sampling (LBU) is clearly outperforming over-sampling (LBO), as observed also for supervised classification on other classifiers (Blagus and Lusa, 2012 ) (even though in our case the dimensionality is relatively low, only 141 features). One interesting exception is recorded in the most extreme case of imbalance, 1-to-99, when learning from 1% labelled data, where LBO is surpassing the other classifiers. In such extreme cases, SMOTE over-sampling seems to be a useful technique for generating positive examples. 
Semi-supervised variants
We have summarised our results for the semi-supervised self-training classifiers based on Naïve Bayes in Figure 5 for 1% labelled and 99% unlabelled data, Figure 6 for 5% labelled and 95% unlabelled data, and Figure 7 for 10% labelled and 95% unlabelled data. Again, each graph represents averaged auPRC values over all five organisms, and each group of bars represents all the algorithms' performances for one particular imbalance degree.
Figure 5
Averages of the auPRC values for the minority class over all 5 organisms, when learning self-training classifiers based on Naïve Bayes from training data consisting of 1% labelled 99% unlabelled, while varying the positive to negative ratio from 1-to-5 to 1-to-99
As can be seen from Figures 5, 6, and 7, STP is the best SSL algorithm in almost all imbalanced cases. The only exception was recorded in Figure 5 , for the case where 1% of the training data is labelled and the imbalance degree is maximum (1-to-99), in which case STO is slightly better. This shows that gradually balancing the labelled data during the semi-supervised iteration (by adding only positive instances to the labelled dataset) is a useful technique for addressing imbalanced distributions. The classical approach, STI, is the second best for degrees of imbalance of up to l-to-40, whereas for the more imbalanced cases, the over-sampling technique, STO, is approaching STP and surpasses its performance in the l-to-99 case.
Figure 6
Averages of the auPRC values for the minority class over all 5 organisms, when learning self-training classifiers based on Naïve Bayes from training data consisting of 5% labelled 95% unlabelled, while varying the positive to negative ratio from l-to-5 to l-to-99
In Figure 6 , when the ratio of labelled to unlabelled data is 5% to 95%, STP is consistently and considerably outperforming all the other algorithms, followed again by STI. For distributions ranging from l-to-5 to l-to-50, STU is learning better than STO. Similar trends have been reported for supervised learning by Lusa and Blagus (2010) and Blagus and Lusa (2012) , who found that when the class imbalance is not too severe, under-sampling is working better than over-sampling. For the more extreme cases, STO is a better learner than STU. Similar to the experiments using l% labelled data ( Figure 5 ), the generation of synthetic samples via SMOTE is a good practice to use with selftraining approaches for highly skewed datasets.
Figure 7
Averages of the auPRC values for the minority class over all 5 organisms, when learning self-training classifiers based on Naïve Bayes from training data consisting of 10% labelled 90% unlabelled, while varying the positive to negative ratio from l-to-5 to l-to-99
Finally, in Figure 7 , we can see that when the ratio of labelled-to-unlabelled data is 10% to 90%, the trends are similar to the trends in the graphs where the ratio of labelled-to-unlabelled data is 5% to 95%, mainly the STP approach is consistently and considerably outperforming all the other algorithms, followed yet again by STI. One possible explanation for the fact that STP and STI are leading these charts could be that the initial labelled set they use in self-training is imbalanced, meaning that it has more instances than the under-sampled set, and, hence, more information, and also less noise than the over-sampled set, where artificial instances may perturb the base classifier. This observation is also valid for the supervised cases shown in Section 4.1, where both under-sampling and over-sampling were surpassed by LBI, the algorithm trained on the original class distribution. However, in the case of semi-supervised learning, dynamically balancing in subsequent iterations of the self-training algorithm (by adding only positive instances, i.e., STP), is better than no balancing (STI). Although both STI and STP start off with the same amount of labelled data, STP adjusts the class distribution progressively by augmenting its original training data with positive instances only, eventually becoming more sensitive to the positive class than STI.
One difference between the trends in Figure 6 (5% labelled and 95% unlabelled) and the trends in Figure 7 (10% labelled and 90% unlabelled) is that STO is surpassing STU starting with imbalance degrees of 1-to-50 as opposed to 1-to-90. One possible reason is that the more labelled data is added, the less the algorithms benefit from the oversampling technique, which is most probably introducing noise.
It has been reported that under-sampling is more suitable for semi-supervised learning on imbalanced datasets than over-sampling (Lee et al., 2011) . We have observed the same trend when the imbalance degree is relatively low (1-to-5 to 1-to-25) and the amount of labelled data is relatively large (10%), characteristics that mirror the characteristics of the data from Lee et al. (2011) . However, for highly imbalanced datasets and smaller amounts of labelled data (1% and 5%), we have found SMOTE over-sampling to be a better approach.
Supervised versus semi-supervised approaches
In this section, for easier visualisation, we are presenting the best semi-supervised variants, STP and STI (as revealed by the graphs in Section 4.2) in comparison with the best supervised baseline, LBI (as revealed by the graphs in Section 4.1).
In Figure 8 , when the amount of labelled data comprises 1% of the training set, STP outperforms all supervised algorithms in all cases of up to 1-to-60 imbalance degrees. For the more imbalanced cases, from 1-to-70 to 1-to-99, there are no consistent patterns observable, but it seems that supervised learning in general outperforms semi-supervised algorithms. A possible explanation is that the models learned from very limited amounts of highly skewed data are weak, thus mislabelling the originally unlabelled instances and deteriorating the classification.
In Figure 9 , the labelled data available is now 5%, and STP is obviously useful when the imbalance degrees are more extreme (from 1-to-80 to 1-to-99), whereas for milder degrees of imbalance, STP is comparable with the supervised lower bound LBI. One possible explanation is that with more labelled data, the original classifiers learned from labelled data are better, and thus some unlabelled instances are correctly labelled as positive. However, for smaller imbalance degrees, those instances don't contribute significantly to the performance, given that LBI and STP are comparable. As opposed to that, for higher imbalance degrees, the correctly labelled instances can make a difference, and help the semi-supervised STP classifier surpass the supervised LBI classifier. The classical self-training approach, STI, is always falling below the supervised baseline, although the difference between them is small for lower imbalance degrees and higher for higher imbalance degrees. That might mean that some negative instances that are added to the labelled datasets may be mislabelled, especially in the case of the higher imbalance degrees, and thus they are deteriorating the performance as compared to the supervised counterpart. learning classifiers based on Naïve Bayes from training data consisting of 1% labelled 99% unlabelled, while varying the positive to negative ratio from l-to-5 to l-to-99. This graph shows the best supervised baseline, LBI, and the top two most accurate semisupervised algorithms, STP and STI When the amount of labelled data makes up a tenth of the total training data available for learning, the supervised baseline is outperforming the semi-supervised algorithms, as can be observed from Figure 10 . One reason could be that 10% labelled data is enough to train a competitive supervised classifier, and semi-supervised learning should be used as a solution for the cases where the labelled data is truly limited. Similar results for the YATSI-based semi-supervised algorithm using Naïve Bayes were reported in Catal and Diri (2009) on the problem of software fault-detection.
Figure 9
Averages of the auPRC values for the minority class over all 5 organisms, when learning classifiers based on Naïve Bayes from training data consisting of 5% labelled 95% unlabelled, while varying the positive to negative ratio from 1-to-5 to 1-to-99. This graph shows the best supervised baseline, LBI, and the top two most accurate semi-supervised algorithms, STP and STI
Figure 10
Averages of the auPRC values for the minority class over all 5 organisms, when learning classifiers based on Naïve Bayes from training data consisting of 10% labelled 90% unlabelled, while varying the positive to negative ratio from l-to-5 to l-to-99. This graph shows the best supervised baseline, LBI, and the top two most accurate semisupervised algorithms, STP and STI
Addressing the research questions
In this subsection, we use our experimental results to answer each of the research questions that motivated this work and summarise some general trends suggested by our study.
When is semi-supervised learning a good choice on highly imbalanced splice site datasets, and what is the best strategy (combination of base-classifier and re-sampling technique)?
Our empirical results suggests that semi-supervised learning, especially self-training with dynamic balancing with positive data only (STP), is a better choice than supervised learning, when the amount of labelled instances represents a small percentage of the total data available for training (1% in our case). As more labelled data becomes available (and comprises 5% of the training data in our experiments), STP is beneficial for datasets with very high imbalance degrees. However, for larger amounts of labelled data (10% in our case), the classical supervised baseline may become preferable.
How does the algorithms' performance vary with the class distribution?
As expected, the class distribution ratio influences all the algorithms, supervised and semi-supervised alike. Overall, better values for auPRC are obtained when the class ratio is smaller and the values decrease for the more highly imbalanced cases. Although the datasets increase in size with the increase in the imbalance degree (there are more instances belonging to the majority class), the prediction problem becomes more difficult as the positive class is more and more underrepresented and the learning is biased towards the majority class. The dynamic balancing of STP, followed closely by the classical STI, are more beneficial than any other re-sampling technique (under-sampling and over-sampling). For STI and STP, we run two-tailed paired t-tests, as opposed to one-tailed t-tests, to identify statistically significant differences in either direction, on the semi-supervised algorithms for all the variations of unlabelled data, for each organism.
The test determines if the difference between the SSL algorithm and the lower bound is statistically significant or not (Dietterich, 1998) . The STI and STP results were found statistically different based on the the paired t-test, with only a few (8) scattered exceptions for STP in some organisms (out of a total of 195 experiments).
How does the algorithms' performance vary with the labelled-to-unlabelled ratio?
Our results show that the more labelled data is used in training (1% vs. 5% vs. 10%), the higher the increase in auPRC values, for all classifiers. This is an expected trend, as more labelled data improves the initial models, which can then classify more accurately the unlabelled instances and subsequently identify more appropriate examples to add back to the labelled set for further re-training.
Related work
The large volumes of genomic data ask for machine learning and statistical methods to assist the complex process of genome annotation. Supervised machine learning approaches for bioinformatics problems have been widely used (Liu et al., 2012; Chen, 2008; Wang and Wu, 2006; Yu et al., 2013; Erdoğdu et al., 2013; Jiang et al., 2013; Rider et al., 2014; Huang, 2013) . The problem of identifying splice sites using machine learning techniques has also been addressed, mostly by supervised methods (Baten, et al., 2006; Baten et al., 2007; Sonnenburg et al., 2007; Castelo and Guigó, 2004; Batuwita and Palade, 2012) . For example, in , the authors present a state-of-the-art method using SVM and an RBF kernel for human splice site detection. In Baten et al. (2006) , the authors use a combination between a Markov Model of order 1 and SVM with polynomial kernel, for the NN269 dataset, with imbalance degrees of approximately 1-to-4.2 in the case of acceptor sites, and 1-to-3.71 in the case of donor sites. In Baten et al. (2007) , a Markov Model approach is used on a human splice site dataset with imbalance degrees of 1-to-96 for acceptors and 1-to-116 for donors. The goal of our work was not to obtain the best possible results for splice site classification, which has already been successfully addressed by Sonnenburg et al. (2007) using SVM and specialised kernels, but rather to explore semi-supervised learning as a possible solution for splice site prediction, and to study the effects of imbalanced distributions on semi-supervised learning algorithms. Batuwita and Palade applied SVM (Batuwita and Palade, 2010) with re-sampling methods on four imbalanced biological datasets and the Pageblocks dataset from the UCI, with up to 8K instances and no more than 1-to-50 imbalance degree. They proposed to first identify the most informative negative instances, and then randomly over-sample the positive instances in order to reach the same number of negative instances selected. They suggested that the points located close to the class boundary are the most informative and used the separating hyperplane found by SVM trained on the original imbalanced dataset. Two of their insights regarding over-sampling are: (1) over-sampling could result in better classification than under-sampling, by increasing sensitivity while reducing the specificity at much milder rates compared to under-sampling, and they propose a more efficient over-sampling technique, especially tailored for SVM; (2) oversampling unavoidably increases the size of the training set which makes SVM perform exponentially slower. This was one of the major reasons why we chose Naïve Bayes as the classification algorithm for our study.
The same authors also proposed a novel measure for evaluating the learning of supervised classifiers on imbalanced bioinformatics datasets, namely the 'adjusted geometric-mean' (Batuwita and Palade, 2012) . In this work, the authors conducted experiments on ten DNA (including splice sites) and protein datasets, with imbalance degrees of up to 1-to-14 and dataset sizes with up to 10K instances. In our study, we use much larger datasets (160K) with imbalance degrees of 1-to-99. Large-margin based classifiers, such as SVM, would be impractical, due to their large number of parameters that need tuning and longer computational times as compared to Naïve Bayes. Similar to Batuwita and Palade (2012) , we also used under-and SMOTE over-sampling. Wei and Dunbrack (2013) explored the effects that balancing both the training and test datasets have on the SVM algorithm. The authors studied the problem of classifying human missense mutations as deleterious or neutral; they systematically varied the proportion of deleterious to neutral mutations in the training set, to conclude that balancing the training dataset is producing more accurate SVM classifiers in terms of several accuracy measures, while the class unevenness in the test data is irrelevant. Their study is particularly useful for problems where the prior distribution of the test data is unknown.
Similar results have been reported by Lusa and Blagus (2010) , who found that balancing the class prior in the training set is a good choice, especially if the instances are represented in a high-dimensional space. Their focus is on high-dimensionality datasets and study the behavior of various algorithms on binary classification problems on a simulated set and a genuine bioinformatics set from a breast cancer gene expression microarray study, publicly available. They explore under-and over-sampling, as well as the 'multiple down-sizing' technique, which is basically an ensemble of sub-classifiers trained on balanced subsets, and the final prediction is obtained via majority voting of the sub-classifiers. We considered this approach to be more algorithmically-oriented and plan to devoted a separate study concerned with building ensemble of classifiers to deal with imbalanced data in the semi-supervised framework , whereas in this work, we mainly focus on straightforward data specific re-balancing techniques.
Semi-supervised learning has mostly been studied on protein classification (Weston et al., 2005; Weston et al., 2006; Kall et al., 2007; Craig and Liao, 2007; Xu et al., 2009) and efforts on semi-supervised learning from imbalanced distributions have focused on protein datasets with relatively low imbalance degrees. For example, Kondratovich et al. (2013) address the problem of molecule activity prediction and they experiment with ten relatively small (3,000 instances) molecule activity datasets with imbalance degrees no larger than to 1-to-40. They use Transductive Support Vector Machines (TSVM), which is a subtype of semi-supervised learning. The classical TSVM algorithm, without any resampling, is performing quite well, and is found to be somewhat insensitive to the imbalance degree. Our results are similar for self-training with imbalanced data (STI), the classical self-training approach, which also does not specifically address the imbalance distribution.
In our results, STI was the second best variant that we experimented with, after STP. It would be interesting to apply TSVM on the splice site DNA datasets and observe how the performance changes with higher imbalance degrees.
Semi-supervised learning from imbalanced datasets has been explored in other domains. Catal and Diri (2009) proposed the immune-based YATSI (Yet Another Two Stage Idea) (Driessens, 2006) algorithm to predict faulty software, which is a semisupervised meta-algorithm that can be wrapped around any supervised (base) classifier.
In YATSI, at each iteration, the decision of which instances to add to the labelled set is based on an ensemble of predictions calculated from the k-nearest neighbors, in terms of Euclidean distance. The weights of an unlabelled instance's neighbors are summed per class and the class with the largest weight is assigned as the label of that instance. Their experimental setup was based on four datasets where the class of interest made up from 7% to 21% of the data, and they varied the amount of labelled data from 5% to 10% and 20%. Drummond et al. (2003) investigated the C4.5 algorithm's compatibility with underand over-sampling in terms of cost curves on four UCI datasets. They found that undersampling is more sensitive to class distributions than over-sampling, referencing other studies that uncovered the same patterns with respect to decision trees. In this study, we also found that under-sampling is outperforming over-sampling, in particular the SMOTE technique, in terms of auPRC values.
Chen (2008) studied imbalanced datasets in the supervised and semi-supervised frameworks for the 2008 U.C. San Diego Data Mining competition, using re-sampling techniques like SMOTE, over-sampling (by duplicating each minority instance an equal number of times) and random under-sampling in combination with Decision Trees, Naïve Bayes, and Neural Networks. For the supervised task, the dataset contains 40K instances and has a 1-to-10 imbalance ratio. For Naïve Bayes, neither of the re-sampling techniques produced significantly different results. For Random Forests, under-sampling and SMOTE improved the results by 8%, while over-sampling by duplication gave similar results to the classifier built on the imbalanced set. For Neural Networks, all three techniques significantly improved the accuracy. For the semi-supervised task, the dataset consists of roughly 68.5K instances, and only 60 of them are labelled as positive, while the rest are unlabelled; the test set consists of approximately 11.4K instances. In such a context, when solely positive examples are labelled, the problem is known as PUlearning, i.e., learning from only Positive and Unlabelled data. The strategy from Chen (2008) was to first identify negative examples, utilising a technique, called Spy technique, and then train a Naïve Bayes supervised classifier, which, as expected, produced better results than treating all the unlabelled data as negative examples.
Conclusions and future work
In this study, we have performed an analysis of self-training classifiers using Naïve Bayes, on five large and highly imbalanced DNA datasets, and have utilised balancing techniques to address the uneven class distributions. Empirical evidence shows that when the labelled data represents a very small percentage of the total number of training instances (in our case, 1%), while the remaining instances are unlabelled, semisupervised learning algorithms are a better choice than purely supervised classification algorithms. Our results also reveal that for the given problem of acceptor splice site detection, if more than 10% of the total training instances is labelled, the user will benefit more from training supervised algorithms.
As our results suggest, the use of semi-supervised learning, under the difficult conditions of skewed class priors and very limited amounts of labelled data, could potentially open doors for more extensive research targeting DNA classification in semisupervised scenarios, which fit well with the current data availability constraints in bioinformatics.
In future studies, we hope that experimenting with different DNA datasets will reveal additional insights into the DNA semi-supervised classification problem. Given that the proposed 'dynamic balancing' technique (adding positive instances only) gave best results overall in our study, a comparison, and possibly a hybridised method, between this approach and other techniques (e.g., the approach in Triguero et al., 2015) is of interest. Utilising other algorithms, such as co-and multi-training, which make use of multiple independent views of the data, could potentially increase the classification ability.
