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Abst ract - -Th is  work is based upon the core function of a RNS (residue number system) number 
In determination of the core of a RNS number, an ambiguity problem arises In this study, we have 
proposed a new technique named SAS (scaled and shift) to eliminate the ambiguity problem existing 
in Akushku's [1] core function The gain is to compute the core value straightforward without utilizing 
any other subsystem to detect and remove the ambiguity Also a new algorithm named WSA (weight 
selection algorithm) is introduced that gives us the optimum weight set for SAS technique. The 
optimum weights achieved from WSA provide us with the least complex (smallest possible) weights 
with the least nonlinearity of the core function. @ 2005 Elsevier Ltd. All rights reserved 
Keywords - -Res ldue  number system, Core function, Chinese remainder theorem, Algorithm, 
Moduli set, Modulus. 
NOMENCLATURE 
[XJ Floor of X C(X) 
IX] Cell of X Cmax 
X~ = (X),,~, X Mod m~ Cm,n 
M YI~=l "~ Cm~x/2 
M~ M/m~ Cm~n/2 
Akushkn's core of X 
Om~x(X) 
Om,~(X) 
Om~x(LX/2J) 
c~(LX/2]) 
1. INTRODUCTION 
RNS (residue number system) has been recogmzed as a robust method to increase parallelism in 
computer computations but it is suffering from some drawbacks such as RNS to binary conversion, 
magnitude comparison, sign detection, overflow detection, scaling, and division [2,3]. This work 
is dedicated to RNS to binary conversion. 
The conversion of a RNS number to its corresponding binary number can be done by any of 
the following methods, MRC (mixed-radix conversion) [3], CRT (Chinese residue theorem) [3], 
New CRT II (Chinese residue theorem II) [4,5], and or by the use of the core function [2,6]. 
This work is based on core function. Core function maps the dynamm range of a RNS number 
onto a much smaller range. Gonella [6] and Akushskn [1] have provided alternative definitions 
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of the core function Akushkii's core function maps a 1:iNS number 0 _< X < M onto a range 
C,~,n <_ C(X) < Cma× where C(X) is the core function, Cmax << M and Cm~n ~ 0. Since 
core function is a nonlinear function, then in extraction of the core value of a RNS number an 
ambiguity arises. This ambiguity is explained in the following paragraphs. Miller [7], Burgess [2], 
and Gonnella [6] have proposed ifferent core extraction methods to overcome this ambiguity. 
Miller's solution adds a large hardware overhead to the system compared to Burgess's olution. 
Akushskii [1] defined the core of a number X, C(X), as follows, 
C (X) = ~ we = w-~ X~. (1) 
~=i  = m,  ~=1 Trta 
Equation (1) finds the core C(X) of a binary number X where (ral, ra2,..., raN) is the moduli 
set, and (Wl, w2,. . . ,  wN) is the weight set. Equation (1) is a nonlinear function of X, therefore, 
Akushkii's core function is a nonlinear function The goal is to map a number 0 _< X < M 
onto a range 0 <_ C(X) < K where K is arbitrarily selected (K << M). Each weight w, can be 
calculated as follows [2], 
: "w~M,M; 1 :=~ <MflK>rn: 
~I  \~=i  lm~ 
where M3 -1 is the multiplicative inverse of Mj rood m,, such that (M 71Mj >,~, = 1 and MTz < M. 
In the last above equation, if z ¢ 3, then (M~M~Z}m, = 0 but otherwise, if ~ = 3, then 
<M, M3-Z>m~ ¢ 0. Consequently, 
: <MC K>m . (2) 
Mod operation is repetitive and its period is equal to the base (modulus) of the mod operation 
therefore, the weights found by equation (2) are not unique. The weight set is defined as a set of 
the weights found by equation (2) that satisfy K C(M) N = = ~=I we LM/rad. K is usually set 
to raN because by this condition wg would be zero and C (M) = rnN. In practice because of the 
nonlinearity of the core function, Cm,n _< C(X) <_ Cmax where Cmln and Cmax may or may not 
be equal to 0 and K, respectively. The selection of the appropriate weight set (wl, w2,..., WN) 
for a given moduli set (rat, ra2,-.. ,  raN) is very important because it can affect the amount of 
the mentioned nonlinearity. If a number is given in RNS presentation (X1, X2, . . . ,  XN), its core 
can be calculated as follows, 
N 
c (x )  = - R(x) .K ,  (3) 
~,~1 
M-1 where B, = M, < , }m, and R(X), known as the rank function, is an integer defined by the 
Chinese remainder theorem. If we find (C (X))Kfrom equation (3), the following conditions may 
happen. I f0 < C(X) < K, then {C (X)> K = C (X). If C(X) < 0, then (C (X)) K = C (X) + K 
and If C(X) > K, then <C(X)) K = C(X) -K .  <C(X)} K is computed but the goal is to 
determine C(X) from (C (X)} g -- C (X). As it is obvious from above cases, any specific value 
of (C (X)}K will introduce two possible values for C(X). There is an ambiguity to determine 
which case is the correct one 
Burgess [2] proposed three techniques to resolve the ambiguity in Akushkii's method. In Nell's 
first technique, an ambiguity can be detected if the least significant bit of (C (X)}K is not equal 
to (C (X)} 2 otherwise <C (X)> K = C (X). If an ambiguity occurs, it subtracts or adds K from 
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(C (X)) K after comparison with Cram and Cm~x. The requirement for Burgess's first technique 
is Cmax - Cram < 2K, for 0 _< X < M. In Burgess's econd and third techniques, X is scaled 
down to [X/2J and (C([X/2j)}K is then calculated. If 0 _< (C([X/2J))K < Cm~x/2, then 
C([X/2J) = (C (X/2J)}K but otherwise, if K + Cram/2 <- (C([X/2J))K < K, then it would be 
an ambiguous condition and C ([X/2J) = (C ( [X/2J)}K - K. The requirement for the second and 
third techniques i  Cm~,/2- Cmi./2 < K for 0 < X < M/2. In all of the Burgess's techniques, one 
or two comparison followed by an addition or subtraction must be made to solve the ambiguity 
problem. However, the occurrence of an ambiguity is always possible by these techniques. We 
have proposed a new technique by which the ambiguity doesn't occur at all. We have called it 
SAS (scale and shift) technique. In order to satisfy the SAS requirements, the weight set must be 
selected properly. We have also proposed an algorithm that provides us with the optimum weight 
set by which the SAS requirements are satisfied. This algorithm is called WSA (weight selection 
algorithm). Finally, we have compared the implementation of hierarchical and flat structures 
used as RNS to binary converter. 
2. SCALE AND SHIFT  (SAS)  
2.1. The  Scale and Shift Technique 
The steps for the scale and shift technique are as below. 
1. In design part, K is selected as m g where (rnl, m2,.. . ,  mN) is the moduli set and rn g is 
the largest modulus. 
2. p = (X)2 is given. 
3. Select the amount of shift % such that 
N-1  
(a) 3' = L H m, = LMN, (4) 
z----1 
where 
ixL1 
XL = MAX{ X[ C(X)  < 0 } + 1, (7) 
XH = MIN{ X] C(X)  > K -  1 } - 1 (8) 
4. Find fl~ where 
= . - - -Y - -m,  ' 
(X'-p)} 
if * # raN, 
i f ,  = raN, 
and 
3`,  = 
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Note 
I 
X~-p~ { (~- -~) '  i fX~-p iseven ,  
5. Find C(L(X/2) + 7j) -- (EN=I t3~C(B~))K. 
N-1  
6. Find C(X) = 2C(L(X/2) + 7J) - 2 Y'~,=I (w,',l)/rn, + ~N.~I w,((X,)2 @p). 
N-1  7. Find X = MNC(X) + Y~,=I wzX~M~N, where M~N = M,/mN. 
In contrast with Burgess's [2] solution, the above steps look similar to the steps of Burgess's 
second technique. But, a major change is included in Steps 4, 5, and 6. That is, that LX/2J is 
added by a shift 7, defined by equation (4) m Step 3, and then its core value is computed. The 
amount of the shift is very important and it must be an integer factor (L) of the multiplication of
all the moduli from ml to roW-1. The value of L is determined by equation (4) and it is proven 
in part B that Steps 4, 5, and 6 are valid based on the calculated value of L. 
One important property of this technique is that no ambiguity problem arises in Step 5 and 
always the equation C([(X/2) + 7J) = (C([(X/2) + 7J)}K is valid and no comparison must be 
made to detect any ambiguity. 
2.2. Proof  
2.2.1. PROOF FOR STEP 4. 
On the following it is proven that if "y is determined by equation (4), then Step 4 of SAS 
technique is valid, 
z=l  ?'/% z=l  ?T~z 
= W z 
~=1 ?Tt, = m,  rn, 
Note in the above equation, L(X/2)+TJ = LX/2J +7 because 7 is an integer number. Therefore, 
If z ~ N: smee 7 is an integer multiplicand of m,, then % = 0 and consequently: fl, = 
{(X, - p)/2)m,. 
If z = N : 7 is not an integer multiplicand of raN, and then/3N must be calculated from (9). 
2 2.2 PROOF FOR STEP 5. 
Since 7 is an integer and from (4) and (6), 
If X = 0, then (10) would be always larger than or equal to XL. If X = M, then (10) would be 
I_M/2J + 7 and since our assumption is that the condition in (5) is valid, then LM/2J + 7 <- XH, 
therefore, always XL <_ Ix~2 + 7J <- XH From the definitions of XL and XH in (7) and (8), 
if XL <_ X < XH, then 0 <_ C (X) < K. Also, since XL <~ LX/2 "Jr" 'TJ ~ XH, then 0 _< 
C(LX/2 + 7J) < K or m other words, C(IX/2 + 7j) = (C(X/2L+"/J))K" 
2.2 .3 .  PROOF FOR STEP  6 .  
C ( X ) = ~-~ w, -~, L J = 
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E Wz - - -  ---- ,=1 L m, z=l m, 
z=l  m~ ~=1 m~ m~ 
~=I  2m, - ~ + - -  - - -  + 7* = = m,  ~=1 mz m,  mz 
N w,X  
4=1 'r/Z, 
¢=i  r/%z z=l  m, *=i  m,  ~m, 
From (11) and (12), 
(12) 
N N 
= ~ 4=1 m,  *=I  mz = mz m,  
Also it was proven in 2.2.1 that 
-V) 
if z # raN, 
if z =mg 
Since K = mN ~ WN = 0, therefore, equation (12) becomes 
N-1  N-1  N-1  N-1  
C(X)=2C +7 - Z - x , + E  w,p E 2w,7 2w4 x4 p (14) 
4=1 m4 ~=1 'rl%~ ~=1 ~'t'i ~=1 m,  
If X4 - p is even: ~, = (X, - p/2} m, = X,  - p/2. 
If X4 - p is odd: ~ = (X4 - p/2)m, = X4 + m, - p/2. 
N-1  The term }-:~,=1 2w, /m, (X ,  -p /2 )m,  in (14) can be calculated as follows. 
The sets $1 and $2 are defined as 
$1 = {~l (X4-p)  is even, 1 < i < N-  1}, 
S2 - -{ i  t (X , -p )  isodd, l<z<N-1} .  
Then, 
N l_ x + 2w,(x , / 
E 
2w, 
*=1 m, \ 2 /m,  ,eS1 m, m. ~82 m'---( . - - - '~- - .~ .  
*ES1 mz m,  2 
w~ (X~+m,  x l -p )  
?'1% z
4ES1 ~6S2 
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*ESI 
( ) +K ~ x~ + ~<x~h ep)'-p . 
~W2 TR~ 
The last terms in the above equation are valid because 
I, when X~-p  is odd @ E SI), 
( (X ' )2@P) :  O, whenX~-p iseven (~ES2),  
then the last two summations can be combined as follows, 
~6S1uS2 
N-1  
: ~ ~(x~+~(<x~>~ep)-p). 
~= i 
By substituting 
with 
E 2w~ X~ -p  
N-1  
~ (x~ +.~( (xd~ ep) - ; )  
m~ 
in (14), it will result in 
N-1  N-1  
c (x )= 2c + ~ - Z - -x~ + 
+ E m~ 
N-1  
- E 2w~' 
N-1  N-1  
m~ 
7,=1 ~,=1 
After simplification, 
N-1  N-1  
1=1 z=l  
For a given moduli set, only some weight sets can be selected to satisfy inequality (5). For 
example, consider the moduli set (3,5,7,13) and the weight set (2, 1,-6,0).  This weight set 
satisfies the condition, C(M) = K = raN, as required by Burgess's techniques [2]. We have 
developed a program in MATLAB to find XL, XH, L, and 3' for a given weight set and moduli set, 
and we came up with the values 120, 824, 2, and 210, respectively. These vMues do not satisfy 
inequality (5), thus, the weight set (2,1, -6,  0) cannot be used in SAS method for the moduli set 
(3,5,7,13). If we change the weight set to (-1, 1, 1,0) with the same moduli set (3,5,7,13), the 
values for XL, XH, L, and 7 would be 70, 1294, 1, and 105, respectively. These values satisfy 
inequality (5) and consequently, the SAS technique can be used. In Section 3, we have proposed 
a new algorithm, called WSA, that provides us with the optimal weight set given a moduli set. 
The weight set (-1,  1, 1,0) is found by using WSA. In the following, a quick sufficient condition is 
presented to cheek the validity of inequality (5) for a given moduli set and a selected weight set. 
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2.3. A Simple Test For Checking Whether  A Weight Set Satisfies the SAS Condit ions 
THEOREM 1. The following inequality isa sut~cient condition to check whether aspecific weight 
set can be used with a given moduh set or not, 
< 1 - - 1. (15) 
PROOF. Let's define the limit of the worst mlmmum of C(X) as  CL(X ) and the limit of the 
worst maximum of C(X) as CH(X), therefore, 
N 
CL (X) = E w, X E w~, (16) 
m~ 
~=i w~6Wpos 
N 
CH(X) = ~--}w~ x E w,, (17) 
m~ 
~=1 %V~ EWNEG 
where Wpos = {w~ I w~ E weight set, w~ > 0} and WNEa = {we I w, 6 weight set, w~ < 0}. By a 
minor modification in the defimtions of XL and XH, XLW, and Xgw can be defined as follows, 
XLW = MIN {X [ CL (X) >_ 0}, 
XHW = MAX {X I CH (X) < (K - 1)}. 
(18) 
(19) 
XLW and XHW can  be considered as extreme worst values of Z L and X H. By comparing 
between the definitions of XL from (7) and XLW from (18), it can be concluded that always 
XL <_ XLW. Also, by comparing XH from (8) and XHW from (19), it can be concluded that 
always XH k XHW. Since CL(X) and CH(X) are linear, therefore, XLW and XHW can be 
calculated as follows, 
N ~ w~ 
-- w~ 6Wpos  CLtXLw)=0  X w w,=o xLw (20) 
w, eWpos E w, /mz 
N XH W 
~=i 77%~ %~ ~WNEG 
K- I+ E 
~,eWNEG~, (21) 
N 
E w, /m,  
Now, instead of XLand XH, we use their worst values XLW from (20) and XHW from (21) 
and substitute them in (5) as follows, 
+ S <-- XHW ====> -]- LMN <_ XHW ==~ -~-/-~-N / MN <_ XHW ===> • 
Since WN = 0, then  EN=~ 1 w~/rytz =EN=~ 1 wz/m I × M/M= I /M )-~,=ln-1 W, ( M/m~) = mN /M = 
1/MN, therefore, 
+ ~ w~ MN <_ (1~My) 
w~ EWpos 
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<_MN(K-I+ ~-~ w, -y~ w 0 
W~ CWNEG w~CWpos 
::~ <__ - -  m N - -  1 - -  Iw ,  
mN ~=1 
N N 
X ---~ -- m N Jr" 1 < -- ~ IWd =~ ~ Iw, I 
( 1 [_~.J) <_raN 1- -~ -1 .  
The inequality (15) is a sufficient condition to satisfy SAS requirements but not a necessary 
condition. In other words, if the inequality (15) is valid, therefore, SAS technique can be used but 
if it is not valid, no conclusion can be made at this point and the only way to determine whether 
SAS technique can be used or not, is to examine the validity of the inequality (5). As an example 
4 for the moduli set (3, 5, 7, 13) and the weight set (-1, 1, 1, 0), the left side of (15) is Y~=I ]wd = 
1 + 1 + 1 + 0 = 3 and its right side is m4 (1 - 1/M [M/2J) - 1 = 13(1 - 1/1365 [1365/2j) - 1 = 5.50, 
therefore, (15) is valid meaning that SAS technique can be used for the given moduli and weight 
sets. But, for the weight set (2, 1, -6, 0) and the same moduli set (3, 5, 7, 13), the left side of (15) 
4 is ~,=1 Iwd = 2 + 1 + 6 + 0 = 9 and larger than its right side, 5.50, therefore, (15) is not valid. At 
this point no conclusion can be made about whether SAS technique can be used by the weight 
set (2, 1, -6, 0) or not and the validity of inequality (5) must be evaluated by using a program. 
The same example was described in Section 2.2 and we concluded that inequality (5) is not valid 
for the given weight set (2, 1, -6, 0) and moduli set (3, 5, 7, 13), therefore, SAS cannot be used in 
this situation. If an appropriate weight set is found for a moduli set, then SAS technique can be 
used. The following example is using the moduli set (3, 5, 7, 13) and the weight set (-1, 1, 1,0). 
Example: Suppose the moduli set is (3, 5, 7, 13) and the weight set is (-1, 1, 1, 0), find the 
decimal value of the RNS number X = (0, 2, 4, 10), X is even. 
The result of each step of SAS technique are shown as follows. 
Step 1. From the design, (ml, m2, m3, m4) = (3, 5, 7, 13), therefore, K = 13. 
Step 2. p = 0 is given because X is an even number. 
Step 3. From the design, 7 -- 105. 
Step 4. (/~1, ~2,/ga, ~4) = (0, 1, 2, 6). 
Step 5. From the design, (C(B1), C(B2), C(B3), C(B4)) = (9, 5, 11, 1), therefore, 
C ( [X  +71)= <0 x 9+ Ix  5+2 x 11H-6 x 1)za =7" 
Note all C(B,) are calculated as follows, 
M 
M, = - - ,  then 
1365 1365 
M2 = - -  = 273,  M3 = 
5 7 
Therefore, M~ -1 = 2, M~ -1 = 2, M~ -1 = 6,/1//4 1 = 1, 
B, = M, <MU1)m , then B1 = 910, B2 = 546, 
1365 
M1 =- -=455,  
3 
1365 
= 195,  M4=- -  
13 
= 105. 
B3 = 1170, 
N 
then c  1)=9 
C (B2) = 5, C (B3) = 11, C (B4) = 1. 
Step 6. C(X) =2×7-2x  105× ( -1 /3+1/5÷1/7)+(0+0+0)  = 12. 
Step 7. X=105x12+( -1x0x35+lx2×21+1×4x15)=1362.  
B4 = 105, 
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3. WEIGHT SELECT ION ALGORITHM (WSA)  
As explained in Section 2, it is necessary to ensure that the given moduli and weight sets satisfy 
the inequality (5). One better approach is to find the optimum weight set for a given moduli set. 
Determination of the weight set, given the moduh set, would be based on the following criteria. 
The moduli and weight sets must satisfy SAS requirements, also K = raN, also the weights must 
be as small as possible (large weights cause hardware complexity) and finally also the weight set 
must be selected such that XL --+ 0 and XH ---+ (M- l )  (XL >_ O, XH < M). Based on the 
above criteria, a new algorithm was developed. This algorithm is called WSA (weight selection 
algorithm). The algorithm is described as follows, 
1. The moduli set (ml ,m2, . . .  ,raN) is given. 
N 
2. Calculate M = 1-I rn~, M~ = M/rn~ and M~ ~ (the inverse of M~ modred). 
~1 
3. Find the basic weights (bw) : bw, = (M(-1K}m,, 0 <_ bw, < rn~. 
4. Find the number of bits reqmred to represent M :nb = [log 2 M] 
5. Find MaxTerm = 2 nb. 
6. Find maximum allowed value for each weight (aw) • aw, = [MaxTerm/(rn, - 1)M, NJ in 
which M,N = M/m,mN. 
7. Find the set of all possible weights (pws) for each modulus, 
pws ,= {pw, Ipw~ =bw,:t:qm,, O<_q<_ l(aW*-m~bW')j}, 
8. Find all acceptable weight combinations (awc), 
N--1 pw,M } 
awc = ,PwN-1)IP , e pws , ,  mx = 
~=1 [" m~ J 
9. Find the vector length of each acceptable weight combination (awcv), 
awcv  : {(Vl,2, ,N -  I , pw l  , pw2,  • • ,pWN-1)  IVl,2, ,N -1  
= p p,(pwl,p 2, e awc  . 
~1 
10. Browse awcv in an ascending order w.r.t Vl,2, ,N-1 and find the first weight set (the 
weight set with the smallest vector length) which satisfies the scale and shift requirement, 
[ opt opt opt \ optimum weight set = ~w I , w 2 , . . . , WN_l) 
where 
and 
and 
and 
v°P t 
1,2, 
opt opt opt xI 
,N_ I~Wl  ,W 2 , . . . ,WN_ I )  C awcv ,  
XL = MAX{X I CK(X) < 0} + 1 
XH = MIN{X I CK(K) > I f - -  1} - 1, 
K =mN. 
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PROOF. Steps 1, 2, and 3 are to determine the basra weights, a basic weight is a weight hat is 
larger or equal zero and less than its corresponding modulus. All the basic weights are positive. 
As we know, X can be calculated by Step 7 of the SAS technique in Section 2. Since 0 < X < M, 
Step 4 determines the maximum number of bits required to represent X in binary format shown 
as nb. Therefore, each term w~X~M~N must be less than 2 nb, Step 5 finds MaxTerm = 2 nb that is 
the maximum possible value for each term w,X,M,N. The maximum value for X, is (m, - 1) thus, 
w,(m, - 1)M~N must be less than MaxTerm = 2 nb. Step 6 finds the maximum allowed value for 
each w, as shown by aw, = [MaxTerm/(m, - 1)M~NJ. Mod operation is a repetitive function, in 
other words, if bw, is the result of a rood re,operation, pw, = bw, + qm, or pw, = bw, - qm, will 
also be other possible results for the same rood m, operation, q is an integer and must be selected, 
such that the absolute value of pw, should not be more than aw,, the maximum allowed value 
for each w,. In Step 7, 0 < q < L(aw~ - bw~)/m,J guarantees Ipw,] < aw~. In Step 8, all possible 
combinations of pw, that satisfy mlv= ~N__~I [pw,M/m~J are found, ~-]N___~I Yw~M/m,Jis the 
value of the core function at M with each acceptable weight set as (pwl,pw2,... ,pwg-1), pw~ 
can be selected from the set of possible weight values for each modulus found in Step 7. In Step 9, 
the length of each vector (pwl,pw2,... ,pwN-1) is found, 
U1,2, ,N -1  = pw~. 
The goal is to sort all combinations (pwt,pw2,... ,pwg-1) in an ascending order with respect o 
their vector lengths. Any combination of (pwl, pw2,. . . ,  gwg-1) with the smallest vector length 
that satisfies the scale and shift technique conditions hould be selected as the optimum weight 
set. Step 10 finds the optimum weight set. 
EXAMPLE. As an example, consider the moduli set (3,5,7,13), we want to find the optimum 
weight set that can be used in SAS techmque. We have developed a program in MATLAB that 
provides us with the results for each step of the algorithm. For the gaven moduh set, the optimum 
weight set is (-1, 1, 1, 0), computed by our MATLAB program. The result of each step is as follows. 
Step 1. (ml, m2, m3, m4) -- (3, 5, 7, 13). 
Step 2. M= 1365, (M1, M2, M3, M4)= (455,273,195,105), (M~ -1, M21, M~ -1 , M41) = (2, 2, 6, 1). 
Step 3. (bwl, bw2, bw3, bw4) = (2, 1, 1, 0). 
Step 4. nb= 10. 
Step 5. Max_Term =- 1024. 
Step 6. awl = 14, aw2 = 12, aw3 = 11. 
Step 7. pws 1 = {2, 5,-1, 8,-4, 11,-7, 14,-10}, pws 2 = {1, 6,-4, 11,-9}, pws 3 = {1, 8,-6}. 
Step 8. awe = {(2, 1, -6), (2,-4, 1), (2, -9, 8), (5,-4, -6), (5, -9, 1), (-1, 1,1), (-1,6, -6), 
(-1, -4, 8), (8, -9, -6), (-4,1,8), (-4, 6,1), (-4,11, -6), (-7, 6, 8), (-7,11,1), (-10, ll, 8)}. 
Step 9. awcv = {(41, 2, 1, -6), (21, 2, -4, 1), (149, 2, -9, 8), (77, 5, -4, -6), (107, 5, -9, 1), 
(3, -1, 1, 1), (73, -1, 6, -6), (81, -1, -4, 8), (181,8, -9, -6), (81, -4, 1, 8), (53, -4, 6, 1), 
(173, -4, 11, -6), (149, --7, 6, 8), (171, -7, 11, 1), (285, -10, 1, 8)}. 
[ opt opt opt opt~ = (3,--1, 1, 1) , opt opt Step 10. ~Vl,2,3, W 1 , 7J3 2 ,'t0 3 ) ~ ~W 1 , W 2 , ?Jg~ pt)  ~--- ( - -1 ,  1, 1). 
4. FLAT  VS .  H IERARCHICAL  
STRUCTURE IMPLEMENTATIONS 
Step 5 of SAS  technique can be imp lemented  either as a hierarchical or a fiat structure as 
shown in Figure i. The  fiat structure requires only one adder  but  the hierarchical structure 
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needs at least N - 1 adders, where N is the number of moduli. Thus, the implementation f the 
fiat structure requires less chip area than the hierarchical structure. The maximum delay for the 
hierarchical structure is O([N/2]) and for the flat structure is O(N) ,  therefore, the fiat structure 
must utilize a fast mod adder to compete with the hierarchical structure speed wise. Bayoumi 
and Jullien [8], Dugdale [9], and Hiasat [10] proposed modular adders that can be used for the 
flat structure of SAS technique. The basic of the proposed adders [8-10] is as follows. 
Suppose two numbers Nland N2are given, such that N1 < K and N2 < K. The goal is to 
calculate (N1 + N2)K. Suppose b = rLog2K], C = 2 b, and R = C-  K, then a fast mod K adder 
can be built based on the following algorithm: if no carry out is generated from N1 +N2 +R,  then 
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( N1 ÷ N2 )K = N1 + N2 and if a carry out is generated from N1 + N2 + R, then ( N1 + N2 ) = 
lowest b bits of N1 + N2 + R. 
The number of cells of each ROM block depicted in Figure 1 is 2m,, for instance the ROM 
block form~ = 3 has six cells indexed by X1 and p as shown in Figure 2. The largest ROM size 
N is 2mN cells and the total number of ROM cells is 2 ~,=1 m~. 
In SAS technique, the parity of the RNS number must be known. It can be achieved by tracing 
the parity of the result of each RNS operatmn. In other words, it is required to implement another 
architecture, called parity tracer, in parallel with the main architecture. The main architecture 
is for all the fundamental operations uch as addition, subtraction, etc., and the parity tracer, 
which has a simple architecture, finds the parity of the resulting RNS number of any operation. 
In conversion of a RNS number to binary, a disadvantage of the new CRT II in comparison 
with core function is that the new CRT II can only be implemented by a hierarchical structure 
because it requires mod operations of different sizes. For example for the moduli set (3, 5, 7, 13), 
new CRT II reqmres mod operations in mod 3, mod 7, and mod 15. These mod operations cannot 
be replaced by either the biggest modulus in the moduli set, 13 for this example, or the biggest 
required mod operation m the algorithm of the new CRT II, 15 for this example. Therefore, we 
cannot use a fiat hierarchy similar to core function as described in the above. In this example, 
the core function requires only mod operation 13. 
5. CONCLUSION 
In this study, Akushkii's core function and the ambiguity associated with it were explained. 
Burgess's olution fixes the ambiguity problem but it does not eliminate it completely. We have 
proposed two new items as follows, a new technique, SAS (scale and shift), to eliminate the 
ambiguity problem completely. A new algorithm, WSA (weight selection algorithm), to find the 
optimum weight set that satisfies the SAS requirements. Also, we have described the advantage 
of flat structure implementation to hierarchicM structure implementation. 
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