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TOPOLOGICAL INVARIANTS OF PLANE CURVE SINGULARITIES:
POLAR QUOTIENTS AND  LOJASIEWICZ GRADIENT EXPONENTS
HONG-DUC NGUYEN†, TIEˆ´N-SO
.
N PHA. M
‡, AND PHI-DU˜NG HOA`NG§
Abstract. In this paper, we study polar quotients and  Lojasiewicz exponents of plane
curve singularities, which are not necessarily reduced. We first show that the polar quotients
is a topological invariant. We next prove that the  Lojasiewicz gradient exponent can be
computed in terms of the polar quotients, and so it is also a topological invariant. As an
application, we give effective estimates of the  Lojasiewicz exponents in the gradient and
classical inequalities of polynomials in two (real or complex) variables.
1. Introduction
The polar quotients (called also polar invariants) of isolated hypersurface singularities
were introduced by Teissier in the seventies of the last century to study equisingularity
problems ([23, 24, 25]). They are, by definition, the quotients of the contact orders between
a hypersurface and the branches of its generic polar curve. It is proved that the set of polar
quotients is an analytic invariance, and in the case of reduced plane curve singularities, it
is a topological invariant (see [25]). The Milnor number, the  Lojasiewicz gradient exponent
and other numerical invariants can be computed in terms of the polar quotients. Teissier’s
polar quotients can be easily adapted to non-isolated hypersurface singularities. However, it
seems to be more difficult to obtain similar results in the general case.
One of our main results is to show that, in the case of (not necessarily reduced) plane
curve singularities, the polar quotients and the  Lojasiewicz gradient exponent are topological
invariants. More precisely, we will show in Section 3 that the set of polar quotients of a plane
curve singularity can be interpreted in terms of approximations of its Newton–Puiseux roots
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(Theorem 3.1). Then, using a recent result due to Parusin´ski [20], we obtain the topological
invariance of the set of polar quotients (Theorem 3.4).
Let f ∈ K{z1, . . . , zn} with K = C or R be a hypersurface singularity. Taking its value in a
small neighbourhood, f can be identified with an analytic function germ f : (Kn, 0)→ (K, 0).
It is well-known (see [16, 18]) that there exist positive numbers c, ℓ and ǫ such that the
following  Lojasiewicz gradient inequality holds
‖∇f(z)‖ ≥ c |f(z)|ℓ for all ‖z‖ < ǫ.
The minimum of such exponent ℓ is called the  Lojasiewicz gradient exponent of f (at the
origin) and is denoted by L (f). The number L (f) is rational belonging to the interval [0, 1)
and above inequality holds with any exponent ℓ ≥ L (f) for some positive constants c, ǫ.
It will be shown in Section 4 that, if n = 2, i.e. f is a plane curve singularity, then the
 Lojasiewicz gradient exponent L (f) is attained along the polar curve of f and so it can
be computed in terms of the polar quotients of f (Theorems 4.1, 4.5, and Corollary 4.3).
In particular, the  Lojasiewicz gradient exponent of complex plane curve singularities is a
topological invariant (Corollary 4.4).
As an application, we give effective estimates for the  Lojasiewicz exponents in the gradient
and classical inequalities of polynomials. Namely, if f is a (real or complex) polynomial in
two variables of degree d, then (Theorem 4.9)
L (f) ≤ 1− 1
(d− 1)2 + 1 .
From this we derive the following effective version of the classical  Lojasiewicz inequality
|f(z)| ≥ c dist(z, f−1(0))(d−1)2+1 for all ‖z‖ < ǫ,
where dist(z, f−1(0)) denotes the distance from z to the set f−1(0) (Theorem 4.10). We refer
the reader to the papers [4, 6, 10, 11, 21] for recent results concerning the estimation of the
 Lojasiewicz exponents for (real) polynomials in higher dimensions.
Our proofs are based on the notion of Newton polygon relative to an arc, which will be
recalled in Section 2.
2. The Newton polygon relative to an arc
The technique of Newton polygons plays an important role in this paper. It is well-
known that Newton transformations which arise in a natural way when applying the Newton
algorithm provide a useful tool for calculating invariants of singularities. For a complete
treatment we refer to [2, 3, 26, 27]. In this section we recall the notion of Newton polygon
relative to an arc due to Kuo and Parusin´ski [14] (see also, [7] and [8]).
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Let f : (K2, 0)→ (K, 0) denote an analytic function germ with Taylor expansion:
f(x, y) = fm(x, y) + fm+1(x, y) + · · · ,
where fk is a homogeneous polynomial of degree k, and fm 6≡ 0. We will assume that f is
mini-regular in x of order m in the sense that fm(1, 0) 6= 0. (This can be achieved by a linear
transformation x′ = x, y′ = y + cx, c a generic constant). Let φ be an analytic arc in K2,
which is not tangent to the x-axis. Then it can be parametrized by
x = c1t
n1 + c2t
n2 + · · · ∈ K{t} and y = tN
and therefore can be identified with a Puiseux series
x = φ(y) = c1y
n1/N + c2y
n2/N + · · · ∈ K{y1/N}
with N ≤ n1 < n2 < · · · being positive integers. Let us apply the change of variables
X := x− φ(y) and Y := y to f(x, y), yielding
F (X, Y ) := f(X + φ(Y ), Y ) :=
∑
cijX
iY j/N .
For each cij 6= 0, let us plot a dot at (i, j/N), called a Newton dot. The set of Newton dots
is called the Newton diagram. They generate a convex hull, whose boundary is called the
Newton polygon of f relative to φ, to be denoted by P(f, φ). Note that this is the Newton
polygon of F in the usual sense. If φ is a Newton-Puiseux root of f = 0 (i.e. f(φ(y), y) = 0),
then there are no Newton dots on X = 0, and vice versa. Assume that φ is not a Newton-
Puiseux root of f , then the exponents of the series f(φ(y), y) = F (0, Y ) correspond to the
Newton dots on the line X = 0. In particular, ordf(φ(y), y) = h0, where (0, h0) is the lowest
Newton dot on X = 0. The Newton edges Es and their associated Newton angles θs are
defined in an obvious way as illustrated in the following example.
Example 2.1. Take f(x, y) := x3 − y4 + y5 and φ : x = y4/3. We have
F (X, Y ) := f(X + φ(Y ), Y ) = X3 + 3X2Y 4/3 + 3XY 8/3 + Y 5.
By definition, the Newton polygon of f relative to φ has two compact edges E1, E2 with
tan θ1 = 4/3, tan θ2 = 7/3 (see Figure 1).
Take any edge Es. The associated polynomial Es(z) is defined to be Es(z) := Es(z, 1),
where
Es(X, Y ) :=
∑
(i,j/N)∈Es
cijX
iY j/N .
The highest Newton edge, denoted by EH , is the compact edge of the polygon P(f, φ) with
a vertex being the lowest Newton dot on X = 0. For instance, in the above example, E2 is
the highest Newton edge.
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Figure 1.
Next, we recall the notion of sliding (see [14]). Suppose that φ is not a root of f = 0.
Consider the Newton polygon P(f, φ). Take any nonzero root c of EH(z) = 0, the polynomial
equation associated to the highest Newton edge EH . We call
φ1(y) : x = φ(y) + cy
tan θH
a sliding of φ along f, where θH is the angle associated to EH . A recursive sliding φ→ φ1 →
φ2 → · · · produces a limit, φ∞, which is a root of f = 0. The φ∞ will be called a final result
of sliding φ along f . Note that, the φ∞ has the form
φ∞ : x = φ(y) + cy
tan θH + higher order terms,
due to the following lemma.
Lemma 2.2. Let φ be a Puiseux series, which is not root of f = 0 and let θH and EH be the
angle and polynomial associated to the highest Newton edge EH . Consider a series
ψ : x = φ(y) + cyρ + higher order terms,
where c ∈ K and ρ ∈ Q, ρ > 0. Then the following statements hold:
(i) If either tan θH < ρ or tan θH = ρ and EH(c) 6= 0 then P(f, φ) = P(f, ψ), and
therefore ordf(φ(y), y) = ordf(ψ(y), y).
(ii) If tan θH = ρ and EH(c) = 0 then ordf(φ(y), y) < ordf(ψ(y), y).
Proof. This is well-known as the Newton-Puiseux algorithm of finding a Newton–Puiseux
root of f = 0 (cf. [2, 3, 26]). For a detailed proof, we refer to [7]. In fact, the special case
where ψ : x = φ(y) + cytan θH was proved in [7, Lemma 2.1]. The lemma is then deduced by
applying the special case (infinitely) many times. 
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3. Polar quotients
Let f : (C2, 0) → (C, 0) be an analytic function germ which is mini-regular in x. After
Teissier [25], we define the set of polar quotients
Q(f) := {ordf(γ(y), y) | γ ∈ Γ(f)}.
In this section we will show that the set of polar quotients is a topological invariant. We first
give a formula interpreting polar quotients in terms of approximations of Newton–Puiseux
roots of f . Let γ(y) :=
∑
i aiy
αi be a Puiseux series. For each positive real number ρ,
the series
∑
αi<ρ
aiy
αi + gyρ, where g is a generic constant, is called the ρ-approximation
of γ(y). For two distinct Puiseux series γ1(y) and γ2(y), the approximation of γ1(y) and
γ2(y) is defined to be the ρ-approximation series of γ1(y) (and hence of γ2(y)), where ρ :=
ord (γ1(y)− γ2(y)) is the contact order of γ1(y) and γ2(y).
Theorem 3.1. Let f : (C2, 0) → (C, 0) be an analytic function germ which is mini-regular
in x of order m and let ξ1, . . . , ξr (r ≥ 2) be its distinct Newton–Puiseux roots. Then
Q(f) = {ord f(ξi,j(y), y) | 1 ≤ i < j ≤ r} ,
where ξi,j denotes the approximation of ξi and ξj.
Proof. Take any γ ∈ Γ(f) and consider the Newton polygon P(f, γ) of f relative to γ. Note
that (m, 0) is a vertex of the Newton polygon and there is a dot on the line X = 0 but there
are not dots on the line X = 1. Let EH and EH be the highest edge and the corresponding
associated polynomial. We have
deg EH ≥ 2, EH(0) 6= 0, and d
dz
EH(0) = 0.
It implies that the equation EH(z) = 0 has at least two non-zero distinct roots, say c1, c2.
Let γi,∞, i = 1, 2 be a final result of sliding of the arc y 7→ γ(y) + ciytan θH along f, where θH
is the angle corresponding to the highest edge EH . We have ord(γ1,∞(y)− γ2,∞(y)) = tan θH
and
f(γi,∞(y), y) ≡ 0 for i = 1, 2.
Let γ1,2 be the approximation of γ1,∞ and γ2,∞. It follows from Lemma 2.2 that ordf(γ(y), y) =
ordf(γ1,2(y), y), and hence
Q(f) ⊂ {ordf(ξi,j(y), y) | 1 ≤ i < j ≤ r} .
To show the inverse inclusion, we take any pair of distinct roots ξ1, ξ2 of f and let ξ1,2 be
the approximation of ξ1 and ξ2. Then we may write
ξ1,2(y) = ξ1(y) + gy
ρ + higher order terms
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where g is generic, and ρ denotes the contact order of ξ1 and ξ2. Write
f(X + ξ1(Y ), Y ) =
∑
cijX
iY j/N .
Let ∆ be the (non empty) set of Newton dots in the Newton polygon P(f, ξ1) of f relative
to ξ1, where the linear function (i, j) 7→ ρi+ j/N defined on P(f, ξ1) takes its minimal value,
say h0. We denote by (i1, j1/N) the lowest point of ∆, i.e. the point in ∆ with maximal i1.
Since ξ1 is a root of f = 0, there are no dots on the line X = 0, and so i1 ≥ 1.
Let us denote φ(y) := ξ1(y) + gy
ρ and
F (X, Y ) := f(X + φ(Y ), Y ) =
∑
cij(X + gY
ρ)iY j/N =
∑
aijX
iY j/N .
Note that, all the Newton dots of the Newton polygon P(f, φ) of f relative to φ must have
the form (k, ρ(i−k)+j/N) with cij 6= 0 and k = 0, 1, . . . , i, and (i1, j1/N) is a Newton dot of
P(f, φ) because ai1j1 = ci1j1 6= 0. Since g is generic, the point (0, h0) is also a Newton dot of
P(f, φ) (in fact, we take g satisfying
∑
(i,j/N)∈∆ cijg
i 6= 0). Furthermore, all the Newton dots
of P(f, φ) lie on or above the line containing the two dots (0, h0) and (i1, j1/N). This shows
that the edge EH connecting (0, h0) and (i1, j1/N) is the highest Newton edge of P(f, φ). Let
θH and EH(z) be the angle and polynomial associated with the highest Newton edge EH . We
have (see Figure 2)
tan θH =
h0 − j1/N
i1
=
ρi1
i1
= ρ,
EH(z) =
∑
(i,j/N)∈EH
aijz
i =
∑
(i,j/N)∈∆
cij(z + g)
i.
By the definition of φ, we may write
ξ1(y) = φ(y) + a1y
ρ + higher order terms,
ξ2(y) = φ(y) + a2y
ρ + higher order terms
with a1 6= a2. It follows from Lemma 2.2 that a1 and a2 are roots of the polynomial EH(z).
In particular, we have deg EH(z) ≥ 2.
Consider the Newton diagram of ∂f
∂x
relative to φ which can be easily found from P(f, φ).
Namely, move every Newton dot (i, j/N) of P(f, φ) to (i − 1, j/N), if i ≥ 1, and delete all
Newton dots (0, j/N). This is simply because ∂
∂X
(X iY j/N) = iX i−1Y j/N . Since g is generic,
d
dz
EH(g) 6= 0 and so, in the Newton diagram of f to φ there exists a Newton dot on the line
X = 1. Therefore the highest Newton edge of the Newton polygon P(∂f
∂x
, φ) has the vertices at
(0, h0−tan θH) and (i1−1, j1/N). The associated polynomial equation is ddzEH(z) = 0. Since
EH(z) has two distinct roots a1, a2, it follows by simple calculation (see also the argument
in the proof of Theorem 4.1), that there exists a nonzero number c ∈ C such that
EH(c) 6= 0 and d
dz
EH(c) = 0.
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Let γ∞ be a final result of sliding of the arc φ along
∂f
∂x
. It follows from Lemma 2.2 that
ordf(γ∞(y), y) = ordf(φ(y), y).
Furthermore, since ord (ξ1,2(y)− φ(y)) > ρ = tan θH , applying again Lemma 2.2 we get
ordf(ξ1,2(y), y) = ordf(φ(y), y).
Hence the inverse inclusion holds. The theorem is proved. 
By using the same argument as in the proof of Theorem 3.1, we obtain
Corollary 3.2. Let f : (C2, 0) → (C, 0) be an analytic function germ and let ξ1, . . . , ξr
(r ≥ 2) be its distinct Newton–Puiseux roots. Then for each pair of distinct roots ξi, ξj there
exists a curve γ ∈ Γ(f) such that
ord(γ − ξk) = ord(ξi,j − ξk) for k = 1, . . . , r,
where ξi,j denotes the approximation of ξi and ξj.
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The above corollary is a sharper version of [13, Lemma 3.3]. Indeed, by letting k = i and
k = j, we get
ord(γ − ξi) = ord(γ − ξj) = ord(ξi − ξj).
Recall that, two continuous function germs f, g : (K2, 0) → (K, 0) are said to be topo-
logically right equivalent, if there exists a germ of homeomorphisms h : (K2, 0) → (K2, 0)
such that f = g ◦ h. In [13] Kuo and Lu introduced a tree model of an isolated singularity
f : (C2, 0)→ (C, 0). This model allows one to visualise the Puiseux pairs of irreducible com-
ponents of f = 0 and the contact orders between them. Kuo and Lu’s model can be easily
adapted to the nonisolated case by adding the multiplicities of components.
We need the following result due to Parusin´ski [20, Theorem 0.1 and Remark 0.4], where
the last statement follows directly from the proof therein.
Theorem 3.3. Let f, g : (C2, 0) → (C, 0) be (not necessarily reduced) analytic function
germs. Then the following are equivalent
(i) f and g are topologically right equivalent.
(ii) There is a one-to-one correspondence between the irreducible components of the zero
sets f−1(0) and g−1(0) that preserves the multiplicities of these components, their
Puiseux pairs, and the intersection multiplicities of any pairs of distinct components.
(iii) The tree models of f and of g coincide.
(iv) There is a one-to-one correspondence between the distinct Newton–Puiseux roots of
f = 0 and g = 0 that preserves the multiplicities of these roots, and the contact orders
of any pairs of distinct roots.
Theorem 3.4. The set of polar quotients of (not necessarily reduced) complex analytic func-
tion germs in two variables is a topological invariant.
Proof. Let f : (C2, 0) → (C, 0) be an analytic function germ which is mini-regular in x and
let ξ1, . . . , ξr be its distinct Newton–Puiseux roots with multiplicities m1, . . . , mr:
f(x, y) = u(x, y)
r∏
k=1
(x− ξk(y))mk ,
where u is a unit in C{x, y}. If r = 1 then the set of polar quotients of f is empty and there
is nothing to prove. So assume that r ≥ 2. Denote by ξi,j the approximation of two distinct
roots ξi and ξj . We have
ord f(ξi,j(y), y) =
r∑
k=1
mkord(ξi,j − ξk) =
r∑
k=1
mk min{ord(ξi − ξk), ord(ξj − ξk)}.
The theorem follows immediately from Theorems 3.1 and 3.3. 
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4.  Lojasiewicz exponents
Let f : (Kn, 0)→ (K, 0) be an analytic function germ. Take any analytic arc φ parametrized
by
φ(t) = (z1(t), . . . , zn(t)) ,
where each zi(t) is a convergent power series, for |t| small. If f ◦ φ 6≡ 0, then we can define
a positive rational number ℓ(φ) by
‖∇f(φ(t))‖ ≃ |f(φ(t))|ℓ(φ),
where A ≃ B means that A/B lies between two positive constants. By the Curve Selection
Lemma (see [19]), it is not hard to show that the  Lojasiewicz gradient exponent of f is given
by
L (f) = sup
φ
ℓ(φ), (1)
where the supremum is taken over all analytic curves passing through the origin, which are
not contained in the zero locus of f. As a consequence, considering a generic linear curve,
one can see that
L (f) ≥ m− 1
m
, (2)
where m := ord f stands for the multiplicity of f at the origin. Moreover, from (1) and the
inequality L (f) < 1, it is not hard to see that for any unit u in K{z1, . . . , zn},
L (u · f) = L (f). (3)
In the two next subsections we provide formulas computing the  Lojasiewicz gradient ex-
ponent of analytic function germs in two real and complex variables.
4.1.  Lojasiewicz gradient exponent of complex analytic function germs.
Let f : (C2, 0)→ (C, 0) be an analytic function germ. Assume that f is mini-regular in x
of order m := ordf . Recall that, the loci defined by ∂f
∂x
= 0 is called a polar curve. Following
[26], a Newton–Puiseux root of ∂f
∂x
= 0 is called a branch of the polar curve or simply a polar
branch. We denote by Γ(f) the set of polar branches which are not roots of f = 0.
Theorem 4.1. With the above notations, the  Lojasiewicz gradient exponent of f is given by
L (f) =


m−1
m
if Γ(f) = ∅,
max {ℓ(γ) | γ ∈ Γ(f)} otherwise.
Proof. We first consider the case Γ(f) 6= ∅. By the Weierstrass preparation theorem (see, for
instance, [2, 5]), there exist u ∈ C{x, y} and ai ∈ C{y} such that
g(x, y) := u(x, y) · f(x, y) = xm + a1(y)xm−1 + · · ·+ am(y)
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with u(0, 0) 6= 0 and ai(0) = 0. Due to the division theorem (see, for instance, [2, 5]), there
exist φ ∈ C{y}, with φ(0) = 0, and a polynomial h ∈ C{y}[x] of degree at most m− 2 such
that
mg(x, y) = (x− φ(y))∂g
∂x
(x, y) + h(x, y),
or, equivalently,
mu(x, y) · f(x, y) = (x− φ(y))
(
∂u
∂x
(x, y)f(x, y) + u(x, y)
∂f
∂x
(x, y)
)
+ h(x, y).
Since Γ(f) = ∅, it follows that all the m − 1 roots of ∂f
∂x
= 0 are also roots (counted with
multiplicity) of h = 0, and hence h ≡ 0 because deg h ≤ m−2. Then the differential equation
∂g
∂x
(x, y)
g(x, y)
=
m
x− φ(y)
implies that g has the form c(x− φ(y))m for some c 6= 0. Consequently, one has
‖∇g(x, y)‖ ≥
∣∣∣∣∂g∂x (x, y)
∣∣∣∣ = mc 1m |g(x, y)|m−1m for all (x, y) near (0, 0).
This implies that L (g) ≤ m−1
m
and that the equality because of (2). Therefore, from (3), we
get
L (f) = L (g) =
m− 1
m
.
We now consider the case Γ(f) 6= ∅. We will prove the inequality
L (f) ≤ max {ℓ(γ) | γ ∈ Γ(f)} .
By (1), this is equivalent to showing that
ℓ(φ) ≤ max {ℓ(γ) | γ ∈ Γ(f)}
for all analytic curves φ passing through the origin and not contained in the zero locus of f .
To this end, we make the following observation.
Claim 1. The inequality
ℓ(γ) ≥ m− 1
m
holds for all γ ∈ Γ(f).
Proof. Let x = γ(y) be a Newton–Puiseux root of ∂f
∂x
= 0 but not of f = 0. Since f is mini-
regular in x of order m, ∂f
∂x
is mini-regular in x of order m−1. This implies that ord γ(y) ≥ 1
and so ord f (γ(y), y) ≥ m. Note that
df(γ(y), y)
dy
=
∂f
∂y
(γ(y), y),
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and hence ord f (γ(y), y) = ord ∂f
∂y
(γ(y), y) + 1. It yields that
ℓ(γ) =
ord ∂f
∂y
(γ(y), y)
ord f (γ(y), y)
≥ 1− 1
m
.

Take any analytic arc φ which is not root of f = 0. It is easy to see that if φ is tangent
to the x-axis, then ℓ(φ) ≤ m−1
m
. We can therefore ignore these arcs. Then the arc φ may be
parametrized by a Puiseux series x = φ(y) with ordφ(y) ≥ 1.
Assume that ∂f
∂x
(φ(y), y) 6≡ 0. In the Newton polygon P(f, φ) of f relative to φ, let (0, h0)
and (1, h1) be the lowest Newton dots on X = 0 and X = 1, respectively. Then ℓ(φ) can be
computed as follows.
Claim 2. We have
ℓ(φ) = min
{h0 − 1
h0
,
h1
h0
}
.
Proof. Let
F (X, Y ) := f(X + φ(Y ), Y )
= unit · Y h0 + unit · Y h1X + terms divisible by X2.
By the Chain Rule,
∂F
∂X
=
∂f
∂x
and
∂F
∂Y
= φ′(Y )
∂f
∂x
+
∂f
∂y
.
Since ord φ(Y ) ≥ 1, it follows that∣∣∣ ∂F
∂X
∣∣∣+ ∣∣∣∂F
∂Y
∣∣∣ ≃ ∣∣∣∂f
∂x
∣∣∣ + ∣∣∣∂f
∂y
∣∣∣.
Along X = 0, we have
|F | ≃ |Y |h0,
∣∣∣ ∂F
∂X
∣∣∣ ≃ |Y |h1, ∣∣∣∂F
∂Y
∣∣∣ ≃ |Y |h0−1,
whence the result. 
Claim 3. Let γ denote a final result of sliding of φ along ∂f
∂x
. Then
ℓ(φ) ≤ ℓ(γ).
Proof. In fact, consider the Newton polygon P(f, φ). Let EH and θH be the highest edge and
the corresponding angle. Note that (0, h0) is a vertex of EH and (m, 0) is a vertex of the
polygon. There are two cases to be consider (see Figure 3).
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Case 2: (1, h1) 6∈ EH
Figure 3.
Case 1: (1, h1) ∈ EH . We have
h0 − h1
1
= tan θH ≥ 1.
Hence, h0 − 1 ≥ h1. By Claim 2, we get
ℓ(φ) = min
{h0 − 1
h0
,
h1
h0
}
=
h1
h0
≤ m− 1
m
,
where the last inequality follows from the assumption that f is mini-regular in x of order
m := ordf.
Case 2: (1, h1) 6∈ EH . In this case, θH < θH′ , where θH′ denotes the angle corresponding to
the highest edge of the Newton polygon of ∂f
∂x
relative to φ. Since γ is a final result of sliding
of φ along ∂f
∂x
, it has the form
γ(y) = φ(y) + cytan θH′ + higher order terms,
for some nonzero constant c ∈ C. Applying Lemma 2.2 one has
ordf(γ(y), y) = ordf(φ(y), y) = h0.
It hence follows from Claim 2 that
ℓ(φ) = min
{h0 − 1
h0
,
h1
h0
}
≤ h0 − 1
h0
=
ordf(γ(y), y)− 1
ordf(γ(y), y)
= ℓ(γ).
Summing up in both cases we have
ℓ(φ) ≤ max
{m− 1
m
, ℓ(γ)
}
≤ ℓ(γ),
where the second inequality follows from Claim 1. 
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Applying the above claims we obtain that
L (f) ≤ max {ℓ(γ) | γ ∈ Γ(f)} ,
and hence the equality according to (1). This completes the proof of Theorem 4.1. 
Example 4.2. Take f(x, y) = 1/6 x6 + 1/4 x4y4 − 1/5 x5y − 1/3 x3y5 ∈ C{x, y}. We have f
is mini-regular in x of order m = 6 and ∂f
∂x
= x2(x − y)(x2 + y4). By definition, then Γ(f)
consists three polar branches
γ1 : x = y, γ2 : x =
√−1y2, and γ3 : x = −
√−1y2.
A simple calculation shows that ℓ(γ1) =
5
6
and ℓ(γ2) = ℓ(γ3) =
10
11
. By Theorem 4.5,
L (f) = max
{
5
6
,
10
11
}
=
10
11
.
The following result is a direct consequence of Theorems 3.1 and 4.1. It gives us an alter-
native formula to compute the  Lojasiewicz gradient exponent of f in terms of its Newton–
Puiseux roots.
Corollary 4.3. Let f : (C2, 0)→ (C, 0) be an analytic function germ and let ξ1, . . . , ξr be its
distinct Newton–Puiseux roots. Then
L (f) =


m−1
m
if r = 1,
max
{
1− 1
ord f(ξi,j(y),y)
| 1 ≤ i < j ≤ r
}
otherwise,
where ξi,j denotes the approximation of ξi and ξj.
Corollary 4.4. The  Lojasiewicz gradient exponent of complex analytic function germs in
two variables is a topological invariant.
Proof. This follows immediately from Corollary 4.3, Theorems 3.1 and 3.4. 
4.2.  Lojasiewicz gradient exponent of real analytic function germs.
For an real analytic function germ f : (R2, 0) → (R, 0) we have the following version of
Theorem 4.1. Let x = γ(y) be a Newton–Puiseux root of ∂f
∂x
= 0 in the ring C{x, y}:
γ(y) = a1y
n1/N + a2y
n2/N + · · ·+ as−1yns−1/N + csyns/N + · · · ,
where ai ∈ R, cs is the first non-real coefficient, if there is one. Let us replace cs by a generic
real number g, and call
γR(y) := a1y
n1/N + a2y
n2/N + · · ·+ as−1yns−1/N + gyns/N ,
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a real polar branch. In case s = +∞, let γR = γ. We denote by Γ(f) the set of real polar
branches of f which are not Newton–Puiseux roots of f = 0. Let
L+(f) := max
{
m− 1
m
, ℓ(γR) | γR ∈ Γ(f)
}
.
We also put L−(f) := L+(f¯), where f¯ denotes the germ defined by f¯(x, y) := f(x,−y).
Theorem 4.5. With the above notations, the  Lojasiewicz gradient exponent of f is given by
L (f) = max {L+(f),L−(f)} .
Proof. Let φ be a real curve parametrized by either (x = x(t), y = t) or (x = x(t), y = −t),
where x(t) is an element in R{t1/N} for some positive integer number N. Also assume that
φ is not root of f = 0.
We first consider the case φ has the form (x(t), t). Let us denote by γ a final result of
sliding of φ along ∂f
∂x
and by γR its real approximation.
Claim 4. We have
ℓ(φ) ≤ max
{
m− 1
m
, ℓ(γR)
}
,
and therefore ℓ(φ) ≤ L+(f).
Proof. If φ is tangent to the x-axis, then ℓ(φ) ≤ m−1
m
, and there is nothing to prove. So
assume that the arc φ is parametrized by a Puiseux series x = φ(y) with ordφ(y) ≥ 1.
Clearly, we may assume that φ is not root of ∂f
∂x
= 0. In the Newton polygon P(f, φ) of
f relative to φ, let (0, h0) and (1, h1) be the lowest Newton dots on X = 0 and X = 1,
respectively. By the same argument as in Claim 2, the quantity ℓ(φ) can be read off from
the Newton polygon P(f, φ) as
ℓ(φ) = min
{h0 − 1
h0
,
h1
h0
}
.
We can see moreover that, if (1, h1) ∈ EH , then ℓ(φ) ≤ m−1m . It hence suffices to prove the
claim for the case that (1, h1) 6∈ EH . In this case, θH < θH′ , where θH′ denotes the angle
corresponding to the highest Newton edge of the Newton polygon of ∂f
∂x
relative to φ. Since
γ is a final result of sliding of φ along ∂f
∂x
, it has the form
γ(y) = φ(y) + cytan θH′ + higher order terms
for some non-zero number c ∈ C. By definition, the series γR also has the form
γR(y) = φ(y) + gy
tan θH′ + higher order terms
with g ∈ R being generic if c 6∈ R and g = c otherwise. Applying Lemma 2.2 for both f and
∂f
∂x
, we obtain
h0 = ordf(φ(y), y) = ordf(γR(y), y)
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and
h1 = ord
∂f
∂x
(φ(y), y) ≤ ord ∂f
∂x
(γR(y), y) =: h
′
1.
It follows that
ℓ(φ) = min
{h0 − 1
h0
,
h1
h0
}
≤ min
{h0 − 1
h0
,
h′1
h0
}
= ℓ(γR).
The claim is proved. 
We now consider the case φ has the form (x(t),−t). Then
‖∇f¯(x(t), t)‖ = ‖∇f(x(t),−t)‖ ≃ |f(x(t),−t)|ℓ(φ) = |f¯(x(t), t)|ℓ(φ).
Applying Claim 4 for f¯ we get ℓ(φ) ≤ L+(f¯) = L−(f).
Summing up in both cases we have
ℓ(φ) ≤ max {L+(f),L−(f)} .
Since φ is arbitrary, we get easily from (1) and (2) that
L (f) = max {L+(f),L−(f)} .
The proof of theorem is completed. 
Example 4.6. Let f(x, y) = x3+3xy3 ∈ R{x, y}. Then f is mini-regular in x of orderm = 3
and ∂f
∂x
= 3(x2 + y3). By definition, then Γ(f) consists one real polar branch γ : x = gy3/2
for some generic number g. A simple calculation shows that ℓ(γ) = 2
3
and that L+(f) =
2
3
.
It can be computed similarly that L−(f) =
7
9
. Hence, L (f) = 7
9
by Theorem 4.5.
Remark 4.7. It is noting that the  Lojasiewicz gradient exponent of real analytic function
germs is not topological invariant. Indeed, in some neighbourhood of the origin in R2,
consider the functions f(x, y) := x2 − y3 and g(x, y) := x2 − y5. It is obvious that they are
topologically right equivalent. On the other hand, one can easily see that L (f) = 2/3 6=
4/5 = L (g).
The following result was observed by Haraux [9, Theorem 2.1] in the real case.
Corollary 4.8. Let f : K2 → K be a homogeneous polynomial of degree d. Then
L (f) = 1− 1
d
.
Proof. We first consider the case where f is a complex homogeneous polynomial of degree d.
Since an invertible linear transformation does not change homogeneity of f, we may assume
that f is mini-regular in x.We have ∂f
∂x
is homogeneous polynomial of degree d−1. Hence, each
root x = γ(y) of ∂f
∂x
= 0 has the form x = ay for some a ∈ C. Clearly, if f(ay, y) 6≡ 0, then
f(ay, y) = byd for some b 6= 0, and so ordf(γ(y), y) = d = ordf. Therefore, by Theorems 4.1,
L (f) = 1− 1
d
.
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We now assume that f is a real homogeneous polynomial of degree d and consider its
complexification fC. By definition, we have
L (f) ≤ L (fC) = 1− 1
d
.
On the other hand, the inequality 1− 1
d
≤ L (f) holds. Therefore, L (f) = 1− 1
d
. 
4.3. Effective estimates for  Lojasiewicz exponents.
In this subsection we give bounds for  Lojasiewicz exponents of polynomial functions in
two variables. The bounds depend only on the degree of the polynomial and are simple to
state.
Theorem 4.9 (see also [4, Main Theorem]). Let f : K2 → K be a polynomial of degree d
with f(0) = 0. Then
L (f) ≤ 1− 1
(d− 1)2 + 1 .
Before proving the corollary we recall the notion of intersection multiplicity of two plane
curve germs (see, for example, [5]). Let f ∈ C{x, y} be irreducible. Then the intersection
multiplicity of any g ∈ C{x, y} with f is given by
i(f, g) := ord g(x(t), y(t)),
where t 7→ (x(t), y(t)) is a parametrization for the curve germ defined by f. Here by a
parametrization of the curve germ f = 0, we mean an analytic map germ
φ : (C, 0)→ (C2, 0), t 7→ (x(t), y(t)),
with f ◦ φ ≡ 0 and satisfying the following universal factorization property: each analytic
map germ ψ : (C, 0) → (C2, 0) with f ◦ ψ ≡ 0, there exists a unique analytic map germ
ψ′ : (C, 0) → (C, 0) such that ψ = φ ◦ ψ′. In general, let f ∈ C{x, y} a convergent power
series and let f = fα11 · · · fαrr be a factorization of f in the ring C{x, y} with fi being
irreducible and pairwise co-prime. Then the intersection multiplicity of g with f is defined
to be the sum
i(fα11 · · · fαrr , g) := α1i(f1, g) + · · ·+ αri(fr, g).
Proof of Theorem 4.9. By definition, if f is a real polynomial, then L (f) ≤ L (fC), where
fC is the complexification of f. Hence, it suffices to consider the complex case.
Without loss of generality we may assume that f is mini-regular in x of order m ≤ d. It
follows from Theorem 4.1 that, if Γ(f) = ∅ then
L (f) = 1− 1
m
≤ 1− 1
(d− 1)2 + 1 .
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We now assume that Γ(f) 6= ∅. Take a polar branch γ in Γ(f), along which the  Lojasiewicz
gradient exponent is attained:
L (f) = ℓ(γ) = 1− 1
ord f(γ(y), y)
.
Let g be the irreducible factor of ∂f
∂x
in C{x, y} having γ as a Newton–Puiseux root. Then
t 7→ (γ(tN), tN) is a parametrization of the curve germ g = 0, where N denotes the order of
g. Note that i(∂f
∂y
, g) is finite because f ◦ γ 6≡ 0. We have
i
(
∂f
∂y
, g
)
= ord
∂f
∂y
(γ(tN ), tN) = N · ord ∂f
∂y
(γ(y), y)
≥ ord ∂f
∂y
(γ(y), y) = ord f(γ(y), y)− 1.
Let h ∈ C[x, y] be the irreducible component of the polynomial ∂f
∂x
which is, in C{x, y},
divisible by g. Note that h does not divide ∂f
∂y
, since i(∂f
∂y
, g) is finite. It follows from Bezout’s
theorem ([2], p.232) that
i
(
∂f
∂y
, h
)
≤ (d− 1) · deg h ≤ (d− 1)2.
Since i(∂f
∂y
, g) ≤ i(∂f
∂y
, h), therefore
L (f) = 1− 1
ord f(γ(y), y)
≤ 1− 1
i(∂f
∂y
, g) + 1
≤ 1− 1
i(∂f
∂y
, h) + 1
≤ 1− 1
(d− 1)2 + 1 .
The corollary is proved. 
Let f : K2 → K be a polynomial function of degree d with f(0) = 0. Set
L˜ (f) := inf{ℓ | ∃c > 0, ∃ǫ > 0, |f(x, y)| ≥ c dist((x, y), f−1(0))ℓ, ∀‖(x, y)‖ < ǫ},
where dist((x, y), f−1(0)) denotes the distance from (x, y) to the set f−1(0) (see [17, 18]). It
is well-known (see [1, 12]) that the  Lojasiewicz exponent L˜ (f) is a rational number and it
is attained along an analytic curve.
In case K = C, Risler and Trotman showed in [22, Theorem 1] that
L˜ (f) = ord f ≤ d.
In case K = R, a formula for computing L˜ (f) was given by Kuo in [12]. Furthermore, we
have the following result (see also [4, 6, 10, 11, 15, 21]).
Theorem 4.10. Let f : R2 → R be a real polynomial of degree d with f(0) = 0. Then
L˜ (f) ≤ 1
1−L (f) .
In particular, we have
L˜ (f) ≤ (d− 1)2 + 1.
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Proof. The first inequality is an immediate consequence of the proof of Theorem 2.2 in [21]
(see also [15]). The second one can be deduced from Theorem 4.9. 
Remark 4.11. In view of [11, Example 1] (see also [6, 10]), the estimate L˜ (f) ≤ (d−1)2+1
is close to being optimal.
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