Energetics and damping of basin-scale internal waves and subsequent near-bottom transport processes in Lake Kinneret were investigated using the modal analysis in a layer-stratified irregular basin. The theory was extended to include small linear damping, and energy budgets and damping rates of five dominant internal waves were extracted by fitting numerically calculated internal waves to isotherm displacements measured by six thermistor chains distributed throughout the lake. Energy contained in the dominant internal waves (,3 GJ) resulted from a balance between energy input from diurnal winds and dissipation within a day, both of which were estimated to be 3,4 GJ d 21 . Damping was caused primarily by bottom friction, and the damping rates (e-folding time) varied from 1 to 3 d, depending on the velocity structure. Currents induced by the internal waves caused considerable spatial variability of the bottom shear stress and near-bottom transport processes, such as entrainment rate at the top of the benthic boundary layer and mass transfer at the sediment-water interface.
The primary sources of energy in a lake are the solar radiation and the rate of wind working on the surface. Solar radiation sets up the stratification due to surface heating; it may also create weak currents through differential cooling and heating (Monismith et al. 1990; Okely and Imberger 2007) . On the other hand, winds excite a variety of motions ranging from energetic basin-scale internal waves to small-scale turbulent motions (Imberger 1998) , all of which support transport of materials. In the water column, part of the turbulent kinetic energy (TKE) is converted to potential energy through diapycnal mixing, whereas energy dissipation near the bottom causes resuspension of particulate materials (Gloor et al. 1994 ), entrainment at the top of the benthic boundary layer (BBL) (Gloor et al. 2000; Lemckert et al. 2004) , and enhancement of mass transfer at the sediment-water interface . These links make energetics of internal waves relevant not only for physical processes but also for chemical and biological processes.
The energy flux path in lakes has been studied by both ''bottom-up'' and ''top-down'' approaches. The bottom-up approach employs microstructure measurements, where turbulent fluctuations of temperature (Osborn and Cox 1972; Dillon and Caldwell 1980) and velocity (EtemadShahidi and Imberger 2001; Saggio and Imberger 2001) are measured in a water column and converted into turbulent properties, such as the dissipation rate of TKE and turbulent diffusion coefficient. This method yields direct estimation of energy dissipation and mixing, but it is difficult to measure the spatiotemporal variability due to the intermittent nature of the turbulence (Baker and Gibson 1987) . As a result, TKE budget is usually calculated in a basin-averaged sense (e.g., Gloor et al. 2000; Ravens et al. 2000; Wü est et al. 2000) . The top-down approach is to estimate the energy budget in basin-scale internal waves (Gloor et al. 2000; Antenucci and Imberger 2001) . In a strongly stratified lake, basin-scale internal waves receive a large part of the energy input from the wind (Shimizu et al. 2007) , and then they cascade this energy, as they dissipate, down to smaller scales over the damping period (Imberger 1998) . Although this approach may provide this information only in the metalimnion and hypolimnion of the lake away from the direct wind stirring, it has the advantage that it allows estimation of the net energy cascade, overcoming the spatiotemporal uncertainty inherent in the bottom-up approach. Theoretically, these two approaches could be combined to obtain an estimate of the spatiotemporal variability of the turbulent field, but this does not seem to have been attempted.
The spatial structure of internal waves may conveniently be visualized through their vertical and horizontal structure in flat-bottomed elliptical basins (Antenucci and Imberger 2001) . The vertical mode 1 (V1) internal waves induce coherent vertical oscillation in the water column and antisymmetric currents in the epilimnion and hypolimnion, while the vertical mode 2 (V2) internal waves cause periodic change of the metalimnion thickness accompanied by strong horizontal jet-like currents within the layer (Lighthill 1969; Csanady 1982; Monismith 1985) . The horizontal structure of internal waves in a rotating basin is typified by Kelvin and Poincaré waves. A Kelvin wave is a cyclonically rotating wave (counterclockwise in the Northern Hemisphere and the opposite in the Southern Hemisphere) with the interface displacement (and velocity) concentrated near the coast (Antenucci and Imberger 2001) . On the other hand, a Poincaré wave rotates anticyclonically (clockwise in Northern Hemisphere) and has a significant interface displacement over the lake and small velocity near the coast. In real lakes, these simplified pictures are modified by the irregular bathymetry, and the spatial structure needs to be computed using a modal analysis (e.g., Platzman 1972; Rao and Schwab 1976; Bä uerle 1985) or by analyzing the results from hydrodynamic numerical simulations (e.g., Rueda et al. 2003; Gó mez-Giraldo et al. 2006) .
Dissipation or damping of internal waves can take place via a number of different mechanisms. In a lake's interior, energy contained in the basin-scale internal waves may be transferred to internal surges and high-frequency solitary waves due to nonlinear steepening (Horn et al. 2001; Boegman et al. 2003) , or it may be dissipated as a result of shear, instability, and mixing (e.g., Wü est and . Internal waves are also damped near the bottom boundary by, for example, bottom friction, shear-induced instability (Lorke et al. 2005) , breaking and shoaling (Vlasenko and Hutter 2002; Boegman et al. 2005) , and critical wave reflection (Ivey and Nokes 1989) . Microstructure measurements have shown that ,90% of TKE dissipation in the hypolimnion occurs near the boundary , indicating that internal waves are damped dominantly by boundary processes leaving a near laminar water column in the hypolimnion. This has severe consequences for the use of three-dimensional numerical models as a tool to investigate the energy flux path in a lake; these models suffer from significant numerical diffusion and dissipation (Hodges et al. 2006) , requiring careful error analysis when such models are applied to estimate energy fluxes. Field observation and/or simple conceptual models are needed to learn how and where energy flows from the wind at the surface to turbulence in the lake's interior.
The energy dissipated near the bottom may cause resuspension of particulate matter, and the bottom sheared turbulence entrains the hypolimnetic water into the BBL. Gloor et al. (2000) and Lemckert et al. (2004) have proposed a simple model for the entrainment that indicates that ,1% of the TKE in the BBL is converted into potential energy by this entrainment. Microstructure profiling of oxygen across the sediment-water interface suggested that the turbulence enhances the mass transfer at the sediment-water interface by reducing the thickness of the diffusive sublayer, which was characterized by the Batchelor length .
Energy contained in internal waves has been evaluated for a flat-bottomed rectangular basin (Gloor et al. 2000) and an elliptic basin (Antenucci and Imberger 2001) by fitting the analytical solutions to field data. A similar approach is possible for more realistic bathymetry, although such application does not appear to have been done. Energy input from winds into individual internal waves were recently quantified by Shimizu et al. (2007) by extending the theory of modal analysis and deriving an energy equation for individual internal waves for a nondissipative system. Here we use this methodology to estimate damping rates of individual internal waves by extracting energy contained in basinscale internal waves from field data and by closing their energy budgets.
The objective of this article is to investigate the energetics and damping of basin-scale internal waves and induced near-bottom transport processes in a strongly stratified lake. This is achieved by extending the modal analysis to derive equations for the modal amplitude and modal energy for a weakly dissipative system by including small linear damping. Numerically calculated basin-scale internal waves were fitted to isotherm displacements recorded by multiple thermistor chains distributed around a lake with the fitting coefficients being the damping rates. Particular care was taken to interpret the estimated damping rates, as the modal analysis based on linear and hydrostatic approximations cannot correctly handle damping due to nonlinear and nonhydrostatic mechanisms. Further, knowing the spatial structure of basin-scale internal waves enabled an estimation of the spatial variability of near-bottom transport processes.
In this article, we first present the theoretical basis of the modal analysis and derive the modal evolutionary equations for a weakly dissipative system. Second, we briefly describe the study site, Lake Kinneret, Israel, and the field data to which the theory was applied. Third, numerically calculated basin-scale internal waves were fitted to thermistor chain data, and the energy budgets and damping rates were extracted. Based on these results, contribution of bottom friction on damping of the internal waves and their effects on near-bottom transport processes were investigated, followed by discussion about the implications.
Theory of modal analysis with linear damping
Shallow-water equations and the associated modes-The modal analysis in a semienclosed layer-stratified basin is based on the linearized shallow-water equations with hydrostatic, Boussinesq, and layer approximations (Platzman 1972; Bäuerle 1985; Shimizu et al. 2007 ). For a threelayer system, the linearized conservation of mass (multiplied by reduced gravity) and conservation of momentum including the layer thicknesses may be written in a matrix form:
where
is the state vector of motion and
is the external force vector. K, C, and M are, respectively, the nondissipative linear operator for the shallow-water system, linear damping operator, and weight matrix given by 
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The variables are t, the time;x x~(x, y) T , the horizontal coordinates; k, the layer index; g, the surface or interface displacement;ṽ v~u, v ð Þ T , the layer-averaged velocities; g, the acceleration due to gravity; h, the layer thickness;
T , the local vertical angular velocity due to Earth's rotation; f, the Coriolis parameter;t t s~( t sx , t sy )
T , the surface stresses; r, the density; e k ([r k 2 r k21 ] /r 0 for k . 1 but r k /r 0 for k 5 1), the nondimensional density difference across kth interface (k 5 1 indicates the surface); c b , the linear bottom friction coefficient; and i~ffi ffiffiffiffiffiffi ffi {1 p , the imaginary unit. h t is the temporal differential operator, = 5 (h x , h y ) T are the two-dimensional horizontal differential operators, the superscript T stands for matrix transpose, diag indicates the diagonal matrix with the diagonal components given in the argument, O stands for the zero matrix, the subscript 0 denotes reference value, and nonzero subscripts indicate layer indexes. In Eq. 4, the operators =e k g, = ? h k , and 2Ṽ V | h k mean that their application to
If there are regions shallower than an interface, the layers below the interface are neglected (see Web Appendix 1 of Shimizu et al. 2007) , and bottom friction is included in the lowest layer that is in direct contact with the bottom.
Assuming a solution of the form jx x, k, t
Þ and neglecting the forcing term, Eq. 1 becomes an eigenvalue problem:
The solutions to Eq. 7 consist of sets of an angular frequency v (r) (real), a damping rate c (r) (real positive), and right modal structure j R(r) (the right eigenfunction; a tilde is used to denote variables whose magnitude depends on the normalization factor [see Eq. 11] throughout this article). Each solution corresponds to one of the basin-scale motions, including gyres, internal waves, and seiches (Platzman 1975; Rao and Schwab 1976; Shimizu et al. 2007 ). The solutions occur in conjugate pairs; if we write a solution with positive angular frequency with a plus sign in the superscript, (v (+r) , c (+r) , j R(+r) ), then its conjugate pair with negative angular frequency, (v (2r) , c (2r) , j R(2r) ), satisfies the relationship (Platzman 1984 )
where * stands for the complex conjugate. Throughout this article, if the superscript does not have a plus or minus sign, then the relationship applies to both the modes. In order to take advantage of orthogonality of the modes, we need to consider the adjoint problem to Eq. 7 (Platzman 1984) 
where the superscript H denotes the conjugate transpose. The solutions again occur in conjugate pairs:
where j L(r) is the left modal structure. Furthermore, (v (r) , c (r) , j R(r) ) and (v (r) ,2 c (r) , j L(r) ) form an adjoint pair that satisfies the following general orthogonality:
where ẽ R(r) and ẽ L(r) are the normalizing factors for the right and left modes and d i,j (1 if i 5 j but 0 otherwise) is the Kronecker delta. The angular brackets indicate the inner product:
where the prime is used to denote a different state vector of the same type (see Eq. 2), A is the horizontal area, and the integral is taken over the whole lake. Obviously, ẽ L(r) 5 ẽ R(r)* , but we have introduced the superscripts R and L as a convenience later in the derivation. Any state vector j can be expressed in a series expansion using the right or left modes
where ã R(r) is the right modal amplitude. The symbol u in the equation number indicates that the same expression applies to the left modes by exchanging R and L in the superscript throughout this article. Once the state vector j is known, ã R(r) is given bỹ
These equations can be obtained by changing indices from r to s in Eq. 14, multiplying the equations by M, taking the inner product with a particular left modal structure j L(r) , and using the orthogonality relationship Eq. 11. Using the modal expansion Eq. 14, we can also decompose the total energy of the system into modal components. Substituting the modal expansions with the left and right modes (Eq. 14) into the first and second j in the previous equation and using the orthogonality relationship (Eq. 11), we get
where E [r] is the modal total (i.e., available potential plus kinetic) energy defined as
The square brackets in the superscript indicate the sum of the conjugate pair to yield real value (see Eqs. 8 and 10; the indices are always positive). In general, E [r] are not positive definite for dissipative modes and may lose their physical relevance as the modal energy; however, E [r] remain positive definite when damping is small (as is the case treated later in this article; see Web Appendix 1 (www.aslo.org/lo/toc/vol_53/issue_4/1574a1.pdf).
Governing equations of modal amplitude and energy-The modal amplitude equations for the right modes can be derived by substituting Eq. 14 into Eq. 1, taking the inner product of the equation with a particular left mode, and using the orthogonality relationships (Eqs. 11 and 12)
where right modal force f R(r) is defined bỹ
is the layer-averaged velocity in the top layer induced by the rth left mode. We assumed only linear bottom friction as a damping mechanism (Eq. 5), but Eq. 18 can be derived with other linear damping mechanisms, such as interfacial friction, radiation of waves to shallow coastal regions (Platzman 1984) , and horizontal dispersion of momentum.
If we limit our derivation for small damping, Eqs. 18 and 19 also apply to the left modes (Web Appendix 1). In this case, we can derive the modal energy equations by multiplying Eq. 18 by ã L(r)* and the complex conjugate of Eq. 18 for the corresponding left modes by ã R(r) , then adding the two resulting equations, further adding the conjugate pair (+r and 2r) in order to obtain real variables, and finally dividing by two:
where Ẇ [r] is the modal rate of working by wind and Ḋ [r] is the modal rate of energy dissipation defined as
represent the velocity in the top layer induced by the rth right and left mode, respectively. As shown in Web Appendix 1, the energy budget remains approximately the same if we use nondissipative modes in Eqs. 17, 21, and 22 instead of dissipative modes, provided that damping is small.
The previously mentioned theory holds for all types of modes, although only modes that represent basin-scale internal waves are discussed in this article.
Study site and field data
Study site-Lake Kinneret is a monomictic lake located in the Jordan Valley in northern Israel (32.7uN, 35.5uE; inertial period 22.3 h). The Jordan River, which empties into the northern end of the lake, is the major inflow, while the water that is pumped into the National Water Carrier constitutes the major outflow. During summer, the lake is strongly stratified with a typical surface and hypolimnion temperature of 28uC and 16uC, respectively (Serruya 1975 ). The lake is forced by a diurnal Mediterranean westerly sea breeze with the typical wind speed of around 10 m s 21 (Avissar and Pan 2000) . The V1, horizontal mode 1 (H1) Kelvin wave has a period close to 1 d and often resonates with the wind . The bottom currents induced by the basin-scale internal waves is known to induce mixing near the bottom, causing resuspension of the sediment and creating a well-mixed BBL (Lemckert et al. 2004; Marti and Imberger 2006) with distinct water quality (Nishri et al. 2000; Eckert et al. 2002) .
Field data-Thermistor chain and meteorological data collected during the field campaign in 2001 are used in this article (see Gó mez-Giraldo et al. 2006 for details). Thermistor chains were deployed at six stations (Fig. 1) . The thermistors were positioned vertically every 0.5 m and sampled at 20-s intervals at T4 and every 0.75 m with 10-s intervals at all the other stations. The accuracy of the thermistor was about 0.01uC. The data were low-pass filtered with the cutoff frequency of 0.5 h 21 to eliminate high-frequency variations. Isotherm levels were calculated by linearly interpolating temperature between the thermistors (Fig. 2) .
All thermistor chains were equipped with wind sensors 2.4 m above the water surface. Wind data measured at two further stations (En Gev and Tabgha; see Fig. 1 ) were also used to obtain better resolution of spatial distribution of winds. The wind data were also low-pass filtered, and a spatially variable wind field was constructed by linear interpolation.
The winds during the campaign were characterized by strong diurnal westerly winds that started abruptly after midday and lasted for about 6,8 h (Fig. 2a,b) . Typical spatial wind patterns over the lake in summer have been presented by Pan et al. (2002) and Laval et al. (2003) . Corresponding to these periodic winds, the 23uC isotherms at the six stations showed a dominant diurnal oscillation that was due to the V1H1 Kelvin wave that had the period T 5 22 h, excited by the resonance between the wave and the wind Gó mez-Giraldo et al. 2006 ). The dominant oscillation was accompanied by a V1 oscillation with T 5 10.5 h and diurnal expansion and contraction of the metalimnion (see difference of 25uC and 19uC isotherm levels in Fig. 2c-h ). The former oscillation was identified as V1H1 Poincaré wave (Antenucci et al. 2000) that had an anticyclonic cell in the north and cyclonic cell in the south (Gó mez- Giraldo et al. 2006) ; the latter were identified as V2 and V3 internal waves by Antenucci et al. (2000) . As shown later, the former was also caused by V1H3 cyclonic wave mixed with higher horizontal and vertical modes, and the latter was due primarily to V2H3 cyclonic wave.
Spatial structure of basin-scale internal waves in Lake Kinneret
Here we present the spatial structure of the dominant internal waves obtained as a part of numerical solutions of Eq. 7; the amplitudes of these waves were later determined by matching the resulting interface displacements to the isotherm displacements recorded by the six thermistor chains as explained in the next section.
In setting up the solution of Eq. 7, a three-layer model was used in order to analyze the expansion and contraction of the metalimnion (Fig. 2) . The 25uC and 19uC isotherms (14.5 and 19.3 m deep) were chosen as representative isotherms since their vertical displacements were maximum for the V1 and V2 internal wave modes (assuming the depth of 27 m; see, e.g., Gill 1982) under a mean continuous stratification at T4 during day 170.5-171.5 (Fig. 3a-c) . The corresponding layer densities were obtained by taking the averages over the layer thicknesses leading to a density difference of 1.17 and 1.04 kg m 23 , respectively, for the upper and lower interfaces. Then Eq. 7 was discretized with 400 3 400-m horizontal grid using the finite difference method described by Shimizu et al. (2007) , and the resulting eigenvalue problem was solved numerically. No damping was included for the modal computation.
The horizontal structures of the dominant internal waves are shown in Figs. 4 and 5. In order to describe their structures, it is convenient to refer to the ''V1'' and ''V2'' components that represent oscillations of the two interfaces in phase and out of phase (see Fig. 3b ). Strictly speaking, the vertical modes do not exist in a basin with variable bottom, but the calculated internal waves showed structures that resembled superposition of few V1 and V2 internal waves in a flat-bottomed basin with the same horizontal shape. Therefore, in this article, we separated the ''V1'' and ''V2'' components of the interface displacements by (rather arbitrarily) defining them as 0.5(g 2 + g 3 ) and 0.5(g 2 2 g 3 ), respectively. We also assigned names to the calculated internal waves based on the dominant ''vertical component,'' its horizontal mode, and the direction of rotation (C for cyclonic and A for anticyclonic), such as V1H1C, but it should be noted that the names are rather arbitrary and do not always correspond closely to the modal structure in a flat-bottomed basin.
The spatial structure of the V2H3C internal wave (IW) was similar to V2 azimuthal mode 3 Kelvin wave with three crests and troughs along the perimeter and with the two interfaces being out of phase, leading to strong horizontal currents in the metalimion (Fig. 4a,b) . V1H1C IW was the internal wave that had the structure closest to the V1 azimuthal mode 1 Kelvin wave (Fig. 4c,d ). It induced one large crest and trough with both interfaces being in phase and nearly unidirectional currents in the bottom layer. However, the V1H1C IW deviated from classical picture of the Kelvin wave because it had additional ''V2'' component that resembled an azimuthal mode 3 Kelvin wave. V2H1A IW had an angular velocity of 10.1 3 10 25 rad s 21 (T 5 17 h), and the spatial structure resembled a classical V2 azimuthal mode 1 Poincaré wave with the maximum velocities occurring near the middle of the basin and small velocities near the perimeter (not shown; see Antenucci and Imberger 2001) .
With increasing frequency, the modal structure became more complex as seen by examining the V1H3C and V1H1A IWs (Fig. 5) . The ''V1'' component of the displacement and bottom layer velocity of these waves were similar to horizontal structure of azimuthal mode 3 Kelvin and azimuthal mode 1 Poincaré waves, characterized by three crests with strong currents near the perimeter and one crest with the strongest currents in the middle of the lake, respectively. The V1H3C IW was closer to an azimuthal mode 3 Kelvin wave, and V1H1A IW was closer to an azimuthal mode 1 Poincaré wave. However, their ''V2'' components resembled an azimuthal mode 7 Kelvin wave with seven crests along the perimeter and converging and diverging currents in the lake's interior, resembling radial mode oscillation.
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Extraction of internal waves by mode fitting-We now determine the amplitudes and phase of the previously Marti and Imberger (2006) . In order to calculate the vertical modes, the bottom boundary condition was imposed at 27 m deep, corresponding to the average depth. Horizontal dotted lines indicate depths of the interfaces used for modal analysis. mentioned basin-scale internal waves by fitting their interface displacements to the observed isotherm displacements obtained from the thermistor chains distributed around the lake (Fig. 2) . Intuitively, this could be done by minimizing the error between the modal displacements and the thermistor chain data at all stations at each time. However, this method led to unrealistic fluctuations in the modal amplitudes (hence energy) since it does not take into account the temporal evolution of the internal waves. In order to avoid such fluctuations, we decided to force the modal amplitudes with the wind forcing through the governing equations (Eq. 18) and use the damping coefficients and initial amplitudes as free parameters to optimize the match with the observed isotherm displacements. Since one of our purposes was to investigate the damping mechanisms of the internal waves, we prefer to use the nondissipative modes, as this requires no a priori assumption about the damping mechanism. It should be noted that, in the limit of small damping, the estimated damping rates and resulting energy budgets remain approximately the same regardless whether the nondissipative or dissipative modes are used for fitting (see Web Appendix 1).
The solution to the amplitude equation Eq. 18 was calculated using the following piecewise analytical solution with constant modal force f (r) acting for a time interval t 5 t i + Dt:
where R and L in the superscript are omitted, as nondissipative modes were used for the fitting. Application of this equation for each time step yielded time series for ã (r) . Isotherm displacements g (pred) at locationx x j , layer k j , and time t j were predicted as a sum of displacements induced by dominant M modes: . Panels (a) and (c) correspond to internal wave field when net transport in the surface layer is from west to east, corresponding to the phase during the strong diurnal westerly winds, and panels (b) and (d) a quarter period after panels (a) and (c). Shading in panels (a, c) and (b, d), respectively, indicates 0.5(g 2 + g 3 ) and 0.5(g 2 2 g 3 ), which approximately correspond to ''V1'' and ''V2'' components of the displacements (see text). Solid lines correspond to zero displacement, and vectors left and right, respectively, show layer-averaged velocity in the bottom and middle layer.
where the conjugate pairs were added to yield real g (pred) . We defined the weighted mean square error (both in space and time) between the prediction and observation as
is the observed isotherm displacement, j is the index of observed data, and w j is the weight of jth data. Because the initial amplitudes ã ðrÞ 0 and damping rate c (r) were unknown, these variables were optimized to minimize the mean square error with constraints c (r) . 0 and E ½r 0 . 0. The optimization allowed for different internal waves to have different damping rates. Note that Eqs. 18 and 23 are valid for different types of linear damping, and we did not assume any damping mechanisms for this fitting.
In order to apply the previously mentioned method to the thermistor chain data, basinwide trends of isotherm deepening and average isotherm levels were subtracted from the instantaneous measurement at each station to obtain a local displacements of the 25uC and 19uC isotherms (see Fig. 2 ). The 19uC isotherm displacements at Tg, Tf, T9, and T7 were not used for the fitting because they were below the lowest thermistor depth for almost half of the observed period. The modal forces f (r) were calculated from Eq. 19 using the calculated modal structure (Figs. 4, 5 ) and the spatially variable wind field constructed by linearly interpolating the wind data measured at the eight wind stations (see Fig. 1 ). As the isotherms oscillated dominantly with ,24-h and ,12-h periods (Antenucci et al. 2000; Gó mez-Giraldo et al. 2006 ; Fig. 2 ) and ADCP data showed strong current rotating anticyclonically in the metalimnion (Antenucci et al. 2000) , we chose internal waves with these periods (V2H3C, V1H1C, V1H1A, and V1H3C) and one V2 anticyclonic wave (V2H1A). The modal amplitudes ã (r) were calculated in 10-min intervals by applying a piecewise analytic solution (Eq. 23) to avoid numerical excitation or damping, and the mean square error was calculated from Eq. 25 with uniform weighting (w j 5 1) for all thermistor chain data in order to optimize ã ðrÞ 0 and c (r) . The estimated damping rates ranged from 3.5,12 3 10 26 rad s 21 , corresponding to e-folding damping time (5c (r) 21 ) of 0.96,3.3 d (Table 1) . Although the e-folding damping time appeared comparable with the periods (T 5 2pv (r) 21 ), the damping rates were small (3,9%) compared to the corresponding angular frequencies, justifying the assumption of small damping. The observed displacements of 25uC and 19uC isotherms were well reproduced by the superposition of the five IWs using the estimated initial amplitudes and damping rates (Fig. 6) . The 19uC displacements at Tg, Tf, T9, and T7, which were not used for the fitting, were also predicted well, even though the mean depths of the isotherms were close to the total depth of these stations (,20 m). These results suggested that the isotherm displacements could be modeled by the superposition of linear internal waves with their amplitudes being modulated by the forcing and damping. Antenucci et al. (2000) suggested that the expansion and contraction of metalimnion was due to V2H1 anticyclonic wave of ,20-h period; however, the present result showed that the mode (V2H1A IW) induced very small isotherm displacements and that the expansion and contraction was due primarily to V1H1C and V2H3C IW (Fig. 7) , the latter of which had v (r) 5 7.50 3 10 25 rad s 21 (T 5 23.5 h) and hence was also near resonance (Table 1 ) (though the V2H1A IW may have caused the metalimnion jet observed by Antenucci et al. 2000) . Thus, the bathymetry and stratification determine the structure of internal waves and their periods, but the periodicity of the wind plays a strong role in selecting which waves are most strongly excited.
Energetics of basin-scale internal waves-Averaged total energy, energy input, and dissipation contained in the five dominant internal waves during the experiment were, respectively, 3.4 GJ, 3.3 GJ d 21 , and 3.7 GJ d 21 (Table 1) . The V1H1C IW (Kelvin wave) contained almost half the total energy, 1.4 GJ, and the V1H1A IW (Poincaré wave) contributed 0.21 GJ. These numbers are considerably smaller than those estimated by Antenucci and Imberger (2001) , who estimated energies 39 and 1.9 GJ for the Kelvin and Poincaré waves, respectively, using analytical solutions in a two-layer-stratified flat-bottomed elliptical basin. This result illustrates the importance of taking the real bathymetry into account when investigating the energetics of internal waves in actual basins. The V2H3C IW contained energy comparable to the Kelvin wave, 1.2 GJ, and V1H3C and V2H1A IWs also contributed significant amount of energy (see discussion for the sensitivity analysis).
Partitioning of total energy, energy input, and dissipation were estimated from Eqs. 17 and 20-22 (Fig. 8) . The total energy, indicated by the top of the cumulative graph, was large at the beginning of the field campaign, then decreased until day 174, after which it oscillated diurnally. After day 174, the energy input from the wind on each afternoon increased the total energy, which was dissipated back to almost its initial value at the previous noon. Given that V2H3C and V1H1C IWs were nearly in resonance with the wind, the amplitudes were determined by dissipation rate balancing the rate of wind working, as illustrated by a following simple example. The surface shear stresses under a spatially uniform wind with an angular frequency v f may be written ast t s~t t 0 cos v f t, wheret t 0 is the magnitude of the spatially uniform stresses, and the temporally averaged modal amplitudes under the stresses are given from the modal amplitude equations (Eq. 18):
where the overbar denotes the temporal average over a period. When a wave is nearly in resonance (i.e., v (r) 21 v f < 1), the square root in the previous equation becomes approximately equal to c (r) 21 , so that the amplitude is Table 1 . Characteristics of basin-scale internal waves in Lake Kinneret. Modal indices (first column) are assigned in ascending order of the angular frequency over all internal waves (regardless of their vertical structure), and the names (second column) are assigned on the basis of the corresponding internal wave structure in a flat-bottomed elliptical basin (see text). c ðrÞ opt and c ðrÞ b are damping rates estimated respectively by the mode-fitting technique and by using the equivalent linear bottom friction coefficient (Eq. 30). The estimated modal total energy (Ē [r] ), rates of energy input (W [r] ), and rates of energy dissipation (D [r] ) averaged over the field campaign are shown in the last three columns. Abbreviations are V: vertical mode, H: horizontal mode, C: cyclonic wave, and A: anticyclonic wave.
Index
Mode determined by a balance between the damping and the rate of wind working, Sṽ v (r) 1 ,t t 0 T. The total energy dissipated was almost in balance with the total energy input in each day; however, their temporal trend within a day showed significant difference. Energy input occurred every afternoon because of the diurnal westerly winds, while energy dissipation took place throughout a day. Therefore, basin-scale internal waves slowly release the energy input by the wind and make it nearly continuously available for mixing.
Damping of basin-scale internal waves by bottom friction-Damping due to bottom friction was estimated by assuming that the total dissipation was caused solely by bottom friction. The velocity field was predicted using the time series of the modal amplitudes calculated by Eq. 23 with the optimized ã ðrÞ 0 and c (r) :
Comparison with the ADCP data by Antenucci et al. (2000) indicated that the estimated velocity captured the amplitudes and periods reasonably well (not shown). Using this velocity field, the bottom shear stress may be estimated as
is the predicted velocity in the layer adjacent to the bottom and C b is the bottom drag coefficient. Assuming that all the dissipation was caused by work done against the bottom friction (i.e.,t t b _ṽ v bx x, t ð Þ), we can estimate the bottom drag coefficient averaged over the lake during the field campaign:
This yielded a bottom friction coefficient of 2.9 3 10 23 , which showed good agreement with a previous estimate for Lake Kinneret, 3.5 3 10 23 (Lemckert et al. 2004 ; note that this estimate is based on the average velocity in the BBL so that the value tends to be larger than the estimate based on velocity above the BBL, such as in Eq. 29), and estimates for other lakes, 2,3 3 10 23 (Gloor et al. 2000; Ravens et al. 2000) . The results strongly suggest that bottom friction was the dominant damping mechanism, although the previous analysis does not explain how momentum defect in the BBL caused by bottom friction is conveyed into the basin-scale internal waves (see Discussion).
We estimated the variation of damping rates of internal waves that were not used for the fitting from the previous result. The equivalent linear friction coefficient was introduced so that the quadratic and linear friction yielded the same total dissipation during the field campaign
and the coefficient was substituted into Eq. 7 to obtain the corresponding damping rates. As expected, the results agreed well with the damping rates obtained by the modefitting technique for the five fitted internal waves. In general, V1 internal waves decayed more rapidly than V2 internal waves, as the stronger currents near the bottom made V1 internal waves more susceptible to bottom friction, whereas V2 internal waves induced currents concentrated in the metalimnion, resulting in slower damping (Table 1 ; Fig. 3c ).
Spatial variability of near-bottom transport processes
The energy available in the BBL drives near-bottom transport processes. Using the velocity field estimated from the mode-fitting technique (Eq. 27), we were able to investigate spatial variability of some of the near-bottom transport processes, which was difficult to estimate from microstructure measurements.
First, bottom shear stress, estimated by Eq. 28, varied by more than one order of magnitude with the largest on the western and southern slope at or slightly below the level of the thermocline (Fig. 9a) . This implied that resuspended particulate matter were more likely supplied from these regions, as previously indicated by three-dimensional hydrodynamic simulations (Marti and Imberger 2006) .
The rate of energy dissipation per unit area was given by work done against friction, and dividing this by the thickness of BBL yields an average BBL dissipation rate:
where h BBL is the BBL thickness. The BBL thickness was obtained by interpolating previous results of direct turbulence measurements (Fig. 3d) . The estimated dissipation rate showed considerable variability, with the largest dissipation over the western and southern shores, where the milder slope induced strong currents in the bottom layer, and the dissipation was weakest in the middle of the lake and on the northeastern steep slope (Fig. 9b) . The dissipation rate showed good agreement with the dissipation rate measured in the BBL at different locations by Lemckert et al. (2004) using direct turbulence measurements, although the estimated value appeared about one order of magnitude larger than the measurement in the deeper hypolimnion, where less data were available (see Fig. 10b ).
The BBL dissipation rate is related to entrainment rate at the top of the BBL. Gloor et al. (2000) suggested that ,1 % of the dissipated energy in the BBL is converted to the potential energy through the entrainment. Assume that a well-mixed BBL leads to
where w e is the entrainment rate at the top of the BBL, N b is the buoyancy frequency at the top of the BBL, and C mix is the mixing efficiency (,0.01) (Gloor et al. 2000) . The entrainment rate along the perimeter was a few orders of magnitude larger than that in the middle of the lake (Fig. 9c) , although use of nondissipative modes probably overestimated the entrainment rate near the perimeter. The mass transfer coefficient at the sediment-water interface is given by b sw 5 D m d DSL 21 , where D m is the molecular diffusivity of the species of interest and d DSL is Fig. 9 . Spatial distribution of (a) bottom shear stress, (b) dissipation rate averaged in the BBL, (c) entrainment rate at the top of the BBL, and (d) mass transfer coefficient at the sediment-water interface. The values shown are 90th percentile for panel (a) and average over the field campaign for panels (b-d) . The BBL thickness is assumed to be a function of depth (Fig. 3d) , and Sc 5 500 (corresponding to O 2 ) is used to estimate the mass transfer coefficient. Estimations were made only below the thermocline for panel (b-d) . The entrainment rate may be overestimated near the perimeter because the strong stratification leads to lower mixing efficiency (Lemckert et al. 2004) . Lemckert et al. (2004) . The entrainment rate may be overestimated in the metalimnion (shaded area in panel [c] ) because the strong stratification leads to lower mixing efficiency (Lemckert et al. 2004 ).
the thickness of diffusive sublayer (Steinberger and Hondzo 1999; Lorke et al. 2003) . Lorke et al. (2003) is the thickness of the viscous sublayer. Using the previously mentioned relations and Eq. 31 leads to
where Sc (5v m D {1 m ) is the Schmidt number. The variability of b sw was up to one order of magnitude and much less than that of the dissipation rate and entrainment rate because of its weak dependence onṽ v b (Fig. 9d) .
As shown by the previous results (Fig. 9c,d ), mass fluxes in the BBL also shows considerable spatial variability, a direct result of the spatial structure of velocity induced by basin-scale internal waves.
Discussion
We have proposed a technique that extracts damping rates and energy budgets of individual internal waves from thermistor chain data based on the modal evolutionary equations for a weakly dissipative system. This extends the previous top-down approach to investigate energetics in a strongly stratified lake (Gloor et al. 2000; Antenucci and Imberger 2001 ) to a lake with irregular bathymetry. Some advantages of this method include resolution of difference in damping rates and energy budgets of individual internal waves and the ability to capture spatiotemporal variability of near-bottom transport processes, which is not easy to obtain from direct turbulence measurements.
As the previously mentioned method is new, it was necessary to examine the sensitivity of the estimated damping rates. This was done by changing damping rate of a particular mode from the optimum value while keeping the damping rates of the other modes and initial amplitudes of all the modes the same until the mean square error increased by 5%. The results indicated that this criterion gave lower and upper error bounds of ,30% and ,60% for the damping rates of the dominant V2H3C and V1H1C IWs (Table 1) . Although these errors appeared large, the corresponding error on total dissipation rates was only 10 , 20% because the effect of the damping rate on the modal amplitude was nonlinear (Eq. 26; see Fig. 11 ).
The fitting results appeared almost insensitive to the damping rates of V2H1A, V1H3C, and V1H1A IWs, causing large uncertainty in their energy budgets. This was due not to the characteristics of the fitting techniques but rather to the nature of resonating system, as shown in Fig. 11 . When a wave is nearly in resonance with the wind, the amplitude is sensitive to the damping rate, while if the forcing frequency is far from the angular frequency, the amplitude is determined primarily by the ratio of forcing frequency to the angular frequency, resulting in low sensitivity (Fig. 11) . Although the sensitivity of the observed waves would be higher than the result from this simple analysis because real wind forcing has nonperiodic components, this analysis illustrates why the mean square error was insensitive to the damping rates of the V2H1A, V1H3C, and V1H1A internal waves.
A sensitivity analysis as to the choice of the lower interface was also conducted, as the depth of this interface appeared rather ambiguous (see Fig. 3a-c) . The V1 modes were insensitive to the choice, but the periods of V2 modes changed ,30% by choosing the 17uC or 21uC isotherm instead of the 19uC isotherm. This consequently changed the energetics of the system, as the shift in the angular frequency moved V2H3C away from the resonant condition; however, the energy budget of sum of the two diurnal modes (V2H3C and V1H1C) was relatively insensitive; choosing the 17uC isotherm resulted in an ,30% increase of the energy in the diurnal modes because the 17uC isotherm had a larger amplitude of oscillation compared to the 19uC and 21uC isotherms. Overall, the estimation, derived in this article, indicates that the bottom friction is the primary cause of the damping, although the range of error on the dissipated energy (,30%) does not exclude the potential contribution from other damping mechanisms, such as shoaling and breaking.
The top-down approach strongly indicated that damping of basin-scale internal waves was caused primarily by bottom friction. However, this result has been conclusively shown only for lakes where the V1 internal waves, which are more susceptible to bottom friction, dominate (Table 1 ;  Fig. 3c ); V2 internal waves and higher modes are more likely to be damped in the lake's interior as they induce strong shear in the metalimnion (Fig. 3c) . Furthermore, both of these approaches have not answered how the dissipation in the BBL is communicated with the basin- scale internal waves. The momentum (and energy) defect occurring in the BBL must be redistributed over the lake for the basin-scale internal waves to be damped. One possibility is that the BBL water flux (Imberger and Ivey 1993; Marti and Imberger 2006) exits the BBL and fills the lake as a whole, carrying the momentum defect with it. However, the observed quick damping would imply that the lake would become destratified very quickly, so this is an unlikely mechanism. Second, internal waves could be radiating energy away from the boundary as in surface waves. This could possibly be a mechanism for Poincaré-type waves but not Kelvin waves. Third, the bottom friction decreased the kinetic energy in the BBL, so the potential energy gained when the kinetic energy is converted would be less; in other words, the waves would be damped through the pressure term coupling the BBL with the mean flow (Mei and Liu 1973) . This is the most likely explanation, but we offer this only as a conjecture.
Velocity field induced by few dominant internal waves caused spatial variability of near-bottom transport processes of few orders of magnitude, even after temporal averages were taken (Fig. 9 ). This result suggests that real lakes should not be assumed flat-bottomed or horizontally uniform, as the spatial structure of internal waves strongly depends on the bathymetry. It is also worth noting that this variability is deterministic since the structure of internal waves is determined by the Earth's rotation, bathymetry, and stratification and their evolutions are described by simple differential equations (Eq. 18). This implies that variability in the results of microstructure measurements between different locations (e.g., Lemckert et al. 2004 ; see Fig. 10b ) may result not only from the intermittency of the turbulence but also from this deterministic spatial variability. Since such variability is difficult to determine solely with microstructure measurements, the mode-fitting technique would be useful to understand the variability and to plan a field campaign in order to maximize information obtained from limited number of measurements.
As shown previously, spatial variability of transport processes is significant and should not be neglected. For studies focusing on a longer time scale, chemistry, or biology, however, such variability needs to be taken into account in simpler analysis, for example, in vertical onedimensional analysis. For such a purpose, mass flux or rate constants (such as w e and b sw ) may be expressed as a function of bottom depth to calculate the average of the values corresponding to the same depth (Fig. 10) . In the case treated in this article, for example, use of the vertically uniform mass transfer coefficient below the thermocline may be justified (Fig. 10d) , but constant bottom shear stress (hence resuspension rate), dissipation rate, and entrainment rate (Fig. 10a-c) cannot. The method suggested here better accounts for the horizontal variability of transport processes in vertical one-dimensional analysis.
One limitation of the methodology used in this article is the use of nondissipative modes for the mode fitting. Although this may be justified, as the damping rates were small compared to the angular frequencies (Table 1) , spatial structure of internal waves may change significantly, especially in the shallower part, where bottom friction would decrease the velocity. Once damping mechanisms of internal waves are determined, dissipative modes can be obtained by solving Eqs. 7 and 9 using linearized damping parameters, such as the equivalent linear bottom friction coefficient. As damping modifies the structure of internal waves and the estimated velocity field changes the equivalent linear bottom friction coefficient, the modefitting technique with dissipative modes requires an iterative procedure for (1) calculating modal structure, (2) fitting modes to field data, and (3) estimating damping parameters.
We have presented an extension of the theory of modal analysis for a weakly dissipative system with linear damping and a method to extract the energetics and damping rates of individual internal waves from thermistor chain data. The application to Lake Kinneret revealed that the energy contained in the internal waves was ,3 GJ, resulting from a balance between energy input from the winds and energy dissipation (3,4 GJ d 21 ). The dissipation was primarily by bottom friction, although the exact way the dissipation in the BBL is communicated to the basinscale internal waves remains an open question.
The velocity induced by basin-scale internal waves causes spatial variability in the bottom shear stress, the entrainment rate at the top of the BBL, and the mass transfer coefficient at the sediment-water interface of the order of magnitude. Such spatial variability is deterministic both in space and in time and should be taken into account when near-bottom transport processes are analyzed. The spatial variability may be compiled to better represent transport processes in simpler analysis, such as vertical onedimensional analysis.
