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With the continuous growth in computing power, numerical optimisation is increasingly
applied in shape optimisation using Computational Fluid Dynamics (CFD). Since CFD
computations are expensive, gradient-based optimisation is preferable when the number
of design variables is large. In particular the recent progress with adjoint solvers is
important, as these solvers allow to compute the gradients at constant computational
cost regardless of the number of design variables, and as a consequence enable the use
of automatically derived and rich design spaces.
One of the crucial steps in shape optimisation is the parametrisation of the geome-
try, which directly determines the design space and thus the final results. This thesis
focuses on CAD-based parametrisations with the CAD model continuously updated in
the design loop. An existing approach that automatically derives a parametrisation from
the control points of a net of B-Spline patches is extended to include NURBS. Continuity
constraints for water-tightness, tangency and curvature across patch interfaces are eval-
uated numerically and a basis for the resulting design space is computed using Singular
Value Decomposition (SVD).
A CAD-based shape optimisation framework is developed, coupling a flow solver, an
adjoint solver, the in-house CAD kernel and a gradient-based optimiser. The flow sensi-
tivities provided by the adjoint solver and the geometric sensitivities computed through
automatic differentiation (AD) are assembled and provided to the optimiser. An exten-
sion to maintain the design space and hence enables use of a quasi-Newton method
such as the BFGS algorithm is also presented and the convergence improvements are
demonstrated.
The framework is applied to three shape optimisation cases to show its effectiveness. The
performance is assessed and analysed. The effect of parameters that can be chosen by
the user are analysed over a range of cases and best practice choices are identified.
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The design of objects such as aircraft [1, 2], turbine blades [3, 4], car bodies [5–7] and
air ducts [8, 9] is very important in industry and beneficial to human life. The aerody-
namic performance and efficiency of these objects are significantly determined by their
shape. Thus, proper shape design is essential for these products.
In the past, the design of these shapes could be time consuming and expensive. Nor-
mally, prototypes are needed to be built and tested repeatedly until a satisfactory design
is obtained. The emergence of Computational Fluid Dynamics (CFD) provides an alter-
native to the experimental facilities, which allows the designs to be tested immediately
and requires short time varying from a few hours to a few days. The design process is
still iterative though, namely CFD simulations need to be run again and again based on
newly gained knowledge, to obtain a good design.
Another feature of previous shape design is that it relies heavily on the intuition
and experience of engineers, as illustrated in Fig. 1.1. There are several problems with
manual design. Firstly, to improve current designs, one has to optimise complex flow
features which may not be intuitive to a human designer. Secondly, manual evaluation
of the design and change of the parameters are required, which are labour-intensive and
have high demand on the designer’s expertise. This problem leads to that only small
design spaces, namely a small number of design variables, are possible, thus the design
spaces are not fully explored.
Nowadays, the engineering design is facing ever-increasing requirements in engineer-
1
1.1. Background 2
ing design such as performance, environmental impact and lift-time cost. To satisfy
these needs, large design spaces with a large number degrees of freedom (DoF) need
to be explored systematically, which can only be achieved through numerical optimisa-
tion. Therefore, numerical optimisation algorithms have attracted widespread interests
in recent years and are increasingly used in advanced design.
Figure 1.1: Manual design loop.
The design loop of numerical optimisation is shown in Fig. 1.2. The key element of
this loop is the optimiser, which replaces the human designer in Fig. 1.1. Early studies
presented by Hicks et al. [10, 11] demonstrated the feasibility of applying numerical
optimisation in airfoil and wing shape design. Since then, many efforts have been put in
this direction.
Figure 1.2: Design loop with numerical optimisation.
One of the crucial steps in shape optimisation is parametrisation. The parametrisation
of geometry is generally about choosing method to describe it, while in shape optimisa-
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tion, parametrisation specifically means the process of choosing design variables. Indeed,
parametrisation transforms the engineering problem into a mathematical one thus it
determines the design space and has significant impact on optimisation results. Conse-
quently, the choice of proper parametrisation method is crucial in shape optimisation
problem.
For parametrisation, an expected property is to exchange data among different sys-
tems, for instance between optimisation chain and manufacturing system. This is espe-
cially important in multi-disciplinary design. To this end, the Computer-Aided Design
(CAD)-based parametrisation [12] stands out as a suitable choice for us. Because in
industry, the CAD model is needed to manufacture an object1. This work focuses on the
CAD-based parametrisation method in gradient-based aerodynamic shape optimisation.
1.2 CAD-based aerodynamic shape optimisation
A general CAD-based aerodynamic shape optimisation framework is shown in Fig. 1.3.
Essential components of the framework include a CFD solver, an optimiser, an adjoint
solver (flow sensitivity calculation) and the parametrisation. This figure shows clearly
the working mechanism of the framework, and also how different components interact
with each other. To be more specific, a CAD engine is used to read and write geometries,
and compute CAD sensitivities (see Section 5.4.6). A CFD solver (see Chapter 4) is used
to perform flow analysis, based on which the adjoint solver is derived to compute flow
sensitivities. These two parts of sensitivities are then assembled and provided to the
gradient-based optimiser to find a direction along which the design can be improved.
This section will give a brief introduction to each ingredient, and more details will
be given in later chapters.
1.2.1 Computational fluid dynamics
CFD is the analysis of systems involving fluid flow, heat transfer and associated phe-
nomena such as chemical reactions by means of numerical simulation [13]. It is regarded
as the ‘virtual wind-tunnel’ [14], and the past 20 years have witnessed a major increase
in its use due to the advantages in following aspects: turnaround time, exact similarity,
non intrusive, analysis, feasibility and extendibility [14].
CFD simulations have been established in industry and academia as a tool to predict
1http://www.vista-industrial.com/blog/the-importance-of-cad-models-in-manufacturing/
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Figure 1.3: The schematic overview of a CAD-based CFD shape optimisation
framework.
the behaviour of flows and have been widely used in aerodynamic shape optimisation
[13, 15]. Owing to the continuous progress of the computational power and algorithms,
aerodynamic analysis with CFD are now routinely performed by using Navier-Stokes
solver in many cases, such as the three-dimensional wing configurations [16–18] and
cooling channel of turbine blade [19]. Indeed, most industrial projects have replaced
large part of experiments in the design process with CFD. Experiments are only carried
out in the final design stage to validate the CFD results.
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In the aerodynamic shape optimisation framework, CFD is used to perform flow
analysis. In addition, the adjoint solver (see Chapter 4) is also derived based on flow
solver to provide computational inexpensive gradients.
1.2.2 Numerical optimisation
With numerical optimisation, the optimiser selects a new set of values for design variables
and the design spaces can be systematically explored. It has been applied in many areas,
such as wing design [11, 12, 20–22], optimal design of turbo-machinery [23–27], structural
optimisation of solids [28–30].
Generally speaking, there are two kinds of optimisation methods: gradient-free and
gradient-based methods. Gradient-free optimisation approaches, such as Genetic Algo-
rithms (GA) and Evolutionary Algorithms (EA), are very well established, especially for
linear structural optimisation where the computational cost of an evaluation is low. In
these methods, only the value of the objective function is needed at each optimisation
step. However, these methods require a large number of function evaluations when going
beyond 50-100 design variables. For example, the GA may require 5 to 200 times of
function calls of gradient-based method [31]. The cost of gradient-free methods then
becomes prohibitive when used with expensive CFD models, since in many cases a single
CFD evaluation could last for a long time, ranging from a few hours to several days
[18]. Therefore, gradient-free methods are normally used in cases where the number of
design variables is small, such as the optimisation of car body shape [32, 33]. On the
other hand, in shape and topology optimisation with CFD, gradient-based methods are
preferred because the convergence of them suffers much less from large design spaces. In
other words, gradient-based approaches can converge quickly to the optimum with fewer
evaluations, compared to their gradient-free counterparts.
1.2.3 Sensitivity calculation
The gradient-based methods require gradient information of the objective function, as
they point out the direction where the design can be improved. This replaces the hurdle
of computational cost with the challenge to compute the gradients for all components in
the simulation chain, i.e. not only the flow solver, but also the parametrisation. Thus,
calculating the gradient efficiently and accurately is crucial.
Gradient computation can be achieved with several methods, and all of them have
their own advantages and disadvantages. Finite differences (FD) is an easily implemented
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method, however it could incur truncation or round-off errors that can be difficult to con-
trol. Also, the computational cost scales with the number of design variables. Alternatives
are the complex step method [34] or algorithmic differentiation (AD) [35, 36], which can
produce exact derivatives, but the computational cost are same as FD. Another one is
the adjoint method, which allows to compute the gradients of an objective with respect
to an arbitrary number of design variables at constant cost and has hence become the
method of choice in CFD [37, 38]. However, implementing an adjoint solver is not trivial,
both the continuous approach [39] and the discrete one [40–42] require significant effort.
In this work, the CFD solvers use the reverse mode of AD to produce a discrete adjoint
solver, while forward mode AD is utilised to compute the geometry sensitivities. Details
on CFD solver and adjoint will be given in Chapter 4, and the gradient computation will
be discussed in Section 3.4 in detail.
1.2.4 Parametrisation
There are various parametrisation approaches and each of them has its own pros and
cons. All the parametrisation methods (see Chapter 2) can be and have been integrated
into the design loop, except full CAD-based system. However, the typical CAD-free
parametrisation approaches, such as free-form deformation (FFD) [43] or node-based
deformation [44], produce the optimal shape as a deformed mesh which needs to be
translated back to CAD manually. In this process, fine details of the shape variation could
get lost, which impairs the optimal performance. For general industrial application, a
parametrisation in CAD is needed that integrates the geometry description in the CAD-
CAM (Computer-Aided Manufacturing) virtual prototyping chain. Closing this gap by
including the CAD in the design loop will be a significant step forward for general
application of numerical optimisation in routine industrial design.
On the other hand, the parametrisation method also affects the choice of sensitivity
calculation approach. For example, the node-based parametrisation (see Section 2.3.1.1)
leads to numerous design variables, making the computational cost of gradient compu-
tation unacceptable unless the adjoint method is utilised.
A main task of this research is to investigate CAD-based parametrisation method. A
more detailed introduction to parametrisation, as well as an extensive literature review
of various parametrisation methods will be presented in Chapter 2.
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1.3 Motivation
It is important to have a CAD format as the result of shape optimisation, for conve-
nience of further post-processing and manufacturing. Therefore, the CAD system should
be included in the design loop as shown in Fig. 1.3. In gradient-based optimisation, sen-
sitivity is needed. However, because the source codes of commercial CAD systems are
not available, only FD can be used to compute CAD sensitivities. As a consequence, it
seems that it is not suitable to include commercial CAD systems in the design loop.
One alternative to obtain CAD sensitivities is to differentiate a full open source CAD
system, such as OpenCASCADE2, using AD. In this way, the parametrisation is explicitly
defined in the CAD system (see Section 2.3.2). Some of the author’s colleagues at Queen
Mary University of London (QMUL) are following this paradigm [45]. Another option is
to write a reduced CAD kernel based on the boundary representation (BRep), from which
the parametrisation is automatically derived (see Section 2.3.2). Then, differentiate this
CAD kernel using AD. The present work follows this way.
BRep is the most commonly used approach to define a geometry in CAD system [46],
such as CATIA3 and Solidworks4. The main advantage of deriving a parametrisation
from the BRep is that it is generic and can be interpreted independent of CAD systems,
i.e. it can be used to exchange data between different systems. In BRep, the skin of the
geometry is defined analytically by surface patches which are stitched together. BRep
models consist of two parts: topology (faces, edges and vertices) and geometry (surfaces,
curves and points). Common formats of BRep model are the Initial Graphics Exchange
Specification (IGES) and Standard for the Exchange of Product Model Data (STEP)
format, one example of the topology information and corresponding geometry informa-
tion in STEP file is illustrated in Fig. 1.4. The STEP file will be introduced in Section
5.8.
The CFD optimisation group at QMUL has developed a novel CAD-based parametri-
sation approach over several years based on BRep, which efficiently integrates the CAD
system inside the gradient-based design loop and robustly produces a CAD shape as the
output. The idea was firstly proposed by Yu et al. [47], where the BRep model of a 2-D
geometry was utilised to provide geometry information in the form of STEP file. Then
the approach was further developed by Xu et al. [48, 49] to deal with geometric continuity
constraints between adjacent patches and termed NURBS-based parametrisation with





#14 OPEN_SHELL NONE #16
#16 ADVANCED_FACE NONE #18 #54 T
#18 FACE_OUTER_BOUND NONE #20 T #54 BOUNDED_SURFACE
#20 EDGE_LOOP NONE #22 #23 #24 #25




#30 EDGE_CURVE NONE #46 #47 #38 T
#38 BOUNDED_CURVE
#46 VERTEX_POINT NONE #160
#47 VERTEX_POINT NONE #161
#160 CARTESIAN_POINT NONE (10.0, 0.0, 0.0)
Figure 1.4: Topology and geometry information in BRep.
one single patch [50].
However, there are several things remaining unclear thus hindering the effectiveness
of STEP-based parametrisation and optimisation. These problems are as following:
 Firstly, the Non-Uniform Rational B-Splines (NURBS) (see Section 2.2) are the
de facto industry standard for the representation, design and data exchange of
geometry informations [51], and thus are the basis of STEP file. However, most
STEP-based methods including current implementation of NSPCC [48] are based
on B-splines, although termed NURBS-based parametrisation. Compared to B-
splines, NURBS support wider range of geometries, namely NURBS can accurately
express conic and circular shape which are commonly used in engineering [52],
like the half-cylinder shown in Fig. 1.5. While with B-splines, approximation is
needed. More importantly, NURBS provide more degrees of freedom in controlling
geometries, i.e. the rational weights (see Section 2.2). However, the benefits of
NURBS in CAD-based aerodynamic shape optimisation are still not very clear. In
addition, how to utilise NURBS effectively in shape optimisation is remained to be
explored.
 Secondly, the main benefit of numerical optimisation is to systematiclly explore
large design space. However, good performance of current NSPCC implementation
is heavily dependent on experience of users and the set up is not quite straightfor-
ward, which negates the benefit of numerical optimisation. Reasons for this have to
be found and researches must be conducted to make the parametrisation method
perform well more automatically.
 Thirdly, in theory different optimisation methods should work in the optimisation
framework. However, in previous work [48, 49] only the steepest descent method
(see Section 3.3.1) were utilised, and problems are encountered when trying to use
1.4. Thesis objectives 9
Figure 1.5: A half-cylinder geometry and its NURBS control points.
advanced optimiser. The reasons of this and measures to use advanced optimis-
ers need to be investigated. This would make the optimisation framework more
efficient.
The aim of this project is to investiage CAD-based parametrisation method and opti-
misation loop, and to solve aforementioned problems. This work is expected to contribute
to the community by providing methods and informations to build a robust and powerful
CAD tool, as well as an automated optimisation framework.
1.4 Thesis objectives
In light of above discussions, the primary objectives envisaged in this thesis are:
1. Investigate the benefits of using NURBS in aerodynamic shape optimisation, and
explore how to utilise NURBS effectively. This can be further subdivided as follows:
 Include weights attached to NURBS control points as additional design free-
doms, and explore how to utilise weights effectively.
 Demonstrate the advantage of NURBS compared to B-splines in shape opti-
misation problems.
 Compute derivatives of NURBS surface using automatic differentiation (AD)
and verify them.
 Extend the in-house CAD kernel NSPCC to support NURBS. For example,
it should support reading and writing NURBS geometries, such that wider
range of geometries can be handled by NSPCC.
2. Further investigate the current NSPCC approach to add understanding, and develop
NSPCC accordingly to make it more powerful, automatic and easy to use, includ-
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ing:
 Investigate the constitution of design space, and factors affecting the opti-
misation performance, so as to find out how the design space is changed by
parameters in the CAD kernel.
 Propose a pre-conditioner on the determination of effective design space.
 Demonstrate the ability of NSPCC to be coupled with different flow and
adjoint solvers.
 Enrich the functionalities of NSPCC so that it can be applied to more shape
optimisation problems.
3. Find out the reason why previously only the steepest descent method is used as
optimiser, and explore strategy to couple advanced optimisation algorithms, such
as quasi-Newton method, with NSPCC in the aerodynamic shape optimisation
4. Build an aerodynamic shape optimisation framework, which has following features:
 Automated, i.e. no much human effort is needed during the whole optimisation
process.
 Use CAD format as input and output, which can be easily processed by CAD
software.
 Work with different solvers and optimisers.
5. Develop a method to impose thickness constraint in wing shape optimisation
6. Characterize the performance, effectiveness and efficiency of NSPCC and the CAD-
based shape optimisation framework through applications to industrial cases.
1.5 Thesis outline
The outline of this thesis is as follows. From Chapter 2 to Chapter 4, the key basis
for this work, which are also the key ingredients of shape optimisation framework, are
discussed. Specifically, Chapter 2 introduces geometry parametrisation, including an
introduction to NURBS and a literature review on parametrisation methods. Chapter 3
firstly introduces some basic knowledge on numerical optimisation, then summarises the
commonly used methods of computing gradient. Chapter 4 introduces CFD and in-house
solvers. Both flow and adjoint solvers used in this work are introduced briefly.
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The following two chapters discuss the NURBS-based parametrisation method with
geometric continuity (NSPCC). Chapter 5 introduces NSPCC in detail, especially the
research on underlying principle and major developments made in this research. Chap-
ter 6 presents validation results which make the approach more reliable.
From Chapter 7 to Chapter 9, the focus is the applications of the developed method
in CFD-involved shape optimisation problems. Chapter 7 shows shape optimisation of
an industrial 3-D S-bend air duct, where the capability of NPSCC to couple with incom-
pressible solver is demonstrated. This chapter is also devoted to add understanding on
the approach. Chapter 8 and Chapter 9 present the coupling of NSPCC with compress-
ible solver. To be more specific, Chapter 8 presents the shape optimisation of a U-bend
cooling channel from the turbomachine industry, which cannot be handled by previ-
ous version NSPCC. Chapter 9 investigates the aerodynamic shape optimisation of the
ONERA M6 wing.
Finally, the conclusions, main contributions and future research recommendations
are summarised in Chapter 10.
Chapter 2
Geometry parametrisation
Parametrisation is an essential ingredient in shape optimisation, as it has enormous
impacts on the design space and thus the optimisation result. This chapter is devoted to
introduce parametrisation approaches in detail and give an extensive literature review.
Firstly, a general introduction to parametrisation is presented in Section 2.1, where
requirements of a good parametrisation method are given. Secondly, the NURBS sur-
face is discussed in Section 2.2. Then, detailed introduction and literature review on
the CAD-free and CAD-based parametrisation methods are given in Section 2.3.1 and
2.3.2, respectively. Finally, Section 2.3.3 surveys the application of NURBS in shape
optimisation.
2.1 Introduction to parametrisation
There exist a large variety of parametrisation methods. Samereh [53] classified those
for high-fidelity multidisciplinary shape optimisation into eight categories: Basis vector,
Domain element, Partial Differential Equation, Discrete (mesh point), Polynomial and
Spline, Analytical, CAD-based and Free-Form deformation (FFD). Some methods are
generic, for example, the discrete method can be applied to very wide applications. Some
methods are however designed specifically for a particular kind of applications.
Actually, every method has its own advantages and drawbacks, one needs to choose
a proper method according to requirements. Generally speaking, a good parametrisation
method for routine industrial applications should hold the following features [48, 53]:
 Fully automatic, which does not need additional user input.
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 Provide consistent geometry changes across all disciplines, and having a direct
connection to the CAD system for design, analysis, post-processing and manufac-
turing.
 Can be integrated into the design loop at a reasonable computational cost.
 Have a rich design space of smooth deformations, namely rich enough to capture
all relevant modes while maintaining smoothness.
 Support imposing constraints, such as manufacturing constraints and geometric
continuity constraints.
 Provide sensitivities.
The data exchange among different procedures of the design and manufacturing pro-
cess is normally achieved through CAD systems [54]. Based on whether CAD is involved
or not, the parametrisation methods again can be distinguished broadly into two kinds,
namely CAD-free and CAD-based methods. The former refers to those do not use CAD
formats as input and can not return a CAD geometry after optimisation, while the
CAD-based methods do. Figure 2.1 shows examples of CAD-free method and CAD-
based parametrisation via NURBS (see Section 2.2), where the mesh nodes and control
points of NURBS surface are used as design variables, respectively.
Figure 2.1: CAD-free approach and CAD-based parametrisation via
NURBS. Left: surface mesh coordinates are used as design
variables. Right: NURBS control points are used as design
variables.
Note that depending on whether the link to CAD is available, the NURBS-based
parametrisation approach can either be a CAD-based method, or a CAD-free one, as
shown in Fig. 2.2. This thesis focuses on the CAD-based parametrisation via NURBS,
which is a generic approach.
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Figure 2.2: The category of parametrisation approaches.
2.2 Introduction to NURBS surface
Non-Uniform Rational B-splines (NURBS) are industry standard employed to represent
and exchange geometric informations, on which many international standards, such as
IGES and STEP, are based. One of the merits of using NURBS is that not only analytic
shapes, such as conic sections and quadric surfaces, but also free-form geometries, such as
car bodies and ship hulls, can be represented by a unified mathematical basis [51]. There-
fore, a user can design surfaces without taking type of surfaces and special features into
consideration [55, 56]. As a result, by incorporating the NURBS in the design loop, the
effort to exchange information in a suitable format between different disciplines, such
as aerodynamic/structural analysis and post-processing tools, is significantly reduced
[57, 58].
NURBS are generalisation of B-splines and Bézier representations, thus the family of
curves and surfaces that can be represented with NURBS is much wider [59]. A NURBS












0 ≤ u, v ≤ 1, (2.1)
where Pi,j are control points, ωi,j are the corresponding weights. Ni,p(u) and Nj,q(v) are
p-th and q-th degree B-spline basis functions defined in the following knot vectors:
{0, . . . , 0︸ ︷︷ ︸
p+1
, up+1, . . . , ui, . . . , ur−p−1, 1, . . . , 1︸ ︷︷ ︸
p+1
}
{0, . . . , 0︸ ︷︷ ︸
q+1
, vq+1, . . . , vj , . . . , vs−q−1, 1, . . . , 1︸ ︷︷ ︸
q+1
}
where r = n + p + 1 and s = m + q + 1. Ni,p(u) and Nj,q(v) are given by the following













The basis functions are equal to zero everywhere except for an interval delimited by the
order of NURBS, [ui, ui+p+1)× [vj , vj+q+1), defining the area of influence of each control
point and its weight, as illustrated in Fig. 2.3. In these figures, curves from left to right
are N0,p, N1,p, N2,p, N3,p, N4,p, N5,p, respectively. It can be observed that each basis
function is non-zero only in an interval controlled by degree, namely higher degree leads
to larger affection area. Also note the symmetry of the basis functions about the u = 0.5
line in Fig. 2.3.















Ri,j(u, v)Pi,j . (2.4)
Piegl et al. [51] claimed the role of NURBS in CAD/CAM/CAE world is similar to
the English language’s role in science and business. This enormous popularity of NURBS
is due to their important geometric properties which make then very powerful:
 NURBS are generalisation of Non-rational B-spline, Bézier and rational Bézier
surfaces. This means by using NURBS, wider range of geometries can be described.
 Invariance. NURBS curves and surfaces are invariant under common geometric
transformations, such as affine transformation (rotation, translation, scaling) and
perspective projection [60]. For example, an affine transformation is applied to
the surface by applying it to the control points. These properties make the using
homogeneous form (see Section 5.2) possible.
 Local modification: due to the property of the basis functions in equation (2.2),
if Pi,j is perturbed or its weight ωi,j is changed, only the surface shape in the
rectangle [ui, ui+p+1)× [vj , vj+q+1) will be affected. This property is important in
aerodynamic shape optimisation, because the shape can be controlled locally.
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(a) p=1, {0,0,0.2,0.4,0.6,0.8,1,1} (b) p=2, {0,0,0,0.25,0.5,0.75,1,1,1 }
(c) p=3, {0,0,0,0,0.33,0.67,1,1,1,1} (d) p=4, {0,0,0,0,0,0.5,1,1,1,1,1}
Figure 2.3: Basis function of different degree.
 Strong convex hull property: assume ωi,j ≥ 0 for all control points. If (u, v) ∈
[ui0 , ui0 + 1)× [vj0 , vj0 + 1), then S(u, v) is in the convex hull of the control points
Pi,j , i0−p 6 i 6 i0 and j0−q 6 j 6 j0. This property may help to define geometric
constraints.
 Differentiability: S(u, v) is p− k times differentiable with respect to u at a u knot
of multiplicity k; S(u, v) is q − k times differentiable with respect to v at a v knot
of multiplicity k. This property is related to the continuity of NURBS surfaces at
knots.
Compared to B-splines, NURBS provide weight attached to each control point, thus
having more freedoms in controlling the shape. Figure 2.4 presents a NURBS curve with
7 control points. Different weights are set to the control points P4, which clearly show
how the weight affects the curve. Put specifically, a larger weight pulls the curve closer
to this control point, while a smaller weight pushes the curve away from this control
point.
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Figure 2.4: The effect of control point weight on NURBS curve.
When implementing NURBS, it is often preferable to represent NURBS in 4-D space,
termed homogeneous space [51]. When described using homogeneous coordinates, a
NURBS in 3D space is a B-splines in 4D space, which is an idea to represent a rational
curve (or surface) in n-dimensional space as a polynomial curve (or surface) in (n+ 1)-
dimensional space. A control point P = (x, y, z) in three-dimensional Euclidean space
is embedded as Pω = (ωx, ωy, ωx, ω) = (X,Y, Z,W ) in four-dimensional space, where
ω 6= 0 is the weight attached to this control point. P can be obtained from Pω by a
perspective mapping H. In this mapping, the first three coordinates of Pω are divided
by the fourth coordinate W, namely












if W 6= 0
direction(X,Y, Z) if W = 0
(2.5)
It is difficult to visualise the mapping from 4-D to 3-D space. For the purpose of
illustration, Figure 2.5 shows a mapping of a point from homogeneous form to Euclidean
form.
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Figure 2.5: The mapping of a point from homogeneous form to Euclidean
form.








i,j 0 ≤ u, v ≤ 1, (2.6)
where Pωi,j = (ωi,jxi,j , ωi,jyi,j , ωi,jzi,j , ωi,j). To obtain the NURBS surface in 3-D space,
simply apply the mapping H to every control point.
More details on NURBS and the properties can be found in [51, 52].
2.3 Literature review of parametrisation methods
There are various parametrisation methods, this section will give a detail discussion on
these methods. The main literatures will also be surveyed.
2.3.1 CAD-free parametersation
Parametrisation methods that have no link back to the CAD geometry are normally
referred to as CAD-free parametrisation. Some of them are more generic, such as node-
based method and FFD, while some are designed for specific applications. However, none
of these methods can satisfy all the requirements mentioned in Section 2.1.
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2.3.1.1 Generic CAD-free parametrisation method
Node-based parametrisation uses the displacement of every node of the surface grid
as design variables (see Fig. 2.1), thus provides the richest design space that can be
expressed by the CFD mesh. This method is automatically set up through the surface
grid, thus is able to use an existing grid for optimisation. In addition, the grid regen-
eration process can be avoided during the shape optimisation process. However, there
are two major disadvantages of this method. Firstly, additional smoothing to prevent
noisy surfaces which are not manufacturable is needed [61]. The reason is that, the
high-frequency oscillatory modes resulting from reduced regularity of the gradients, are
not visible to the flow solver and thus not well suppressed by the optimiser [48]. This
should be addressed by regularisation or smoothing of the gradients or displacements
[62, 63]. Secondly, the optimised shape exists as a deformed mesh, which needs manual
transformation back to CAD systems [64]. During this process, some fine details may
get lost thus impairs the optimal performance. The transformation process is also not
trivial and straightforward.
Another kind of CAD-free parametrisation is the FFD method. First formally intro-
duced by Sederberg et al. [65], FFD is a well-established technique used in computer
graphics for morphing images and deforming models. During recent years, FFD has also
been applied in shape optimisation problem as a parametrisation method [43, 66–68]. The
basic idea of FFD is embedding an object of interest inside a flexible control volume,
which can be deformed by moving the lattices of the control volume. An example of the
FFD approach is given in Fig. 2.6. One advantage of FFD is that it can do volume-based
deformation, therefore can be extended to consider structural deformations. The other
advantage of FFD is that, the computational grids are also automatically deformed when
deforming the whole volume around (or inside) the object. However, the FFD method
holds some shortcomings. Firstly, they need auxiliary shape grids so their construction
would become very cumbersome when rich design spaces are needed for complex con-
figurations. Secondly, human effort is required to set up the design space, leading to a
restricted design space which may not include relevant optimum [43]. Finally, same as
the node-based method, the optimised shape exists as a deformed mesh which needs to
be transcribed to CAD system.
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Figure 2.6: A free-form deformation example [69].
The polynomial and spline representations, such as Bézier, B-splines and NURBS, can
reduce the total number of design variables, compared to the node-based method. The
Bézier form is an effective representation for simple curves, however it does not have
the local control property, i.e. moving one control point will deform the whole shape. B-
splines form is a better representation, which can be considered as a composite of several
Bézier segments. B-splines provide local control property, therefore only a portion of the
geometry will be perturbed if a control point is modified. The drawback of B-splines
representation is that, they cannot exactly represent conic and circular sections (for
instance, the half-cylinder in Fig. 2.1), which are quite common in engineering applica-
tions. Thus, approximation is needed with B-splines while this problem is overcome by
NURBS. The studies on application of NURBS in shape optimisation problem will be
summarised in Section 2.3.3.
2.3.1.2 Airfoil parametrisation method
Some parametrisation methods are designed specifically for particular applications, for
example, the airfoil parametrisation. One method of this kind is the Hicks-Henne shape
functions [11], which defines the airfoil as the base airfoil plus a linear combination of
basis functions, i.e.:




where ybase is the base airfoil, ai and fi are coefficients and basis functions, respec-
tively. The basis function proposed by Hicks and Henne [11] are the sine functions:
fi = sin
ti(πxln(0.5)/ln(hi)), (2.8)
where hi locates the maximum point of the bump and ti controls the width of the bump.
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Figure 2.7: A geometric representation of the parameters used in PARSEC
method [70].
An alternative approach is the Parameterised Sections (PARSEC) method developed
by Sobieczky [70], which expresses the airfoil shape as a liner combination of suitable
base function. 12 meaningful properties (shown in Fig. 2.7), such as the upper/lower
crest position and max thickness, are then selected to close the system. Specifically, the












where yupper and ylower are y coordinates of points on the upper and lower surface,
respectively. ai and bi are linear combination coefficients. The advantage of this method
is that no baseline shape is needed. In addition, more intuitive control of the shape is
allowed since real geometric properties are used. However, the design space is limited to
only 12 design variables.
In past several years, a method based on singular value decomposition (SVD) has
been proposed as a new parametrisation method for airfoil [71–74]. The basic idea is to
apply SVD to a training library consists of many airfoils, say hundreds or thousands, such
that some dominant deformation modes are extracted out. Then, these modes compose
the design space through linear combination, and the combinational coefficients are used
as design variables. In this way, the number of design variables is greatly reduced while
still covering a large design space. The other advantage of this method is that, the
training library consists of nice airfoils accumulated in past many years, thus design
experiences are involved, such that good performance can be obtained. This idea has
been applied successfully in several studies [75–78]. However, it seems that this method
is more suitable for airfoils thus so far most of these work are limited to 2-D airfoil
shape optimisation. Until recently, Allen et al. [79] tried to extend this idea to 3-D shape
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optimisation problem. In addition, since a training library consists of many airfoils is
needed, this method is non-trial to set up.
Another very similar idea is using Principal Component Analysis (PCA) to reduce
the number of design variables [80]. This method also builds the design space based
on a large amount of data of shapes accumulated in industrial fields. The method is
very helpful in gradient-free optimisation problems, however in gradient-based methods
where the adjoint method (see Chapter 3) is chosen to calculate gradients, its strength
is limited. In addition, although there was an attempt to apply this method to the
optimisation of film cooling hole [80], its main applications are still limited to airfoil
optimisation due to the requirement of a trailing library. Another idea sharing the same
features is the method based on Proper Orthogonal Decomposition (POD) [81, 82].
The methods presented in this section (Hickes-Henne shape functions, PARSEC, SVD
and PCA-based) are suitable for airfoil parametrisation, but it is difficult to generalize
them for general geometries, such as the S-bend and U-bend used in later chapters. There-
fore, the application of these methods are limited. One can find more details on airfoil
parametrisation methods and their comparison in [83–85].
2.3.2 CAD-based parametrisation
In CAD-based methods, the parametrisation of shape is a part of the CAD model which
is kept inside the design loop. Hence, the resulting optimal shape is directly available
for further analysis and manufacturing. According how the parametrisation is defined,
CAD-based parametrisation can be divided into explicit and implicit methods. The main
difficulty for gradient-based optimisation with CAD-based parametrisation then is that,
it is also needed to compute derivatives of the parametric CAD model.
2.3.2.1 Explicit CAD-based parametrisation
The parametrisation can be defined explicitly in a parametric CAD system, as often done
to generate a family of parts in different sizes or for manual design space exploration. A
number of researches have been performed utilising explicit CAD-based parametrisation
methods in shape optimisation, and it can be found that there are several ways to
implement explicit CAD-based optimisation, i.e.:
 Firstly, one can develop application-specific parametrisation tools, like in the work
of Gräsel et al. [86] or Verstraete [87] as well as Torreguitart et al. [88]. These
tools take extensive engineering experience into the account, thus allowing to use
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conventional parameters, such as trailing/leading edge radius and wing space, to
parametrise geometries and act as design variables.
 Secondly, commercial CAD software can be utilised, such as CATIA V5 [89] and
Siemens NX1. For example, Fudge et al. [90] presented a CAD-based geome-
try control system through the Computational Analysis PRogramming Interface
(CAPRI), which is an interface to different CAD systems. By using CAPRI, one
can use CAD parameters as design variable. Similar CAD-based methods through
CAPRI have also been reported by other researchers [91, 92]. Nemec et al. [93]
directly employ the parametrisation defined in the Pro/ENGINEER Wildfire CAD
system2. Robinson et al. [94–96] utilised the CAD parameters defined in CATIA
V5, such as sketch-based and dress-up features, as design variables. Vasilopoulos
et al. [97] also used a closed-source commercial CAD tool to optimise a compressor
stator at multiple operating conditions.
 In addition, open-source CAD kernel, e.g. Open Cascade Technology (OCCT)3
[98]. Dannenhoffer from New York and Haimes from MIT followed this way and
used OpenCASCADE to define their CAD-based parametrisation [99]. Also,
Auriemma et al. [45], Banovi et al. [100] and Mykhaskiv et al. [101] tried to integrate
OpenCASCADE into optimisation loop as CAD-based parametrisation.
These methods use CAD representation of the geometry at each stage of the cycle so
that the CAD system can be integrated into the design loop. As mentioned before, it is
required to compute CAD sensitivities in gradient-based optimisation with CAD-based
parametrisation. The derivative computation of the explicitly parametrised CAD model
can then be achieved through finite differences (FD), i.e. for commercial CAD software
[94, 95, 102, 103] or OpenCASCADE [99], which incurs the typical problems of FD with
errors, choice of step size. Vasilopoulos et al. [103] and Agarwal et al. [96] avoid problems
of robustness due to patch renumbering by approximating the surfaces with triangula-
tions (STL), which in turn has issues with projection near sharp corners. Another option
of computing gradients is applying automatic differentiation (AD) to the source code
of the open-source CAD system, for instance the OpenCASCADE, or in-house CAD
tool, which addresses issues of accuracy and will allow use of the efficient reverse mode
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While explicit CAD-based parametrisation has the advantage that geometric con-
straints such as thicknesses or radii can be directly built into the design space, there
are several drawbacks of these methods. Firstly, these parametrisations typically either
do not have sufficient freedom to capture relevant modes, or require important human
knowledge about the flow and incur significant user effort to set up, which ultimately
negates the benefits of numerical optimisation. Secondly, these parametrisations are nor-
mally defined using certain CAD system which in general is not transferable among
systems. In addition, for some geometries, it is not an easy task to use explicit parame-
ters, such as thickness and width, to represent the shape while maintaining rich design
space. An example is the S-bend air duct from automotive industry shown in Fig. 7.1,
whose design surfaces are the middle cranked section. Finally, and more severely, cur-
rent CAD systems in general are proprietary, which do not offer derivatives of surface
displacements with respect to the design variables needed in the chain rule.
Figure 2.8: An S-bend air duct from automotive industry.
2.3.2.2 Implicit CAD-based parametrisation
In addition to explicit CAD-based parametrisation, a CAD-based parametrisation can
also be defined implicitly, i.e. to arise from the CAD model’s generic description such
as the collection of NURBS patches in the STEP (see Section 5.8) or IGES standards
[104]. The positions and weights of the control points (CP) of the NURBS patches can
be used as design variables.
There are also many works in the literature following this paradigm. In [69], Andres
et al. gave a comparison between two kinds of CAD-based parametrisation approaches,
one of which is using NURBS to describe the geometry. In this work, it was claimed that
the geometry information were extracted from IGES file created by CATIA V5. However,
only a 2-D airfoil optimisation was performed and how the CAD system was integrated
into the design loop was not described. An improved approach was proposed by Martin
et al. in [50, 105], where geometry was represented using NURBS, and the IGES format
was used to interchange information between different systems, so that fast incorporation
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of the optimisation procedure into existing design chains was possible. The continuous
adjoint methodology was used for fast gradient computation. However, this approach can
only be applied to geometries with one single moveable patch or only have deformation
inside a patch, the continuity between adjacent patches can not be maintained. Mueller
et al. [106] integrated the CAD parametrisation into the design chain by extracting
information from the STEP file, and the method is applied to a multipoint optimisation
of a turbocharge radial turbine.
This approach offers a number of advantages. Firstly, only a subset of CAD function-
ality is needed which can straightforwardly be implemented in light-weight standalone
tools, which in turn significantly simplifies the derivative computation with AD tools
[48]. Secondly, the implicit parametrisation through control points typically produces a
suitably rich design space without the need for manual setup [107]. Thirdly, provided that
the design space remains coarser than the CFD mesh, gradient regularisation as needed
for mesh-based parametrisations [62] is not required. On the downside, a methodology
needs to be introduced for imposition of geometric constraints, such as continuity con-
straints between NURBS patches or thickness, box and radii constraints.
Note that since STEP file is based on NURBS, thus more studies of implicitly defined
CAD-based methods will be surveyed in Section 2.3.3.3. The CFD optimisation group at
QMUL has also performed researches on implicitly defined CAD-based methods. These
works will also are summarised in Section 2.3.3.
2.3.3 Application of NURBS in shape optimisation
This section summarises past studies on the application of NURBS in shape optimisation,
including structural optimisation and CFD-based shape optimisation. NURBS could be
applied in two aspects. First, use NURBS to represent a geometry. Second, add weights
into design space during optimisation.
NURBS have been widely used in shape representation and optimisation, since there
are several advantages of NURBS over other parameterization techniques. Firstly, NURBS
can integrate with standard CAD systems seamlessly, because NURBS are the standard
of the STEP file to describe geometry. Secondly, NURBS can support very wide range
of geometries, namely they can not only support free-form surface but also implicit sur-
face. Compared to B-splines, which is also widely used, NURBS can describe conic and
circular shape accurately. Therefore, most geometries can be handled by using a uni-
fied framework with NURBS. More importantly, the weights of NURBS control points
provide additional freedom to adjust the shape, thus it is possible to obtain better and
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smoother shape in design optimisation.
One thing should note is that, although NURBS is the standard of most CAD sys-
tems, not all the parametrisation methods using NURBS are CAD-based, as shown in
Fig. 2.2. For example, those methods which only use NURBS curve to describe airfoils
but do not involve any CAD systems in the optimisation loop [108–110], should be better
regarded as the spline-based approach [53].
2.3.3.1 Application of NURBS in structural shape optimisation
NURBS have been extensively applied in structural optimisation, especially in isogeo-
metric analysis (IGA) [111, 112]. This is because NURBS can play a bridge between
CAD model and the Finite Element Method (FEM) model, so saving man power from
manually adapting FEM meshes to CAD models [113]. For example, Ziani et al. [114]
discussed the effect of weights on structural shape optimisation and claimed that by
using weights better optimisation results can be obtained. However, in this paper, very
few details were presented, therefore it almost gave no clue on how to use weights and
how the results are obtained. Song et al. [115] investigated how both the positions and
weights are used as design variables in IGA. However, in this work, positions and weights
were used alternatively rather than simultaneously. In [28–30], the homogeneous form of
NURBS was applied to the structural optimisation problem to optimise axisymmetric
solids and shell structures. The homogeneous form of NURBS allows both position and
weights of control points to be used as design variables. These works have shown that
NURBS work well together with the FEM.
There are also some works performed utilising NURBS in CFD-based shape optimi-
sation problem. A part of them belong to CAD-based category, while others are not.
2.3.3.2 Application of NURBS in CAD-free CFD shape optimisation
Regarding studies using NURBS but are CAD-free, one of the main problems is that the
design loop is not complete and automatic, thus additional work is needed to exchange
data and utilise the optimal results.
Some researchers tried to utilise NURBS to represent geometries more effectively. For
example, Mengistu et al. [116] tried to find an optimum representation of generic airfoil
geometry using NURBS, which can be used to parametrise wings as well as gas turbine
blades. The Simulated Annealing optimisation method was utilised. This work showed
initial results in representing airfoils with NURBS. Wessels et al. [117] presented two
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methods based on NURBS to represent airfoils, i.e. the top and bottom NURBS scheme
and the thickness-camber NURBS scheme. It was shown that both schemes can replicate
the given set of airfoils well. Bentamy et al. [59] introduced how to represent a wing with
NURBS, but no shape optimisation was performed. Lepine et al. [108, 109] demonstrated
that a large variety of airfoils can be expressed within specified tolerance by using 13
NURBS control points. Ma et al. [118] presented an FFD method based on NURBS for
complex aerodynamic shape deformation. But in this work, only the local modification
property of NURBS in shape deformation was shown, no optimisation was performed.
Studies have also been performed to investigate the performance of NURBS in shape
optimisation. In the work of Lepine et al. [108, 109], NURBS were firstly used to approx-
imate airfoils, which were then used in shape optimisation. It was shown that NURBS
can produce smoother optimal shape, compared to the shape function parametrisation
method. However, in those work, it seems that there was no CAD system involved. In
addition, the sensitivity of cost function w.r.t. design variables were calculated using FD,
thus the computational cost would become prohibitive quickly as the number of design
variables increases. Bentamy et al. [1] presented the usage of NURBS in parametrising
a complex 3-D wing surface and its use in the first stage of aerodynamic design, con-
sidering the manufacturing tolerances. However, details about the design variables were
not given. In addition, the elements of the Jacobian (derivatives) were computed using
FD. In [119], Lozano et al. computed the flow sensitivities based on domain and bound-
ary integrals using ONERA M6 wing described with NURBS. However, in that work, no
shape optimisation was performed. Another work using NURBS by Painchaud-Ouellet
et al. [110] performed optimisation using both single-point and multi-point considering
thickness constraint. In addition, both position and weight of the control points are
perturbed in that work. However, again FD is used to compute the gradient. What’s
more, the work was only about optimisation of 2-D airfoil and no CAD-systems were
involved. Liang et al. [120] applied NURBS in multi-objective airfoil optimisation prob-
lem. Both position and weights of control points were chosen as design variables in that
work. However, gradient-free optimiser was used thus the optimisation was restricted to
2-D airfoil case because of the computational cost issue. In a follow-on work of these
authors [121], the 3-D ONERA M6 wing was optimised in multi-objective manner via
CFD approximation model and genetic algorithm (GA). In that work, only a very small
number of design variables (22 design variables) were used in order to reduce computa-
tional cost. Therefore, the design space was rather limited. Yildirim et al. [122] performed
wing shape optimisation by using NURBS and discrete adjoint method. Although they
claimed that NURBS control points were used, no evidence were given in the paper. In
addition, in that work, they did not give information about where NURBS data came
from, and whether any CAD systems were involved in the optimisation loop.
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As can be been, current researches on applying NURBS in CAD-free shape optimi-
sation hold some shortcomings, which are listed as following:
 The parametrisation has no direct connection to the CAD model. Reverse engineer-
ing techniques would necessary to reconstruct the CAD model from the optimised
grid [64, 123], which may impair the optimality of design.
 FD is utilised to compute gradients, or gradeint-free optimisation methods are
employed. In both ways, the number of design variables would be limited due to
the issue of computational costs.
2.3.3.3 Application of NURBS in CAD-based CFD shape optimisation
With regard to application of CAD-based parametrisation method via NURBS in CFD
shape optimisation, one can also find some studies in the literature. Andres et al. [69] pre-
sented a preliminary comparison between FFD-based and NURBS-based parametrisation
method. However, they actually did not demonstrate the CAD-based property of their
methods. In addition, only the position of control point was used, weight adjustment was
not considered. Martin et al. [50, 105] reported an automated optimisation framework
consists of DLR TAU code and CAD-based parametrisation method with NURBS. They
claimed that their optimisation framework was based on NURBS, but in these papers,
they stated clearly that weights were not touched. Therefore, B-Splines were actually
used in their work. In addition, although the continuous adjoint method was used in
these work to save the computational cost of computing gradients, the derivation of
continuous adjoint solver was tedious (see Section 4.3.1). In a follow-on work of Martin
et al. [124], a control box approach based on NURBS to calculate gradients was pre-
sented. They claimed that it was easy to handle continuity by using the NURBS control
box approach, but no details and results about the continuity were presented. In a recent
work, Verstraete et.al [46] employed tri-variate B-splines to parametrise the U-bend cool-
ing passage based on CAD format. The authors revealed that by using the tri-variate
B-splines the mesh deformation process was much easier. However, it seems that it is
not trivial to create and set up this parametrisation for a complex geometry.
In addition to above researches, Yu et al. [47] proposed to extract NURBS informa-
tion from the STEP file, and demonstrated the effectiveness using a 2-D airfoil case. The
method was extended to 3-D case to handle the geometric continuity constraints between
different patches [48, 49], and to compute intersection lines [125]. In [101], Mykhaskiv
et al. compared NURBS-based and parametric-based parametrisations using the differ-
entiated OpenCASCADE, and suggested that NURBS-based method was more suitable
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for optimising non-conventional components. However, although termed with NURBS,
in these works actually only B-splines were supported, thus the benefits of NURBS were
not utilised. For instance, many STEP files exported by CAD software were not sup-
ported, and weights of control points were not varied during optimisation. In addition,
as will be shown in Section 5.4.7, in these works the number of design variables may
change during optimisation, hence advanced optimisers such as BFGS cannot be applied
directly. Thus, measures must be taken to solve this. Besides, although the human efforts
needed were reduced significantly, the good performance of these approaches still heavily
reply on user’s experiences.
2.3.3.4 Summary of application of NURBS in shape optimisation
Based on above discussions, one can see that most works of using NURBS in shape
optimisation focus on CAD-free parametrisation What’s more, while some studies have
been conducted on the application of NURBS in shape optimisation problem, there is
still a lack of method and an optimisation framework holding the following features:
 CAD-based, namely both input and output files are compatible with CAD software
and can be exchanged among different systems.
 Can be applied to 3-D shape optimisation problem.
 Can handle geometric constraints, such as geometric continuity between patches.
 Utilise the benefits of NURBS, namely support wider range of geometries, and
include both position and weight of control points in the design space.
 Use gradient-based optimisation approaches, and support different optimisers.
 Adjoint-based, such that computational inexpensive gradients are available.
 Automated, thus do not require additional user efforts during the optimisation.
 Easy to set up, do not need many efforts to set up, and do not reply on user’s
expertise heavily to obtain good performance.
This thesis will focus on CAD-based parametrisation method by using NURBS, and
will develop method and optimisation framework to fulfil above requirements.
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2.4 Summary
This chapter introduces geometry parametrisation, which is a key aspect in shape optimi-
sation, in detail. Firstly, requirements for a good parametrisation method are given. Sec-
ondly, the NURBS surface and their homogeneous form are discussed. Then, an exten-
sive literature review of various parametrisation approaches is given with emphasis
on two major families of parametrisation methods, namely CAD-free and CAD-based
approaches. In addition, the applications of NURRBS in shape optimisation are also
surveyed.
Compared to their CAD-free counterparts, CAD-based parametrisation methods can
return a CAD format, which is desired by industry, thus are normally preferred. There
are different ways to implement CAD-based parametrisation, i.e. explicit parametrisation
based on parametric CAD systems and implicit parametrisation based on CAD model’s
generic description like STEP file. The main features of implicit parametrisation are that
they do not heavily rely on engineering experience, and large number of design variables
are possible. In addition, it is easier to obtain accurate and robust derivatives. By utilising
NURBS, more benefits can be achieved. Therefore, the explicit CAD-based parametrisa-
tion is more suitable for cases where decent parametrisation is available from engineering
experience, while the implicit methods are preferred when optimising non-conventional
shapes and exploring new designs.
Based on infomation presented in this chapter, this thesis will focus on CAD-based
parametisation methods. To be more specific, this work will mainly investigate CAD-
based method via NURBS repersentation.
Chapter 3
Numerical optimisation
CFD-based shape optimisation is an important application of numerical optimisation
technique, which has attracted widespread interest in recent years. This chapter firstly
gives a general introduction to numerical optimisation in Section 3.1, then introduces
the shape optimisation problem based on CFD in Section 3.2. Some basis aspects about
numerical optimisation, such as optimiser and line search algorithm, are discussed in
Section 3.3. Section 3.4 is then devoted to summarise gradient computation methods,
with emphasis on AD.
3.1 Introduction
Numerical optimisation algorithms are increasingly used in advanced design problems.
Based on whether gradient information is needed in the optimisation or not, there are
two main kinds of optimisation methods: gradient-free (stochastic) and gradient-based
(deterministic) optimisation method. In gradient-free optimisation only the cost function
value is needed, while in gradient-based methods the first derivatives even the second
derivatives are also required.
Each approach has its advantages and drawbacks, and the choice is problem depen-
dent. Gradient-free optimisation methods such as Genetic Algorithms (GA) [126] or
Evolutionary Algorithms (EA) [127] are well established, especially for cases where the
computational cost of a function evaluation is low, such as the linear structural opti-
misation. The gradient-free methods are often conveniently used as black-box packages,
since no modifications to the simulation tool are needed. However, these methods require
numerous function evaluations when going beyond 50-100 design variables [46], and this
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cost becomes prohibitive when used with expensive CFD models. In many cases a single
evaluation of the CFD problem may require several hours or days of run time. Therefore,
gradient-free approaches are not suitable in shape optimisation with CFD if there are
many design variables.
Since the duration of the complete CFD-based optimisation process is “(number of
CFD evaluations) × (duration of a single CFD evaluation)” [18], we hence have to reduce
the number of evaluations as much as possible to save computational time. Therefore, in
shape and topology optimisation with CFD, gradient-based methods have been adopted
as the method of choice because their convergence suffers much less from large design
spaces. They converge to the optimum in many fewer design iterations compared to
stochastic approaches. For instance, gradient-based optimisation can lead to an optimum
with O(10) CFD evaluations [31, 61].
However, there are also limitations for gradient-based methods. Firstly, the lineari-
sation used in gradient-based optimisation is only valid when the objective function is
at least once continuously differentiable. For those cases where design variables are inte-
ger values, e.g. the number of engines, stochastic approaches may be better. Besides,
the gradient-based methods generally will converge to the nearest local minimum rather
than global optimum. A combination of stochastic methods and gradient-based method
can be used for global optimisation. Some recent work on multimodality and global
optimisation in aerodynamic design can be found in [128–130].
In practical optimisation design, the designer normally start based on an existing
design, which is already good. The aim is to obtain some improvements. For example,
improve the wing shape based on current aircraft. In this case, the local optimum is often
acceptable thus the gradient-based method is suitable. Based on this fact, we focus on
using gradient-based approaches in this work.
3.2 Shape optimisation based on CFD
In aerodynamic shape optimisation problems, three components are used to describe the
problem: cost function J , state variables U and design variables α. The cost function J
is determined by both state variables U and design variables α. The flow variable U is
computed on the spatial discretisation Xv, which deforms smoothly given deformation
of the surface mesh discretisation Xs. Xs is derived from surface S which is determined
by the design variables α. Thus, the dependency between cost function J and design
3.2. Shape optimisation based on CFD 33
variables α is:
J = J(U(Xv(Xs(S(α))))),α). (3.1)
The main terms related to numerical optimisation in CFD-based optimisation are
introduced below:
cost/objective function: denoted here as J . The cost function is a scalar function
that is to be minimised, and it is the measure of optimality. Typical cost functions
in aerodynamic optimisation are lift, drag and pressure loss, etc.
flow variable: denoted here as U. Flow variables satisfy the flow equations (see Chapter
4), which are constraints to the optimisation problem.
design variable: denoted here as α for the vector of design variables, while αi refers to
one particular design variable. Design variables are what will be modified during the
optimisation, however they do not necessarily control the shape directly. Figure 2.1
shows examples of design variables, which are NURBS control points and surface
mesh coordinates, respectively.
gradient/sensitivity of the objective: denoted here as dJdα . In gradient-based meth-
ods, gradients point out a direction of searching optimal solution.
CAD sensitivity: denoted here as ∂Xs∂α , is the sensitivity of the surface mesh points
w.r.t. the CAD design variables.
optimiser: Optimiser is used to select a set of new values for design variables in order
to find the optimum.
The sensitivity of the cost function J with respect to the design variables α, can be












Quite often ∂J∂α = 0 because the cost function does not explicitly depend on the design
variables. For example, in the U-bend cooling channel case (see Chapter 8), the outlet is
located very far from the zone affected by the design variables, thus this term is actually
0.
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where the derivatives of cost function can be provided by the adjoint solver (see Chapter
4).
In industrial design, CAD systems are used to build the surfaces of objects and are
needed in manufacturing. It is of interest to preserve the CAD format of the surfaces
throughout the design process, although sometimes we need to modify the CAD descrip-
tion to make it suitable for optimisation. The parameters of the surface parametrisation,
such as the control points of NURBS surface, can then be used as design variables, and
their optimal configuration is the target of optimisation. In the context of CAD-based
















where the CAD sensitivity ∂Xs∂α in equation (3.4) has to be obtained from the information
provided by CAD systems. More details on the computation of CAD sensitivity will be
introduced in Section 5.4.6.
Once the gradient is obtained, gradient-based methods can be utilised to perform the
optimisation.
3.3 Optimiser and line search
Optimiser is the algorithm used to find a new set of values for the design variables α
to search the optimum. Many gradient-based optimisation methods move along a search
direction for some distance to find new value of α, where the cost function value is lower
(for minimisation problem). Specifically, to find
αk+1 = αk + skpk, (3.5)
which leads J(αk+1) smaller than J(αk), where the subscript k + 1 and k are design
iterations, pk is the search direction, sk is step length. The important thing here is to
firstly find a search direction which can lower the cost function, and then decide how
long should move along this direction.
It has been demonstrated that if pk is a descent direction, it should satisfy the
condition
pTk gk < 0, (3.6)
where gk is the gradient of cost function at point αk. Optimisation methods differ mainly
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in the way of finding pk in each optimisation iteration. For instance, in the steepest
descent method, pk is the negative gradient direction (pk = −gk). In the Newton method,
pk is the product of inverse Hessian matrix (matrix of second derivatives) and negative
gradient direction (pk = −H−1k gk). In quasi-Newton method, an approximation to the
Hessian matrix with a positive definite matrix is used instead of the exact Hessian matrix.
In following sections, more details will be given on the search direction and step
length.
3.3.1 The steepest descent method
The steepest descent method utilises the negative gradient direction as the search direc-
tion, i.e.
αk+1 = αk − skgk. (3.7)
It is the simplest gradient-based optimisation methods and can be very easily imple-
mented. It requires only the cost function value as well as the first derivative of cost
function.
A typical process of the steepest descent algorithm with inexact line search (see
Section 3.3.3) is presented in Algorithm 3.1. As can be seen that, the history information
of gradient is not required during the optimisation process. Because of this property and
its simplicity, the steepest descent method has been used frequently together with the
NSPCC approach previously by Xu et al. [48, 49] and also in this study.
However, the steepest descent method is a first order approach, which may not be very
efficient and converges slowly for complex problem. Therefore, more efficient methods
have also been explored.
Algorithm 3.1: Steepest descent method with inexact line search
1 k = 0, 1, 2, ... ;
2 α0 = αinitial ;
3 repeat
4 Compute Jk;
5 Set pk = −∇J(αk);
6 Calculate s∗k so that the Wolfe condition is satisfied ;
7 Set αk+1 = αk + s
∗
kpk ;
8 until ‖ ∇J(αk+1) ‖ is sufficiently small ;
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3.3.2 Quasi-Newton method
If the search direction in equation (3.5) is the product of inverse Hessian matrix with
negative gradient, i.e.
αk+1 = αk − skH−1k gk, (3.8)
then it gives the Newton method. The Newton method has second order convergence
rate such that it can quickly converge to local optimum if it starts near it. However, it
is computational expensive to compute the exact Hessian matrix and invert it in each
optimisation iteration, leading to the development of another kind of methods, called
quasi-Newton methods.
One of the most famous quasi-Newton approaches is the BFGS method, named after
its inventors Broyden, Fletcher, Goldfarb, Shanno [131]. The main idea of BFGS algo-
rithm is to approximate the Hessian matrix (or its inverse) with a positive definite matrix,
avoiding the expensive computations of the Hessian matrix. The approximation matrix
is updated in each iteration with a low-rank update. The BFGS approximation of the
inverse Hessian (B ≈ H−1) is obtained by [131]:
Bk+1 = (I− ρkδkyTk )Bk(I− ρkykδTk ) + ρkδkδTk , (3.9)
where δk = αk+1 −αk, yk = gk+1 − gk, ρk =
1
yTk sk
. Then we have
αk+1 = αk − skBkgk. (3.10)
The BFGS approach is more efficient compared to the steepest descent method, while it
loses the quadratic convergence of the Newton method [132]. A line search is needed in
the BFGS algorithm to safeguard the optimisation process, as shown in Algorithm 3.2:
Algorithm 3.2: BFGS method
1 Choose α0 as an initial estimate of the minimum of J(α) ;
2 Choose H0 as an arbitrary symmetric positive definite matrix, normally H0 = I;
3 k = 0, 1, 2, ... ;
4 repeat
5 Set gk = −∇J(αk);
6 Set pk = Hkgk ;
7 Find sk, so J(αk + skpk) satisfies Wolfe conditions ;
8 Set αk+1 = αk + skpk, γk = gk+1 − gk δk = αk+1 −αk ;
9 Obtain a new positive definite matrix Hk+1 such that Hk+1γk = δk
10 until ‖ ∇J(αk+1) ‖ is sufficiently small ;
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There are some variants of the BFGS method, such as L-BFGS [133, 134] and L-
BFGS-B [135–137]. The problem of using these L-BFGS-based packages in aerodynamic
shape optimisation is that, the initial perturbation step is too large for the mesh move-
ment algorithm thus the mesh will be broken. Measures must be taken to deal with this,
which is however not trivial because these packages are normally utilised like a black-box
tool. Interested readers can refer to those work.
3.3.3 Line search
As mentioned earlier, one should find a step length to decide the distance move along
the search direction. This process is called line search. To be more specific, line search
is the process of finding sk, so that J(αk + skpk) is smaller than J(αk) to a satisfactory
extent.
There are two kinds of line search, the first one is called perfect or exact line search,
which chooses s∗k to minimise J(αk+skpk). The other one is weak or inexact line search,
which accepts any sk that make J(αk + skpk)−J(αk) negative and bounded away from
0. Since perfect line search is computationally expensive, therefore in practice and also
in this work, the inexact line search is preferred and used.
The Wolfe theorem [138] provides precise conditions on sk that guarantee convergence
of optimisation problems. There are basically three Wolfe conditions which are given as
following.
The first Wolfe condition is:
pTk gk ≤ −η0 ‖ pk ‖‖ gk ‖, (3.11)
where η0 is a small positive constant with typical value 0.01. This condition is stronger








The second Wolfe condition is:
J(αk + skpk)− J(αk) ≤ η1skpTk gk (3.12)
where η1 is a constant between 0 and 0.5. Typically, η1 = 0.1. This condition is used to
make sure that sk can produce a meaningful reduction in the cost function. Also, this
condition requires that the step size is not too large.
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The third Wolfe condition is:
|J(αk + skpk)− J(αk)− skpTk gk| ≥ η2|skpTgk|, (3.13)









then the Armijo line search algorithm [132] based on the second and third Wolfe condition
is given as in Algorithm 3.3. The Armijo line search method is used throughout this study.
Algorithm 3.3: The Armijo line search algorithm
1 Choose constants C > 1, c < 1, and η1, η2 so that 0 < η1, η2 < 0.5. Typically,
η1 = η2 = 0.1;
2 Set sk = 1 and smin = 0;
3 Compute J(αk), gk;
4 Set pk = −gk;
5 Compute J(αk + skpk), D(sk);
6 while (|1−D(sk)| < η2) do
7 Set smin = sk, sk = Csk;
8 Compute J(αk + skpk), D(sk);
9 end
10 while (D(sk) < η1) do
11 Set sk = smin + c(sk − smin);
12 Compute J(αk + skpk), D(sk);
13 end
3.4 Gradient calculation
The key requirement of using gradient-based optimisation is the computation of gradi-
ents. Typically, there are several methods that can be used to calculate the gradients:
finite differences (FD), complex variables, tangent linearisation, automatic differentia-
tion (AD) and the adjoint method. The first four types will be introduced in this section
and the adjoint method will be discussed in Section 4.3.1, because the adjoint method
is more related to flow solvers in this study.
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3.4.1 Finite differences
The simplest method to compute gradient is finite differences (FD). The derivative of




J(α + hei)− J(α)
h
+O(h), (3.15)
where ei denotes the ith unit vector, h is the perturbation step size. The truncation error
is O(h), hence this is a first-order approximation.
The derivative with second-order accuracy can be obtained by central finite difference:
∂J
∂αi
≈ J(α + hei)− J(α− hei)
2h
+O(h2). (3.16)
The main advantage of FD is the unparalleled simplicity, especially it can be used
straightforwardly with black-box commercial solvers and CAD systems, for example in
some CAD-based parametrisations [94, 103]. However, FD suffers from two important
shortcomings. Firstly, it is hard to choose a proper step size h. As illustrated in Fig. 3.1,
if h is too large the truncation error will corrupt the result, while if h is too small the
round-off error will dominate. Another problem with the step size is that, the scale of
elements in the design variable vector may be different, thus the proper step size for
each variable may not be the same. This makes the selection of the proper step size
more difficult and time consuming. Secondly, if FD is used to compute flow sensitivities
in CFD shape optimisation, each design variable will incur an additional solve of the
flow field (or two in central finite difference) at every design iteration, thus the cost will
quickly become prohibitive when the number of design variables increases. This kind
of method is called ‘state-gradient’ method [139]. Researchers from Queen’s University
of Belfast (QUB) [94, 95, 103] computed the flow sensitivity with adjoint method (see
Section 4.3.1) and applied FD to CAD systems for geometry sensitivities, avoiding the
prohibitive costs. They also coped with problems of robustness due to patch renumbering
by approximating the surfaces with triangula-tions (STL), which in turn has issues with
projection near sharp corners.
Due to its simplicity, the FD gradient is utilised to compare with gradients from other
methods in this work.









Figure 3.1: Finite differences error dependence on step size.
3.4.2 Complex-step method
One alternative to FD is the complex-step method based on complex variables. By using
a pure imaginary step sj, the Taylor expansion of a function f of at point x gives:


















+ . . . , (3.17)
where j is the imaginary unit and s denotes the step size. The derivative of f with respect
to x is obtained by equating the imaginary parts:
















The main advantage of complex-step method is that it avoids the subtraction of equal
size parts in FD which gives rise to the round-error when the step size is chosen very
small. In addition, as can be seen from equation (3.19), this is a second order estimate
of the derivative. The complex-step method provides a tool for comparing the gradients
computed using other methods. However, the computational cost still scales with the
number of design variables. In addition, there is a significant computational cost due to
the complex-variable arithmetic [139].
More details about the complex-step method, such as the implementation and its
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connection to other methods, can be found in [140–144].
3.4.3 Tangent linearisation
Consider the Navier-Stokes equations (see Chapter 4) as:
R(U,α) = 0, (3.20)
where R is the conservative residual of the discretised flow equations, U are state vari-
ables and α is a set of design variables. Taking the derivative of equation (3.20) with









which can be written as:
Au = f, (3.22)
where A is the Jacobian ∂R∂U , u is the perturbation field, i.e. the change of the flow field
with respect to α, ∂U∂α , and f is is the change in residual w.r.t. changes in shape,
∂R
∂α .

























which indicates that for each design variable an expensive solve of the perturbation field
∂U
∂αi
is required. Therefore, when the number of design variables increases, the computa-
tional cost will quickly become too expensive.
3.4.4 Automatic differentiation
Apart from the methods mentioned above, the gradients of a function can also be com-
puted via the approach termed algorithmic differentiation, which is a technique to numer-
ically evaluate derivatives of a function from its source code. This method is based on
the fact that every computer program consists of a sequence of elementary arithmetic
operations, such as addition and subtraction, and elementary functions, such as exponen-
tial and logarithm. Thus, by analytically differentiating these operations and functions,
and then assembling the elemental derivatives based on the chain rule, derivatives of
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function can be computed. The main attraction of algorithmic differentiation is that it
can give very accurate derivatives, namely accurately to machine precision, for functions
implemented in programming language.
There are two modes of algorithmic differentiation: forward mode and reverse mode
[145]. In forward mode, the function is firstly broken into the most elemental parts. Then,
these most elemental parts are differentiated from first to last and assembled based on
the chain rule to form the derivatives of the function w.r.t. each independent variable. In
contrast, the differentiation in the reverse mode is in reverse sequence after forming the
most elemental parts, i.e. from last to first. To be more specific, the last elemental entity
is differentiated w.r.t. all the elemental parts.
Taking a function f(x, y) = ycosx as an example. The derivatives of f can be obtained
easily as: ∂f∂x = −ysinx,
∂f
∂y = cosx. The computational graph of this function is given
in Fig. 3.2, where each node denotes a primitive function and the edges present the flow
of information. Based on this graph, the code list in forward mode and reverse mode
are given in Table 3.1 and Table 3.2, respectively. As can be seen, in forward mode
information flows from bottom to up, while in reverse mode it is from up to bottom. It
can also be observed that in forward mode the last operations give the derivatives, while
in reverse mode ∂e4∂e1 and
∂e4
∂e2
are the required derivatives. Note that in forward mode the
differentiation operations need to be applied twice to obtain gradients for both x and
y. In contrast, in reverse mode one single parse is enough to obtain derivatives w.r.t.
both independent variables, which is the advantage of the reverse mode.
Figure 3.2: The computational graph of function f .
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Table 3.1: Forward mode code list of function f .





∇e3 = −sine1 · ∇e1 −sinx 0
∇e4= ∇e2 · e3 + e2 · ∇e3 −ysinx cosx
Table 3.2: Reverse mode code list of function f .















= −e2 · sine1 −ysinx
Considering a function which has m dependent variables and n independent variables,














































It can be seen that, for n independent variables one needs to invoke the differentiated
chain n times and a column (shown in red) of the Jacobian matrix is computed each
time.
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which is
[



































It can be seen that in reverse mode one row (shown in green) of the Jacobian matrix is
computed with each invocation of the differentiated chain. Therefore, the forward more
is much more efficient if the number of output variables is larger than that of input
variables. In contrast, the reverse mode is more efficient if the number of input variables
is far more than that of output variables.
In the past years, a number of software tools have been developed to produce deriva-
tives codes automatically, making the algorithm differentiation becomes automatic differ-
entiation (AD). With these tools, AD has been applied to numerical optimisation, adjoint
codes derivation [41, 42, 146] and other areas such as machine learning [147–149].
There are two different methods to implement AD. One is source code transformation
(S-T), the other one is operator overloading (O-O). By using S-T, the source code of a
function is replaced by new source code calculating the derivatives. This new source code
is generated automatically, and contain the statements calculating derivatives interleaved
with original instructions. In the second case of using O-O, the form or sequence of
operations in the original source code don’t need to be changed, but the operators and
simple data types such as double have to be overloaded to obtain the derivatives.In the
present work, S-T is used due to the fact that it allows one to view and read the derivative
code, and then optimise or modify the code if necessary.
AD will be extensively exploited in this thesis. The AD tool Tapenade1 [150], which is
a tool based on S-T, is utilised to perform AD. Currently it supports Fortran 77, Fortran
90/95 and C code. More details about Tapenade can be found in Appendix D.
Closing this section, the source code of the function f(x, y) = ycosx is used to explain
how Tapenade works. f(x, y) is implemented in Fortran 90 as:
1 subroutine function (x,y,f)
2 real (8), intent(in) :: x,y
3 real (8), intent(out) :: f
4 f = y*cos(x)
5 end subroutine
1http://www-sop.inria.fr/tropics/tapenade.html
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By stating the input (x,y) and output (f) and calling Tapenade in forward mode,
one can obtain the sensitivity code as:
1 SUBROUTINE FUNCTION_D(x, xd , y, yd , f, fd)
2 IMPLICIT NONE
3 REAL*8, INTENT(IN) :: x, y
4 REAL*8, INTENT(IN) :: xd, yd
5 REAL*8, INTENT(OUT) :: f
6 REAL*8, INTENT(OUT) :: fd
7 INTRINSIC COS
8 fd = yd*COS(x) - y*xd*SIN(x)
9 f = y*COS(x)
10 END SUBROUTINE FUNCTION_D
The suffix ‘D’ or ‘d’ in the subroutine name denotes forward mode. This code needs to
be called twice with different argument values to obtain derivatives w.r.t. both x and
y. To be more specific, one should set the values of xd and yd, which are called seeds,
to obtain the derivatives returned in fd, as shown in the following Listing:
1 ! df/dx in forward mode
2 xd=1.0
3 yd=0.0
4 call FUNCTION_D(x, xd, y, yd, f, fd)
5 dfdx=fd
6
7 ! df/dy in forward mode
8 xd=0.0
9 yd=1.0
10 call FUNCTION_D(x, xd, y, yd, f, fd)
11 dfdy=fd
By running Tapenade in reverse mode, the sensitivity code obtained is:
1 SUBROUTINE FUNCTION_B(x, xb , y, yb , f, fb)
2 IMPLICIT NONE
3 REAL*8, INTENT(IN) :: x, y
4 REAL*8 :: xb, yb
5 REAL*8 :: f
6 REAL*8 :: fb
7 INTRINSIC COS
8 yb = COS(x)*fb
9 xb = -(y*SIN(x)*fb)
10 fb = 0.0_8
11 END SUBROUTINE FUNCTION_B
The suffix ‘B’ or ‘b’ in the subroutine name means reverse mode. This code then only
needs to be invoked once to compute the derivatives w.r.t. both x and y. In this case,
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fb is the seed, as shown in the following Listing:
1 ! compute df/dx and df/dy in reverse mode
2 fb=1.0
3 call FUNCTION_B(x, xb, y, yb, f, fb)
4 dfdx=xb
5 dfdy=yb
Examples of differentiated codes produced by Tapenade on the CAD-based parametri-
sation method in this study will be presented in Section 6.1.1. To find more details about
the principle and application of AD, one can refer to [35, 151–157]. More works on AD
at QMUL can be found in [41, 42, 146].
3.5 Summary
Numerical optimisation technique has been introduced in this chapter, since it is a key
component of the CFD-based shape optimisation framework. The optimiser together
with line search approach will be utilised in practical optimisation cases in this study.
Besides, much attention of this chapter has been paid to introduce methods of com-
puting gradients, because the gradient information is essential in gradient-based optimi-
sation. AD is used extensively to obtain geometric gradients in this work, while FD is
only used to compare gradients for the purpose of verification.
The computational cost of three methods introduced above (FD, complex-step, tan-
gent linear) and forward mode AD scales linearly with the number of design vari-
ables. Therefore, the cost becomes prohibitive when dealing with optimisation of CFD
involved systems with many design variables. As a consequence, an efficient method is
need to compute expensive flow sensitivities, i.e. the adjoint method (see Section 4.3.1).
Chapter 4
CFD and in-house solvers
The past 20 years have witnessed a major increase in the use of CFD due to the con-
tinuous advances in computer technology. It has been used in a wide range of areas,
such as aerospace, automotive, chemical engineering, turbo-machinery and shape opti-
misation. In this work, CFD is used to perform flow analysis within the CAD-based
aerodynamic shape optimisation framework.
It is well known that the analytic solution to governing equations of flow problems
(such as Navier-Stokes equations) are complicated, therefore only in a very small number
of cases, such as some fully developed flows in simple geometries, is it possible to obtain
an analytical solution [15]. In most cases, numerical methods are necessary. Several
numerical algorithms are used in CFD, such as finite differences method (FDM), finite
volume method (FVM), and finite element method (FEM). The FVM is our choice, and
it will be briefly introduced in Section 4.1.
Two in-house CFD solvers based on FVM developed at the CFD group of QMUL
are used in different test cases. The first one is an incompressible solver called GPDE,
which utilises cell-centred FVM for spatial discretisation. The second solver STAMPS
uses node-centred FVM for compressible flows. The adjoint solvers derived based on flow
solvers are employed to provide cheap flow sensitivities, therefore the adjoint method as
well as the adjoint solver, will also be introduced in this chapter.
Although solvers are key components of CFD-based shape optimisation framework,
they are not the focus of this research. As will be demonstrated in Chapters 7, 8 and
9, the developed parametrisation method (see Chapter 5) is independent of solvers. The
method can even work with structural solver to perform structural optimisation, provided
the sensitivity is given. Therefore, the in-house solvers GPDE and STAMPS will only be
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introduced briefly here. References will be provided where more details about them can
be found if readers are interested.
4.1 Finite volume method
The FVM is one of the numerical algorithms in CFD. It is chosen by many commercial
CFD solvers, so do the in-house solvers used in this thesis.
In the FVM, the solution domain is subdivided into a finite number of small control
volumes (CV). The governing equations (see equation (4.1)) are built for each cell and
then summed over all the CVs.
Two basic approaches in FVM are:
 Cell-centred scheme (see Fig. 4.11(a)). In this approach, the CVs are identical
to the grid cells, and flow quantities are stored at the centroid of grid cells. The
in-house solver GPDE (see Section 4.2.1) is based on this method.
 Node-centred scheme (see Fig. 4.1(b)). In this method, the CVs are volumes centred
around the grid vertices, where the flow quantities are stored. This is called dual
CVs, on which the in-house solver STAMPS is based (see Section 4.2.2).
(a) Cell-centred scheme (b) Node-centred scheme
Figure 4.1: Control volume of cell-centred and node-centred scheme in FVM.
The generic conservative form of fluid flow equations can be written in the following




+∇ · (ρφuv) = ∇ · (Γgradφ) + Sφ, (4.1)
where φ is a passive scalar, ρ is the density, t is the time, uv is the velocity vector, Γ is
the diffusivity coefficient, Sφ is the source term. Equation (4.1) is a transport equation
for property φ. By associating φ with different variables, giving Γ different expressions
and modifying Sφ accordingly, the continuity equation, momentum equation and energy
equation can be obtained, as shown in Table 4.1.
Table 4.1: Value of different variables in the transport equation [13].
equation φ Γ Sφ
continuity equation 1 0 0
x-momentum equation u µ −∂p
∂x
+ SMx
y-momentum equation v µ −∂p
∂y
+ SMy
z-momentum equation w µ −∂p
∂z
+ SMz
energy equation e k −p∇ · u + Φ + Si
In Table 4.1, u, v, w are the velocity components in the x, y, z direction, respec-
tively. Note that in this thesis, u and v are used to represent velocity components only
in this Chapter. e is internal energy, µ is dynamic viscosity, k is thermal conductivity
coefficient, p is pressure. SMx , SMy , SMz are momentum source in x, y, z direction, respec-
tively. Φ is dissipation function, Si is a source term. More details about this transport
equation can be found in [13].
Equation (4.1) is the start point of FVM. One key step of the FVM is to integrate







∇ · (ρφuv)dV =
∫
CV




where V is the volume of CV. According to the Gauss’s divergence theorem [158], which
states ∫
CV
∇ · adV =
∫
A
n · adA, (4.3)
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Discrete equations are needed for computer to solve. In this case, the surface and
volume integrals should be approximated. The simplest way to approximate the surface
integrals is using mid-point rule, i.e. the product of integrand at the cell-face center
and the cell-face area. The approximation of volume integrals can be obtained using the
product of the mean value of the integrand and the CV volume. As a consequence, in
the spatial discretisation, face value of variables are required. Various methods can be
used to obtain the face value, such as the Upwind Differencing Scheme (UDS), Central
Difference Scheme (CDS), Quadratic Upwind Interpolation (QUICK).
The integration conservation equation (4.4) is applied to every CV. If we sum equa-
tions for all the CVs, the conservation will be satisfied for the whole system. This is
the reason why the global conservation is built into FVM, which is one of its principal
advantages. One of other advantages of the FVM is that the spatial discretisation is car-
ried out directly in the physical space, therefore there is no need to transform between
the physical and computational space as in the FDM [159]. In addition, the FVM is very
flexible such that in can be easily implemented on structured as well as on unstructured
meshes. Because of these features, it is not surprising that FVM has been widely adopted
by the majority of CFD software such as ANSYS Fluent 1, OpenForm 2, and SU2 3, and
also two in-house CFD solvers developed at QMUL.
More details on the FVM can refer to [13, 15, 160].
4.2 Flow solver
4.2.1 Incompressible flow solver: GPDE
GPDE is a solver for incompressible viscous steady flow based on unstructured grids
and Navier-Stokes (N-S) equations. It is written in Fortran 90/95 programming language
[161, 162]. It basically consists of two main components. The first one is an incompressible
flow solver which solves the Navier-Stokes equations using FVM for spatial discretisation
and SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) [15] algorithm for
solving the discretised systems. The second component is a discrete adjoint solver (see
Section 4.3.2) which computes the sensitivity of cost function w.r.t. surface mesh node
coordinates, i.e. ∂J∂Xs .
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CVs are shown in Fig. 4.2. In these figures, the faces around a node (P) are represented
by lower-case letters corresponding to the direction, such as w and e, while the nodes




Figure 4.2: Typical 2-D (left) and 3-D (right) control volume in GPDE.
GPDE solves incompressible steady flow where the property is independent of time. With-
out density changes, the flow field can often be solved by only considering momentum and
continuity equations. In addition, no body force is considered. Therefore, from equation
(4.4) we can obtain the N-S equations need to be solved in GPDE:∫
A






n · (−∇p)dA, (4.5)
∫
A
n · (ρuv)dA = 0, (4.6)
where equation (4.5) is the momentum equation, (4.6) is the continuity equation.
As mentioned in Section 4.1, to solve these equations in computer, spatial discretisa-
tion is required to obtain discrete equations. The surface integrals need to be approxi-
mated, and in this case face value of velocity and pressure are required. In GPDE, both
UDS and CDS are implemented, and the spatial gradients of flow field are computed by
using Green-Gauss approach.
As can be seen from equation (4.5), the gradient of pressure is involved in the momen-
tum equation as a part of the source term, and there is no explicit independent equation
for pressure in the governing equations. Therefore, it is necessary to decouple velocity
and pressure and update them to convergence. In GPDE, the SIMPLE algorithm [15] is
utilised.
The basis process of SIMPLE algorithm is listed as following:
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1. Guess a velocity field u0v, use it to compute the coefficients in momentum equations
2. Guess a pressure field p0, and solve the momentum equations to obtain more accu-
rate velocity field u∗v
3. Solve the continuity equation using u∗v to obtain pressure correction p
′, and update
the pressure based on this correction value: pnew = p0 + p′
4. Compute the velocity correction u′v based on pressure correction obtained in last





5. Solve all other discretised transport equations
6. Update the guess velocity field to unewv , update the guess pressure field to p
new
7. Repeat step 1 - step 5, until convergence obtained.
Through the SIMPLE algorithm, the N-S equations are decoupled into two sets
of linear equations: discretised momentum and continuity (pressure correction) equa-
tions. There are basically two types of methods to solve linear equation systems, i.e. direct
methods and iterative methods. Because of the high cost of direct methods, in GPDE, an
iterative linear solver is chosen. To be more specific, in GPDE, conjugated gradient sta-
bilized method (CGSTAB) and bi-conjugate gradient stabilized method (BI-CGSTAB)
[163] are utilised to solve continuity equations and momentum equations, respectively.
GPDE also provides the mesh deformation technique, which is required in shape
optimisation problem. In the shape optimisation framework utilised in this study as
shown in Section 1.2, surface mesh deformation is performed using the in-house CAD
kernel based on NURBS (see Chapter 5), while volume mesh deformation is performed in
GPDE. Specifically, the spring analogy [164–166] is implemented. In this approach, each
edge of the mesh is considered as a spring and the spring stiffness is taken as inversely
proportional to the edge length.
Validation of GPDE flow solver
Validation of flow solver is important in CFD simulations. The validation of GPDE flow
solver has been performed by Wang [167], a former PhD student of the CFD group
at QMUL and one of main developers of GPDE, for both 2D and 3D cases. Wang
firstly ran the classic benchmark lid-driven cavity case, which is often used for validation
of incompressible flow solvers, with GPDE and compared with reference value in the
literature [168]. Figure 4.3 presents the quantitative comparison of GPDE results with
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those provided by Ghia et al. [168], showing good agreement.
(a) Re=100, results for u velocity (left) and v velocity through the center of
cavity
(b) Re=400, results for u velocity (left) and v velocity through the center of
cavity
(c) Re=1000, results for u velocity (left) and v velocity through the center of
cavity
Figure 4.3: Comparison of results for lid-driven cavity case between GPDE
and the literature [167].
In this work, GPDE is applied to the shape optimisation of an S-bend air duct, which
is a test case used in this study (see Chapter 7). In [167], Wang also carried out validation
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using this case by comparing flow solutions given by GPDE flow solver with those of the
widely used open-source CFD software OpenFOAM4. The mesh of this case is shown
in Fig. 4.4, and more details of the S-bend case, please see Chapter 7. Quantitative
comparison of velocity values over the same line in the flow solution is given in Fig. 4.5,




Figure 4.4: Hexahedral mesh of S-bend air duct from a VW Golf vehicle.
Figure 4.5: Comparison of velocity components obtained by GPDE and Open-
FOAM [167].
The validation results for both 2D and 3D cases demonstrated that GPDE flow solver
is reliable. This gives more confidence to any optimisation results obtained by including
4http://www.openfoam.com/
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GPDE into the optimisation loop, such as the S-bend air duct shape optimisation which
will be presented in Chapter 7.
The details about the implementation of GPDE are out the scope of this work, inter-
ested readers can find more details about the GPDE flow solver and also its validation
from the work of GPDE developers [41, 167, 169].
4.2.2 Compressible solver: STAMPS
STAMPS (Source-Transformation Adjoint Multi-Physics Solver) [170] is an in-house
compressible inviscid and viscous solver developed under several projects funded by
European Commission, i.e. two previous projects FlowHead5 and AboutFlow6, as well
as the ongoing IODA7. It contains flow solver and adjoint solver, and can provide shape
sensitivity. In this work, it is used combining with NSPCC and optimiser to perform
gradient-based shape optimisation.
STAMPS is a 3-D compressible solver solving the Reynolds-Averaged Navier-Stokes
(RANS) on unstructured grids. The supported element types include tetrahedron, pyra-
mid, prism and hexahedron.
The vertex-centred FVM (see Section 4.1) with an edge-based data structure is
utilised in STAMPS, and dual CVs are constructed around grid nodes, where flow vari-
ables are stored. This differs from how GPDE works. Examples of dual CVs in STAMPS
are illustrated in Fig. 4.6. Note that in this section, Ω denotes the volume of dual CV.
Figure 4.6: Left: a 2-D CV. Right: a partial 3-D CV, with P denotes grid
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where Ω is the volume of the CV, ∂Ω the CV boundary, S the closed surface of CV. W
is conservative variable vector, fc and fv are convective flux and viscous flux vector,
respectively. q is the source term vector. The detailed expressions of W, fc, fv,q are put
in Appendix F to make the thesis compact. The Spalart-Allmaras turbulence model
[171, 172] is used to close the RANS equation system.
In STAMPS, equation (4.7) is discretised with the method of lines, i.e. separate
discretisation in space and in time.
Moving the source term in equation (4.7) to the left hand side, and using R to denote












which can then be approximated with the discretised integrals as:
R(W) = Fc,i − Fv,i −Qi. (4.9)
Note that STAMPS stores flow variables at mesh nodes, while the fluxes are computed
at faces of CV. Therefore, the reconstruction of solution vectors are both sides of the
face is needed.
In STAMPS, the convective flux Fc,i is computed by the ROE flux-difference splitting
scheme [173] by default. The viscous flux Fv,i is calculated with an edge-based numerical
integration. The volume source term Qi is evaluated using the nodal value of the source
term and the volume of CV Ωi.
Regarding the temporal discretisation, both explicit and implicit solvers are imple-
mented in STAMPS. Compared to the explicit solver, the implicit solver allows a much
larger time step. By default, the Jacobian-Trained Implicit Runge-Kutta (JT-JIRK) [174]
solver is used in STAMPS.
Different kinds of boundary conditions are supported in STAMPS, including:
 Far-field
 Subsonic inlet/outlet
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 Inviscid (slip) wall
 Viscous (no-slip) wall
 Symmetry
 Periodic BC
Some of these boundary conditions will be utilised in test cases of this study in Chapters
8 and 9. In addition, the one-shot method [175, 176] is implemented to accelerate the
convergence, which is also utilised in the optimisation test cases in Chapters 8 and 9.
Same as in GPDE, mesh deformation techniques are also contained in STAMPS. To
be more specific, three methods are implemented, namely linear elasticity, spring analogy,
and the inverse distance weighting (IDW) weighting [177].
Validation of STAMPS flow solver
The STAMPS flow solver is applied in test cases of this study to provide flow solutions,
thus it is very important to make sure the solver is reliable. Validation of STAMPS has
already been performed by its main developers, namely former PhD students of the CFD
group at QMUL, Christakopoulos [61] and Xu [178], in their PhD theses.
In [178], the STAMPS flow solver was applied to solve the transonic turbulent flow
around a 3D ONERA M6 wing [179]. The ONERA M6 wing is a well-known case for val-
idation of compressible solver, since experimental results are available for comparison. In
this case, main parameters are listed as following:
 Freestream Mach number Ma = 0.84
 Angle of attack (AoA) = 3.06◦
 Reynolds number: 20 million
The geometry, surface pressure and Mach number contour are presented in Fig. 4.7. Note
that for illustrative purpose, the wing is mirror about the symmetric plane in this figure.
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Figure 4.7: Overall geometry of ONERA M6 wing along with surface pressure
distribution, and the Mach number contour isolines [178].
The STAMPS main developer Xu [178] also compared the solutions (pressure coeffi-
cient distribution) of M6 wing from STAMPS flow solver with those from Fluent Analysis,
as well as experimental results provided by Schmitt and Charpin [179]. The comparison
of pressure coefficient at different spanwise locations is illustrated in Fig. 4.8, showing
good agreement among results. This validation indicates that STAMPS flow solver can
provide reliable results for the ONERA M6 wing case.
In addition to turbulent flow over the ONERA M6 wing, another developer of STAMPS
(previous mgOpt), Christakopoulos has validated the flow solver for inviscid transonic
flow over the ONERA M6 wing [61]. It has been shown that even for inviscid computa-
tions, the results had a close match with experimental measurements. Christakopoulos
demonstrated again that STAMPS can provide reliable results for ONERA M6 wing
case.
Apart from the M6 wing case, the validation of STAMPS flow solvers have also been
performed for other cases, such as the transonic turbulent flow over a 2D flat plate and
transonic turbulent flow around RAE2822 airfoil. The interested readers are referred to
[178].
The verification of the spatial discretisation accuracy of STAMPS was performed by
another developer of STAMPS, Gugala, in his dissertation [180]. Their works have shown
that STAMPS is a trustworthy solver. Interested readers could refer to those works for
more details.
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STAMPS
Figure 4.8: The comparison of pressure coefficient obtained from STAMPS,
ANSYS Fluent and the experimental results [178].
4.3 Adjoint solver
As introduced in Section 3.4, efficient method is needed to compute the flow sensitivities
w.r.t. design variables to avoid prohibitive computational costs. The adjoint method,
which can provide gradients at a cost almost independent on the number of design
variables, is the method of choice in the context of CFD-based optimisation, and will be
introduced in this section. Also, both in-house solvers introduced above, namely GPDE
and STAMPS, contain an adjoint solver. This section will also introduce these adjoint
solvers briefly.
4.3.1 Adjoint Method
The adjoint method has been used in optimal control theory for a long time [181]. In 1974,
Pironneau [37] introduced the adjoint approach to optimisation in fluid dynamics. In the
area of aeronautical optimisation, it was firstly used by Jameson [38], and then used in
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many other works [2, 21, 93, 182–187]. The main reason of using the adjoint method is
that it is the only currently known method that can compute the gradient of the objective
function with a computational cost that is nearly independent of the number of design
variables [188]. Its total cost for the gradient computation depends on the language, the
tool and the implementation. For example, STAMPS has a factor of 1.1 in runtime and
memory, and SU2 has a factor of around 1.2 in time while 8 in memory [189].
There are different ways to derive the adjoint equations. We only present the deriva-
tion with Linear Algebra approach here, since it is most easily understood. Derivation
of adjoint equations with different approaches could be found in [139].
The sensitivity of objective function J with respect to α obtained in Section 3.4.3















where gT = ∂J∂U . In equation (4.10), the computation of the partial derivative
∂J
∂α is not
expensive. Similarly, the source term f in equation (3.22) is computationally inexpensive,
but depends on the design variable αi. However, computing u (see equation (3.22))
involves a linear system solve for each component αi of α, a cost which will become
prohibitive if the number of design variables is large.
On the other hand, the sensitivity of the objective ∂J∂α can be obtained without com-
puting the perturbation field u with the adjoint method. Using the solution of equation













The right-most matrix-vector product A−Tg can be interpreted as a linear equation
similar to equation (3.22) for a new variable v,
ATv = g. (4.12)






+ vT f, (4.13)
where v is the adjoint variable. Based on gT = ∂J∂U and equations (3.22), the adjoint
equivalence then states
gTu = (ATv)Tu = vTAu = vT f, (4.14)
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which means the computation of second term on the right hand side of equation (3.23),
can be achieved by either gTu or vT f. At first glance, it seems that the computation
cost of these two terms are similar. However, since the adjoint variables v depends only
on the flow field through the transposed Jacobian AT and on the objective through g,
equation (4.13) allows to compute the entire sensitivity vector dJdα with a single system
solver of equation (4.12). Hence, the cost of computing the gradient becomes almost
independent of the number of design variables, but is proportional to the quantity of
objective functions.
Since the computational cost of an adjoint linear solve is similar to the tangent linear
case, for a system with one design variable and one cost function, the computational
complexity of the adjoint method and tangent liner approach is similar, thus there would
be no benefit in using the adjoint method. But for cases where there are more design
variables than cost function, the adjoint methods will be computationally more efficient.
Therefore, the adjoint method is very suitable for cases where design variables are much
more than cost functions, which is usually the case in industry.
There are two kinds of adjoint approaches, namely the continuous adjoint method
and the discrete one [182, 188]. The continuous adjoint method is to ‘differentiate then
discretise’, which means the adjoint equations are formed starting from the flow equa-
tions and then discretised. The discrete method is to ‘discretise then differentiate’, the
adjoint equations are obtained directly from differentiating the discretized flow equations
[190]. Both types are summarised in Fig. 4.9.
Figure 4.9: Discrete and continuous adjoint method.
Detailed comparison between the continuous and discrete adjoint method can be
found in [40, 188, 190]. Generally speaking, the discrete adjoint method can provide exact
discrete gradient of the objective function, which can then be rigorously verified using
other methods, such as tangent linear. In addition, the discrete adjoint code derivation
is straightforward conceptually. However, the hand-coded implementation of discrete
adjoint method is cumbersome and error-prone, the code maintenance is also tricky. The
4.3. Adjoint solver 62
AD introduced in Section 3.4.4 is a promising way to address the implementation issue of
the discrete method. Being able to use AD is also an advantage of the discrete method.
In this work, discrete adjoint solver is available in both in-house solvers GPDE and
STAMPS to evaluate gradients. Both adjoint solvers are implemented with AD based on
the source code of original flow solver.
4.3.2 Adjoint solver in GPDE
One of the main components in GPDE is a discrete adjoint solver, which is derived from
the flow solver via AD with Tapenade. GPDE is written in Fortran 95, thus can be
recognised by Tapenade. However, by applying AD to the whole flow solver in “brute-
force” manner one may obtain very inefficient codes [191]. Therefore, AD is used to
produce the relevant derivative source code for fluxes and source terms. The differentiated
routines are then assembled in a hand-written driver code to improve performance.
The flow solver loop (primal loop) in GPDE for SIMPLE-family algorithms and its
differentiated loop in reverse mode are listed in Listing 4.1 and Listing 4.2, respec-
tively. U is flow solution vector, p is pressure, p‘ is pressure correction in the SIMPLE
algorithm. As can be seen, the adjoint loop runs subroutines of the primal loop in reverse
order.
1 Do i=1, n
2 call momentum_equation
3 call continuity_equation
4 if(last iteration) pushreal8array(U,p,...,p‘)
5 End do
6 call objective
Listing 4.1: Primal loop in GPDE [167].
1 call objective_b
2 Do i=1, n




Listing 4.2: The adjoint loop in reverse mode in GPDE [167].
There are several things should be noted when using AD to derive the discrete adjoint
solver. Firstly, the codes may contain features that cannot be parsed by the AD tool,
this is because the AD tool is still under development. Therefore, the source code may
need to be adjusted based on the tool’s capabilities. Secondly, as mentioned before, it
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is better to only differentiate the necessary parts. Thus, the codes need to be selected
and then provided to Tapenade. Thirdly, to have better performance one should hand
assemble the sensitivity code once, this requires good understanding of the underlying
operations and needs user efforts. Fourthly, the differentiated subroutine may also need
to be modified by hand to improve the performance and reduce the runtime. One reason
of this is that, the Tapenade is based on S-T, thus it will firstly copy the codes in primal
loop and then produce the differentiated codes. This results in redundant codes in the
differentiated continuity equation shown in Listing 4.2. Finally, once previous steps are
finished, a Makefile can be used to automate the process of differentiation, linking and
compiling. The general process of deriving the adjoint solver is summarised in Fig. 4.10.
Source code
New source 
     code








Figure 4.10: The general process of deriving adjoint solver using AD.
The general running process of GPDE is given in Algorithm 4.1. When using GPDE,
the user needs to specify the running mode, namely primal (flow solver) or adjoint
mode. The adjoint mode will provide the sensitivity dJdXs which is needed in shape opti-
misation.
Once the adjoint solver is available and integrated into the gradient-based optimi-
sation framework, the gradient should be verified before performing optimisation. The
comparison of gradients computed from GPDE versus those from FD will be presented
in Section 7.4, where GPDE is applied to a practical S-bend air duct shape optimisation
problem.
Figure 4.11 presents the design surfaces of the S-bend air duct and normal sensitivity
vectors computed from GPDE adjoint solver. These vectors point the direction where
the objective function can be reduced. In this case, the objective function is the total
pressure drop. As can be seen that most vectors point outwards, indicating the volume
should be enlarged, which is physically valid. Note that here the design variables are the
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Algorithm 4.1: Running process in GPDE
1 Given surface mesh coordinates Xs;
2 Given volume mesh;
3 Given the setting JSON file, including boundary conditions, Reynolds number,
etc.;
4 switch Primal do
5 Run mesh deformation subroutines;
6 Run the subroutines solving flow governing equations ;
7 Compute the cost function J ;
8 end
9 switch Adjoint do
10 Run Primal ;
11 Run differentiated flow subroutines ;
12 Run differentiated mesh deformation subroutines;
13 Compute the sensitivity of cost function w.r.t. mesh node coordinates, dJdXs ;
14 end
surface mesh node coordinates, while in Chapter 7 the CAD-related parameters are used
as design variables.
(a) Design surfaces (shown in red) (b) Normal sensitivity
Figure 4.11: Normal sensitivity vectors of an S-bend air duct.
The details on the implementation of discrete adjoint solver in GPDE, and more
verification results can be found in [167].
4.3.3 Adjoint solver in STAMPS
As introduced in Section 4.2.2, STAMPS contains a discrete adjoint solver which can
provide the sensitivity of cost function w.r.t. surface mesh coordinates. The derivation
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of this adjoint solver is similar to that of GPDE in following aspects:
 The AD tool Tapenade is utilised to produce sensitivity code.
 The AD is not applied to the entire flow solver, but to selected subroutines. The
differentiated subroutines are then used to form the adjoint solver manually.
 Source code pre-processing and post-processing are also needed.
In other words, the process shown in Fig. 4.10 also applies to the derivation of the adjoint
solver in STAMPS.






















In STAMPS, the residual and objective subroutines are carefully prepared to be differ-
entiated by Tapenade, to obtain ∂R∂U and
∂J
∂U , respectively. The differentiated subroutines
are then assembled in the adjoint solver, as illustrated in Listing 4.3, where one iteration
of adjoint system is shown. The superscript down arrow ↓ and up arrow ↑ denote the
input and output, respectively. U is flow solution vector, X is mesh coordinate, J is cost
function, R is residual. The suffix ‘b’ denotes reverse mode.
1 Jb = 1.0
2 call objective_b_u(X↓, U↓, Ub↑, J↑, Jb↓)
3
4 solver_b:
5 RADJ = -Ub
6 Rb = vn
7
8 call residual_b_u (..., U↓, Ub↑, R↑, Rb↓)
9 RADJ = RADJ + Ub
10
11 δvn = linearSolver (..., RADJ )
12 vn+1 = vn + δvn
Listing 4.3: The adjoint solver pseudo code in STAMPS [180].
In addition, another subroutine is defined and differentiated in STAMPS to obtain the
sensitivity of the objective function w.r.t. mesh coordinates, dJdX , which can be derived
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The pseudo-code to compute dJdX
T
is:
1 Jb = 1.0
2 Rb = -v
3 call RL_b_x(X↓, Xb↑, Uinit
↓, U↓, R↑, Rb↓, J↑, Jb↓)
4 DLDX = Xb
Listing 4.4: The sensitivity assembly part in STAMPS [180].
This subroutine only needs to be called once to obtain the sensitivity of the cost function
w.r.t. all mesh coordinates. After obtaining dJdX , one can obtain the sensitivity w.r.t. sur-
face mesh coordinates dJdXs through the differentiated mesh deformation algorithm.
dJ
dXs
is then needed in shape optimisation as introduced in Section 3.2.
In this study, the ONERA M6 wing8 is employed for verification of sensitivities from
the adjoint solver of STAMPS. The ONERA M6 wing is also utilised as a test case for
shape optimisation in Chapter 9, where more details on this case can be found.
Case informations for verification are listed as following:
 Mesh: tetrahedral mesh with 135,204 nodes
 Flow conditions:
– Freestream Mach number Ma = 0.84
– Freestream temperature T∞ = 300K
– Angle of attack (AoA) = 3.06◦
– Pressure p∞ = 101325Pa
 Objective function: lift
Several mesh nodes are selected for verification, and the sensitivities dJdXs computed
from the adjoint solver in STAMPS are compared with those from central finite differ-
ences (step size: 0.0001), as shown in Table 4.2. As can be seen, the results from both
methods have good agreement, indicating that the adjoint solver in STAMPS is reliable.
8http://www.onera.fr/en
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Table 4.2: Verification of sensitivities from STAMPS.
Mesh point STAMPS FD Difference
122165 −14.427781261474593 −14.427870000000000 8.87385× 10−5
126197 4.699596875070711 4.6992721000000000 3.24775× 10−4
126204 −6.4225989626720548 −6.422420000000000 −1.78962× 10−4
126245 17.285060484937276 17.285000000000000 6.04849× 10−6
126247 8.3736246688204119 8.373609999999999 1.46688× 10−5
126257 7.7243006307980977 7.724310000000000 9.36920× 106
126267 7.8689888323424384 7.868900000000000 8.88323× 10−5
More details on the discrete adjoint solver in STAMPS can refer to [42, 61, 178,
180]. To be more specific, Xu [178] and Gugala [180] introduced mainly the underlying
principle of deriving the adjoint solver via AD, while Christakopoulos [61] provided more
details on the implementation, such as the source code preparation and post-processing
after running Tapenade.
4.4 Summary of solvers
4.4.1 Summary of in-house solvers
In previous sections, both in-house solvers GPDE and STAMPS are introduced briefly,
including the flow solver and adjoint solver components. There are some common features
between these two solvers and some of them as listed as following:
 Contain flow solver and discrete adjoint solver
 Based on the FVM
 Written in Fortran 90/95 programming language
 The adjoint solver is derived via the AD tool Tapenade
 Support the GMSH9 format
However, there are much more differences between them, some of which are sum-
marised as following:
 GPDE is an incompressible solver, while STAMPS is a compressible solver, thus
the equations solved are different
9http://gmsh.info/
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 GPDE uses cell-centred scheme, while STAMPS is based on vertex-centred method
with dual control volume
 GPDE solves steady problem, while STAMPS can handle both steady and unsteady
flow
The present research focuses on CAD-based parametrisation and shape optimisa-
tion. Both in-house solvers GPDE and STAMPS are utilised in this work to provide flow
solution and shape sensitivity based on adjoint method, such that CAD-based shape
optimisation can be performed. The interfaces between these two solvers and other com-
ponents in the shape optimisation framework are different. GPDE stores the sensitivity
of the objective function w.r.t. surface mesh coordinates in an ASCII file which should be
read by the optimisation script. In addition, GPDE reads the surface mesh perturbation
also from an ASCII file which is produced by an in-house CAD kernel (see Chapter 5). In
contrast, STAMPS utilises the HDF5 format10 to store results, such as flow variables,
sensitivity and mesh perturbation. This makes it easier to handle the ‘heavy data’ in
CFD and adjoint. In this study, optimisation scripts have been developed to effectively
interact with both solvers and perform the optimisation shown in Fig. 1.3 automati-
cally. It shall be mentioned that the Python script used to read and write HDF5 files are
provided by the author’s colleague Rejish Jesudasan.
Note that in the present work, some assumptions and simplifications are made to
flow solvers, or in other words, are made to optimisation test cases. For example, some
of them are listed as following:
 Only single-phase flow is considered
 No heat transfer is considered
 Only the U-bend test cases (Chapter 8) considered is turbulent
 Supersonic flow is not considered at the moment
4.4.2 Other solvers
As will be demonstrated in later chapters, both GPDE and STAMPS work well within
the shape optimisation framework with the developed NURBS-based parametrisation
approach. Being able to work fine with so different two solvers clearly demonstrate the
effectiveness of parametrisation method, and the modularity of CAD-based optimisation
10https://support.hdfgroup.org/HDF5/
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framework. Besides, in [49], Xu et al. demonstrated that the NSPCC approach worked
well with the Rolls-Royce in-house code HYDRA. Clearly, the framework is created
modular so that other CFD solvers can be utilised in the place of GPDE and STAMPS,
i.e. using a different solver does not affect the layout of the framework.
However, it is worthwhile giving a discussion on other widely used solvers, in relation
to CAD-based geometry parametrisation and shape optimisation.
4.4.2.1 Commercial solvers
ANSYS Fluent11 is the most famous and widely used commercial CFD tool. It con-
tains the broad physical modelling capabilities to model flow, turbulence, heat transfer,
combustion, etc.
Fluent has been extensively used in flow simulations, but to perform gradient-based
optimisation, the gradient of objective function w.r.t. mesh coordinates are necessary. The
adjoint method enables the inexpensive gradient computation available. The implemen-
tation of adjoint solver needs source code of flow solver, no matter to implement the con-
tinuous adjoint solver or discrete one. However, the source code of commercial solvers,
such as Fluent, are not available for users. Although Fluent developed adjoint codes,
they appear to have severe limitations in robustness and capability [192].
Because of above reasons, normally gradient-free methods are used as optimiser in
shape optimisation when using Fluent as the flow solver, for example the Genetic Algo-
rithm (GA) [84, 120, 121, 193] and evolutionary algorithm [194]. There are only very few
studies performing aerodynamic optimisation with the adjoint solver of Fluent [195, 196].
Another famous commercial solver is STARCCM+, which shares the same problem
as ANSYS Fluent when applied to shape optimisation problems. Therefore, to date only
very few studies have been performed with STARCCM+ adjoint solver [197].
4.4.2.2 Open source solvers
Apart from commercial solvers, there are also open-source solvers which are widely used,
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OpenFOAM is a free, open source CFD software, and has extensive range of fea-
tures to make it applicable for many problems, such as complex fluid involving chemical
reactions, turbulence and hear transfer, etc. An adjoint solver is also available for steady-
state RANS, as a result, OpenFOAM have been widely used in various shape optimisation
problems [7, 20, 94, 203, 204].
In [94], OpenFOAM was utilised to provide shape sensitivity in an S-bend duct
optimisation where the objective is to minimize the dissipated power. In that work,
an explicit-defined CAD parametrisation (see Section 2.3.2.1) using CATIA V5 was
employed. Garcia et al. [20] used OpenFOAM in wing shape optimisation, and a B-
Spline curve is chosen to describe the airfoil. In [7], OpenFOAM was applied to auto-
motive industry to perform both topology optimisation and shape optimisation ducted
flows. Othmer et al. [203] proposed a method to translate the surface sensitivities obtained
from OpenFOAM adjoint code to improved shape. Verstraete et al. [204] employed Open-
FOAM to predict fluid dynamics and hear transfer performance in a U-bend cooling
channel.
SU2
SU2 is an open-source collection of software tools for the analysis of partial differential
equations, and is a leading technology for adjoint-based optimisation, from Stanford
University. The core of SU2 is a RANS solver which is capable of solving the compressible,
turbulent flow based on unstructured meshes. Besides, SU2 also contains an adjoint
solver, therefore gradient information is available for optimal shape design, uncertainty
quantification, etc. Indeed, SU2 has recently been developed to a software suite for
solving complex, multi-disciplinary problems. One of the key features of SU2 is that it is
designed for specific functionality and can be executed individually. Consequently, users
can couple multiple modules and integrate with optimisers [205]. SU2 has been employed
in many shape optimisation studies in the research community, such as the optimisation
of airfoils [74, 205–208] and aircraft [209]. For more information about SU2, please refer
to [199–202].
OpenFOAM and SU2 are good solvers, and have been rigorously tested. However,
both OpenFOAM and SU2 mainly use the continuous adjoint method, although they
also have discrete variants derived using operator overloading (see Section 3.4.4). For
modelling beyond RANS, the continuous adjoint method suffers from difficulties with
stability, and needs substantial efforts to derive the adjoint solver [170]. What’s more,
codes like OpenFOAM and SU2 are written in C++ and cannot be differentiated easily by
source transformation method (S-T). The method used for them is operator overloading
(O-O), whose memory requirements are substantial thus not appropriate for industrial
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or large-scale computation on typically available memory.
It should be mentioned that, normally in research groups, to develop methods or
algorithms, in-house codes or open source solvers are used. One of the main focus of the
CFD group at QMUL is adjoint differentiation by application of source transformation
AD tool (Tapenade) to CFD solvers. However, for advanced object-oriented languages
such as C++, the AD tool using S-T are not currently available. Because of this, the
CFD codes in our group (STAMPS and GPDE) are written in Fortran to be parsed and
differentiated by Tapenade. As a member of this research group, in the present study




The CFD optimisation group at QMUL has developed an in-house CAD kernel termed
NURBS-based parametrisation with continuity constraints (NSPCC) [47–49]. This chap-
ter presents further investigation and developments performed during this research,
which aims to add understanding to the approach and make it more powerful and auto-
matic.
5.1 Introduction to NSPCC approach
NSPCC is an in-house CAD kernel based on BRep, which is the most commonly used
approach to define a geometry in CAD system as introduced in Section 1.3. In BRep, the
skin of geometry is defined by surface patches which are connected together. The main
objective of NSPCC is to provide a CAD engine which can provide exact and robust
derivatives, such that it can be integrated into the design loop to make the efficient
and automatic gradient-based shape optimisation feasible. The main feature of NSPCC
compared to other approaches [50, 105] is that, it can deal with geometric continuity
constraints between patches, therefore the application is not limited to geometries which
contain one single surface.
The framework of CAD-based shape optimisation, which integrates the CAD kernel
and solvers (flow and adjoint solver) is shown in Fig. 1.3. For convenience, here we
extract the NSPCC part from the framework and present it in Fig. 5.1. NSPCC consists
of five modules, namely LOADSTEP, FINDPARAMS, SURFDERIVS, PERTURBXS,
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Figure 5.1: The work flow of NSPCC and name of each module
.
WRITESTEP. Each of them has different functionality.
The first module is the LOADSTEP module, which is used to read and parse a
STEP file exported by CAD software, such as CATIA V5 and Solidworks, or written by
hand. The LOADSTEP module extracts geometry and topology information from the
STEP file, i.e. the information about surfaces and curves, as well as how surfaces are
connected with each other. This module is the starting point of the CAD-based shape
optimisation framework. More details on the STEP format will be discussed in Section
5.8.
The second module is FINDPARAMS which performs mesh projection, i.e. matching
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the CAD geometry and surface mesh to find out the surface on which each mesh node
lies. This process of mapping a point in 3D Cartesian coordinate system to a 2D paramet-
ric coordinate system, i.e. from (x, y, z) to (u, v) is referred as the point inversion problem
[51, 210, 211]. This process is the link between CAD shape and the computational grids,
thus is essential for CAD-based shape optimisation. The parametric coordinates (u, v)
found in this module will be used in following modules. Details of point inversion will be
discussed in Section 5.3.
The third module, SURFDERIVS, is used to handle geometric continuity constraints
and compute CAD sensitivities (see Section 5.4.6). These geometric derivatives and flow
sensitivities will be combined together and provided to optimiser. The assembled total
sensitivities point out a direction along which the design can be improved.
The PERTURBXS module perturbs the geometry according to the output of opti-
miser. Normally, this perturbation can improve the design to some extent. Then, the
surface mesh grids will be updated based on the new CAD surface.
Finally, the WRITESTEP module writes the updated geometry into a new STEP
file, which can be handled by the LOADSTEP module and CAD software, as well as
many other engineering software, such as Gmsh1 and Ansys2. The WRITESTEP module
is the end of the CAD-based shape optimisation framework.
5.2 Extension of in-house CAD kernel to support NURBS
Due to the numerous popularity of NURBS, in this work we extend the in-house CAD
kernel NSPCC from B-splines to NURBS. This consists of two aspects. Firstly, the CAD
kernel should be able to extract information about NURBS geometry from the STEP
file and to write updated information back into the STEP file. Secondly, the CAD kernel
should be able to include weights of NURBS control points in the design space, apart
from the positions. The reading and writing of STEP file will be discussed in Section
5.8, here we discuss how to include weights in the design space.
As can be seen from the definition of NURBS (equation (2.1)), three factors have
impact on the shape of a NURBS surface given the basis functions, namely position of
the control point, weight of the control point and the knot vector. In [48, 49, 178], only the
positions of control points are used. In this study, the approach is extended to NURBS,
i.e. weights can also be perturbed by using the homogeneous form of NURBS. For con-
1http://gmsh.info/
2http://www.ansys.com/
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i,j 0 ≤ u, v ≤ 1, (5.1)
where Pωi,j = (ωi,jxi,j , ωi,jyi,j , ωi,jzi,j , ωi,j).






Ni,p(u)Nj,q(v)Pi,j 0 ≤ u, v ≤ 1. (5.2)
By comparing equations (5.1) and (5.2) one can see that, if written in homogeneous form,
a NURBS surface has the same form as a B-spline surface. Therefore, the homogeneous
form allows one to work with nonrational polynomials, and most algorithms formulated
for B-spline surfaces, such as the computation of surface point, can straightforwardly be
applied to NURBS surface. In this way, the weights of control point are included in the
design space.
In NSPCC, we firstly do the computations using the homogeneous of NURBS surface
in 4-D space, such as the perturbation of homogeneous control points, then project the
NURBS surface to 3-D space. The feasibility of the homogeneous coordinates is ensured
by the invariant property of NURBS under projective transformation [60]. The homo-
geneous form of NURBS surface has been applied in structural optimisation problem
recently in [28–30]. In the present work, we apply the homogeneous from in aerody-
namic shape optimisation. To the best of the author’s knowledge, the present work is
the first to apply homogeneous form of NURBS in CFD-based shape optimisation with
gradient-based optimiser. In addition, continuity constraints are handled while those
work [28–30] did not. More details on the homogeneous form of NURBS surface can be
found in [51, 52, 212, 213].
For simplicity, we will omit the superscript ω and use P for the homogeneous control
point coordinate throughout the following sections, unless noted otherwise.
5.3 Mesh projection
In shape optimisation problem, although mesh is generated based on the CAD geometry
initially, the discrete surface grid and the NURBS representation of the geometry are
actually independent in the program. The program has no idea how to update the mesh
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if the geometry is perturbed. Therefore, a link between them is required such that the
mesh can be deformed along with the perturbation of geometry automatically. This
is achieved by projecting the mesh nodes onto the NURBS patches and assigning the
corresponding parametric coordinates (u, v) to each surface mesh points. In this way,
during the optimisation process, the surface mesh points can be easily mapped onto
the deformed NURBS surface to obtain new spatial coordinates with the parametric
coordinates (u, v). This guarantees that the surface grid points always remain on the
NURBS surface.
Good performance of mesh projection is crucial for the shape optimisation prob-
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Figure 5.2: The mesh projection of half-cylinder and the deformation process.
The point inversion algorithm is devoted to perform mesh projection in this work, to
find the parametric coordinates (u, v) satisfying S(u, v) = Xs, where Xs is a mesh node,
S is a NURBS surface (see equation (2.1)). Note that the parametric coordinates (u, v)
are maintained throughout the optimisation once found.
Piegl et al. [51] pointed out that it is not generally possible to find a closed form
solution of the point inversion problem, thus the available algorithms are all iterative
methods [51, 105, 210, 211, 214–216]. The method proposed by Piegl et al. [51], which
finds the approximated solution by minimising the Euclidean distance between the mesh
node and NURBS surface, is utilised in NSPCC. The condition to find the minimum
distance is that the vector pointing from Xs to a point on the surface is orthogonal to
the tangent vector at that point, which can be described as{
f(u, v) = (S(u, v)−Xs) · Su(u, v) = 0,
g(u, v) = (S(u, v)−Xs) · Sv(u, v) = 0,
(5.3)
where Su and Sv are the first partial derivative of surface point with respect to u and v,
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respectively.
The Newton iteration starting with an initial guess (u0, v0) can be used to find the









− J−1i κi, (5.4)








Su · Su + (S−Xs) · Suu Su · Sv + (S−Xs) · Suv









where all the functions in the matrix Ji and κi are evaluated at (ui, vi), Suu, Suv, Svv
are the second derivatives of NURBS surface point w.r.t. parametric coordinates.
The convergence criteria are given by:
|(ui+1 − ui)Su(ui, vi) + (vi+1 − vi)Sv(ui, vi)| ≤ ε1
|S(ui, vi)−Xs| ≤ ε1
|Su(ui, vi) · (S(ui, vi)−Xs)|
|Su(ui, vi)||S(ui, vi)−Xs|
≤ ε2




where ε1 is a measure of Euclidean distance, ε2 is a zero cosine measure. More details on
this point inversion algorithm are omitted here, interested readers can refer to [51].
The performance of the Newton iteration introduced above is closely related to the
choice of initial value (u0, v0). In this study, the initial value of the Newton iteration is
setted by evenly choosing (u, v) values on the surface. To be more specific, a patch is
divided into N ×N small patches, leading to (N + 1) × (N + 1) grids. The parametric
coordinates of these grids can be obtained from the initial information of the patch. For
example, a patch divided into 100 small patches, leading to 121 sets of (u, v) values, is
shown in Fig. 5.3. We firstly pick one set of (u, v) as the initial value for one mesh node,
if the aforementioned Newton iteration converges, then we continue to do projection for
next mesh node. If the Newton method diverges, then we pick the next set of (u, v) from
the grids in Fig. 5.3 as initial value, and run the Newton iterations again. This process
is repeated until the parametric coordinates (u, v) for all the mesh nodes are found.
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Figure 5.3: The choice of initial value in mesh projection.
The mesh projection algorithm in NSPCC is summarised in Algorithm 5.1:
Algorithm 5.1: Mesh projection
1 for Each mesh node do
2 for Each moveable patch do
3 Divide the patch into N ×N small patches;
4 Compute (N + 1)× (N + 1) sets of (u, v) values;
5 for All (u, v) values do
6 Choose one set of (u, v) as initial value;
7 Perform the Newton iteration;
8 if The point inversion algorithm is converged then
9 Go to next mesh node;
10 else
11 Use the next set of (u, v) as initial value;





One thing should be noted is that, although more grids used when setting the initial
value give more accurate results, computational cost also needs to be considered, espe-
cially when there are many patches in the geometry and the surface mesh is fine. From
the author’s experience, there is no need to use very large number of initial value
grids. N = 20 or 30 is more than enough for test cases used in this work. On the
other hand, because the same parametric coordinates are used during the whole optimi-
sation process, therefore the mesh projection will only have to be performance once. As
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a result, its computational time is independent of the number of optimisation iterations,
thus will not affect the whole run time of optimisation to a large extent. Indeed, as will
be shown in Chapters 8 and 9, the run time of NSPCC in the whole optimisation is
almost negligible compared to that of the flow solver and adjoint solver.
5.4 Continuity constraint
There are two kinds of continuity associated with parametric curves and surfaces, i.e. the
parametric continuity and geometric continuity. For two curve segments, if they are joint
together at end points, then the resulting curve is said to have G0 continuity at the
join. The resulting curve will have G1 continuity if the tangent vector of both segments
have share the same direction. Similar to G0 continuity, if two curve segments are jointed
together, the resulting curve then has C0 continuity. For the parametric C1 continuity,
the tangent vector of two curve segments should have both the same direction and
magnitude. The comparison between G1 and C1 continuity is illustrated in Fig. 5.4,





Figure 5.4: Continuity comparison between G1 and C1.
Obviously, parametric continuity is more restrictive than geometric continuity. For
many applications, like those presented in this thesis, G1 continuity is adequate. However,
for those applications which depend on a smooth transition of reflected light, such as
the car bodies, G1 cannot satisfy the requirement. In these cases, at least C2 should be
achieved [52].
In this work, only geometric continuity is considered. However, the extension to
parametric continuity is straightforward.
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5.4.1 Geometric continuity
In previous section, the continuity has been introduced briefly using curves as example. In
this work, we consider the geometric continuity among surfaces.
In shape modelling, normally several or a lot of surfaces are needed to describe a
geometry. The interfaces between surfaces usually require at least G0 continuity (adja-
cent surfaces touch or intersect to be watertight). In some applications such as CFD
design, smoothness of the geometry is a very important aspect because the changes in
tangency and curvature often have a very strong influence on the pressure field. There-
fore, higher continuity are sometimes required, such as G1 and G2 which require two
patches share the same tangent direction or continuous curvature along the common
edge, respectively. Examples of different levels of geometric continuity are shown in
Fig. 5.5.
Figure 5.5: Different level of geometric continuity3.
In the NSPCC approach, the geometric continuity between two fixed patches, or
between fixed and free-to-move patches, are currently imposed by locking control points
near the common edge. Specifically, to maintain G0, G1 and G2 continuity, one, two
and three rows control points are fixed, respectively. This is applied in Chapter 7 and
Chapter 8.
The continuity constraint between two free-to-move patches is evaluated numerically
at the same position in all touching or intersecting patches. Pairs of test points are evenly
distributed along the common edges on both sides as illustrated in Fig. 5.6. The idea
is that if the continuity constraints are satisfied on enough number of test points pairs,
then they will be satisfied along the common edge [48].
3http://www.aliasworkbench.com/theoryBuilders/TB3 continuity1.htm
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Figure 5.6: Two patches sharing one common edge.
Normally, the continuity can be expressed as
Gj = ξ
L
j − ξRj = 0, (5.8)





ments on the left and right patch, such as the position, normal direction or curvature.
The G0 continuity can then be written as
G0 = Xs,L −Xs,R = 0, (5.9)
where Xs,L and Xs,R are the test point on the left patch and right patch sharing an edge,
respectively.
The G1 and G2 continuity are vector quantities, thus the constraints should be








where the sign, i.e. whether the vector should be added or subtracted is determined by
how the patches are connected.
To be more specific, G1 continuity can be written as
G1 = nL ± nR = 0, (5.11)
where nL and nR are the unit normal vectors of the tangent plane at the test points on
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where u and v are the parametric coordinates of the surface as introduced in equation
(2.1).
For G1 continuity, a better way to express two parallel normal directions are
G1 = nL × nR = 0, (5.13)
which has been implemented in NSPCC.
Let G denotes the continuity constraints of all required levels, and by linearising the
constraints between two design iterations n and n+1 yields:






where δPi is the displacement of the homogeneous coordinate of control point Pi. To





δPi = CδP = 0. (5.15)
The matrix C is called constraint matrix, and it has MC rows and 4 × N columns,
where MC is the number of constraint equations, N is the number of moveable NURBS
control points. The AD tool Tapenade [150] is used in forward mode to obtain the entries
in C. Equation (5.15) indicates that the perturbation of the control points has to be
in the nullspace (see Section 5.4.3) of the constraint matrix, to maintain the continuity
constraints.
5.4.2 Imposing different continuity constraints to different edges
One important feature should have in the CAD-based parametrisation is to impose differ-
ent geometric continuity to different edges. In this research, NSPCC is further developed
such that different continuity level can be achieved in a single geometry. This allows
NSPCC to be applied in more applications.
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where M0 is the number of pairs of test points on edges imposed with G0 continuity, M1
is the number of pairs of test points on edges imposed with G1 continuity. The subscript
i of Gi,j refers to Gi continuity constraints, subscript j denotes the j-th of M0 pairs of
test points for G0 edges or M1 pairs of test points for G1 edges. As can be seen, the
upper section of constraint matrix is about G0 continuity, and the lower section is about
G1 continuity. In this way, different continuity can be imposed to different edges. Note
that the G1 edge should also satisfy G0, therefore normally the value of M0 is larger
than that of M1.
One thing should be noted about the constraint matrix is that, since the local control
property of NURBS, only a small part of control points near the patches interfaces affect
the continuity function value. Therefore, most elements in the constraint matrix are 0.
5.4.3 Introduction to nullspace and singular value decomposition
The shape optimisation is a constrained problem since geometric constraints are imposed.
In the NSPCC approach, the optimisation problem is cast as an unconstrained one by
using the projected gradient method [132, 217]. The basic idea of the projected gradient
method is to restrict the search of design variables to the feasible subspace. In this work,
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the nullspace of the constraint matrix C is utilised, as indicated by equation (5.15). To
be more specific, to ensure the continuity constraints, we project the search direction
to the nullspace of the constraint matrix C. Therefore, the key to handle continuity
constraint in the NSPCC approach is the kernel or nullspace of a matrix. The nullspace
and its computation is briefly introduced here.
Let B denotes a matrix with dimension m×n, x denotes a vector, then the nullspace
of matrix B consists of all the vectors that satisfy the equation Bx = 0. The nullspace
of B is denoted as N(B) or Ker(B). It is a subspace with dimension n − r, where r is
the rank of B.
One method to compute nullspace is the singular Value decomposition (SVD). The
basic idea is that any m× n matrix B can be factored as:
B = KΣVT = (orthongonal)(diagonal)(orthogonal) (5.17)
where K and V are unitary matrices, Σ a diagonal matrix. The dimension of K is m
by m, its columns are eigenvectors of BBT . The dimension of V is n by n, its columns
are the eigenvectors of BTB. The r singular values on the diagonal of Σ (m×n) are the
square roots of the non-zero eigenvectors of both BBT and BTB. Here, the last (n− r)
columns of V give orthonormal bases for the nullspace of B.
SVD is a very important technique in linear algebra and has been widely applied in
many areas, such as image processing [218, 219], signal processing [220, 221], robotics
[222], geometry parametrisation [71, 78], the least squares [223] and many others. There
are several aims to use SVD in this work. Firstly, although in theory the rank of the
matrix is not difficult to determine, in numerical computations it is non-trivial due to
round-off errors [224]. SVD is a most-widely used method for numerical rank determina-
tion [225], therefore it is utilised. Secondly, it is used to obtain the nullspace of constraint
matrix. The columns of this nullspace are actually shape deformation modes (see Sec-
tion 5.4.5). Finally, SVD is also used to compute the pseudo inverse of a matrix in the
continuity recovery steps (see Section 5.5).
More details about nullspace and SVD can refer to [226].
5.4.4 Computing nullspace of the constraint matrix
The equation (5.15) indicates that the displacement of the control points have to lie in
the nullspace of the constraint matrix C to maintain the geometric continuity. In this
work, the nullspace is computed using the standard SVD algorithm from the LAPACK
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library [227–229].
As mentioned in Section 5.4.1, the dimension of the constraint matrix C is MC×4N ,
where MC is the number of constraint equations, and N is the number of control points,
then the SVD of C is
C = KΣVT , (5.18)
where K is a MC×MC unitary matrix, Σ is a MC×4N diagonal matrix with non-negative
real numbers on the diagonal, and the 4N×4N unitary matrix VT denotes the transpose
of V. In theory, the last (4N −r) columns of the matrix V span the nullspace of C [230],
here r is the theoretical rank of the matrix, i.e. the number of non-zero diagonal entries
in Σ. However, in numerical computations it is non-trivial to determine the rank in the
presence of round off errors [224], and real arithmetic can be misleading [230]. Due to
finite-precision arithmetic, the singular values do not drop off to zero sharply after all
non-singular modes, but show a rather gradual decrease. Therefore, a cut-off threshold
value σC is used to determine the rank used in practice, termed numerical rank r
′. The
nullspace corresponding to this numerical rank is termed numerical nullspace, denoted
by Ker(C) [225].
The perturbation of control points can be computed as a linear combination of





vk+r′δαk = Ker(C)δα, (5.19)
where δαk, k = 1, 2, ..., 4N − r′ are the perturbations of design parameters, v1, v2, ...,
vk+r′ are the columns of the numerical nullspace. The perturbation of the control points
can also be written as







where r is the theoretical rank and r′ is the numerical rank as mentioned earlier. The first
term on the right hand side is corresponding to those singular values which are below the
cut-off value while larger than 0. This term leads to the inaccuracy of the nullspace. The
second term is in the exact theoretical nullspace. Theoretically, only the 2nd term should
be used to maintain the continuity constraints, however, it is difficult to determine the
value of r in numerical computing. In addition, to have a larger design space, we usually
lump these two terms together and regard them together as the numerical nullspace.
The columns corresponding to the first term and second term in equation (5.20) are
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shown in red and green in the following matrix V, respectively:
exact nullspace
numerical nullspace
Written in matrix form, equation (5.20) becomes
δP =

v1(r′+1) · · · v1r v1(r+1) · · · v1(4N)


















After computing δP, the new NURBS surface is
Snew = Sinitial + ∆S, (5.22)







One thing should note is that, this is the NURBS surface in homogeneous space (the
superscript is omitted for simplicity), thus a projection step is needed to obtain NURBS
surface in 3-D space.
5.4.5 Shape deformation modes in the nullspace
The equation (5.19) indicates that the displacement of control points is a linear combi-
nation of the columns of the numerical nullspace. Actually, each column in the numerical
nullspace is corresponding to one deformation mode, which should satisfy the continu-
ity constraints. Therefore, the real design space in the NSPCC approach is the liner
combination of these deformation modes. Note that the matrix VT in equation (5.18)
is a unitary matrix, which means the columns in VT are orthogonal to each other. As
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a consequence, the deformation modes in the nullspace are orthogonal to each other as
well.
Also note that in Section 2.3.1.2, some works were reviewed which use SVD to extract
deformation modes. In those studies, the main aim of using SVD is to extract determinant
deformation modes from a training library consists of hundreds or thousands of airfoils,
such that the dimension of design space can be reduced. In this thesis, the aim of using
SVD is different as stated in Section 5.4.3. In addition, in the NSPCC approach, no
training library is needed.
The half-cylinder shown in Fig. 1.5 consists of two NURBS surfaces and 20 control
points. For convenience, it is shown here again in Fig. 5.7. G0 continuity is imposed
along the common edge. The deformation modes corresponding to first two columns in
the numerical nullspace are shown in Fig. 5.8. The figure clearly indicates that different
columns result in different perturbation of control points.
Figure 5.7: A half-cylinder geometry and its control points.
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Figure 5.8: Deformation modes corresponding to the columns in nullspace of
the constraint matrix.
More deformation modes in the nullspace are illustrated in Fig. 5.10. It can be seen
that in all these deformation modes, the G0 continuity is satisfied. The displacement of
the control points is then the linear combination of these deformation modes, i.e.
δP = δα1 ·mode 1 + δα2 ·mode 2 + · · ·+ δαi ·mode i + · · ·+ δα4N−r′ ·mode (4N− r′). (5.24)
Therefore, the new position of the control points are:




These linear combination coefficients are actually used as design variables, termed
mathematically-derived design variables. In the optimisation framework, these coefficients
are optimised, then we can obtain the perturbation of control points from equation
(5.19). It can be seen that the idea of using a linear combination of various basis of
NSPCC is similar to some approaches introduced in Chapter 2, such as the PARSEC
method and SVD method presented in Section 2.3.1.2. The difference lies in the basis
functions (deformation modes). In addition, NSPCC can be applied to 3-D geometries.
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(a) Mode 4 (b) Mode 5
(c) Mode 6 (d) Mode 7
Figure 5.10: Some deformation modes in the numerical nullspace of the half-
cylinder geometry.
More discussion on the deformation mode will be presented in the S-bend air duct
optimisation case in Chapter 7.
5.4.6 Computation of CAD sensitivity
Based on equation (5.19), the gradient of the surface points w.r.t. design variables con-
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The term ∂Xs∂P is computed by using AD in forward mode, because normally there are
much more surface points than control points. As mentioned in Section 5.4.1, the entries
in the constraint matrix C are computed also using forward mode AD. Therefore, in the
current implementation of NSPCC approach, the CAD sensitivity is obtained through
AD in forward mode.
















where dJdXs comes from the adjoint solver introduced in Section 4.3.1.
In node-based parametrisation approach, the sensitivities of the objection function
w.r.t. surface nodes, dJdXs , are used. In CAD-based method, the gradient is extended to
control point ∂Xs∂P , this is what other works do [50, 105]. To handle the continuity between
patches, again the gradient is extended to include the numerical nullspace Ker(C).
5.4.7 The size of design space
The equation (5.19) indicates the number of design parameters in α is (4N − r′), where
N is the number of moveable control points on design surfaces and r′ is the numerical
rank. For a specific case, the number of control points N is a constant (refinement during
the optimisation is not considered), so the number of design parameters will be dependent
on r′. Therefore, the design space will be affected by the value of r′.
In this work, it is found that there is a clear gap in the distribution of singular
value of the constraint matrix C, if the continuity constraints are linear, such as the
G0 continuity when weights are fixed as illustrated in Fig. 5.11(a). In this case, the
numerical rank is easy to determine, and normally r = r′. However, if the constraints are
non-linear, such as the G1 continuity, there is no such a clear jump in the singular values,
instead they will decrease to 0 gradually as displayed in Fig. 5.11(b). As a consequence,
the aforementioned cut-off threshold value σC is needed to determine r
′. The value of
numerical rank r′ will then be dependent on σC . In this case, if smaller σC is used, r
′
will be larger and closer to the theoretical rank r, so the continuity constraints will be
satisfied more restrict. However, the design space will then become smaller because fewer
deformation modes are contained in the design space. On the other hand, if larger σC is
used, r′ will be smaller and away from r. Even though the continuity constraints will then
be violated slightly because of the inaccuracy of the nullspace, more deformation modes
are involved hence the design space is larger. Therefore, the choice of σC is actually a
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(b) The singular value distribution when impos-
ing G1 continuity constraint.
Figure 5.11: Singular values when imposing different continuity constraints.
trade-off between the continuity constraints and design space.
Assuming σC changes and the numerical rank becomes r
′+ 1, the nullspace will then
be the last (4N − r′ − 1) columns of V and one deformation mode is removed from the
design space, thus δP is
δP =

v1(r′+2) · · · v1r v1(r) · · · v1(4N)


















Results illustrating the effect of σC on optimisation performance will be presented in
Chapter 7.
The number of design parameters affect the choice of optimiser. Indeed, in the NSPCC
approach, if geometric continuity constraints are not imposed or they are not imposed
with the test point-based approach, the last term in equation (5.27) disappears. In this
case, the control points are directly used as design variables, instead of the linear combi-
national coefficients. Since the number of control points is a constant (refinement inside
optimisation is not considered), thus the size of the design vector is a constant.
However, if the constraints are imposed through test points and the constraint matrix
is built, then the number of design variables (the linear combinational coefficients) may
not be a constant, especially when then constraints are non-linear. This is because there
is not clear gap in the singular value as mentioned above, thus when the constraint
matrix is updated in each optimisation iteration, the numerical rank r′ is possible to
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change. As a result, the dimension of the numerical nullspace, thus the number of columns
(deformation modes) may change. The illustration of this change will be presented in
the U-bend optimisation case in Chapter 8.
As a result of the changing number of design variables, previously only the steepest
descent method which does not require the history gradient information can be used
as optimiser [48, 49, 167]. Advanced optimisers, such as the Newton and quasi-Newton
methods, do not work if no measures are taken.
In this study, a method to apply BFGS algorithm as optimiser with NSPCC is pro-
posed and investigated. Generally speaking, the idea is freezing the parametrisation
for a number of design iterations, as illustrated in Fig. 5.12. In other words, the term
∂Xs
∂α in equation (5.26) is frozen within these iterations. As a consequence, during these
iterations, the number and content of the deformation modes are frozen, which in turn
allows using the BFGS algorithm that builds up an approximation to the inverse Hessian
matrix. Note that the continuity recovery steps presented in Section 5.5 are still needed
when the design space is fixed, such that the continuity constraints will not be vio-
lated. The other thing is about the choice of fixed steps n. If n is too small the BFGS may
not be able to approximate the Hessian matrix well, while if n is too large the geometric
sensitivities are not updated in time such that the final results will be affected. From the
author’s experience, n = 4 or n = 5 should be a reasonable choice. This idea is applied













Figure 5.12: Applying the BFGS algorithm with NSPCC.
5.4.8 The effective rank
Based on above discussion in Section 5.4.7, one can see that it is important to compute
a proper numerical rank which can offer a relative large design space while does not
violate the continuity constraints too much. Otherwise, the continuity recovery step (see
Section 5.5) will not be able to recover the continuity.
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From the mathematical point of view, rank is the number of independent rows or
columns. However, this could be hard to decide in real arithmetic due to the presence of
round-off errors. Previously, trial and errors are needed to determine a cut-off value thus
the rank which can give good performance. This is very tedious and time-consuming,
because only in the optimisation loop can one find out whether a cut-off value σC is
proper or not, therefore the expensive flow and adjoint solver are involved. Besides, the
choice of σC is actually case-dependent. As a result, the trial and errors are needed for
each new case.
We propose to determine the numerical rank from CCT or CTC instead of the
constraint matrix C. Theoretically, both CCT and CTC share the same rank with C,
but in computations they provide a more stable and effective rank [230]. We found that
this effective rank can provide a reasonable and automatic pre-conditioner in computing
the numerical nullspace. By using the effective rank, a large design space is obtained,
while at the same time non-linear continuity constraints can still be recovered.
The effective rank is determined as per following procedures in this study:
1. Compute CCT or CTC, and denote as C∗.
2. Calculate the singular values of C∗ using LAPACK, and denote as svd(C∗).
3. Compute the cut-off value following the default algorithm utilised in MATLAB4:
tol = max(size(C∗)) ∗ svd(1) ∗ eps, (5.29)
where svd(1) is the largest singular value of C∗, eps is the machine precision. The
value of eps is approximately 2.2204 ∗ 10−16 for double precision and 1.1921 ∗
10−7 for single precision on machines that support IEEE floating point arith-
metic5. Throughout this research, double precision is used.
4. The effective rank is then the number of singular values in svd(C∗) which are larger
than tol.
Figure 5.13 presents a comparison between the singular values of CCT and C for an
S-bend air duct optimisation case (see Chapter 7). It indicates clearly that the singular
values of CCT decrease to be smaller than 10−14 very quickly compared to those of
C. The steeper the curve is, the easier it is to decide rank. This demonstrates that
a more stable rank, namely the proposed effective rank, could be obtained from the
singular value of CCT or CTC. What’s more, the tolerance defined in equation (5.29)
4https://uk.mathworks.com/products/matlab.html
5https://www.gnu.org/software/octave/doc/v4.0.1/Mathematical-Constants.html
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has taken the case information, namely the size of constraint matrix and the maximum
singular value, into consideration. Therefore, the effective rank can adapt to new cases
automatically. The feasibility of this effective rank will be demonstrated in practical



















Figure 5.13: The comparison of singular values of CCT and C.
5.4.9 Required number of test points
The continuity is maintained through enough number of test points in the NSPCC
approach. Therefore, the number of test points is a key point. Xu et al. [48] suggested
running a series of SVD computations with different number of test points, until the
number of non-zero singular value doesn’t change any further. This is time consuming
and labour-intensive. Therefore, we investigate the factors that have influence on the
number of test points and propose a method to estimate the required number. This is
helpful to understand the test point-based approach and save time for setting up.
Because the B-splines are polynomial so a section of B-spline curve of degree Nq on
the patch edge, can be matched uniquely if there are Nq+1 distinct test points within
the knot vector interval that supports this section of the curve. Therefore, the number of
required test point pairs for a B-spline curve can be determined a-priori by considering
each non-zero knot-interval.
The relationship between the number of knots Nk, the number of control points Np
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and the degree of the spline Nq is
Nk = Np +Nq + 1. (5.30)
The number of non-zero knot intervals can be obtained as
Ni = (Nk − 1)− 2Nq −NM (5.31)
where NM is the number of zero knot intervals because of internal multiplicities. From
equation (5.30) and (5.31), the number of non-zero knot intervals becomes
Ni = Np −Nq −NM . (5.32)
In each interval we then need Nq+1 test points to fit the polynomial exactly, for the
left side of a patch edge with Np control points, we hence need ML test points
ML ≥ (Nq+1)(Np −Nq −NM ).
The same relation is valid for the right side MR. Assuming a regular spacing of knots,
the number of required test points MT,E along edge E then becomes
MT,E ≥ max(ML, MR). (5.33)
To allow for non-regular knot-intervals we use
MT,E ≥ fT max(ML, MR)
with an inflation factor fT chosen around 1.0 ≤ fT ≤ 1.5 according to the author’s
practical experience. In the typical case of equal polynomial orders Nq|L = Nq|R this
becomes
MT,E ≥ fT (Nq+1)(max(Np|L, Np|R)−Nq −NM ). (5.34)
The exactness argument employed for B-splines does not carry over straightforwardly
to the non-rational functions in NURBS. This could be accommodated by increasing the
factor fT .
In addition, it is found that the continuity level imposed affects the required number of
test points. If only G0 continuity is imposed, then the above formulation is fine. However,
more test points are needed if higher level continuity is required.
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Figure 5.14: The number of non-zero singular value when the number of test
points changes for half-cylinder case.
Along the common edge of the aforementioned half-cylinder in Fig. 5.7, the number
of control points on each surface is 5, the degree is 2. The knot vector is
{0, 0, 0, 0.5, 0.5, 1.0, 1.0, 1.0},
hence the number of non-zero knot vector interval is 2, matching the estimate of Np −
Nq −NM = 5− 2− 1 = 2 in equation (5.32). According to equation (5.34), the number
of test points when B-spline surfaces used and G0 imposed should be
M ≥ fT (2 + 1)2 = 6fT .
In this case, the knot vector on both sides are the same and regularly spaced, therefore
fT = 1 can be used if the weights of control points are fixed. Figure 5.14 shows the
relationship between the number of non-zero singular values and test points. It can be
observed that the number of non-singular values no longer increases beyond 6 test points,
if the weights of control points are fixed and only G0 continuity is imposed. This means
that 6 test points are enough to ensure the G0 continuity, which matches very well with
the result of equation (5.34). It can also be seen that more test points are required before
the number of non-zero singular value stops to increase, if the weights are free or higher
continuity is imposed. This has good agreement with the previous discussion.
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5.5 Continuity recovery step
In the NSPCC approach, continuity recovery steps are required to ensure the continuity
constraints are satisfied, because the continuity may be violated for two reasons. Firstly,
because of round-off errors, the numerical nullspace is used in NSPCC instead of the
exact theoretical nullspace. The inaccuracy of nullspace, i.e. the first term on the right
hand side of equation (5.20), will lead to slight violation of the continuity constraints. In
Fig. 5.15, the theoretical nullspace is depicted by the solid line with arrow, while the
numerical nullspace is illustrated by the dashed line with arrow. Secondly, the G1 or
higher geometric continuity constraint are non-linear, but the projected gradient method
in the nullspace is only a first-order approximation, thus the perturbation in nullspace
will violate the geometric continuity. These two factors of violation are labelled as area
1 and area 2 in Fig. 5.15, respectively.
Since any vector can be split in to a row space component and a nullspace component
which are perpendicular to each other [230], and the nullspace component is used in
NSPCC, thus the recovery steps will be in the row space of the constraint matrix C.
non-linear constraints
inaccurate nullspace
Figure 5.15: Two factors that violate the geometric continuity constraints.
Assuming δPr is the recovery displacement of control points, δG1 is the deviation of
the G1 constraint function from the target due to both the inaccuracy of nullspace and
non-linear property of G1 continuity. Then δPr should eliminate δG1 while maintaining
G0. Therefore, we have
δPr = Ker(C0)δαr, (5.35)
and
C1δPr + δG1 = 0, (5.36)
where C0 is the matrix which only contains entries related to G0 continuity and Ker(C0)
is its nullspace. C1 is the matrix which only contains entries related to G1 continuity.
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Substituting equation (5.35) into (5.36) yields
C1Ker(C0)δαr + δG1 = 0. (5.37)
We firstly solve equation (5.37) to obtain δαr, and then substitute δαr into equation
(5.35) to compute δPr. δPr will recover the deviation of G1 with G0 satisfied.
In equation (5.37), there are 3M1 equations and (4N − r′′) unknowns, where M1 is
the number of test points imposed on G1 edges, N is the number of moveable control
points on the design surfaces, r′′ is the numerical rank of C0. The relationship between be
number of equations and unknowns may change if the value of 3M1 and (4N−r′′) change,
therefore it is hard to say whether this equation system has exact solution or not. But
from the authors’ practical experience, quite frequently there are more unknowns than
equations. For example, in the S-bend case which will be presented in Chapter 7, there
are 720 equations and 1360 unknowns in equation (5.37). Therefore, equation (5.37) has
dependent columns, so the minimum length solution, which is also the optimal solution
of equation (5.37), should be found [230]. The pseudo inverse will thus be used.
The pseudo inverse of C1Ker(C0) is obtained by using SVD. Then we have
δαr = − [C1Ker(C0)]+ δG1. (5.38)
Thus
δPr = −Ker(C0) [C1Ker(C0)]+ δG1. (5.39)
One thing should be noted is that in previous work where only B-splines is used
[48], the matrix C0 and Ker(C0) are independent of δαr, thus only need to computed
and stored at the beginning of the optimisation. However, when the homogeneous form
of NURBS is used and the weights are free to change, C0 and Ker(C0) will no longer
be independent of δαr, thus need to be updated in each step. Besides, C1 and δG1 are
dependent on δαr as well. Therefore, equation (5.37) is a non-linear system, thus iterative
method is required to solve it. The number of recovery steps needed are determined by
the deviation value from exact G1 continuity. The recovery step will stop if the deviation
value from exact G1 is taken back to below the chosen threshold value.
The continuity recovery algorithm is summarised in Algorithm 5.2. Simple geometric
cases demonstrating the effectiveness of recovery step will be given in Section 6.4.1, and
the result of G1 recovery in practical shape optimisation case will be shown in Chapter
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7 and Chapter 8.
Algorithm 5.2: Continuity recovery step
1 while G1 deviation is larger than threshold do
2 read C1, KerC0, δG1;
3 calculate C1KerC0 ;
4 calculate δαr ;
5 calculate δPr ;
6 add δPr to δP ;
7 if Weights are fixed then
8 update C1, δG1;
9 else
10 update C1, KerC0, δG1;
11 end
12 read G1 deviation value;
13 end
5.6 Scaling of control points
The scale and effect of the design variables will have a significant influence on the con-
vergence toward the optimum. In optimisation, a problem is said to be poorly scaled if
changes to design variables in one direction produce much larger variations in the value
of cost function, than do changes to design variables in another direction [131]. Consid-
ering e.g. a curve aligned with the x-axis. Control point movements in the curve-normal
y direction will have a much stronger effect on the shape than movements in the tangen-
tial x-direction. Similarly, the weights have scales around unity, while the scaling of the
coordinates entirely depends on the measurement units used for the coordinate values.
In practice, if different kinds of variables with different scales are used in the design
vector, scaling is necessary. For example, use the control point position and the angle of
attack as design variables at the same time [110, 231, 232]. Poorly scaling will be harmful
for the performance of optimiser.
In this work, the so called diagonal scaling [131] is implemented and will be introduced
here. Another scaling method is implemented for the ONERA M6 case and will be
introduced in Chapter 9.
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where (Xi, Yi, Zi,Ωi) is the scaled control point, ω
∗





Z∗MAX are the maximum length of design surfaces in the (x, y, z) direction, respec-




MAX can be changed to implement different
scaling performances.
Then for all control points, we have
Ps = LPω (5.41)
where L is a diagonal scaling matrix consists of many small matrices with the form in
equation (5.40), Ps contains the scaled control points, Pω contains the original control
points in homogeneous form. As a consequence, the displacement of the homogeneous
control points need to be obtained by
δPω = L−1δPs. (5.42)
where δPs is the perturbation of scaled control points, given by the optimisation loop.



































after which the nullspace of this scaled constraint matrix needs to be computed.
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Based on these discussions, one can see that the key point of implementing this scaling
is to compute the inverse of scaling matrix, L−1. Since L is a diagonal matrix, the inverse
is then easy to obtain.
5.7 Fixing some directions of homogeneous control points
Quite frequently, in CAD-based shape optimisation, control points of the shape need to
be constrained in a part of the (x, y, z) directions. For instance, in the U-bend test case
which will be presented in Chapter 8, the control points at the interfaces of fixed and
free patches have to be fixed in certain directions to maintain G1 continuity.
The constraints of control point position and weights are implemented in this research
in a unified way using the homogeneous form of control points. During the optimisation,
the following constraints can be applied now:
 Fixing control point in all directions
 Fixing control point in some directions of (x, y, z)
 Fixing control point weight
For a homogeneous form control point Pω = (ωx, ωy, ωz, ω), if the weights are fixed
then it is simple to fix some directions of (x, y, z). We simply need to fix (ωx, ωy, ωz)
correspondingly. If the weights and all directions are free, then nothing need to be done
for the control points. However, if weights are free but some directions need to be fixed,
then more attention should be paid to handle this. For example, if one wants to fix the
x direction but make weights free, then one cannot do this by fixing ωx only. This is
because that there is a projection process from 4-D space to 3-D space after geometry
perturbation, as presented in Section 5.2. If ωx is fixed but ω is free, then after projection,
the value of x will be different from the initial x. Actually, in this case, ωx should be
divided using the initial weights ω0 when performing the projection, such that the value
of x doesn’t change.
To sum up, for the homogeneous form control point Pω = (ωx, ωy, ωz, ω), one should
follow the Algorithms 5.3 to fix a part of the (x, y, z) directions (taking the x direction
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as example):
Algorithm 5.3: Fixing control point in x direction
1 if Weight of this control point is fixed then
2 simply fix ωx;
3 project from 4-D sapce to 3-D space using ω;
4 else
5 fix ωx;
6 project from 4-D sapce to 3-D space using the initial weight of this control
point ω0;
7 end
Other directions, such as y and z, can be fixed accordingly.
5.8 The application of STEP file in CAD-based shape opti-
misation
In this work, STEP file is used as both the input and output of the CAD-based shape
optimisation framework. Here we introduce the application of STEP file.
5.8.1 Introduction to STEP file
STEP is a comprehensive ISO standard (ISO 10303) that describes how to represent
and exchange digital product information among different systems [233–235]. Its scope
is much boarder than the existing CAD data exchange formats, notably the IGES [104,
236]. It can be read by most, if not all, CAD systems. Therefore, STEP file has been
widely used in academia and industry [237–245].
Normally, a STEP file is exported by users after modelling a geometry in CAD
systems, such as CATIA6, NX7, or FreeCAD8. STEP file is based on NURBS curves and
surfaces, such that we can represent NURBS surfaces according to equation (2.1) using
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HEADER part
DATA part
Figure 5.16: A part of STEP file corresponding to the half-cylinder.
A part of the STEP file of the half-cylinder in Fig. 5.7 is shown in Fig. 5.16. A
STEP file usually consists of two main parts, namely HEADER and DATA part. Basic
description information about the file, such as the file name and the name of software used
to produce this file are described in the HERDER part, while the DATA part contains
geometry and topology information. In this study, only information in the DATA part
are utilised in shape optimisation.
Both geometry and topology information are read by the LOADSTEP module in
NSPCC (see Section 5.1), although currently only geometry information, such as the
position of control point, will be changed during optimisation. Topology information are
kept unchanged in this study, but they provide essential information for successful shape
optimisation.
5.8.2 The application of STEP file
Reading and writing the STEP file correctly are essential for this research. In-house
STEP reader (LOADSTEP) and writer (WRITESTEP) supporting NUBRS have been
developed in NSPCC, as shown in Fig. 5.1.
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Reading geometry information from STEP file
In our work, the key geometry informations need to be read from STEP file are those
used to build surfaces and curves, i.e. NURBS and B-splines if there are any present.
NURBS curve and surface
A NURBS curve entity in STEP file is shown in Fig. 5.17, indicated by the key-
words ‘BOUNDED CURVE’. The following information required to represent the curve
mathematically are provided:
 ‘#230’: the entry ID of this NURBS curve.
 ‘2’: the degree of B-spline curve.
 ‘(#424, ...,#428)’: the list of control points of this curve.
 ‘(3, 2, 3)’: the knot multiplicity.
 ‘(0., 15.70796, 31.41592)’: the knot vector.
 ‘(1., 0.70710, 1., 0.70710, 1.)’: weights of control points.
Figure 5.17: An example NURBS curve in STEP file.
A NURBS surface entity in STEP file is shown in Fig. 5.18, with parameters have
similar meaning with NURBS curve. But now both information in u and v direction of
the surface (see equation (2.1)) are listed.
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Figure 5.18: An example NURBS surface in STEP file.
B-spline curve and surface
Compared to NURBS curves and surfaces, B-splines are simpler because they do not
have rational weights. In a STEP file, they are presented in different form from those of
NURBS, as can be seen from Fig. 5.19 and Fig. 5.20.
Figure 5.19: B-spline curve entities in STEP file.
Figure 5.20: A B-spline surface entity in STEP file.
Reading topology information from STEP file
Topology information is also very important in describing a geometry. Although we
do not change the topology during the shape optimisation, we still need the topology
information to give more insight on the geometry.
The topology information of one surface in the half-cylinder shown in Fig. 5.7 is
listed in Fig. 1.4. As it can be observed, the topology information clearly tells how the
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Figure 5.21: The gap between a surface and its boundary curves.
geometry is constructed. For example, we can find the curves forming the boundary of
this surface. This is essential, because when a surface is updated, the boundary curves
should also be updated accordingly. Otherwise, there will be a gap in the geometry, as
illustrated in Fig. 5.21.
The LOADSTEP module in the NSPCC can parse the STEP file to read both geom-
etry and topology information. In addition, it supports both the NURBS form (Fig. 5.17
and Fig. 5.18) and B-splines form (Fig. 5.19 and Fig. 5.20). Therefore, this reader can
support a wide range of geometries.
Writing updated information into STEP file
To use STEP file successfully in the shape optimisation, it is essential to update the
STEP file correctly. For example, write the updated position and weight of control points
back. The WRITESTEP module in NSPCC (see Fig. 5.1) is devoted to handle everything
about updating the STEP file.
Since NURBS is the generalisation of B-splines, in NSPCC we use NURBS to describe
both NURBS and B-splines entries, i.e. describe them in a unified form as shown in
Fig. 5.18 and Fig. 5.17. Therefore, there are two situations need to dealt with. The first
one is from NURBS entry to NURBS entry, while the other one is from B-splines entry
to NURBS entry.
For the former case, it is easy to write the updated information into STEP file. One
only needs to locate the informations that need to be updated, such as the coordinates
or weights control points, and then update.
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For the second case, it is more complicated, because one firstly needs to convert the
B-splines entry to the NURBS form and then update. To this end, all the weights of
B-splines control points are set as 1.0. For example, a B-spline curve in original STEP
file shown in Fig. 5.22 is converted to the NURBS form in the updated STEP file, as
illustrated in Fig. 5.23.
Figure 5.22: A B-spline curve in original STEP file of M6 wing.
Figure 5.23: The converted NURBS curve in updated STEP file of M6 wing.
5.8.3 The connection between patches
To impose geometric continuity constraint as presented in Section 5.4, the connection
between patches are needed, such as which edge are the common edge of two adjacent
patches, in which orientation. There are 16 different orientations between two adjacent
patches, Figure 5.24 illustrates 4 of them. These connection informations are worked
out based on the information extracted from the STEP file, by computing the distance
different edges. For example, the distance between 4 edges of patch 1 and 4 edges of
patch 2. If the distance between two edges are smaller than the chosen tolerance, these
two edges are considered to be connected together.
The distance between edges is computed in following way:
1. Compute the distance between 4 corner points, i.e. A1-B1, A1-B3, A3-B1, A3-B3
in Fig. 5.24.
2. Compute the distance between 2 middle points, i.e. A2-B2 in Fig. 5.24.
3. The summation of these five values is used as the distance of two edges.













































Figure 5.24: Different orientations of two patches sharing one common edge.
5.9 Shape optimisation framework based on NSPCC
During this research, a CAD-based shape optimisation framework (see Fig. 1.3) is devel-
oped, coupling the NSPCC CAD kernel, a flow solver, an adjoint solver, and a gradient-
based optimiser. All the optimisation test cases presented in this thesis (see Chapter 7,
Chapter 8 and Chapter 9) are performed using this framework.
The sensitivity computation mode of the optimisation framework is illustrated in
Fig. 5.25. As introduced previously, the flow sensitivity dJdXs is computed using the adjoint
method, which is implemented using AD in reverse mode. Regarding the CAD sensitivity,
currently this is computed by using forward differentiation inside NSPCC.
This optimisation loop holds several advantages. Firstly, due to the geometric prop-
erty of NURBS, smooth geometry can be obtained without smoothing procedure which is
required in the node-based method. Secondly, both the initial and optimised geometries
exist in STEP format, which can be handled by almost every CAD software. This facil-
itates the linkage and information exchange between this optimisation chain and other
software for post-processing or manufacturing, which is especially important in multidis-
ciplinary design optimisation (MDO). Thirdly, this optimisation loop is fully automatic,
namely no user input is required during the optimisation process. Once the user finishes
the set up and starts the optimisation, everything will be automatically performed until
the optimised geometry is returned to the user. Actually, the estimate of the number
of test points beforehand and the application of effective rank enhance this automatic









Figure 5.25: Sensitivity computation in CAD-based shape optimisation frame-
work.
the user can replace some ingredients to achieve different functionalities. For example,
by replacing the flow/adjoint solver with structural solver, the optimisation framework
can also perform structural optimisation. Another example is that if different optimiser
is used, the framework can achieve different optimisation performances (see Chapter
8). Finally, because the STEP file is available in each optimisation iteration, it is con-
venient for the user to check intermediate results during the optimisation process and
regenerate the mesh, if necessary.
NSPCC plays a key role in the CAD-based shape optimisation chain. The findings
of this chapter, and the development performed during this research actually make both
NSPCC and the optimisation framework more powerful and automatic.
5.10 Summary
This chapter presents a detailed discussion on the NURBS-based parametrisation with
continuity constraints, or the NSPCC approach, developed at QMUL.
Firstly, a general introduction to the overall workflow of NSPCC kernel and its five
modules are given. Secondly, the extension of the in-house CAD kernel from B-splines to
NURBS is presented. Thirdly, the point inversion algorithm or mesh projection process is
discussed in detail. This process is the link between geometry and mesh, thus it is crucial
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for the CAD-based shape optimisation. Then, the method to deal with continuity is
introduced, along with the key points to have a good performance, such as the nullspace
computation, the effective rank, the required number of test points, and the continuity
recovery steps. Finally, some implementation details, such as the application of STEP
file, and how to fix a part of directions, are presented.
The NSPCC CAD kernel is lightweight while powerful, and can be effectively coupled
with different solvers to perform gradient-based shape optimisation, as will be demon-
strated in following chapters.
Chapter 6
Validation
In gradient-based optimisation, one of the most important aspects is to compute the
gradient accurately, because the gradient gives the direction along which the design can
be improved. In the NSPCC approach, it is crucial to construct the constraint matrix
correctly to impose the geometric continuity.
This chapter firstly introduces the computation of NURBS derivatives based on AD
and verifies them in Section 6.1. Then Section 6.2 describes the verification of geometric
gradients obtained through AD in NSPCC. The validation of underlying principle of
NSPCC related to continuity are then presented, including the validation of constraint
matrix reported in Section 6.3, and G1 continuity recovery shown in Section 6.4.
The verification and validation in this chapter are devoted to demonstrate the effec-
tiveness of NSPCC, therefore all tests only use geometric information. Flow and adjoint
solvers are not involved.
6.1 Calculation and verification of NURBS derivatives
The NURBS derivatives consist of two parts, namely the derivatives of NURBS surface
point coordinates w.r.t. parametric coordinates (u, v) and control points. Both parts
are needed in the NSPCC approach. To be precisely, the derivatives of NURBS surface
w.r.t. parametric coordinates (u, v) are used in two ways. First, Su, Sv, Suu, Svv, Suv are
required in the mesh projection presented in Section 5.3. Second, Su, Sv are needed in
G1 continuity computations introduced in Section 5.4.1. The derivatives of surface point
w.r.t. control points, ∂Xs∂P , are needed in equation (5.27) to compute the sensitivity of
object function w.r.t. design variables.
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The NURBS derivatives have been analytically derived and used in shape optimisa-
tion previously [111, 112, 246–249]. However, it is error-prone to derive the expression of
the derivative and needs a lot of human effort, due to the complex rational representation
of NURBS. The NURBS derivatives can also be computed using FD, but FD is sensitive
to the step size as discussed in Section 3.4.1. Therefore, FD is only used to compare
results, but not actually utilised in NSPCC. In addition, Xu et al. [48] computed ∂Xs∂P in
equation (5.27) according to the definition of NURBS surface. However, if weights are
included into the design space, this term will become ∂Xs∂Pω , which cannot be computed
in the same way. Therefore, a proper method to compute this term is required.
6.1.1 Computing NURBS derivatives using AD
As introduced in Section 3.4.4, AD is easy to use, and the results of AD are accurate
to the machine precision level. Therefore, in this work AD is employed to calculate both
kinds of NURBS derivatives.
The forward mode AD is suitable for cases which have more dependent variables than
independent variables, while the reverse mode could be used when dependent variables
is less than independent variables. In NSPCC, when computing the derivatives of surface
point w.r.t. parametric coordinates, because the number of surface points is the same as
parametric coordinates, both modes are the same in terms of computational costs. The
forward mode AD is implemented due to its simplicity.
In the NSPCC approach, the information about the geometry are read from the STEP
file as introduced in Section 5.8. These informations are then used to rebuild the NURBS
curves and surfaces. Algorithms used for this are taken from [51], and the subroutines
are developed in house. The AD tool Tapenade is applied in forward mode to these
subroutines to obtain the differentiated subroutines, which can be called to compute
NURBS derivatives.
6.1.1.1 Computing the first order NURBS derivatives using AD
There is a subroutine computing the NURBS surface points in NSPCC:
1 S(u, v, cp_w , s)
where u and v are parametric coordinates, cp w is the homogeneous control point, s is
surface point. To obtain the first order NURBS derivatives, one simply needs to run the
AD tool Tapenade in forward mode to this subroutine, specifying u, v, cp w as inputs
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and s as output. The differentiated subroutine is
1 S_d(u, ud , v, vd , cp_w , cp_w_d , s, sd)
In this subroutine, ud, vd and cp w d are seeds, their value should be given by the user
to specify which derivative to compute. sd stores the derivatives. The derivatives Su, Sv
and ∂Xs∂Pω can be computed using this subroutine. For example, Su can be obtained with
following codes:
1 ! dS/du in forward mode
2 ud=1.0; vd=0.0; cp_w_d = 0




∂Pω can be computed accordingly. For simplicity, the source codes are given in
Appendix D.
6.1.1.2 Computing the second order NURBS derivatives using AD
For second order NURBS derivatives, one firstly obtains the following subroutine by
running AD in forward mode, with u and v as inputs, s as output:
1 S_d(u, ud , v, vd , cp_w , s, sd)
Then apply AD in forward mode to this subroutine again, specifying u and v as inputs,
sd as output. This results in the differentiated subroutine:
1 S_d_d(u, ud , udd , v, vd , vdd , cp_w , s, sd , sdd)
In this subroutine, udd and vdd are seeds for the second derivative, sdd stores the
second derivative. To compute Suu, the differentiated subroutine should be called in the
following way:
1 ! dsds/dudu
2 ud=1.0; udd =1.0;
3 vd=0.0; vdd =0.0;
4 call S_d_d(u, ud, udd , v, vd, vdd , cp_w , s, sd, sdd)
5 dsds/dudu = sdd
The source codes to compute Svv, Suv can be found in Appendix D.
Based on these discussions, one can see that there is no need to derive the analytic
expression of the NURBS derivatives if using AD. One simply needs to apply AD to the
very basic subroutine S(u, v, cp w, s).
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6.1.2 Verification of NURBS derivatives
Two geometries are utilised to verify the NURBS derivatives. The first one is the half-
cylinder shown in Fig. 5.7, the other one is the ONERA M6 wing [179]. For both cases,
a simple 6× 6 grid for each surface is used, as shown in Fig. 6.1. Therefore, there are in
total 72 surface nodes. The parametric directions are also given in Fig. 6.1.
Figure 6.1: The 6× 6 grid used for verification of NURBS derivatives.
6.1.2.1 Verification using a half-cylinder geometry
For the half-cylinder geometry, the derivatives w.r.t. parametric coordinates are com-
puted using three methods, namely analytic method, AD and FD. The step size of FD










































































Figure 6.2: Su computed using analytic method, AD and FD (half-cylinder).






































































































































































































































































































































Figure 6.6: Svv computed using analytic method, AD and FD (half-cylinder).
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These figures indicate that for each surface grid point, the derivatives w.r.t. para-
metric coordinates computed using analytic method and AD are exactly the same. This
demonstrates that AD can provide very accurate derivatives. These figures also show
that the results from FD match well with those of analytic method and AD.
For the derivatives w.r.t. homogeneous control points, for convenience the 9th mesh
point i.e. point (2,3), and control point (3,1) on the first patch is picked to compare. The
comparison of derivatives from AD and FD are given in Table 6.1. The second column
lists the derivative of x coordinate of surface point w.r.t. control points coordinates. The
third and fourth columns present the derivatives of y and z coordinates, respectively. A
good agreement between the derivatives from AD and FD can be observed, thus the
derivatives from AD are reliable.
Table 6.1: ∂Xs∂Pω computed using AD and FD (half-cylinder).
x component y component z component
AD (ωx) 0.076120462990869 0.0000000000000000 0.0000000000000000
FD (ωx) 0.076120463014090 0.0000000000000000 0.0000000000000000
AD (ωy) 0.000000000000000 0.076120462990869 0.0000000000000000
FD (ωy) 0.000000000000000 0.076120462990869 0.0000000000000000
AD (ωz) 0.000000000000000 0.0000000000000000 0.076120462990869
FD (ωz) 0.000000000000000 0.0000000000000000 0.076120462570001
AD (ω) -0.703261381049245 0.0000000000000000 -0.291300392239918
FD (ω) -0.703261328282341 0.0000000000000000 -0.291300370339138
6.1.2.2 Verification using the ONERA M6 wing
Since the half-cylinder geometry contains only NURBS curves and surfaces, it would
be better if a geometry consists of B-spline curves and surfaces can be used for further
verification. To this end, the ONERA M6 wing approximated with B-splines [250] is
used. The geometry and parametric directions are shown in Fig. 6.7.
Figure 6.7: ONERA M6 wing and the (u, v) direction.
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Similar to the half-cylinder case, for the derivatives w.r.t. parametric coordinates,
three methods are applied to this geometry, namely analytic method, AD and FD. The
results of Su,Sv,Suu,Suv,Svv are illustrated from Fig. 6.8 to Fig. 6.12. As can be seen,

































































































































































































































Figure 6.10: Suu computed using analytic method, AD and FD (M6 wing).


































































































































































Figure 6.12: Svv computed using analytic method, AD and FD (M6 wing).
For the derivatives w.r.t. the homogeneous control point, the surface point (3, 2) and
control point (7, 5) on the first patch is chosen to compare. The comparison of AD and
FD derivatives are listed in Table 6.2, which illustrates a good agreement. More details
of this case and the optimisation results will be discussed in Chapter 9.
Table 6.2: ∂Xs∂Pω computed using AD and FD (ONERA M6 wing).
x component y component z component
AD (ωx) 0.113965435854303 0.000000000000000 0.000000000000000
FD (ωx) 0.113965435820838 0.000000000000000 0.000000000000000
AD (ωy) 0.000000000000000 0.113965435854303 0.000000000000000
FD (ωy) 0.000000000000000 0.113965435855533 0.000000000000000
AD (ωz) 0.000000000000000 0.000000000000000 0.113965435854303
FD (ωz) 0.000000000000000 0.000000000000000 0.113965435876349
AD (ω) -0.039975400313640 0.003967185875772 -0.027267621733905
FD (ω) -0.039975395761291 0.003967185423528 -0.027267618620829
To sum up, we can conclude that the NURBS derivatives computed using AD in the
NSPCC approach are reliable.
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6.2 Verification of CAD sensitivity
In this section, the CAD sensitivities computed in NSPCC through AD, namely ∂Xs∂α in
equation (5.26) are compared with the results from central finite differences method, for
the purpose of verification.




























































































Figure 6.13: The comparison of ∂Xs∂α1 computed by FD and AD in NSPCC for
half-cylinder.
As a first case, the half-cylinder geometry illustrated in Fig. 5.7 is chosen. A surface
mesh created in GMSH1 with 126 mesh nodes (shown in Fig. 2.1) is utilised here. G1
continuity is imposed at the common edge with 9 pairs of test points. All control points
are free to move in the (x, y, z) directions and the weights are also free. In this case,
there are 42 elements in the design vector α, we only show the comparison for α1 for
1http://gmsh.info/
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simplicity. The step size is 0.01. Figure 6.13 shows the comparison of the gradients in
x, y and z directions. It can be seen that the sensitivity calculated by FD and AD have
good agreement with each other. The gradient of other elements in α can be verified
accordingly.
6.2.2 Verification with U-bend
The CAD sensitivity verification is also performed for a U-bend cooling channel, which
will be presented in Chapter 8 as a practical optimisation case. A hexahedral mesh with
around 167K nodes is utilised for this case, and the step size is 0.001 for central finite
differences. Again, the results of the first element in α w.r.t. a part of surface mesh points
are given in Fig. 6.14. It can be observed that the results from both methods exhibit
high similarities, giving confidence in running optimisation for this cooling channel. More


































































































Figure 6.14: The comparison of ∂Xs∂α1 computed by AD in NSPCC and FD for
U-bend.
6.3. Validation of constraint matrix 121
6.2.3 Verification with the ONERA M6 wing
As a third case, the ONERA M6 wing with shown in Fig. 6.7 is employed. All control
points are free, including both position and weight. The step size is 0.001. The comparison
of results for α1 is presented in Fig. 6.15, which again demonstrates that the sensitivities






































































































































































































Figure 6.15: The comparison of ∂Xs∂α1 computed by AD in NSPCC and FD for
the ONEMA M6 wing.
6.3 Validation of constraint matrix
In the NSPCC approach, to ensure the continuity constraint are satisfied, the displace-
ment of control points should lie in the nullspace of the constraint matrix. Therefore,
it is essential to have correct constraint matrix. In this section, the validation of the
constraint matrix will be presented.
According to Section 5.4.1, if δP lies in the nullspace of matrix C, then CδP = 0. The
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geometry used for validation is the half-cylinder shown in Fig. 5.7. For convenience, each
control point is given a label as shown in Fig. B.1. In following tests, all the control



































(b) Perturbation of Test 2: in the nullspace of
G1 continuity
Figure 6.16: The half-cylinder geometry and perturbations for Test 1 and Test
2.
Test 1: Imposing G0 with δP in the null space
In this test, the G0 continuity constraint is imposed with 7 test points along the com-
mon edge based on the results presented in Section 5.4.9, and all weights are free. There-
fore, the dimension of constraint matrix C is 21 × 80, and the dimension of δP is
80×1. The perturbation used in this test is shown in Fig. 6.16(a), where the 1st and 11th
control point are moved in +y direction by the same amount. From Fig. 6.16(a) one can
see that this perturbation will not break the G0 continuity, thus it is in the nullspace.
To visualise the results, the transpose of CδP is plotted as in Fig. 6.17. From this
figure we can see that all the elements in CδP are at the order of 10−15. This matches
with the expected result very well, therefore the matrix C is correct in this case.
Figure 6.17: The transpose of CδP in Test 1.
Test 2: Imposing G1 with δP in the nullspace
In this test, the G1 continuity constraint is imposed with 9 test points along the
common edge, all weights are free. The dimension of matrix C is 54 × 80, and the
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dimension of δP is 80×1. The displacements of control points are shown in Fig. 6.16(b),
i.e. the 6th and 16th control points are moved toward -z direction and +z direction for
the same amount. After the perturbation, the 5th, 6th, 15th and 16th control point will
still lie in one straight line, therefore this perturbation will not break the G1 continuity
[51]. So it is in the nullspace.
The transpose of CδP is plotted in Fig. 6.18. As can be seen, all the elements in the
result matrix are at the order of 10−15.
Figure 6.18: The transpose of CδP in Test 2.
Based on these two tests, we can conclude that the computation of the constraint
matrix in the NSPCC approach is reliable. Two more tests using perturbations which
are not in the nullspace are given in Appendix B.
6.4 Validation of geometric continuity
In Section 6.3, the correctness of the constraint matrix constructed in NSPCC has been
shown. However, CδP = 0 does not necessarily ensure the continuity is satisfied strictly
if a finite-size step is taken, due to the non-linearity of constraints.
6.4.1 Validation of G1 continuity recovery
The continuity recovery steps are necessary to recover the G1 continuity during the
optimisation. The idea is to take some steps normal to the nullspace to recover violated
continuity. The details and basic process of the continuity recovery steps have been
presented in Section 5.5. Here several small test cases are utilised to demonstrate the
effectiveness of the G1 recovery steps in recovering the G1 continuity.
Based on the half-cylinder shown in Fig. 5.7, five deformed shapes are produced, as
shown in Fig. 6.19. Initially, none of these shapes have G1 continuity and the deviation
from exact G1 continuity increases from Test A to Test E. The initial G1 deviation value
of these five cases are shown in Table 6.3.
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(a) Test A: Initial (b) Test A: Recovered
(c) Test B: Initial (d) Test B: Recovered
(e) Test C: Initial (f) Test C: Recovered
(g) Test D: Initial (h) Test D: Recovered
(i) Test E: Initial (j) Test E: Recovered
Figure 6.19: Initial (left) and recovered (right) geometries.
The G1 deviation value of these five cases during the recovery process are shown in
Fig. 6.20. It can be seen very clearly that the deviation value are reduced to smaller than
10−13 in just several steps for all five cases, indicating the G1 continuity are obtained
successfully. In general, the larger the initial deviation value is, the more recovery steps
are needed. The only exception is Test D. The recovered shape are presented on the right
of Fig. 6.19. These tests clearly demonstrate the effectiveness of the continuity recovery
steps when applied to NURBS geometry.
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Table 6.3: Initial G1 deviation value of different half-cylinder case.

































Figure 6.20: The G1 deviation value during continuity recovery process.
6.4.2 Validation of imposing different constraints to different edges
As mentioned in Section 5.4.2, the NSPCC is developed to be able to impose different
continuity constraints to different common edges in the geometry. In this section, a small
test case is utilised to demonstrate this feature.
Figure 6.21 shows a long half cylinder geometry consists of four patches and their
control points. There are three common edges in this geometry. Initially, all of these
three common edges only have G0 continuity. In this test, two common edges on the
left and right side are imposed with the G0 continuity, and the middle common edge is
imposed with the G1 continuity, as shown in Fig. 6.22(a). Again, the G1 recovery steps
are utilised to recovery the continuity. As can be seen from Fig. 6.23, after performing
three G1 continuity recovery steps, the G1 deviation value is smaller than 10
−12. This
means the middle edge now has G1 continuity. The recovered geometry is illustrated in
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Fig. 6.22(b), from which one can observe that the two common edges on the left and right
side only hold G0 continuity. This test shows that different continuity levels have been
imposed to different edges successfully. The application of this functionality in practical
CFD-based shape optimisation problem will be shown in Chapter 8.
Figure 6.21: A long half-cylinder and its control points.
(a) The long half cylinder before recovery
(b) The long half cylinder after recovery
Figure 6.22: The continuity recovery results with different continuity levels






















Figure 6.23: The G1 deviation value during continuity recovery process for the
long half-cylinder.
6.5 Summary
In this chapter, the NURBS derivatives which are necessary in NURBS-based shape opti-
misation are calculated using AD and verified. The results indicate that the calculations
are reliable. Then the accuracy of geometric CAD sensitivity is also compared against
FD and is found to be comparably accurate.
The underlying principle of NSPCC is then validated, including:
 The construct of constraint matrix.
 The continuity recovery step.
 Imposing different continuity constraint levels to different common edges in a geom-
etry.
The tests performed in this chapter give confidence in the NSPCC approach, and
lay a solid foundation for the application of NSPCC in practical gradient-based shape
optimisations.
Chapter 7
Shape optimisation of an S-bend
air duct
7.1 Introduction
The CFD-based shape optimisation has been applied to many areas, one of which is the
automotive industry. For example, Taherkhani et al. [32, 33, 251] optimised the body of
emergency response vehicles and police cars in order to reduce the drag, which helps to
lower fuel consumptions.
In this chapter, the NSPCC approach is applied to an S-bend air duct segment
from the automotive industry, provided by Volkswagen AG to the FlowHead research
project1. The optimisation objective is to minimise the mass-averaged total pressure loss,
which is defined as
J =
∫
inlet ptotal(uv · n)dS −
∫
outlet ptotal(uv · n)dS∫
inlet(uv · n)dS
, (7.1)
where ptotal is the total pressure, uv is the velocity vector, n is the normal direction and
S is the cross section area.
The aim of this chapter is to show the feasibility of NSPCC in practical optimi-
sation application, coupling with an incompressible solver. Besides, the constitution of
design space and factors affecting the optimisation performance, such as cut-off value




Figure 7.1: Control points of the middle section in the BRep.
7.2 Parametrisation
7.2.1 Geometry of the air duct
The initial shape of this S-bend duct is shown in Fig. 7.1. It consists of 30 surfaces,
but only 8 of them in the middle part are allowed to move, while both inlet and outlet
legs are fixed. The middle section consists of 4 larger and 4 smaller patches, each of
which has 96 (16×6) and 64 (16×4) control points, respectively. Therefore, there are 640
control points on design surfaces in total, which are illustrated in Fig. 7.1 with hollow
circles. One thing should be mentioned is that in this S-bend case, the design surfaces
are not included in the definition of the objective function shown in equation (7.1), but
only affect the flow. As a consequence, the term ∂J∂α in equation (3.2) is 0.
Note that the duct bends upwards and sideways, thus it is asymmetric. Hence, the
optimisation results should also be asymmetric.
7.2.2 Geometric continuity constraints
Geometric continuity constraints are required between adjacent deformable surfaces dur-
ing the optimisation, so that continuous and smooth results can be obtained.
G2 continuity is imposed between moveable surfaces and fixed patches (the inlet and
outlet legs), as shown in Fig. 7.2. This is achieved by fixing the first three columns of
control points on free patches near the interface [51]. As a result, 240 control points
are fixed to ensure G2 continuity, and 400 control points on these surfaces are free to
move. Since each control point can move in the (x, y, z) directions, there are 1200 degrees
of freedom (DoF) in total if weights of control points are frozen, and 1600 DoF if weights
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are free. In this chapter, weights are not changed unless stated otherwise.
G1 continuity is imposed at the interfaces of 8 deformable surfaces as illustrated in
Fig. 7.2, by using the test point-based approach presented in Section 5.4.1. To achieve
this, a number of pairs of test points need to be imposed at the interfaces, then a
constraint matrix is built and its nullspace is computed using SVD. The movements of




Figure 7.2: S-bend patches setup and geometric continuity.
As introduced in Section 5.4.9, the number of required test points can be estimated
based on the knot vector, degree and number of control points along the common edge. In
this S-bend case, the knot vector along the common edge is:
{0, 0, . . . , 0, 0︸ ︷︷ ︸
16
, 1, 1, . . . , 1, 1︸ ︷︷ ︸
16
}
Therefore the non-zero knot intervals is 1. According to equation (5.34), the required
number of test points should be
Mtestpoint ≥ (15 + 1) · 1fT = 16fT .
The value of fT could be between 1 and 1.5 according to the author’s experience. In
addition, since G1 continuity is imposed, more test points are needed as shown in Section
5.4.9. Therefore, in this study, we impose 30 pairs of test points on each common edge to
ensure the G1 geometric continuity is satisfied among free patches. Figure 7.3 presents
the relationship between the number of non-zero singular value and test points, which
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indicates that the number of non-zero singular values will not increase any further if


































Number of test points
Figure 7.3: Relationship between the number of non-zero singular value and
test point.
7.3 Solver and parameters
For most optimisations carried out in this chapter, a mesh with 41,044 hexahedron and
43,848 nodes is used, as shown in Fig. 7.4. An exception is in Section 7.6.4, where a finer
mesh is utilised to investigate the effect of mesh density on optimisation results.
Main parameters for optimisation cases in this Chapter (except results in Section
7.6.4) are as following:
 The Reynolds number is 300, based on the height of the duct
 Mesh: 41,044 hexahedron with 43,848 nodes, as shown in Fig. 7.4
 Boundary conditions:
– Inlet velocity is 0.1 m/s
– Zero back pressure
– Non-slip walls




Figure 7.4: Hexahedral mesh of S-bend air duct.
Since this is an incompressible laminar case, the in-house flow and adjoint solver
GPDE introduced in Sections 4.2.1 and 4.3.2 is employed. To be more specific, the flow
solver inside GPDE is used to provide the flow solutions and the discrete adjoint solver
is employed to calculate the sensitivity of the objective function w.r.t. surface node
coordinates, dJdXs . In addition, the spring analogy technique provided in GPDE is used
to deform the volume mesh, which is performed after the surface mesh deformation in
the NSPCC.
The validation of GPDE solver for this S-bend air duct has been presented in Section
4.2.1, thus will not be repeated here. The interested reader could refer to those contents.
7.4 Gradient verification
In this S-bend shape optimisation case, the derivatives of the objective function with
















where P is control points, α is the vector of design variables, i.e. the linear combina-
tional coefficients of deformation modes, dJdXs is provided by the adjoint solver,
∂Xs
∂P is
computed by using AD inside NSPCC, Ker(C) is the nullspace of the constraint matrix
as introduced in Section 5.4.4. Here control points can move in the (x, y, z) directions.
The derivative dJdα computed from equation (7.2) is then compared with the one given
by central finite differences introduced in Section 3.4.1. For simplicity, the derivatives
of first 4 design variables in the design vector α are compared. The differences between
results from two methods are illustrated in Fig. 7.5, which shows clearly that the deriva-
tives from equation (7.2) have nice agreement with those from FD. More specifically, by
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carefully choosing step size, the differences between these two derivatives are about 10−7
to 10−6, which are the normal accuracy of FD. Figure 7.5 also indicates that for the first
four design variables, the proper step sizes are different. This further demonstrates that
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(d) α4
Figure 7.5: Difference between derivatives computed by using AD and FD.
7.5 Shape deformation modes in nullspace
As discussed in Section 5.4, because of the rounding errors in numerical computing, the
nullspace used in practice is not the theoretically exact nullspace, but the numerical
nullspace. The columns of the numerical nullspace will then constitute the design space
through a linear combination. It would be helpful to plot the deformation modes in
different areas of the numerical nullspace, as illustrated in Fig. 7.6.
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exact nullspace
numerical nullspace: Ker(C)
























No. of singular values
Figure 7.7: Singular value distribution of S-bend case.
The numerical rank r′ is 375 when the cut-off value σC is 10
−6, as illustrated in
Fig. 7.7 where the singular value distribution is shown. Therefore, the dimension of
KerC is 1600× 1225 and the size of α is 1225, which means there are 1225 deformation
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It is neither possible nor necessary to plot all the modes, hence only a part of modes
are plotted as examples. For better comparison, the following deformation modes are
produced by the same perturbation magnitude for each design variable.
7.5.1 Deformation mode locate near the cut of nullspace
The deformation modes corresponding to α1 and α2, which with singular values just
below the cut-off are depicted in Fig. 7.8. As can be seem, both modes only affect the
small patches (labelled as smaller patch in Fig. 7.2) of the middle section. Theoretically,
these two modes are not in the nullspace, thus they are possible to affect the conti-
nuity. However, as explained in Section 5.4.4, in numerical computing and this study,
a cut-off value is used to determine the numerical nullspace which includes these two
modes. Therefore, the modes near the cut-off value mainly affect the smaller patches,
which are close to the interfaces between free patches thus may violate the continuity.
(a) α1 (b) α2
Figure 7.8: The deformation modes corresponding to α1 and α2.
7.5.2 Deformation mode locate in the middle area
The deformation modes corresponding to α600 and α700, which locate in the middle range
of α, are plotted in Fig. 7.9. It can be seen that these two design variables have larger
influence on the shape, almost on every design surface. Firstly, these two modes are away
from the cut-off value, thus the possibility of violating the continuity is smaller compared
to α1 and α2. As can be seen, these two modes, especially the one corresponding to α700,
affect the smaller patches to a smaller extent than those of α1 and α2. Secondly, these two
modes are closer to the exact nullspace, thus having larger effect on the larger surfaces
(labelled as larger patch in Fig. 7.2), because the deformation inside these larger patches
may not affect the continuity at patch boundaries. Combining these two factors, we have
the deformation pattern shown in Fig. 7.9.
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(a) α600 (b) α700
Figure 7.9: The deformation modes corresponding to α600 and α700.
7.5.3 Deformation mode in the exact nullspace
Two deformation modes in exact nullspace, namely those related to α1223 and α1224,
are illustrated in Fig. 7.10. The figure indicates that these two design variables mainly
perturb surface parts which do not affect the continuity between moveable patches. This
is because these two modes are in the exact nullspace, thus satisfying the continuity
better.
(a) α1223 (b) α1224
Figure 7.10: The deformation modes corresponding to α1223 and α1224.
In summary, in this section the deformation modes corresponding to design variables
at different parts of the design vector are plotted. These modes clearly show that different
design variables affect the geometry in various manners. Generally speaking, the influence
on geometric continuity between free patches decreases from the first elements of the
design vector α to the last elements. These deformation modes also indicated that the
design space will be rather limited if exact nullspace is utilised. This is another reason
why the numerical nullspace is used in practice, apart from the presence of rounding
errors. Indeed, with the help of continuity recovery step presented in Section 5.5, relative




For optimisations carried out in this chapter, the steepest descent method with Armijo
line search introduced in Chapter 3 is utilised as optimiser. Optimisation results will be
presented and analysed in this section.
7.6.1 Effect of cut-off value on optimisation results
Previous discussions show that the design space is a linear combination of all deformation
modes, and different modes affect the geometry in different manners. Therefore, the
number of deformation modes in the design space, determined by the numerical rank,
will have significant effect on the optimisation results. In this section, a series of S-bend
shape optimisations with different manually chosen cut-off values σC are carried out to
investigate this effect.
Table 7.1 lists the chosen cut-off values and corresponding number of deformation
modes. This table indicates that larger cut-off value leads to more deformation modes
in the design space, which can also be observed in Fig. 7.7
Table 7.1: The cut-off value and corresponding number of deformation modes.






The convergence histories of the objective function corresponding to different cut-off
values are given in Fig. 7.11. Note that in these optimisations, the continuity recovery
steps introduced in Section 5.5 are applied. A threshold value 10−5 is utilised to control
the recovery steps as suggested by Xu et al. [48]. Figure 7.11 illustrates clearly that
both the convergence speed and the final results are affected by the cut-off value. This is
achieved by changing the cut-off threshold σc which affects the number of deformation
modes in the design space. To be more specific, when σC is 2× 10−10, the cost function
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is decreased by only 20% with the slowest convergence rate, compared to those of 22.3%
when using other values. This is because that fewer deformation modes are contained in
the design space. Besides, it takes slightly more iterations to reduce the cost function
by 22.3% when using 10−7 than using larger value. Finally, it can be seen that the cost
function convergence histories are almost the same when the cut-off value larger equal




































Figure 7.11: The convergence histories of the objective function when using
different cut-off values.
Figure 7.12 illustrates cross section shapes of the optimised bend related to different
cut-off values. It can be seen that the cross section shape is also dependent on the cut-
off value σC . Broadly speaking, larger σC leads to more deformation, but very similar
cross section shape is obtained if the cut-off value continues to increase after 10−6. This
behaviour is also observed in the cost function convergence history presented in Fig. 7.11.
By checking the cross section shape when σC = 2 × 10−10, one can see that the
deformations are mainly on four larger surfaces, while four smaller patches do not exhibit
much deformation. This is because when σC is very small, the numerical nullspace is
closer to the theoretical nullspace, thus deformation modes mainly affect larger patches,
as shown in Section 7.5.3. When the value of σC increases, more deformation modes
affecting smaller patches (see Section 7.5.1) or both (see Section 7.5.2) are included into
the design space, thus larger deformation is obtained.
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(a) The cross section location
(b) Initial (c) 2× 10−10 (d) 10−7
(e) 10−6 (f) 10−5 (g) 10−4
Figure 7.12: Cross section shapes of S-bend before (b) and after (c-g) optimi-
sation.
To investigate why the final results are similar when σC is larger than 10
−6, another
series of optimisations are performed without the continuity recovery steps. Figure 7.13
presents the cross section shapes with σC = 10
−6, 10−5, 10−4 without recovery steps,
respectively. As can be seen, the optimal cross section shapes exhibit some differences
with each other. However, after optimisation with continuity recovery steps, the cross
sections are very similar as shown in Fig. 7.12. Therefore, it is the recovery steps that
make the final results similar when σC is 10
−6, 10−5 and 10−6.
7.6. Results 140
(a) 10−6 (b) 10−5 (c) 10−4
Figure 7.13: Cross sections of S-bend after optimisation without recovery
steps.
Apart from the cost function convergence history and cross section shape, the devi-
ation value from exact G1 continuity after optimisation is also affected by the cut-off
value, as illustrated in Table 7.2. Broadly speaking, the deviation value tends to increase
along with the cut-off value σC . For the cases when 10
−7, 10−6 and 10−5 are used, the
deviation value are successfully recovered to be smaller than the threshold with two
recovery steps. However, when σC is 10
−4, the recovery steps are unable to take the
deviation value back to the threshold.
Table 7.2: The G1 deviation value after optimisation.
Cut-off value G1 deviation value





Based on the comparison of cost function convergence histories, cross section shapes
and the G1 deviation values, it can be seen that 10
−6 is the best choice among all chosen
cut-off values. In addition, the cut-off value is indeed a trade-off between the size of
design space and the continuity constraint. One should be careful that if the value σC
is too large, the continuity recovery steps may not be able to recover the continuity
successfully.
7.6.2 Optimisation results with the effective rank
In Section 5.4.8, the effective rank is proposed as a pre-conditioner to determine an
effective nullspace. The basic idea is to determine rank based on CCT instead of C,
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where C is the constraint matrix. Table 7.3 presents the effective rank, as well as the
numerical rank corresponding to different cut-off values. It clearly shows that the effective
rank is very close to the numerical rank obtained with a cut-off value of σC = 10
−6, which
has been shown to give good optimisation performance. This demonstrates the feasibility
of the effective rank. Therefore, the effective rank is utilised in practical optimisation of
this S-bend air duct case and the corresponding optimisation results are presented in
this section. It is worthwhile mentioning that by using the effective rank, the numerical
space is automatically determined, one does not need to choose the value of σC manually
thus saving a lot of time arise from trial and error.
Table 7.3: Cut-off values and corresponding numerical rank, as well as the
effective rank in S-bend air duct case.

















































Figure 7.14: Cost function and gradient convergence history using effective
rank.
The cost function and gradient convergence history during optimisation are shown
in Fig. 7.14. The results verify that both the cost function and the gradient continu-
ously reduce with the evolution of optimisation iterations. Specifically, the cost function
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is reduced by about 22.9% after 90 optimisation iterations, and the gradient norm is
reduced significantly as well. The surface sensitivity on the initial and optimal shape are
illustrated in Fig. 7.15. As can be observed, the sensitivity is reduced significantly almost







Figure 7.15: Surface sensitivity on the initial and optimised shape.
The geometry before and after optimisation are illustrated in Fig. 7.16, where a large
deformation can be observed on the design surfaces, especially the squeezed-in sides. To
have a better understanding on the result we plot the contour plots of velocity magnitude
at different cross sections, as shown in Fig. 7.17 and 7.18. The streamlines of the flow are
given in Fig. 7.19. It can be seen that the initial flow field has a strong secondary flow,
and the cross-sectional cuts are highly non-uniform in terms of velocity magnitude. This
kind of secondary flow in bent ducts is known as Dean vortices [252], as depicted in
Fig. 7.20, which will increase the pressure loss. Figure 7.18 also indicates that there is a
large flow separation at the bottom of the outlet leg, which will additionally gives rise
to pressure drop.
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Figure 7.16: Comparison between the initial (top) and optimised (bottom)
shape.
Figure 7.17: Contour plots of velocity magnitude for the initial (left) and opti-
mised (right) S-bend duct at different cross sections along the flow
direction.
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Figure 7.18: Contour plots of velocity magnitude for the initial (left) and opti-
mised (right) S-bend duct at a cross section parallel to the inlet
flow direction.
Figure 7.19: The comparison of streamlines before (left) and after (right) the
optimisation
Figure 7.20: Schematic of a part of Dean vortices in curved pipes.
Physical explanation of the results
Now that Dean vortices are one of the main reason for pressure drop, then it is
important to reduce them. One of the measures to reduce the Dean vortices, is using
strake-like shape to suppress the formation of vortices, as demonstrated by Xu et al.
[48]. The hollowed sides in the optimal shape in this study actually resembles the strake-
like shape, as illustrated in Fig. 7.16. A more clear illustration of the cross cut of the
cranked part, at the same location as in Fig. 7.12, is shown in Fig. 7.21. It can be
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seen clearly that the side surfaces are pushed inwards, such that the suppression of flow
separation is achieved.
(a) Initial (b) Optimised
Figure 7.21: The cross section before (left) and after (right) the optimisation.
Thanks to suppressed Dean vortices, the flow field exhibits more uniform cross-
sectional cuts after optimisation, as can be seen from the right of Figs. 7.17 and 7.18. The
significant reduction in secondary flow motion is also visible in Fig. 7.19, showing that
the streamlines are much more smooth in the deformed shape. In addition, the velocity
magnitude contour and streamlines illustrate that the flow separation is significantly
reduced in the optimised shape.
The other reason of reduced separation in the optimised shape is the enlargement in
the bend. To be more specific, the cross-section area firstly increase and then contract
along the flow direction, mitigating the adverse pressure gradient hence can reduce the
flow separation. As a result, lower total pressure loss is achieved after optimisation, which
is confirmed by the pressure distributions along the bend shown in Fig. 7.22. Lower flow
velocity in the bend reduces the required pressure gradient to turn the flow, thus the
pressure at the inlet is reduced after optimisation.
Comparison with results in the literature
This S-bend air duct testcase was provided to the FlowHead research project by
Volkswagen AG. It served as a testcase, and was frequently used in that project and
follow-on projects (e.g. AboutFlow) for the purpose of solver verification [169, 253, 254]
and shape optimisation [48, 167, 192, 255].
Xu et al. [48] performed CAD-based shape optimisation for the S-bend duct. In
that work, the GPDE flow solver and an older version of NSPCC CAD kernel were
utilised. The comparison of optimisation results from the present study and [48] is illus-
trated in Fig. 7.23. As can be seen, although the results are not exactly the same, very
similar deformation patten are achieved. To be more specific, strake-like shape is formed
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Figure 7.22: Pressure field distribution before (left) and after (right) optimi-
sation.
Figure 7.23: The cross section after optimisation in the present study (left)
and that presented in [48] (right).
and the bend is enlarged compared to initial shape. The differences between results in
the present work and those published in [48] maybe due to different implementation of
optimiser (e.g. step size), different number of modes in the design space, etc.
Although this S-bend air duct used is not a standard benchmark case which is widely
used in academia, it is still a suitable test case in the present work for following rea-
sons. Firstly, validation has been performed by comparing results with those provided
by OpenFOAM (Section 4.2.1). Second, published results [48] are available for compar-
ison. Thirdly, total gradient validation presented in Section 7.4 indicates that the flow
sensitivities from adjoint solver, the geometric sensitivities from CAD kernel, and the
sensitivity assembly are correct for this case. In addition, the geometry is relative sim-
ple yet it comes from the industry, thus can show the practical usage of the developed
method in this study. Therefore, in the present work the S-bend air duct is also chosen
as a test case.
There are also some other studies in the literature which optimise the shape of S-
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bend duct, although the geometries are not exactly the same. For example, Othmer
and Grahs [8] performed both the shape and topology optimisation for the S-bend duct,
aiming at exploring the benefits of CFD optimisation in the car development process. The
interesting readers could refer to those research.
7.6.3 Continuity recovery results
In this S-bend shape optimisation, G1 continuity constraint is imposed among moveable
surfaces. As discussed in Section 5.5, both the non-linearity of G1 continuity and the
inaccuracy of nullspace due to numerical computing will violate the G1 continuity. Con-
sequently, continuity recovery steps are required to make sure G1 is better satisfied. As
presented in Section 7.6.1, continuity recovery steps are control by the threshold 10−5.
Figure 7.24 shows the deviation value from exact G1 with and without recovery
steps. It is indicated that the G1 deviation value are negligible after applying recovery
steps, compared to those without recovery steps. Specifically, in the present optimisation





















































Figure 7.24: Deviation from exact G1 continuity with and without recovery
steps. Left: during 90 iterations. Right: details in the first 10
iterations.
The Zebra continuity analysis is a tool provided by most commercial CAD software
to inspect the continuity between surfaces2. In the seam where two surfaces meet, if the
Zebra stripes have kinks or jump sideways, this indicates G0 continuity. G1 continuity
means that the stripes line up but turn sharply at the connection.
2http://docs.mcneel.com/rhino/5/help/en-us/commands/zebra.htm
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(a) G0 continuity (b) G1 continuity
Figure 7.25: Example of Zebra stripes of G0 and G1 continuity
3.
The Zebra analysis is performed for the optimised S-bend geometry, as illustrated in
Fig. 7.26, which indicates that the G1 continuity among free patches are satisfied.
Figure 7.26: Zebra continuity analysis of the optimised shape.
7.6.4 Effect of mesh density on optimisation results
The accuracy of CFD solutions is dependent on mesh density. It would be helpful to
investigate how the mesh density affects results of this S-bend air duct shape optimisa-
tion. To this end, optimisation with a denser mesh (120K) has been carried out. All the
setting parameters and solver are the same as previous case with 44K mesh presented in
Section 7.6.2.
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The comparison of initial flow field is presented in Fig. 7.27. As can be seen, both
cases exhibit similar flow pattern and have large flow separation although the mesh
densities are quite different.
Figure 7.27: Comparison of initial flow field between 44K (left) and 120K
(right) mesh.
The comparison of cost function convergence histories and gradient norm between
44K and 120K mesh are shown in Fig. 7.28, which indicates that the results are slight
better when finer mesh is used. Specifically, by using the 120K mesh the optimisation















































Figure 7.28: Comparison of convergence history between 44K and 120K
mesh. Left: cost function. Right: gradient norm.
The contour of velocity magnitude for both cases are plotted in Fig. 7.29 and Fig. 7.30,
respectively. It can be seen that, even though the mesh density is increased to almost
three times of the previous case, the velocity magnitude show very similar pattern
between them. The comparison of optimal shape is also given in Fig. 7.29, where similar
deformation can be observed.
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Figure 7.29: Contour plots of velocity magnitude for the 44K (up left) and
120K (up right) case at cross sections along the flow direction,
and corresponding shape (bottom).
Figure 7.30: Contour plots of velocity magnitude for the 44K (left) and 120K
(right) S-bend duct at a cross section parallel to the inlet flow
direction.
The optimised cross section shape at the location in Fig. 7.12 are compared in
Fig. 7.31. Again, the deformation in both cases show similar behaviour, namely the
side surfaces are hollowed in to form the strake-like shape such that suppress the Dean
vortices.
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Figure 7.31: Comparison of optimised cross section: 44K mesh (left) and 120K
mesh (right).
Based on these comparisons, one can see that the 120K mesh does not provide radical
improvements compared to the 44K mesh, but offers small enhancements. In other words,
the mesh density does not affect the results of this S-bend air duct optimisation case
significantly. The possible reason is because the flow in this S-bend air-duct case is
laminar (the Reynolds number is 300) and not very complicated. Therefore, the 44K
mesh is enough for capturing the main flow pattern and adequate for shape optimisation
of this bend.
7.6.5 Effect of scaling on optimisation performance
In previous optimisations presented in this chapter, the weights of control points are
frozen. In this section, we try to add the weights into the design space as well. As
mentioned in Section 5.6, the scaling problem arises when both position and weight of
control points are free to change during the optimisation, which may deteriorate the
performance of optimiser. The S-bend optimisation case has been performed with free
control point position and weight to demonstrate the effects of scaling on optimiser
performance.
The diagonal scaling strategy presented in Section 5.6 is applied to homogeneous
control points to make all components have similar order of magnitude. The objective
function convergence history is plotted in Fig. 7.32 together with that of non-scaling
case. As can be seen, the cost function decreases much faster if scaling is applied, and
around more than three times reduction has been obtained. These results demonstrate
that the optimisation performance is truly affected by scaling, if both the position and
weights are changeable. The comparison also gives a guidance to the user of CAD-based
optimisation framework that, if design variables with different scales are used, such as
position and weight of control points, or angle of attack and planform variable in airfoil


































Figure 7.32: Comparison of cost function convergence history with and with-
out scaling.
7.7 Summary
In this chapter, the NSPCC approach is applied to the optimisation of an S-bend air duct
from automotive industry. The feasibility of the NURBS-based optimisation framework,
coupling NSPCC and an incompressible flow solver as well as a discrete adjoint solver,
has been demonstrated.
Deformation modes in the numerical nullspace have been plotted to show their
impacts on geometry. The results show that deformation modes in different areas of
the numerical nullspace impact the geometry and geometric continuity in different man-
ner. Based on this fact, the effect of cut-off value, that is the number of deformation
modes included in the design space, on the optimisation results are investigated. It has
been shown that the cut-off affects the optimisation performance significantly. Therefore,
it is crucial to choose a proper cut-off value.
This chapter also presents the optimisation results using the effective rank. After
90 optimisation iterations, around 22.9% total pressure loss reduction is achieved while
keeping the smoothness around the surface interfaces. This indicates that the effective
rank is a proper pre-conditioner to determine a numerical rank leading to effective design
space. What’s more, by using the effective rank, the manual effort to choose a cut-off value
σC which has good performance by trial and error are avoided, hence the optimisation
loop becomes more automatic and easier to use.
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In addition, this chapter has discussed the influence of the mesh density on the
final results. For this laminar S-bend case, the 120K mesh gives slightly better results
compared to that of the 44K mesh, but both cases exhibit similar deformation trend of
the bend.
Finally, the impact of the scaling of control points when weights are added into the
design space has also been investigated.
Chapter 8
Shape optimisation of a U-bend
cooling channel
The NSPCC approach is applied to shape optimisation of a U-bend cooling channel used
in turbo-machine industry, aiming at reducing the pressure drop in the bend. The U-bend
geometry contains a circular part which cannot be described with B-splines exactly. As
a consequence, the B-spline version NSPCC [48] cannot handle this case. Therefore, the
U-bend constitutes a suitable test case to show the effectiveness of the extended NSPCC
developed in this research. Other new capabilities, such as coupling with an advanced
optimiser and imposing different levels of continuity constraints in one geometry, will
also be demonstrated in this chapter.
8.1 Introduction
The turbines used in gas turbine engines operate at extremely high temperatures, which
common materials cannot withstand, to achieve high thermal efficiencies. Therefore,
effective cooling is essential. This is typically achieved by utilising an internal cooling
channel. The U-bend shapes which connect consecutive passages have been widely used
(see Fig. 8.1) and have attracted much attention in recent years [25–27, 256]. For example,
the U-bend cooling channel was used as a benchmark test case in the 2016 International
Conference on Numerical Optimisation Methods for Engineering Design (NOED 2016)1.
However, a salient feature of the cooling fluid flowing along the bends is that it has




Figure 8.1: Internal cooling channel in the turbine [257].
system, and could be problematic for the cooling system. Therefore, it is necessary to
reduce the pressure loss.
In the past, the reduced pressure loss was obtained relying on manual design, which
was laborious and time-consuming. Recently, the design process of U-bend have become
more automatic with the help of numerical optimisation [25–27, 45, 204, 256, 258]. Some
of these works are based on gradient-free optimisation methods. For instance, Verstraete
et al. [26] optimised a 2-D U-bend using a metamodel-assisted evolutionary algorithm
to reduce the pressure loss, and the number of DoF of the geometry parametrisation
in this study was 26. Experimental validation results for the optimal shape were then
presented by Coletti et al. [27]. In a follow-on study, Verstraete et al. [204] performed a
multi-objective optimisation for a 2-D U-bend, aiming at minimising the pressure loss
and maximising the heat transfer ability simultaneously. The parametrisation used in
[26] with 26 parameters was utilised again, and a gradient-free method was used as
optimiser. Namgoong et al. [256] optimised the inner wall of both 2-D and 3-D U-bend
configurations, with 8 and 24 design variables, respectively. Both optimisation results
obtained with genetic algorithm and experimental validation results were reported in
this study. Although pressure loss reduction were achieved by utilising gradient-free
methods in these studies, only a small number of design variables were used due to the
computational cost. Therefore, the design space may have been too limited.
In order to use a larger number of design variables, gradient-based methods are also
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employed recently to explore better U-bend shape design. For example, Willeke et al. [25]
carried out a 2-D U-bend optimisation using a continuous adjoint method to provide
computationally inexpensive gradients. The optimiser was the steepest descent algo-
rithm. Two parametrisations were utilised in this work, namely the node-based method
(see Section 2.3.1), and Bézier curve-based parametrisation. For the node-based case,
there was a large number of design variables which was only feasible with gradient-based
method in CFD shape optimisation. It was shown in this study that the gradient-based
method produced a slightly larger pressure loss reduction. Akin et al. [258] optimised
a quasi-3D U-bend described with B-spline curves. Since the gradients were computed
with FD in this study which was expensive, thus still only 21 and 25 design variables
were used. Banovic et al. [100] performed a 3-D U-bend shape optimisation by using the
differentiated OCCT CAD kernel coupled with a discrete adjoint solver. The parametri-
sation was based on a cross-sectional design approach, and 96 design parameters were
available. Although the pressure loss was reduced by 18%, it seems that there was still
very large flow separation in the optimal bend. A recent study on the U-bend shape
optimisation was performed by Verstraete et al. [46], where tri-variate B-splines was
employed to describe the U-bend volume with 540 DoF. A discrete adjoint solver was
employed to compute gradients efficiently and the steepest descent method was used as
optimiser.
In these studies, Bézier or B-spline curves were utilised to approximate the circular
part in the U-bend geometry. One exception is the study performed by Tsiakas et al. [259],
where the U-bend geometry is embedded inside a volume based on volumetric NURBS,
which is actually a FFD method (see Section 2.3.1). However, the paper did not discuss
how to maintain geometric continuity among moveable patches, which is quite important
in shape optimisation. The paper also did not perturb weights of control points during
optimisation. Another problem of the existing gradient-based U-bend shape optimisa-
tions is that, to the best of the author’s knowledge, only the steepest-descent method
has been used as the optimiser. The quasi-Newton or the Newton methods have not been
applied yet.
In this chapter, the results of 3-D gradient-based shape optimisations for a U-bend
cooling channel aiming at reducing the pressure drop, are presented. The geometric
continuity constraints between adjacent patches are also handled.
The CAD-based shape optimisation framework presented in Fig. 1.3 is utilised, includ-
ing the NSPCC approach to handle geometric continuity constraints and STAMPS to
compute the flow sensitivities efficiently. The analytic NURBS description of U-bend
geometry is remained in the design loop and could be written out to a STEP file in each
design iteration. In addition, the BFGS method is also utilised as the optimiser apart
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from the steepest descent approach, trying to provide better optimisation results.
The geometry and parametrisation of the U-bend are presented in Section 8.2, fol-
lowed by details on solver and setting up parameters in Section 8.3. The initial flow
field is presented and analysed in Section 8.4. Then the optimisation results are given in
Section 8.5.
8.2 Parametrisation
8.2.1 Geometry of the U-bend cooling channel
The U-bend cooling channel used in this work comes from the Von Karman Institute
(VKI) [25–27] and is one of the benchmark test cases in NOED 2016 conference. The
geometry is created by the author using NURBS surfaces according to the case descrip-
tion provided by NOED 2016 committee. The geometry and main dimensions of this
U-bend are shown in Fig. 8.2 and Fig. 8.3, respectively. Basically, the baseline geometry
is comprised by a circular bend part with inlet and outlet legs. The inlet leg is long
enough to guarantee a fully developed flow at the entrance of the circular bend. The
hydraulic diameter is Dh = 0.075m, and the rectangular cross section has aspect-ratio
1.
B-splines cannot describe circular and conic curves/surfaces precisely, thus are not
able to describe the circular part in the U-bend exactly. In this work, NURBS surfaces
are utilised to parametrise this U-bend geometry. In this way, no approximation is need
to represent the geometry, and NURBS provide weights of control points as additional
design freedoms. The U-bend geometry consists of 22 NURBS surfaces in total. The
bend part, which is composed by 8 rectangular and 4 circular surfaces (shown in red in
Fig. 8.3), is deformable. Each of the rectangular surfaces has 24 (6 × 4) control points,
and each of the circular surfaces has 16 (4 × 4) control points. As a result, there are
in total 256 control points for the bend part. Both inlet and outlet legs are fixed. The
deformable surfaces and corresponding control points are also shown in Fig. 8.2.
8.2.2 Geometric continuity constraints
For this U-bend case, geometric continuity constraints are required among patches. There
are 8 common edges between moveable and fixed patches, and 20 common edges between
the movable patches themselves. For the former case, G1 continuity is required. Normally,
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Flow




Figure 8.3: Main dimensions of the U-Bend.
this is achieved by locking the first two columns of control points of the bend part as
shown in Fig. 8.4. Actually, there is no need to totally freeze the second column control
points, because the G1 continuity will be maintained as long as these control points are
kept on the initial planes [51]. For example, the second column control points of the
top surface should stay on the top surface. Therefore, in this study G1 continuity is
imposed by fixing only the first column of control points (shown in black in Fig. 8.2) and
restricting the second column of control points (shown in blue in Fig. 8.2) to stay on their
initial planes. By doing this, we can have more degrees of freedom for the geometry. As
a consequence, 192 control points can move in three directions and 32 control points can
move in two directions. The weights of these control points can also change.
8.2. Parametrisation 159
The continuity among free patches is imposed by using the test point approach
presented in Section 5.4.9. Firstly, G0 is imposed on all 20 common edges to avoid
gaps. Apart from this, G1 continuity is imposed on the edges between rectangular and
circular NURBS patches, as shown in Fig. 8.5. 12 pairs of test points are imposed if
weights of control points are fixed, and 18 pairs of test points are used if weights are also
free, based on the estimate proposed in Section 5.4.9.
Figure 8.4: Control points marked in red remain fixed during the optimisation
to maintain the G1 continuity [259].
Figure 8.5: Continuity constraints imposed on different edges of U-bend.
The effective rank proposed in Section 5.4.8 is employed in the SVD to determine the
size of nullspace and ultimately the number of design variables.
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8.3 Solver and parameters
The design objective is to reduce the total pressure loss in the bend, which is defined as:
J =
∫
inlet ptotal(u · n)dS −
∫
outlet ptotal(u · n)dS∫
inlet(u · n)dS
, (8.1)
where ptotal is the total pressure, u is the velocity vector, n is the surface normal direction
and S is the cross section area.
Main parameters in this case are as following:
 Reynolds number: 15000
 Mach number: 0.1
 Mesh density: 167K
The in-house solver STAMPS introduced in Sections 4.2.2 and 4.3.3 is employed to
solve the flow equations and provide the sensitivity of cost function with respect to mesh
node coordinates. The U-bend is a rather challenging case for the CFD solver, because
convergence is affected by the wave reflection with long travel time between the inlet
and outlet, which are needed to form fully developed flow. Although STAMPS is a com-
pressible solver, in this case the Mach number is set to 0.1, such that an incompressible
assumption can be used to model the flow. STAMPS is capbable of simulating the flow
in this U-bend cooling channel, and the feasiblity of using STAMPS to simulate flow in
U-bend have been demonstrated by several studies [46, 100, 260].
The Reynolds number is around 15000, based on the hydraulic diameter. Therefore,
the flow is turbulent in this case. The turbulence closure problem is realized with the
Spalart-Allmaras (SA) turbulence model which is implemented in STAMPS. Note that at
the moment, only the SA turbulence model has been implemented in STAMPS. Although
the SA model is more suitable for external flow, it still gives insight to the flow thus is
also used by Verstraete et al. [46]. In this study, no heat transfer is considered.
A regular hexahedral mesh with 167K nodes and 177K cells is used, as shown in
Fig. 8.6, where the surfaces to be optimised are shown in red. Since this is a turbulent
case, to capture flow features in the boundary layers region better, a boundary layer
refinement suitable for a low Reynolds turbulence model is performed, which is required
to predict the secondary flow structures. The mesh has an average y+ value of 1.
Jesudasan et al. [260] performed a preliminary grid convergence study using three
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different mesh levels, and stated that the objective function value between medium
(167K) and fine (300K) mesh is 0.3%, which is minor. In the present work, the mesh
with 167K nodes is used.
At each optimisation iteration, the surface mesh is recalculated on the updated CAD
geometry given by the NSPCC kernel, then surface mesh deformation will be propagated
to deform the volume mesh. The inverse distance weighting method [177] implemented
in STAMPS is utilised to deform the volume mesh.
Figure 8.6: The 167K hex mesh for U-bend (design surfaces in red).
8.4 Initial flow field
The velocity magnitude of the baseline geometry at the middle height plane is illustrated
in Fig. 8.7. As can be seen, there is a large flow separation area after the turn and in
the downstream leg. The separation starts just before the middle of the turn. This is
due to the strong curvature of the turn, thus in the inlet leg the flow accelerates quickly
near the inner wall while decelerates near the outer wall. The acceleration near the inner
wall leads to a low-pressure zone, which results in a strong adverse pressure gradient
downstream of the flow. Figure 8.8 shows the velocity magnitude at three different cross
sections. The velocity magnitude in the outlet leg shows that the flow separation reduces
the effective cross-section area and accelerates the flow, which needs to be subsequently
diffused when the flow fills the downstream channel. The diffusion process results in a
loss of total pressure. The mid-bend contour shows that a pair of contra-rotating vortices
is formed (Dean vortices), due to the imbalance between centrifugal forces and pressure
gradient over the height of the channel because of the slower flow near the endwalls. This
also contributes to the pressure loss.
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Figure 8.7: Initial velocity magnitude at the middle height plane.
Figure 8.8: Initial velocity magnitude at different locations.
Comparison with experimental results
Coletti et al. [27] from the von Karman Institute performed experimental study on
the U-bend case. In that study, a magnified model of the U-bend that reproduces the
geometrical and aerodynamic features of the numerical model was built, and the particle
image velocimetry (PIV) technique was utilised to measure the velocity. The Reynolds
number was set to 40,000, which was the same as in [26]. Note that in [26], the same
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geometry as in the present study was used. The experimental set up is shown in Fig. 8.9.
Figure 8.9: Schematic representation of the experimental set up [27].
Figure 8.10: Comparison of velocity magnitude at the middle height plane of
initial geometry between STAMPS results (left) and experimental
results (right).
Fig. 8.10 presents the comparison of velocity magnitude at the middle height plane
for the initial geometry. As can be seen, although the Reynolds number are different,
the solutions given by STAMPS flow solver exhibit very similar features as shown in
the experimental data. In other words, the STAMPS flow solver captured the main flow
features, namely the acceleration along the inner wall, the deceleration near the outer
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wall, and the large flow separation area after the turn. This qualitative comparison with
experimental data indicates that STAMPS is capable of providing reasonable solutions
for this turbulent U-bend case. The little differences between simulation and experimental
results may come from the different Reynolds number. Besides, the SA turbulence may
not capture this internal flow very well.
The aim of the optimisation is to reduce the total pressure loss, it is expected that
after optimisation the flow separation will be suppressed.
8.5 Results
8.5.1 Optimisation results with the steepest descent method
As mentioned in Section 5.4.7, if non-linear constraint is imposed and the constraint
matrix is updated in each design iteration, the size of nullspace may change. As a con-
sequence, the number of design variables may not be a constant during the optimisation
run. Therefore, as a first case the steepest descent method with Armijo line search is
chosen as optimiser in this U-bend optimisation. The design variable is updated as:
αk = −sk · gk (8.2)
where αk is the design variable vector in the k-th optimisation iteration, sk is the step
size, gk is the gradient of cost function in iteration k. Note that in this case the weights
of control points are frozen, so the total number of DoF is 640 (192× 3 + 32× 2).
Figure. 8.11 presents the convergence history of cost function. As can be seen, the
total pressure loss is reduced by around 21.5% after 45 optimisation iterations.
The velocity magnitude at the middle height plane of the optimised geometry is given
in Fig. 8.12. As can be seen, the flow separation presented in the baseline geometry has
been reduced significantly after optimisation.
Physical expanation of the results
As can be seen from Fig. 8.12, the thickness of the divider wall, namely the space in
between the forward and return channel, of the bend is increased. Besides, the radius of
the inner wall in both the inlet and outlet leg is enlarged, which means the curvature




























Figure 8.11: The cost function convergence history with the steepest descent
method.
(a) Initial (b) Optimised
Figure 8.12: Velocity magnitude at middle plane before and after optimisation
with the steepest descent method.
Above shape deformations reduce the abrupt change of velocity from the inner wall to
the out wall, because when the most dominant force is related to the centrifugal force of
particles following a bend streamline, and not the viscous forces, a good approximation is
that the velocity gradient perpendicular to the streamline is proportional to the inverse
of the curvature [46]. Therefore, the flow acceleration along the inner wall becomes milder
such that the adverse pressure gradient along the flow direction is decreased, which has
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Figure 8.13: Velocity magnitude at different locations of the optimised geom-
etry with the steepest descent method.
a positive effect on the reduction of flow separation. The result of this optimisation case
is consistent with the experiments results on divider wall thickness reported by Liou et
al. [261]. However, compared to the inner wall, the deformation of the outer wall is much
smaller.
The velocity magnitude at three different locations are presented in Fig. 8.13. One
can observe that the effective cross-section area in the outlet leg is increased due to
the suppressed flow separation. The reduction of separation helps to reduce the total
pressure loss. It can also be seen that, although the height is increased at the mid-bend,
the width is decreased due to the convex shape of the inner wall. This convex shape
splits the flow and drive it to the corner. As a result, the area with vortices is reduced
such that they will produce less pressure losses. Also, lower flow velocity in the bend
reduces the required pressure gradient to turn the flow.
Geometric results
During the optimisation, the continuity recovery steps presented in Section 5.5 are
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Figure 8.15: The number of design variables during the optimisation.
applied to recover the G1 continuity. The recovery steps are controlled by a threshold. For
this case, it is found that one recovery step can bring the G1 deviation value below the
chosen threshold value 10−5. The results of Zebra analysis introduced in Section 7.6.3
for the optimised shape are presented in Fig. 8.14. As can be seen, the G1 continuity is
well maintained on edges where the G1 continuity constraint is imposed.
The variation of the number of design variables, namely the size of α is given in
Fig. 8.15. This is because the constraint matrix is updated in each design iteration. Figure
8.16 presents the distribution of the singular values in first 10 iterations. It can be
seen that the singular value distribution changes during the optimisation although the
character remains, thus the effective ranks changes. The sum of the effective rank and the
number of design variables is a constant as presented in Section 5.4.7. As a consequence,
the number of design variables changes accordingly. Therefore, measures must be taken




































Figure 8.16: The distribution of singular values in first 10 iterations.
This optimisation is performed using a 64-bit, 8-core desktop, which has an Intel Xeon
3.40 GHz CPU and 16 GiB memory. The run time of each part in the optimisation is
shown in Table 8.1. As can be seen, the flow and adjoint are most expensive parts, which
cost around 91% of the runtime. The runtime of NSPCC, namely geometry reading,
perturbation and writing, SVD and continuity recovery steps, together total sensitivity
assembly and optimiser, only spend 7.49% of the total runtime. This indicates that, to
perform CFD based shape optimisation more quickly, efficient flow and adjoint solver are
essential. Note that in this case, only in the first iteration the flow and adjoint are fully
converged as shown in Fig. 8.17, while from there on the one-shot method as described
by Christakopoulos [61] is utilised to save computational cost.
Table 8.1: Computational cost breakdown for different parts of the optimisa-
tion loop with the steepest descent method.
Item Run time (minutes) Percentage
Adjoint 2842.62 61.61%
Primal 1355.45 29.38%
NSPCC and others 345.82 7.49%
Mesh deformation 38.71 0.84%
Flow sensitivity assembly 31.31 0.68%
Total 4613.91 100%
Average per iteration 102.53
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Figure 8.17: Convergence histories of flow (left) and adjoint (right) in the first
iteration for U-bend case.
8.5.2 Optimisation results using BFGS
As proposed in Section 5.4.7, to apply the BFGS algorithm together with NSPCC, the
design space need to be frozen for several steps. This idea is applied to the U-bend
optimisation and results are reported in this section. To be precisely, the design space
is frozen for every 4 iterations, i.e. the design space will be updated in the 1st, 5th and
10th iteration, and so on. Then BFGS is applied inside every 4 iterations with a fresh
start. All other setting parameters are the same with the steepest descent case. Again,
the weights of control points are frozen so the DoF is 640. Note that a third case with
free weights will be presented in Section 8.5.3.
The comparison of convergence history of the cost function between BFGS and the
steepest descent method is presented in Fig. 8.18. It can be observed that when BFGS
is used as the optimisation in the way proposed in Section 5.4.7, the optimisation con-
verges slight more rapidly and to a better result. Specifically, after 32 iterations the total
pressure loss is reduced by around 23.1%, compared to only 21.5% in 45 iterations when
the steepest descent method is employed.
Figure 8.19 presents the size of design variables during the optimisation, showing
that the size of design variables is a constant during every 4 iterations. In addition,
because the constraint matrix is fixed during these 4 iterations, the nullspace is also not
changed. As a result, the deformation modes are frozen. Therefore, both the size of design
variables and the deformation modes corresponding to them are the same, allowing the































































Figure 8.19: The number of design variables during the optimisation with the
BFGS algorithm.
The velocity magnitude at the middle height plane is illustrated in Fig. 8.20, which
indicates that the flow separation has been reduced significantly. Similar to the steepest
decent case, both the thickness of the divider wall and the radius of curvature of the
inner wall are increased after optimisation. Figure 8.21 presents the velocity magnitude
at different location. As can be seen, the convex shape of the inner wall is also similar
to the steepest descent case.
8.5. Results 171
(a) Initial (b) Optimised
Figure 8.20: Velocity magnitude comparison before and after optimisation
with the BFGS algorithm.
Figure 8.21: Velocity magnitude at different locations of the optimised geom-
etry with the BFGS algorithm.
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Physical expanation of the results
In this BFGS case, the deformation of the inner wall exhibits a similar pattern to
that of the steepest descent case, but to a smaller extent. This can be seen clearly from
Fig. 8.22, which shows the comparison of the geometry contour at the middle height
plane. Therefore, the cross-sectional area in the 90 degree position of the U-bend is larger
than the steepest descent case as shown in Fig. 8.23. As a consequence, the optimised
bend with BFGS method has an enlargement in the first half which can reduce the flow
velocity, and a contraction in the second half which accelerates the flow. This helps to
additionally mitigate the adverse pressure gradient. In addition, the reduction of the
velocity together with the increase of the radius of curvature leads to a reduction of the
centrifugal force. This effect is crucial as it limits the tendency of the flow to move away
from the inner wall. Therefore, the flow separation is reduced greatly.
Another aspect to be noted is that, the cross section shape shown in Fig. 8.13 leads
to more friction loss because it is thinner and longer, compared to that illustrated in
Fig. 8.21. Based on these discussions, one can see that the BFGS algorithm finds a better
optimal shape than the steepest descent method.















Figure 8.22: Comparison of geometry contour at middle height plane.
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(a) Baseline (b) The steepest descent (c) BFGS
Figure 8.24: The comparison of pressure distribution before optimisation, and
after optimisation with both optimisers at the middle height
plane.
(a) The vertical cut plane (b) Optimised
Figure 8.23: The vertical cross section comparison between the steepest
descent (red) and BFGS (blue) results.
The comparison of pressure distribution is shown in Fig. 8.24, which indicates that
the pressure required at the inlet is reduced after optimisation. In addition, in both
optimisation cases, the pressure difference between the inner and outer wall inside the
turn is less than the datum bend. The smaller pressure gradient normal to the stream-
line direction implies weaker secondary vortices. Also, notice that the concentrated low
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pressure region near the inner wall in the baseline U-bend corresponding to the high
velocity area, is removed almost completely after optimisation.
The runtime of each part in this shape optimisation with BFGS method is presented
in Table 8.2. Still, the flow and adjoint parts cost more than 94.5% of the runtime while
all other components just contribute less than 5.5%. Compared to the steepest descent
case, the total runtime of the optimisation is reduced. In addition, NSPCC costs less
time because the design space is fixed in some iterations.
Table 8.2: Computational cost breakdown for different parts of the optimisa-
tion loop with the BFGS algorithm and fixed weights.
Item Run time (minutes) Percentage
Adjoint 2375.15 62.92%
Primal 1194.01 31.63%
NSPCC and others 153.69 4.07%
Mesh deformation 28.05 0.74%
Flow sensitivity assembly 24.19 0.64%
Total 3775.09 100%
Average per iteration 117.97
8.5.3 Optimisation results with free weights and BFGS
In the first and second case presented above, the weights of control points are frozen
during optimisation. In this section, weights are also added into the design space resulting
in a total number of 864 DoF. The scaling strategy introduced in Section 5.6 is applied
to homogeneous control points to make all components in similar order of magnitude. All
the setting parameters are the same as in the frozen weights case presented in Section
8.5.2.
The cost function convergence history is shown in Fig. 8.25. It can be observed that
the total pressure loss is reduced by around 25% after 35 iterations, larger than 23.1%
reduction when the weights are fixed presented in Section 8.5.2, although 3 more itera-
tions are performed.
Figure 8.26 presents the comparison of velocity magnitude at the middle plane before
and after optimisation with the BFGS method. As can be seen, after optimisation
the flow separation presented in the datum U-bend at this plane has been consider-






























Figure 8.25: The convergence history of cost function with free weights.
smaller. Besides, the flow acceleration along the inner wall is milder now. The velocity
magnitude at five different locations are shown in Fig. 8.27, from which one can see that
the effective area in the second half of the bend is increased significantly due to the
reduced separation. However, at the top and bottom of the inlet leg, some separations
appear which are not observed in Section 8.5.1 and Section 8.5.2.
(a) Initial (b) BFGS with fixed weights (c) BFGS with free weights
Figure 8.26: Velocity magnitude comparison before and after optimisation
with the BFGS method.
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Figure 8.27: Velocity magnitude at different locations of the optimised geom-
etry with free weights.
Physical expanation of the results
Different flow behaviours and pressure drop is due to some noticeable geometry differ-
ences which can be observed compared to the case of frozen weights. Firstly, the radius
of curvature of the inner circle is strongly increased, in both the forward and return
channel. Compared to the fixed weight cases, the deformation of the inner wall of the
outlet leg here leads to a stronger contraction after the turn, which helps to reduce the
adverse pressure gradient to a larger extent. The convex inner wall in the second half of
the bend also fills the space which is occupied by the separated flow in the baseline geom-
etry. Secondly, as can be seen from Fig. 8.27, the forward channel is enlarged significantly
which helps to lower the velocity in the inlet leg. The return channel on the other hand
is strongly contracted, thus the channel exhibits a more profound diverging-converging
shape, which helps to reduce the separation as explained in Section 8.5.2.
Another feature of the optimised U-bend is that, the outer wall also has consider-
able deformation. To be precisely, the outer wall is pushed outwards almost everywhere
compared to the datum geometry, which can be observed clearly from Fig. 8.28. In com-
bination with the increase of radius of curvature of the inner wall, the enlarged outer wall
leads to smaller difference between the velocity on the internal and external wall. There-
fore, the flow acceleration in the first half of the bend along the inner wall and the
deceleration in the second half are smaller compared to the case when weights are fixed,
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reducing the flow separation in the outlet leg further.













Steepest decent with fixed weights
BFGS with fixed weights
BFGS with free weights
Figure 8.28: Comparison of geometry contour at middle height plane with free
weights.
Figure 8.29 illustrates the optimised cross section shapes at 90 degree position obtained
the BFGS algorithm. It can be seen that when the weights are added into the design
space, the cross sectional area is larger than in the frozen weights case. Also, when weights
are free the width of the cross section is larger while the height is slightly smaller, which
helps to reduce the friction loss.
(a) The vertical cut plane (b) Optimised
Figure 8.29: The vertical cross section comparison between the fixed (blue)
and free (red) weights case.
The runtime of each part of this case is presented in Table 8.3. As can be seen, the
flow and adjoint parts cost more than 94% of the runtime while all other components
just occupy less than 6%.
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Table 8.3: Computational cost breakdown for different parts of the optimisa-
tion loop with the BFGS algorithm and free weights.
Item Run time (minutes) Percentage
Adjoint 2307.94 59.51%
Primal 1340.70 34.57%
NSPCC and others 173.06 4.46%
Mesh deformation 32.15 0.83%
Flow sensitivity assembly 25.70 0.63%
Total 3878.24 100%
Average per iteration 110.81
Comparison with experimental data
Coletti et al. [27] also conducted experiment using their optimised U-bend geome-
try. It would be helpful to compare the simulation results and experimental data. Figure
8.30 presents the comparison of results obtained in this work with those from the exper-
iment, as well as the initial flow. It can be seen that in both cases, the flow separation
has been successfully reduced, although not completely removed. In addition, the results
obtained in the present study has smaller separation after optimisation.
Regarding the geometry, the inner walls show similar defomation behaviour in both
cases. Firstly, the space in between the forward and return channel increased. Secondly,
the radius of curvature of the inner circle became larger. These behaviours are regarded
as main reasons for separation reduction in the U-bend case [46, 256, 261], which in turn
is the reason for reduction of pressure loss.
However, the deformations of the outer wall were different, although the outer walls
were pushed outwards in both cases. The main reason is that, 2D shape optimisation
was performed for the U-bend in [26], thus the width of bend part firstly increase and
then decrease in order to reduce the adverse pressure gradient, as shown in the right
of Fig. 8.30. In the present work, 3D shape optimisation was performed, it is the cross
section area that firstly increase and then decrease instead of the width. Another possible
reason is that different parametrisations were utilised. In the present study, NURBS was
used to describe the geometry and the number of DoF was 864. The U-bend in [27]
was parametrised with piece-wise Bezier curves and there were 26 DoF. Other reasons
include different solvers and different optimisers.
Above comparison between numerical and experimental results indicates that the
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optimised shape exhibits similar features as those shown in experiments, thus demon-
strates to some extent that the results in this work are reliable.
Figure 8.30: Comparison of velocity magnitude at the middle height plane
of initial geometry (left), optimised geometry between STAMPS
results (middle) as well as experimental results (right).
8.6 Summary
In this chapter, automatic numerical shape optimisations have been performed for a U-
bend cooling channel, aiming at reducing the pressure drop. The feasibility of the CAD-
based shape optimisation framework consists of the NSPCC kernel and a compressible
flow solver as well as a discrete adjoint solver, has been demonstrated.
The U-bend geometry is parametrised with NURBS. Different continuity levels are
imposed to different edges to satisfy the geometric continuity constraints. It has been
shown that the geometric continuity can be effectively maintained in the optimal geom-
etry. The effective rank proposed in this work, namely determining the rank based on
CCT instead of C, is utilised to determine the design space, which has been shown again
as a reasonable pre-conditioner.
As a first case, the steepest descent method is utilised since the number of design
variables is not a constant if the constraint matrix is updated in each design step. In a
second case, the design space is fixed for several iterations, making it possible to couple
NSPCC with the BFGS algorithm. Although both optimisers successfully find new U-
bend geometries which have lower pressure loss, it has been shown that the BFGS method
can give a better shape in fewer iterations. This is due to that BFGS is a quasi-Newton
method, which is more powerful than the steepest descent approach.
In a third case, apart from position of control points, the weights attached to control
points are also added into the design space during the optimisation. Therefore, a larger
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design space is obtained. As a consequence, the pressure drop reduction is larger than
that of fixed weights case, and the flow separation is better suppressed in the optimised
bend.
It should be mentioned that one of the objectives of this test case is to demonstrate
the advantage of NURBS over B-splines in two aspects. Firstly, NURBS can represent
circular shape precisely with few control points. Secondly, NURBS provide weights thus
offering more DoF. Therefore, only 4 control points are used to represent the circular
part of the bend. However, one can refine the control net to use more control points,
which could possibly give better shape.
Chapter 9
Aerodynamic design optimisation
of the ONERA M6 wing
9.1 Introduction
The ONERA M6 wing [179] is a well-known testcase for transonic flow studies in com-
putational aerodynamics, and it has been used by numerous authors to demonstrate
various methods [50, 121, 262–265]. For example, Martin et al. [50] optimised the M6
wing at inviscid flow conditions to demonstrate their CAD-based shape optimisation
framework. The M6 wing was described with B-spline surfaces. However, the paper did
not discuss whether the weights were perturbed or not during optimisation. Liang et
al. [121] ran a multi-objective optimisation for the M6 wing with gradient-free meth-
ods. Maters et al. [264] demonstrated the three-dimensional subdivision parametrisation
with the M6 wing.
In this work, The NSPCC CAD kernel is coupled with the in-house flow and adjoint
solver STAMPS and a gradient-based optimiser to minimise the drag of the ONERA
M6 wing in transonic Euler flow conditions. The aim is to demonstrate the effectiveness
of the NSPCC-based optimisation framework in transonic aerodynamic shape optimisa-
tion. In addition, the effect of parametrisation on final results are also investigated. To
this end, the ONERA M6 wing is re-parametrised with NURBS surfaces including weight
adjustments to represent the three dimensional wing accurately, resulting in fewer con-
trol points and smoother variation of curvature. Optimisation are performed for both
the B-Spline and NURBS parametrisations. Besides, a method to impose thickness con-
straint for the wing is developed and demonstrated. The parametrisation of the wing is
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introduced in Section 9.2. The drag minimisation results are presented and analysed in
Section 9.3.
It should be mentioned that the aim of this study is not to find the best geometric rep-
resentation of the geometry or the minimum set of design variables, but to demonstrate
the feasibility of the optimisation framework based on NSPCC in transonic flow.
9.2 Parametrisation
9.2.1 B-splines representation of ONERA M6 wing
The M6 wing is a typical example of a geometry that cannot be represented exactly in
CAD, hence defining a CAD model for the M6 wing requires a trade-off between fidelity
and complexity. The M6 wing approximated with B-splines used in this chapter was
created by a former member [180, 250] of the CFD group at QMUL, according to the
description by Schmitt et al. [179]. The shape and control points of the B-spline M6
wing are shown in Fig. 9.1. This M6 wing consists of two surfaces, namely the upper and
lower surface. For each surface, there are 12 control points in the spanwise direction and
13 control points along the chordwise direction. So in total there are 312 control points.
The shape after perturbing one control point in vertical direction is given on the right
of Fig. 9.1. As can be seen, only a portion of the surface is modified, leaving the rest
intact. This clearly shows the local modification property of B-splines.
Figure 9.1: B-spline ONERA M6 wing and its control points: original (left)
and perturbed (right).
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9.2.2 M6 wing approximation using NURBS
In this section, the B-spline M6 wing displayed in Fig. 9.1 is re-parametrised with
NURBS. The obtained geometry will then be optimised to improve its aerodynamic
performance.
Lepine et al. [109] fitted NURBS for 2D aerofoils and showed that the number of
control points can be reduced with NURBS. Based on this fact, in this work the 3D
wing shape is directly approximated with NURBS within the NSPCC framework. The
approximation has two major advantages. Firstly, even though the cost of computing the
derivatives is constant with the adjoint approach, the lower number of control points will
make it easier for optimiser to converge the KKT system. Secondly, and more impor-
tantly, the smaller number of control points will result in a smoother variation of curva-
ture along the profile, which is an essential quality in the design of transonic wings and
turbo-machinery blades.
As a first step, the datum M6 wing shape shown in Fig. 9.1 is approximated using
NURBS representations. A set of wings with different numbers of NURBS control points
produced from the Rhinoceros1 are used as starting points. The cost function of this








where XInitiali and XTargeti are surface points sampled on the initial and target wing
geometry, respectively. N is the number of sample points. To improve the surface fidelity
in regions of high curvature, a cosine spacing as shown in Fig. 9.2 is used which concen-
trates the sampling points near the leading edge than near the trailing edge, as shown
in Fig. 9.2.
The cosine spacing is implemented as following:
1. Evenly choose n points between 0 and
π
2





, i = 0, 1, ..., n− 1
2. Along the chordwise direction in parametric space, choose n points ui satisfying
ui = 1.0 − cos(βi). As a consequence, ui will be in the range of [0, 1], and there
will be more points near the leading edge, and less points near the trailing edge,
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Figure 9.2: Cosine spacing sample points. Left: points of one section. Right: all
points in parametric space
For the M6 fitting in this study, 5000 surface points are sampled on each geometry,
100 points in the chordwise and 50 points along the spanwise direction.
The initial wing geometries with different number of NURBS control points are driven
towards the target shape by performing optimisation using the L-BFGS method [133,
134]. The derivative of the objective function w.r.t. the design variables, i.e. the 2-D
coordinates of the control points in the profile plane and their weights, are calculated
using AD. Note that during the optimisation, the control points at the leading and
trailing edge are fixed for the purpose of fixing the chord length and angle of attack
(AoA). The second column of control points at both sides near the leading edge can only
move vertically (y direction) to maintain the continuity. Other control points can move
both vertically and along the chordwise direction (x direction). In addition, weights of
control points are also changeable.
The objective function values in equation (9.1) resulting from the optimisation with
varying numbers of control points is given in Fig. 9.3. It can be observed that the objective
value continues to drop with increased number of control points. We use the typically
accepted value of 10−4 to determine an acceptable fit.
The M6 wing described using 26 B-spline control points and 16 NURBS control points
are illustrated in Fig. 9.4. The comparison of the root section is shown in Fig. 9.5. It can
be seen that the two wing sections match well. The results demonstrated that by using





















Number of control points for one section
Figure 9.3: Fidelity of NURBS approximation with varying number of control
points.
Figure 9.4: ONERA M6 wing with 26 B-spline (left) and 16 NURBS control
points (right).











Figure 9.5: Comparison of ONERA M6 wing root section using 26 B-spline
and 16 NURBS control points. Upper: shape of profile. Lower:
shape of profile and control points and optimised weights.
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9.3 Drag minimisation of the M6 wing
To investigate the effect of parametrisation on optimisation results, both the B-spline and
NURBS M6 wing described above are utilised as starting point of the drag minimisation
in the transonic regime and inviscid flow condition. The steepest descent method with
Armijo line search introduced in Section 3.3 is employed as optimiser.
9.3.1 Mesh and case set up
The tetrahedral mesh of ONERA M6 wing used in this work, which contains 135,204
nodes and 771,129 tetrahedral elements, is shown in Fig. 9.6. It should be noted that in
the current mesh the shock area is not refined, since this case serves as a proof-of-concept
test for the CAD-based optimisation chain and its functionalities. This can be improved
in future work to capture the shock wave better.
Figure 9.7 shows the the upper surface in parametric space after mesh projection as
presented in Section 5.3. Throughout the optimisation process, the parametric coordi-
nates (u, v) are considered constant, ensuring the mesh points always lie on the CAD
geometry surface.
Figure 9.6: Mesh of ONERA M6 wing
The in-house compressible solver STAMPS introduced in Section 4.2.2 and 4.3.3
is used to perform flow analysis and provide the sensitivity of the objective function
w.r.t. surface mesh node positions, ∂J∂Xs . Case informations are listed as following:
 Flow conditions:
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Figure 9.7: The upper surface of M6 wing in parametric space.
– Inviscid flow
– Freestream Mach number Ma = 0.84
– Freestream temperature T∞ = 300K
– Angle of attack (AoA) = 3.06◦
– Pressure p∞ = 101325Pa
 Mesh deformation method: inverse distance weighting (IDW) [177].
 Solver: JT-KIRK solver, Roe flux, 2nd order.
 Computing platform: a 64-bit and 8-core desktop, with an Intel Xeon 3.40 GHz
CPU. The memory is 16 GiB.
 Control points at the leading and trailing edge are frozen to fix the AoA. The
second column of control points at both sides near the leading edge can only ver-
tically to maintain the continuity. Other control points can move vertically and
along the chordwise direction. Weights of control points can also be added into the
design space, if required. It should be mentioned that control points are used as
design variables in this case, because the test point approach to impose geometric
continuity it not utilised.
 Objective function: drag with lift constraint, defined as:
J = D + c ∗ (L− L∗)2, (9.2)
where D is drag force, L is lift force, and L∗ is initial lift, which is 11104.21 N
here. c is the penalty coefficient chosen as 0.0001, but this value can be adjusted
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to change the importance of the lift force change on the objective function.
Besides, the one-shot methodology [175, 176] is utilised to accelerate the convergence
of the solver.
9.3.2 Scaling method
The scaling method is needed if both position and weights are added into the design
space. In this chapter, the idea of scaling proposed in [110, 266] is used. The aim is to
create dimensionless design variables in the range [−1, 1].






















where a and b are positive constant, chord is the chord length of the root section, tmax is







initial coordinates and weights, respectively. The normal value of a is 0.05, such that the
variation of the scaled variables between ±1 yields ±5% variation of the chord length for
the x variables, ±5% variation of the maximum thickness for the y variables and ±5%
variation of the span for the z variables, respectively. Regarding the weights, their effect
on the wing is better captured by a logarithmic representation than a linear one. The
typical value of b is 2, such that the variation of Ωi between ±1 leads to the variation
of weights between 0.5ω0i and 2ω
0
i . This logarithmic scaling also help to avoid negative
weights. Other values can also be used during the optimisation process, for instance use
a = 0.1 and b = 4.
Then scaled control points (Xi, Yi, Zi,Ωi) are then utilised during the optimisa-
tion. Note that in this study, the control points are frozen in z direction. The derivatives
of the surface points w.r.t. these scaled control points are computed using the AD tool
Tapenade in the NSPCC kernel.
The CAD sensitivity contour of the displacement in y direction of six control points
on the upper surface are presented in Fig. 9.8. One can see clearly that one control point
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only affects a small area of the surface. The CAD sensitivity verification for ONERA M6
wing is presented in Section 6.2.3.
Figure 9.8: CAD sensitivity contours for ONERA M6 wing.
9.3.3 Initial flow field
The pressure contours and Mach number of the baseline geometry are shown in Fig. 9.9
and Fig. 9.10, respectively. As can be seen, the typical ‘lambda’ shock on the top surface
is very clear.
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top surface bottom surface
Figure 9.9: Baseline geometry pressure contours on top and bottom surface.
Figure 9.10: Mach number distribution of the baseline geometry and isolines
at the symmetry plane.
Solver validation and mesh convergence study
As mentioned in Section 4.2.2, developers of STAMPS have performed validation
for ONERA M6 wing and demonstrated that STAMPS was capable of providing valid
solutions for this case. Actually, Christakopoulos [61] has also conducted a mesh conver-
gence study, by using four different mesh levels. In that mesh convergence study, flow
conditions were the same as in the present study. As can be seen, for different levels of
mesh, the results show good match with experimental data. More details on the mesh
convergence study could be found in [61].













43.9% span 64.8% span
79.8% span 89.7% span
Figure 9.11: Pressure coefficient distributions in ONERA M6 wing mesh con-
vergence study [61].
Comparison with published solutions
The ONERA M6 wing is a well-known and widely used test case, thus it would be very
helpful to comparison solutions given by STAMPS and those in the literature. Agarwal et
al. [96] performed CAD-based shape optimisation for the ONERA M6 wing, by utilising
the open source solver SU2 to solve the compressible Euler flow equations. In that study,
an unstructured mesh with 154,617 nodes and 707,115 tetrahedral elements was utilised,
which is very similar to the mesh density used in the present work. Mach number and
angle of attack are also the same. Fig. 9.12 illustrates the comparison of the top surface
pressure contours of the baseline geometry between the present study and Agarwal’s
work. As can be seen, in both results the shock on the upper surface are very clear, and
both results show similar behaviour. This is also similar to results available from more
studies in the literature [121, 262, 265].
Based on the comparison with experimental results as well as results from the liter-
ature, one can see that STAMPS is able to provide reliable results for the ONERA M6
case.
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Figure 9.12: Comparison of baseline geometry pressure contours between the
present study (left) and the literature (right) [96].
9.3.4 Optimisation results
9.3.4.1 Effect of scaling
The scaling method presented in Section 9.3.2 is applied to the optimisation of the
NURBS M6 wing. To investigate the influence of the scaling on optimisation results,
an optimisation without scaling is also performed. The comparison of the cost func-
tion convergence histories is shown in Fig. 9.13. As can be seen, if the scaling method
is not used, the cost function exhibits a smaller reduction with a slower convergence
rate. The comparison demonstrates the effectiveness of the scaling method utilised in
this study. Therefore, the scaling strategy is employed in optimisation with free weights.























Figure 9.13: Cost function convergence histories with and without scaling.
9.3.4.2 Comparison of results between B-splines and NURBS
The optimisation results for both the B-spline and NURBS M6 wing will be presented
and compared in this section.
The comparison of objective function during the optimisation are shown in Fig. 9.14.
As can be seen, the cost function reduction of the NURBS case is larger than that
of the B-spline case, although more iterations are needed. The values of drag and lift
coefficients as well as the objective function values are listed in Table 9.1. In the NURBS
case, the drag is reduced by around 36.0%, which is larger than that of 34.2% in the
B-spline case. However, in the NURBS case, the optimised wing loses 2.66% of lift, which
is larger than the B-spline case (2.1%). The loss of some lift is as expected, because the
penalty part in the objective function is not very strict such that more drag reduction
can be achieved.
Table 9.1: Drag and lift coefficients, and objective function value.
Case Drag coefficient Lift coefficient Objective function (scaled)
Initial 0.01281 0.28052 0.01281
B-splines 0.00843 0.27464 0.00859
NURBS 0.00828 0.27307 0.00843






























Figure 9.14: Cost function convergence histories with B-splines and NURBS.
The comparison of pressure contours on upper surface after optimisation is presented
in Fig. 9.15, which clearly indicates that in both cases the shocks on the upper surface
are reduced significantly. This is also well illustrated on the left of Fig. 9.16 where the
pressure coefficients (Cp) on both upper and lower surface at different spanwise positions
are given.
B-splines NURBS
Figure 9.15: Comparison of pressure contour on upper surface after optimisa-
tion with different number of control points.
























































































































(f) 64.8% span: section shape
Figure 9.16: Comparison of cross section and pressure coefficient at different
span-wise positions.
The comparison of wing profiles at different spanwise positions are given on the right
of Fig. 9.16. Although the optimised shapes in both cases become thinner near the trail-
ing edge, the B-spline case has smaller thickness and exhibits a large curvature variation
there. A clearer comparison of profile curvature is presented in Fig. 9.17, which shows
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the comparison of curvature of four wing sections at different spanwise locations. The





where κ is the curve curvature, primes refer to derivatives w.r.t. the parametric coordi-
nate u in this work. x′ and y′ are first derivatives, x′′ and y′′ are second derivatives. It
can be seen that the NURBS M6 wing produces smoother wing profiles.
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Figure 9.17: Comparison of curvature along wing sections.
The figures of curve curvature clearly show that the optimisation using a NURBS
parametrisation produces a smoother shape. The possible reason is that, when fewer
control points are used, the possibility of producing noisy surface is reduced. As a conse-
quence, the aerodynamic performance is better, since in the transonic flow the aerody-
namic performance is very sensitive to the shape of geometry. The smoother curvature
variation will be more important in viscous flow, as strong changes in curvature will lead
to rapid pressure changes which will adversely affect the boundary layer.
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The computational time of each part of the optimisation for the NURBS case is
given in Table 9.2. In this table, the primal, adjoint, flow sensitivity assembly and mesh
deformation are performed within the solver STAMPS. Other parts include optimiser,
line search, reading and writing files, etc. It can be observed that STAMPS costs around
97.70% of the whole optimisation run time. Compared to this, the run time of NSPCC
and other parts are almost neglectable (around 2.30%). This demonstrates again that
the flow and adjoint are most expensive parts in optimisation problem based on CFD
and gradient.
Apart from the total run time, the primal and adjoint take 23.14 minutes and 27.38
minutes in the first iteration with the convergence level shown in Fig. 9.18, respec-
tively. As can be seen, the run time of the first iteration is longer than the average
runtime for each iteration. This is because that the one-shot method as described by
Christakopoulos [61] is utilised, such that only in the first iteration, the flow and adjoint
are fully converged. More details on the one-shot method could refer to [175, 176].
Table 9.2: The run time of NURBS M6 wing optimisation for 140 iterations.
Item Run time (minutes) Percentage
Adjoint 2932.80 51.13%
Primal 2543.78 44.35%
NSPCC and others 131.68 2.30%
Flow sensitivity assembly 79.55 1.39%
Mesh deformation 47.61 0.83%
Total 5735.42 100%
Average per iteration 40.97









































Figure 9.18: Convergence histories of flow (left) and adjoint (right) in the first
iteration.
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Comparison with published solutions
Agarwal et al. [265] performed a CAD-based and lift-constrained drag minimisation
for ONERA M6 wing in the context of Euler flow with the widely used solver SU2. A
detailed comparison of parameters between that study and the present work is given in
Table 9.3. Note that in [265], the freestream temperature is 288.15K, while in the present
work 300K is used. The number of mesh nodes and elements are very similar to those in
this study. It would be beneficial to compare the results in the present study with that
presented in [265].
Table 9.3: Comparison of parameters between Agarwal’s work and the present
study.
Agarwal’s work The present work
Flow type Euler flow Euler flow
Freestream temperature 288.15K 300K
Freestream Mach number 0.8395 0.84
Angle of attack 3.06◦ 3.06◦
Objective function Drag with lift constraint Drag with lift constraint
Mesh type therahedral therahedral
Number of mesh nodes 154,617 135,204
Number of mesh elements 707,115 771,129
Solver SU2 STAMPS
The comparison of lift coefficient and drag coefficient is given in Table 9.4. Although
parameters are slightly different and solvers are not the same, both the lift coefficient and
drag coefficient have similar values. This holds not only for initial values, but also after
the shapes are optimised. This indicates that the STAMPS solver can simulate the flow
reasonably well. In addition, as can be seen from the table, in the present study more
drag reduction is achieved, the possible reason is that more design variables are used in
the present work. However, the lift coefficient changes larger than that from [265].
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Table 9.4: Comparison of results between Agarwal’s work and the present
study.
Agarwal’s work The present work
Initial lift coefficient 0.2849 0.28052
Initial drag coefficient 0.011795 0.01281
Optimised lift coefficient 0.2869 0.27308
Optimised drag coefficient 0.010153 0.00828
Drag reduction percentage 14% 36%
Lift change percentage 0.7% 2.66%
The comparison of pressure contour on the upper surface after optimisation is illus-
trated in Fig. 9.19. As can be seen, in both cases the shock wave has been reduced
significantly. Besides, the pressure distribution exhibit similar behaviour, although in





Figure 9.19: Comparison of pressure contours on the upper surface between
the literatuire (left) [265] and the present work (right).
Based on the comparison presented above, one can see that the optimised shape
obtained in this study is similar to that given by the widely used and famous SU2. This
verification indeed gives more confidence to the developed optimisation framework, as
well as the STAMPS solver.
9.3. Drag minimisation of the M6 wing 200
9.3.4.3 Optimisation with thickness constraints
From Fig. 9.16 one can observe that in both the B-spline and NURBS cases, the thick-
ness of the wing near the trailing edge is reduced. This indicates that although the lift
constraint can present the wing becoming a flat plate when minimising the drag, the
wing still become thinner near the trailing edge. A thickness constraint can be imposed
to avoid this.
Xu et al. [48] proposed a method to impose thickness constraint using the test point
approach. In the present work, a method working directly with the NURBS or B-spline
surfaces is developed. The basic idea is to add a penalty term to the cost function, such
that a new cost function is obtained. For example, a new cost function is constructed as:
Jnew = ω1JSTAMPS + ω2Jthickness, (9.8)
where JSTAMPS is the cost function described in equation (9.2), Jthickness is the penalty
term for thickness, ω1 and ω2 are user supplied weight coefficients which can be changed
to specify different importances to the terms.
Jthickness is computed at the specified chordwise position, to constraint the vertical





where T is the average thickness of wing at the specified chordwise position, and T ∗ is
the initial average thickness. In this way, T ∗ is setted as the target thickness for the






(T1 + T2+, ...,+Tn), (9.10)
where n is the number of points in the spanwise direction, T1, T2, Ti are the thickness
of the wing at these points, as shown in Fig. 9.20. The chordwise position should be
specified in the parametric space. The parametric coordinates (uT in Fig. 9.20) of these
points could be obtained using the point inversion algorithm presented in Section 5.3.










where dJSTAMPSdα is simply the sensitivities used in previous optimisations.
dJthickness
dα can
be calculated straightforwardly using AD.
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Figure 9.20: Thickness constraints of the ONERA M6 wing
To verify this method, an optimisation is run with thickness constraints for the B-
spline M6 wing. 11 points are chosen along the spanwise direction, uT is 0.9 which is
corresponding to 88.2% chord length position, ω1 = 1, ω2 = 400. The AD tool Tapenade
is employed to compute dJthicknessdα . All other setting parameters and case informations
are the same as in the B-spline case presented in Section 9.3.4.2.
The comparison of wing sections at different spanwise locations are shown in Fig. 9.21,
illustrating the initial and optimised shapes. As can be seen, when the thickness con-
straint is imposed, the thickness of the wing at the 88.2% chord length position (the dash
line) are larger than the case without thickness constraint, and are just slightly smaller
than the initial wing. The value of drag and lift coefficients, as well as the objective func-
tion values are listed in Table 9.5. As can be seen, with the thickness constraint imposed,
similar aerodynamic performance is obtained while the value of Jthickness after optimi-
sation is 8.48× 10−4, which means that T is around 97.1% of T ∗. This demonstrates the
effectiveness of the developed method in maintaining the thickness.
Table 9.5: Values before and after optimisation with thickness constraint.
Case Drag coefficient Lift coefficient JSTAMPS Jthickness
Initial 0.01281 0.28052 0.01281 0
Without thickness 0.00843 0.27464 0.00859
With thickness 0.00841 0.27369 0.00859 8.48× 10−4
It should be mentioned that the developed method to impose thickness constraint is
flexible. Firstly, one can easily set another amount to the target thickness T ∗ according
to design requirement. Secondly, more points could be used along the spanwise direction
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at the same chordwise position. Thirdly, one can also impose the thickness constraint
at several chordwise positions simultaneously, which can help to achieve the box con-
straints. These chordwise positions can be easily specified in parametric space after
performing the point inversion algorithm. In addition, the definition of the thickness T
can also be changed, for example one can use the minimum thickness along the spanwise
direction. Finally, the coefficients ω1 and ω2 can be modified to achieve different perfor-
mances. All these modifications can be easily implemented by changing equations (9.9)






























In this chapter, the effectiveness of CAD-based optimisation coupling the lightweight
NSPCC kernel with adjoint method has been demonstrated with a transonic aerodynamic
shape optimisation case.
The ONERA M6 wing is re-parametrised with NURBS, which have been demon-
strated as an appropriate parametrisation method for wing shape optimisation. NURBS
associate a weight with each control point thus providing additional freedoms in con-
trolling shapes. The optimisation results of ONERA M6 wing with both B-splines and
NURBS parametrisation in transonic inviscid flow based on adjoint method have been
presented. It has been shown that the optimisation using a NURBS-based wing parametri-
sation has a smoother shape with smaller variation of curvature, which is beneficial
for aerodynamic performance. This can be important in the design of turbo-machinery
blades or transonic wings.
A method is developed to impose thickness constraints, working directly with the
NUBRS and B-spline surface. This is achieved by adding the thickness constraint as a
penalty term to the cost function. The chordwise position can be imposed in the paramet-
ric space, and the parametric coordinate can be obtained from the point inversion. The
results have shown that the effectiveness of this method in preventing the wing becoming
too thin.
Chapter 10
Conclusions and future work
10.1 Summary
With the continuous development of computer technology, CFD-based shape optimi-
sation is increasingly applied in industry. Since CFD evaluations are expensive, the
gradient-based optimisation approaches become the method of choice because they can
converge in fewer iterations compared to their gradient-free counterparts. The widely
application of gradient-based CFD shape optimisation is also promoted by the develop-
ment of adjoint method, which can provide sensitivities in efficient manner.
Geometry parametrisation directly determines the design space and thus having sig-
nificant impact on optimisation results in CFD-based shape optimisation problem. There
are various kinds of parametrisation methods, which can be broadly categorised as CAD-
free and CAD-based ones. The main shortcoming of the CAD-free approaches is that the
result does not exist in CAD format. However, in industry, the CAD geometry is highly
required since a product design typically starts with a CAD geometry and the optimised
geometry should be in CAD format such that it can be manufactured.
This thesis mainly focuses on CAD-based geometry parametrisation and its applica-
tion in CFD-base shape optimisation problems. The benefits of NURBS in CAD-bsaed
shape optimistion, and how to use NURBS effectively is studied. The QMUL in-house
CAD kernel NSPCC (NURBS-based parametrisation with continuity constraints) is fur-
ther investigated, developed and validated.
The underlying principle of NSPCC is further investigated to gain better under-
standing on the approach. Firstly, the physical meaning of design space when continuity
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constraints imposed is made more clear, namely the linear combination of deformation
modes, which are basis vectors of the nullspace of the constraint matrix. The linear com-
binational coefficients are then used as design variables in optimisation. Indeed, due to
the presence of the rounding errors in computing, numerical nullspace is utilised instead
of theoretical nullspace. Secondly, the deformation modes at different locations of the
numerical nullspace have been plotted in Paraview1 and analysed. The results indicate
that these modes have various impacts on the geometry. The influence of number of
deformation modes contained in the design space on final results are studied then and
it has been found that the number of deformation modes affect the optimisation perfor-
mance significantly. Thirdly, the factors affecting the required number of test points to
maintain continuity constraints are investigated. Results show that the imposed continu-
ity level and the knot vector, as well as weights of control points will change the required
numbers.
Based on these investigations and findings, the effective rank is proposed as an auto-
matic pre-conditioner of the numerical nullspace thus the design space. The effective rank
avoids the user effort of finding a proper cut-off value by trial and error, hence making
the NSPCC kernel more automatic and easier to use. Practical optimisation results have
shown the feasibility of the effective rank. In addition, an estimate of the required num-
ber of test points is given based on the quantity of control points, degree of curve and
knot vector. This allows the user to estimate how many test points should be imposed
beforehand, thus saving the set up time significantly.
NSPCC is also further developed in this work to make it more powerful, generic,
effective, and user friendly. Firstly, it is extended from B-splines to NURBS. Due to the
geometric properties of NURBS, currently NSPCC can support wider range of geome-
tries. Because NURBS are used as the standard of CAD systems, such as CATIA V5,
Siemens NX and Rhinoceros, NSPCC now has a better linkage to these systems. Sec-
ondly, both position and weight of control points are added into the design space in this
study by using the homogeneous form of NURBS. Scaling strategy is utilised to make
this works well. Since NURBS provide additional factors controlling the geometry com-
pared to B-splines, i.e. the weights of control points, a geometry can be described using
NURBS with fewer control points. This helps to reduce the risk of producing non-smooth
surfaces. Thirdly, the capability of imposing constraint is enriched. To be precisely, now
different continuity levels can be imposed to different edges as specified by the user, and
control points can be fixed in a part of the (x, y, z) directions. These new capabilities
of imposing constraints allow NSPCC to handle more geometry optimisation cases. In
addition, all programs of NSPCC are currently handled by one single Makefile, and the
1https://www.paraview.org/
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setting parameters are managed by the JSON format file, which make it much easier to
maintain the codes and more user-friendly.
Before performing practical optimisation, the CAD derivatives are verified using sev-
eral geometries in Chapter 6. The underlying principle of NSPCC is also validated thor-
oughly through a series of tests. These validation and verification tests make the NSPCC
approach more reliable.
An automated CAD-based shape optimisation framework is developed in this study,
consists of a flow solver, an adjoint solver, the NSPCC kernel and a gradient-based opti-
miser. In the framework, the flow solver provides flow solution and the adjoint solver
supplies efficient flow sensitivities. The NSPCC is utilised to handle geometry and com-
puted geometric sensitivities. The gradient-based optimiser then selects new values of
design variables along the direction pointed by gradient information. The effectiveness
of this framework have been demonstrated in three CFD-based shape optimisation cases,
coming from the automotive industry, turbo-machine industry and transonic aerodynam-
ics field, respectively. These cases are with varied design complexities and different flow
conditions.
It should be mentioned that if the constraint matrix in NSPCC is updated in each
design step, the number of deformation modes included in the design space thus the
number of design variables may not be a constant. This prevents the coupling of NSPCC
with advanced optimisers, such as the BFGS algorithm. In this study, a strategy is
proposed to use the BFGS method together with the NSPCC kernel and the feasibility
is shown in optimisation cases.
Chapter 7 presents the shape optimisation of an S-bend air duct from the automotive
industry, aiming at reducing the pressure drop. This is an incompressible laminar case,
the in-house solver GPDE is utilised to provide flow solution and adjoint sensitivity. This
case is also devoted to plot deformation modes and to investigate the influence of number
of deformation modes on final results. The total pressure loss is reduced significantly by
performing a gradient-based optimisation, with the effective rank to determine the design
space automatically. G1 continuity is successfully maintained during the optimisation
with the help of the test point-based approach and continuity recovery steps.
In Chapter 8, a U-bend cooling channel from turbo-machinery industry is optimised to
reduce the pressure drop. This is a complex turbulent case, the in-house solver STAMPS
is employed to analyse the flow and compute flow sensitivities efficiently. In this U-
bend case, the geometry is represented with NURBS. In addition, G0 and G1 continuity
constraints are imposed at different edges between moveable patches and maintained
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successfully during the shape optimisation process, which previous version of NSPCC
cannot achieve. Apart from the steepest descent method, the BFGS is employed as opti-
miser coupling NSPCC based on the strategy proposed in this work. The weights of
control points are also added into the design space with scaling applied. In all optimisa-
tions performed in this chapter, the total pressure loss is significantly reduced and the
flow separation present in the datum geometry is considerably eliminated. Among these
optimisations, the best results are obtained when the BFGS method is used as optimiser
and weights of control points are free.
In Chapter 9, The ONERA M6 wing is optimised in transonic Euler flow condi-
tion, aiming at reducing the drag while keeping the lift as a constant. The M6 wing is
re-parametrised with NURBS surfaces including weight adjustments, resulting in fewer
control points. Both the B-spline and NURBS parametrisations are then utilised in opti-
misations, where the NSPCC kernel is coupled with the in-house solver STAMPS and a
gradient-based optimiser. The results showed that with NURBS parametrisation, lower
drag and smoother variation of curvature are achieved, demonstrating the feasibility
of NURBS in aerodynamic shape optimisation. In addition, a method is developed to
impose thickness constraint to the wing, and the feasibility of this method has been
demonstrated by optimisation results.
In this study, geometries of test cases are created with different software, such
as CATIA V5, the open-source NURBS toolbox in Matlab2, Siemens NX 7.53 and
Rhinoceros V5. This clearly indicates that the advantages of CAD-based parametri-
sation in exchanging data among different systems by using STEP file. In addition, the
developed NSPCC kernel can also be applied in a pure geometric context. For instance,
it can be applied to re-parametrise a target geometry, or it can be utilised to perform
geometric continuity recovery, as has been demonstrated in this work.
In the present work, NSPCC has been coupled with two different in-house solvers
in test cases and works fine, showing the generic property of NSPCC. Although not
shown in this work, it is not supervised to predict that NSPCC can also be coupled with
other flow and adjoint solvers, and even structural solvers provided the gradients are
available. This substantiates the applicability of NSPCC to more optimisation cases.
It should be mentioned that, compared to the start-of-the-art techniques by inte-
grating commercial CAD packages into the optimisation loop, the method developed in
the present study can provide accurate and robust CAD sensitivities. What’s more, the




for the geometry, as it is automatic derived from the generic CAD format. Besides, the
developed could provide larger design space. However, commercial CAD packages may
be more robust and can support more complex geometries.
Finally, it is worthwhile mentioning that some improvements obtained in the per-
formed shape optimisations could possibly be predicted by an experienced designer and
fluid mechanics expert, but a human designer would not be in a position to predict
the best possible shape. With numerical shape optimisation, the design space can be
explored systematically and it is possible to find better shape without heavily relying on
experiences.
10.2 Contributions
The main contributions of this thesis are as follows:
1. Investigated the benefits of using NURBS in aerodynamic shape optimisation. Includ-
ing:
 Added weights of NURBS control points to design space as additional design
freedoms, and proposed a scaling method to use weights effectively
 Demonstrated that by using NURBS in aerodynamic shape optimisation, bet-
ter optimisation results can be obtained
 Successfully computed NURBS derivatives with automatic differentiation (AD)
and verified them, thus robust and accurate NURBS derivatives are available
 Extended the in-house CAD kernel NSPCC from B-splines to NURBS, such
that wider range of geometries are supported by the NSPCC CAD kernel
2. Further investigated the underlying principle of the in-house CAD kernel, and
developed it to make it more powerful and automatic. This includes:
 Investigated the constitution of design space and found out how parameters
in the CAD kernel affects the performance
 Proposed a pre-conditioner that can provide a reasonable design space auto-
matically
 Demonstrated the ability of NSPCC to be coupled with different flow and
adjoint solvers
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 Enriched the functionalities of the NSPCC kernel, and made it more efficient
and easier to use. Reduced its requirement on experience of use
3. Found out the reason why the size of design space changes, and proposed a strategy
to couple the NSPCC approach with quasi-Newton method in aerodynamic shape
optimisation
4. Developed an automated, modular and user-friendly CAD-based shape optimisa-
tion framework. Assessed its performance and demonstrated its effectiveness in
various test cases, with different solvers and optimisers utilised
5. Developed a method to impose thickness constraint in wing shape optimisation
6. Performed systematic validation and verification for the NSPCC kernel
A part of findings of this research have been applied to studies performed by the
author and the author’s colleagues [167, 260, 268–270]. For a full list of publications and
conference presentations produced during the present research, please refer to Appendix
A.
10.3 Recommendations and future work
Closing this chapter, the author would like to make several recommendations for future
research directions based on the conclusions drawn above:
1. Coupling the developed NSPCC method with open source CAD kernel, e.g. Open-
CASCADE, to support reading and writing more complex geometries. As stated
before, at the moment the geometry reader and writer were developed in the group,
which is not as powerful as OpenCASCADE. By coupling NSPCC with those open
source CAD kernels, the advantages of them will be fused together, resulting in a
more powerful geometric tool and thus a better design and optimisation chain.
2. Coupling NSPCC with more widerly used open source flow solvers, such as Open-
FOAM and SU2, to support wider flow situations. During this study, since the aim
is to demonstrate the principle of the NSPCC CAD kernel and the effectiveness
of the automatic optimisation chain, only in-house solvers were utilised for flow
simulation and providing flow sensitivities. Consequently, the test cases employed
in this study were relatively simple in terms of flow conditions. It is likely that the
in-house solvers are not as robust as widely used open source solvers, for example
in-house solvers do not support different kinds of turbulence models. Considering
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the generic property of NSPCC, it would be beneficial to integrate more widely
used and robust solvers such that the developed CAD kernel and optimisation
methods can be applied to wider range of problems.
3. Run optimisation on benchmark test cases, such that it is more convenient to com-
pare results with other groups. For instance, shape optimisation can be applied
to cases defined by the AIAA Aerodynamic Design Optimisation Discuss Group
(ADODG). This is helpful for solver validation and also the evaluation of optimi-
sation results.
4. Run more grid refinement studies to make sure the method is robust, and can give
stable and reasonable results for cases studied. Currently, in the present work, the
optimisation cases are used to demonstrate the principle of the developed method,
thus not very much attention have been paid to the mesh refinement aspect of
the simulation. However, this is important for CFD-based optimisation loop. More
work should be done following this direction, i.e. to refine the mesh, and run
optimisation again.
5. Applying the developed NSPCC method to more complex problems, after coupling
NSPCC with some advanced geometry reader and writer as well as more powerful
solvers. For instance, optimisation can be run for unsteady problem, or moving
boundary and phase-change problems. Although optimisation have been run for
cases with different flow conditions in this work, namely compressible, incompress-
ible, laminar, turbulent, those cases are relative simple. It is worth running the
developed method for more complex problems, which are more closely related to
real engineering applications. One of the difficulties is that in complex cases, the
grid will be complicated, thus may be not easy to handle for flow and adjoint
solvers.
6. Calculating intersection curve. This is important in dealing with the shape optimi-
sation problem consists of several intersecting components, like the wing-fuselage
configuration. Martin et al. [247, 248] proposed a method to compute the inter-
section curve based on NURBS derivatives, which are available in the present
work. Therefore, computation of intersection curve could be a future working direc-
tion based on the derivatives provided by the NSPCC kernel. To achieve this, mesh
deformation technique should be utilised to deal with the mesh perturbation at the
intersection.
7. Conducting experiments to validate the simulation results. The present work focus
on numerical optimisation loop, and have not run experiments to check whether
10.3. Recommendations and future work 211
results are reasonable or not. However, this is of vital importance for CFD simula-
tion results. It would be very helpful to design experiments and conduct validation.
8. Gradually increase the number of design variables during the optimisation, such
that a shape optimisation problem can be solved as a sequence of optimisations
from the basic parametrisation to refined parametrisations. Some studies [21, 264,
271] have shown that single level parametrisation does not necessarily ensure better
design results, even though the design space is richer. Indeed, the NSPCC approach
presented in this work has been applied to the U-bend cooling channel optimisation
with adaptive parametrisation by Jesudasan and the author [260]. Initial results
show that adaptive parametrisation can give better design than the static method,
so this is a direction worth further investigation. One way to achieve this is to
refine the control points net with the knot insertion algorithm. However, a trade-
off should also be made in order to avoid bumpy shapes.
9. Multi-point optimisation. It is more practical to run multi-point shape optimisation
for a wing than the single-point one, since in this case the wing will have good
performance over a range of operating conditions.
10. Utilising the test point approach to impose continuity constraints between fixed
and free surfaces. Currently, this is achieved by freezing a part of control points
near the interface, which may reduce the design space to small extent.
11. Applying the NSPCC kernel to structural optimisation or multidisciplinary optimi-
sation. Since NSPCC is solver-neutral, it can both be combined with flow/adjoint
solver and structural solver. Therefore, it is possible to perform structural optimi-
sation or multidisciplinary optimisation using NSPCC as the CAD-engine. Multi-
disciplinary optimisation is also a current working direction of the CFD research
group at QMUL4.
12. Developing a user-friendly GUI. Although the current optimisation framework is
automated and easy to use, it still needs some efforts to set up in a non-intuitive
manner, such as imposing continuity constraints between patches. Therefore, it
would be helpful if a user-friendly GUI can be developed, from which the user can
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Appendix B
More validation results for
NSPCC
In Section 6.3, two tests have been performed to validate the constraint matrix in
NSPCC. The perturbations used in those tests were manually chosen to lie in the
nullspace. In this appendix, two more tests will be described that the perturbations
are not in the nullspace.
Test 3: Imposing G0 with δP not in the null space
Same as in Test 1, the G0 continuity constraint is imposed with 7 test points along
the common edge in this test, and all weights are free. The perturbation used in this
test is shown in Fig. B.1(a), where the 1st and 11th control point are moved in oppo-
site directions (-y and +y direction, respectively) for the same amount. Obviously, this
perturbation will break the G0 continuity, thus it is not in the nullspace. Therefore, the
value of elements in CδP should not all be 0.
The transpose of CδP is plotted in Fig. B.2. It can be seen clearly that the value of
some elements (the 2nd, 5th and 8th elements) are not 0. From Test 1 and Test 3 one
can see that the constraint matrix built in NSPCC can successfully figure out whether
the perturbations belong to the nullspace or not. In other words, the constraint matrix
for G0 continuity is reliable.
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(b) Perturbation of Test 4: not in the nullspace
of G1 continuity
Figure B.1: The half-cylinder geometry and perturbations for Test 3 and Test
4.
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Figure B.2: The transpose of CδP in Test 3.
Test 4: Imposing G1 with δP not in the null space
Same as in Test 2, the G1 continuity constraint is imposed with 9 test points along
the common edge in this test. But in this test both the 6th and 16th control point are
moved towards -z direction for the same amount, as shown in Fig. B.1(b). In this case,
the 5th, 6th, 15th and 16th control point will no longer lie in one straight line after
perturbation, so the G1 continuity will be broken. Therefore, the perturbations are not
in the nullspace, and the value of CδP should not be 0.
The transpose of CδP is plotted in Fig. B.3, which illustrates that some elements
in CδP are not 0. From Test 2 and Test 4, one can see the constraint matrix for G1
continuity is reliable.
Figure B.3: The transpose of CδP in Test 4.
Appendix C
LAPCAK
LAPACK1 is an open source library of programs that used to solve numerical lin-
ear algebra problems [227–229]. In LAPACK, the driver routines are used for solving
complete problems like singular value problems, linear equations, linear least squares
problems. The computation routines are designed for performing distinct computational
task. Each driver routine calls a sequence of computational routines.
In the NSPCC kernel, the Singular Value Decomposition (SVD) is essential, because
it gives the singular values and nullspace of the constraint matrix, which are utilised
to impose geometric continuity. In addition, SVD is also used to compute the pseudo-
inverse, which is needed in continuity recovery steps. Therefore, LAPACK is employed
because it provides subroutines to perform SVD.
Actually, LAPACK provides several subroutines to conduct SVD using different meth-
ods. The subroutine utilised in the NSPCC kernel to perform SVD in equation (5.18) is
DGESDD()2, which is called as:
1 CALL DGESDD(’A’, M, N, C_matrix_input , LDA , SV, Umatrix , LDU ,
2 & VTmatrix , LDVT , WORK , LWORK , IWORK , INFO2)
Arguments are:
 ’A’. This parameter means that all eigenvectors will be returned in the array
Umatrix and VTmatrix. This is crucial, since the nullspace is obtained from VTmatrix.
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 N. The number of columns of C.
 C matrix input. The constraint matrix C.
 LDA. The leading dimension of C.
 SV. The singular values of C.
 Umatrix. The matrix K in equation (5.18).
 LDU. The leading dimension of K.
 VTmatrix. The matrix VT in equation (5.18).
 LDVT. The leading dimension of VT .
 WORK. If INFO2 = 0, WORK(1) returns the optimal LWORK.
 LWORK. The dimension of array WORK.
 IWORK. Dimension (8×min(M, N))
 INFO2. This is an integer used to indicate whether the routine runs success-
fully. ‘INFO2 = 0’ means successful. ‘INFO2 = -i’ means the i-th argument has an
illegal value. ‘INFO2 > 0’ means the updating process failed.




AD tool Tapenade and example
In this work, the AD tool Tapenade1 is frequently used to compute accurate derivatives.
Firstly, even though the development of solvers is not the focus of this work, Tapenade
is used extensively in deriving the discrete adjoint solver, since the hand implementa-
tion of the discrete adjoint solver is tedious and error-prone. The interested reader on
the implementation details of our in-house discrete adjoint solvers is referred to my
colleagues’ work [167, 180].
Secondly, in computing the NURBS derivatives (see Section 6.1.1) and the deriva-
tives of continuity cost function with respect to scaled control points, AD are also
utilised. Since NSPCC is written in Fortran 90, thus Tapenade is chosen.
Tapenade is an Automatic Differentiation Engine developed at INRIA Sophia-Antipolis
by the Tropics then Ecuador teams2. It is based on the source code transformation (S-
T) (see Section 3.4.4) and can recognise Fortran 90. In this work, Tapenade is used to
generate the differentiated codes which will then be integrated into the NSPCC frame-
work manually. Generally speaking, Tapenade can be used as a black-box tool, provided
that the source program is given and inputs as well as outputs are identified. Also, the
forward mode or reverse mode has to be specified.
Tapenade can be used in several ways. Firstly, it can be used in command line or
in Makefile. Secondly, there is an online AD engine3 which can be easily run. Finally,
Tapenade also has a graphic user interface (GUI) for using it conveniently, as shown in
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input and output variables, as well we the differentiation mode can all be specified in
this GUI.
Figure D.1: The graphic user interface of Tapenade.
In the author’s opinion, even though it takes sometime to learn AD and Tapenade, it
is really worthy. AD and Tapenage will make the development process more conveniently
and quicker.
Example of using Tapenade
Computing the NURBS derivatives
As presented in Section 6.1.1, Tapenade is used in forward mode to compute the NURBS
derivatives. The source codes calling differentiated subroutine to obtain derivatives are
listed below.
1 ! dS/du
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2 ud =1.0; vd =0.0; cp_w_d = 0




7 ud =0.0; vd =1.0; cp_w_d = 0




12 ud =0.0; vd =0.0; cp_w_d =0.0; cp_w_d (1) =1.0




17 ud =0.0; vd =0.0; cp_w_d =0.0; cp_w_d (2) =1.0




22 ud =0.0; vd =0.0; cp_w_d =0.0; cp_w_d (3) =1.0




27 ud =0.0; vd =0.0; cp_w_d =0.0; cp_w_d (4) =1.0
28 call S_d(u, ud, v, vd, cp_w , cp_w_d , s, sd)
29 dSdw=sd
Listing D.1: Computing first NURBS derivatives using differentiated
subroutine.
1 ! dsds/dudu
2 ud =1.0; udd =1.0;
3 vd =0.0; vdd =0.0;
4 call S_d_d(u, ud, udd , v, vd, vdd , cp_w , s, sd, sdd)
5 dsds/dudu = sdd
6
7 ! dsds/dvdv
8 ud =0.0; udd =0.0;
9 vd =1.0; vdd =1.0;
10 call S_d_d(u, ud, udd , v, vd, vdd , cp_w , s, sd, sdd)
11 dsds/dvdv = sdd
12
13 ! dsds/dudv
14 ud =1.0; udd =0.0;
15 vd =0.0; vdd =1.0;
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16 call S_d_d(u, ud, udd , v, vd, vdd , cp_w , s, sd, sdd)
17 dsds/dudv = sdd
Listing D.2: Computing second NURBS derivatives using differentiated
subroutine.
Another example
Another example of using AD and Tapenade in this work is the differentiation of the
cost function in equation (9.1). The original subroutine computing the cost function is:
1 ! compute the cost function
2 subroutine calc_J(Xs_initial , Xs_target , J)
3 implicit none
4 real (8), dimension (:,:), allocatable :: Xs_target
5 real (8), dimension (:,:), allocatable :: Xs_initial
6 real (8) :: J
7 integer :: i, number_point
8
9 J=0.0
10 number_point = size(Xs_initial ,1)
11 do i=1, number_point




16 end subroutine calc_J
The differentiated subroutine using AD is:
1 ! Generated by TAPENADE (INRIA , Ecuador team)
2 ! Tapenade 3.12 (r6213) - 13 Oct 2016 10:54
3 !
4 ! Differentiation of calc_j in forward (tangent) mode:
5 ! variations of useful results: j
6 ! with respect to varying inputs: *xs_initial
7 ! RW status of diff variables: *xs_initial:in j:out
8 ! Plus diff mem management of: xs_initial:in
9 ! compute the cost function
10 SUBROUTINE CALC_J_D(xs_initial , xs_initiald , xs_target , j, jd)
11 IMPLICIT NONE
12 REAL*8, DIMENSION (:, :), ALLOCATABLE :: xs_target
13 REAL*8, DIMENSION (:, :), ALLOCATABLE :: xs_initial
14 REAL*8, DIMENSION (:, :), ALLOCATABLE :: xs_initiald
15 REAL*8 :: j
Appendix D. AD tool Tapenade and example 223
16 REAL*8 :: jd




21 REAL*8, DIMENSION (3) :: arg1
22 REAL*8, DIMENSION (3) :: arg1d
23 j = 0.0
24 number_point = SIZE(xs_initial , 1)
25 jd = 0.0_8
26 DO i=1, number_point
27 arg1d (:) = 2*( xs_initial(i, :)-xs_target(i, :))*xs_initiald(i, :)
28 arg1 (:) = (xs_initial(i, :)-xs_target(i, :))**2
29 jd = jd + SUM(arg1d (:))
30 j = j + SUM(arg1 (:))
31 END DO
32 jd = jd/number_point
33 j = j/number_point
34 IF (j .EQ. 0.0) THEN
35 jd = 0.0_8
36 ELSE
37 jd = jd /(2.0* SQRT(j))
38 END IF
39 j = SQRT(j)
40 END SUBROUTINE CALC_J_D
Appendix E
JSON format
In both the NSPCC approach and the CAD-based shape optimisation framework, some
input parameters should be given so that the program can run smoothly and successfully.
Previously, these input parameters are given in a messy way, i.e. directly set in codes
while programming. This is very inconvenient, because each time when a parameter
needs to be changed, it should be modified in the codes and then one should recompile
the program. Therefore, one task in this project is to find a better way to set input
parameters.
The JavaScript Object Notation (JSON) format [272, 273] is chosen in this work. It is
an open-standard form that uses human-readable text to transmit data objects consisting
of attribute-value pairs1, 2. This is easy for both the human and computer to read. By
using the JSON format, there is no need to recompile the program if users only want to
change the input parameters but keep the program itself untouched.
The following is a part of the JSON file used in NSPCC, which is corresponding to





5 "surfaceInputFile":"B-Spline -Surface -input",





















Governing equations in STAMPS
Since the flow solver is not the focus of this research, some detailed expression of the
flow equations in STAMPS are put here to make the thesis more compact.











where ρ is density, ρu, ρv, ρw are momentum in x, y, z direction, respectively. ρe is
energy, ν̂ is the Spalart-Allmaras variable.











where p is pressure, u, v, w are velocity components of the velocity vector uv, nx, ny, nz
are the components of the surface unit normal vector n. V is the inner product of uv
and n, i.e. V = uv · n.
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nxτxx + nzτxy + nzτxz
nxτyx + nzτyy + nzτyz
nxτzx + nzτzy + nzτzz
nxΘx + nyΘy + nzΘz
1
σ (νL + ν̂)(∇ν · ~n)ν̂

(F.3)
where τij are stresses, Θi are are terms describing the work of the viscous stresses and
of the heat conduction in the fluid, respectively, as follows:
Θx = uτxx + vτxy + wτxzk
∂T
∂x
Θy = uτyx + vτyy + wτyzk
∂T
∂y




Currently in STAMPS, the heat conduction is not considered.











where SAsrc is the Spalart-Allmaras source term. As you can see, this term has all 0
components except for the last one.
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[206] Y. Yang and S. Özgen. Implementation of ball-center spring analogy mesh defor-
mation technique with CFD design optimization. In Aiaa Computational Fluid
Dynamics Conference, 2013.
[207] A. Vuruskan and S. Hosder. Investigation of the effectiveness of shape parameter-
ization techniques for robust aerodynamic optimization. In Aiaa Applied Aerody-
namics Conference, 2017.
[208] A. Amrit, X. Du, A. S. Thelen, L. T. Leifsson, and S. Koziel. Aerodynamic design
of the RAE 2822 in transonic viscous flow: Single- and multi-objective optimization
studies. In AIAA Aviation Forum 5-9 June 2017, Denver, Colorado AIAA Applied
Aerodynamics Conference, 2017.
[209] F. Palacios, T. D. Economon, A. D. Wendorff, and J. J. Alonso. Large-scale aircraft
design using SU2. In 53rd AIAA Aerospace Sciences Meeting, 2015.
[210] Y. L. Ma and W. T. Hewitt. Point inversion and projection for NURBS curve and
surface: control polygon approach. Computer Aided Geometric Design, 20(2):79–
99, 2003.
[211] X.-D. Chen, H. Su, J.-H. Yong, J.-C. Paul, and J.-G. Sun. A counterexample
on point inversion and projection for NURBS curve. Computer Aided Geometric
Design, 24(5):302, 2007.
Bibliography 246
[212] C. K. Au and M. M. F. Yuen. Unified approach to NURBS curve shape modifica-
tion. Computer-Aided Design, 27(2):85–93, 1995.
[213] G. E. Farin. Curves and surfaces for CAGD: a practical guide. Morgan Kaufmann,
2002.
[214] J. Xu, W. Liu, J. Wu, H. Bian, and L. Li. Geometric algorithm for point projec-
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