When a single gene influences more than one trait, known as pleiotropy, it is important to detect pleiotropy to improve the biological understanding of a gene. This can lead to improved screening, diagnosis, and treatment of diseases.Yet, most current multivariate methods to evaluate pleiotropy test the null hypothesis that none of the traits are associated with a variant; departures from the null could be driven by just one associated trait. A formal test of pleiotropy should assume a null hypothesis that one or fewer traits are associated with a genetic variant. We recently developed statistical methods to analyze pleiotropy for quantitative traits having a multivariate normal distribution. We now extend this approach to traits that can be modeled by generalized linear models, such as analysis of binary, ordinal, or quantitative traits, or a mixture of these types of traits. Based on methods from estimating equations, we developed a new test for pleiotropy. We then extended the testing framework to a sequential approach to test the null hypothesis that k + 1 traits are associated, given that the null of k associated traits was rejected. This provides a testing framework to determine the number of traits associated with a genetic variant, as well as which traits, while accounting for correlations among the traits. By simulations, we illustrate the Type-I error rate and power of our new methods, describe how they are influenced by sample size, the number of traits, and the trait correlations, and apply the new methods to a genome-wide association study of multivariate traits measuring symptoms of major depression. Our new approach provides a quantitative assessment of pleiotropy, enhancing current analytic practice.
INTRODUCTION
Genetic pleiotropy-a single gene influencing more than one trait-has been of keen interest to geneticists, and rightly so. Understanding pleiotropy can lead to greater biological insights. However, discovering pleiotropy can be challenging, because a gene can be associated with more than one trait for multiple reasons (Solovieff and others, 2013) . Statistical methods to evaluate pleiotropy have been developed from different angles, ranging from comparison of univariate marginal associations of a genetic variant with multiple traits, to multivariate analyses with simultaneous regression of all traits on a genetic variant, to reverse regression of a genetic variant on all traits. Surveys of statistical methods for pleiotropy are provided elsewhere (Schaid and others, 2016; Schriner, 2012; Solovieff and others, 2013; Yang and Wang, 2012; Zhang and others, 2014) , so we summarize the main approaches here.
Univariate analyses are often based on comparison of variant-specific p-values across multiple traits. Although simple and feasible for meta-analyses, this approach ignores correlation among the traits and is based on post-hoc analyses. More formal meta-analysis methods aggregate p-values to test whether any traits are associated with a variant, yet a significant association could be driven by just one trait. A slightly more sophisticated approach, also based on summary p-values, tests whether the distribution of p-values differs from the null distribution of no associations beyond those already detected (Cotsapas and others, 2011) . Description of additional univariate methods are given elsewhere (Solovieff and others, 2013) .
Multivariate methods have been popular for quantitative traits. Although different statistical methods have been proposed, some of them result in the same statistical tests. The following three approaches to analyze quantitative traits result in the same F-statistic to test whether any of the traits are associated with a genetic variant: (i) simultaneous regression of all traits on a single variant; (ii) regression of the minor allele dose on all traits; and (iii) canonical correlation of the matrix of traits with the minor allele dose [using plink.multivariate (Ferreira and Purcell, 2009)] . The regression of the dose of the minor allele on all traits is a convenient approach, particularly if some of the traits are binary. A slightly different approach is to account for the categorical nature of the dose of the minor allele: instead of using linear regression, use ordinal logistic regression of the dose on the traits [R MultiPhen package, (O'Reilly and others, 2012) ]. An advantage of this approach is that it allows for binary traits, unlike most methods that assume traits are quantitative with a multivariate normal distribution. Recently, score tests for generalized linear models, based on estimating equations, have been developed as a way to simultaneously test multiple traits, some of which could be binary (Xu and Pan, 2015) . Alternatively, joint analysis of a single quantitative trait and a single categorial trait has been developed, based on conditioning on the categorical trait (Wu and others, 2013) . An approach somewhat between univariate and multivariate is based on reducing the dimension of the multiple traits by principal components (PC) and using a reduced set of PCs as either the dependent or independent variables in regression. A comparison of univariate and multivariate approaches found that multivariate methods based on multivariate normality {e.g., canonical correlation, linear regression of traits on minor allele dose, reverse regression, MultiPhen, Bayes methods [BIMBAM (Stephens, 2013) , and SNPTEST (Marchini and others, 2007) ]}all had similar power and were generally more powerful than univariate methods (Galesloot and others, 2014) .
The power advantage of multivariate over univariate methods occurs when the direction of the residual correlation is opposite from that of the genetic correlation induced by the causal variant (Galesloot and others, 2014; Liu and others, 2009) . In addition to the methods discussed above, a few new approaches have been proposed, but have not yet been compared with others. An interesting approach is to scale the different traits by their standard deviation, and then assume that the effect of a SNP is constant across all traits to in order to construct a test of association with 1 degree of freedom-so-called "scaled marginal models" (Roy and others, 2003; Schifano and others, 2013) . Finally, an approach based on kernel machine regression extended the sequential kernel association test (Wu and others, 2010) to multiple traits, providing a simultaneous test of multiple traits with multiple genetic variants in a genomic region (Maity and others, 2012) .
A limitation of all current approaches is that they test whether any traits are associated with a genetic variant, and small p-values could be driven by the association of the genetic variant with a single trait. Hence, post-hoc analyses are required to interpret the possibility of pleiotropy. This can be quite challenging when scaling up to a large number of genetic variants.
Because current analytic methods for pleiotropy limit biological understanding, we recently developed new statistical methods to evaluate pleiotropy, based on a likelihood ratio test for quantitative traits (Schaid and others, 2016) . This method was developed as a sequential testing framework, such that one could test the null hypothesis that k + 1 traits are associated, given that the null of k associated traits was rejected. This approach allows one to determine the number of traits associated with a genetic variant, and which traits are associated, while accounting for correlations among the traits. A limitation of this past work is that it was based on the assumption of a multivariate normal distribution. Although robust to distributions with thicker tails than a normal distribution, this approach is too restrictive to other traits, such as binary or ordinal traits, or perhaps a mixture of different types of traits. For this reason, we extended our methods to account for a wide variety of types of traits, based on generalized linear models (to account for alternate types of traits) and generalized estimating equations (GEE, to account for correlation among the traits).
METHODS
An outline of our approach follows. We first define a general linear model for each trait, and in turn define regression parameters for both the genotype of interest and adjusting covariates. These trait models allow us to compute covariances among the residuals to account for correlated traits. We describe how to estimate the parameters of the models, with special consideration for ordinal traits that require a few extra details. We then describe how to set up and test hypotheses regarding the number of regression coefficients constrained to zero, providing a way to consider combinatorial sets of constrained parameters. This framework provides a formal test of the null hypothesis of no pleiotropy (i.e., no more than one trait associated with a genotype), as well as an extension to perform sequential tests of the number of traits associated with a genotype.
Model and notation
Suppose that for each subject i = 1, . . . , n, a vector of p traits is measured, Y i = ( y i1 , · · · , y ip ) , where the traits could be a mixture of different types (e.g., some quantitive, some binomial, and some ordinal). Also assume a q-dimensional vector of covariates for each subject and each trait, X ij = (x ij1 , · · · , x ijq ) . For each trait j = 1, . . . , p, suppose that y ij follows a generalized linear model
where the mean is modeled as a function of the covariates, μ ij = E( y ij | X ij ) with β j = (β j1 , · · · , β jq ) the regression parameters to be estimated. Here, g j is a known link function which has an inverse function h j ; the variance function ν j is a known function of μ ij ; φ j is the corresponding scale parameter that needs to be estimated or is known. For simplicity, we assume that q = 1 since the statistical inferences below are easily extended to the general case q > 1.
We assume that the covariance matrix of Y i has the form
where
and R is the correlation matrix that could be assumed to have a special structure (Diggle and others, 2009 ).
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The regression parameters are organized as a vector for intercepts, α = (α 1 , · · · , α p ) , a vector for covariates, β = (β 1 , · · · , β p ) , and a collection of both, θ = (α , β ) , which has dimension d = p + qp. Denote the true value of θ as θ 0 , and let φ = (φ 1 , · · · , φ p ) denote the vector of nuisance scale parameters. In the following sections, we will discuss the estimation of θ and hypothesis tests about β.
Parameter estimation
To estimate θ and φ, we take advantage of standard procedures with standard software. Initial estimates of θ can be obtained by two different approaches. If all the traits are of the same type (e.g., all binomial), then standard software for GEE could be used, such as gee or glmgee packages in R software. A limitation of standard software for GEE, however, is that they do not allow for mixtures of different types of traits (e.g., quantitative mixed with binomial). To allow for a mixture of trait types, initial estimates could be obtained by performing separate regresssions for each trait. For example, using linear regression for quantitative traits and logistic regression for binomial traits. From these initial estimates, standardized residuals can
. From these residuals, one can estimate scale parameters byφ
and an empirical estimate of the correlation bŷ
Using the intial estimatesθ,φ j , andR kj , it is then possible to iteratively update these estimates to solve
In practice, we find that allowing an unspecified correlation structure can make it difficult to achieve convergence for the above iterative procedure, a limitation found in many GEE software packages. For this reason, we propose to obtain initial estimates of θ , φ, and R and use these in the subsequent hypothesis testing framework.
Modification for ordinal traits
The above statistical methods are easily extended to the proportional odds model for ordinal traits, with a minor modification to allow for more than one intercept for each ordinal trait. For an ordinal trait with K ordered categories and a single covariate x, the proportional odds model is P( y k|x) = e α k +βx 1+e α k +βx , for k = 2, . . . , K. So, for our proposed methods, the vector of intercepts for all traits needs to be expanded to account for (K − 1) intercepts for each ordinal trait. Further alterations are needed to compute residuals, 
is for the binary random variable y * ijk . With these modifications, we can follow the above procedures to compute the residuals across all traits, the scale parametersφ, and the empirical estimate of the correlationR. A bit more book keeping is required when computing the derivative matrix, D i = ∂μ i /∂θ, but the statistical methods follow through for analyzing ordinal traits. In general, we allow for any mixture of types of traits, such as binary, ordinal, or quantiative.
Hypothesis testing
We now consider testing the null hypothesis of no pleiotropy, which is formally stated as the following hypothesis test:
H No Pleio : Of the parmeters β 1 , . . . , β p , there exists at most one that is non-zero. This null hypothesis is equivalent to testing whether one of the following p + 1 sub-hypotheses holds:
Note that H 00 represents all
To represent these p + 1 hypotheses, we use H k0 : V k θ = 0. Let V 0 be a matrix such that H 00 : V 0 θ = 0 tests whether all β j = 0. This is the usual multivariate test. In this case, V 0 is created for binary and quantitative traits by taking the identity matrix of dimension 2p, and then removing rows 1 through p (to ignore the intercepts α 1 , . . . , α p ). To construct V k (k > 0), create an identity matrix of dimension 2p, then remove rows 1 through p and row
.Then, the null hypothesis of no pleiotropy is equivalent to H 0 : there exists one of H k0 :
To account for ordinal traits, one must account for the additional intercepts for each ordinal trait. Because we do not assume a specific multivariate distribution of the traits, we cannot work within the framework of likelihood ratio testing, as we had done for traits following a multivariate normal distribution (Schaid and others, 2016) . Instead, we define the mean square error (MSE) of a model by ρ, where
We use the MSE of models constrained under a null hypothesis to construct a test statistic. As shown in the supplementary material available at Biostatistics online, to test a sub-hypothesis H k0 , the statistic
can be used, whereθ * V k denotes the difference between the unconstrained and constrained
whereθ n is the unconstrained estimator, and where
(Corollary 1 of supplementary material available at Biostatistics online). The statistics t 0 , t 1 , . . . , t p provide a way to test each sub-hypothesis H 00 , H 10 , . . . , H p0 . In the next sections, we propose a way to test the null hypothesis of no pleiotropy, and a sequential testing procedure to evaluate the number of traits associated with a genetic variant.
Testing pleiotropy
The usual multivariate null hypothesis of no associated traits, H 00 : β = 0, can be tested by the statistic
is the 1 − α quantile of a χ 2 distribution with p degrees of freedom (df ). Alternatively, the null hypothesis of no pleiotropy can be tested by simultaneously testing H 00 (i.e., no associated traits) and testing the null hypotheses that only one H k0 holds for k = 1, · · · , p (i.e, only one associated trait). This is achieved by the statistic T pleio = min k=0,1,··· ,p t k . As shown Corollary 3 of supplementary material available at Biostatistics online, if only one of the β's is non-zero, which means that one H k0 holds true (k > 0), T pleio ∼ χ 2 p−1 , so reject the null hypothesis of no pleiotropy if
An advantage of this pleiotropy statistic is that it is simple to compute on a large number of genetic markers. However, if no traits are associated, the statistic T pleio is the minimum of correlated statistics, each with a χ 2 distribution, so the distribution of T pleio under the null hypothesis of no associated traits is not well defined. To aid interpretation of how many traits, and which traits, are associated with a genetic marker, we propose a sequential test procedure.
Sequential testing
As we previously proposed (Schaid and others, 2016) , sequential testing provides a rigorous procedure to evaluate the number of traits associated with a genetic variant. At the first stage, test the usual multivariate null hypothesis of no associated traits, H 00 : β = 0, using the statistic t 0 ∼ χ 2 p . If H 00 cannot be rejected, then the H No pleio cannot be rejected. In contrast, if H 00 is rejected, we turn to the second stage to test the null hypothesis that one sub-hypothesis H k0 holds for k = 1, . . . , p. We denote this second stage hypothesis H 1 , with subscript 1 indicating the number of associated traits under the null hypothesis. For this, we ignore t 0 and use the test statisitc
As shown in Corollary 3 of supplementary material available at Biostatistics online, if only one of the β's is non-zero, which means that one H k0 holds true (k > 0),
The contrast matrix V i 1 ,··· ,i k is contructed by constituting an identity matrix whose dimension is the number of estimated parameters, then deleting the rows that correspond to intercepts (to exclude α intercepts), and then deleting rows with indices i 1 , . . . , i k for β's not constrained to equal zero. Reject
If reject H k , continue this sequential testing by incrementing k by 1. If fail to reject H k , stop testing and conclude there are k traits associated with the genetic variant. The details of the statistical procedures of this general sequential testing procedure are provided in the supplementary material available at Biostatistics online as well as a proof that the Type-I error is controlled. This general sequential procedure provides a formal way to determine the number of traits associated with a genetic variant, and which traits are associated. To determine which traits are associated, the indices i 1 , . . . , i k that generate the minimum for the statistic T k correspond to the traits that are associated, because these indices correspond to unconstrained β's that provide the best model fit, while all other traits are inferred to be non-associated because their β's are contrained to zero.
Simulations
To evaluate the adequacy of our developed methods, we performed simulations. For the null hypothesis of no pleiotropy, we performed two sets of simulations. To simulate traits with a specified covariance structure, we simulated random errors from a multivariate normal distribution with a covariance assumed to be a constant ρ for all pairs of traits (i.e., exchangeable correlation structure) and variance of 1 for each trait. For binary and ordinal traits, we used thresholds to convert from a normally distributed trait to a binary or ordinal trait, with thresholds chosen to achieve the desired frequency for the levels of these categorical traits. By this approach, we were also able to simulate mixtures of quantitative and categorical traits that were correlated. For null hypotheses of no pleiotropy, we assumed either (i) all β j = 0, the usual null for multivariate data or (ii) β 1 = 0 and all other β j = 0 (j = 2, . . . , p). The value of β 1 was chosen to achieve 80% power for the marginal effect of the first trait at a nominal Type-I error rate of 0.05. We assumed two different sample sizes, n = 500, 1000, and two different values of the number of traits, p = 4, 10. For all simulations, a single SNP was simulated, assuming a minor allele frequency of 0.2. All simulations were repeated 1000 times.
Data application
Our multivariate methods were applied to a study of major depression, combining data from 725 Mayo Clinic patients who participated in two prior studies. All patients had severe depression, and recruitment of subjects and genotype assays are described in the original reports (Biernacka and others, 2015; Ji and others, 2013) . For demonstration of our methods, the primary traits of interest were based on the baseline Hamilton Rating Scale for Depression (HAM-D). The HAM-D is a multiple item questionnaire used to provide an indication of depression. A patient is rated by a clinician according to 17 items, each item on a three-or five-point scale, with higher responses indicating more severe symptoms. The total of all 17 scores is used to measure depression, and a total score of 0-7 is considered to be normal, while scores of 20 or higher indicate moderate or worse depression. In our study, the majority of subjects answered the item "Loss of Insight" with the same response (acknowledges being depressed and ill), and because there was little information in this item, it was not used in the analyses. The remaining 16 items were analyzed as multivariate traits in a genome-wide association study (GWAS). The goal was to understand the genetic basis of the different symptoms of depression. The genetic data were based on the approximately 6.9 million measured and imputed single nucleotide polymorphisms (SNPs), having used the software Beagle to impute SNPs with the 1000 Genome cosmopolitan reference sample.
RESULTS

Type-I error of t 0
The statistic t 0 , which tests the usual multivariate null hypothesis of no associated traits, had well controlled Type-I error rates when all traits were binary (Table 1) , or there was a 50:50 mixture of binary and quantitative traits (Table S1 of supplementary material available at Biostatistics online). When all traits are quantitative, our proposed methods reduce to the methods we presented elsewhere (Schaid and others, 2016) , so simulations for purely quantitative traits were not performed here. In contrast, for ordinal traits, the t 0 statistic sometimes had slightly inflated Type-I error rates (Table S2 and S3 of supplementary material available at Biostatistics online). There are likely several reasons for this inflated error rate. First, for K levels of an ordinal trait, one must estimate K − 1 intercept parameters. Second, to compute the residual correlation matrix, an ordinal trait with K levels contributes K − 1 indicator variables, increasing the number of correlation parameters to estimate for each ordinal trait. It is likely that the additional variability of estimating multiple intercepts and multiple correlations slows down the rate of convergence of t 0 to a χ 2 p distribution. As an alternative, we evaluated the benefit of treating ordinal traits as Gaussian and using the identity link function. Tables S2 and S3 of Supplementary material available at Biostatistics online show that treating ordinal traits as Gaussian had better control of the Type-I error rates. To further explore the impact of sample size, we simulated sample sizes of 500, 1000, and 5000, for 10 ordinal traits with equal correlations of 0.2, each trait with 5 equal probable categories, based on 10 000 simulations. Results in Figure 1 show the empirical versus the expected quantiles of p-values for t 0 . Figure 1 illustrates that the ordinal link function results in a closer fit to a χ 2 p distribution as sample size increases, and that treating ordinal traits as Gaussian gives a closer fit to a χ 2 p distribution than an ordinal link when sample sizes are not large.
Type-I error of T pleio
When all β's equal zero, T pleio tends to be very conservative (Table 1) . This is not suprising, because under this null hypothesis, T pleio is based on the minimum of correlated χ 2 statistics, and the asymptotic distribution of T pleio is unknown. In contrast, simulation results for testing pleiotropy with T pleio when only a single β is non-zero are presented in Table 2 for when all traits are binary, in Table S4 of supplementary material available at Biostatistics online for a 50:50 mixture of binary and quantitative traits for when a single binary trait has a non-zero β, and in Table S5 of supplementary material available at Biostatistics online for a 50:50 mixture of binary and quantitative traits for when a single quantitative trait has a nonzero β. The size of the β was chosen such that the marginal power of a single trait was 0.80 for a nominal Type-I error rate of 0.05. For all these simulations, the Type-I error rate for T pleio is close to the nominal rate, illustrating that T pleio closely follows a χ 2 p−1 distribution. The results in Tables 2 and Tables S4 and  S5 of supplementary material available at Biostatistics online also show the power of testing the usual multivariate null hypothesis with t 0 when a single β is non-zero. It is not surprising to see that power increased with increasing trait correlation and with fewer number of tested traits.
To evaluate the Type-I error rate of T pleio for ordinal traits, we simulated 5 equally correlated traits, with each trait having either 3 or 5 ordered categories. We allowed a single trait to have a non-zero β, where the β was the effect size per allele and chosen such that the marginal power for a single trait was 0.80 for a nominal Type-I error rate of 0.05. For the analyses, we used both an ordinal logistic link and treated ordinal traits as Gaussian. The results in Table 3 show that both procedures have Power for t o tests the null hypothesis that no traits are associated, and power for T pleio tests the null hypothesis that no more than 1 trait is associated.
well-controlled Type-I error rates and comparable power to test the null hypothesis of no association using the t 0 statistic.
Power for pleiotropy
Simulation results for power to detect pleiotropy are presented in Table 4 for five binary traits, with effect size β chosen such that there is 80% power to detect the marginal effect of a single trait (Type-I error rate of 0.05). The results show that power for T pleio increases as either the trait correlation increases or the number of associated traits increases. Similar findings for ordinal traits are presented in Tables S6  and S7 of supplementary material available at Biostatistics online for five traits with three or five ordered categories each, respectively. The results for ordinal traits show similar power when analyzing ordinal traits with either an ordinal logistic link or treating them as Gaussian.
Properties of sequential test
Following the simulation parameters in Table 4 , we performed simulations to evaluate the properties of the sequential test. We performed simulations for five binary traits, allowing either two or three associated Proportions out of 1000 simulations for selecting β's according to true (β = 0.3) and false (β = 0) coefficients. Marginal power was 50% to detect a single trait for N = 500, and marginal power of 80% for N = 1000. Sequential testing was at α = 0.05.
traits with effect size 0.3, which had 50% marginal power for a single trait association test with a sample size of 500, or 80% power for a sample size of 1000. The results in Table 5 illustrate the following main properties of the sequential test: (i) there was an increased chance of selecting at least one true β as sample size increased, as the number of associated traits increased, or as the trait correlation increased; (ii) when the trait correlation increased, there was in increased chance of selecting both true and false β's; (iii) the chance of selecting the exact true model depends on the number of associated traits, the trait correlation, the effect size, and the sample size; (iv) there is a trade-off for selecting true and false β's that depends on the trait correlation. For three of five associated traits with high correlation (ρ = 0.8) there was a 56% chance of correctly selecting all three true β's, although there was a 23% chance of selecting at least one false β. For ρ = 0.2, there was a 27% chance of selecting all three true betas, but a lower 6% chance of selecting at least one false β; (v) the best scenario for correct model selection is a large sample size (determined by effect size), and moderately correlated traits (for increased power to select true betas, but correlation not too large to avoid also selecting false β's).
Comparison with other methods
Other methods to evaluate pleiotropy focus on testing the null hypothesis that no traits are associated with a genetic variant, in contrast to our methods that formally test the null hypothesis of one or fewer associated traits, or that provide a sequential test for which traits are associated with a genetic variant. Furthermore, few methods allow for multiple binary traits or a mixture of types of traits. To compare our methods with existing methods, we focused on testing the null hypothesis that no traits are associated with a genetic variant, and compared our proposed t 0 statistic with two other methods: (i) MultiPhen (O'Reilly and others, 2012), which reverses the roles of traits and genetic variant by using ordinal logistic regression to regress the three categories of a genotype minor allele dosage on traits; (ii) a joint regression with outcome stratified samples proposed by Wu and others (2013) . The Wu approach considers a quantitative trait and a categorical trait and creates a joint likelihood of the two traits by first modeling the probability of the categorical trait, conditional on the genetic variant, and then stratifying on the categorical trait and using linear regression within each strata to model the association of the quantitative trait with the genetic variant. To compare our t 0 statistic with the other methods, we simulated a single quantitative trait and a single binary trait, using the simulation methods described above. In this situation, our t 0 statistic and the MultiPhen ordinal regression statistic both have an asymptotic chi-square distribution with 2 df. In contrast, the stratified Wu approach has 3 df: one for the logistic regression of the binary trait on the genetic variant, and one for each of the two binary trait strata, for the regression of the quantitative trait on the genetic variant. This reveals the main difference or our approach versus Wu's stratified approach. The stratified approach allows the effect of the genetic variant on the quantitative trait to vary across the binary trait strata. The power of the three methods are illustrated in Table 6 for when the effect of a genetic variant on a quantitative trait is constant over the binary trait strata. In this scenario, our t 0 statistic and the MultiPhen approach had similar power, albeit slightly greater power for t 0 . Both of these methods had greater power than Wu's stratified approach. The weaker power of Wu's approach results from an extra degree of freedom when stratifying on the binary trait. For categorical traits with more than two levels, power is likely to diminish because of the extra parameters to test. In contrast, when the effect of a genetic variant on a quantitative trait varied over the binary trait strata, Table 7 illustrates that power of Wu's method was greater than our t 0 statistic and the MultiPhen approach, with the power advantage depending on the magnitude of the heterogeneity across strata.
Application to GWAS symptoms of depression
When we applied the multivariate t 0 statistic to the GWAS symptoms of depression, treating the 16 response items as ordinal response traits, and the dose of the minor allele as a predictor variable, we found the quantile-quantile plot of the GWAS results to suggest an excess of small p-values, consistent with our simulation results. For this reason, we treated the 16 response items as Gaussian random variables and found the resulting quantile-quantile plot to be more acceptable. Although none of the individual t 0 statistics for the SNPs achieved genome-wide significance (i.e., p-value <5E−8), the smallest p-value of 4.0E−7 for the imputed SNP rs11635365 is intriguing, because this common variant (minor allele frequency of 0.38) is within an intron of a gene. In contrast to our multivariate analysis, the most common way to analyze the HAM-D assessment tool data is to sum all response items to create a single score. We illustrate the univariate associations of rs11635365 with each of the 16 response items in Table 8 , along with the association of the sum of all 16 response items. This table illustrates that the multivariate t 0 statistic results in a much smaller p-value than that for the sum of 16 responses, as well as for any of the individual HAM-D items. Some causes of this difference are likely the different signs of the regression coefficients as well as the correlation structure among the response items. The 120 correlations for the HAM-D data ranged −0.08 to 0.55, with the majority of correlations between 0 and 0.2.
To illustrate use of the sequential test procedure, we illustrate results in Table 9 if one were to use a nominal Type-I error rate of 0.05 to decide when to stop sequential testing. Based on this threshold, the results in Table 9 show that HAM-D response items 7 (weight loss), 11 (somatic symptoms), 14 (agitation), and 16 (hypochondriasis) were the main drivers of the statistical association. It is interesting that item 11 was selected at the first step, despite this item not having the smallest marginal p-value. This is likely due to the signs of the regression coefficients and their correlation structure.
DISCUSSION
Understanding genetic pleiotropy can provide insights to complex biological mechanisms of genes and aid development of pharmacologic targets. Yet, most statistical methods to assess pleiotropy have resorted to ad hoc comparison of univariate statistical tests or multivariate methods that test the null hypothesis of no trait associations. We recently developed a formal statistical test of pleiotropy based on likelihood ratio tests for multivariate normally distributed traits (Schaid and others, 2016) , and now extend our approach in this current work to traits that can be modeled by generalized linear models. Our test of pleiotropy, and its corresponding sequential testing framework, allows for a variety of traits commonly encountered in human genetic studies, such as quantitative, binary, or ordinal traits as well as a mixture of different types of traits. Our simulations show that the proposed methods work well for binary and quantitative traits, or a mixture of these types of traits. In contrast, our methods can have inflated Type-I error rates for ordinal traits if the sample size is not large. To correct this, our simulation results show that using treating ordinal traits as Gaussian is a reasonable strategy, providing controlled Type-I error rates while having reasonable power. We proposed a sequential testing procedure, where the null hypothesis of no associated traits could be tested first (using standard multivariate regression methods), and if significant, followed by sequentially testing the null of k associated traits (k = 1, . . . , p − 1), until the sequential test fails to reject the null hypothesis. This approach provides a way to assess the number of traits associated with a genetic variant, accounting for the correlations among the traits.
As we emphasized elsewhere (Schaid and others, 2016) , it is possible to extend our approach to genetically related subjects by using an n × n matrix G to account for relationships. For pedigree data, G contains diagonal elements G ii = 1+h i where h i is the inbreeding coefficient for subject i, and off-diagonal elements G ij = 2ϕ ij . The parameter ϕ ij is the kinship coefficient between individuals i and j, the probability that a randomly chosen allele at a given locus from individual i is identical by descent to a randomly chosen allele from individual j, conditional on their ancestral relationship. For data with population structure, G is an estimate of genetic relationships (Schaid and others, 2013) . Then, the covariance between subjects i and j, for traits k and k , is ij, , 11, 14, 16 (Stop, By using simulations to compare our t o statistic with MultiPhen ordinal regression and Wu's stratified method, we found similar power between t o and MultiPhen. The main advantage of our approach is that it allows the multiple traits to depend on different sets of adjusting covariates, in contrast to MultiPhen which would require a common set of covariates, along with the traits, to serve as predictor variables in ordinal regression. The relative power of Wu's stratified approach depended on whether the effect of the genetic variant on a quantitative trait varied over strata, with weaker power in the absence of heterogeneity, but greater power as heterogeneity increased. A limitation of the stratified approach would be extending it to multiple binary traits, resulting in highly stratified samples. In contrast, our approach easily handles multiple binary traits by testing the marginal effects of a genetic variant on the multiple traits.
When we applied our methods to a GWAS of symptoms of major depression, no SNP associations achieved genome wide significance, although the SNP with the smallest p-value of 4.0E−7 was interesting because this SNP is within an intron of the gene SH3GL3. This is a protein-coding gene on chromosome 4 that is preferentially expressed in brain and testis and interacts with the Huntington's disease gene, HTT (Sittler and others, 1998) . Huntington disease is inherited in an autosomal dominant manner, due primarily to genetic mutations in the HTT gene on chromosome 4. Although our subjects do not have Huntington disease, it is important to understand that some symptoms of Huntington disease include various emotional and psychiatric problems, of which the most common is depression; depression is not a reaction to having Huntington's disease diagnosis, but rather appears to occur because of brain injury and brain changes from the disease. The characteristics of the interaction between SH3GL3 and HTT suggest that SH3GL3 could be involved in the selective neuronal cell death in patients with Huntington's disease (Sittler and others, 1998) . This raises the question of whether our results suggest that SH3GL3 also plays a role in major depression, independent of Huntington's disease. Further studies, preferably functional studies, are required to evaluate whether genetic variants in SH3GL3 are associated with major depression, and in particular whether this gene is associated with certain features of depression, as suggested by our sequential analyses. To demonstrate how the sequential testing procedure can be used, we used a p-value threshold of 0.05 to stop the sequential testing. For analysis of GWAS data, this threshold might be too liberal, depending on how many SNPs are found to be associated with traits at prior steps in the sequential testing framework. In practice, it seems sensible to account for the number of tests at each sequential step by using a Bonferroni correction for the number of tests performed at each step.
