Abstract-A new method of phase error estimation that utilizes the weighted least-squares (WLS) algorithm is presented for synthetic aperture radar (SAR)/inverse SAR (ISAR) autofocus applications. The method does not require that the signal in each range bin be of a certain distribution model, and thus it is robust for many kinds of scene content. The most attractive attribute of the new method is that it can be used to estimate all kinds of phase errors, no matter whether they are of low order, high order, or random. Compared with other methods, the WLS estimation is optimal in the sense that it has the minimum variance of the estimation error. Excellent results have been obtained in autofocusing and imaging experiments on real SAR and ISAR data.
I. INTRODUCTION
T HE SYNTHETIC aperture radar (SAR) has the capability of producing high-resolution images in all weather conditions. It is rapidly becoming a key technology in modern remote-sensing applications. SAR is a coherent imaging system, which means that it is necessary to maintain the correct and precise phase relationship between return signals in order to perform coherent summation. This requires precise motion compensation because uncompensated motion between the SAR antenna phase center and the scene being imaged causes phase errors that may blur the image severely. Even in a SAR equipped with modern electronic navigation systems, determining the platform position to the required tolerance over the entire synthetic aperture can prove to be a difficult task. This is especially true for the high-resolution imaging system since a long synthetic aperture is required. So it is necessary to adopt a data-driven autofocus technique to eliminate these phase errors.
Motion compensation in an inverse SAR (ISAR) system is even more difficult. The radar's measurement of the relative motion between the sensor and a maneuvering target is usually too coarse to be used for imaging application. After range bin alignment, the phases of the return signals are disordered, which makes the imaging process impossible without autofo- cusing. In this case, the phase error to be corrected is usually of the wideband random type. Many autofocus algorithm have been presented in the literature, such as the map drift (MD) algorithm [1] - [4] , the dominant scatterer algorithm (DSA) [5] , [6] , and the phase gradient autofocus (PGA) algorithm [7] , [8] . The MD divides the whole aperture into two or more subapertures and estimates the phase error from the drifts between subimages. It only has the capability, however, to estimate the low-order polynomiallike phase errors. The DSA uses one dominant scatterer to estimate the phase error, regardless of its order. With respect to the dominant scatterer, other small scatterers are usually referred to as clutter. The PGA is an excellent method and has been widely used in the SAR community. It adopts an iterative procedure to gradually reduce the phase error. In each iteration, a maximum likelihood (ML) estimator is used to estimate the phase error. In theory, the estimation error reaches the Cramer-Rao lower bound [8] . The ML estimation, however, is model based. The ML estimator in PGA is derived based on the assumption that the clutter in each range bin can be modeled as uniform-intensity white Gaussian noise. This is not true for a lot of scenes in the real world. In such cases, the ML estimator will not reach the Cramer-Rao lower bound and there will be a relatively large residual phase error. This paper presents a new method that utilizes the weighted least-squares (WLS) estimation for spotlight-mode SAR and ISAR autofocusing. The WLS estimation does not require any assumptions on the clutter model. So the method is very robust, and it is suitable for almost all kinds of scene content. The WLS estimation is optimal in the sense that it minimizes the variance of the residual phase error. Another attractive attribute of the new autofocus method is that it can estimate and remove all kinds of phase errors, no matter whether they are of low order, high-order, or random.
Section II provides the principle of WLS estimation of phase errors. In Section III, we solve two key problems in the implementation of this autofocus method. Section IV outlines the procedure of the WLS autofocus algorithm. In Section V, autofocusing and imaging experiments have been carried out, which use real SAR and ISAR data sets to testify the effectiveness of the new method.
II. WLS ESTIMATION OF PHASE ERRORS
Autofocus techniques are normally used to remove the space-invariant phase errors; this is the same for all scatterers in the image. This kind of phase error is primarily caused by uncompensated motion, propagation effects, and system 0196-2892/99$10.00 © 1999 IEEE instability. Analytical discussions on properties of phase errors can be found in the literature [4] , [8] - [11] .
Autofocusing usually begins in the range-compressed phase history domain, where the data are compressed in range but not compressed in azimuth. Suppose the strongest scatterer in the th range bin has the Doppler frequency and the initial phase . Other smaller scatterers are treated as clutter. So the error-free signal of range bin at azimuth position is (1) where is the phase fluctuation caused by clutter. For simplicity, the reference variable is denoted as subscripts. When corrupted by a space-invariant phase error , which varies only with the azimuth position in this data domain, the received signal becomes (2) The phase of the received signal in each range bin can be expressed as (3) where is the number of range bins. In some cases, there are no hard targets in a certain range bin, only diffuse clutter. In such image regions, there is little image content or energy. The signal from such a range bin does not contribute to the WLS estimation and should be excluded by setting a threshold.
For spotlight SAR and ISAR, an inverse Fourier transform is used to transform the data into the image domain. For convenience of further processing, we first move the strongest scatterer in each range bin to the center of the image to remove the Doppler frequency offset of the scatterer. The initial phase is a constant and can be removed by the phase unwrapping technique presented in the later section. After such processing, the phase of the received signal becomes (4) It is common to assume that the clutter in each range bin is independent from each other. So the phase fluctuation caused by the clutter is also independent from bin to bin. The task is to estimate the phase error in (4) for each range bin . Because will cause errors in the estimation process, our objective is to minimize the variance of the estimation error. So it becomes a question of WLS estimation. Rewriting (4) using vector notations, we have Thus, the WLS estimate of is [12] (10)
Substituting (6)- (9) into (10), we can obtain the following result:
Equation (11) shows that the WLS estimate of is the weighted average of the phase signals ( ). The weights are calculated as (12) It can be seen that the weight is inversely proportional to the phase variance . The variance of the estimation error using WLS can be calculated as [12] (13) So is smaller than the phase variance of any range bin. The more range bins used, the smaller the value of . The WLS is an optimal estimation in the sense that it minimizes .
In the above analysis, we did not make any assumptions on the clutter model. In fact, the WLS estimation does not require the clutter to be of a certain model. So this estimation is very robust and can be applied to most kinds of scene contents.
III. CALCULATION OF WEIGHTS AND PHASE UNWRAPPING
Section II presents the basic principle of WLS estimation of phase errors. We know from (11) that the WLS estimate of is the weighted average of the phase signals of all range bins. We still have to calculate, however, the weight and properly unwrap the phase for each range bin. The two problems are dealt within Sections III-A, III-B, and III-C, respectively.
A. Phase Variances for Range Bins of Large SCR
Equation (12) shows that the weight for a range bin is inversely proportional to the phase variance caused by clutter in that bin. So calculating the weight is actually equivalent to estimate . We will first derive an approximate expression from basic signal expressions for the case of a large signal-to-clutter ratio (SCR).
Suppose the strongest scatterer in range bin has been shifted to the center of the image. Its constant initial phase is assumed to be zero for simplicity since it does not affect the variance. So the signal of the strongest scatterer is simplified to . The variable is in fact the reciprocal of SCR, i.e., SCR
The above results show that, if we can calculate the value of SCR (or ), we can obtain the value of . Since the phase of the echo is corrupted by the phase error , we hope to estimate the SCR by the signal amplitude . From (14), we have (24) Using the Taylor expansion, we can obtain the simplified approximation of as follows:
Calculating the mean value for each side of (25), we have (26) From (24), we have
Similarly, we can get the mean square value of as follows: Thus, can be calculated using the following steps. First, use (29) and (30) to estimate the mean and mean-square value of the amplitude of the echo signal. Then, calculate by (33). Finally, the value of is obtained by (22). It must be noted, however, that many approximations of Taylor series expansions have been used in the above derivation. These approximations have small errors when the SCR is large. But for very small SCR, the results may have a large error and cannot be utilized. Another approach that is applicable for small SCR will be presented in Section III-C.
In order to testify the accuracy of the approach for estimating the , a Monte Carlo simulation is carried out. The clutter is composed of a large number of sinusoidals, whose amplitudes are Rayleigh distributed and initial phases ]. The calculation is done for various SCR. At each value of SCR, a thousand independent experiments have been computed. As shown in Fig. 1 , the solid line is the real value of and the dashed line is the calculated result using the above approach, which is denoted as . It can be seen that, for large and medium SCR, the estimation error is small. Usually, the result is reliable for SCR larger than 1 dB.
B. Local Phase Unwrapping
Phase unwrapping is another key problem in this autofocus algorithm. Before presenting the new unwrapping technique, we first discuss the property of each phase term in (3). The first term is the phase error to be estimated, which can be classified as of low order, high order, or wideband random. Normally, it is most difficult to estimate wideband-random phase errors. The second term is a linear phase term caused by the Doppler frequency of the strongest scatterer. It can be removed easily by shifting the strongest scatterer to the center of the image. The last term is a random phase caused by clutter in range bin . It is a random disturbance for estimating the phase error . Now we investigate the third term in (3). It is constant along the azimuth direction but has different values in each range bin. Without this term, the phases will center around the phase error , as shown in Fig. 2(a) . After weighted average, it produces an unbiased estimation of . The adds a random constant in each phase signal ( ) and makes them randomly distributed within [ ]. Then the estimation of by the weighted average of will have a large bias, as shown in Fig. 2(b) . This is of course the ideal solution. It is, however, difficult to obtain correct results, especially for the case in which the phase error is wideband random and the clutter are strong. What is more, during the unwrapping process, errors tend to propagate and thus make subsequent results unreliable. For autofocusing application, however, it is really not necessary to perform a global phase unwrapping. If we can ensure that all phase signals have the same wraps as at each azimuth position, the estimation of will be unbiased. This is the principle of local phase unwrapping (LPU). So at certain azimuth position , the LPU maps the phase signals of all range bins to only a small region around . Implementation of the LPU is based on the fact that, if a phase signal is correctly unwrapped by the LPU, it will have the minimum distance to the phase error . Denote the phase signals before and after LPU by and , respectively. If the constant initial phase is known, has only three possible values, and we denote them by the following set:
(34) The value of is chosen to be the one in that is the closest to , which is
Then the distance between and is calculated by
Since the initial phase is unknown a priori, a onedimensional (1-D) search of its value within [ ] is needed. So is actually a function of . The objective of LPU is to minimize the value of to obtain the corresponding . In the above analysis, we use the phase error as the reference signal for LPU. In practice, it is also an unknown and should be replaced by its estimate . In order to increase its accuracy, an iterative procedure is adopted in our algorithm. To start the iteration, the return signals from all range bins are first sorted in order of decreasing SCR. The initial reference phase is chosen to be the phase signal of the range bin having the largest SCR. It is actually a preliminary estimate of , and we denote it by (37)
Other range bins are then included one by one in the estimation process according to their SCR. When the th range bin is included, the LPU is first performed according to the reference phase . Then a more accurate estimation is finally calculated by (38) The variance of the estimation error is a criterion that shows the accuracy of the estimation algorithm, which is defined as (39) With more and more range bins utilized in the estimation process, the estimate becomes more and more accurate. As a result, will become smaller and smaller.
C. Phase Variances for Range Bins of Small SCR
Now we return to the question of calculating the phase variances. In fact, if the actual phase error is known a priori, the phase variance of range bin should be calculated as (40) Equation (40), however, cannot be used in practice, since is unknown. So an alternate method to estimate the phase variance is developed in Section III-A. In our derivation, no clutter model is assumed. The result is applicable for all types of clutter distribution. Analysis and simulation results have shown that the method is able to approximate very closely the variance for large SCR's. For smaller SCR's, however, the method tends to be inaccurate, and we propose using the following equation to calculate the phase variance: It is known that the value of becomes smaller and smaller as more and more range bins are included in the estimation. In our algorithm, the range bins are sorted in descending order of SCR and they are included in the computations in that order. Therefore, when the range bins having smaller SCR's are utilized, the second term in (43) has already become very small. So (41) is able to give a very accurate estimate at that stage.
IV. AUTOFOCUSING AND IMAGING EXPERIMENTS
The block diagram in Fig. 3 outlines the procedures of the WLS autofocus. The range bins are used one by one according to their SCR. For the special case in which only the range bin with the largest SCR is used, the WLS is simplified to the dominant scatterer algorithm. When a new range bin is included, its phase signal is first locally unwrapped according to the last estimate of . Then the phase variance is calculated. After that, a new WLS estimate of can be obtained using (38).
This section shows some results of autofocusing and imaging experiments using real-measured SAR and ISAR data. In the first example, a well-focused SAR image is utilized as the original image, as shown in Fig. 4 . The size of the image is 256 256 pixels. The scene contains a large rural area as well as some buildings. The image is first transformed into the range-compressed phase history domain. Then the phase error is added to degrade the image. After autofocusing, the estimated phase error can be compared with the actual applied phase error . In the second example, a set of real ISAR data is utilized to test the WLS autofocus method. In our examples, the ML estimation on , as used in the PGA algorithm, is also calculated, which is [7] , [8] 
A. Example of SAR Imaging
In this experiment, a wideband-random phase error, whose values are between [ ], is added onto the original image given in Fig. 4 . The resultant image is shown in Fig. 5(a) . The restored image by the WLS autofocus is given in Fig. 5(b) . Fig. 5(c) is the result by the ML estimation on . It can be seen that the WLS image in Fig. 5(b) is far more superior to the ML image in Fig. 5(c) . Fig. 6(a) shows the actual added random phase error . Fig. 6(b) and (c) show the comparison of and the estimated phase error for WLS and ML, respectively. For the sake of clarity, only a portion containing the first 50 samples is displayed. It can be seen that the estimation error of the WLS is very small. Its variance is 0.0248, while that of the ML estimation is 1.141.
B. Example of ISAR Imaging
This example uses a set of real-measured ISAR data. The target is an aircraft named Yak-42. Fig. 7(a) shows the plan view of the aircraft. As stated before, the image of the aircraft cannot be obtained without the autofocus procedure, because there is usually a large random phase error. Fig. 7(b) is the result by the ML estimation on . Fig. 7(c) is the result by the WLS autofocus algorithm. Comparing the two images, we can see that the latter has a clearer shape of the aircraft body than the former.
V. CONCLUSIONS
A new autofocus method is presented in this paper. It utilizes the WLS algorithm for phase error estimation. Two key problems have also been investigated for the implementation of the algorithm, which are the calculation of phase variances and the LPU technique. The WLS is an optimal estimation in the sense that it minimizes the variance of the residual phase error. The autofocus method is robust because it has no preassumptions on the clutter model and can be applied to most scene contents. Another attractive property of the new method is that it is capable to estimate all types of phase errors, no matter they are of low order, high order, or entirely random. Experiments using real-measured data have proved the effectiveness of the new method.
