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ABSTRACT 
The Lapped Orthogonal Transform (LOT) is a new tool for 
block transform coding w i t h basis functions that overlap adjacent 
blocks [l]-[3], [12] . The LOT can reduce the blocking effect to 
very low l e v e l s . The optimal LOT is related to the discrete 
cosine transform (DCT) is such a w a y that a fast algorithm for 
a nearly optimal LOT can b e d e r i v e d . 
A f t e r implementing the fast LOT w i t h computer software, the 
effectiveness of the LOT in p i x e l energy packing for a 2-D image 
is investigated. The reason is that it is interested in m a k i n g 
use of the LOT to attain good 2-D image compression, and w i t h 
little blocking effect in the reverse LOT (RLOT) image o u t p u t . 
Characteristics of the LOT are studied by testing it w i t h two 
images, one w i t h a low correlation among its pixels (the baboon 
image) whereas the other of a h i g h correlation (the boat image) • 
It is found that, as usual for any non-adaptive image 
transformation technique, images of h i g h e r inter-pixel 
correlation are m o r e suitable for the LOT, resulting in b e t t e r 
energy packing in the LOT coefficient domain and lower rms errors 
in the RLOT output images. However, w i t h overlapping basis 
functions from adjacent b l o c k s , the blocking effect is reduced 
at the expense of impaired energy packing c a p a b i l i t y . 
Nevertheless, the LOT can give fairly good energy packing w i t h 
good visual quality reverse LOT output images. Finally, a 
smaller block size is greatly preferred to reduce noises from the 
approximation of the optimal LOT w i t h the fast a l g o r i t h m . 
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NOTATIONS 
A m a t r i x is denoted b y a capital letter in b o l d and italic font type' 
e . g . P ； and the transpose of it is n o t a t e d as P , . 
A row v e c t o r is denoted b y a lower case letter in b o l d and italic font 
type, e . g . x ； the transpose of it is a column v e c t o r , n o t a t e d as 
A scalar v a r i a b l e is denoted by having a italic font type, e . g . N. 
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1 INTRODUCTION 
One of the m o s t efficient methods of data compression of 
images and other random signals is transform coding [6]' [7]. 
The incoming signal is generally subdivided into blocks of N 
samples; each b l o c k is projected into a part i c u l a r basis by m e a n s 
of an orthogonal transform, and the coefficients of the 
transformation are quantized and t r a n s m i t t e d . At the receiver, 
the coefficients are reconstructed and the reverse transformation 
applied, so that an approximation of the original block is 
obt a i n e d . 
The effects of the quantization error are m i n i m i z e d w h e n the 
transform basis functions are the set of eigen-vectors of the 
autocovariance m a t r i x of the input signal, these vectors define 
the Karhunen-Loeve transform (KLT) [6], [7]. In pra c t i c e , the 
discrete cosine transform (DCT) is preferred over the KLT, since 
the DCT is signal independent ； it is a good approximation to the 
KLT for a large class of signals w i t h low-pass spectra, and can 
be computed b y means of fast algorithms [6]. 
One of the basic problems of transform coding at low bit 
rates, w h i c h has not been efficiently solved y e t , is the so-
called "blocking effect". The blocking effect is a natural 
consequence of the independent processing of each b l o c k . It is 
perceived in images as visible discontinuities in features that 
cross block boundaries [5] • In transform coding of speech, 
blocking effects are perceived as extraneous t o n e s . 
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A n e w class of transforms has been introduced for b l o c k i n g 
signal coding in [2] and [12], w h i c h can reduce the blocking 
effects w i t h o u t an increase in the bit r a t e . These new 
transforms, collectively referred to as the “lapped orthogonal 
transform" (LOT)• are characterized by the fact that each block 
of size N samples is m a p p e d into a set of N basis functions, each 
one being longer than N samples. 
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2 THEORY 
2.1 Matrix Representation of LOT 
W e assume that the signals to b e p r o c e s s e d are uni-
dimensional: extension to two or m o r e dimensions is easily 
achieved b y defining separable transforms b a s e d on the uni-
dimensional profile; this is a standard approach to multi-
dimensional transform coding [6], [7]. Let us assume that the 
incoming discrete-time signal is a large segment of MN samples, 
w h e r e N is the block size. In traditional transform coding' M 
blocks of length N w o u l d b e independently transformed and c o d e d . 
In m a t r i x notation, if w e call x。the original input row ve c t o r 
of length MN, the row vec t o r y。 containing the transform 
coefficients of all blocks is given b y 
Yo = (1) 








where D is a square m a t r i x of order N, w h o s e columns are the 
basis functions that define the transform of each b l o c k . 
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W i t h the LOT of the incoming large segment of MN samples' 
each block has L samples, w i t h L>N, so that neighbouring blocks 
overlap by L-N s a m p l e s . H o w e v e r , the LOT m a p s the L samples of 
each b l o c k into N transform coefficients so that there is no 
increase in the bit rate w h e n compared w i t h the traditional 
transform coding m e t h o d o l o g y . The LOT can b e defined as in (1), 
w i t h T given by 
0-
Po 




w h e r e P^ is an LxN m a t r i x that contains the LOT basis functions 
for each b l o c k . W e have assumed L < 2N, i.e., the length of each 
basis function is at most twice the block size, N. This choice 
w i l l b e justified later. The matrices P^ and P^ are introduced 
because the first and last blocks of a segment have only one 
neighbouring b l o c k , and thus the LOT for the first and last 
blocks must be defined in a slightly different w a y , to guarantee 
that none of the basis functions extends b e y o n d the segment 
b o u n d a r i e s . W e shall concentrate on P^ for n o w . 
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2.2 Feasibility of LOT 
In terms of r e c o n s t r u c t i n g the w h o l e segment x。' a l l w e n e e d 
is i n v e r t i b i l i t y of T a b o v e . O r t h o n o r m a l i t y of T is a l s o a 
d e s i r a b l e p r o p e r t y , as w i t h all t r a n s f o r m s in t r a d i t i o n a l 
t r a n s f o r m c o d i n g , since it g u a r a n t e e s g o o d n u m e r i c a l s t a b i l i t y . 
In o r d e r for T to b e o r t h o n o r m a l , the co l u m n s of P 。 m u s t b e 
or t h o n o r m a l • i . e . , 
PiPo = I丨 ⑷ 
a n d the o v e r l a p p i n g functions of n e i g h b o u r i n g b l o c k s m u s t a l s o 
b e o r t h o g o n a l , 
F^ WPo = Po^Po = 0, (5) 
w h e r e I is the N o r d e r i d e n t i t y m a t r i x , a n d the shift o p e r a t o r 
W is d e f i n e d b y 
0 0 
The identity m a t r i x a b o v e is of o r d e r L - N . W e w i l l say that an 
LO T m a t r i x P。 is feasi b l e if it sati s f i e s (4) a n d (5). 
It is in t e r e s t i n g to n o t e that the o r t h o g o n a l i t y c o n s t r a i n t s 
for the b a s i s functions b e l o n g i n g to n e i g h b o u r i n g b l o c k s in (5) 
au t o m a t i c a l l y forces the b a s i s functions to d e c a y t o w a r d zero at 
their b o u n d a r i e s (otherwise, a zero inner p r o d u c t w o u l d n ot b e 
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a t t a i n e d ) . This is the key to reducing blocking e f f e c t s . 
2.3 Properties of Good Feasible LOT 
If a feasible L O T is to exhibit good energy concentration' 
its basis functions should have properties similar to those of 
the D C T functions. Two of these properties seem to b e the most 
r e l e v a n t . 
First, w e recall that the DCT is a good substitute for the 
KLT because the DCT basis functions approximate closely the 
eigenvectors of the autocorrelation m a t r i x R ^ of a stationary 
first-order Gauss-Markov process [7]. 
— 
1 p p2 . . . pL-1 
p 1 p . . . pL-2 
• • • 
p - (7) 
• • • 
pL-2 . . . p 1 p 
P 口 • • . P2 P 1 _ 
wh e r e p is the intersample correlation c o e f f i c i e n t . Since the 
above m a t r i x is syinmetric and Toeplitz, its eigenvectors (which 
define the KLT) are either syiranetric or antisymmetric [10] • [11], 
i.e., 
R^y = Xy => Jy = y V Jy = -y, (8) 
wh e r e J is the "counter-identity“ ma t r i x . 
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「 _ 
0 … 0 1 
0 … 0 1 0 
T (9) 
J = . 
• • 
• • 
1 0 0 
It turns out that half of the eigenvectors of R ^ are symmetric, 
i.e., jy = y , and the other half are a n t i s y m m e t r i c ' J y = - y 
[10]. Thus, it is reasonable to expect that the LOT should be 
formed by N/2 symmetric (or even) basis functions' and N/2 
antisymmetric (or odd) basis functions. 
Second, it is reasonable to assume that at least the low-
order LOT basis functions (responsible for most of the energy 
concentration) should b e slowly varying sequences, e.g., sampled 
sinusoids w i t h low frequencies. The eigenvectors of R ^ in (7) 
are exactly sampled sinusoids [6], for any value of p . 
2.4 An Optimal LOT 
An optimal LOT should m i n i m i z e the bit rate for any 
reconstruction error level. Assuming that the M a r k o v m o d e l of 
(7) is applicable, this is equivalent to maximizing the “energy 
compaction” mea s u r e , the transform coding gain [7], 
r 
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= (10) 
n《 
i=l V / 
where a? is the ith diagonal entry of the matrix 
Ro = P^oR^Po- (11) 
Presented here is a direct approach [3] for the derivation 
of an optimal LOT when L = 2N, i.e., the basis functions of 
neighbouring blocks overlap by N samples. The key point is to 
start with a feasible LOT matrix P that is not necessarily 
optimal. Then, the matrix 
P, = PZ (12) 
is also a feasible LOT for any orthonormal Z (of order N) , since 
P^JP�= Z' ^  PZ = Z' Z = I, (13) 
P^oWPq = P' WPZ = 0. (14) 
Based on the discussion above for the properties of LOT 
basis functions in section 2.3, w e can define a feasible LOT from 
the DCT, by 
• • 
1 - ^o - -Do (15) 
_ T - DJ - Do)， 
• «• 
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w h e r e !)• and D。are the N x N/2 matrices containing the even and 
odd DCT basis functions, respectively [3] • It is easy to v e r i f y 
the feasibility of P a b o v e . This p a r t i c u l a r choice w i l l b e 
justified later, see section 2.5 b e l o w . 
W i t h P as in (15) , w h a t w e need to obtain an optimal LOT is 
to find an optimal Z in (12). Substituting (12) into (11), w e 
obtain 
R。= P ^ R ^ P Z , (16) 
W i t h P and R ^ fixed, it is clear that G^^ in (10) is 
maximized w h e n R^ is diagonal, i.e., w h e n the columns of Z are 
the eigenvectors of P ^ R ^ P , W i t h such a Z , the LOT m a t r i x JP。is 
o p t i m a l . It is important to point out that our optimization 
approach leads to an optimal LOT that is tied to the choice of 
the initial m a t r i x P . Thus, an optimal LOT derived by the 
procedure above m a y not be the globally optimal LOT, in the sense 
of maximizing the energy compaction. H o w e v e r , as w e w i l l see 
later, our choice for P in (15) is good enough since w e h a v e 
obtained the same energy compaction as Cassereau's functions, 
[2], [12], w h i c h are designed to be globally o p t i m a l . 
Direct consequences of the choice L = 2N include that a flat 
field can be reproduced w i t h only one transform coefficient p e r 
block for the lowest order basis function. Secondly, the fact 
is that the right boundaries of the basis functions for block r 
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are immediately adjacent to the left boundaries of the basis 
functions for blo c k r + 2 . If L w e r e smaller than 2N, there w o u l d 
b e two different positions in block r + 1 w h e r e discontinuities 
from block r and blo c k r + 2 might o c c u r . It seems' therefore' 
that L = 2N is a good choice for the length of the LOT basis 
functions. 
2.5 Approximation of an Optimal LOT 
N e x t , the key to a fast algorithm for the above optimal LOT 
is the approximation of the m a t r i x Z b y a product of a few simple 
factors. In order to simplify n o t a t i o n , let us refer to the 
Gauss-Markov autocorrelation m a t r i x in (7) as R{2N, p) • w h e r e 
the first parameter represents the m a t r i x o r d e r . W e can relate 
R{2N, p) to R[N, p) by 
( r { N , p) B ) M7\ 
一-载 P) B 晰 , P ) j ( ) 
wher e B = p J"r'r and r = [l p p^ . . . p汉叫• 
Coinbining (15) and (17), w e obtain, after a few 
manipulations, 
p/p p - f^ (18) 
w h e r e the diagonal blocks R^ and R^ are given b y 
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R^ = e L 寒 - p ) D . + Bf^RiN, p) Do + px/.j/rP^ + pl/oT^rD。， （19) 
and 
R, = p) !)• + doRiN, p) Do - ^d^r'rD^ - px/or^rD。. （20) 
If w e let the correlation coefficient p approach u n i t y , the 
matrices D^ and D^ w i l l contain the asymptotic even and odd 
eigenvectors of R{N, p) , respectively, since the D C T is the limit 
, of the KLT as p ^  1 . A c t u a l l y , this is the m a i n reason w h y w e 
h a v e chosen the DCT basis functions in the definition of P in 
(15), in order to obtain a useful expression for the m a t r i x 
P ^ R ^ P , Thus, the terms p) D^ and p)!)。 are 
asymptotically diagonal, w i t h positive e n t r i e s . A l s o ' as p 1 ' 
the vector r w i l l have all of its entries equal to one, i.e., it 
w i l l b e an even v e c t o r . Thus, the term D^r^rD。goes to zero. 
Furthermore, since the vector [1 1 . . . 1]' is equal to y/N times 
the first column of !)•, it follows that 
/ \ 
N 0 0 . . . 0 
0 0 . . . 0 
„ j . • • (21) 
• • • 
• • • 
0 0 . . . 0 
V / 
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Thus, it is clear that R^ w i l l asymptotically b e a diagonal 
m a t r i x w i t h p o s i t i v e diagonal e n t r i e s . The factor R^ , h o w e v e r , 
m a y not h a v e a dominant diagonal because the third term in (20) 
、is subtracted from the o t h e r s . N e v e r t h e l e s s , w e can expect the 
following approximation to h o l d as p gets closer to one: 
Z 敏 「 工 ( 2 2 ) 
0 z 
w h e r e I and Z are square matrices of order N/2 • A l t h o u g h J?^  m a y 
not have a strongly dominant diagonal, w e should expect some 
diagonal dominance, so that Z should not be far from the 
identity m a t r i x . In fact, in [3] it is shown that Z can b e 
closely approximated by a cascade of N/2 plane rotations, in 
the form 
“ TJ广.T…丨 (23) 
w h e r e each plane rotation is defined as 
1 0 0 
T, = 0 y(e,) 0 . (24) 
p 0 
The m a t r i x y(e^) is a 2 x 2 butterfly 
/ \ 
_ cos e, sin e, (25) 
X \ X3 j) — A f\ f 
(-Sin e• cos 
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w h e r e 6- is the rotation angle, and the top left identity factor 
in (24) is of order i - 1 . For N = 16 and p = 0 . 9 5 , an 
appropriate set of angles (in n radian) is [6^ . • . 67J = [ 0.42 
0.53 0.5 0.44 0.35 0.23 0.11 ] [3]. W i t h these angles, the 
energy compaction is G^^ = 9.32 , w h i c h is close to the val u e 
Grpc = 9.49 corresponding to the exact solution. Thus, the loss 
in coding gain b y using the approximation in (23) is only 0.08 
d B . The energy compaction for a DCT of size 16 is G^^ = 8 . 8 2 , so 
that the LOT leads to an improvement of 0.32 dB in the rms 
reconstruction e r r o r . For N = S, the set of angles (in n 
radians) that best approximates an optimal LOT is 62 0 ^ ] = [ 
0.13 0.16 0.13 ] [3]. 
It is important to note that the approximation of Z by a 
cascade of N/2 - 1 butterflies is satisfactory for small N. W h e n 
N > 32 , the approximation m a y introduce small discontinuities in 
the low-order basis functions, w h i c h w o u l d lead to noticeable 
artifacts in the reconstructed signal. 
2.6 Representation of an Approximately Optimal LOT 
The fast LOT is defined b y P。in (12) , w i t h P given by (15) 
and Z by (22)- (25) . The resulting P^ can also b e wri t t e n as 
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/ � I I 
( 、 0 「0 0 、 
一 1 D* D � 0 0 I -I I I � I 0) (26) 
P� = 1 0 0 !)• D� J J J -J lo Z ' 
I J V / 
0 lo o j 
I -I 
V / 
T h e f l o w g r a p h c o r r e s p o n d i n g to the a b o v e m a t r i x ' for N=8 , 
is shown in F i g - I . N o t e that the f l o w g r a p h can b e u s e d for b o t h 
the d i r e c t a n d the r e v e r s e L O T ' S , b y t r a n s p o s i t i o n , as w i t h a l l 
o r t h o g o n a l t r a n s f o r m s . T h e d i r e c t L O T is o b t a i n e d b y p r o c e s s i n g 
the data from left to r i g h t , a n d the r e v e r s e L O T (RLOT) from 
right to l e f t . 
A l t h o u g h the f l o w g r a p h of F i g - I seems to i n d i c a t e that w e 
n e e d to c o m p u t e two D C T ' s of size N to o b t a i n N L O T c o e f f i c i e n t s , 
this is not s o . F r o m F i g - I , it is c l e a r that the D C T ' s u s e d in 
b l o c k r can a l s o b e u s e d in p a r t for b l o c k s r - 1 a n d r + l ' as 
shown in F i g- 工 工 . F o r the f l o w g r a p h of F i g - I I , it s h o u l d b e n o t e d 
that each line in it is a c t u a l l y a set of N/2 c o n s e c u t i v e 
c o e f f i c i e n t s , a n d each b u t t e r f l y r e p r e s e n t s a set of N/2 a c t u a l 
b u t t e r f l i e s , in a simple e x t e n s i o n of F i g - I . Inside the d a s h e d 
line is the LOT of a single b l o c k . T h e letters "E" a n d "0" 
represent even a n d o d d c o e f f i c i e n t s , r e s p e c t i v e l y . 
The L O T of the first a n d last b l o c k s , P^ a n d P^, are 
o b t a i n e d b y r e f l e c t i n g the data at the segment b o u n d a r i e s . This 
is e q u i v a l e n t to u s i n g the b l o c k l a b e l l e d !!• in F i g - I I , w h e r e 
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!!• is the m a t r i x containing half of the samples of the even DCT 
functions, that is, 
/ \ 
„ H. (27) 
D = , 
w h e r e , as b e f o r e , the columns of D^ are the even DCT functions. 
[o o| ^ 
一。。T 
3 SIZE 6 v W \ 
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3 IMPLEMENTATION 
3.1 Mathematical Background 
By (12), 




By syiranetry of D^, and asyiranetry of D。， 
• • 
1 D.-Do D.-DO 
P = z 
mm J 
By (22), 
^ 1 D^-^o [l 0" 
P。“ 7 + -D^-D。[o 念-
_ J 
where Z and I are of order N/2 . 
3.2 Analysis of LOT Flowgraph 
3.2.1 The Fundamental LOT Building Block 
In order to see how transformation defined b y P^ is 
represented in the flowgraph of Fig-II, let us consider the LOT 
of a general block of incoming signal, block n, as shown in Fig-
III. The 1 xN row vector, x, is formed from the second half of 
block n-1 and the first half of block n； and the IxN row v e c t o r , 
y, is formed from the second half of block n and the first half 
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of block n+1. From above, the LOT of block n is given by 
• _ 
__ d，-DO d.-p, i p r o " 
, 1 fj o" 
= x D ^ - x D ^ - y D ^ - y D ^ ) ^ 0 运 
(let xD^ = d, xD。= e, yD^ = f, yD^ = g, w e have,) 
1「1 o_ 
={d-e + f + g d-e-f-g)^ 0 运 
p. — 
^ ( d - e + r + g) 0 
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This LOT of b l o c k n is exactly represented b y that part of the 





BLOCK n-l - d-x(De) 二 
广 DCT ^ d - e d-e^f^g ^(d-e+f+g) 
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3.2.2 +1/-1 Butterflies 
Having examined the representation for the fundamental LOT 
building block of the flowgraph, let us now look at the input 
part of the flowgraph in F i g -工工 for the case of M = 3 , i . e . the 
incoming signal is subdivided into 3 blocks of N samples. (see 
Fig-IV) 
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For simplicity of no t a t i o n , the D C T coefficients for the D C T 
of the incoming signal blocks are represented as 1 xi\r/2 row 
vectors: a, h, c, d, e, and f . Denoting the outputs right after 
the +1/-1 butterflies as 1 xN/2 row vectors: n^, n � ，n ^ , n^, n^, 
and n^, it can b e shown that transformation process carried out 
in the butterflies can b e represented b y the following m a t r i x 
equation: 
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• ^m r ^  
2 1 1 0 0 0 a n� 
2 - 1 - 1 0 0 0 Jb 
0 1 - 1 1 1 0 c _ 
0 1 - 1 - 1 - 1 0 d ~ n^  
0 0 0 1 -1 2 e n^ 
0 0 0 1 -1 -2 £ „ L J J Ug 
That is, the transformation process is defined by a 6 x 6 
{= 2M X 2M for M = 3 ) square matrix, in which the first two rows 
are for the block 1, the next two rows are for the block 2' and 
the last two rows are for the block 3. Moreover' this matrix is 
non-singular and invertible. 
The final LOT output coefficients for the incoming signal 
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S i m i l a r l y , for M = 4 (see F i g - V ) , w e have： 
•2 1 1 0 0 0 0 0 1「a"| 巧 
2 - 1 - 1 0 0 0 0 0 Jb 
0 1 -1 1 1 0 0 0 c 
0 1 -1 -1 -1 0 0 0 d _ 
0 0 0 1 -1 1 1 O e ' n ^ 
0 0 0 1 -1 -1 -1 0 f n^ 
0 0 0 0 0 1 - 1 2 g = 
0 0 0 0 0 1 -1 -2 h ， 
A g a i n , the t r a n s f o r m a t i o n p r o c e s s c a r r i e d out in the +1/-1 
b u t t e r f l i e s is d e f i n e d b y a 8 x 8 ( = 2 M x 2 M for M = 4) square 
m a t r i x , in w h i c h the first two rows (rows 1 a n d 2) a r e for the 
b l o c k 1, rows 3 a n d 4 are for the b l o c k 2• rows 5 a n d 6 a r e for 
the b l o c k 3, a n d last two rows (rows 7 a n d 8) a r e for the b l o c k 
4 . A l s o , the m a t r i x is n o n - s i n g u l a r a n d i n v e r t i b l e . 
The final L O T o u t p u t c o e f f i c i e n t s for the i n c o m i n g signal 
b l o c k s are g i v e n b y the following matrix： 
1 
"2 n^ 
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“ a 2 2a 
• ^ H. — ^ 卜 nl) 
BLOCK 1 B . C > < 。 ^ 
lb 2a-b-c 
• ^ \ - 、 ( = n 2 ) 
DCT J X ^ 
^ c b-c b-c+d+e 
• ~ [ - 、 \ (，n3� 
BLOCK 2 d+e > < C 、 ^ 
d ^ b-c+d+e 
• E ^ ^ == (=n4) 
DCT " X " 
e d-e d-e+f+g 
• ^ ^ - 、 ^ ( - n 5 ) 
BLOCK 3 ^ 』 ^ 
^ — f • 二 - g 
DCT ^ X " 
, _ o f-g f-g十 
• ^ ^ ^ 二 (=n7) 
block 4 2 h > < l ^ 〜 
h 2 ^ ^ f-g-2h 
• — — J H 色 • Z - 、（=n8> 
Fig-V 
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So, b y L i n e a r Progression m e t h o d , it can b e p r o v e d that 
generally the t r a n s f o r m a t i o n p r o c e s s carried out in the +1/-1 
b u t t e r f l i e s of Fig-工工 is defined by an invertible 2M x 2M square 
m a t r i x w i t h the following format (see Fig-VI): 
for y 2 1 1 0 0 
block 人 2 - 1 - 1 0 0 
for 广 （ 1 -1 1 卞 � 
block 2 \ 0 \ 1 - 1 - 1 - 1 / 0 0 
for < 0 • • / I - 1 1 1 ) 0 • • • • 0 
block 3 \ 0 • . V I - 1 - 1 - 1 / 0 • • • • 0 
• • • • 
• “ 
• • 
Z 0 0 /l -1 1 l\ 0 
• 0 0 u -1 -1 - V 0 
fo. / 0 
block M \ 0 1 - 1 - 2 
Fig-VI 
Then the final LOT output coefficients for the incoming signal 
blocks can b e obtained simply by applying the J and Z transforms 
alternatively to the 1 xN/2 row vectors output from the +1/-1 
1 
b u t t e r f l i e s , w i t h a scaling factor of . 
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3.3 Conclusion 
W h o l l y speaking, the LOT process as shown in Fig-II is m a d e 
up of series of invertible m a t r i x m u l t i p l i c a t i o n s . In case an 
image row of MN samples (pixel values) is being transformed' the 
row of M blocks of N image pixel values is p r o c e s s e d firstly by 
m u l t i p l y i n g at one end w i t h the m a t r i x w h i c h is of order N/2, 
then the transformation is continued by multiplications w i t h the 
DCT m a t r i x , w h i c h is of order N, and the transformation is 
finished at the other end by multiplication w i t h the m a t r i x J H ^ , 
w h i c h is of order N/2. The transformation m a t r i c e s involved in 
this first step of LOT, namely the H^, J H ^ , and the DCT 
m a t r i c e s , are all square, non-singular and hence i n v e r t i b l e . The 
output of this first step of LOT is a row of 2M blocks of N/2 DCT 
coefficients, w h i c h is fed as input to the +1/-1 butterflies in 
Fig-工工,.the transformation done in this second step of LOT is 
achieved by multiplying the 2 M blocks by the 2M x 2M m a t r i x 
shown in F i g - V I . The final step of LOT is the scaling of the 
outputs of the +1/-1 butterflies by a factor of 1/2, and then 
multiplying them alternatively w i t h the matrices I and Z, w h i c h 
are of the order N/2. It should be noted that the resulting 
m a t r i x , Z , for the set of angles w i t h N=B is invertible, and so 
is the case w i t h N=16 . 
Since every step of the LOT process concerns about 
invertible m a t r i x multiplications, the RLOT process is just the 
inverse m a t r i x multiplication version of the LOT p r o c e s s , w h i c h 
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is directly s t r a i g h t - f o r w a r d . Both the LOT and RLOT processes 
are implemented w i t h computer programs and applied to some two 
dimensional images. 
\ 
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4 RESULTS 
4.1 Objective of Energy Packing 
A f t e r implementing the LOT w i t h computer software, the 
effectiveness of the LOT in concentrating the information among 
the pixels (pixel decorrelation and energy packing) in a two 
dimensional image is investigated; that is, its feasibility in 
producing good image compression or reduction is stud i e d . The 
reason is that it is interested to m a k e u se of the LOT to achieve 
good image compression in the image transform p r o c e s s , w i t h 
little blocking effect in the RLOT image o u t p u t . 
4.2 Nature of Target Images 
Two grey-scale images of very different natures are used for 
this investigation. Both images are of the same size of 512 
bytes b y 512 b y t e s , i.e. each pixel v a l u e is of one byt e long, 
giving a total of 256 grey levels. 
One image is the famous baboon face (see Img-lb) in w h i c h 
there is nearly no straight lines except for the short hairs 
around the m o u t h , and the grooves on the two sides of the n o i s e . 
Besides, on the w h o l e , the grey-level varies a lot from p i x e l to 
pixel, for example, in the hai r around the ey e s . That means 
there is little correlation among m a n y of the pixel v a l u e s . The 
other image employed is the boat image (see Img-la) , in w h i c h 
there are ma n y straight lines given from the body of the b o a t s , 
rods, p o l e s , and ropes . M o r e o v e r , the grey-level varies m u c h 
less drastically and regions can be found in w h i c h the pixel 
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v a l u e s are m o r e or less the same； for exam p l e , in the b o d y of 
b o a t s , in the sky, and in the gr o u n d , e t c . . C o n c l u s i v e l y , the 
pix e l v a l u e s in the boat image are m u c h m o r e i n t e r - r e l a t e d w h e n 
compared w i t h the b a b o o n i m a g e . 
4.3 Methodology of LOT Coefficient Selection 
As the L O T of a 512 pixels b y 512 pixels 2 -D image gives a 
512 b y 512 m a t r i x of LOT coef f i c i e n t s , in order to achie v e image 
r e d u c t i o n , those LOT coefficients w h i c h are m i n o r in terms of 
m a g n i t u d e are discarded b y setting to ze r o . This is reasonable 
b e c a u s e that, following the application of the or t h o n o r m a l L O T , 
the total energy in the LOT coefficient domain w i l l equal that 
of the original d a t a , w h i c h are represented b y the sum of the 
squares of the p i x e l values and of the LOT coefficients 
r e s p e c t i v e l y . 
Since the 2-D LOT w i t h a blo c k size of N is done b y applying 
separable LOT'S to the rows and columns of the 2-D image w i t h the 
same block size, N; coefficient m a g n i t u d e s are h e n c e compared 
w i t h i n NxN submatrices in the 5 1 2 x 5 1 2 m a t r i x of LOT 
coe f f i c i e n t s . Those coefficients w i t h m a g n i t u d e s equal to or 
smaller than a specific p e r c e n t a g e of the m a x i m u m coefficient 
m ag nitude local to the NxN submatrix, w h i c h is typically equal 
to the DC coefficient in the submatrix, are regarded as 
insignificant and d r o p p e d . This specific p e r c e n t a g e is called 
the "selection percentage“. 
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This dropping process is carried out submatrix b y submatrix 
to cover the w h o l e 512x512 m a t r i x of LOT coefficients' and the 
total number of LOT coefficients so dropped are recorded to 
calculate the overall LOT coefficients drop ratio, w h i c h is 
obviously given b y the following formulae. 
let Dcoeff = the total number of LOT co e f f s . dropped at a 
specific selection % 
then 
LOT c o e f f s . drop ratio at the specific selection % is 
一 1 to B i r x B 1 2 
4.4 dB RMS Error in Pixel Values 
w i t h the above LOT coefficients dropping, noises w i l l be 
introduced in the RLOT output image. In fact, even w i t h no 
coefficient dropping, i.e. a zero selection p e r c e n t a g e , there 
w i l l also be some noises from the floating point m a n i p u l a t i o n and 
the non-perfect floating point m a t r i x inverses. In order to give 
a m e a s u r e of the noises resulted in the RLOT output image, the 
dB rms (root-mean-square) error in its pixel values is u s e d . 
For this purpose, the conventional m e a n - s q u a r e - e r r o r m e a s u r e 
is used: 
E E ( x - 计 / E E X 2 
w h e r e x is the amplitude of an arbitrary input p i x e l , x its RLOT 
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reconstructed counterpart, and the suinmation is taken all image 
p i x e l s . This m e a s u r e is defined on an element-by-element b a s i s ' 
w h i c h becomes m o r e evident w h e n b o t h numerator and denominator 
are divided b y the total number of elements, 5 1 2 x 5 1 2 . Thus, the 
rms error in dB is given equal to: 
4.5 Negative Pixel Values in Reverse LOT 
Another consequence of LOT coefficient dropping is the 
emerge of negative pixel values in the RLO T , w h e n reconstructing 
the original image. Surely, negative p i x e l values are 
practically illogical, and they w i l l give errors w h e n the RLOT 
output image is to b e displayed b y some image display p r o g r a m . 
Therefore, they are also discarded b y resetting to zero. 
However, this feature can b e viewed as another rough m e a s u r e of 
the inconsistencies brought about b y the process of LOT 
coefficient d r o p p i n g . As explained b e f o r e , even w i t h no LOT 
coefficient dropping, there w i l l also be a possibility of having 
negative pixel values in the R L O T . 
4.6 LOT Coefficient Energy Distribution 
This has been pointed out in section 4.3 that, following the 
application of an orthonormal transform, the total energy in the 
transform coefficient domain w i l l equal that of the original 
data, w h i c h are represented b y the sum of the squares of the 
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input data values and of the transform coefficients respectively* 
Furthermore, it is open to us to process the input data after 
subtraction of the m e a n v a l u e , in w h i c h case all ' A C 
coefficients w o u l d remain unaltered in v a l u e but the m a g n i t u d e 
of the ' D C coefficient w o u l d now become zero. Thus, the DC and 
AC energy terms equate separately, and in case that a square two-
dimensional block of data is transformed, the DC coefficient 
w o u l d b e c o m e N times the data m e a n v a l u e , w h e r e N is the block 
size [section 4.2 of 6]. 
W e m a y now extend the preceding theory to the m o r e typical 
situation in w h i c h an 2-D image is p r o c e s s e d by initial 
subdivision into smaller NxN blocks for m o r e convenient 
manipulation [section 4.2 of 6] . The significant features of 
such an extension are t w o . First, it is no longer practical to 
set the m e a n value of every block to zero, though w e m a y do so 
for the image as a w h o l e if w e w i s h . Second, what w e r e 
individual, single values (the coefficients of various orders) 
now become sequences of random v a r i a b l e s , each w i t h their own 
values of m e a n , v a r i a n c e , and so on, m e a s u r e d over the ensemble 
of blocks making up the w h o l e image. For the case of the DC 
coefficient sequence in the transform domain, the m e a n v a l u e is 
N times that of the w h o l e image and the variance w i l l typically 
b e the largest of the w h o l e coefficient set. (It is w o r t h 
recalling h e r e the generalisation that the transform operation 
results in a redistribution of data energy into the low-order 
transform coefficients -- what this means in the case of the DC 
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coefficient is that the various individual b l o c k m e a n s vary 
significantly about the overall m e a n of the image, giving a DC 
coefficient sequence of large variance.) 
4•7 Experimental Data 
For a fixed v a l u e of the block size, N, graphs of the dB rms 
error, the LOT coefficients drop ratio, and the total number of 
negative p i x e l values in RL〇T, are plot t e d against the selection 
p e r c e n t a g e . For N=8 , the graphs for the boat image are shown in 
Fig-la to Fig-3a, w h i l e the corresponding graphs for the baboon 
image are shown in Fig-lb to Fi g - 3 b . For N=16 , Fig-4a to Fig-6a 
are for the boat image, and Fig-4b to Fig-6b are for the baboon 
image. The numeric data for all the graphs are given in Table-
5a, Table-6a, Table-5b, and Table-6b, in the Ap p e n d i x for 
reference. 
For the study of the LOT coefficient energy distribution, 
means and normalised variances of the coefficient sequences are 
calculated and shown as NxN a r r a y s . Variances of the 
coefficient sequences are each normalised by the input pixel 
variance of the w h o l e image, in order to ma k e the distribution 
easier to interpret, for the sum of all the entries in the NxN 
array w i l l always be very nearly ISF • For N=8, the coefficient 
mean array and the normalised coefficient variance array for the 
boat image are given in Table-la and Table-2a respectively, 
whereas the corresponding ones for the baboon image are given in 
Table-lb and Tabl e - 2 b . For N"=16, Table-3a and Table-4a are for 
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the boat image, and Table-3b and Table-4b are for the baboon 
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Table-la LOT coeff . mean array for boat image with N = S 
Row 0: 1089 .1 -0.87387 -0.042373 -0.37884 2 .7946 
0 .12071 0 .31119 -0.019055 
Row 1: -1.5288 0 .42841 -0.12419 0 .023985 -0.078598 
-0.12 -0.17914 0 .014948 
Row 2 : 0 .10747 -0.11308 0 .070007 0 .074851 -0.14841 
0.041423 0 .096228 0.0091797 
Row 3 : 0 .00084602 -0.015871 -0.058356 0 .064934 0 .059312 
-0.012611 -0.0066399 0 .0036771 
Row 4 : 1 .5545 -0.26126 -0.029517 0 .19901 0 .2309 
-0.15383 0 .20495 0.00087282 
Row 5: 0 .71118 -0.042596 0.010394 0 .17984 -0.22633 
-0.080928 -0.093568 0 .0058945 
Row 6: 0 .064415 0 .06018 -0.041601 0 .01588 0 .00031661 
0 .024177 -0.02025 -0.0080676 
Row 7 : -0.31134 0 .044172 -0.037028 0.0012612 -0.038171 
-0.0061691 0 .02826 0 .0025895 
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Table-2a Normalised LOT coeff . variance array for boat image with N = B 
Row 0: 56 .078 0 .6335 0.15373 0 .068509 2 .0859 
0 .28492 0 .14726 0.022574 
Row 1: 0 .46148 0 .076046 0 .031842 0 .016851 0 .13578 
0 .044355 0 .029311 0 .004185 
Row 2 : 0 .043226 0.010053 0.0064649 0 .00578 0 .023249 
0 .0065036 0 .0076215 0 .0013796 
Row 3 : 0 .0055277 0.0024249 0 .0024978 0 .0031996 0 .0031399 
0 .001967 0.0034289 0.00083463 
Row 4: 2 .0573 0 .2384 0 .085586 0 .037911 0 .53279 
0 .11925 0.07587 0 .010638 
Row 5: 0 .19972 0 .025026 0 .01574 0 .0088005 0 .057781 
0 .017711 0.01493 0 .0021455 
Row 6: 0 .031911 0 .0067456 0 .004111 0.0041793 0 .011416 
0.0043303 0 .0052025 0.0009992 
Row 7 : 0 .011461 0.0029444 0 .0025358 0.0029917 0 .0047715 
0.0023083 0.0032616 0.00078898 
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Table-3a LOT coeff . mean array for boat image with N = 16 
Row 0: 2178 .1 -4.8039 1 .7461 -0.25052 -0.084743 
-0.083437 0 .92311 0 .11656 2 .6014 -0.14986 
-0.44265 -0.062802 1 .6436 1 .4726 1 .5304 
0 .85766 
Row 1: -2.6375 -0.11642 0 .13654 -0.53857 0 .48311 
0 .58678 -0.3396 0 ,033139 -1.7159 0 .54424 
0 .34276 0 .10902 0 .11751 -0.5286 -0.3631 
-0.031309 
Row 2 : 2 .3903 -0.59788 0 .96994 -0.39678 0 .3224 
0 .16146 -0.042723 -0.17147 -0.38561 -0.050582 
-0.014033 0 .17884 0.066283 -0.47361 0 .10491 
0 .0075065 
Row 3 : 0 .8356 -0.69511 -0.045183 -0.12778 0.36103 
-0.17235 0.029327 0 .0027538 -0.44601 0.050483 
0 .13996 0 .10931 0 .094239 0 .036934 0 .023992 
0 .02091 
Row 4: 0 .21494 0.66074 0.18897 -0.097955 0 .14001 
0.0051167 -0.18847 -0.11994 0.16993 0 .47891 
-0.23613 0 .059608 0 .25709 -0.019247 0.39023 
0.069674 
Row 5: 0 .0015271 -0.14391 0 .20355 -0.079952 0 .042472 
0.065657 0.17382 0.0099692 0 .14507 -0.20623 
0.074982 -0.068884 -0.042905 -0.049767 -0.023906 
-0.016277 
Row 6: 0 .00462 -0.04059 -0.00060824 -0.03804 0 .13111 
0.030372 0.10953 0 .095331 -0.15586 0.0058829 
0 .016805 0 .089699 -0.088603 0 .013945 -0.0041531 
-0.0051143 
Row 7 : -0.02635 -0.063919 -0.070912 0 .062878 -0.0019981 
0.098683 0 .13179 -0.0028479 0.083483 -0.012942 
0 .039478 0 .030311 0.041886 -0.038964 -0.093271 
0.003636 
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Row 8 : -0.21358 0 .3448 -0.50995 -1.5657 0 .066717 
0.56623 -0.61118 0 .23235 0 .55537 -0.45859 
0 .35251 -0.19295 0 .038971 -0.35593 -0.25252 
0 .043217 
Row 9 : -2.2679 -0.054686 -0.20592 0 .41821 0 .35027 
-0.29123 0.29773 0 .043171 -0.32148 0 .079222 
-0.078299 -0.47948 -0.8221 -0.67836 -0.59705 
-0.24725 
Row 10: -1.2384 0 .43659 -0.1227 0.11013 -0.27781 
0 .10002 0 .27021 -0.040951 0 .11001 -0.36224 
-0.24951 0 .15926 0 .60716 0 .13099 0 .17291 
0 .024272 
Row 11: -0.017798 0 .12916 -0.014258 -0.31682 -0.043883 
0 .17147 -0.28633 0.028644 0 .050658 -0.038456 
0 .30222 0 .10326 0 .24791 0 .38457 0 .31028 
0 .081634 
Row 12: -0.3698 0 .50931 -0.58657 -0.19876 -0.027073 
0.28413 -0.15986 0.19602 0 .099481 -0.26082 
0 .28109 0 .087909 0.08124 0.17543 0.019897 
0.0050043 
Row 13: -1.2119 0 .46915 -0.60043 -0.46128 0 .11075 
0 .33849 -0.031668 0 .1522 -0.033588 -0.30226 
0.15254 0.041186 0.087462 0 .17527 0.14937 
-0.019718 
Row 14: -1.1633 0.47782 -0.43853 -0.37999 -0.03798 
0 .28604 -0.017966 0.049642 0 .044625 -0.22609 
0.071907 0.034034 0.36837 0 .098302 0 .058531 
0 .009679 
Row 15: -0.78208 0.082837 -0.18701 -0.095059 -0.057793 
0 .041161 -0.092879 0 .033218 -0.065006 -0.12125 
0 .12971 -0.059769 0.070217 -0.048272 0.20672 
-0.021944 
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Table-4a Normalised LOT coeff . variance array for boat image with N = 16 
Row 0: 204 .77 3 .5669 1 .0024 0 .35605 0 .20194 
0 .19458 0 .12071 0 .013858 3 .9556 0 .88234 
0 .428 0.50023 1 .3045 2 .57 1 .6711 
0 .20782 
Row 1: 2 .8144 0 .60644 0 .2981 0 .1525 0 .10784 
0 .095032 0 .060059 0.0061693 0 .69781 0.28083 
0 .14429 0.13917 0.2233 0 .37982 0.23533 
0 .029949 
Row 2 : 0 .78135 0 .14708 0 .095512 0 .062467 0 .03491 
0 .038664 0.026114 0.0032902 0 .21861 0 .078225 
0 .062381 0 .052286 0 .076196 0 .13099 0 .078782 
0 .0099906 
Row 3: 0 .25212 0 .073841 0.027382 0 .020982 0 .020946 
0 .016856 0 .012258 0.0017707 0 .06942 0 .027406 
0 .019261 0.019424 0 .031156 0 .041992 0 .026702 
0.0039174 
Row 4: 0.069603 0 .034859 0 .012908 0.0080813 0 .0068311 
0.0091563 0 .009069 0.0012696 0 .027261 0 .011607 
0 .0080999 0.0085322 0.012174 0.017347 0 .011795 
0.0015663 
Row 5: 0 .024169 0.0089177 0.0058826 0 .0039171 0.0036349 
0.0041057 0 .0053146 0.00090276 0 .01027 0.0056774 
0 .0045711 0.0045282 0.0061316 0 .0077081 0 .005869 
0.00085882 
Row 6: 0 .0077948 0 .0034016 0 .0029441 0 .0018231 0.0025313 
0.0036332 0.0045272 0.00081167 0 .003338 0.002553 
0 .0022198 0.0025094 0.002998 0 .0039356 0.0031213 
0 .00045275 
Row 7 : 0 .0031557 0.0019734 0.0016543 0.0015102 0.0018422 
0.0025714 0.0035663 0.00078663 0.0018482 0.0017167 
0.0016617 0.0018363 0.0024334 0.0026448 0.0027737 
0.00038011 
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Row 8: 5 .2945 0 .71796 0.37723 0 .15204 0.087073 
0 .079108 0 .045256 0 .0056145 0 .83816 0 .25295 
0 .1543 0 .14265 0 .24132 0 .42719 0 .27201 
0 .034036 
Row 9 : 0 .7015 0 .14832 0 .092788 0 .031644 0.033664 
0 .029514 0.020324 0 .0025566 0 .14985 0 .056799 
0 .04506 0.039093 0 .062309 0 .089917 0 .059834 
0 .0073335 
Row 10: 0 .23817 0 .064682 0.029573 0.019353 0 .015689 
0 .013441 0 .012968 0.0017107 0 .0657 0.028653 
0 .01855 0 .020728 0 .028052 0.038197 0 .025836 
0 .0035846 
Row 11: 0 .47522 0.07577 0.032987 0.014573 0 .011325 
0 .012487 0.010987 0.0014522 0 .073707 0 .022208 
0 .016948 0 .016388 0 .025635 0 .039447 0.026434 
0 .0035831 
Row 12: 1 .8861 0.18977 0 .092105 0 .034779 0 .022945 
0 .023679 0 .017331 0 .002341 0 .20972 0 .061492 
0 .041081 0 .037025 0.071682 0 .11007 0.077053 
0,.010091 
Row 13: 3 .8005 0.3743 0 .16306 0.064733 0 .039788 
0 .039506 0.027784 0.0037364 0 .39725 0 .11121 
0.074582 0 .067805 0 .13711 0 .2185 0 .14831 
0.019584 
Row 14: 2 .5246 0.24237 0 .10511 0 .040869 0 .026438 
0.025196 0 .018278 0.0024568 0.25713 0 .071408 
0.048839 0 .044969 0.089717 0 .14449 0 .094146 
0 .012658 
Row 15: 0 .31132 0 .031811 0.014379 0.0060124 0 .0048146 
0.004739 0.0050962 0.00086028 0 .032775 0.0098709 
0.0076797 0.0062263 0.012846 0 .0198 0 .013398 
0.0018073 
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Table-lb LOT coeff . mean array for baboon image with N = S 
Row 0: 1033 .5 0 .3929 0 .19014 0 .39014 0 .86567 
-0.04204 -0.023992 -0.035812 
Row 1: -3.6044 0 .39014 -0.41897 -0.093915 0 .33764 
0 .1305 0 .31745 0 .033992 
Row 2 : -1.8082 -0.32863 -0.26315 -0.088196 0 .364 
-0.012003 0 .11149 -0.10128 
Row 3 : -1.201 -0.15446 -0.10039 0 .19537 0 .060997 
0 .18179 0 .072846 0 .12 
Row 4: 1 .3312 -0.55965 -0.32576 -0.31828 -0.44248 
0.27703 -0.11084 -0.15011 
Row 5: 2 .2705 0 .92877 -0.21235 0 .073224 0 .31381 
-0.35539 -0.049409 -0.070545 
Row 6: 3 .4714 0 .25058 -0.084558 -0.16528 -0.46525 
0.20327 0 .0099016 -0.065518 
Row 7 : 1 .9454 -0.18291 -0.2262 -0.14614 0 .047447 
0 .16695 -0.16668 -0.066347 
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Table-2b Normalised LOT coeff . variance array for baboon image with N = 8 
Row 0: 39 . 91 0 .74629 0 .20994 0 .077367 2 .4581 
0 .44751 0.14267 0.069184 
Row 1: 1 .7279 0 .59931 0 .20519 0 .06964 1 .0437 
0 .33076 0 .12476 0 .060125 
Row 2 : 0 .92046 0 .3596 0 .13298 0 .048749 0 .62146 
‘ 0 .23564 0.082763 0 .0419 
Row 3 : 0 .42517 0 .20611 0 .095629 0 .055629 0 .29922 
0 .13418 0 .079511 0.03647 
Row 4 : 2 .57 0 .67529 0 .21067 0 .070579 1.4143 
0 .41292 0 .13476 0.065583 
Row 5: 1 .2018 0.46187 0 .16834 0.062183 0.77632 
0 .29915 0.11162 0.047864 
Row 6: 0 .82354 0 .26928 0 .11344 0 .055886 0.44933 
0.18677 0 .084892 0 .041976 
Row 7 : 0 .52135 0 .18455 0 .081947 0 .035379 0 .25497 
0 .11105 0.059002 0 .028271 
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Table-3b LOT coeff . mean array for baboon image with N = 16 
Row 0: 2067 .1 -0.95597 -0.78789 -0.61243 0 .38028 
0 .47518 -0.73688 -0.36033 2 .8606 -1.0517 
1 .2508 0 .81897 2 .298 2 .7822 1 .4027 
0 .70204 
Row 1: -4.8415 1 .0981 -0.003992 -1.6549 0 .41925 
0 .027434 -0.075286 -0.024808 -0.6357 -1.2766 
-0.20875 0 .43641 -0.1702 -0.55207 -0.46161 
-0.29485 
Row 2 : -2.9541 0 .22902 0.54067 -0.91616 1 .1951 
-0.39948 -0.2159 -0.51421 -0.39179 0 .97218 
-0.61145 -0.507 -1.1179 -0.58511 -0.42438 
-0.34354 
Row 3 : -5.1156 -1.4596 0 .058248 0 .42975 0 .32325 
-0.18043 -0.34406 0 .33858 -0.57949 -1.0613 
-0.11777 -0.0373 -1.2837 -2.5756 -1.4804 
-0.70321 
Row 4: -3.6163 0.018307 0 .76358 -0.0064011 -0.52631 
0 .17218 0 .14438 0 .19706 1 .784 -0.69787 
0 .35619 0 .4341 0 .48759 0 .76904 0 .50769 
0.15023 
Row 5: -3.8091 -1.4406 -1.0928 -0.31905 -1.4764 
-0.25958 -0.092424 -0.01523 -0.78096 -0.16858 
-0.73717 0 .013688 -0.499 -1.0235 -0.57436 
-0.39312 
Row 6: -1.8561 0.17787 -0.3929 -0.18194 0 .20504 
-0.46766 0.15233 -0.62114 -0.36017 0 .16466 
0 .038231 -0.47753 -0.016596 0 .27485 0 .25921 
-0.20518 
Row 7 : -0.83865 -0.3043 -0.48802 -0.73698 0 .074892 
-0.77601 -0.20966 0 .096458 0 .26195 -0.0674 
-0.39579 -0.51261 0.0033143 -0.59432 -0.26585 
0.27789 
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Row 8 : -4.3375 -1.0042 0 .25066 0 .94858 0 .50679 
-0.26323 1 .0981 0 .17308 -0.47258 -0.086366 
-1.6746 -0.18825 -1.3005 -1.2514 -0.97041 
-0.58792 
Row 9: -6.1947 -2.2933 -0.69069 -1.1883 1.0133 
0.32103 0 .64909 0 .41247 -0.7364 -0.23293 
0 .76906 0 .12291 0 .35129 -0.21974 -0.58396 
0 .21177 
Row 10: -6.0543 3 .3342 0 .87441 0 .33767 -0.19356 
0 .2991 -0.50133 -0.29918 0 .17824 -0.59868 
-0.49012 0 .71045 -0.30843 0 .276 0 .027231 
-0.10703 
Row 11: -2.4874 0 .17924 -2.3209 -0.92826 -0.34122 
-0.20106 0 .19192 -0.10948 0 .039534 -0.75663 
0 .74512 0 .10267 -0.79045 -0.48105 -0.021167 
-0.31153 
Row 12: 0 .069034 -0.70549 -0.25043 0 .65792 0 .08309 
-0.20537 -0.33074 0 .011661 -0.36301 -0.55389 
-0.049083 0 .10415 0 .15018 0.037194 -0.25612 
-0.078689 
Row 13: 0 .79256 0 .20141 0.0071949 -0.33789 0 .10465 
0 .021736 -0.48272 0 .47695 -1.3196 -1.9757 
0 .32659 -0.8375 -1.0009 -1.3563 -0.90182 
-0.34701 
Row 14: 4 .2387 -0.10741 -0.84633 0 .33044 0 .19965 
-0.30035 -0.17605 0 .38788 -1.4903 -1.2043 
0 .06488 0.50777 -0.34918 -0.78769 -0.6476 
-0.016485 
Row 15: 2 .2339 0.78297 0 .37335 -0.83379 -0.39696 
-0.017463 0 .30786 0.071314 0 .41621 -1.0885 
0 .355 0 .37826 0.43299 0 .9786 -0.0475 
-0.11488 
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Table-4b Normalised LOT coeff . variance array for baboon image with N = 16 
Row 0: 140 .56 2 .6763 0.85783 0 .43571 0 .22925 
0 .15221 0 .10005 0.055763 4 .817 0 .75848 
0 .38057 0.58753 1 .5895 3 .0098 1 .9909 
0 .29614 
Row 1: 3 . 631 1 .5967 0 .80886 0 .48514 0 .23778 
0 .1439 0.076683 0.053964 1 .5846 0 .66049 
0 .3961 0 .33059 0 .45866 0.67383 0 .45877 
0 .10768 
Row 2 : 2 .147 1 .3261 0 .68956 0 .41325 0 .25121 
0 .13548 0.07437 0 .050239 1 .1879 0 .5624 
0 .33678 0 .28547 0 .36098 0 .57462 0.35563 
0 .086058 
Row 3 : 1 .5825 0 .98421 0 .54875 0 .35038 0 .17986 
0 .1166 0.071127 0 .041708 0 .82352 0 .42289 
0 .29215 0.21527 0.29663 0 .41049 0 .27512 
0 .070054 
Row 4: 1 .2222 0 .70091 0 .41855 0 .29402 0 .15236 
0.091253 0.049677 0.035392 0 .65818 0 .32928 
0 .26088 0 .19275 0 .22356 0 .33724 0.2213 
0 .059186 
Row 5: 0 .81267 0 .51928 0 .33679 0 .18667 0.12352 
0.09162 0 .050811 0.034392 0 .48181 0.26413 
0.18603 0 .14279 0.18123 0 .24128 0 .15522 
0.04683 
Row 6: 0 .5311 0.32907 0.23693 0 .14318 0 .1182 
0 .079075 0 .06571 0 .034666 0 .30851 0.19683 
0 .15825 0.10827 0 .12524 0.17163 0.17087 
0 .043218 
Row 7 : 0 .34357 0 .27398 0 .16679 0 .11524 0.088313 
0 .062169 0.036956 0 .024849 0.27017 0 .15518 
0 .11272 0.089784 0 .10405 0 .12158 0.087617 
0.030242 
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Row 8 : 4 .4896 1 .8842 0 .79071 0 .42669 0 .23907 
0 .13896 0.083523 0 .058708 1 .6798 0.55533 
0 .40431 0.34227 0 .51224 0 .88092 0 .55836 
0 .10069 
Row 9: 2 .3315 1 .0059 0 .57345 0 .37619 0 .20364 
0 .11869 0 .07209 0.058723 0 .91498 0.49937 
0 .31496 0 .22289 0 .32575 0 .47156 0 .31824 
0 .076774 
Row 10: 1 .5798 0 .90915 0 .51452 0 .32738 0 .1911 
0 .11161 0.068053 0 .044214 0 .8079 0.43963 
0 .29442 0 .21644 0.25313 0 .37886 0 .23897 
0 .067102 
Row 11: 1 .2812 0.77323 0 .47752 0 .2471 0 .16576 
0 .089682 0 .058379 0 .039245 0 .66051 0 .38509 
0.23413 0 .17961 0.21292 0 .3069 0 .19685 
0 .053812 
Row 12: 1 .7896 0 .83709 0 .3951 0 .25984 0 .15459 
0 .090456 0 .066825 0 .038691 0 .78619 0.33237 
0 .25185 0 .17349 0 .28124 0.40747 0 .27884 
0 .069121 
Row 13: 2 .8611 0 .99172 0 .50501 0.30673 0 .13934 
0 .11205 0.068442 0 .044645 1 .0787 0 .37982 
0 .23746 0 .2089 0 .28775 0 .48024 0 .32504 
0.070903 
Row 14: 2 .3523 0 .85869 0.36697 0 .2254 0 .11601 
0 .1152 0 .055075 0.03282 0.73977 0 .28939 
0.19419 0 .16864 0.23487 0 .3719 0 .23945 
0 .056965 
Row 15: 0.6533 0 .29312 0 .21926 0 .1352 0 .090249 
0.054847 0 .036498 0.025066 0 .2698 0 .16019 
0 .12604 0.089162 0 .10701 0 .14331 0 .10268 
0.036683 
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5 DISCUSSION AND CONCLUSIONS 
Let us see h o w the LOT behaves w h e n operating on the boat 
image and the baboon image, w i t h a block size, N, equals to 8, 
i.e. 8 pixe l values are considered as one single b l o c k . 
5.1 RMS Error (dB) and LOT Coefficients Drop Ratio 
5.1.1 Numeric Experimental Results 
As expected, the dB rms errors and LOT coefficients drop 
ratios for the two images all rise along a convex curve and level 
off to a maxima (see Fig-la, 2a & Fig-lb,2b) . However, it can b e 
observed that, for any selection p e r c e n t a g e , the rms error 
produced for the boat image is always lower. For a selection 
percentage of 0.01, the rms error for the boat image is 1.256 dB 
lower than that for the baboon image. This difference in rms 
error then gradually gets larger w i t h the selection percentage 
until it reaches a max i m u m of 2.7218 db at the selection 
percentage of 0.09, after that, it gradually decreases down to 
1.7956 dB and stays constant at the selection percentage of 0.70. 
Similarly, LOT always gives a better (i.e. higher) drop 
ratio for the boat image, w i t h the difference being 0.24 at 0.01 
selection percentage and gradually decreasing to zero at a 
selection percentage of about 0.2. 
5.1.2 Human Visual Response 
Judging from the above discussions b a s e d on the numeiric 
experimental results, one wou l d tend to jump to a quick 
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conclusion that LOT performs m u c h better w i t h the boat image. 
H o w e v e r , w h e n w e look at the RLOT output images, w e w o u l d find 
that, actually, the LOT artifacts firstly become apparent to the 
naked eyes in the RLOT image at roughly the same selection 
percentage for the two images (see Img-2a & Img-2b): 
boat image -- selection percentage = 0.04 
(see 工mg-2a) LOT c o e f f s . drop ratio = 0.95041 
rms error (dB) = -12.876 
baboon image -- selection percentage = 0.04 
(see Img-2b) LOT c o e f f s . drop ratio = 0 .88614 
rms error (dB) = -10.468 
These seemingly contradictory phenomena are in fact 
consistent w i t h the natures of the images. This is because that 
the m o r e inter-correlated pixels in the boat image not just 
permit a higher drop ratio and lower rms error, but also m a k e the 
LOT artifacts easier to be spotted w i t h the naked e y e s . For the 
boat image, the LOT artifacts first appear around straight lines 
w h i c h are oblique, for example, those slanting p o l e s , rods and 
ropes (see Img-2a) . Obviously, this is due to the stricter 
mathematical relationship among the pixels demanded for sloping 
straight lines than for horizontal or vertical lines. For the 
baboon image, there are not m a n y conspicuous oblique straight 
lines except for the m o r e or less straight grooves on the two 
sides of the central vertical noise, and the short straight hairs 
around the m o u t h , as expected, the LOT artifacts do become 
detectable first around them (see Img-2b). 
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M o r e o v e r , further increasing the selection percentage beyond 
0.04 w o u l d quickly render the RLOT output images “unacceptable" 
to the n a k e d eyes for b o t h the boat image and the baboon image. 
H e r e , the term “unacceptable" means that some features in the 
original image apparently get disappeared in the RLOT output 
image. This occurs again at roughly the same selection 
p e r c e n t a g e for the two images (see Img-3a & Img-3b): 
boat image -- selection percentage = 0.05 
(see Img-3a) LOT c o e f f s . drop ratio = 0 .95873 
rms error (dB) = -12.37 6 
baboon image -- selection percentage = 0.05 
(see Img-3b) LOT coeffs. drop ratio = 0.91476 
rms error (dB) = -9.857 
In Img-3a, the slanting poles of lower grey level (i.e. 
whiter) at the left h a n d side of the image and at just the right 
hand side of the lamp tower have noticeably parts of them m i s s e d . 
In fact, even for the selection percentage of 0.04, m a n y fine 
ropes among the poles have disappeared in the RLOT image as w e l l 
(see 工ing-2a). In Img-3b, the fine short straight hairs at the 
right corner of the m o u t h h a v e noticeably m e r g e d w i t h the 
surroundings and disappeared. However, w i t h the exception for 
these hairs around the m o u t h and the grooves on the two sides of 
the noise, most parts of the baboon image is of a fairly random 
nature w i t h less correlation among the pixels w h e n compared w i t h 
the boat image, as pointed out in section 4 . 2 . This property has 
m a d e its RLOT output image ” interpretable“ to the naked eyes even 
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at h i g h e r selection percentages and rms e r r o r s . The roughly 
utmost “ interpretable “ RLOT image for the baboon image is 
obtained at (see Img-4b): 
b a b o o n image -- selection percentage = 0.25 
(see Img-4b) LOT c o e f f s . drop ratio = 0.98352 
rms error (dB) = -7.3163 
For comparison, the corresponding RLOT image for the boat image 
at the same selection percentage is given (see Img-4a): 
boat image -- selection percentage = 0.25 
(see Img-4a) LOT c o e f f s . drop ratio = 0.98286 
rms error (dB) = -9.6914 
5.1.3 Conclusion 
Conclusively speaking, the higher LOT coefficients drop 
ratio and lower rms error obtainable w i t h the m o r e regular boat 
image is offset by the poorer resistance of its RLOT images 
against the LOT artifacts, and vice versa for the m o r e random 
baboon image. In other w o r d s , in order to attain a h i g h drop 
ratio w i t h RLOT output images of good visual quality, images of 
a m o r e correlated nature are preferred, and the resulting LOT 
coefficients drop ratio can be as h i g h as 0.95 (see experimental 
results for Img-2a). However, in case that a higher drop ratio 
is to be achieved w i t h “interpretable" RLOT images, images of a 
m o r e random nature are preferable, and a drop ratio of about 0.98 
can be obtained (see experimental results for 工mg-4b) . This 
observation is a typical characteristic for an non—adaptive image 
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transform technique, w h i c h is generally m o r e efficient in energy-
packing w i t h images of higher inter—pixel correlation in at least 
one d i r e c t i o n . 
H o w e v e r , such an increase in drop ratio is only from 0.95 
to 0.98, and the drop ratio for the baboon image at the selection 
percentage of 0.04 w i t h good visual quality in the RLOT image is 
also as hig h as 0.89 (see experimental results for Img-2b). 
Thus, a low selection percentage w i t h the LOT should be favoured 
in order to give b o t h a fairly good drop ratio and good visual 
quality RLOT images. 
5.2 Number of Negative Pixel Values in RLOT 
w h e n comparing the numbers of negative pixel values 
generated in the RLOT for the boat image and the baboon image, 
it can b e noticed that they show a similar trend of increasing 
to a m a x i m u m and then gradually decreasing w i t h the selection 
percentage (see Fig-3a & Fig-3b) . However, this nuinber is m u c h 
smaller for the boat image except for the cases of very high 
selection p e r c e n t a g e s . This is reasonable since the m o r e 
correlated pixel values in the boat image can be described m o r e 
concisely w i t h fewer pixel LOT coefficients, i . e . the 
insignificant coefficients are really the min o r ones and dropping 
them w i l l only introduce negligible errors. This also explains 
w h y the ma x i m u m value is reached at a m u c h higher selection 
percentage for the boat image, since there is a greater number 
of the m i n o r coefficients to b e dropped before the m o r e 
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significant ones are sacrificed。 Finally, for b o t h the boat 
image and the baboon image, further dropping of coefficients 
after the ma x i m a b y raising the selection percentage w i l l reduce 
the number of negative pixel values in the R L O T , because this 
further dropping w i l l m a k e those really significant, principal 
coefficients to become m o r e and m o r e d o m i n a n t . 
5.3 LOT Coefficient Energy Distribution 
Based on the fact that the total DC energy in the LOT 
coefficient domain w i l l equal that of the original image data, 
the DC LOT coefficient should have a me a n v a l u e N times that of 
the original d a t a . Then, the average total DC energy p e r data 
block in the LOT coefficient domain is: 
= ( m e a n DC LOT co e f f . ” 
={ N * m e a n pixel value in the original image )^ 
= N ^ * { mea n pixel value in the original image )^ 
= a v e r a g e total DC energy p e r data block in the original image 
where the DC LOT coefficient is given by the (0, 0) entry in the 
LOT coefficient m e a n a r r a y . 
Similarly, for the balance of the AC energy between the LOT 
coefficient domain and the original image data, the sum of all 
the entries in the LOT coefficient variance array should be very 
nearly JSF • Then, the average total AC energy p e r data block in 
the LOT coefficient domain is: 
= t o t a l LOT coeff . domain 
normalised variance * pixel variance in original image 
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= s u m of all entries in the 
LOT c o e f f . v a r i a n c e array * pixel variance in original image 
=ISF * p i x e l v a r i a n c e in original image 
= t h e average total AC energy p e r data block in original image 
For the boat image, the m e a n pixel v a l u e is 13 6.14, and the 
m e a n DC coefficient • the (0, 0) entry in Table-la, is 1089.1. 
Besides, the sum of all the entries in Table-2a is 64.002. Thus, 
the relative difference in DC energy between the original image 
and the LOT coefficient domain is: 
= 1 - ( 1089.1 / { N * 136.14 ) )2 
= 3 . 6 7 3 e - 0 5 
and the relative difference in AC energy is: 
= 1 - ( 64.002 / ) 
= - 3 . 1 2 5 e - 0 5 
For the baboon image, the m e a n pixel value is 12 9.19, and 
the mean DC coefficient in Table-lb is 1033.5. A l s o , the sum of 
all the entries in Table-2b is 63.983. Thus, the relative 
difference in DC energy between the original image and the LOT 
coefficient domain is: 
= 1 - ( 1033.5 / { N * 129.19 ) ” 
= 3 . 8 7 e - 0 5 
and the relative difference in AC energy is: 
= 1 - ( 63.983 / 
= 2 . 6 5 6 e - 0 4 
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C o m p a r i n g these two sets of results, it can b e seen that the 
relative differences in energy (DC or AC) are v e r y small for the 
boat image a n d the b a b o o n image； but even so, it can b e o b s e r v e d 
that those for the b a b o o n images are larger in m a g n i t u d e , 
especially in the case of AC e n e r g y . T h u s , it can b e concluded 
that LOT p e r f o r m s quite well, in DC and AC energy c o n s e r v a t i o n s , 
w i t h b e t t e r p e r f o r m a n c e w i t h the m o r e correlated boat image, as 
e x p e c t e d . 
G e n e r a l l y , a transform operation results in a redistribution 
of the energy (DC and AC) in the original data into the low-order 
transform c o e f f i c i e n t s . A consequence of this is that the 
variances from the low-order terms in the LOT coefficient 
v a r i a n c e array should b e the dominant o n e s . In other w o r d s , all 
h i g h - o r d e r terms in the array should b e approximately zero, w h i l e 
the DC term has the largest v a l u e . H o w e v e r , w h e n w e look at the 
coefficient v a r i a n c e array for the boat image (see Table-2a) , it 
can b e seen that some h i g h - o r d e r terms do deviate significantly 
from zero, for example, entries (0, 4), (4, 0), and (4, 4 ) . 
A c t u a l l y , after careful examination of the array, it can be 
observed that generally an entry at half of a column or row w i l l 
be significantly greater than its iiranediately p r e c e d i n g n e i g h b o u r 
in the same column or r o w . O b v i o u s l y , this is a direct 
consequence of the fact that, in LOT, the basis functions of 
neighbouring blocks overlap by N s a m p l e s . 
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Same p r o b l e m s occur in the coefficient v a r i a n c e array for 
the b a b o o n image (see Table-2b) and are even m o r e severe, for 
examp l e , the deviations from zero for the h i g h - o r d e r terms are 
greater than those in Table-2a b y orders of m a g n i t u d e . 
T h e r e f o r e , it can b e said that b l o c k i n g effect is reduced in LOT 
through overlapping basis functions at the expense of impaired 
energy p a c k i n g capability, and adaptive coding of the LOT 
coefficients is nee d e d to overcome t h i s . 
5.4 Effect of Changing the Block Size 
N e x t , let us see the effect of changing the b l o c k size on 
the p e r f o r m a n c e of the L O T . For this p u r p o s e , the b l o c k size, 
N, is increased to 16, i . e . 16 pi x e l values are considered as one 
single block； and the boat image is the object of L O T . 
Regarding to the rms error, for any selection p e r c e n t a g e , 
the rms error p r o d u c e d for N= 8 is always l o w e r . At the 
selection p e r c e n t a g e of 0.01, the rms error resulted for N=8 is 
about 2.704 dB lower than that for i\/"=16, this difference then 
gradually decreases up to about 1.0452 dB and stays constant 
afterwards at the selection p e r c e n t a g e of 0.7. H o w e v e r , b e t t e r 
(i.e. higher) L O T coefficients drop ratio is always o b t a i n e d for 
N=1S , the ratio for N=16 at the selection p e r c e n t a g e of 0.01 is 
0.05848 h i g h e r than that for N=8, this difference also gradually 
drops to about 0.01171 and then stays constant at the selection 
percentage of 0 . 7 . Clea r l y , the hig h e r drop ratio in case of 
N=16 is obtained at the expense of a higher rms e r r o r . In fact, 
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the LOT artifacts firstly become apparent in this case as early 
as at a selection percentage of only 0.02 as listed b e l o w (see 
Img-5a): 
for N=16 -- selection percentage = 0.02 
(see Img-5a) LOT c o e f f s . drop ratio = 0.94341 
rms error (dB) = -12.027 
For N=8 , the artifacts firstly become apparent at the following 
point: 
for N=8 -- selection percentage = 0.04 
(see Img-2a) LOT c o e f f s . drop ratio : 0.95041 
rms error (dB) = -12.876 
Comparing these two sets of v a l u e s , it is seen that b o t h the 
rms error and the drop ratio are b e t t e r for the case of N=S . 
This strongly suggests the reasonable fact that increasing the 
block size w o u l d introduce m o r e error in the process of L O T . 
This statement gets further support w h e n w e look at the 
distributions for the number of negative pixel values produced 
in the RLOT (see Fig-3a & Fig-6a) . Although the trends for 
N=16 and N=8 are similar, the number for N=16 is m u c h greater, 
confirming that m u c h m o r e inconsistencies are introduced w h e n 
N=16 . 
When the LOT coefficient energy distribution is concerned, 
it can be found that LOT also gives good performance in DC and 
AC energy conservations, but there is a greater impairment in the 
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energy packing capability w i t h N=16 . For example, in the LOT 
coefficient array shown in Table-4a, m a n y of the high-order terms 
deviate from zero w i t h a m a g n i t u d e m u c h greater than those in 
T a b l e - 2 a . 
Similar situations occur w h e n w e use the baboon image as the 
object of LOT and study the effects of increasing the block size 
to N=16 . In the forward and reverse LOT p r o c e s s e s , only simple 
and invertible m a t r i x operations are involved, w h i c h can be done 
v e r y quickly in modern c o m p u t e r s . Thus, there is no point in 
increasing the block size N to 16 just to increase the transform 
speeds, w i t h such a b a d side effect of bringing about a m u c h 
larger extent of inconsistency. Hence, a smaller block size of 
N=8 is highly recommended and this is the reason w h y this 
discussion section is mainly focused on the situations w i t h N=8. 
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