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Abstract

Novel view synthesis is an important research problem in computer vision and
computational photography. It enables a wide range of applications including recinematography, video enhancement, virtual reality, etc. These algorithms leverage
a pre-acquired set of images taken from a set of viewpoints to synthesize another
image at a novel viewpoint as if it was captured by a real camera. To synthesize a
high-quality novel view, these algorithms often assume a static scene, or the images
were captured synchronously. However, the scenes in practice are often dynamic,
and taking a dense set of images of these scenes at the same moment is challenging
because it often requires a complicated setup of dedicated equipment. It will be more
useful to have a novel view synthesis algorithm that can handle the cases when the
number of input images is small and they are captured asynchronously from distant
viewpoints.
However, developing such technologies faces several challenging technical
problems. First, it is difficult to obtain a high-quality 3D scene structure using
only a small set of input images. Secondly, images captured from sparse viewpoints
often have small overlapping areas but with significant occlusion and parallax, which
is difficult to resolve. Thirdly, asynchronously captured images often have dynamic
contents such as local object motion across the images. This often leads to severe
occlusion and pixel inconsistency. As a result, it is challenging to align input views
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together to synthesize an image at a novel view using those input images. Besides,
a novel view synthesis algorithm often requires a substantial analysis of the input
images, such as an optical flow that captures pixel correspondences between them,
which strongly affects the efficiency of the algorithm and may limit its practical
applications.
This thesis presents a set of technical contributions to address the problem of novel
view synthesis for input images captured asynchronously from sparse viewpoints.
First, to address the challenge of sparse input viewpoints and missing high-quality
dense 3D scene structure, this thesis introduces an appearance flow completion
algorithm for novel view synthesis. This algorithm directly incorporates a sparse
3D scene structure and uses it to guide the estimation of appearance flows between
input and target views. These appearance flows are then used to warp and blend the
input views to synthesize a target view. Secondly, this thesis introduces a data-driven
homography estimation method to address the problem of object motion in the scene,
which is common with asynchronously captured images. Finally, this thesis presents
a learned upsampling method for fast optical flow estimation, which enhances the
efficiency of novel view synthesis methods.
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1
Introduction

1.1

Motivation
The ubiquitous deployment of cameras nowadays enables any camera user to

become a photographer. There is an enormous number of images captured at every
moment. Given an exciting scene, a user tends to capture it by using a camera to
take many images at many viewpoints as possible. The more viewpoints and images
were taken, the better the story and experience were captured. Novel view synthesis
algorithms aim to even elevate a user’s experience by enabling him/her to recreate
the imaging by synthesizing a new image at a new viewpoint that the user wishes to
take at the scene. Novel view synthesis has a wide range of applications in enabling
re-cinematography [49], creating content for virtual reality [20, 127], or synthesizing
scenes to enhance computer vision algorithms [124]. It is also applied to enable super
high frame-rate videos in multi-lens camera array systems [29, 135].
The research community has achieved significant progress in recent years in
developing methods to synthesize high-quality images at novel viewpoints [62, 102,
119, 124, 147, 148]. However, most of the existing methods require a set of densely
captured images with small distances across viewpoints [62, 102, 119, 147]. Only a
few methods are designed to address the cases where the number of images is small
and they are captured from distant viewpoints [124, 148]. While the former often
require dedicated and complex camera systems, the latter only require casual images
captured by amateur users. The latter methods are easier to apply in practice and
more suitable for a larger number of users. We believe that enabling this technology
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will enlarge the number of impactful novel view synthesis applications. First, it will
help reduce the requirement of densely captured images. Second, it enables leveraging
of the huge amount of casual photography and transforming them into even richer
media contents.
1.2

Problem and Challenges
This thesis aims to address the problem of novel view synthesis given a sparse set

of unstructured input images captured asynchronously at distant viewpoints. While
addressing this problem is exciting and brings up a lot of useful applications, enabling
this technology needs to address several challenges. First, it is difficult to estimate
an accurate 3D scene structure (e.g., dense depth map) using those input images.
They often have insufficient overlapping areas, large occlusion, and different lighting
conditions. As a result, the estimated 3D structure is often inaccurate and has a
lot of uncertain regions that lead to unknown regions (e.g., holes) in synthesized
images.

It is difficult to make use of those low-quality 3D structures for novel

view synthesis. Secondly, because of distant viewpoints, there is often significant
parallax and occlusion in the captured images.

It is challenging to align those

images and combine them consistently to synthesize a new image. Thirdly, there
are often significant object motions in the captured images since most of the scenes
are dynamic while the images are often captured asynchronously. This leads to even
more significant occlusion and inconsistency in the images. It is challenging to merge
pixels from those images to render a new one. Besides, a novel view synthesis method
often needs a substantial scene analysis to extract essential information from the input
images, such as estimating optical flows to measure pixel correspondences between
input images. This process significantly limits the efficiency and practical application
of novel view synthesis methods.
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The problem statement of this thesis is that enabling efficient novel view synthesis
using sparse, unstructured, and asynchronously captured images is challenging and
not solvable by existing methods because it is often missing sufficient 3D scene
information while having significant occlusion, parallax, and dynamic content in input
images. This thesis introduces a set of technical approaches to address the challenges
described above and conducts solid evaluations to assess the effectiveness of those
approaches.
1.3

Proposed Solution
To address this problem, we make several observations. First, incorporating a

sparse 3D scene structure with a data-driven approach using neural networks can
enable robust appearance flow estimation for novel view synthesis. Instead of relying
on a scarce high-quality dense 3D scene structure to synthesize a novel view, it is
possible to directly train a sparse 3D structure-based model to map corresponding
pixels between viewpoints [124, 148]. Secondly, directly synthesizing images using
asynchronously captured images is difficult because of inconsistency between input
images. Most of the existing works assume static scenes for novel view synthesis [147].
Their models often cannot handle dynamic objects in a scene. We observe that it is
possible to incorporate an extra dynamic scene analysis component into a novel view
synthesis framework so that it can help determine reliable regions in the input images
and use them to enhance the robustness of the algorithm. Finally, neural network
methods can now enable transforming low-resolution data into a high-resolution one
efficiently [72, 146]. We employ this strategy to transform low-resolution metadata,
e.g., optical flows between input images, into a high-resolution one, so that it helps
enhance the efficiency of a novel view synthesis algorithm.
Our thesis statement is that leveraging a robust sparse 3D scene
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structure as an intermediate representation of viewpoint transformation
in combination with dynamic scene understanding helps produce better
appearance flows to synthesize a novel view from sparse unstructured
and asynchronously captured input images.
To address the first two challenges for the cases that input images are captured
from distant viewpoints, we formulate novel view synthesis as an appearance flow
completion problem. This method aims to learn a data-driven model that predicts the
appearance flow between each input and target view (unknown view) and combines
them to synthesize the target image. This method does not require a dense 3D
structure of the scene. Instead, our method uses a rigid homography transformation to
encode the camera transformation between camera views in the scene. This estimated
homography is then used to produce initial appearance flow from the target view to
the input views. By using a large-scale dataset, we train a deep neural network model
to transform the initial appearance flow into a high-quality one suitable for generating
the image at the target viewpoint (Chapter 3.)
To address the challenge of asynchronously captured images, we introduce a
data-driven homography estimation method. Since there has not existed a dataset
for training such a method, we first create a large-scale one by collecting many
videos shared online. We then post-process them to produce pairs of images with
corresponding ground truth homography.

The two images in each pair capture

dynamic objects which appear differently in images. We design and train a neural
network to predict homography transformation between each pair of images while
being aware of the object motion in the scene (Chapter 4.)
Finally, we propose a learned flow upsampling approach that speed up the optical
flow estimation between input images to enhance the efficiency of novel view synthesis
algorithms. This technique aims to learn to upsample a low-resolution flow into a
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high-resolution one adaptively to the image content. By doing that, it significantly
reduces the amount of computation needed for optical flow estimation while being
able to produce high-quality optical flow useful for novel view synthesis (Chapter 5.)
1.4

Contributions
This thesis introduces a set of technical solutions to address the problem of

novel view synthesis given a sparse set of unstructured input images captured
asynchronously at distant viewpoints. Specifically, the contributions of this work
include:
• A new novel view synthesis approach that enables synthesizing an image at a
novel viewpoint given a sparse set of unstructured input images captured at
distant viewpoints (in Chapter 3)
• A novel data-driven based homography estimation method for asynchronously
captured images that contain significant object motions across input images (in
Chapter 4)
• A learned upsampling method for fast optical flow estimation to facilitate
efficient novel view synthesis algorithms. (in Chapter 5)
In the following, we first discuss the background and related work to our research
in Chapter 2. We then describe our solution for synthesizing a novel image at a novel
viewpoint given sparse inputs in Chapter 3. In Chapter 4, we describe our approach
to addressing the image alignment for dynamic scenes. In Chapter 5, we describe our
learned upsampling method for fast optical flow estimation. Finally, in Chapter 6,
we present the summary of this thesis, discuss its limitations as well as related future
research directions.
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2

Background and Related Work

This chapter presents background knowledge and the prior works that are related
to the works presented in this thesis.
2.1

Novel View Synthesis
Novel view synthesis, or image-based rendering, is a classic problem in computer

vision and graphics. Its goal is to render a novel view of a scene given a sparse set of
sampled images captured at several viewpoints. Figure 2.1 shows an illustration of
this problem.
There have been many methods introduced to address this problem from many

???

Figure 2.1: Novel view synthesis as image-based rendering.
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different angles. They are often grouped into different categories depending on how
much they rely on the geometry of the scenes [115, 119].
The most extreme cases are view-dependent texture mapping methods. They
often require a small number of input images but also require a very complete and
accurate dense 3D structure of the scene [17, 22, 48, 87]. To render an image at a new
camera viewpoint, these methods project image pixels back to their corresponding
3D locations then project them again to the new image plane. By this way, these
methods establish a mapping between pixels at a novel viewpoint and its nearby
existing viewpoints. They then combine the texture for rendering. However, these
methods are only applicable to computer graphics rendering such as in gaming scene
generation, where an accurate virtual dense 3D structure of a scene is available. For
a natural scene, it is difficult to obtain such an accurate dense 3D structure to enable
image synthesis using these methods [115].
At the opposite extreme, light field rendering methods [44, 70] do not require any
geometry information as the input. However, they often need a set of very densely
sampled images as input. An image at a new viewpoint is generated by combining the
light field from the input images. Therefore, these methods are often not practical
for regular camera usages due to the high cost of densely captured images [116].
By balancing between the two extreme approaches, most of the modern
methods [18,49,50,62,102,152] aim to use multiple input images to infer the geometry
corresponding to each input image. A good survey can be found in [64, 125, 143] on
traditional non-deep learning methods for novel view synthesis. These methods often
require dense 3D reconstruction of the scene or its sparse proxy to generate the novel
view [10, 18, 71, 94, 152]. Many methods are available to handle the scenario when
3D reconstruction is unreliable. For example, Fitzgibbon et al. transformed the
problem of reconstructing the 3D scene geometry to that of reconstructing the color
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to handle textureless regions and employed an image-based prior on the reconstruction
to generate realistic synthetic views [34]. Recently, Penner and Zhang used a soft 3D
representation to preserve depth uncertainty in the stages of 3D reconstruction and
rendering. This soft 3D reconstruction enables high-quality, continuous, and robust
novel view rendering [102]. This thesis aims to handle the challenging scenario of
very sparse input views and significant occlusions and presents a deep neural network
method that estimates appearance flows to render a novel view instead of relying on
dense 3D reconstruction.
Our work is related to the recent methods on deep learning-based novel view
synthesis methods. In their seminal work, Dosovitiskiy et al. [27], Kulkarni et al. [66],
Yang et al. [140], and Tatarchenko et al. [129] investigated the use of deep neural
networks for novel view synthesis. Their methods take as input a set of images of
objects and render unseen views of the objects. Recently, Thies et al. developed
an image-guided neural object rendering method that decomposes images into viewdependent effects and diffuse images. Their method is able to generate novel views
with a highly realistic view-dependent appearance and minimizes the boundary and
occlusion artifacts [131]. Compared to these methods, our work aims to generate
novel views for general scenes instead of objects.
Our work is particularly relevant to the deep learning-based novel view synthesis
methods for general scenes. The DeepStereo method from Flynn et al. builds a
plane-sweep volume for each input image and then trains a deep neural network to
blend them to generate a novel view [35]. Liu et al. explored the 3D geometry to
synthesize a novel view by approximating a real-world scene with a fixed number
of planes [75]. Hedman et al. developed a deep neural network to learn to blend
multiple warped input views [50]. Similarly, our method also learns to blend warped
input views; however, our work learns to estimate dense appearance flows to warp
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(a) Input image 1

(b) Input image 2

(c) Depth map 1

(d) Depth map 2

(e) Ground truth

(f) Our interpolation result

Figure 2.2: Novel view synthesis from sparse input views. The large baseline between
two input views makes the overlapping region small and leads to significant occlusion,
which makes it difficult to obtain high-quality dense depth maps for the whole scene
using a state of the art method, such as COLMAP [109]. Our method does not rely
on dense 3D reconstruction and is able to generate high quality novel views.
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input views instead of relying on multi-view stereo algorithms. Several recent deep
learning methods have been presented to address the challenges of imperfect 3D
reconstructions in image-based rendering. Thies et al. developed a deferred neural
rendering paradigm that learns a novel neural texture representation, which is used
by their neural rendering pipeline to produce realistic images given imperfect 3D
input, enabling a wide variety of applications, such as novel view synthesis, scene
editing, and animation synthesis [130]. Sitzmann et al. presented a method to learn
3D feature embeddings, called DeepVoxels, to encode a posed view of a scene without
explicitly modeling its geometry. Such 3D feature embeddings allow for consistent
novel view synthesis [118]. Compared to these methods, our work aims to address
the extreme cases where input images are so sparse that dense 3D estimation is
almost impossible in a large portion of a scene. We, accordingly, propose to leverage
an optical-flow-based approach and combine it with sparse 3D estimation to enable
novel view synthesis for these extreme cases.
Our method is inspired by the work from Zhou et al. that estimates appearance
flows for view synthesis [148]. Recently, Sun et al. extended the appearance flow
method to handle an arbitrary number of input views [124]. Our method also adopts
the formulation of appearance flow for novel view synthesis. Our method explicitly
incorporates sparse geometry into the estimation of dense appearance flow and can
more reliably render a distant novel view. Moreover, we also explore the pair of sparse
flow and dense flow between known views to guide the estimation of dense appearance
flows from the unknown view to the input views.
Finally, deep neural networks have been shown successful for some specific novel
view synthesis tasks. For instance, deep neural network algorithms are now able to
interpolate high-quality frames, even at as a high resolution as 4K [6,59,79,80,92,96].
Kalantari et al. developed a two-stage deep convolutional neural network that can
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expand views for light field imaging [63]. In their recent work, Zhou et al. developed
a stereo magnification method based on a new layered representation of multiplane
images. They collected a large set of videos of static scenes to train a deep neural
network that is able to extrapolate views from images captured by a narrow-baseline
stereo cameras [147]. Compared to these methods, our work aims to generate novel
views at a more distant viewpoint.
2.2

Homography Estimation
Homography estimation is one of the basic computer vision problems [46].

According to multi-view geometry theory, two images of a planar scene or taken
by a rotational camera can be related by a 3 × 3 homography matrix H:

x̂ = Hx

(2.1)

where x̂ and x are the homogeneous coordinates of two corresponding points in the
two images. Note, the above equation is only valid for corresponding points on static
objects. Below we first briefly describe two categories of off-the-shelf algorithms
for homography estimation and then discuss the recent deep neural network based
approaches.
Pixel-based approaches directly search for an optimal homography matrix that
minimizes the alignment error between two input images. Various error metrics
between two images and parameter searching algorithms, such as hierarchical
estimation and Fourier alignment, have been developed to make direct approaches
robust and efficient. These direct methods are robust to images lacking in texture,
but often have difficulty in dealing with large motion. Feature-based approaches are
now popular for homography estimation. They first estimate local feature points using
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algorithms, such as SIFT [82] and SURF [8], and then match feature points between
two images. For a video, corner points are often detected and then tracked across two
consecutive frames for efficiency [112]. Given the set of corresponding feature pairs,
an optimal homography matrix can be obtained by solving a least squares problem
based on Eq. 2.1. In practice, errors can occur during feature matching and feature
points can come from moving objects. Therefore, a robust estimation algorithm like
RANSAC [33] and Magsac [7] is often used to remove the outliers. The performance
of feature-based approaches depends on local feature detection and matching. For
images suffering from blurriness or lacking in texture, they often cannot work well.
Our work is more related to the recent deep learning approaches to homography
estimation.

In their seminal work, DeTone et al.

developed VGG-style deep

convolutional neural networks for homography estimation. They showed that a deep
neural network can effectively compute the homography between two images [24].
Nguyen et al. extended this work by training the neural network using a photometric
loss that measures the pixel error between a warped input image and the other one.
This photometric loss allows for the unsupervised training of the neural network
without ground-truth homographies [95]. To deal with the large motion between
two images, Nowruzi et al. developed a hierarchical neural network that iteratively
refines homography estimation [31]. Chang et al. designed a Lucas-Kanade layer
that is able to regress the homography between two images from their corresponding
feature maps extracted by a shared convolutional neural network [16]. This LucasKanade network can be cascaded to progressively refine the estimated homography.
Zeng et al. developed a perspective field neural network to model the pixel-to-pixel
bijection between two images and used that for homography estimation [142]. These
deep homography estimation approaches are shown successful on images of a static
scene; however, they do not consider dynamic scenes.
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Our multi-scale neural network extends the multi-stage approaches discussed
above. Compared to Nowruzi et al. [31], our method starts from low-resolution
versions of the input images and gradually increases the input image sizes, instead of
taking the original input images as input at each stage. This makes our method more
robust to large motion. Compared to Chang et al. [16], our method pre-aligns the
input images to the next stage using the homography estimated in the previous stage
to minimize the global motion. This helps the late-stage network to account for the
global motion. More importantly, we further enhance our multi-scale neural network
with a dynamics mask network to handle dynamic scenes, which was not considered
in the previous neural network-based methods.
2.3

Optical Flow Estimation
Optical flow measure the motion of each independent pixel between images. It

is the most general form of motion estimation, but it is also the most challenging
one [126]. Since Lucas and Kanade [83] and Horn and Schunk [51] introduced their
pioneering work, optical flow has been an active research topic in computer vision
for several decades. A rich literature exists now. This work focuses on deep neural
network approaches to optical flow. Please refer to [5, 37, 120] for good surveys on
conventional optical flow methods.
Weinzaepfel et al.

developed a DeepFlow method that uses a sequence

of convolution and max-pooling operators to generate reliable features for
matching [134].

While the parameters of the convolutional layers are manually

specified, their method can reliably estimate large-displacement optical flows.
Following this work, a series of methods have been developed that train a
convolutional neural network to extract effective features to facilitate feature matching
in various conventional optical flow frameworks [2, 3, 38, 45, 136, 137]. While these
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methods can generate high-quality optical flows, they usually require a large amount
of computation due to as most of them require to solve an optimization problem.
Dosovitskiy et al. were the first to use a deep neural network to implement
the full optical flow pipeline. Their seminal work of FlowNet showed that a deep
convolutional neural network can be trained end to end to estimate optical flow and
demonstrated the potential for fast estimation of optical flow as no optimization is
involved [26]. FlowNet2 further improved FlowNet by stacking multiple sub-networks
to keep refining the optical flow results. FlowNet2 showed that a deep neural network
can be trained to achieve the state-of-the-art optical flow estimation results [56].
Ranjan et al. developed a spatial pyramid network that iteratively refines optical
flow estimation from coarse to fine [103]. PWC-Net [121] and LiteFlowNet [54]
further improved the performance of deep neural networks for optical flow estimation
by incorporating successful schemes from conventional optical flow methods, such
as feature pyramid, feature warping, and cost-volume computation.

Hur et al.

replaced the multiple decoders in PWC-Net with a single decoder, which leads to a
more compact network. Their method estimated bidirectional optical flow to reason
occlusion, which further improved the accuracy of optical flow estimation [55]. Yang et
al. trained a volumetric correspondence network to improve the time- and memoryconsuming step of cost-volume computation and further boosted the performance
of a deep neural network for optical flow estimation [139]. Yin et al. developed
a hierarchical discrete distribution decomposition framework to learn probabilistic
pixel correspondences [141]. They accordingly developed a deep neural network that
outputs both optical flows and the reliability of the predicted flows.
Recent work has also explored unsupervised approaches to optical flow estimation.
Long et al. first trained a deep convolutional neural network to generate a middle
frame between two input video frames. They used this trained deep neural network
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to generate a sensitivity map for each output pixel w.r.t. each input frame through
backward propagation.

The sensitivity map was used to calculate optical flows

between two frames [81]. Another category of unsupervised methods explores the
brightness constraint and spatial regularization to train a deep optical flow estimation
neural network [1, 58, 104, 151].

The performance of these methods was further

improved by exploring bi-directional flow to reason the occlusions in the input
frame [90,132]. In their recent work, Liu et al. first used a teacher network to estimate
reliable optical flows for non-occluded areas, generated the synthetic occluded patches
from these areas by cropping, and then used a student network to estimate optical
flows from these synthetic patches. They trained the teacher and student networks
end to end with no ground truth [76, 77].
Our work is related to joint image filtering, which uses a reference image, often of
high quality, to improve the quality of the target image, such as denoising [47,72,111],
and depth map enhancement [32,53,101]. Our work is mostly related to the deep joint
image filtering method [72]. In their work, Li et al. developed a two-encoder deep
neural network for joint image filtering. They showed that their network works very
effectively for a range of tasks, such as structure-texture separation, noise reduction,
and depth map and image upsampling. They also reported that their network trained
for the task of flow up-sampling can be used for depth super resolution [72]. We
build upon their work and develop a dedicated optical flow super resolution network
guided by high-resolution input images. As shown in our experiments, our dedicated
optical flow super resolution method outperforms their general joint filtering method.
Furthermore, our method allows for joint optimization of the optical flow network
and the super resolution network and can often double the speed of the base optical
flow network at little expensive of the flow quality.
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3

Appearance Flow Completion for Novel View Synthesis

This chapter describes our first contribution which is an image novel view synthesis
framework to address the problem of synthesizing an image at a novel viewpoint using
a sparse set of unstructured input captured by cameras at distant viewpoints. (This
work is published at @2019 Computer Graphics Forum. Reprinted, with permission,
from [67].)
3.1

Introduction
Novel view synthesis addresses the problem of generating a new image at a new

viewpoint from a set of input views. It has a wide variety of applications, such as video
stabilization, teleconference, 3D video, and VR. It is a classic problem in computer
graphics and vision and many algorithms are available [64, 125, 143].
Traditional novel view synthesis algorithms usually require a dense set of input
views to reliably obtain an approximate 3D scene structure and render novel views [10,
18,71,94,152]. When only a sparse set of unstructured input views are provided, many
areas in the input views only appear in one view. 3D reconstruction is difficult to
perform in these areas. In addition, large baselines between input views also result in
significant occlusions, which make 3D reconstruction and view synthesis challenging.
Thus, the traditional methods often have difficulty in synthesizing novel views with
sparse input views. The recent deep learning methods provide data-driven approaches
to novel view synthesis [63,124,148]. Unlike conventional approaches that mostly rely
on geometry, they can learn to handle challenging issues like occlusions and produce
high-quality novel views. However, these methods still face challenges when the target
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viewpoint is distant from input ones.
This chapter presents a novel view synthesis method that is able to generate novel
views at distant viewpoints with sparse and unstructured input views. Our method
builds upon the success of the research on sparse 3D reconstruction and the power
of deep neural networks for image synthesis. Specifically, state-of-the-art structure
from motion algorithms can now reliably perform sparse 3D reconstruction of a scene,
often in the form of 3D scene points [108]. While these 3D scene points alone are
not sufficient for distant view synthesis, they can guide novel view synthesis [74].
Meanwhile, deep neural networks have been shown successful for image synthesis.
This work is inspired by the appearance flow methods [124, 148] that estimate dense
flows to guide the sampling of input images to generate the novel view. These methods
provide an elegant way to handle occlusion and produce sharp images. However, they
do not explicitly explore 3D geometry and often have difficulty with distant novel
view synthesis from sparse input views. We hypothesize that with the guidance from
the sparse flow that can be directly computed according to the sparse 3D scene points,
distant novel views can be better rendered.
In this chapter, we formulate novel view synthesis as an appearance flow
completion problem. Specifically, given a sparse set of 3D points, we calculate the
sparse flows from the target view to the input ones based on their camera poses. We
then develop a deep neural network that takes the sparse flows as well as input views
as input and outputs dense appearance flows and the mask maps. These outputs are
used to warp and blend input views to generate the novel view. To further improve
the estimation of the dense appearance flows, we calculate the sparse scene flow
between input views as well as the dense flow between them, which can be readily
calculated using a state-of-the-art optical flow method as the input views are known.
The pair of sparse scene flow and dense optical flow provides a reference to guide the
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neural network to transform the sparse flows between the unknown target view and
the input views to the dense flows. Compared to existing methods [124, 149], having
such a reference makes it easy for the neural network to learn to correctly warp and
blend input views by explicitly providing dense pixel correspondences between them
and create high-quality views without blurring or ghosting artifacts.
We train and evaluate our deep neural network on the KITTI benchmark [39].
Our experiments show that our method can generate high-quality novel views from
sparse and unstructured input views. The strength of our method comes from the
two contributions of this chapter to novel view synthesis. The first is the combination
of the explicit use of sparse geometry and the power of our deep network for image
synthesis, implemented in a deep neural network that uses a sparse set of 3D scene
points to guide dense appearance flow estimation. The second is our idea of using a
pair of sparse flow and dense flow between known views to help transform the sparse
flows between the unknown target view and the input views to the dense appearance
flows.
3.2

Novel View Synthesis by Appearance Flow Completion
This chapter considers the problem of novel view synthesis from sparse and

unstructured views.

This is a challenging task as given only a sparse set of

unstructured views, the baselines between input views are often large, which makes
the overlapping regions between input views small, leading to a large portion of
the scene that is only covered by one input view and thus difficult to perform 3D
reconstruction. As shown in Figure 2.2, almost half of each of the input views is in
the monocular region and 3D reconstruction cannot be performed there. Moreover,
the large baseline between input views leads to potentially a significant amount of
occlusion, which both makes 3D reconstruction and view synthesis difficult.
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Figure 3.1: The architecture of our deep novel view synthesis neural network.
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Figure 3.2: The architecture of our multi-scale decoder.
Instead of relying on the dense 3D reconstruction of the scene, our method explores
its sparse 3D proxy to guide novel view synthesis. The state-of-the-art research on 3D
vision can now provide robust sparse 3D reconstruction from only a few unstructured
input views [108]. The sparse 3D proxy, in the form of a set of 3D scene points,
defines where a sparse set of points in the target novel view are mapped to the input
views. This can be naturally integrated into the appearance flow approach, which
renders a novel view by estimating dense flows from the target view to the input
views [148]. The seminal appearance flow work by Zhou et al. can create a sharp
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novel view and inspires our work; however, it does not explicitly explore the geometry
of the scene and cannot handle distant novel view synthesis. Our method builds
upon it by directly using the sparse 3D proxy of the scene to guide appearance flow
estimation. Specifically, we calculate sparse appearance flows according to the set of
3D scene points and accordingly formulate novel view synthesis as appearance flow
completion that aims to complete the originally sparse appearance flows. Without
loss of generality, we consider the case of two input images. We render each target
view I0 from two input views I1 and I2 .
We develop a deep convolutional neural network to estimate the dense appearance
flows from the sparse flow calculated from the sparse 3D proxy.

As shown in

Figure 3.1, given two input views I1 and I2 , we first employ an off-the-shelf 3D
reconstruction method [109] to estimate the camera parameters and a set of sparse
3D scene points. We calculate sparse appearance flows from the target view to each
of the input views by projecting the set of 3D scene points onto the target view. We
then initialize the appearance flows for the undefined pixels in the target view by
first estimating the best fitting homography between the target view and each input
view from the sparse correspondences computed from the 3D scene points and then
calculating the flows for undefined pixels using the estimated homography. Note,
the consistency of initial flow fields from one target image to multiple different input
images is respected by using the same set of scene points to estimate all homographies.
s
s
In this way, we obtain the initialized appearance flows F0,1
and F0,2
. The rest of this
s
s
chapter refers to the initialized appearance flows F0,1
and F0,2
as sparse flows to

emphasize that only a sparse set of elements are accurate while most of them are
approximated.
We stack the input views and the sparse appearance flows together and feed them
into an encoder-decoder network with skip connections. This deep neural network
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outputs the appearance flows F0,1 and F0,2 and masks M0,1 and M0,2 , which are used
to synthesize the target view Iˆ0 as follows.
Iˆ0 = T (I1 , F0,1 )

M0,1 + T (I2 , F0,2 )

M0,2

(3.1)

where T back warps an image I guided by the appearance flows F .
3.2.1

Guided Appearance Flow Completion

We notice that often only a small number of 3D scene points can be estimated
from input views. This makes it difficult for the neural network to estimate the dense
appearance flows between the target and the input views. To address this problem,
we have an observation that we can estimate both the sparse flows and dense flows
between the two input views. This pair of sparse flows and dense flows can serve as a
reference to guide learning to upgrade the sparse flows into the dense flows between
the target view and the input views as all the views are imaged from the same scene.
We use PWC-Net [122], a state-of-the-art optical flow algorithm, to estimate the
dense appearance flows F1,2 between two input views. We estimate the sparse flows
between them in the same way as we estimate the sparse flows between the target and
input views. Moreover, compared to existing methods [124,149], such dense reference
flows provide dense pixel correspondences between input views, making it easy for
the neural network to learn to correctly warp and blend input views.
In theory, we can obtain dense 3D reconstruction from the dense flows between
input views. In practice, we however find that the estimated dense flows are more of
appearance flows than scene flows, which make them useful for view synthesis, but
not sufficiently reliable for dense 3D reconstruction. This is consistent with the recent
finding that optical flows need to be optimized for individual applications [138]. We
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therefore use the pair of sparse flows and dense flows between input views to guide
the estimation of the target dense flows.
Figure 3.1 shows the full architecture of our fully convolutional neural network
for novel view synthesis that aims to learn to complete the target appearance flows
guided by the pair of sparse flows and dense flows between input views. In addition
to the first encoder and the decoder described previously, it has a second encoder
s
and the dense
that takes as input the input views I1 and I2 , the sparse flows F1,2

flows F1,2 between them. This encoder learns the correspondences between pixels in
s
to the
the two input views as well as the transformation from the sparse flows F1,2

dense flows F1,2 . We concatenate the output features from the two encoders and use
them as input for the decoder network.
To enable our neural network to estimate long-range flows, we furthermore
adopt a multiple-scale iterative-refinement architecture, as illustrated in Figure 3.2.
Specifically, our network outputs residual flows and corresponding masks to warp
input images to the target at three different scales 0.25×, 0.5×, and 1.0×. At
r,0.25
r,0.25
the scale 0.25×, our network first outputs the residual flows F0,1
and F0,2
to
s,0.25
s,0.25
make correction for the initial sparse flows F0,1
and F0,2
, and outputs predicted
0.25
0.25
flows F0,1
and F0,2
at this scale. The flows at this scale aim to capture high-level

structures of the images. We then use bilinear upsampling to convert these small-scale
s,0.5
0.25
0.25
flows F0,1
and F0,2
to the next larger scales and use them as the initial flows F0,1
s,0.5
and F0,2
for the next refinement step. We repeat the same step for the last scale.

This design is inspired by the prior work of Zhou et al. [148], in which the authors
discuss that using a multiple-scale architecture encourages the network to estimate
long appearance flows better.
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3.2.1.1

Loss functions

We consider two different loss functions to train our novel view synthesis network:
the color loss and the feature loss. The color loss Lc measures the pixel-wise distance
between the synthesized target image Iˆ0 and the ground truth I0 as follows.

Lc =

1 ˆ
kI0 − I0 k1 ,
n

(3.2)

where n is the number of pixels in I0 . The feature loss Lf focuses on the perceptual
difference between the synthesized and the ground truth target image. As shown
in many other image synthesis tasks [19, 25, 61, 69, 99, 149], perceptual loss helps
deep neural networks to generate visually appealing images. We follow these existing
methods and compute the feature loss using the feature maps from the last three
layers of the VGG network [117] pre-trained on the ImageNet dataset [23].
3

Lf =

1X
kφl (Iˆ0 ) − φl (I0 )k1 ,
3 l=1

(3.3)

where φl (I) is the feature map from the last l layers of the VGG network. We combine
these two losses to train our neural network.

L = Lc + αLf ,

(3.4)

where α is a constant with value 0.001.
We finally measure both color and perceptual loss at three different scales and
combine them into a single loss to train our network.

L = σ1 L1.0 + σ2 L0.5 + σ3 L0.25

(3.5)
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Table 3.1: Qualitative comparison between our method and Appearance Flow (App.
Flow) [148] and Multi-view to Novel View (Multi2Novel) [124].
Multi2Novel
App. Flow
Ours

MAD ↓
0.1476
0.2517
0.1432

PSNR ↑ SSIM ↑
18.4938 0.6868
15.0071 0.5963
19.7985 0.7312

LPIPS ↓
0.2154
0.301
0.194

where L1.0 , L0.50 , L0.25 are the losses measured at three different scales. Empirically,
we set σ1 = 0.25, σ2 = 0.5, and σ3 = 1.
3.3

Experiments
We experiment with our method on the KITTI dataset [39], which often serves

as a benchmark for real-scene novel view synthesis. We follow the same procedure
as the recent work [124, 148] to sample input frames and the corresponding target
frames. Specifically, we use the 11 frame sequences that are provided with ground
truth camera poses. In each sequence, the source and target frames are randomly
sampled so that they are separated by at most 10 frames. We use the same training
and testing split provided by [124] to train and evaluate our method. Please refer
to [124, 148] for more details on how to sample the training and testing tuples. We
implemented our appearance flow completion network using TensorFlow. We trained
our network using Adam optimizer [65] with an initial learning rate of 7 × 10−5 . The
network was trained for one million iterations for roughly 3 days on an NVIDIA GTX
1080 Ti GPU.
We compare our method with two state-of-the-art deep learning-based novel
view synthesis methods Appearance Flow [148] and Multi-view to Novel View
(Multi2Novel) [124] both quantitatively and qualitatively.

We also perform an

ablation study to further understand our method. Please refer to our supplementary
video demo to further examine the visual quality of our results.
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Figure 3.3: Visual comparison between our method and the state-of-the-art methods.
We qualitatively measure the quality of novel view synthesis results using four
metrics, including Mean Absolute Difference (MAD), Peak Signal to Noise (PSNR),
Structural Similarity (SSIM) [133], and LPIPS, which measures the perceptual
difference between a synthesized image and the ground truth [145]. For MAD and
LPIPS, a small value indicates a better quality while for SSIM and PSNR, a large
value indicates better quality. As reported in Table 3.1, our method achieves better
numerical scores than Appearance Flow and Multi2Novel on the well-known KITTI
benchmark [39] according to all the four metrics. Figure 3.3 shows some visual
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Table 3.2: Ablation study results.
MAD ↓ PSNR ↑
w/o reference flow
0.1523 18.8214
w/o multi-scale
0.1534 19.0566
w/o perceptual loss 0.1542 18.6469
Ours
0.1432 19.7985
0.25

Multi2Novel
App.Flow
Ours-NoRef
Ours
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Figure 3.4: As the viewpoint distance increases, the performance of each novel view
synthesis method decreases. Nevertheless, our method is robust against the increasing
viewpoint distance, compared to the other methods.
comparisons. These examples show that our method is able to generate novel views
with less ghosting and blurry artifacts (Row 1, 4 and 5), and less distortion (Row 2
and 3).
Because the distance between viewpoints has a strong effect on the quality of a
synthesized novel view, we evaluate the novel view synthesis methods with different
distances between the target and input viewpoints. We approximate the viewpoint
distance as the time difference between the video frames in the KITTI benchmark
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Figure 3.5: Effects of our multi-scale architecture and perceptual loss function on the
visual quality of novel view synthesis results.
because each of these videos was captured using the same moving camera [39]. For
every tuple of the target and two input frames, we use the smaller distance between the
target and one of the input frames. Figure 3.4 shows how each method performs with
different viewpoint distances. For each distance in the horizontal axis, we compute
the average score of all the samples that have their frame distances smaller than
that particular distance. Indeed, the performance of all methods decreases when the
distance between the target and input views increases. Nevertheless, our method is
more robust than the competing methods.
3.3.1

Ablation study

To further assess our method, we conduct an ablation study by training separated
models while leaving a major component out. As reported in Table 3.2, leaving any
component out compromises the performance of our method. As shown in Figure 3.5,
the perceptual loss helps producing sharper images and reducing visual distortion
and ghosting artifacts. Our multi-scale architecture helps achieve better blending
input images captured at distant viewpoints, which is consistent with the observation
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Ground truth

w/o Reference flows

w/ Reference flows

Figure 3.6: Effect of reference flows. By directly estimating dense flows and using
them to guide the estimation of the target dense appearance flows and masks, our
results avoid ghosting or blurring artifacts.
from [148]. Moreover, Figure 3.6 shows that the pair of sparse flows and dense flows
between input views can serve as a reference to guide our network to estimate dense
appearance flows to synthesize the target view. Note, existing appearance flow-based
synthesis approaches independently predict the flows to map pixels from each input
view to the target and then combine the resulting warped images using predicted
masks [124, 148]. This task is challenging since the network needs to estimate the
dense flows from the target view to different input views consistently so that the
warped images can be blended without blurring or ghosting artifacts. We address
this problem by leveraging the power of a state-of-the-art optical flow algorithm to
directly estimate the pixel correspondences (dense flows) between the input images
and use them to guide the estimation of target dense flows as well as masks. As shown
in Figure 3.6, our method with the reference flows is able to produce high-quality novel
views free from blurring or ghosting artifacts.

29

3.3.2

Applications

Below we discuss how our algorithm can be used for two novel view synthesis
applications. All of our results are generated from only two input images, including
the video results. That is, given an input video of n frames, at each time, we only
take two consecutive frames as input and generate frames between them. Once we
finish processing all the n − 1 frame pairs, we assemble all the frames together into
the final video.

3.3.2.1

Video frame interpolation

Video frame interpolation can be considered as a special case of novel view
synthesis where one or more intermediate frames are interpolated between every
two consecutive input frames. Great progress has been made for this problem [6,
79, 96, 98, 99]. We compare our method with two recent video frame interpolation
methods, namely Cyclic Frame Generation (CyclicGen) [79] and Depth-aware Frame
Interpolation (DAIN) [6]. CyclicGen is purely appearance-based and DAIN explores
the understanding of scene depth for video frame interpolation. In this experiment,
we sample input frames from the KITTI benchmark that are 0.4 seconds away from
each other and then use each algorithm to generate intermediate frames. As shown
in Figure 3.7, our method can often produce more realistic results with fewer visual
artifacts, especially for the cases that the input images were captured at distant
viewpoints.

3.3.2.2

Free viewpoint navigation

Novel view synthesis is a critical technology for free-viewpoint navigation [18]. We
compare our method with the recent Multi2Novel method for this task [124]. For a
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Figure 3.7: Comparisons with video frame interpolation methods.
fair comparison, we conduct this experiment on the KITTI dataset since we are using
the trained model of Multi2Novel on the KITTI dataset directly. In this experiment,
we linearly interpolate the camera locations between any two input views. We use
the Slerp algorithm [114] to interpolate the camera orientations. We then use a novel
view synthesis algorithm to render a view at each new viewpoint.
We evaluate novel view synthesis algorithms in two cases: (i) intermediate
locations between any two input views (interpolation), and (ii) locations before and
after input views (extrapolation). Figure 3.8 shows visual examples of the smooth
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transiting results generated by our method in comparison with Multi2Novel. These
results show that our method can successfully interpolate and extrapolate novel
frames from only two input frames. The transition between consecutive synthesized
frames is smooth enough to enable free-viewpoint navigation, as shown in the
supplementary video demo.

Multi2Novel

Ours

Multi2Novel

Ours

Extrapolated

Input 1

Interpolated

Input 2

Extrapolated

t

Figure 3.8: Free viewpoint navigation enabled by novel view synthesis. interpolation
and extrapolation. Our method is able to both interpolate and extrapolate new frames
from only two input frames. Our results are typically free from blurring, ghosting
artifacts or distortion.
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3.3.3

Discussion

Many image-based rendering (IBR) algorithms rely on Multi-View Stereo (MVS)
algorithms to perform dense 3D reconstruction of a scene. MVS often works well for
a sequence of 10 frames or more, and thus these IBR methods often work well with
many input views. However, when the overlap among these frames is small, MVS
methods sometimes cannot work well. For example, in the KITTI dataset, when we
sample multiple frames from a video captured by a camera on a forward-moving car,
MVS cannot generate satisfactory results as many parts of the scene is only captured
in one or at most two views, which makes dense 3D reconstruction difficult and leads
to unsatisfactory novel view synthesis results. In contrast, our method addresses
such a challenging problem by estimating appearance flows from the target view to
the input views and employing a neural network to blend them.
While this chapter focuses on novel view synthesis from only two input views, our
method can be extended to handle more input images. Specifically, given multiple
input images, we can apply the same off-the-shelf method as described in our chapter
to first estimate robust sparse flows between the target view and each of the multiple
input images. We feed these sparse flows and input images into our view synthesis
network. We then train our network to learn to transform these sparse flows into dense
flows between the target and the input images. Our method uses these flows to warp
input images to the target and combine multiple warped images using corresponding
mask maps to render the target view.
We also tested our method on the challenging IBR dataset from Chaurasia et al.
[18]. We sampled pairs of frames that are four frames apart from each other. Given
such challenging examples, our method is able to synthesize realistic views in general,
as shown in Figure 3.9(d) and (f). We do notice that our results sometimes contain
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(a) Input 1 with sparse
feature points

(b) Reference flow between
input images

(c) Input 2 with sparse
feature points

(d) Our result

(e) Our result
with noticeable artifacts

(f) Our result

Figure 3.9: Our results on the image-based rendering dataset from Chaurasia et al.
[18]. The second row shows the novel view synthesis results at different viewpoints.
noticeable ghosting artifacts in the regions with very strong parallax (Figure 3.9(e)).
Such artifacts can be mostly attributed to two factors. First, no sparse flows in these
regions are available, such as the tall tree and the bench chair in Figure 3.9(a) and (c).
Second, the reference flows are misleading, such as those for the tall tree when we use
an off-the-shelf optical flow algorithm to estimate them due to large motion there (as
shown in Figure 3.9(b)). Note, some state-of-the-art novel view synthesis methods,
such as [102], can better handle this challenging example than ours, as more input
frames are used for 3D reconstruction in their methods. In contrast, our method only
uses two input frames and thus tries to address a more challenging scenario where
only a very sparse set of input views are available. We conducted such experiments
to thoroughly examine the performance of our method. As shown in this experiment,
the performance of our method can be compromised by the insufficient sparse flows
and reference flows.
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In our experiments, we pre-process input images to obtain sparse 3d reconstruction
and optical flow using off-the-shelf computer vision algorithms. At the rendering
stage, our network takes 0.06, 0.13, 0.21, and 0.64 seconds to generate a novel view of
size 512×512, 800×800, 1024×1024, and 1764×1764 respectively on a workstation
with an Intel I7-7700 CPU and an NVIDIA 1080Ti GPU. We believe that this
performance can be further improved to enable real-time image-based rendering in
the future with better code optimization.
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4

Robust Homography Estimation For Asynchronously Captured Images

In Chapter 3, we introduce our novel view synthesis method for a sparse set
of unstructured input images captured at distant viewpoints. One important step
of novel view synthesis is to estimate a homography transformation. This chapter
describes a data-driven method to improve the robustness of homography estimation
to help improve the performance of novel view synthesis. (This work is published at
@2020 IEEE CVPR. Reprinted, with permission, from [68].)
4.1

Introduction
A homography models the global geometric transformation between two images.

It not only directly serves as a motion model for many applications like video
stabilization [40, 88] and image stitching [128, 144], but also is used to estimate 3D
motion and scene structure in algorithms, such as SLAM [30] and visual odometry [36].
There are two categories of methods for homography estimation [128]. Direct
photometric-based approaches search for an optimal homography that minimizes the
alignment error between two input images. Sparse feature-based approaches first
estimate sparse feature correspondences between the input images and then compute
the homography from them. The direct approaches are robust to images with large
textureless regions but are challenged by large motion. In contrast, while sparse
feature-based approaches are more robust to large motion, they heavily depend on
the quality of feature correspondences, which are often difficult to obtain in textureless
regions or blurry images.
Recent deep homography estimation methods train a convolutional neural network
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SIFT+RANSAC [82]

DHN [24]

Our results

Figure 4.1: Challenging examples for homography estimation. Each figure shows one
of the two input images. Each white box indicates where the other image in the
pair will be warped to in the first image according to the ground truth homography
and each red box indicates the result using the estimated homography. As shown
in the top row, the lack of texture fails the traditional SIFT + RANSAC method
while the deep learning methods work well. The example at the bottom is difficult as
the moving person dominates the image. Compared to both the SIFT-based method
and the deep homography estimation method [24] , our dynamics-aware method can
better estimate homography for a dynamic scene. (The top images originate from
MS-COCO [73] and the bottom images are used under a Creative Commons license
from Youtube users Nikki Limo.)
to compute a homography between two images [16, 24, 31, 95]. These deep neural
network methods leverage both local and global features and can often perform
better than the traditional methods on challenging scenarios, such as images lacking
texture, as shown in the first example of Fig. 4.1.

However, how they handle

challenging scenarios such as dynamic scenes has not been studied, as existing
methods focus on image pairs that can be fully aligned using homographies. In
practice, dynamic objects are common. Traditional non-deep learning approaches
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use a robust estimation algorithm like RANSAC [33] to exclude them as outliers.
We need to empower deep learning methods with the capability of being resistant to
dynamic content to make them more practical.
This chapter investigates the problem of developing a deep learning method for
homography estimation that is able to handle dynamic scenes without an iterative
process like RANSAC. We first introduce a multi-scale deep convolutional neural
network to handle image pairs with a large global motion. This network first estimates
the homography from the low-resolution version of the input image pair and then
progressively refines it at the increasingly higher resolutions. The architecture of the
base neural network at each stage follows a VGG-style network similar to existing
deep homography estimation methods [24, 95]. Our study shows that this multi-scale
neural network can handle not only a large global motion, but also dynamic scenes
to some extent when properly trained.
To address the problem of homography estimation of a dynamic scene in a more
principled way, we need to detect dynamic content and eliminate their effect on
homography estimation.

Actually, homography estimation and dynamic content

detection are two tightly coupled tasks. According to the research on multi-task
learning, training a neural network to simultaneously perform these two tasks can
greatly improve its performance for both tasks. Therefore, we enhance our multiscale network such that it jointly estimates the dynamics mask and homography
for an image pair. To train this network, in addition to the homography loss, we
use an auxiliary loss function that compares the dynamics mask from the groundtruth dynamics map that is estimated from the training data.

This multi-task

learning training strategy empowers our multi-scale homography estimation network
to robustly handle dynamic scenes.
As there are no publicly available large number of image pairs or videos of
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Figure 4.2: Static video samples in our dynamic-scene homography dataset. These
sample images are used under a Creative Commons license from Youtube users chad
schollmeyer, Lumnah Acres, Liziqi, Dielectric Videos, and 3DMachines.
scene dynamics that come with known ground-truth homographies, we collected
32,385 static video clips from YouTube with a Creative Commons license. We then
applied random homography sequences to these static clips to produce the training
examples. These examples contain a wide variety of dynamic scenes. As shown in our
experiments, our neural networks trained on this synthetic dataset generalize well to
real-world videos.
This thesis contributes to the research on homography estimation by investigating
ways to develop and train deep neural networks that are robust against dynamic
scenes. First, we build a large video dataset with dynamic scenes for training deep
homography estimation neural networks. Second, we develop a multi-scale neural
network that can handle large motion and show that by carefully training, it can
already reasonably accommodate dynamic scenes. Third, we develop a dynamicsaware homography estimation network by integrating a dynamics mask network into
our multi-scale network for simultaneous homography and dynamics estimation. Our
experiments show that our method can handle various challenges, such as dynamic
scenes, blurriness, lack of texture, and poor lighting conditions.
4.2

Homography Dataset of Dynamic Scenes
Existing deep neural networks for homography estimation are trained with image

pairs that can be perfectly aligned. A common approach is to use a subset of the
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MS-COCO image set [73], and warp each image using a known homography to form
an image pair [16, 24, 31]. Since we aim to train a neural network that can handle
dynamic scenes, we cannot produce a dataset in this way.
Ideally, each image pair in our dataset should contain dynamic scenes with a
known homography. To our best knowledge, there is not such a public homography
dataset that is large enough for training a deep neural network. Our solution is to
first collect a large set of videos capturing dynamic scenes while the cameras are
held static, and then apply known homography sequences to them. Specifically, we
downloaded 877 videos with a Creative Commons License from YouTube. From these
videos, we extracted 32, 385 static video clips and then applied a known homography
sequence to each of them to generate image/video pairs. Fig. 4.2 shows some sample
frames from this video set.
Static video clip detection. Since our goal is to build a reliable homography
benchmark to train a deep neural network, it is critical that each image pair in our
dataset can be perfectly aligned by a homography (except moving objects.) Thus,
instead of using a structure-from-motion method to estimate and analyze camera
motion, we use a more conservative approach aiming for a very high precision rate at
the cost of a low recall rate when identifying static clips.
We observe that if a video clip has camera motion, its boundary area changes
temporally. Also, the central part of a video clip may change significantly due to
the scene motion if the video is captured by a static camera. Accordingly, for every
two consecutive frames, we calculate the similarity between their boundary areas.
Specifically, we first resize each video frame to 256 × 256. We consider the outer
boundary with a 5-pixel thickness. We subdivide the boundary area into 32 boundary
blocks of size 32 × 5 pixels. If more than 25% of blocks stay the same between two
consecutive frames, we consider that there is no camera motion between the two
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frames. We consider a boundary block unchanged over time if more than 90% of its
pixels only slightly change the color (δc ≤ 6.67). To further remove non-static video
clips, we estimate optical flows between frames in each video clip using the PWC-Net
algorithm [123]. Since the difference between two consecutive frames is small, we skip
δt = 7 frames to compute the optical flow. We remove the clips if the areas of moving
pixels in the frames are greater than 65%. Finally, we consider a video clip static if
every two consecutive frames are static. To avoid the drifting error, we also enforce
that the following frames in a sequence must also be considered static with regard to
the first frame of the sequence. We extract static video clips that have a minimum
length of 10 frames from a video using a greedy search method.
We finally manually examine the resulting video clips to remove those misidentified
as static ones. In total, we obtained 32, 385 static video clips. The average length
of these video clips is 22 frames and the scene motion ranges from 0-25 pixels. We
split the dataset into three portions, 70% for training, 20% for testing and 10% for
validation.
Image pair generation. Given a sequence of n frames {Ii , 1 ≤ i ≤ n} in a video
clip, we randomly sample 2 frames Ij and Ik , with 1 ≤ j, k ≤ n, and |j − k|≤ 5. We
then use a similar method to Detone et al. [24] to generate a pair of image patches,
one from Ij and the other from Ik . Specifically, we first randomly crop an image
patch Ijp of size 128 × 128 at location [xp , yp ] in Ij . We then randomly perturb the
coordinates of the four corner points of Ijp by a value r, −32 ≤ r ≤ 32. We use the
four corner displacements to compute the corresponding homography H. Then, we
apply the inverse of this homography, H−1 , on the other image Ik : Iˆk = H−1 (Ik ), and
then extract the corresponding patch at the same location [xp , yp ] to obtain image
patch Iˆkp . Each training sample contains Ijp , Iˆkp , and their corresponding ground-truth
homography H.
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Figure 4.3: Multi-scale neural network for homography estimation. This network
progressively estimates and refines homography from coarse to fine.

4.3

Homography Estimation Neural Networks
We first introduce a multi-scale deep homography estimation network that handles

large motion, and then describe how we improve it with a dynamics mask network to
better handle dynamic scenes.
Our neural network takes two gray-scale images of size 128 × 128 as input, and
outputs the homography between them. Following the previous work [24, 31, 95],
we use the displacements of the four image corners to represent the homography.
As reported in previous work [4, 16, 31], progressively estimating and refining a
homography with a multi-stage procedure is helpful to cope with large global motion
between two images. We extend these methods and design a multi-scale multi-stage
neural network to estimate the homography for a pair of images from coarse to fine.
4.3.1

Multi-scale Neural Network

Fig. 4.3 illustrates a three-scale version of our multi-scale homography neural
network. Given a pair of images (I1 , I2 ), we build a pair of image pyramid (I1k , I2k ),
where k indicates the pyramid level. The down-scaling factor at level k is 2k . We start
from the highest pyramid level (I12 , I22 ) and use the base network Net2 to estimate
a homography Ĥ2 . Then, we warp I11 using Ĥ2 to obtain a pre-aligned image pair
(Iˆ11 , I21 ). The homography of the unaligned image pair (I11 , I21 ) can be computed by
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Figure 4.4: Architecture of the base network Net0 .
cascading Ĥ2 and Ĥ1 .

H1 = Ĥ1 S−1 Ĥ2 S

(4.1)

where H1 is the homography of the unaligned image pair (I11 , I21 ) and S is a scaling
matrix that down-samples an image by half to account for the different image
sizes at the two scales. We continue by using H1 to pre-align (I10 , I20 ) as input
for the subsequent base network and obtain the homography Ĥ0 and compute the
homography for the original image pair in a similar way to Eq. 4.1.
We use a variation of the neural network introduced by DeTone et al. [24] as
the base network at each stage. Fig. 4.4 shows the architecture of the base network
Net0 . It starts with twelve 3 × 3 fully convolutional layers, each coupled with Batch
Normalization [57] and a Rectified Linear Unit layer (ReLU). Every two consecutive
convolutional layers are followed by a max pooling layer. These convolutional layers
are followed by an average pooling layer, a dropout layer and a 1 × 1 convolution
layer that outputs a homography vector of length 8. The architecture of other base
networks Netk is similar except that each has 2k less convolutional layers due to the
smaller input image size.
To train this multi-scale neural network, we first calculate the l2 loss between
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Figure 4.5: Mask-augmented Deep Neural Network at level k = 1. The network is
augmented with a convolutional decoder that helps predict areas of dynamic objects
to improve the homography prediction.
the estimated and ground-truth homography, each parameterized using a corner
displacement vector. We then compute the total loss at all the scales as the loss
function.
When our multi-scale neural network is trained using the examples derived from
the MS-COCO dataset in a similar way to previous work [24], it works well with image
pairs with only static background, for which the transformation can be perfectly
modeled by a homography. However, when it is used to estimate homographies for
image pairs with scene motion, the results are less accurate as reported in Sec. 4.4.
This is expected as the training examples derived from the MS-COCO dataset do not
contain dynamic scenes.
To further examine the capability of this multi-scale neural network, we trained
another version on our dynamic dataset described in Sec. 4.2. We found that training
this multi-scale network on our dataset can improve its capability in handling dynamic
scenes, as found in our experiments (Sec. 4.4.2). To better handle scene motion, we
develop a mask-augmented network as described in the next section.
4.3.2

Mask-augmented Deep Neural Network

To better handle dynamic scenes, we need to identify dynamic content in the scene.
Actually, dynamic content detection and homography estimation are two tightly
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coupled tasks. An accurate estimation of homography helps robustly detect dynamic
content while correctly identifying dynamic content helps with accurate homography
estimation. Based on the research on multi-task learning, jointly training a model to
perform these two tasks simultaneously can enable the success of both tasks [13,106].
Accordingly, we improve our base homography network so that it estimates both the
dynamics maps and the homography for a pair of images. To this end, we incorporate
a dynamics mask estimator into our base homography neural network, as shown in
the right of Fig. 4.5. This new network uses the same architecture as the previous
base network except that we add a sub-neural network to regress a pair of dynamics
maps. We refer to this new base network as a mask-augmented base network.
We embed this mask-augmented base network into our multi-scale network in a
similar way as before. As shown in the left of Fig. 4.5, the mask-augmented base
network Netk+1 outputs a pair of dynamics maps (M1k+1 , M2k+1 ) and a homography
Ĥk+1 , from which we can compute a cascaded homography Hk+1 according to Eq. 4.1.
Then, we first upsample the pairs of dynamics maps to match the image size in the
next level k and obtain (M̄1k , M̄2k ). Then we warp M̄1k using the homography Hk+1 and
obtain M̂1k to match the warped input image Iˆ1k , and finally concatenate (M̂1k , M̄2k ) and
(Iˆ1k , I2k ) as input for the new base network at the next level k. We further improve the
performance of this mask-augmented network by first estimating the mask residuals
(M̃1k , M̃2k ) and then obtaining the final masks by adding the residuals to the input
upsampled masks (M̂1k , M̄2k ).
This mask-augmented homography neural network is difficult to train as it cannot
automatically figure out the role of the dynamics maps. According to multi-task
learning [13,106], having an extra supervising signal helps train a neural network. So
we estimate the ground-truth dynamics maps and use them as the extra supervising
signals. Specifically, since each image pair (Ii , Ij ) is created from two frames of a
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static video, we first estimate the optical flow between the two video frames using
PWC-Net [123] and then create a ground truth mask by labelling a pixel as 1 if the
flow magnitude is greater than 1 pixel and 0 otherwise. We then generate a pair of
masks (Mi , Mj ), one for each image in the pair, by cropping and warping the ground
truth mask in the same way as we generate the image pair (Ii , Ij ).
Now we have two loss functions: a homography loss lf described in Sec. 4.3.1
and a dynamics mask-based loss ld . We calculate ld as a binary cross entropy loss as
follows [9].
ld =

−Mg · log(Mp )T − (1 − Mg ) · log(1 − Mp )T
|Mg |

(4.2)

where Mp and Mg are the predicted dynamics mask and the ground-truth mask, each
arranged as a row vector. |Mg | is the total number of pixels in Mg . We combine
P
k
k
k
k
the two losses to train our network: L =
k σf lf + σd ld where lf and ld are the
homography loss and mask loss at scale k and σf and σd are weights.
Implementation details. Our neural networks are implemented using TensorFlow.
We initialize the weight values using the Xavier algorithm [41] and the biases with
zero. We use the Adam optimization algorithm to train the neural networks [65]
using an exponentially decaying learning rate with an initial value of 10−4 , a decay
step of 105 , and a decay rate of 0.96. The dropout keep probability is set to 0.8. The
mini-batch size is 32.
We train the mask-augmented network in three steps. First, we train it on our
dynamic-scene dataset with σf = 1 and σd = 0 for 2 × 106 global iterations so that
the network learns to predict homography only with ground-truth homography labels.
We continue training it for another 106 iterations with σf = 1 and σd = 10 so that it
learns to predict both the homography and dynamics masks by leveraging the groundtruth masks. Finally, we train it for another 106 iterations with σf = 1 and σd = 0
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so that it learns to leverage the predicted dynamics masks to ultimately boost the
performance of homography estimation for dynamic scenes.
4.4

Experiments
We evaluate two versions of our method: the multi-scale homography network

(MHN) and the dynamics mask-augmented network (MHNm ). We compare them
to both feature matching-based and deep learning-based methods.

The first

category of methods use the SIFT feature or its recent variations followed by a
robust estimation method, including SIFT+RANSAC [82], SIFT+MAGSAC [7],
SIFT+GeoDesc+RANSAC [86], SIFT+ContextDesc+RANSAC [85], LF-Net [100],
and AFFNET [93].

We also use PWC-Net [123], a state-of-the-art optical flow

method, to estimate dense correspondences between input images and then use
RANSAC to estimate the homography. The deep learning homography estimation
methods include CLKN [16], DHN [24], and PFNet [142].
Our experiments use three datasets. The first is derived from the MS-COCO [73],
following the procedure in the recent work [16, 24]. The image size is 128 × 128
and the image corners are randomly shifted in the range of [-32, 32] pixels. Please
refer to [16, 24] for more details. The second, named as VidSets , is the static version
of our dynamic-scene dataset by creating image pairs from a single video frame so
that there is no dynamic content in each image pair. The third is our dynamicscene dataset described in Sec. 4.2, named as VidSetd . Following [16], we use the
P
mean corner error as the evaluation metric: ec = 41 4j=1 ||cj − ĉj ||2 where cj and
ĉj are corner j transformed by the estimated homography and the ground-truth
homography, respectively.

Fraction of the number of images

Fraction of the number of images
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Figure 4.6: Evaluation on static scenes.

4.4.1

Evaluation on Static Scenes

Existing deep homography estimation methods focus on pairs of images that
can be fully aligned by homography. We compare our multi-scale network (MHN)
with these methods on both MS-COCO and VidSets . As shown in Fig. 4.6, our
multi-scale network described in Sec. 4.3.1 outperforms the competitive learningbased methods [24] and [142] but performs slightly worse than CLKN [16] in the
high-precision region. Moreover, our method outperforms all the competitive feature
matching or flow-based methods. This is consistent with the reports from the previous
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Figure 4.7: Evaluation on dynamic scenes.
Mean Average Corner Error

4.0

Trained on VidSet s
Trained on VidSet d

3.5
3.0
2.5
2.0
1.5
1.0
0.5
0.0

DHN

PFNet

MHN

MHNm

Figure 4.8: Effect of training datasets. Our dynamic-scene dataset VidSetd enables
deep homography estimation networks better handle dynamic scenes than its static
version VidSets .
work [16, 24] that deep neural network approaches can often perform better than the
conventional matching-based methods.
4.4.2

Evaluation on Dynamic Scenes

In this test, we train and test our networks MHN and MHNm and the other
competitive networks, including DHN [24] and PFNet [142], on our dynamic-
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scene dataset VidSetd . Fig. 4.7 shows that our networks significantly outperform
the existing learning-based approaches and matching-based approaches in handling
dynamic scenes, even though we train the existing deep learning methods on our
dynamic-scene dataset. In addition, when trained on VidSetd , our multi-scale network
MHN can already handle dynamic scenes to some extent. On around 80% of examples,
it achieves a good accuracy of ≤1.0 pixel. Our dynamics mask augmented network
MHNm further improves its performance, and achieves the same accuracy for more
than 85% of the testing mages. We were not able to evaluate the performance of
CLKN [16] on VidSetd since their code is not available. However, we also expect that
our mask network and our VidSetd can also be married to CLKN to better handle
dynamic scenes.
Effect of training sets. We trained two versions of each homography network, one
on the static version of our dynamic-scene dataset (VidSets ) and the other on our
dynamic-scene dataset (VidSetd ). We tested them on the testing set of VidSetd . As
shown in Fig. 4.8, our dynamic-scene dataset can greatly improve most of these deep
homography estimation networks in handling dynamic scenes.
Effect of the dynamic area size. To examine how our methods work on images
with a various amount of dynamic content, we calculate the dynamic area ratio of
each example. Then, we create multiple versions of the testing set. For each set, we
select a dynamic area ratio threshold and only include examples with the dynamic
area ratio smaller than that threshold. We then test our methods on these testing
sets. As reported in Fig. 4.9, both of our methods, MHN and MHNm are more stable
than the other deep homography methods when the dynamic area increases.

Mean Average Corner Error
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Figure 4.9: Effect of the size of dynamic area. Compared to existing deep homography
estimation methods, such as DHN [24] and PFNet [142], our methods are robust
against a large dynamic area.

4.4.3

Discussions

Scale selection. An important hyper-parameter of our multi-scale neural network
is the number of scales. We found that when increasing the number of scales from
one to three, our network can be trained significantly faster. As shown in Fig. 4.10,
it can handle larger global motion. But when the number of scale goes beyond three,
the training becomes unstable. We attribute this to the very small image size that
is processed by the first base neural network. This is similar to what Chang et al.
reported [16].
Real-world videos.

We experimented on videos from the NUS stabilization

benchmark [78]. We estimate the homography between two frames that are ten frames
apart. Fig. 4.11 shows several challenging examples with significant scene motion and
lack of texture in the static background. We visualize each homography estimation
result by first using the homography to warp Frame0 to align with Frame10 and then
creating a red-cyan anaglyph from the warped Frame0 and Frame10 . Specifically, we
take the red channel from Frame10 and the cyan channel from the warped Frame0
and merge these channels into an anaglyph image. Any non-boundary colorful pixels
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Figure 4.10: Effect of the number of scales in our multi-scale homography estimation
network on MS-COCO.
not on a moving object indicate misalignment. While our network is trained using
synthetic examples (using ground truth homography estimated from images having
dynamic objects and static background), it works well with the real videos. Fig. 4.11
also shows that our network can accurately identify the dynamic content by examining
the dynamics masks.
Parallax. Although there is no parallax in the static background in our training
set, our network can handle parallax well for the above real-world examples. Since
no homography in theory can perfectly account for the parallax in an image pair, we
examine how our network handles it. To this end, we test our method on examples
from optical flow benchmarks, namely Middlebury [5] and Sintel [11]. In this test, we
use our method to estimate the homography between two frames, align them using
the estimated homography, and finally compute optical flow between the two aligned
frames. As shown in Fig. 4.12 (c), there is little motion in the background, while the
objects that are close to the camera are not aligned. This suggests that our method
finds a homography that accounts for the motion in an as-large-as possible area while
treating the foreground objects as outliers. As also shown in Fig. 4.12 (d), our method
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Frame0

Frame10

SIFT+RANSAC

Our Result

Dynamics Mask

Figure 4.11: Real-world video examples from the NUS video stabilization
benchmark [78]. We estimate homography for pairs of frames that are 10 frames
apart. Each homography result is visualized using the red-cyan anaglyph that takes
its red channel from Frame10 and the cyan channel from the warped Frame0 . Any
non-boundary colorful pixels not on a moving object indicate misalignment.
identifies the foreground object in each example that is far away from the background
plane in the dynamics map. Note, while the foreground objects do not move, they
are outliers for homography estimation similar to a moving object.
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(a) Frame0

(b) Original optical flow

(c) Flow after alignment

(d) Dynamics Mask

Figure 4.12: Evaluation on parallax. These examples show that after a pair of images
are aligned, there is little motion in the background as shown in (c). This suggests
that our method finds a homography that accounts for the motion in an as-large-aspossible area. As shown in (d), our method treats foreground objects as outliers in
the same way as they treat dynamic content.
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5

Learned Upsampling for Fast Optical Flow Estimation

An important step in novel view synthesis is to analyze the given input images to
extract useful information between them, such as an optical flow that captures pixel
correspondences across images. However, this process is often slow and requires a lot
of computational resources. This chapter describes a learned upsampling method to
speed up this estimation to help improve the efficiency of novel view synthesis.
5.1

Introduction
Optical flow estimation is one of the basic computer vision problems [5]. It

serves as an important step for many computer vision tasks, such as video super
resolution [107], video denoising [28], video frame interpolation [60, 97], video
segmentation [21], and action recognition [110,150]. Since the seminal work by Lucas
and Kanade [83] and Horn and Schunck [51], many optical flow algorithms have been
developed [120]. Recently, the deep neural network-based approaches keep pushing
the state of the art forward consistently.
In their pioneer work of FlowNet [26], Dosovitskiy et al.

reported the first

successful attempt of training a deep convolutional neural network to estimate optical
flow. The successive FlowNet2 [56] set a milestone that a deep neural network method
can reach the state-of-the-art performance of conventional variational optical flow
algorithms. Following that, SpyNet [103], PWC-Net [121], LiteFlowNet [54] further
boosted the accuracy of optical flow estimation and achieved high rankings on the
well-established optical flow benchmarks, such as Sintel [12] and KITTI [39]. The
success of these methods demonstrates the power of integrating successful strategies
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from conventional optical flow algorithms into deep neural networks, such as pyramid
feature extraction, iterative feature warping, and cost-volume estimation.

The

performance of these methods is further improved in the recent work by employing
iterative processing [55], leveraging 4D convolution for flow decoder [139], estimating
occlusion mask [55], or predicting bidirectional flows simultaneously [55]. As a result,
deep neural network approaches are now the state of the art for optical flow estimation
in terms of both speed and accuracy.
When processing high-resolution videos, even the recent deep optical flow
estimation methods are still slow. For instance, PWC-Net, one of the methods that
achieve the best trade-off between accuracy and speed [141], estimates optical flows
at 1/4 (each side) of the original image size and then up-scales the result using
bi-linear sampling. Even working on a down-scaled version, it still takes 28.56 ms
to estimate optical flows for a pair of images of size 1024 × 436 on a Titan XP
GPU [121]. This becomes an obstacle when adopting these deep learning methods
for many applications that require fast optical flow estimation.
This thesis presents a super resolution method to speed up optical flow estimation.
Our method is built upon two observations. First, a VGG-style deep convolutional
neural network can already reliably estimate motion between two frames, such as
optical flow [26] and homography [24], when the motion between them is small. Our
hypothesis is that we can develop a fast network to upgrade the optical flow resolution
given that the optical flows estimated at a low resolution should already be a good
approximation. Second, joint image filtering algorithms that use a reference image to
enhance the quality of a target image have been shown successful for many tasks, such
as denoising and depth super resolution [53]. In their recent work, Li et al. showed
that a two-encoder deep neural network trained for the task of flow up-sampling can
be used for depth super resolution [72]. This thesis further builds upon their work and
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Figure 5.1: Our super resolution method (PWC-Net-UFE) can almost double the
speed of the base optical flow network (PWC-Net) at little expense of accuracy.
Compared to existing methods, our method achieves a good trade-off between the
speed and the accuracy. This figure is based on our experiments on the SINTEL
benchmark.
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develops a dedicated optical flow super resolution network guided by high-resolution
input images. We show that our method significantly outperforms [72] and can
significantly speed up the base optical flow methods, such as PWC-Net [121] and
IRR-PWC [55], at little expense of optical flow estimation accuracy.
Our super resolution approach to fast optical flow estimation has a few advantages.
First, our method is flexible and can be married to any existing optical flow methods to
improve their speed. Second, we can jointly optimize the base optical flow estimation
network and our optical flow super resolution network to further improve the accuracy
of optical flow estimation.
5.2

Method
The driving goal of the design of our optical flow network is to enhance the

run-time efficiency of optical flow estimation while maintaining a high accuracy
performance. Specifically, we aim to design a network that uses less amount of
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LFE

UFE

Figure 5.2: Overall design of our flow upsamling estimation network (UpFlow net).
operations, thus, runs faster. We achieve this goal by designing a network that,
first, estimates optical flow using downsampled input images to reduce the number of
operations, and secondly, adaptively upsample the predicted low-resolution flow back
to original high-resolution one fast and accurately. Specifically, we implement this
idea by designing an optical flow upsampling network (UpFlow) consisting of two
main modules: low-resolution flow estimation (LFE) and upsampled flow estimation
(UFE). Figure 5.2 shows the overall design of our network. The LFE module
generates low-resolution optical flow from downscaled input images. Since the input
images are downscaled to a smaller resolution than the original resolution, the amount
of operations required for optical flow estimation is smaller, thus, the runtime is
reduced. The fast and light-weight UFE module takes as input the low-resolution
flow resulted from the previous step and transforms it into a high-resolution one
adaptively to the image content.
Our UpFlow net takes as input a pair of images {I1 , I2 } at their original
resolution. These images are first downscaled to generate low-resolution input images
{I1d , I2d }, where d is a down-sampling factor applied to each side of the image.
{I1d , I2d } are used as input into LFE to generate low-resolution forward optical flow
f d capturing pixel motions from I1d to I2d .
f d = LFE(I1d , I2d )

(5.1)
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Next, the UFE module takes the computed low-resolution flow f d as input and
transforms them into the high-resolution ones adaptively to the image content. This
module does not solely interpolate the missing flow using neighboring pixels, like
bilinear or bicubic sampling. Those naive methods often result in noticeable visual
artifacts such as distorted object boundaries due to the missing of high-frequency
information, as pointed out in [72]. Fig. 5.4 shows a visual example of these artifacts
when using a simple interpolation method (bilinear, bicubic, etc.) to upscale to
flow. Instead, the UFE module needs to upscale the low-resolution flow into a highresolution one adaptively to the image content. Thus, inspired by the design of joint
image filtering [72], to address the missing high-frequency information, this UFE
module also takes the high-resolution image pair {I1 , I2 } as input. In [72], the lowresolution flow is first upscaled to have the same resolution as the input images. In
contrast, we adopt a down-scaling shuffle [113] module Dd to rearrange high-resolution
images to have the same spatial resolution as the low-resolution flow. This approach
aims to support the network to learn the correlation from a given pixel to its larger
neighborhood region using a smaller number of convolution layers. Specifically, Dd
transforms input images as:
(Iˆ1d , Iˆ2d ) = Dd (I1 , I2 )
where I1 , I2 has dimension of w × h × c and Iˆ1d , Iˆ2d has dimension of dw × dh ×

(5.2)
1
c
d2

The upscaled optical flow is estimated by:

f = UFE(f d , Iˆ1d , Iˆ2d )

(5.3)
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5.2.1

Low-resolution optical flow estimation (LFE)

The low-resolution optical flow network is adopted from an off-the-shelf optical
flow estimation method such as PWC-Net [121], IRR-PWC [55], HD3 F [141], etc.
This module is not limited to any specific optical flow estimation method but can be
replaced for any method that can produce optical flow for low-resolution input images.
In this thesis, we adopt PWC-Net [121] and IRR-PWC [55] to implement our LFE
module for low-resolution optical flow generation. PWC-Net is one of the methods
that have the best trade-off of speed and accuracy as also reported in the recent
study [141]. Specifically, this method has the best inference time (0.03 seconds [121])
while obtaining a low end-point-error on public optical flow benchmarks [141]. The
more recent IRR-PWC [55] method further improves on PWC’s performance by
following an iterative process. It achieves better accuracy while saving network
parameters significantly. However, this method has a slower running time. In this
thesis, our method leverages these two optical flow methods with the goals to 1)
further speed up the already one of the fastest optical flow methods with good flow
accuracy and 2) speed up a slower optical flow method but with state-of-the-art
accuracy.

5.2.1.1

PWC-Net-based LFE.

PWC-Net [121] achieves fast performance and high-accuracy thanks to its pyramidal,
iterative processing architecture that incorporates a set of effective techniques such as
cost-volume estimation, feature warping, etc. Please refer to [121] for a comprehensive
description of this method.

Briefly, PWC-Net contains several main processing

blocks: feature extraction, cost-volume estimation, and optical flow generation. Its
feature extractor is a multi-level network of convolutional layers that extracts features
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from input images (I1 , I2 ) in a multi-level procedure (7 levels, in their reported
implementation.) At each level l, the network uses the optical flow predicted from
the previous level f l−1 to warp the extracted features σ2l of image I2 to align them
with the corresponding one σl1 of I1 . A cost volume is constructed by measuring
the correlation of these features. A convolutional flow decoder of this level takes
the cost volume and the corresponding extracted features as input to produce the
corresponding optical flow.

5.2.1.2

IRR-PWC-based LFE.

IRR-PWC continues to develop from PWC-Net to obtain state-of-the-art accuracy
on multiple public benchmarks while maintaining a compact model. Specifically,
IRR-PWC replaces multiple decoders at multiple levels in the original PWC-Net
architecture by a single shared decoder and uses it in an iterative procedure. This
helps reducing the number of network parameters significantly [55]. To enhance flow
prediction accuracy, IRR-PWC also incorporates several effective techniques including
predicting both forward and backward flow simultaneously, and predicting occlusion
maps. These techniques are also blended into the iterative pipeline to enhance its
overall performance while maintaining a compact size model.
PWC-Net and IRR-PWC both apply an m-level processing architecture but both
predict the flow up to a level nth (n < m) and use a simple upsampling method to
upscale the flow back to input resolution. This practice aims to limit the amount
of operations and memory needed for flow prediction, especially for high-resolution
images. Specifically, both PWC-Net and IRR-PWC use m = 7 and n = 5 to obtain
the best trade-off between accuracy and speed. They both first produce optical flow at
a 0.25x smaller resolution before upsampling the flow back to input resolution using a
simple method such as bilinear upsampling. In our method, we skip this upsampling
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step and directly use 0.25x low-resolution flow as input into our UFE network. To this
end, the LFE module takes as input downsampled image pair {I1d , I2d } and produce
optical flow f 0.25d by using either the PWC-Net-based or IRR-PWC-based module.
5.2.2

Upsampled Flow Estimation (UFE)

The design of our upsampled flow estimation network (UFE) is adopted from the
design of the recent image super-resolution network RDN [146] and is customized to
leverage the guidance of a pair of high-resolution images. Fig. 5.3 shows the design of
our upsampled flow estimation network. UFE takes as input low-resolution optical
flow f 0.25d and produces high-resolution flow f , which has the same resolution as
the input images I1 , I2 . Note, the scaling factor 0.25d is applied for each side of the
image. For instance, a 0.25d× low-resolution flow of a resolution 0.25dw × 0.25dh is
upscaled u times, (u =

1
)
0.25d

to a high-resolution flow of resolution w ×h. On average,

each flow vector in the low-resolution flow is used to generate u2 corresponding flow
vectors for the high-resolution image (u ≥ 8 in our experiments). To achieve this,
UFE also takes as input a pair of high-resolution input images. This approach is
different from the joint image filtering [72] or depth super-resolution [53] in which
only one high-resolution image is used as guidance, and to upsample single-channel
input features, such as a depth map. Moreover, to maintain a light-weight design, we
leverage a down-sampling shuffle layer [113] to transform the input high-resolution
image pairs into low-resolution ones without losing the high-frequency details. This is
also different from [72] where the low-resolution flow is bilinearly upsampled to have
the same resolution as the input images. The downsampled images are concatenated
with the low-resolution flow as the input into the network. This design minimizes
the number of operations while maintaining the ability of the network to leverage
high-frequency details from the high-resolution image guidance.
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As similar to [146], UFE also consists of four main modules: feature extraction,
residual dense blocks, dense feature fusion, and up-sampling module. The feature
extraction with convolutional layers is used to extract the feature from the input.
This corresponds to the shallow features extraction described in RDN [146]. However,
while the shallow features in RDN [146] capture the internal structure of a single lowresolution image, the features extracted in our UFE capture “shallow” correlations
between a pair of high-resolution images and the coarse, low-resolution optical flow.
Next, the shallow correlation features are input into the residual dense blocks
module. This module contains a sequence of residual dense blocks (RDB). The
extracted features from each block are fed into the next block sequentially. Please refer
to [146] for a complete discussion of the design of this network block. Briefly, each
residual dense block contains a sequence of densely connected layers. The information
flow passing through each block is enhanced by applying feature fusion and residual
connection within each block.
The features extracted at each RDB block are also fused together at the dense
feature fusion step. Specifically, these features are concatenated together as input
into a series of 1 × 1 and 3 × 3 convolution layers. Note, our feature fusion is different
from the original modules from RDN in which the global residual step also takes into
account all shallow correlation features extracted from the previous steps. This plays
a similar role to the application of skip connection to preserve useful high-frequency
signals for joint-filtering in [72].
The output of the fused features is used as input into the up-sampling layer to
transform to low-resolution features into high-resolution ones. Following [146], we
also use ESPCNN [113] followed by a conv layer in the Upscale module. Note, our
Upscale module is modified from the UpNet module used in RDN [146]. Specifically,
we avoid upsampling the features from 0.25d× resolution into 1× resolution directly

Feature Extraction Residual Dense Blocks

Feature Fusion

Conv

Upscale

Conv

1x1 Conv

Concat

RDB D

RDB d

RDB 1

Conv

Concat
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Upsampling

Figure 5.3: Architecture of our image-guide flow super-resolution network (UFE).
(from resolution 0.25dw × 0.25dh to resolution w × h). Instead, we use an iterative
upsampling approach in which the feature is upsampled with a smaller step of k = 2.
To upscale the low-resolution flow at 0.25d× to 1×, this module contains a sequence
of upscaling step. Specifically, the output of this Upscale module is computed as:
f˜ = U 2 (U 2 (. . . (U 2 (γ)))) where U 2 is a pixel shuffle module [113] with an upsampling
factor of 2 and γ is the features output from the previous dense fusion step.
Finally, as inspired by [72] that predicting residual features helps improve the
performance of the upsampled signal, we also add a global residual connection to
connect the bilinear upsampled low-resolution flow and the residual flow output from
the up-sampling layer. This approach aims to directly leverage the information from
low-resolution input flow while still making use of its correlation with high-resolution
input images by using a minimal amount of operations for the sake of efficiency.
5.2.3

Implementation Details

We trained our UpFlow net in a multi-stage training procedure using the
commonly used end-point-error (EPE) as the training loss. For the first stage, we
trained UpFlow(I1 , I2 ) to produce high-resolution flows as similar to the results
of running the original LFE on high-resolution input images (I1 , I2 ). Specifically,
we use a pre-trained model of LFE to produce a high-resolution reference flow:
f 0 = LFE(I1 , I2 ). Note, f 0 is different from f d produced in Eq. 5.1 because, in
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this case, LFE module runs on high-resolution images that contains sufficient highfrequency details of the images, which is in contrast with the results produced in
Eq. 5.1 running on low-resolution images. This training step aims to guide the network
to incorporate high-frequency details extracted from high-resolution images I1 , I2 into
the coarse low-resolution flow f d produced by LFE(I1d , I2d ). Secondly, we continue to
finetune UpFlow using the ground truth optical flow fgt provided from the datasets.
This step aims to guide the network to correct erroneous flows and upgrade them as
close to the ground-truth as possible.
Following the commonly used strategies to train optical flow estimation models,
we also first train our network on the FlyingChairs [56] dataset using f 0 as a training
target for 50 epochs. We then continue to finetune the network on FlyingThings [89]
dataset, first using f 0 for 50 epochs, and secondly using fgt as training target for
another 50 epochs. To produce results on the benchmark Sintel [12] and KITTI [39],
we also finetune the network on each of these datasets using the similar training
approach. We trained the network with a mini-batch size of 8 with a learning rate of
10−4 for training stage 1, 10−5 for training stage 2, and 10−6 for the finetuning stages
on Sintel [12] and KITTI [39] dataset.
5.3

Experiments
To evaluate the effectiveness of our proposed optical flow upsampling method,

we conduct a set of studies on public optical flow benchmark datasets including
Flying Chairs [26], Flying Things [89], MPI Sintel [12], KITTI 2012 [39], and KITTI
2015 [91]. Note, our optical flow upsampling method can be coupled with any optical
flow method that can produce low-resolution optical flows. In this thesis, we tested the
performance of our method while coupling with either PWCNet [121] or IRRPWC [55]
to produce low-resolution optical flows.
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5.3.1

Performance of optical flow upsampling

We first evaluate the performance of our flow upsampling method in comparison
with the competitive methods including the base optical flow method (used in
our LFE for low-resolution flow) by: 1)run on their regular configuration, and 2)
run on downsampled input images then upsample the predicted flow using bilinear
upsampling. Table 5.1 shows the accuracy and the running time of our method and
the baseline methods. This result shows that our method can speed up the inference
time significantly quite obtaining comparable accuracy with the baseline optical flow
methods. Specifically, our method can further speed up the already one of the fastest
flow estimation method PWCNet ROB [121]. Especially, our method even obtains
better performance on the Sintel Final Training images comparable to the baseline
model. Note, this baseline model is not the final model of PWCNet ROB. This
model was trained on FlyingChairs and FlyingThings dataset before finetuning by
the author, thus, it is not designed for optimal performance. However, our method
can still leverage these non-optimal low-resolution flows and upgrade them into better
quality ones. Besides, when paired with the IRR-PWC, our method helps improve
the inference speed significantly (254%) while still being able to obtain comparable
accuracy with the baseline model running on the full-resolution images.
In both cases, our methods that use a pretrained model of the flow estimation
networks (without finetuning the flow estimation network) coupled with our flow
upsampler and our method finetuning both two modules simultaneously show the
improvement. The result shows that finetuning the whole network help improve the
ultimate results. We argue that the finetuning of the whole network guides the flow
estimation module (LFE) to generates low-resolution flows that are move convenient
for our upsampler network (UPE), and together they ultimately enhance the overall
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Figure 5.4: Visual comparison between flow upsampling methods.

Input Frame 1

Ground-truth

PWC-Net 1x

PWC-Net 0.5x+Bilinear 2x

PWC-Net 0.5x + UFE

Table 5.1: Comparison of flow upsampling methods on Sintel Training dataset [12]
Upsampling
Flow Estimator
PWC-Net ROB [121] (1x)
Bilinear 2x
PWC-Net ROB (0.5x)
PWC-Net ROB (0.5x)
Ours, UFE
Ours, (PWC-Net ROB-UFE)-ft
IRR-PWC [55] (1x)
IRR-PWC (0.5x)
Bilinear 2x
IRR-PWC (0.5x)
Ours, UFE
Ours, (IRR-PWC-UFE)-ft

Clean
2.63
3.28
2.73
2.68
2.34
2.88
2.62
2.61

Final
4.16
4.47
3.93
3.89
3.95
4.31
3.98
3.92

Time(ms)
25.99
7.59
16.00
16.00
179.25
53.57
67.67
67.67

accuracy without affecting inference time.
Figure 5.4 shows the visual illustration of different optical flows results from
different flow upsampling methods. The results show that our upsampling module
can help not only improve the quality of the flow at the boundary regions by capture
and transfer high-frequency details from the guidance images to results in flow maps
with sharper boundary (1st row), but also correct the erroneous regions existing in
the low-resolution flows (2nd row.)

5.3.1.1

Comparison with joint-filtering method

Joint image filtering is a powerful approach that has been applied for denoising, depth
super-resolution, and also optical flow upsampling [72]. This approach inspires the
design of our method and has been extended dedicatedly to the problem of flow
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Figure 5.5: Comparison with joint-filtering method [72].

Input Frame 1

Ground-truth

PWC-Net 0.5x + Bilinear 2x

PWC-Net 0.5x + DJFI

PWC-Net 0.5x + UFE

upsampling. Thus, we also conduct an experiment to compare the performance of
our method with this method. The results visualized in Fig. 5.5 show that although
joint filtering is a useful method, directly apply this method to our problem leads
to unsatisfactory results. The first reason is that this method is not designed for
upsampling coarse-quality optical flow produced using low-resolution input images,
which is the case in our problem. Secondly, this method works with each channel of
the flow to upsample them independently then stack the results together as an output.
This is insufficient for this application since it loses the important correlation between
two channels of each vector. It also takes only a single high-resolution image as the
guidance signal. While this strategy works well for problems such as depth map superresolution which has one single channel feature, directly applying this approach for
flow upsampling on coarse flows is insufficient. Our method addresses this shortage
by providing a pair of images as input and predicting both channels of the flow vectors
simultaneously using an efficient and fast upsampling network. The results show the
effectiveness of our method in comparison to this baseline method.

5.3.1.2

Effect of input variation for LFE

While keeping the module (LFE) unchanged, we also test the performance of our
method under different input variations into the UFE module.

The results in
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Table 5.2 shows that the naive method that does not use any guidance of highresolution image perform only slightly better than the baseline method using a bilinear
upsampling method. The reason is that the UFE can only leverage the internal
structure of the input low-resolution flow for upsampling. It is missing the highfrequency signals which are the dominant variation between a low-resolution image
and a higher-resolution one. Besides, adding single high-resolution image guidance,
as similar to the practice in joint-filtering and depth super-resolution, does not show
any improvement. We argue this for the insufficient information within the input
data. Different from joint filtering and depth super-resolution, the target signals to
be upscaled here have two channels u, v. While the depth information corresponds to
pixel more closely and can be inferred from even a single image [42], the optical flows
need to capture the pixel motion within a pair of input images. Thus, providing only
a single high-resolution of the first image into the input as guidance is not sufficient.
This demonstrates the usefulness of the pair of high-resolution guidance images in
the design of our UFE module.
5.3.2

Timing and operation analysis

We further conduct a timing analysis to discuss the time breakdown of
contributing components of a common deep-learning-based optical flow method to
analyse the efficiency of our method. This analysis aims to discuss the computation
Table 5.2: Comparison different UFE input variation on Sintel Training [12]
Clean
2.63
Bilinear 2x
3.28
UFE, no high-resolution guidance
3.02
UFE, single high-resolution guidance 3.01
UFE
2.73
Method

PWC-Net
PWC-Net
PWC-Net
PWC-Net
PWC-Net

ROB
ROB
ROB
ROB
ROB

+
+
+
+

Final
4.16
4.47
4.24
4.25
3.93
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Table 5.3: Timing and number of operations at different image scales
d = 0.25
Gflops Time
Feature pyramid extraction
0.37
0.20
Correlation estimation
0.21
0.45
Optical flow decoder
3.37
0.98
Context network
2.32
0.59
6.27
2.22
PWCNet ROB
(5.82%)
Ours, UFE
5.03
5.55
Ours, UpFlow (LFE + UFE) 11.30
7.77
(20.35%)

d = 0.5
Gflops Time
1.49
0.79
0.83
1.83
13.47
4.52
9.27
2.56
25.06
9.69
(25.38%)
20.13
8.32
45.19 18.00
(47.17%)

d = 1.0
Gflops Time(ms)
5.94
3.29
3.34
7.39
53.86
17.63
37.09
9.86
100.23 38.17
(100.00%)

cost of these components and provide more insights into how to speed up the overall
optical flow framework.
Since the base network PWC-Net ROB [121] uses an image resolution as multiple
of 64, we conduct this experiment using the image at resolution 1024 × 512 (compare
to 1024 × 436 of MPI Sintel [12]) so that the experiment does not contain extra image
resizing at the pre-processing or post-processing steps. This also helps showing the
performance correlation of the network with different image scales. To make a fair
measurement, we use different mini batch sizes for different image resolutions so that
the total number of pixels in each batch is equal. Specifically, we test with batch size
32, 128, and 512 for image resolution of 1024×512 (d = 1.0), 512×256 (d = 0.5), and
256×128 (d = 0.5) respectively, in which d is the scaling factor. When going from
d = 1.0 to d = 0.5 and d = 0.25 scales, the number of pixels processed through the
network also reduces correspondingly 4× and 8× times.
As shown in Table 5.3, the number of operations and inference time of the optical
flow estimation method is proportional to the resolution of the input image. The most
time-consuming part of the framework is at the decoder part which includes both
correlation estimation, optical flow decoder, and the context network. This result
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Table 5.4: Performance of fast optical flow estimation methods on Sintel [12]
Training
Clean Final
SpyNet-ft [103]
(3.17) (4.32)
FlowNet2-ft [56]
(1.45) (2.01)
LiteFlowNet-ft [54]
(1.64) (2.23)
HD3 F-ft [141]
(1.17) (1.17)
FlowNetC+ [56]
2.31
2.34
PWC-Net+ [121]
(1.71) (2.34)
PWC-Net ROB [121]
(1.81) (2.29)
PWC-Net-small-ft [121] (2.27) (2.45)
FlowNetS+ [56]
(2.80) (2.76)
UpFlow
(2.20) (2.89)
Methods

Test
Clean Final
6.64
8.36
4.16
5.74
4.86
6.09
4.79
5.04
5.04
5.47
3.45
4.60
3.90
4.90
5.05
5.32
6.49
6.54
4.00
5.07

Time
(s)
0.16
0.12
0.09
0.08
0.05
0.03
0.03
0.02
0.01
0.016

shows that processing at a smaller resolution helps reduce the amount of computation,
and thus, reduce the inference time significantly. By generating optical flow at 25%
resolution help improve the speed 4 times. One naive method to leverage this is to
generate optical flow at a smaller resolution than using a bilinear upsampling method
to upscale the flow to the original resolution. However, this comes with a significant
reduction in flow accuracy. Our idea is to take advantage of fast processing flow
estimation at smaller resolution and couple it with a light-weight super-resolution
network so that it can reach the same level of accuracy as by using original resolution.
As shown in Table 5.3, our method adds a small computation to the processing time
while achieving comparable performance with the original method (Table 5.1).
5.3.3

Performance on optical flow benchmarks

We also evaluate the performance of our method on the public optical flow
benchmark MPI Sintel [12], KITTI 2012, and KITTI 2015 [39].

Table 5.4 and

Table 5.5 show the results of our method in comparison with the set of optical flow
methods that have the fastest reported inference time. The time is measured on the
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Table 5.5: Performance of fast optical flow estimation methods on KITTI 2012 and
KITTI 2015 dataset
Method
EpicFlow [105]
CPM-flow [52]
DCFlow [137]
SpyNet [103]
FlowNet2 [56]
LiteFlowNet [54]
PWC-Net [121]
PWC-Net ROB [121]
UpFlow

KITTI 2012
KITTI 2015
AEPE test Fl-Noc test Fl-all test
3.8
7.88%
26.29 %
3.2
5.79%
22.40 %
14.83 %
4.7
12.31%
35.07%
1.8
4.82%
10.41%
1.7
10.24%
1.7
4.22%
9.60%
11.63 %
2.4
7.93 %
17.36 %

Time(s)
15
4.2
8.6
0.16
0.1
0.09
0.03
0.03
0.016

image size from the Sintel dataset, which is 1024×436. The results show that our
methods achieve the second fastest inference speed while significantly better accuracy
than the fastest one (FlowNetS+). Our method also achieves a comparable result to
its baseline method (PWC-Net ROB). Especially, our method, while coupling with
PWC-Net, is also faster than the light-weight version of PWC-Net but achieve a
marginal better accuracy. This demonstrates the effectiveness of the strategy of our
method to leverage both low-resolution optical flow predicted in combination with a
light-weight upsampling network to obtain both high-accuracy and fast performance.
5.3.4

Discussion

Our approach to speed up optical estimation using low-resolution optical flow
estimation coupled with an efficient flow upsampling module has both advantages
and disadavantages to the quality of the results. For the former one, by using lowresolution images, our method can handle the large displacement and fast moving
object in the scenes better. As shown in Table 5.6, our method, while achieves 2nd
fastest speed, also has the best performance in dealing with large displacemen (d60-
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Table 5.6: Performance of fast optical flow estimation method on Sintel [12] at
multiple level of motions

LiteFlowNet [54]
HD3 F [141]
FlowNetC [56]
PWC-Net ROB [121]
FlowNetS [56]
UpFlow

EPE all
5.38
4.67
7.88
4.90
7.22
5.07

d0-10 d10-60 d60-140 s0-10 s10-40 s40+ Times
4.09 2.10
1.73
0.75 2.75 34.72 0.09
3.79 1.72
1.65
0.66 2.18 30.58 0.08
6.47 3.95
2.86
1.37 5.05 47.01 0.05
4.64 2.09
1.52
0.80 3.03 29.80 0.03
6.44 3.64
2.29
1.36 4.61 42.57 0.01
5.14 2.29
1.49
1.03 3.28 29.48 0.016

140) of very fast moving object (s40+). Interestingly, our upsample method obtains
even better accuracy than its base method (PWC-Net ROB) as well as the recent
state of the art method HD3F on this category. However, our strategy also has the
downside when dealing with small object structures in the scene. At a low-resolution,
the small object originally in the high-resolution images disminish. The base optical
flow in out network is difficult to capture its motion which lead to our upsample
method cannot recover the motion of them. We will further investigate a solution to
address this problem in our future work.
5.4

Conclusion
This thesis presents a solution to speed up the optical flow estimation process,

which has a lot of important problems in computer vision, video understanding,
video synthesis, etc. While the state-of-the-art methods continue to further boost the
accuracy on multiple public benchmark datasets, there is less progress on speeding
up these algorithms, which is also an important factor to apply these methods in
practice. Our idea is to still leverage the advantages of existing optical flow estimation
methods, but use them with a small input resolution to save a significant amount of
computation. To fill in the gap of missing high-frequency details, we also couple
the low-resolution flow estimation with a light-weight flow upsampling network to
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extract and transfer details from high-resolution images into low-resolution flows.
Our experiments show that this approach helps reduce the running time significantly
with a little expense of accuracy.
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6

Summary

This thesis presents a set of technical approaches to enable efficient novel view
synthesis for the challenging cases of sparse and asynchronously captured images.
This chapter summarizes the main contributions of this thesis and discusses its
limitations as well as future research directions.
6.1

Summary of Contributions
This thesis contributes three main technical approaches to address the challenges

of novel view synthesis with a set of sparse input images captured asynchronously.
First, this thesis presents a new framework for novel view synthesis that can take
as input a very sparse set of images and synthesize a new image at a new target
viewpoint. Instead of relying on dense 3D scene structure, which is rarely possible,
this approach directly incorporates sparse 3D scene structure into an appearance
flow completion framework and trains a deep neural network to learn to synthesize
an image at a novel viewpoint using pixels from input images.

Secondly, this

thesis presents a homography estimation method for dynamic scenes to address the
challenges of asynchronously captured images. By designing a novel dynamics-aware
multi-scale neural network, this approach shows that it can accurately predict the
homography between images while being able to detect the dynamic content in the
images. Finally, to address the challenge of limited computational resources, this
thesis presents a novel learned upsampling method to transform a fast, but lowresolution, optical flow into a high-resolution one adaptively to the image content so
that it can enable faster optical flow estimation.
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6.2

Limitations and Future Directions
While being able to address the presented problems and achieve good results,

there are several limitations that are not resolved in the scale of this thesis. They
would be interesting research problems to be explored in future works. Below, we
discuss those limitations as well as future directions to address them.
6.2.1

3D structure information

First, the novel view synthesis approach presented in this thesis releases the
dependency on dense 3D scene structures, however, it still relies on the quality of
sparse 3D ones. In extreme conditions such as low-lighting, lack of texture, etc.,
these sparse 3D structures become inaccurate and less reliable, which may ultimately
result in low-quality synthesis results.

Recently, deep learning-based monocular

depth estimation has become more robust [14, 15, 43]. It enables predicting a 3D
scene structure using only a single input image without requiring to establish the
correspondences between images. By combining those monocular depth estimations,
it provides a better way to obtain a high-quality 3D scene structure [84] and will
potentially lead to better novel view synthesis results. It would be even more useful
to combine the monocular depth information with the sparse 3D scene structures to
further finetune and enhance each other to boost the quality of 3D scene structures
and ultimately to support the novel view synthesis better.
6.2.2

Dynamic scene adaptation

Secondly, the homography estimation presented in this thesis only works best for
image alignment and synthesis of planar scenes or when the images are captured
by a rotating camera. To handle the more general cases of translating cameras,
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it requires a more powerful model, e.g., epipolar geometry, to represent the pixel
correspondences across images. In the future, a similar strategy for handling dynamic
content as described in this thesis can also be adopted to enhance the robustness of
this model. Besides, another challenge for novel view synthesis with dynamic scenes
is the consistency of an object motion across multiple viewpoints. To address this,
it requires an accurate dynamic motion model for the object in the scene and an
approach to incorporate that motion model into the novel view synthesis framework.
This is also an interesting research problem for the future works.
6.2.3

Efficiency

Thirdly, this thesis presented an efficient learned upsampling for fast optical flow
estimation. However, the novel view synthesis method presented in this thesis still
requires a slow 3D scene reconstruction process to obtain 3D information. This
process heavily affects the efficiency of the novel view synthesis method. Recently,
deep learning-based methods have been shown to be effective for joint camera motion
and depth prediction [14, 15]. These methods can run efficiently on a GPU and thus
can help speed up the whole novel view synthesis process. In future work, it is possible
to incorporate this estimation as an intermediate step into the novel view synthesis
framework to further optimize its efficiency. Moreover, by training and processing in
an end-to-end manner, it helps optimize the whole process and ultimately enhances
the performance of novel view synthesis.
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[130] Thies, J., Zollhöfer, M., Nie, M.: Deferred neural rendering: Image synthesis
using neural textures. ACM Trans. Graph. 38(4), 66:1–66:12 (2019)

88
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